Abstract-The problem of community detection in social media has been widely studied in the social networking community in the context of the structure of the underlying graphs. Most community detection algorithms use the links between the nodes in order to determine the dense regions in the graph. These dense regions are the communities of social media in the graph. Such methods are typically based purely on the linkage structure of the underlying social media network. However, in many recent applications, edge content is available in order to provide better supervision to the community detection process. Many natural representations of edges in social interactions such as shared images and videos, user tags and comments are naturally associated with content on the edges. While some work has been done on utilizing node content for community detection, the presence of edge content presents unprecedented opportunities and flexibility for the community detection process. We will show that such edge content can be leveraged in order to greatly improve the effectiveness of the community detection process in social media networks. We present experimental results illustrating the effectiveness of our approach.
I. INTRODUCTION
Social networking has become an increasingly important application in recent years, because of its unique ability to enable social contact over the internet for geographically dispersed users. A social network can be represented as a graph, in which nodes represent users, and links represent the connections between users. An increased level of interest in the field of social networking has also resulted in a revival of graph mining algorithms. Therefore, a number of techniques have recently been designed for a wide variety of graph mining and management problems [2] .
An important problem in the area of social networking is that of community detection. In the problem of community detection, the goal is to partition the network into dense regions of the graph. Such dense regions typically correspond to entities which are closely related, and can hence be said to belong to a community. The determination of such communities is useful in the context of a variety of applications in social-network analysis, including customer segmentation, recommendations, link inference, vertex labeling and influence analysis. As a result, a considerable amount of research has been devoted towards algorithms for solving this problem.
Most known techniques for community detection use only the information about the linkage behavior [1] , [6] , [14] , [17] , [27] for the purposes of community prediction and clustering. However, a lot of rich information is encoded in the content of the interactions among the actors in the network. Some recent work [26] , [24] has shown that the use of vertex content can be helpful in improving the quality of the communities. However, we will see that edge content provides a number of unique distinguishing characteristics of the communities which cannot be modeled by node content. Some examples of networks with edge-content are as follows:
• In email networks, a communication between two participants can be considered an edge, which has content corresponding to the text which is communicated between two participants. Clearly, participants with similar content of communication are much more likely to belong to the same community than those which do not. This observation also applies to other forms of text or chat networks, or even (threaded) community boards which enable interaction between specific pairs of participants.
• In social media networks such as Flickr, users may tag an image with keywords. In such cases, it may be possible to construct a network of both people and images in which the edge content corresponds to the keywords which are used for tagging. Clearly such keywords provide important and useful knowledge about the nature of the underlying community.
• In many social media sites, users may share authorship or browsing behavior for the same content. In such cases,one can create an actor-centric network in which edges are placed between users that share the same content, and the shared content is associated with that edge. Thus, each content-based sharing may induce an edge between two participant nodes.
Edges provide a much richer characterization of community behavior, because the content models the characteristics of pairwise interactions rather than individual actors. In general, pairwise interaction content provides very specific information about the nature of the relationship between a particular pair of individuals. This implies that the different kinds of interactions of a single individual may be used in order to reflect their membership in different communities. Figure 1 illustrates an example of a social media network. The nodes represent users while the edges represent the favored images shared by the users. In this example, it is evident that the content information associated with the edges can be naturally categorized into two types, corresponding to the family and the folk music themes. This naturally induces two kinds of edge-based interaction groups. It is particularly interesting to examine the edge content patterns of one of the central users marked by in the figure. The actor has edges which correspond to both themes of folk music and family, but with different sets of associates. While the interests of are ambiguous from an aggregate node-centric perspective, it is clear from specific pairwise edge interactions that should be placed in two separate communities with (largely) different members. This is a fairly common occurrence in social networks, because different parts of the same individual's interactions may show different patterns. This reflects the fact that a given individual may have different facets to her life, which are revealed only in her interactions with different people. The content on the different edges can be used to distinguish the nature of the community involvement. This also suggests that rather than directly trying to cluster the nodes, it may sometimes be more useful to focus on clustering of edges, and then creating an induced community of nodes which may allow for (node) overlaps across communities. We note that such overlapping nodes are often a challenge to community detection algorithms; however the edge content provides unparalleled insights which can be leveraged in order to create interesting communities.
When a community contains edges which are associated with similar content, and are also linked together tightly, the interest area or expertise of a community may also be identified on this basis. This can be useful when it identifies subject matter that is most relevant to the community. Such an approach can be very useful in problems such as expertise search. While some work [26] , [24] has been done on incorporating content in the problem of community detection, most of the previous work is only designed for the case where the content is associated with the nodes rather than the edges. Edge-based content is much more challenging, because the different interests of the same actor node may be reflected in different edges. This paper will design a unique approach for community detection by tightly integrating the structural and content aspects of the network with the use of a matrixfactorization approach. We will show that such an approach provides unique insights which are not possible with the use of pure link-based or content-based methods.
This paper is organized as follows. The remainder of this section discusses related work. In section 2, we present a matrix factorization algorithm for edge-induced community detection. For simplicity, we will first present an algorithm which is based purely on structure only. Then, we present methods for incorporation of content information into the matrix factorization algorithm. The experimental results are presented in section 3. Section 4 presents the conclusions and summary.
II. RELATED WORK The problem of community detection has also been studied in the context of many graph-theoretic clustering algorithms. In its simplest form, a community may be considered as a group of nodes which are densely connected by edges. For example, a variety of node clustering algorithms for graphs with the use of shingling techniques, matrix co-clustering techniques, and tile determination in matrices [9] , [10] can be used for community detection in graphs. The problem is also related to that of finding dense cliques or dense regions in the underlying graph [1] , [16] , [27] . These techniques are designed for generic graphs rather than the specific case of social networks. The problem of community detection [6] , [14] , [17] , [13] , [22] in social networks has also been widely studied because of the increasing importance of social networking applications. A survey of a number of important algorithms for community detection is provided in [22] . Discussion of important statistical properties of web communities is discussed in [14] . A second related line of research is to use purely contentbased clustering methods [4] , [5] , [18] , [20] . However, such methods miss the rich information which is often encoded in the links in the underling network. Some recent work [26] , [24] uses a combination of relational attributes and link information for clustering purposes. However, this method is designed for the case when the attributes are associated with the nodes rather than the edges. Some research [21] has been performed for visualizing the social network when the content is associated with the edges. The technique is designed to provide an intuitive visual understanding, and provides a good understanding of how the different regions in the various modes of the network relate to one another. However, it is not specifically designed for determining communities in an automated way with clear objective criteria.
III. COMMUNITY DETECTION WITH EDGE CONTENT
Before discussing the algorithm in detail, we will introduce some notations and definitions. We assume that we have a social network = ( , ℰ) containing the vertex set and the edge set ℰ. Each vertex in corresponds to an actor in the network, and an edge corresponds to a relationship between this pair of actors. Associated with each edge in ℰ, the content associated with it is in the form of a text document . The problem of content-driven community detection is defined as follows:
Problem 1: Given a graph containing the vertices = { 1 . . . }, an edge set ℰ which is defined between the different vertices, and for each edge ∈ ℰ, the content associated with is denoted by , partition the edge set ℰ into communities 1 . . . which are based both on their linkages and the text content. Determine the vertex community induced by the edge set . The definition above is quite informal, as it does not specifically suggest what the objective functions for link-based and content-based similarity might be. We will set up a more formal framework later for algorithmic development. One interesting observation is that most community detection methods are focussed on partitioning the nodes based on linkage, and we are interested in partitioning the edges based on both linkage and content. Each edge community induces a corresponding vertex community , and the different vertex communities may overlap. The intuition behind this model is that the same actor in a social network may have different interests, which may be reflected by their varied edge content to other actors. An example of this is the node in Figure  1 , who clearly belongs to two separate communities. The differences of the interactions of with other actors will be evident from the differences in the underlying edge content in the two communities. Furthermore, it is reasonable to suggest that the individual belongs to both communities and should be included in both. The content on these edges can provide an idea of the nature of the interactions, and should therefore be carefully used for the community discovery process in social media networks. Therefore, communities can be partitioned in a more principled way with the use of the media content information on the edges. Therefore, while edges can be partitioned in a more coherent way, the vertices are harder to partition in a clean way, and are likely to have overlaps. In the extreme case, when there are no links, the problem defaults to the pure content-based clustering problem. The goal of this paper is to use the structural and content information judiciously in order to obtain the most effective results. We next define the concept of induced vertex communities from edge communities.
Definition 1 (Edge Induced Community): The induced community for a set of edges , is the set of vertices which correspond to the end points of all edges in . It is important to understand that most community detection problems are traditionally defined directly in the form of vertex partitions rather than as an induced set from edge partitions. The reason for this indirect approach is that in scenarios where substantial edge content is available, one can characterize content-based interests in a more coherent way with the use of the corresponding content on the edges. In practice, communities often have substantial overlaps, and these overlaps correspond to the different interests of the same actor; the interactions in terms of edge content provide the understanding needed to characterize the nature of these overlaps.
We note that while traditional community detection is designed with links only, the addition of edge content results in much greater interpretability to the clustering process, because it provides an intensional understanding of how the clusters relate to the content on the edges. Furthermore, it is possible that vertices which are poorly linked may sometimes belong to the same community because of a very high amount of similarity between the content itself. Thus, in some cases in which link connectivity and content-based similarity do not agree, it is important to set up criteria which can crisply regulate these tradeoffs. Thus, the problem is inherently a multi-criteria problem in which we wish to define an objective function , which corresponds to the linkage based connectivity/density, and an objective function which reflects the content-based similarity among the text documents. In the next section, we formally formulate an edge-based clustering algorithm based on both link connectivity and content-based similarity.
A. Edge-Induced Matrix-Factorization
The core idea is to design a novel edge-induced matrix factorization (EIMF) algorithm for embedding of edges into a latent vector space based on link structure of the social network. This latent embedding algorithm is designed to discover the indicative factors for the underlying community structure based on the linkage connectivity among edges and vertices, and is naturally designed to incorporate content information. The link structure between edges and vertices are jointly explored in the EIMF algorithm and their latent vectors satisfy the constraints implied by their structural relationships. We will show that such a feature transformation can be used in conjunction with a standard -means clustering algorithm [12] in order to discover effective communities.
The edge content can be naturally incorporated into the EIMF algorithm along with link connectivity so that the latent vectors of the edges with similar content are clustered together. The ability to discover a feature space which retains vectorbased locality based on link structure as well as edge content is critical, because such a feature transformation enables the use of a simple vector-based -means clustering algorithm [12] for community detection. Such an approach has the following properties:
• We construct a latent representation of vertices and edges, which are not independent of one another. The latent embedding of edges and vertices are based on their mutual structural dependency. Correspondingly, the latent vectors of a vertex can be represented as a function of the latent vectors of the incident edges. The key is to design a latent method which can jointly explore the structure of nodes and edges. Such an approach is particularly effective for community detection.
• We will see that the latent representation provides a natural way to incorporate the edge content. This complements the link structure, and improves the robustness of the clustering process, especially when the community structure is not completely clear from the edge and vertex patterns.
1) Mathematical Model:
In this section, we will discuss the edge-induced matrix factorization model. For simplicity, we will first present a model which constructs a latent representation based on structural information only. In a later section, we will show how edge content can be naturally incorporated in this model. By using this two-step approach to presentation, the exposition is greatly simplified.
As introduced earlier, the social network is denoted by the pair = ( , ℰ). The vertex set contains the nodes { 1 , ⋅ ⋅ ⋅ , } , and the and edge set ℰ contains the edges { 1 , ⋅ ⋅ ⋅ , }. Let Γ denote a × link matrix between edge and vertex set that encodes the underlying link structure. For each edge and vertex , the value of Γ , is set to 1 if is incident to . Otherwise, we have Γ , = 0.
The goal of matrix factorization [28] is to derive a highquality latent vector representation for the edges based on an analysis of the link matrix Γ. The latent representation of the edge set ℰ is denoted by and the latent representation of vertex set is denoted by . Here, is a × matrix with each column corresponding to a -dimensional feature vector for each edge in the network. The latent edge matrix can be expressed in terms of its latent column vectors as {f ( 1 ), ⋅ ⋅ ⋅ , f ( )}. Each column of is the latent feature vector for the corresponding vertex. Correspondingly, the latent vertex matrix can be expressed in terms of its latent column vectors as {f
The goal is to use these feature vectors of edges and vertices to capture the principal factors of the underlying link structure so that the edges and vertices in the same community are more likely to cluster together in the latent space. The core of the approach is to therefore determine a latent representation which can effectively expose the community factors within the content and matrix structure. Once such an optimum representation of the latent vectors of are obtained, it is possible to obtain high quality communities by applying well known clustering methods (such as the -means method) to the latent vectors in in order to discover communities of edges. As discussed earlier, once the edge-based communities are known, then vertices can be assigned to the communities induced by the edge partitions. Therefore, we will focus on designing such a latent representation which can expose the community factors well with the use of both structure and content.
We use the matrix factorization technique to design and such that the matrix product of and approximately represents the link matrix Γ. The matrix factorization technique sets up an optimization problem in order to determine these matrices approximately. Therefore, we wish to determine the optimum values = ★ and = ★ , where these optimum values are defined by minimizing the error of the approximation. In other words, we have:
where ∥ ⋅ ∥ denotes the Frobenius norm of a matrix. Essentially, the optimization problem aims at approximating each entry Γ , of the link matrix by f ( ) ⋅ f ( ), so that the obtained latent vectors can algebraically reflect the link relations between edges and vertices. Ideally, the latent vectors of an edge and a vertex should be orthogonal unless they are incident to each other. One can also impose the nonnegative constraints on and . The solution of such a model requires algorithms that are similar to probabilistic latent semantic analysis (PLSA) [11] and nonnegative matrix factorization (NMF) [23] .
Conventional methods for matrix factorization [23] have gained success in link matrix analysis. However, these methods ignore the fact that the latent feature vectors of edges and vertices do not exist independently. In fact, they are closely related and ought to be induced by combining those of the edges incident upon it. In other words, it indicates that the latent vector of a vertex that describes its community factors can be derived by mixing the latent factors of the incident edges. Therefore, for any vertex and its incident edges, its latent vector f ( ) can be induced in terms of the incident edges:
Here, ( ) denotes the set of edges incident upon , and ( ) = | ( )| is the degree of . For example, in an email communication network, the latent vector that characterizes an individual (i.e., a vertex) can be obtained as a combination of the latent vectors from the communicated emails. The imposition of such a restriction helps us expose the community factors in the underlying vertices and edges much more effectively.
Let us define a × matrix Δ, whose entry Δ , is defined to be 1 ( ) if ∈ ( ). Otherwise, the value of Δ , is set to 0. Then, Eq. (2) can be compactly rewritten in matrix form as follows:
By substituting Eq. (3) into Eq. (1), we can obtain the optimal matrix factorization by minimizing the following:
This objective function captures the link structure of the network. Therefore, we denote the expression by . Later, we will discuss how to naturally combine the edge content with this latent model with the use of two different methods.
Before discussing the incorporation of content, we would like to make an observation about the the objective function of (4), which provides it with some advantages in terms of solvability. Unlike conventional matrix factorization, this objective function is jointly convex with respect to and . This makes the problem much easier to solve, especially when there are many local minima in the non-convex conventional model. This makes the EIMF approach more tractable for optimization purposes. One can solve this convex optimization problem by gradient-based methods, such as the conjugate gradient method and quasi-Newton method. At each step of these optimization methods, the main computation stems from computing the gradient of the above objective function with respect to the matrix . This gradient can be expressed as follows:
In a later section, we will show how such a gradient can be used effectively with content in order to solve this problem effectively.
B. An Example
To illustrate the difference of EIMF from the PCA-like matrix factorization, we conduct a case study here for an example as illustrated in Figure 2 . The left part of the network forms a community (e.g., a golf club) with a clique of four vertices 1 , 2 , 3 and 4 , which are fully connected with each other. Meanwhile, the right part forms the other community (e.g., the colleagues) with a clique of three vertices 4 , 5 and 6 . We find that 4 belongs to both communities in this example.
First, we perform the proposed edge-induced matrix factorization (EIMF). We have the incidence matrix 
and the matrix
By minimizing Formulation (4), we can obtain the onedimensional latent factors (i.e., real value) associated with each edge for community detection as shown in Figure 3 . We can find that the obtained latent edge factors for the two communities are well separated. Especially, smaller factors indicate the corresponding edges are more likely to belong to the golf community while the larger factors indicate the memberships of colleague community. Moreover, for the edges in golf community, we find that 1 , 2 and 5 have smaller factors than that of 3 and 4 . It is reasonable since 1 , 2 and 5 are fully contained in the golf club community in the sense that their incident vertices 1 , 2 and 3 completely belong to this community. On the contrary, the other two edges 3 and 4 only partially belong to this community as one of their incident vertex 4 only has the mixed membership on both communities. The similar discussion is applied to the colleague community in the right part of the network. We also show the factors of the vertices computed by Eq. (2) in Figure 3(b) . It is worth noting that the vertex 4 has a latent factor between that of two communities, which indicates a mixed membership.
On the contrary, Figure 6 (a) illustrates the results of the PCA-like matrix factorization. Comparing with the results as illustrated in Figure 3 , we can find that the factor of 4 does not properly combine the factors of its incident edges 3 , 4 and 6 , which violates the relation in Eq. (2). As a result, one can find that it fails to detect the mixed membership of this vertex in both communities since the factor of 4 falls into the colleague community with the same factor as 5 and 6 . Moreover, the factors of 3 , 4 and 6 lie on the boundary of two communities and fail to indicate which community these edges belong to.
C. Incorporating Edge Content
Since the model discussed in the previous section explicitly includes latent variables for the edges, it can be naturally ex- Community of Golf Club Community of Colleagues tended to the case of edge content. As mentioned earlier, edge content may provide additional rich information to detect the potential communities especially when individual interactions are inherently focussed towards multiple communities. For example, a vertex which is linked to multiple communities can often be disambiguated with the use of the content on the edges. Furthermore, the level of linkage within different communities may vary considerably, and the content is helpful in distinguishing the noise from the meaningful linkages. In particular, some of the less strongly linked vertices may sometimes belong to the same community if they share a large percentage of edges with similar content. On the other hand, it is also possible for some densely-linked vertices belong to the distinct communities if their associated edge contents are quite different. In this subsection, we will develop an additional content-based objective function and show that it can be combined with in order to derive an integrated feature representations with both link-connectivity and content-based similarity.
For each edge , we assume that the content associated with it is denoted by . For example, in an email network, could be a text document which denotes the email communication between the two vertices. For the purpose of this paper, we assume that the content associated with each edge is text, though the general principles used in this paper can be extended to other content-types as well. We assume that the -dimensional feature vector to represent the document is denoted by f ( ), in which, for example, each dimension represents the Figure 3 , we can find the obtained latent vectors of edges and vertices do not satisfy the edge-induced assumption. Specifically, the latent factors of 3 , 4 and 6 lie on the boundary of two communities and fail to indicate their community memberships; moreover, the latent factors of 4 does not properly mix those of its incident edges so that it fails to indicate the mixed membership of this vertex in both communities.
occurrence frequency of a word. For notational purposes, we introduce a × matrix to denote these extracted feature vectors. In this matrix, the th column contains the content feature vector f ( ) associated with the edge .
We design two different methods for incorporating the edge content into the community detection process. The first approach is designed with a direct use of the similarity between the feature vectors of different edges. For examples, consider two edges and , with associated content denoted by and , and corresponding feature vectors denoted by f ( ) and f ( ) respectively. In this case, one can compute the cosine similarity , between the two feature vectors as follows:
While we have used the cosine similarity function because of its well-known effectiveness for the text domain, we note that our approach is not specific to the use of a particular similarity function. In general, the overall approach can be used in conjunction with different similarity functions for different content-types. We denote these similarity measures as the entries of a × matrix . Let be the sum of elements of the th row vector of the similarity matrix . Let be the diagonal matrix with { 1 , ⋅ ⋅ ⋅ , } as its diagonal elements. Let be the normalized Laplacian matrix of , which is given by the relationship:
Then, one can use the Laplacian transformation in order to minimize the following content-based objective function in terms of the underlying latent edge vectors:
Here (⋅) represents the trace of the matrix. The determination of the optimal latent edge vectors provides a latent representation which exposes the communities based on the content-similarity between edges. Such a latent representation would be very useful for the community construction process. Then, by properly combining and , we can obtain the optimal latent edge vectors in by minimizing the following objective function:
The objective function has two terms corresponding to structure and content, which are regulated with the use of the balancing parameter . As in the case of the structure-based objective function , this function is also convex. Therefore, we can use any gradient-based convex optimization solvers without being stuck in a local minimum. The gradient of this solver with respect to is computed as follows:
(12) We denote this method by EIMF-Lap (or EIMF-Laplacian) since this method uses the Laplacian approach in the optimization process. The EIMF-Lap approach combines the link and content objective functions with a balancing parameter . One drawback of this is that it involves extra effort of tuning a proper parameter.
In order to avoid this, we can design an approach which learns a linear projection that maps the document feature vectors f( ) to the edge feature vectors f ( ) with the use of a × transformation matrix . The latent edge vector f ( ) is expressed by multiplying the transformation matrix with the content vector f ( ) as follows:
This can also be expressed as = ⋅ in the matrix form. We note that the matrix is not known, and needs to be learned in order to optimize the content-based community formation. This linear projection can capture the link structure by incorporating it into the EIMF approach in Eq. (4). Thus, the transformation matrix can be derived by minimizing the following:
This method parameterizes with the use of the linear projection matrix . Therefore, it suffices to optimize the expression with respect to rather than . Once the optimum value of has been obtained, we can determine the appropriate latent representation by using the relationship between and .
We denote this method by EIMF-LP (or EIMF-linear projection) in the following sections. The objective function Ω( ) can be minimized with the use of any convex optimization solver, which uses the gradient descent with respect to the parameter . The gradient of Ω with respect to is computed in each step as follows:
15) As we will see later, we can greatly speed up many of these update techniques with the use of iterative learning techniques.
D. Multiplicative Update Rule
The direct optimization of the objective functions in the EIMF-Lap and EIMF-LP methods by convex programming solvers may be computationally expensive, especially for the large-scale social networks. In order to reduce computational costs, we propose a multiplicative update algorithm based on Oja's iterative learning rule [15] [25] .
First, let us consider the objective function defined by EIMF-Lap in Eq. (10) . We intend to decompose the gradient in Eq. (12) (12) can be decomposed into its set of positive components ∇ + and the set of negative components ∇ − as follows:
On ignoring constant terms in the gradient, it is evident from Eq. (12) , that ∇ + and ∇ − may be defined as follows:
Then, one can use the results in [15] in order to define an iterative learning based update rule with the use of ∇ + and ∇ − as follows: 
The value of can be initialized to a nonnegative matrix, and the above multiplicative update rule can be used to maintain nonnegativity. The value of increases when . This implies that ∇ ( ) = 0 is the stationary point of the objective function. The second case is when → 0, which yields the sparsity in . A similar discussion can be applied to the second objective function corresponding to EIMF-LP. In this case, one can decompose the gradient as follows:
The positive and negative components (denoted by ∇ + and ∇ − respectively) can be defined as follows:
As in the previous case, these can be used in conjunction with the the results in [15] in order to define the following multiplicative update rule:
As in the previous case, the value of can be initialized to be nonnegative, and the update rule subsequently maintains it. The iterative update of converges whenever either a stationary point is achieved (corresponding to [∇ Ω ( )] = 0), or the solution satisfies the sparsity property (corresponding to → 0). Since the link matrices Γ and Δ are usually very sparse (there are only 2 nonzero entries in these two matrices where is the number of edges in the social network), the multiplicative update rules corresponding to Eq. (19) and Eq. (20) can be computed efficiently in each step. With the obtained nonnegative representation, the cluster label for each edge can be assigned based on the maximum factor in each latent vector.
IV. EXPERIMENTAL RESULTS
In this section, we will compare the effectiveness of the EIMF algorithms with the other state-of-the-art community detection algorithms on two data sets. In the following, we will describe the data sets, performance metrics and the experimental setup in detail.
A. Data Sets
The following two data sets were used for evaluation:
• Enron Email Data Set: This data set consists of a large number of email messages between employees of the Enron corporation, which were collected and used for a legal investigation of its financial troubles in the year 2000. The Enron corpus contained 200, 399 messages belonging to 158 members of senior management of Enron. Each user had an average of about 757 messages. From a network modeling perspective, the users correspond to modes that are linked by the email communications (edges) between them. The edges are associated with the content of email messages. The feature vectors are extracted from each email by counting the frequencies of extracted word tokens. One useful characteristic of a particular version of the data set, was that it was annotated by students at the University of California at Berkeley. This was very useful for evaluation purposes. This subset of 1, 700 emails are labeled by 53 categories, which focuses on businessrelated emails and the California Energy Crises. As we will see later, such labeling can be leveraged in order to measure the quality of the clustering. 1 Based on these annotated categories, the users are assigned to the 53 clusters based on their email communications according to the edge-induced rule.
• Flickr Social Network Data Set: This data set contained 15 popular Flickr user groups, including "family", "auto" , "concerts", "pet portraits", "kids and nature", "street art," "wide party," "folk music," "magic city," "party favors", "British politics", "youth basketball", "fast food", "fancy dress party", and "great sky." These groups are collected using the keyword-based group search functionality provided by Flickr. The most popular tags were used as queries. This social media network has 4, 703 users in 15 groups, and each user can join more than one group. We note that users have the ability to mark their favored images in these groups. We use these favored images in order to create a graph of users in which the edges reflect an interest in the same image. In order to enable this, s totsl of 26, 920 favored images were collected from Flickr. In order to construct the social media network, two users are linked by edges if they favor the same images. For each image, users also tag some keywords to describe its content. The edge content is the union of the user tags on the associated images. The user tags are stemmed and the stop words and meaningless keywords 1 The data set along with documentation may be found at: http://bailando.sims.berkeley.edu/enron email.html. are removed. In general, the user tags provided a richly descriptive characterization of the underlying images.
B. Performance Metrics
As mentioned in the previous section, the data sets are associated with class labels in addition to the content. These class labels turned out to be used in order to measure the effectiveness of the community detection process. In order to measure the effectiveness of the community detection algorithm, two metrics are used in the experiments. These were the pairwise F-measure (PWF) and average cluster purity (ACP) respectively. These metrics are both supervised metrics, which are constructed with the use of the community ground truth (or class labels) collected in the data sets. Since clustering is an unsupervised problem, the ground truth information was not used during the clustering process. The class information about the communities is only used for evaluation purposes. This provides a robust evidentiary measure about the quality of the clustering.
Pairwise Precision, Recall and F-measure. We note that our community detection approach allows for overlaps, and can assign each node to more than one cluster. Furthermore, the ground-truth may also allow for overlaps, when multiple groups were associated with a node. Therefore, we need to revise the commonly used pairwise precision and recall measures for clustering algorithms [24] , in order to create a meaningful measure. Let denote the set of node pairs that share at least one cluster class. Similarly, let denote the set of node pairs that are assigned to at least once to the same cluster by the algorithm. Then, we can compute the pairwise precision and recall as follows:
The afore-mentioned measures of precision and recall can be used in order to define the pairwise F-measure as follows:
A higher value of the pairwise F-measure (PWF) suggests that the underlying clustering is of good quality. Average Cluster Purity: The average cluster purity is computed as the average percentage of the dominant community in the different clusters. Formally, let = { 1 , ⋅ ⋅ ⋅ , } be the clusters determined by the algorithms. Let us assume that the number of points in , are denoted by . The corresponding set of vertices is denoted by
denote the set of communities that , truly belongs to in the ground truth of labels. Then, the average cluster purity (ACP) is defined as follows:
Here, (⋅) is an indicator function, which indicates whether the dominant class of cluster matches with at least one of the labels for a vertex. 
C. Community Detection Results
In order to validate the effectiveness of our algorithms, we need to show that the obtained communities are more effective than other competing methods. For this purpose, we used the following baselines:
• We used some link-based techniques in which we cluster the nodes using known structural methods in community detection. In particular, we tested with the use of the Newman's algorithm [6] , the LDA-Link [7] ), and normalized cut (NCUT) [19] which is a spectral clustering algorithm. These algorithms only use the link structure to partition the nodes in social networks into communities.
• We used a pure content-based approach where we are simply clustering the documents on the edges, with the use of a text clustering approach. We used the LDA-Word [3] and NCUT-content algorithms in order to cluster the content on the edges in the Enron and Flickr data sets. Once, the edges have been partitioned, they are used to induce the nodes into different communities based on the edges incident upon them.
• A community detection approach, which uses content in the nodes along with the links. In such a case, we also need an equivalent way for modeling the content at the nodes as opposed to the edges for the same scenario. For example, for the Enron data set, the content at a node is the concatenation of all emails sent by a participant, and for the Flickr data set, the content at a node is the union of all user tags associated with the favored images.
In this category, we use LDA-Link-Word and NCUTLink-Content for comparison. LDA-Link-Word refers to the mixed membership model in [7] , and NCUT-LinkContent refers to the spectral clustering algorithm with both link and content similarity between nodes [19] . In the case of EIMF-Lap, the dimension of the latent space eas set to be equal to the number of clusters. This was 53 in the case of the Enron email data set and 15 in the Flickr social media data set respectively. For EIMF-LP, the transformation matrix also projects the representation into a 53 and 15 dimensional latent space. Once the latent space was obtained, a -means clustering was applied in order to partition the embedded points in the latent space into different clusters for community detection.
The results for the different algorithms and data sets are illustrated in tabular form in Table I . We present the results in terms of pairwise precision, recall and F-measure. On both data sets, the two edge-content-based algorithms EIMF-LP and EIMF-Lap outperform the other algorithms, including the pure content and pure link-based algorithms, and also the algorithms which combine both link and node content. This confirms when detecting community structure in a network with content information on the edges, EIMF-LP and EIMFLap algorithms can achieve better performance than the other baseline algorithms. An interesting observation is that the algorithms with pure content-based information obtain better performances than the pure linkage-based algorithms. This suggests that the edge content may often contain useful information for the community detection process.
Another observation is that the algorithms which combine both edge content and links perform better than those combining node content and links. This is because in the email and social media networks, the content is naturally attached on edges rather than nodes. The algorithms that combine the node content and links concatenate the edge content together to represent the node content. This often reduces the effectiveness of the algorithm, because it mixes the content information from diverse edges. In many cases, this may lead to a reduction in the ability of the algorithm to discriminate among different communities.
We also provide some case studies about the kinds of communities we obtained. Figure 5 illustrates some examples of groups partitioned by the EIMF-LP algorithm on the Flickr social media network. Each row shows the favored images in this group whose name is given by the dominant group associated these images. We can find that the images in each group share a common theme and are consistent with the topics set up by the user tags in the corresponding group. This suggests that the method is able to determine coherent communities with the use of this approach.
We also tested the sensitivity of the EIMF-Lap method to different choices of the parameter . We illustrate the variation of the algorithm with in Figure 6 . The value of is illustrated on the -axis, and it varies from 0 to 3.0 with 0.5 as the step size. It is evident from the results that when no content information is incorporated ( = 0), the EIMF- Lap algorithm does not perform well on either of the data sets. However, as increases, more content information is combined together with link structure and it performs better. However, such advantages drop off after a certain point, because the use of a value of which is too large reduces the importance of the link structure. This verifies that the edge content does help in modeling the community structure, and therefore the underlying effectiveness of the community detection algorithm. We experimentally used = 2.0 in the experiments It is evident from Table I , that the EIMF-Lap algorithm achieves competitive results on both data sets. By further tuning the parameter specific to the Enron and Flickr data sets, its performance could achieve better performance than EIMF-LP. On the other hand, the advantage of EIMF-LP is that it does not depend on such a parameter, and thus it does not need to be tuned. This makes the EIMF-LP algorithm more easily to apply in practical applications.
V. CONCLUSIONS AND SUMMARY
In this paper, we proposed an algorithm for community detection with edge content. Edge content provides unique insights into communities because it characterizes the nature of the interactions between participants more effectively. This is because the use of purely structural information cannot easily characterize the nature of the interactions between participants effectively. Similarly, the information which is available only at the nodes may not be able to easily distinguish the different interactions of nodes that belong to multiple communities. The use of edge content enables richer insights which can be used for more effective community detection. Our experimental results show the robustness of the approach over a number of content-and media-based data sets.
ACKNOWLEDGMENTS
Research was sponsored by the Army Research Laboratory and was accomplished under Cooperative Agreement Number W911NF-09-2-0053. The views and conclusions contained in this document are those of the authors and should not be interpreted as representing the official policies, either expressed or implied, of the Army Research Laboratory or the U.S. Government. The U.S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation here on. Guo-Jun Qi is also supported by an IBM Fellowship.
