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Abstract
Recent advances in information technology have enabled the analysis of large and complex data. Three-way three-
mode data X¯ ∈ R|I|×|J|×|K| and I, J and K are represented by a set of objects, variables and occasions, respectively, and
where | · | is deﬁned as the cardinality of a set, are observed in various ﬁelds such as panel research or psychological
research. For obtaining clustering structures from three-way three-mode data, it is important that clustering algorithms
are applied to the data as an initial analysis. Vichi, et al., [6] proposed two types of subspace clustering algorithms that
consider the structure of three-way three-mode data. However, Lance, et al., [3] reported that such types of subspaces
are aﬀected by noise and include complicated assumptions.
In this paper, we propose subspace hierarchical clustering for three-way three-mode data using quadratic regular-
izations. In the proposed method, a clustering algorithm, variable selection and occasion selection are simultaneously
applied to the data. More precisely, the subspace comprises a subset of varables and occasions. Further, the clustering
results are easy to interplet because the subspace does not include complex assumptions and can exclude noise eﬀects.
Keywords: Variable selection, Occasion selection
1. Introduction
Three-way three-mode data are deﬁned as X¯ ∈ R|I|×|J|×|K| , where I, J and K are described as a set of objects,
variables and occasions respectively, and | · | is represented as the cardinality of a set. Three-way three-mode data
X¯ are observed in various ﬁelds such as panel research or psychological research. It is important that clustering
algorithms are applied to such data as an initial analysis, in order to obtain clustering structures from three-way
three-mode data. However, when traditional clustering algorithms are apllied three-way three-mode data should be
converted into two-way two-mode data XI,JK = (X··1, X··2, · · · , X··K) , where X··k ∈ R|I|×|J| is described as two-mode
data for the occasion k (∈ K), and some problems occured. First, the structure of the three-way three-mode data
cannot be considered. Second, it is diﬃcult to interplet the clustering results for variables and occasions. Finally,
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such two-mode two-way data tend to be multi-dimensional and thus the clustering results are aﬀected by the curse of
dimensionality.
Vichi, et al., [6] proposed subspace clustering algorithms for three-way three-mode data, Tucker 3 clustering and
three-way factorial k-means. Here, subspaces are described as a linear combination of original variables and occasions
and it is easy to interpret the clustering results. However, for two-way two-mode data, Lance, et al. [3] criticized such
subspaces because they are aﬀected by the eﬀects of variables and occasions with noises and includes complicated
assumptions. In addition, the clustering algorithms assumed that each cluster includes the same number of objects
and the shape of each cluster is a hyper-sphere because the algorithms are based on the least squares criterion. These
assumptions are inappropriate when dealing with large and complex data since the results of algorithm based on the
least squares criterion tend to be aﬀected by noises such as outliers.
Tanioka and Yadohisa [5] proposed subspace hierarhical clustering for three-way three-mode data using entropy
regularization method based on COSA [2]. Here, the subspace comprises a subset of variables and occasions. The
clustering results are easy to interpret, and the assumptions are not complicated. In addition, the algorithm does
not assume that each cluster includes the same number of objects and that the shape of each cluster is a hyper-
sphere. However, for entropy regularization methods, the subspace does not consist entirely of the subset of original
variables and occasions. More precisely, the clustering algorithm does not entirely eliminate the eﬀects of variables
and occasions with noises.
In this paper, we proposed subspace hierarchical clustering for three-way three-mode data using quadratic regu-
larization [4]. The quadratic regularization method can completely eliminate the variables and occasions with noises
and the subspaces are completely described as a subset of variables and occasions.
First, we introduce the objective function for the proposed clustering algorithm and show the update formula for
the algorithm. Second, the methods used to calculate optimal weights for variables and occasions are shown. Third,
prposed dissimilarities between clusters are based on COSA. In addition, two types of proposed algorithms are deﬁned
based on COSA. Finally, numerical examples are shown and conclusions are presented.
2. Proposed objective function and update formula
In this section, we introduce the objective function for the proposed clustering algorithm and the update formula.
Deﬁnition 2.1. Proposed objective function
Let XI,JK, λ (≥ 0) and η (≥ 0) be the three-way three-mode data, scale parameter for variables and scale
parameter for occasions, respectively. The objective function Q and the optimization problem are deﬁned as follows:
Q({wg}|G|1 , {zg}|G|1 ) =
∑
g∈G
{
(uTg ug(u
T
g ug − 1))−1
[
(wg ⊗ ug)T D¯(zg ⊗ ug) + |K|12λ
−1wTg wg + |J|
1
2
η−1 zTg zg
]}
→ Min
=
∑
g∈G
{
(uTg ug(u
T
g ug − 1))−1
∑
s∈Cg
∑
t∈Cg
∑
j∈J
∑
k∈K
(wjgzkgd jkst +
1
2
λ−1w2jg +
1
2
η−1z2kg)
}
subject to:
wTg wg = 1, wjg ≥ 0, zTg zg = 1, zkg ≥ 0, (1)
where, ⊗ indicates the Kronecker product, G and (g ∈ G) represent a set of clusters and the label of the cluster,
respectively, Cg represent cluster g ∈ G, wg = (w1g,w2g, · · · ,w|J|g) and zg = (z1g, z2g, · · · , z|K|g) indicate weights for
variables and occasions on each cluster g ∈ G respectively, and,
D¯ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
D11 D12 · · · D1|K|
D21 D22 · · · D2|K|
...
...
. . .
...
D|J|1 D|J|2 · · · D|J||K|
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
D jk = (dst jk) represents the dissimilarity matrix between objects for variable j and occasion k.
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Here, |K| 12λ−1wTg wg and |J| 12η−1 zTg zg indicate quadratic reugularization terms for variables and occasions respec-
tively. In short, the non-convex problem is converted into a convex problem by introducing these regularized terms.
For the meaning of (1), each xg jk (g ∈ G) including variation with low is considered as informative and added to high
weights for variables and occasions. Next, we deﬁne two types of admissible index set and show the proposition for
wg and zg.
Deﬁnition 2.2. Admissible index set [4]
Let wg and zg be weight vectors for variables and occasions, respectively. The admissible index set of variables
for cluster g ∈ G is deﬁned as follows:
J∗g = { j| wjg > 0},
and the admissible index set of occasions for cluster g ∈ G is deﬁned as follows:
K∗g = {k| zkg > 0}.
Then, we deﬁnes a vector of the admissible index set.
Deﬁnition 2.3. Vector of admissible index set
Let J∗g and K∗g be the admissible index set of variables and occasions for g ∈ G. The vector of the admissible index
set for variables and cluster g ∈ G is deﬁned as follows:
j∗g = ( j
∗
1g, j
∗
2g, · · · , j∗|J|g)T , j∗jg =
{
1 ( j ∈ J∗g)
0 ( j  J∗g),
and the vector of the admissible index set for occasions and cluster g ∈ G is deﬁned as follows:
k∗g = (k
∗
1g, k
∗
2g, · · · , k∗|K|g)T , k∗kg =
{
1 (k ∈ K∗g)
0 (k  K∗g),
Next, the update formula for variables and occasions are deﬁned as follows.
Proposition 2.1. Update formula for wg
When X, λ, η and zg(g ∈ G) are given, wg that minimize Q subject to (1) is deﬁned as follows:
wg = diag( j∗g)
(
sg(J) + ( j∗Tg j
∗
g)
−1[1J − 1J sg(J)T1J]),
where,
sg(J) = −λ(k∗Tg k∗g)−1(uTg ug(uTg ug − 1))−1(EJ ⊗ ug)T D¯(wg ⊗ ug), (2)
EJ ∈ R|J|×|J| and 1J ∈ R|J| are described as the unit matrix and a vector that consists of 1, respectively.
Proposition 2.2. Update formula for zg
When X, λ, η and wg(g ∈ G) are given, zg that minimize Q subject to (1) is deﬁned as follows:
zg = diag(k∗g)
(
sg(K) + (k∗Tg k
∗
g)
−1[1K − 1K sg(K)T1K]),
where,
sg(K) = −η( j∗Tg j∗g)−1(uTg ug(uTg ug − 1))−1(EK ⊗ ug)T D¯(zg ⊗ ug), (3)
EK ∈ R|K|×|K| and 1K ∈ R|K| are described as the unit matrix and a vector that consists of 1, respectively.
In summary, the update formula for variables and occasions depends on the admissible index sets. Miyamoto and
Umayahara [4] proposed a computationally eﬃcient algorithm. The properties are described in the next section.
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3. Calculating optimal admissible index set for variables and occasions
In the calculation of admissible index set, a problem occurs when the number of combinations becomes large. In
this section, the method used to eﬀectively calculate the optimal admissible index set is described. Some notations
were deﬁned and proposed by Miyamoto and Umayahara [4].
Deﬁnition 3.1. Order statistics for calculating the update formula wg and zg
Let d∗jg = (u
T
g ug(uTg ug − 1))−1
∑
s∈CG
∑
t∈Cg
∑
k∈K zkgd jkst and d∗kg = (u
T
g ug(uTg ug − 1))−1
∑
s∈CG
∑
t∈Cg
∑
j∈J w jgd jkst
for j ∈ J∗ and k ∈ K∗, respectively. . We assume d∗jg as follows:
d∗1g ≤ d∗2g ≤ · · · ≤ d∗|J∗|g, (g ∈ G; j ∈ J∗),
and assume d∗kg as follows:
d∗1g ≤ d∗2g ≤ · · · ≤ d∗|K∗|g, (g ∈ G; k ∈ K∗).
Proposition 3.1. Notations of J( j) and K(k)
J( j) is deﬁned as a subset of J = {1, 2, · · · , j} such that j < |J|. K(k) is deﬁned as a subset of K = {1, 2, · · · , k}
such that k < |K|.
Deﬁnition 3.2. Notation of f J∗(g) and f
K∗
(g)
f J
∗
(g), g ∈ G,  ∈ J∗, is deﬁned as follows:
f |J
∗|
(g) = |K∗g |−1λ
∑
j∈J∗
(
d∗jg − d∗g
)
+ 1, (4)
and f K
∗
(g), g ∈ G, m ∈ K∗, is deﬁned as follows:
f |K
∗|
(g)m = |J∗g |−1η
∑
k∈K∗
(
d∗kg − d∗mg
)
+ 1. (5)
Then, the proposition for the method used to calculate the optimal admissible index set is described as follows.
Proposition 3.2. Eﬃcient algorithm [4]
Under the assumption (4), the solution that minimizes Q for cluster g ∈ G is given by the following procedure.
Step1 Calculate f |J( j)|(g)|J( j)| for every J( j), ( j = 1, 2, · · · , |J|) satisﬁed with based on (4). Let j¯ be the smallest number
such that f |J( j¯)|+1
(g)|J( j¯)|+1 ≤ 0.
Step2 Let J( j¯) = {1, 2, · · · , j¯}.
Step3 For  = 1, 2, · · · , j¯, let wg = j¯−1(1 + |K∗|−1λ∑ j∈J d∗jg) − |K∗|−1λd∗g, and for  = ( j¯ + 1), · · · , |J|, let wg = 0.
For zkg, the method used to calcule the optimal admissible index set is determined as well as the method for wjg.
4. Proposed algorithm
In this section, we ﬁrst deﬁne dissimilarities between clusters based on COSA [2] and KNN indicator vectors that
are used to calculate the intial weights of variables and occasions. We also deﬁne the proposed algorithm.
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Deﬁnition 4.1. Two types of dissimilarities for three-way three-mode data between clusters
Let wg and zg be weight vectors for variables and occasions. The two types of dissimilarities used for the proposed
algorithm are deﬁned as follows:
D(Cg,Ch| wg,wh, zg, zh)(1) = uTg max(D(Cg,Ch|wg, zg),D(Cg,Ch|wh, zh))uh, (6)
D(Cg,Ch| wg,wh, zg, zh)(2) = (uTg ug(uTh uh − 1))−1
{
(w#gh ⊗ ug)T D¯(z#gh ⊗ uh) +
1
2
|K|λ−1w#Tgh w#gh +
1
2
|J|η−1 z#Tgh z#gh
}
, (7)
where
D(Cg,Ch|wg, zg) = (uTg ug(uTh uh − 1))−1
{
(wg ⊗ diag{ug})T D¯(zg ⊗ diag{uh}) + 12 |K|λ
−1wTg wgugu
T
h +
1
2
|J|η−1 zTg zguguTh
}
,
max(A, B) = (max(ast, bst))m×n, A, B ∈ Rm×n,
w#g,h = (max(w1g,w1h),max(w2g,w2h), · · · ,max(w|J|g,w|J|h)),
z#g,h = (max(z1g, z1h),max(z2g, z2h), · · · ,max(z|K|g, z|K|h)).
Deﬁnition 4.2. Determining the initial KNN indicator matrix
When XI,JK and a parameter of the KNN, p ∈ {1, 2, · · · , |I|}, are given, the KNNindicator vector vi = (vi1, vi2, · · · , vi|I|)
is deﬁned as follows:
vis =
{
1 (s ∈ KNN(i))
0 (others),
where, KNN(i) = {s| D∗is ≤ Di(p)}, D∗is = (1J ⊗ ei)T D¯(1K ⊗ es), EI = (e1, e2, · · · , e|I|) and Di(p) represents the order
statistics of {Dis}|I|s=1.
Here, we deﬁne the two kinds of clustering algorithms that are used to calculate initial weights for variables and
occasions and the three-way three-mode hierarhical clustering algorithm that is based on the quadratic regularization
method.
Algorithm 4.1. Calculating initial weights for variables and occasions
Step 0 Set λ, η ∈ R+, wi ← |J|−11J , zi ← |K|−11K, parameter for KNN, p ∈ N, and XI,JK.
Step 1 Calculate vi for i ∈ I based on the parameter for KNN, p.
Step 2 Calculate the admissible index set based on (3.2) and update wi for i ∈ I.
Step 3 Calculate the admissible index set based on (3.2) and update zi for i ∈ I.
Step 4 If the stop condition is satisﬁed, stop, otherwise, go to step 2.
Here, for example, the stop condition is described such that the number of iterations speciﬁed has been completed.
Next, we present the three-way three-mode hierarchical clustering algorithm that is based on the quadratic regulariza-
tion method.
Algorithm 4.2. The three-way three-mode hierarhical clustering algorithm based on quadratic regularization method
Step 0 Set λ, η ∈ R+, wg and zg to the vectors calculated by Algorithm 4.1 , ug ← vg, G ← I and XI,JK.
Step 1 Combine the two clusters corresponding to argming,hD(Cg,Ch| wg,wh, zg, zh).
Step 2 For the combined cluster in step 1, calculate the admissible index set J∗ based on (3.2) and update wg for
g ∈ G.
Step 3 For the combined cluster in step 1, calculate the admissible index set K∗ based on (3.2) and update zi for i ∈ I.
Step 4 If the stop condition is satisﬁed, stop, otherwise, go to step 5.
Step 5 If |G| = 1, stop, otherwise, go to step 1.
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5. Application
In this section, we show an example of the proposed method by using Ambra’ s data [1]. The data consist of 23
countries, 6 industries, and 7years as I, J and K, respectively. Each cell shows a specialization index for j ∈ J. We
set the λ = 7 and η = 12, respectively and the results is shown in Table 1, 2, and 3.
Table 1: Clustering results for ”background to the Electronics Indistries Data”
I CA US AS DA FR RF IR IT PB RU NO SP SV YU JP BL AU FI PO NZ GR CH TU
G 1 2 1 1 1 1 2 1 1 1 1 1 1 3 3 3 3 3 3 2 2 3 2
Table 2: Results of weights for variables
INFO RADI TELE STRU ELET COMP
C1 0.20 0.32 0.00 0.31 0.17 0.00
C2 0.33 0.00 0.00 0.00 0.37 0.30
C3 0.45 0.00 0.21 0.33 0.00 0.00
Table 3: Results of weights for occasions
1978 1979 1980 1982 1983 1984 1985
C1 0.13 0.20 0.27 0.18 0.14 0.02 0.05
C2 0.25 0.24 0.00 0.30 0.00 0.21 0.00
C3 0.00 0.37 0.43 0.09 0.09 0.00 0.02
We can conﬁrm that the subspace is described as subset of variables and occasions completely. For example, subset
of variables for C1 is described as STRU, RADI, and INFO and the middle of periods in the occasions, while subset
of variables for C2 is described as INFO, ELET, and COMP and the old years under the periods in the occasions. The
results of the proposed method is easy to interpret the clustering results.
6. Conclusion
We proposed subspace hierarchical clustering for three-way three-mode data using quadratic regularization. The
proposed algorithm shows that it is easy to interpret the clustering results and the subspsace is completely described
as a subset of variables and occasions. In addition, it does not include complex assumptions.
In future works, visualization methods will be proposed because methods in which the dendrogram and subspace
are simultaneously outputted have not yet been developed.
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