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Le sche´ma Quot invariant
Se´bastien Jansou
Re´sume´
Etant donne´ un sche´ma affine X muni de l’action d’un groupe re´ductif G et d’un faisceau M
cohe´rent et G-line´arise´, on construit le “sche´ma Quot invariant” qui parame`tre les quotients
de M dont l’espace des sections globales est somme directe de G-modules simples avec des
multiplicite´s finies fixe´es.
On de´termine ensuite le sche´ma Quot invariant dans une situation simple : X est le coˆne
des vecteurs primitifs d’un G-module simple et M est le faisceau libre sur X engendre´ par
un second G-module simple. Le sche´ma Quot invariant obtenu n’a qu’un seul point, le plus
souvent re´duit. Les seuls cas ou` il n’est pas re´duit sont obtenus quandX est le coˆne des vecteurs
primitifs du Spin(V )-module V , ou` V est un espace vectoriel quadratique de dimension (finie)
impaire.
Abstract
Given an affine scheme X with an action of a reductive group G and a G-linearized co-
herent sheaf M, we construct the “invariant Quot scheme” that parametrizes the quotients
of M whose space of global sections is a direct sum of simple G-modules with fixed finite
multiplicities.
Then we determine the invariant Quot scheme in a simple situation, where X is the cone
of primitive vectors of a simple G-module and M is the free sheaf on X generated by another
simple G-module. This invariant Quot scheme has only one point, that is reduced in most of
the cases. The only cases where it is not reduced occur when X is the cone of primitive vectors
of a quadratic vector space V of odd dimension, under the action of Spin(V ).
Introduction
Le sche´ma de Hilbert et le sche´ma Quot sont des objet fondamentaux en ge´ome´trie alge´brique.
Ils parame`trent respectivement les sous-sche´mas ferme´s d’un espace projectif qui admettent un
polynoˆme de Hilbert fixe´, et les quotients d’un faisceau cohe´rent fixe´ sur un espace projectif qui
admettent un polynoˆme de Hilbert fixe´.
Haiman et Sturmfels ont obtenu dans [HaSt] par des me´thodes d’alge`bre commutative des
objets plus ge´ne´raux : le sche´ma de Hilbert multigradue´, qui parame`tre les ide´aux homoge`nes
d’une alge`bre de polynoˆmes S multigradue´e par un groupe abe´lien qui admettent une “fonction
de Hilbert” fixe´e et le sche´ma Quot multigradue´, qui parame`tre les sous-modules homoge`nes d’un
S-module gradue´ fini qui admettent une fonction de Hilbert fixe´e.
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Alexeev et Brion ont construit, a` partir du sche´ma de Hilbert multigradue´, le sche´ma de Hilbert
invariant : e´tant donne´s un groupe re´ductif connexe complexe G et une varie´te´ X affine munie
d’une action de G, le sche´ma de Hilbert invariant parame`tre les sous-sche´mas ferme´s G-stables
de X dont l’alge`bre affine en tant que G-module est somme directe de modules simples avec des
multiplicite´s finies fixe´es. La donne´e de ces multiplicite´s est l’analogue dans cette situation a` celle
du polynoˆme de Hilbert.
Dans ce travail on ve´rifie d’abord que, comme dans le cas de la ge´ome´trie projective, la con-
struction du sche´ma de Hilbert invariant se ge´ne´ralise a` celle d’un sche´ma Quot invariant, qui
parame`tre les quotients d’un faisceau M cohe´rent G-line´arise´ fixe´ sur X par un sous-faisceau
G-stable tels que l’espace des sections globales du quotient, en tant que G-module, soit somme
directe de modules simples avec des multiplicite´s finies fixe´es. On utilise pour cela le sche´ma Quot
multigradue´, qui correspond au cas ou` le groupe G est un tore.
On de´termine ensuite une famille “simple” de sche´mas Quot invariants. Notons V (λ) un G-
module simple de plus grand poids λ, et Cλ le coˆne des vecteurs primitifs de V (λ), re´union de
l’orbite des vecteurs de plus grand poids et de l’origine. On a montre´ dans [Ja] que le sche´ma
de Hilbert invariant qui parame`tre les de´formations G-invariantes de Cλ dans V (λ) e´tait presque
toujours un point re´duit, sauf dans 9 familles de cas ou` c’est une droite affine. Cela nous donne
une premie`re famille d’exemples de sche´mas Quot invariants. Ici, on prend comme G-varie´te´ X
le coˆne Cλ. C’est le plus petit coˆne de V (λ) stable par G. En d’autres termes, son alge`bre est la
plus petite alge`bre gradue´e engendre´e par le G-module simple dual de V (λ) (on note λ∗ son plus
grand poids), et on a
C[Cλ] =
⊕
m∈N
V (mλ∗).
On prend comme module M le module libre
OCλ ⊗C V (µ
∗)
engendre´ par un module simple V (µ∗) : l’espace de ses sections globales est
M = C[Cλ]⊗C V (µ
∗).
Les quotients G-line´arise´s de M sont les faisceaux dont le module des sections globales est en-
gendre´ par le module simple V (µ∗). On e´tudie le sche´ma Quot invariant QuotG(λ, µ) des quotients
de M qui admettent la de´composition en modules simples
M/N =
⊕
m∈N
V (mλ∗ + µ∗).
Les multiplicite´s choisies sont minimales : en effet, si x est un e´le´ment primitif de M/N de poids
µ∗ et a un e´le´ment primitif de C[Cλ] de poids λ
∗, alors l’e´le´ment amx de M/N est primitif de
poids mλ∗ + µ∗.
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Un point particulier de QuotG(λ, µ) correspond a` la structure de C[Cλ]-module
⊕
m∈N
V (mλ∗)⊗C
⊕
n∈N
V (nλ∗ + µ∗) −→
⊕
n∈N
V (nλ∗ + µ∗)
donne´e sur les composantes homoge`nes par le produit de Cartan
V (mλ∗)⊗C V (nλ
∗ + µ∗) −→ V ((m+ n)λ∗ + µ∗).
On montrera que le sche´ma Quot invariant n’admet pas d’autre point (Proposition 2.8). Le
plus souvent, le sche´ma QuotG(λ, µ) est un point re´duit. Sinon, c’est le point e´pais d’ordre 2,
Spec(C[t]/〈t2〉). Dans ce cas le module V (λ) est le Spin(V )-module V , ou` V est un espace vecto-
riel quadratique de dimension (finie) impaire (the´ore`me 2.2).
Remerciements : Je souhaite remercier chaleureusement mon directeur de the`se Michel Brion
pour son aide.
1 Construction du sche´ma Quot invariant
1.1 Notations et de´finition du sche´ma Quot invariant
On conside`re des sche´mas et des groupes alge´briques sur C. Les re´fe´rences utilise´es sont [Ha]
pour la the´orie des sche´mas et [PoVi] pour celle des groupes alge´briques de transformations.
Soit G un groupe re´ductif connexe. On en choisit un sous-groupe de Borel B, et un tore
maximal T inclus dans B. On conside`re le radical unipotent U de B : on a : B = TU . Les
alge`bres de Lie respectives de G, T et U sont note´es : g, t, et u. Le syste`me de racines de G
relativement a` T est note´ R. Le choix de B nous en fournit une base S, et on a : R = R+ ∐ R−
ou` R+ est l’ensemble des racines positives, et R− celui des racines ne´gatives.
On note Λ le groupe des caracte`res de T . Si V est un T -module rationnel (e´ventuellement de
dimension infinie), on note V =
⊕
λ∈Λ Vλ sa de´composition en sous-espaces propres. Par exemple,
l’alge`bre de Lie de G admet la de´composition :
g = t⊕
⊕
α∈R
gα,
ou` chaque gα est de dimension 1. On choisit pour toute racine α de G un ge´ne´rateur eα de gα.
On a un ordre partiel sur Λ : on a µ ≤ λ si et seulement si λ − µ est une somme de racines
positives. On note Λ+ l’ensemble des e´le´ments de Λ qui sont des poids dominants (relativement
a` la base S du syste`me de racines R).
Si λ est un poids dominant, on note V (λ) le G-module dual du G-module
{f ∈ C[G] | ∀g ∈ G, ∀b ∈ B, f(gb) = λ(b)f(g)},
ou` G agit par translations a` gauche. Le G-module V (λ) est simple, et l’application λ 7−→ V (λ)
donne une bijection entre les poids dominants de G et les classes d’isomorphisme de G-modules
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simples. Pour l’action de T , le poids λ est le plus grand poids de V (λ). On note vλ le vecteur de
V (λ) de poids λ donne´ par l’e´valuation en l’e´le´ment neutre de G :
vλ : f 7−→ f(e).
L’alge`bre affine du quotient cate´gorique G//U s’identifie a` l’alge`bre des invariants C[G]U .
C’est une alge`bre gradue´e par le mono¨ıde des poids dominants :
C[G//U ] =
⊕
λ∈Λ+
V (λ)∗.
Si λ est un poids dominant, on note λ∗ le plus grand poids du module dual V (λ)∗. On a
λ∗ = −w0(λ), ou` w0 est l’e´le´ment le plus long du groupe de Weyl de G relativement au tore
maximal T .
Si V est un G-module rationnel, on note V(λ) sa composante isotypique de type λ, c’est-a`-dire
le sous-module de V somme des sous-modules isomorphes a` V (λ). On a alors la de´composition
V =
⊕
λ∈Λ+ V(λ). Dans toute de´composition de V en somme directe de modules simples, la
multiplicite´ du module simple V (λ) est la dimension de V Uλ . Lorsque chacune de ces multiplicite´s
est finie, on dit que le G-module V est a` multiplicite´s finies.
On sait que les sous-groupes paraboliques de G qui contiennent B sont en bijection avec les
parties de S. On note PI le sous-groupe parabolique correspondant a` I ⊆ S : les e´le´ments de I
sont les racines simples α telles que −α est une racine de PI .
On note
PI = LIUI
la de´composition de Le´vi de PI relativement au tore maximal T . Le groupe LI est le sous-groupe
re´ductif de G qui contient T et dont les racines sont les e´le´ments de R qui sont combinaison
line´aire des e´le´ments de I. Le groupe UI est le sous-groupe unipotent de G qui est normalise´ par
T et dont les racines sont les e´le´ments de R+ qui ne sont pas combinaison line´aire des e´le´ments de
I. Si λ est un poids dominant, comme le groupe LI normalise UI , il agit sur l’espace des invariants
V (λ)UI ,
qui est en fait un LI -module simple de plus grand poids λ. Il est engendre´ par les T -vecteurs
propres de V (λ) dont le poids s’e´crit λ −
∑
α∈I nαα, ou` les nα sont des entiers (ne´cessairement
positifs ou nuls).
Soit λ un poids dominant, et P un sous-groupe parabolique de G contenant B tel que λ se
prolonge en un caracte`re de P (si P = PI , cela signifie que les e´le´ments de I sont orthogonaux
a` λ). On note π : G → G/P la surjection canonique, et Lλ le faisceau inversible G-line´arise´ sur
G/P qui associe a` tout ouvert Ω ⊆ G/P :
Lλ(Ω) := {f ∈ OG(π
−1(Ω)) | ∀g ∈ G, ∀p ∈ P , f(gp) = λ(p)f(g)}.
L’espace des sections globales de Lλ est le dual du G-module V (λ).
Un G-sche´ma affine est un sche´ma affine X = SpecA de type fini, muni d’une action re´gulie`re
de G. Alge´briquement, cela signifie que A est une C-alge`bre de type fini sur laquelle G agit par
4
des automorphismes d’alge`bre et que pour cette action A est un G-module rationnel. On dit alors
que A est une G-alge`bre. Si V est un G-module rationnel de dimension finie, on identifie V au
G-sche´ma affine Spec(SymC V
∗), ou` SymC V
∗ =
⊕∞
n=0 S
n V ∗ est l’alge`bre syme´trique de V ∗.
On se fixe un G-sche´ma affine X = SpecA, et un OX-module M cohe´rent et G-line´arise´.
La donne´e de M revient a` celle de l’espace M de ses sections globales, muni de structures de
A-module de type fini, et de G-module rationnel telles que
∀g ∈ G, ∀a ∈ A, ∀m ∈M , g(am) = (ga)(gm).
On dit alors que M est un A-G-module. On a un isomorphisme de AG-G-modules
M ∼=
⊕
λ∈Λ+
HomG(V (λ),M) ⊗C V (λ),
en associant a`
∑
λ uλ ⊗ xλ l’e´le´ment
∑
λ uλ(xλ).
Soit h : Λ+ −→ N une fonction. On va de´finir un foncteur contravariant
QuotGh (X,M) : (Sche´mas)
◦ −→ (Ensembles).
Soit S un sche´ma ; on le munit de l’action triviale du groupe G. Notons π et f les projections
canoniques :
S ×X
f
//
π

X

S // SpecC
L’image re´ciproque f∗M est un faisceau G-line´arise´ sur S × X. Le foncteur QuotGh (X,M)
associe au sche´ma S l’ensemble des sous-OS×X -modules N de f
∗M qui sont G-stables et tels que
l’on ait un isomorphisme de OS-G-modules :
π∗((f
∗M)/N ) ≃
⊕
λ∈Λ+
Fλ ⊗C V (λ),
ou` chaque Fλ est un OS-module localement libre de rang h(λ). Le quotient (f
∗M)/N est alors
plat sur S.
L’objectif des paragraphes 1.2 et 1.3 est d’e´tablir le the´ore`me suivant :
The´ore`me 1.1. Le foncteur QuotGh (X,M) est repre´sente´ par un sche´ma quasi-projectif Quot
G
h (X,M).
Le sche´ma QuotGh (X,M) ainsi de´fini est appele´ le sche´ma Quot invariant des quotients deM
de fonction de Hilbert h.
Lorsque M est le faisceau structural de X, on retrouve le sche´ma de Hilbert invariant.
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1.2 Le sche´ma Quot multigradue´
Comme annonce´ dans [HaSt] §6.2, les arguments de la construction du sche´ma de Hilbert
multigradue´ faite dans cet article se ge´ne´ralisent facilement a` la construction d’un sche´ma Quot
invariant. On donne dans cette partie les principales e´tapes de cette construction. On commence
par rappeler les notations de [HaSt]. Comme cette partie traite d’alge`bre commutative, on a
pre´fe´re´ conside´rer ici (comme dans [HaSt]) des foncteurs covariants de la cate´gorie des C-alge`bres
commutatives vers la cate´gorie des ensembles. (Ce point de vue est e´quivalent a` celui des foncteurs
contravariants de la cate´gorie des sche´mas vers celle des ensembles.)
Notons S := C[x1, ..., xn] l’alge`bre des polynoˆmes a` n inde´termine´es sur C, et M :=
⊕r
i=1 Sei
un S-module libre muni d’une base B = (e1, ..., er). Un monoˆme de M est un e´le´ment de M de
la forme xαei ou` x
α est un monoˆme de S et ei un e´le´ment de B.
Soit A un groupe abe´lien. Soit deg : Nn −→ A un morphisme de mono¨ıdes, et b1, ..., bn des
e´le´ments de A. Le degre´ d’un monoˆme xα de S (resp. xαei de M) est par de´finition degα (resp.
bi+degα). Si a est un e´le´ment du groupe A, on note Sa (resp. Ma) le sous-C-espace vectoriel de
S (resp. de M) engendre´ par les monoˆmes de degre´ a. On obtient ainsi des multigraduations de
la C-alge`bre S et du S-module M par le groupe A :
S =
⊕
a∈A
Sa et M =
⊕
a∈A
Ma.
Elles ve´rifient Sa · Sb ⊆ Sa+b et Sa ·Mb ⊆Ma+b.
Le but de cette partie est de parame´trer, une fonction h : A −→ N e´tant donne´e, les sous-S-
modules homoge`nes
N =
⊕
a∈A
Na ⊆
⊕
a∈A
Ma
tels que la dimension de Ma/Na est h(a), pour tout a ∈ A.
Avant de formuler plus pre´cise´ment le proble`me, on se place dans le cadre plus ge´ne´ral des
C-espaces vectoriels avec ope´rateurs.
Un C-espace vectoriel avec ope´rateurs est un C-espace vectoriel
T =
⊕
a∈E
Ta
gradue´ par un ensemble E quelconque, et muni d’un ensemble de morphismes de C-espaces vec-
toriels
F =
⋃
a,b∈E
Fab
avec Fab ⊆ HomC(Ta, Tb). On suppose de plus que si a, b, c sont des e´le´ments de E, on a Fbc◦Fab ⊆
Fac et que l’application identite´ sur Ta appartient a` Faa.
Si D est une partie de E, on note TD le C-espace vectoriel gradue´
TD :=
⊕
a∈D
Ta,
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que l’on munit de l’ensemble d’ope´rateurs
FD =
⋃
a,b∈D
Fab.
Si T est un C-espace vectoriel gradue´ muni d’un ensemble F d’ope´rateurs, et R une C-alge`bre
commutative, on obtient un R-module gradue´ avec ope´rateurs par extension des scalaires : le
R-module gradue´ est
R⊗C T =
⊕
a∈E
R⊗C Ta,
et on le munit des ensembles d’ope´rateurs R-line´aires
F̂ab : R⊗C Ta −→ R⊗C Tb
de´duits canoniquement des ensembles d’ope´rateurs line´aires Fab : Ta −→ Tb.
Un sous-F -module de R⊗C T est un sous-R-module homoge`ne
L =
⊕
a∈E
La ⊆
⊕
a∈E
R⊗C Ta
tel que si a, b sont des e´le´ments de E, on a
F̂ab(La) ⊆ Lb.
Soit h : E −→ N une fonction. Pour toute C-alge`bre R, on note HhT (R) l’ensemble des sous-
F -modules L ⊆ R⊗C T tels que le R-module
(R ⊗C Ta)/La
est localement libre de rang h(a), pour tout a ∈ A. Si de plus R
φ
−−→ R′ est un morphisme de
C-alge`bres, R′ ⊗R L est un sous-module de R
′ ⊗R T (car R ⊗C T/L est un R-module plat), qui
est en fait un e´le´ment de HhT (R
′).
On obtient ainsi un foncteur covariant
HhT : (C-alge`bres) −→ (Ensembles).
On peut maintenant formuler le proble`me. La multiplication par les monoˆmes de S munit le
C-espace vectoriel gradue´ M =
⊕
a∈AMa d’ope´rateurs : les e´le´ments de Fab sont les applications
Ma −→ Mb
m 7−→ xαm
pour tout monoˆme xα de degre´ b − a. On remarque qu’ainsi, les sous-F -modules de M ne sont
autres que les sous-S-modules homoge`nes deM . Le but de ce paragraphe est d’e´tablir le the´ore`me
suivant, qui de´finit le sche´ma Quot multigradue´ HhM :
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The´ore`me 1.2. Soit h : A −→ N une fonction.
Le foncteur HhM est repre´sente´ par un sche´ma quasi-projectif H
h
M .
La de´monstration se fait en deux e´tapes. On montre d’abord que pour toute partie finie D
du groupe abe´lien A, le foncteur HhMD est repre´sentable par un sche´ma quasi-projectif H
h
MD
(Proposition 1.6). On montre ensuite qu’il existe une partie finie D de A telle que le foncteur HhM
est repre´sente´ par un sous-sche´ma ferme´ de HhMD (Lemme 1.7 et Proposition 1.8). On commence
par montrer un lemme combinatoire, utilise´ lors de chacune des deux e´tapes.
Un sous-module monomial de M est un sous-S-module de M engendre´ par des monoˆmes de
M . Les sous-modules monomiaux de M sont donc ceux de la forme
⊕r
i=1 Iiei, ou` I1, ..., Ir sont
des ide´aux monomiaux de S.
On dit qu’un ensemble E de sous-modules deM est une antichaˆıne si pour tout couple (N1, N2)
d’e´le´ments de E , on a N1 6⊆ N2.
Maclagan a montre´ ([Ma]) que les antichaˆınes d’ide´aux monomiaux d’une alge`bre de polynoˆmes
sont finies. Le lemme suivant en est une ge´ne´ralisation imme´diate :
Lemme 1.3. Les antichaˆınes de sous-modules monomiaux de M sont finies.
Preuve. Associons a` tout sous-module monomial N =
⊕r
i=1 Iiei de M l’ide´al monomial
JN :=
r∑
i=1
Iiyi +
∑
i,j
yiyjC[x1, ..., xn, y1, ..., yr]
de l’alge`bre de polynoˆmes C[x1, ..., xn, y1, ..., yr]. Pour tous sous-modules monomiaux N1, N2 de
M , on a N1 ⊆ N2 si et seulement si JN1 ⊆ JN2 . On associe ainsi a` toute antichaˆıne de sous-
modules monomiaux de M une antichaˆıne d’ide´aux monomiaux de C[x1, ..., xn, y1, ..., yr], et on
en de´duit le lemme. 
Si N est un C-espace vectoriel de dimension finie et r un entier tel que 0 ≤ r ≤ dimN ,
on note GrN la grassmannienne des quotients de N de dimension r. Si de plus l’espace vectoriel
N =
⊕
a∈E Na est gradue´ par un ensemble fini E, et h : E −→ N est une fonction, on note
GhN la grassmannienne des quotients de N par un sous-espace vectoriel homoge`ne N
′ tel que
dimNa/N
′
a = h(a) pour tout a ∈ A. Ce sche´ma est donc un produit de grassmanniennes :
GhN =
∏
a∈E
G
h(a)
Na
.
On de´finit enfin, si de plus M est un sous-espace vectoriel de N , la grassmannienne relative
GhN\M . Il s’agit de l’ouvert de G
h
N qui parame`tre les quotients N/N
′ de N qui sont engendre´s par
M , c’est-a`-dire tels que le morphisme canonique M −→ N/N ′ soit surjectif (on renvoie a` [HaSt]
Proposition 2.11 pour plus de de´tails).
On rappelle ici les deux the´ore`mes suivants, e´tablis dans [HaSt] (theorems 2.2, 2.3) :
The´ore`me 1.4. Soit (T, F ) un C-espace vectoriel avec ope´rateurs dont l’ensemble E des degre´s
est fini. Soit h : E −→ N une fonction. SoitM ⊆ N ⊆ T deux sous-C-espaces vectoriels homoge`nes
de T . Soit G ⊆ F un sous-ensemble. Supposons
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(1) N est un C-espace vectoriel de dimension finie.
(2) N engendre le F -module T .
(3) Pour tout surcorps K de C, et tout e´le´ment L de HhT (K), l’application naturelle
K ⊗C M −→ K ⊗C T/L est surjective.
(4) G engendre F comme cate´gorie, et G.M ⊆ N .
Alors le foncteur HhT est repre´sente´ par un sous-sche´ma ferme´ de la grassmannienne relative
GhN\M , donc par un sche´ma quasi-projectif.
The´ore`me 1.5. Soit (T, F ) un C-espace vectoriel avec ope´rateurs, et h : E −→ N une fonction.
Soit D une partie de E telle que HhTD est repre´sente´ par un sche´ma H
h
TD
. Supposons que pour
tout a ∈ E :
(1) Il existe une partie G finie de
⋃
b∈D Fba telle que le C-espace vectoriel Ta/
∑
b∈D Gba(Tb) est
de dimension finie.
(2) Pour tout surcorps K de C, et tout e´le´ment LD de H
h
TD
(K), le sous-F -module L′ de K ⊗C T
engendre´ par LD ve´rifie
dimK(K ⊗C Ta/L
′
a) ≤ h(a).
Alors HhT est repre´sente´ par un sous-sche´ma ferme´ de H
h
TD
.
On obtient la proposition suivante en appliquant le the´ore`me 1.4 a` l’aide du lemme 1.3. La
de´monstration est analogue a` la premie`re partie de [HaSt] Proof of theorem 1.1, p 742.
Proposition 1.6. Soit D une partie finie du groupe abe´lien A. Le foncteur HhMD est repre´sente´
par un sche´ma quasi-projectif HhMD .
Si N est un sous-espace vectoriel homoge`ne deM , on note hN (a) la dimension (e´ventuellement
infinie) du quotient Ma/Na, pour tout a ∈ A.
On de´duit le lemme suivant du lemme 1.3. La de´monstration est analogue a` celle de [HaSt]
Proposition 3.2.
Lemme 1.7. Il existe une partie finie D de A telle que
(1) Tous les sous-modules monomiaux N tels que hN = h sont engendre´s par leurs e´le´ments
homoge`nes de degre´ appartenant a` D.
(2) Si N est un sous-module monomial de M engendre´ par ses e´le´ments homoge`nes de degre´
appartenant a` D et tel que hN |D = h|D, alors hN = h.
On obtient enfin la proposition suivante en appliquant le the´ore`me 1.5. La de´monstration est
analogue a` la seconde partie de [HaSt] Proof of theorem 1.1, p 742.
Proposition 1.8. Soit D une partie de A donne´e par le lemme 1.7 (en particulier, D est finie).
Alors le foncteur HhM est repre´sente´ par un sous-sche´ma ferme´ de H
h
MD
, donc par un sche´ma
quasi-projectif.
Le the´ore`me 1.2 est donc de´montre´.
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1.3 Fin de la construction
Dans cette partie, on donne la construction du sche´ma Quot invariant (a` partir du sche´ma
Quot multigradue´), parfaitement analogue a` celle du sche´ma de Hilbert invariant d’ Alexeev-Brion.
Comme elle ne pre´sente aucune difficulte´ nouvelle, on s’est contente´ de donner les principales
e´tapes, sans preuves comple`tes.
Traitons d’abord le cas ou` le groupe G est un tore : on a G = T . Soit Y un T -sche´ma affine,
et M un faisceau cohe´rent T -line´arise´ sur Y . On note M l’espace des sections globales de M.
Soit E un T -module de dimension finie tel que Y s’identifie (en tant que T -sche´ma) a` un
sous-sche´ma ferme´ T -stable de E. Soit (e1, ..., er) un syste`me de ge´ne´rateurs fini du A-module
M forme´ de vecteurs propres pour l’action de T . On associe a` ce syste`me de ge´ne´rateurs une
surjection de OE-modules T -line´arise´s
M˜ :=
r⊕
i=1
OEei ։M.
Le the´ore`me 1.2 nous donne que le foncteur QuotTh (E,M˜) est repre´sente´ par un sche´ma quasi-
projectif QuotTh (E,M˜). Le lemme suivant correspond au the´ore`me 1.1 dans le cas ou` le groupe
re´ductif G est un tore. Sa de´monstration est analogue a` celle de [AlBr] lemma 1.6.
Lemme 1.9. Le foncteur QuotTh (Y,M) est repre´sente´ par un sous-sche´ma ferme´ de
QuotTh (E,M˜), donc par un sche´ma quasi-projectif.
Traitons maintenant le cas ge´ne´ral. On garde les notations du the´ore`me 1.1.
On note X//U le quotient cate´gorique du G-sche´ma affine X = SpecA par le sous-groupe
unipotent maximal U de G :
X//U := SpecAU .
(On rappelle que AU est une C-alge`bre de type fini, selon [Gr], Thm 9.4.)
Le sche´ma affine X//U est muni d’une action du tore T .
NotonsMU le faisceau T -line´arise´ surX//U des U -invariants du faisceauM. C’est un faisceau
cohe´rent (en effet, montrons que l’espace de ses sections globales MU est un AU -module de type
fini. CommeM est un A-module de type fini, son alge`bre syme´trique SymA(M) est une A-alge`bre
gradue´e de type fini, donc une C-alge`bre gradue´e de type fini. L’alge`bre de ses U -invariants
SymA(M)
U = AU ⊕MU ⊕ (S2M)U ⊕ ...
est donc aussi une C-alge`bre gradue´e de type fini : en particulier, sa composante homoge`ne de
degre´ 1 est un AU -module de type fini.)
Le foncteur QuotGh (X,M) peut eˆtre vu comme un sous-foncteur de Quot
T
h (X//U,M
U ) (on
prolonge la fonction h a` Λ en posant h = 0 sur Λ \ Λ+).
On a en effet un morphisme fonctoriel φ donne´ pour tout sche´ma S par
QuotGh (X,M)(S)
φ(S)
−−−→ QuotTh (X//U,M
U )(S)
N 7−→ NU
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et les φ(S) sont des injections car le seul ante´ce´dent de NU possible est le G-module engendre´
par NU .
Selon le lemme 1.9, le foncteurQuotTh (X//U,M
U ) est repre´sente´ par un sche´ma quasi-projectif
QuotTh (X//U,M
U ).
Proposition 1.10. Le sous-foncteur QuotGh (X,M) →֒ Quot
T
h (X//U,M
U ) est repre´sente´ par un
sous-sche´ma ferme´ de QuotTh (X//U,M
U ), donc par un sche´ma quasi-projectif.
La de´monstration est analogue a` celle du Thm 1.7 de [AlBr].
Le the´ore`me 1.1 est donc de´montre´.
1.4 Premie`res proprie´te´s du sche´ma Quot invariant
Dans ce paragraphe, on note toujours X un G-sche´ma affine, M un faisceau cohe´rent G-
line´arise´ sur X dont on note M l’espace des sections globales, et h : Λ+ −→ N une fonction.
La proposition suivante de´crit l’espace tangent au sche´ma Quot invariant en un point ferme´.
On donne sa de´monstration, analogue a` celle de [AlBr] Proposition 1.13, pour expliciter l’isomor-
phisme canonique.
Proposition 1.11. Soit z un point ferme´ du sche´ma QuotGh (X,M), c’est-a`-dire un sous-module
N ⊆ M stable par G et tel que, en notant N l’espace des sections globales de N , on ait un
isomorphisme de G-modules
M/N ≃
⊕
λ∈Λ+
h(λ)V (λ).
L’espace tangent de Zariski au sche´ma Quot invariant est canoniquement isomorphe a` l’espace
des morphismes de A-G-modules de N dans M/N :
Tz Quot
G
h (X,M)
∼= HomGA(N,M/N).
Preuve.
Notons ǫ la classe de t dans l’alge`bre C[t]/〈t2〉.
L’espace tangent en z est l’ensemble des morphismes de SpecC[ǫ] dans QuotGh (X,M) dont la
restriction a` SpecC (vu comme un sous-sche´ma ferme´ de SpecC[ǫ]) correspond au point z.
En d’autres termes, c’est l’ensemble des sous-A[ǫ]-G-modules
L ⊆ C[ǫ]⊗C M =M ⊕ ǫM
tels qu’on ait l’identification
C⊗C[ǫ] L ∼= N
et que le quotient
(C[ǫ]⊗C M)/L
soit un C[ǫ]-module plat.
Soit un tel sous-module L.
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Pre´cisons d’abord la premie`re condition. On rappelle qu’on a un plongement (graˆce a` la
seconde condition)
C⊗C[ǫ] L →֒ C⊗C[ǫ] (C[ǫ]⊗C M) ∼= (M ⊕ ǫM)/ǫM ∼=M.
La premie`re condition dit que l’image de ce plongement est N . Autrement dit, la projection de
L ⊆M ⊕ ǫM sur M est N , c’est-a`-dire
(L+ ǫM) ∩M = N. (1)
Notons que l’on a donc (en multipliant (1) par ǫ) ǫL = ǫN .
On utilise maintenant la seconde condition. Notons v un e´le´ment de C[ǫ]⊗CM , et v sa classe
dans le quotient (C[ǫ]⊗C M)/L.
La seconde condition signifie que si ǫv = 0, alors v appartient a` ǫ((C[ǫ]⊗C M)/L).
Autrement dit, si ǫv appartient a` L, alors v appartient a` ǫM + L.
Donc si ǫv appartient a` L, alors ǫv appartient a` ǫ(ǫM + L) = ǫL = ǫN .
D’ou` L ∩ ǫM ⊆ ǫN , et comme l’inclusion re´ciproque est toujours vraie, on a
L ∩ ǫM = ǫN. (2)
On peut maintenant conclure. Pour tout e´le´ment n de N , il existe un unique e´le´ment φ(n) de
M/N (on voit cet e´le´ment comme une partie de M) tel que
n+ ǫφ(n) ⊆ L
(l’unicite´ de´coule de (2) et l’existence de (1)). On a alors
L =
⋃
n∈N
(n+ ǫφ(n)). (3)
Comme L est un A-G-module, l’application φ est un morphisme de A-G-modules.
Re´ciproquement, tout morphisme de A-G-modules φ : N −→ M/N de´finit bien via l’expres-
sion (3) un morphisme de SpecC[ǫ] dans QuotGh (X,M). 
La proposition suivante est une ge´ne´ralisation de [HaSt] Corollary 1.2.
Proposition 1.12. Supposons que le G-module M est a` multiplicite´s finies. Alors le sche´ma
QuotGh (X,M) est projectif.
Preuve. Par construction, le sche´ma QuotGh (X,M) est quasi-projectif. Pour montrer qu’il est
projectif, il suffit donc de montrer qu’il est propre sur C. Pour cela, on utilise le crite`re valuatif
de proprete´ (voir [Ha] Theorem II.4.7). Soit R un anneau de valuation discre`te, et K son corps
de fractions. Il s’agit de montrer que tout morphisme SpecK
φ
−→ QuotGh (X,M) se prolonge en un
morphisme SpecR
φ˜
−→ QuotGh (X,M).
Un tel morphisme φ revient a` un sous-K ⊗C A-module G-stable
L ⊆ K ⊗C M
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tel que pour tout poids dominant λ, le K-espace vectoriel (K ⊗C M/L)
U
λ est de dimension h(λ).
On conside`re R⊗C M comme un sous-R⊗C A-module G-stable de K ⊗C M . L’espace
P := L ∩ (R ⊗C M)
est un sous-R⊗C A-module G-stable de R⊗C M .
De plus, comme le K-espace vectoriel K ⊗C M
U
λ est de dimension finie, le R-module
(R⊗C M/P )
U
λ = R⊗C M
U
λ /(L
U
λ ∩ (R⊗C M
U
λ ))
est lui aussi libre de rang h(λ).
Le sous-module P ⊆ R ⊗C M correspond donc a` un morphisme SpecR
φ˜
−→ QuotGh (X,M).
Enfin, la restriction de φ˜ est bien φ, car on a K ⊗R P = L (en effet, par de´finition de P , on a
K ⊗R P ⊆ L, et tout e´le´ment de L est e´gal, a` un scalaire appartenant a` K pre`s, a` un e´le´ment de
P ). 
Lorsque le groupe G est trivial, le seul poids de G est le poids nul, et la donne´e d’une fonction
de Hilbert revient donc a` celle d’un entier n ∈ N. On note alors respectivement Hilbn(X) et
Quotn(X,M) le sche´ma de Hilbert invariant et le sche´ma Quot invariant.
Le sche´ma de Hilbert invariant Hilbn(X) n’est autre que le sche´ma de Hilbert des sous-sche´mas
de longueur n de X (c’est-a`-dire le sche´ma de Hilbert de n points sur X, qui est de´fini de`s que
X est un sche´ma quasi-projectif).
On a naturellement un morphisme fonctoriel
QuotGh (X,M) −→ Quoth(0)(X//G,M
G) :
avec les notations du §1.1, il associe a` tout e´le´ment N ⊆ f∗M de QuotGh (X,M)(S) le sous-
OX//G-module N
G de (f∗M)G. On a donc un morphisme naturel de sche´mas
γ : QuotGh (X,M) −→ Quoth(0)(X//G,M
G).
Dans le cas du sche´ma de Hilbert invariant, c’est-a`-dire si M est le faisceau structural de X,
ce morphisme associe a` tout ferme´ G-stable Y ⊆ X de fonction de Hilbert h le ferme´ Y//G (qui
est en fait fini) de X//G. Ce morphisme est donc un analogue au morphisme de Hilbert-Chow
de Nakamura ([Na] §2.1). Signalons cependant qu’il ne ge´ne´ralise pas le “morphisme de Chow”
de´fini par Haiman et Sturmfels pour le cas du sche´ma de Hilbert torique ([HaSt] §5).
Proposition 1.13. Le morphisme γ : HilbGh (X) −→ Hilbh(0)(X//G) est projectif.
Preuve. Comme pour la proposition pre´ce´dente, il suffit de montrer que ce morphisme est propre.
On utilise a` nouveau le crite`re valuatif de proprete´ : soit R un anneau de valuation discre`te, et
K son corps de fractions.
Soient deux morphismes φ et ψ tels qu’on ait un diagramme commutatif :
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Spec(K)
φ
//

HilbGh (X)

Spec(R)
ψ
// Hilbh(0)(X//G)
Il faut montrer que le morphisme φ se prolonge en un morphisme Spec(R)
φ˜
−→ HilbGh (X).
Le morphisme φ correspond a` un ide´al G-stable I ⊆ K⊗CA tel que pour tout poids dominant
λ, le K-espace vectoriel (K ⊗C A/I)
U
λ est de dimension h(λ).
Le morphisme ψ correspond a` un ide´al G-stable J ⊆ R⊗CA
G tel que le R-module (R⊗CA
G)/J
est de dimension h(0).
Enfin, la commutativite´ du diagramme signifie que
K ⊗R J = I
G.
Comme pre´ce´demment, on conside`re l’ide´al
J ′ := I ∩ (R⊗C A)
de R⊗C A. Il est stable par G.
Montrons que pour tout poids dominant λ, le R-module
(R⊗C A/J
′)Uλ
est libre de rang h(λ).
On remarque que c’est un module sans torsion, donc plat (car R est principal). Montrons que
c’est un module de type fini.
Pour cela, il suffit de montrer que
(R⊗C A
U
λ )/(J · (R⊗C A
U
λ ))
est un R-module de type fini, car J · (R⊗C A
U
λ ) est inclus dans J
′U
λ .
On sait (voir par exemple [AlBr] Lemma 1.2) que R ⊗C A
U
λ est un R ⊗C A
G-module de type
fini.
Donc le quotient (R ⊗C A
U
λ )/(J · (R ⊗C A
U
λ )) est un (R ⊗C A
G)/J-module de type fini, donc
un R-module de type fini (car (R ⊗C A
G)/J est un R-module de type fini).
Ainsi, le R-module (R ⊗C A/J
′)Uλ est plat de type fini : il est donc libre (car R est local).
Enfin, on a (comme pre´ce´demment) K ⊗R J
′ = I, donc le rang de (R⊗C A/J
′)Uλ est h(λ).
L’ide´al J ′ correspond donc a` un morphisme φ˜ : Spec(R) −→ HilbGh (X), dont la restriction a`
SpecK est φ. 
Par contre, dans le cas du sche´ma Quot invariant, le morphisme γ n’est pas ne´cessairement
projectif. Par exemple, supposons que G est le groupe multiplicatif, et que X est la droite affine
A
1 munie de l’action triviale de G. Notons C1 la droite vectorielle ou` G agit avec le poids 1, et
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h la fonction valant 1 sur le poids 1 et 0 ailleurs. Supposons enfin que M := OX ⊗C C1 est le
faisceau libre sur X ou` G agit avec poids 1 sur les sections.
Le sche´ma QuotGh (A
1,M) co¨ıncide avec Hilb1(A
1) = A1. Le sche´ma Quot0(A
1,MG) consiste
en un point re´duit (le faisceau MG est nul). Donc le morphisme γ : A1 = QuotGh (X,M) −→
Quoth(0)(X//G,M
G) = SpecC n’est pas projectif.
2 Etude d’une classe de sche´mas Quot invariants
Soit λ un poids dominant.
On a une action re´gulie`re de G sur l’espace P(V (λ)) des droites de V (λ). Notons [vλ] ∈ P(V (λ))
la droite engendre´e par vλ et
Pλ := G[vλ]
son stabilisateur dans G : c’est le plus grand sous-groupe parabolique de G qui contient B et tel
que λ se prolonge en un caracte`re de Pλ. On a donc Pλ = PI , ou` I est l’ensemble des racines
simples qui sont orthogonales a` λ. On note
Pλ = LλUλ
la de´composition de Le´vi de Pλ relativement au tore maximal T . L’orbite de [vλ] est la seule orbite
ferme´e de P(V (λ)) (donc l’unique orbite de plus petite dimension). L’espace homoge`ne projectif
G/Pλ se plonge ainsi dans P(V (λ)), et le faisceau inversible tre`s ample associe´ a` ce plongement
est en fait Lλ. Le coˆne affine au dessus de G/Pλ dans V (λ) est le coˆne
Cλ := G · vλ = G · vλ ∪ {0}
des vecteurs primitifs de V (λ).
On note A(λ) l’alge`bre affine de Cλ.
Comme le morphisme dominant
G −→ Cλ
g 7−→ g · vλ
se factorise par G//U , l’alge`bre A(λ) s’identifie a` la sous-alge`bre de C[G//U ] engendre´e par
V (λ)∗ :
A(λ) ∼=
∞⊕
m=0
V (mλ)∗.
C’est une alge`bre gradue´e par N.
Soit µ un poids dominant. Notons Q(λ, µ) le sous-A(λ)-module G-stable de C[G//U ] :
Q(λ, µ) :=
∞⊕
m=0
V (mλ+ µ)∗.
C’est unA(λ)-module gradue´ par N, engendre´ par sa composante homoge`ne de degre´ nulQ(λ, µ)0 =
V (µ)∗.
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On a donc une surjection de A(λ)-G-modules
M(λ, µ) := A(λ)⊗C V (µ)
∗
։ Q(λ, µ).
Notons N(λ, µ) son noyau. Les A(λ)-modules M(λ, µ) et N(λ, µ) sont gradue´s par N : la
composante homoge`ne de degre´ m de M(λ, µ) est
M(λ, µ)m = V (mλ)
∗ ⊗C V (µ)
∗ ;
celle de N(λ, µ) est le noyau du produit de Cartan
V (mλ)∗ ⊗C V (µ)
∗ −→ V (mλ+ µ)∗.
En particulier, les composantes isotypiques non nulles deN(λ, µ)m sont toutes de type strictement
infe´rieur a` mλ∗ + µ∗.
On a une suite exacte de A(λ)-G-modules gradue´s
0 −→ N(λ, µ) −→M(λ, µ) −→ Q(λ, µ) −→ 0.
Notons N (λ, µ), M(λ, µ), Q(λ, µ) les faisceaux cohe´rents G-line´arise´s sur Cλ correspondant re-
spectivement a` N(λ, µ), M(λ, µ) et Q(λ, µ). On a donc une suite exacte de faiseaux G-line´arise´s
0 −→ N (λ, µ) −→M(λ, µ) −→ Q(λ, µ) −→ 0.
Notons hλ,µ : Λ
+ −→ N la fonction valant 1 sur les poids de la formemλ∗+µ∗, et 0 ailleurs. On
a vu que le quotientM(λ, µ)/N (λ, µ) ∼= Q(λ, µ) admet la fonction de Hilbert hλ,µ : il correspond
donc a` un point ferme´ du sche´ma Quot invariant
QuotGhλ,µ(Cλ,M(λ, µ)).
On note de´sormais ce sche´ma QuotG(λ, µ).
Remarque 2.1. Selon la proposition 1.12, le sche´ma QuotG(λ, µ) est projectif. En effet, comme
l’alge`bre A(λ) est a` multiplicite´s finies, le G-module M(λ, µ) := A(λ)⊗C V (µ)
∗ est a` multiplicite´s
finies.
Le but de cette partie est de de´montrer le the´ore`me suivant. Les notations utilise´es concernant
les syste`mes de racines sont celles de Bourbaki ([Bo1]).
The´ore`me 2.2. Le sche´ma Quot invariant QuotG(λ, µ) est un point re´duit, sauf si on a (a`
reveˆtement fini de G pre`s) G = Spin(2n + 1)×H pour un groupe re´ductif connexe H et V (λ) =
C
2n+1 et µ = (µ1, µ2) avec 〈µ1, α
∨
n〉 ≥ 1. On a alors un isomorphisme :
QuotG(λ, µ) ≃ Spec(C[t]/〈t2〉).
Remarque 2.3.
– Dans le cas ou` n = 1, on a G = SL(2)×H et λ = (2ω1, 0).
– Dans le cas ou` n ≥ 2, on a λ = (ω1, 0).
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2.1 Le sche´ma QuotG(λ, µ) n’a qu’un seul point
On sait de´ja` que QuotG(λ, µ) admet le point ferme´ z correspondant a` N (λ, µ). Dans ce
paragraphe, on montre qu’il n’y en a pas d’autre. On commence par quelques rappels sur les
alge`bres et les modules “horosphe´riques”.
Definition 2.4. Soient R une G-alge`bre, et V un R-G-module. On dit que V est horosphe´rique
si pour tout poids dominants λ1, λ2, on a
R(λ1) · V(λ2) ⊆ V(λ1+λ2).
On dit que la G-alge`bre R est horosphe´rique si elle est horosphe´rique en tant que R-G-module.
Le the´ore`me suivant de´coule de [KeRa] Theorem 3 p 356 :
The´ore`me 2.5. Soit R une G-alge`bre. Soit E ⊆ R un sous-G-module qui engendre R en tant
qu’alge`bre. Alors l’alge`bre R est horosphe´rique si et seulement si pour tout poids dominants λ1, λ2
on a
E(λ1) ·E(λ2) ⊆ R(λ1+λ2).
Preuve. Comme R est la limite inductive de ses sous-alge`bres de type fini G-stables, il suffit de
montrer le the´ore`me dans le cas ou` l’alge`bre R est de type fini. On peut alors supposer que E est
un G-module de dimension finie.
Notons (SymE)/I le plus grand quotient horosphe´rique de la G-alge`bre SymE. L’ide´al I est
homoge`ne, engendre´ par les composantes isotypiques
[(SmE)(λ) · (S
nE)(µ)](ν),
ou` m, n sont des entiers, et λ, µ, ν des poids dominants tels que λ+ µ 6= ν.
Selon [KeRa] Theorem 3 p 356, l’ide´al I est en fait engendre´ par sa composante homoge`ne de
degre´ 2, note´e I2.
Ainsi, si on note J le noyau de la surjection canonique SymE −→ R, l’alge`bre R est horosphe´rique
si et seulement si I2 ⊆ J , c’est-a`-dire si et seulement si pour tout poids dominants λ1, λ2 on a
E(λ1) ·E(λ2) ⊆ R(λ1+λ2). 
Corollaire 2.6. Soit R une G-alge`bre horosphe´rique engendre´e par un sous-G-module E ⊆ R.
Soit V un R-G-module engendre´ par un sous-G-module W ⊆ V . Alors V est un R-G-module
horosphe´rique si et seulement si pour tout poids dominants λ1, λ2 on a
E(λ1) ·W(λ2) ⊆W(λ1+λ2).
Preuve. Remarquons que le R-G-module V est horosphe´rique si et seulement si la G-alge`bre
R ⊕ ǫV (ou` on pose ǫ2 = 0) est horosphe´rique. En appliquant le the´ore`me pre´ce´dent a` cette
alge`bre (engendre´e par E ⊕ ǫW ), on obtient le corollaire. 
On e´tablit le lemme suivant a` l’aide du corollaire pre´ce´dent :
Lemme 2.7. Le A(λ)-module gradue´ N(λ, µ) est engendre´ par sa composante homoge`ne de degre´
1.
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Preuve. Notons 〈N(λ, µ)1〉 le sous-A(λ)-module de N(λ, µ) engendre´ par la composante ho-
moge`ne de degre´ 1. Il s’agit de montrer que 〈N(λ, µ)1〉 = N(λ, µ).
On remarque que A(λ) est une alge`bre horosphe´rique engendre´e par la composante homoge`ne
A(λ)1 = V (λ)
∗, et que
M(λ, µ) :=M(λ, µ)/〈N(λ, µ)1〉
est un A(λ)-module gradue´ engendre´ par sa composante homoge`ne de degre´ 0 :
M(λ, µ)0
∼= V (µ)∗.
Enfin, on a un isomorphisme
A(λ)1 ·M(λ, µ)0
∼= V (λ+ µ)∗.
Le module M(λ, µ) est donc horosphe´rique, selon le corollaire pre´ce´dent.
Si m est un entier, les composantes isotypiques de A(λ)m · M(λ, µ)0 de type diffe´rent de
mλ∗ + µ∗ sont donc nulles. Autrement dit, on a pour tout m :
N(λ, µ)m ⊆ 〈N(λ, µ)1〉,
ce qui montre le lemme. 
Proposition 2.8. Le sche´ma QuotG(λ, µ) a un unique point ferme´ z.
Preuve. Soit P ⊆ M(λ, µ) un sous-A(λ)-module G-stable tel qu’on ait un isomorphisme de
G-modules
M(λ, µ)/P ≃
∞⊕
m=0
V (mλ+ µ)∗.
Il s’agit de montrer que P = N(λ, µ).
Si p est un entier, on note M(λ, µ)≥p le sous-A(λ)-module gradue´ G-stable
M(λ, µ)≥p :=
∞⊕
m=p
M(λ, µ)m ⊆M(λ, µ).
Montrons d’abord que P ⊆M(λ, µ)≥1.
Par l’absurde, supposons le contraire : on a alors
M(λ, µ) = P +M(λ, µ)≥1.
Montrons par une re´currence descendante que pour tout m ∈ N,
[M(λ, µ)≥m](µ∗) ⊆ P,
ce qui donnera une contradiction.
Si l’entier m est suffisament grand, on a
[M(λ, µ)≥m](µ∗) = 0,
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car le G-module M est a` multiplicite´s finies.
Soit m un entier tel que [M(λ, µ)≥m+1](µ∗) ⊆ P .
Comme
M(λ, µ)0 ⊆ P +M(λ, µ)≥1,
on a, en appliquant A(λ)m,
M(λ, µ)m = A(λ)m ·M(λ, µ)0 ⊆ A(λ)m · P +M(λ, µ)≥m+1.
Puis, en prenant la composante isotypique de type µ∗ :
[M(λ, µ)m](µ∗) ⊆ A(λ)m · P + [M(λ, µ)≥m+1](µ∗).
D’ou` le re´sultat, par re´currence. Ainsi on a
P ⊆M(λ, µ)≥1.
On veut maintenant montrer que P = N(λ, µ) ; il suffit pour cela de montrer que N(λ, µ) est
inclus dans P . Selon le lemme pre´ce´dent, il suffit de montrer que N(λ, µ)1 est inclus dans P .
On a vu que les composantes isotypiques non nulles deN(λ, µ)1 sont toutes de type strictement
infe´rieur a` λ∗ + µ∗. Donc leurs images dans
M(λ, µ)≥1/P ≃
∞⊕
m=1
V (mλ+ µ)∗
sont toutes nulles, et donc N(λ, µ)1 est inclus dans P , ce qui montre le lemme. 
2.2 L’espace tangent au sche´ma QuotG(λ, µ) en z
Le but de ce paragraphe est de de´montrer la proposition suivante :
Proposition 2.9. L’espace tangent en z au sche´ma Quot invariant QuotG(λ, µ) est nul, sauf si
on a (a` reveˆtement fini de G pre`s) G = Spin(2n + 1) ×H pour un groupe re´ductif connexe H et
V (λ) = C2n+1 et µ = (µ1, µ2) avec 〈µ1, α
∨
n〉 ≥ 1. L’espace tangent est alors de dimension 1.
2.2.1 Une condition ne´cessaire pour que l’espace tangent soit non nul
Selon la proposition 1.11, on a un isomorphisme
Tz Quot
G(λ, µ) ∼= HomGA(λ)(N(λ, µ), Q(λ, µ)).
On sait qu’on a une e´quivalence de cate´gories abe´liennes entre les faisceaux G-line´arise´s sur
l’espace homoge`ne G · vλ et les modules rationnels sur le groupe d’isotropie Gvλ . Elle est donne´e
par le foncteur qui a` un faisceau G-line´arise´ F associe sa fibre Fvλ en vλ. Ainsi, la suite exacte
0 −→ N (λ, µ)|G·vλ −→M(λ, µ)|G·vλ −→ Q(λ, µ)|G·vλ −→ 0
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donne une suite exacte
0 −→ N (λ, µ)vλ −→M(λ, µ)vλ −→ Q(λ, µ)vλ −→ 0. (4)
De plus, on a un isomorphisme
HomGOCλ
(N (λ, µ)|G·vλ ,Q(λ, µ)|G·vλ)
∼= HomGvλ (N (λ, µ)vλ ,Q(λ, µ)vλ).
Lemme 2.10. Le morphisme de restriction
HomG(N (λ, µ),Q(λ, µ)) −→ HomG(N (λ, µ)|G·vλ ,Q(λ, µ)|G·vλ) est injectif.
Preuve. Soit φ un morphisme non nul de N (λ, µ) vers Q(λ, µ)) au dessus du coˆne Cλ. Comme le
coˆne est affine, il existe une section globale s de N (λ, µ) telle que φ(s) 6= 0. Puis, comme Q(λ, µ)
est un A(λ)-module sans torsion, la restriction de φ(s) a` tout ouvert non vide de Cλ est non nulle.
En particulier, φ(s|G·vλ) = φ(s)|G·vλ est non nulle. 
Proposition 2.11. La suite exacte courte de Gvλ-modules (4) s’identifie a` la suivante :
0 −→ (V (µ)/(V (µ)Uλ))∗ −→ V (µ)∗ −→ (V (µ)Uλ)∗ −→ 0.
Preuve. La fibre du faisceau M = OCλ ⊗C V (µ)
∗ est V (µ)∗. De´terminons la fibre de Q(λ, µ) en
vλ.
On note f et π les projections naturelles :
G/Gvλ = G · vλ
π

G/B
f
// G/Pλ = G · [vλ]
On remarque que l’on a un isomorphisme d’alge`bres
C[G//U ] ∼=
⊕
ν∈Λ+
H0(G/B,Lν),
ou` la multiplication de l’alge`bre de droite est celle induite par les multiplications
Lν1 ⊗ Lν2 −→ Lν1+ν2 .
On a donc un isomorphisme de modules
Q(λ, µ) ∼=
⊕
m∈N
H0(G/B,Lmλ+µ).
Donc
Q(λ, µ) ∼=
⊕
m∈N
H0(G/Pλ,Lmλ ⊗ f∗Lµ),
selon la formule de projection.
La restriction Q(λ, µ)|G·vλ est donc l’image re´ciproque du faisceau f∗Lµ sur G/Pλ :
Q(λ, µ)|G·vλ
∼= π∗(f∗Lµ).
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On a donc un isomorphisme sur les fibres :
Q(λ, µ)vλ
∼= (f∗Lµ)[vλ],
avec
(f∗Lµ)[vλ]
∼= H0(Pλ/Pλ, f∗Lµ) ∼= H
0(Pλ/B,Lµ).
La varie´te´ de drapeaux Pλ/B est canoniquement isomorphe a` Lλ/(B∩Lλ). La fibre (f∗Lµ)[vλ]
est donc isomorphe a` l’espace des sections globales du faisceau Lµ sur Lλ/(B ∩ Lλ), donc au
Lλ-module simple de plus grand poids µ
∗ :
(f∗Lµ)[vλ]
∼= (V (µ)Uλ)∗.
Enfin, le premier terme de la suite exacte est donc bien le dual de V (µ)/(V (µ)Uλ). 
L’espace tangent au sche´ma Quot invariant se plonge donc dans
HomGvλ ((V (µ)/(V (µ)Uλ))∗, (V (µ)Uλ)∗) ∼= HomGvλ (V (µ)Uλ , V (µ)/(V (µ)Uλ)).
Proposition 2.12. Si l’espace tangent a` QuotG(λ, µ) en z est non nul, alors a` reveˆtement fini
de G pre`s, on a un isomorphisme G ≃ Spin(V )×H pour un groupe re´ductif connexe H, et on a
V (λ) = V .
Preuve. On vient de voir que l’espace tangent a` QuotG(λ, µ) se plonge dans
E := HomGvλ (V (µ)Uλ , V (µ)/(V (µ)Uλ)).
On remarque que comme le tore T agit sur les espaces V (µ)Uλ et V (µ)/(V (µ)Uλ), on a une action
de T sur E : si φ est un e´le´ment de E et t un e´le´ment de T , alors
t · φ : v 7−→ t · φ(t−1 · v).
On suppose que l’espace E est non nul.
Soit φ un vecteur propre (non nul) de E sous l’action de T . La restriction de cette action au
stabilisateur Tvλ de vλ dans T est triviale : le poids de φ est donc de la forme dλ, ou` d est un
entier.
Le groupe [Lλ, Lλ] de´rive´ de Lλ est contenu dans le groupe d’isotropie Gvλ , donc le morphisme
φ est [Lλ, Lλ]-e´quivariant. Comme V (µ)
Uλ est un [Lλ, Lλ]-module simple et comme φ est non nul,
φ est injectif. On a donc φ(vµ) 6= 0.
Notons v l’unique ante´ce´dent de φ(vµ) par la projection canonique V (µ) → V (µ)/(V (µ)
Uλ)
qui soit un T -vecteur propre. Son poids est µ− dλ.
Le sous-groupe unipotent maximal U de G est contenu dans Gvλ , donc le morphisme φ est
U -e´quivariant. Le vecteur φ(vµ) est donc invariant par U , et on a
u · v ⊆ V (µ)Uλ .
Comme le vecteur v n’appartient pas a` V (µ)Uλ , il existe une racine simple α telle que
eα · v 6= 0.
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On a alors eα · v ∈ V (µ)
Uλ .
Une telle racine α ne peut pas eˆtre une racine de Lλ, car sinon le poids de v serait la somme
de µ et de racines de Lλ, et v appartiendrait a` V (µ)
Uλ .
On remarque donc (comme v est de poids µ − dλ), que dλ est somme de racines simples de
Lλ et d’une seule racine simple de G qui n’est pas une racine de Lλ.
Soit α une racine positive telle que eα ·v 6= 0 et que l’on suppose maximale possible. Montrons
que eα · v est proportionnel a` vµ.
Si ce n’est pas le cas, il existe une racine simple β de Lλ telle que
eβ · (eα · v) 6= 0
(car eα · v appartient a` V (µ)
Uλ). Or
eβ · (eα · v) = [eβ , eα] · v + eα · (eβ · v),
avec [eβ , eα] · v = 0 (car on a suppose´ α maximale possible) et eβ · v = 0 comme on l’a vu : une
contradiction.
Les vecteurs eα · v et vµ sont donc proportionnels. En conside´rant les poids, on obtient :
α = dλ.
Ainsi, dλ est une racine positive de G dont l’e´criture comme somme de racine simples contient
une seule racine simple (avec coefficient 1) qui n’est pas une racine de Lλ.
L’action de G sur V (λ) se factorise donc par celle d’un groupe simple (car λ est proportionnel
a` une racine de G).
On ve´rifie facilement que les seuls syste`mes de racines simples qui admettent une racine
dominante α dont l’e´criture comme somme de racine simples contient une seule racine simple (avec
coefficient 1) qui n’est pas orthogonale a` α sont ceux de type Bn, n ≥ 1, avec α = α1+α2+ ...+αn
(c’est-a`-dire ω1 si n ≥ 2 et 2ω1 sinon).
Comme un multiple de λ doit eˆtre une telle racine α, il ne reste plus qu’a` e´liminer le cas ou`
le syste`me de racines est de type B1 = A1 et ou` λ = ω1 = 1.
Supposons donc que l’on a G = SL(2) ×H et λ = (1, 0). La composante homoge`ne de degre´
1 de N(λ, µ) est le noyau du produit de Cartan V (1, 0) ⊗C V (µ1, µ2) −→ V (µ1 + 1, µ2). Elle est
donc isomorphe a` V (µ1 − 1, µ2) si µ1 6= 0, nulle sinon.
Selon le lemme 2.7, l’espace N(λ, µ)1 engendre le A(λ)-module N(λ, µ). On a donc une inclu-
sion
HomGA(1)(N(λ, µ), Q(λ, µ)) →֒ Hom
G(N(λ, µ)1, Q(λ, µ)) = 0,
donc l’espace tangent est nul dans ce cas. 
2.2.2 Cas d’un groupe G simple de type Bn, n ≥ 1
Dans ce paragraphe, on montre la proposition 2.9 dans le cas ou` G = Spin(2n + 1) et λ =
α1 + ...+ αn, c’est-a`-dire ω1 si n ≥ 2 et 2ω1 sinon.
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Lemme 2.13. La multiplicite´ de V (µ) dans la de´composition de V (λ)⊗C V (µ) en somme directe
de modules simples est 1 si 〈µ, α∨n〉 6= 0, et 0 sinon.
Preuve. On va utiliser la formule de Weyl ([Bo2] Ch.VIII, §9), qui donne les poids et leurs
multiplicite´s d’un module V (λ) en fonction de λ.
On note (eν)ν∈Λ la base canonique de l’alge`bre Z[Λ] du groupe Λ a` coefficients dans Z.
Si V est un G-module de dimension finie, on note mν la multiplicite´ du poids ν dans V pour
tout ν ∈ Λ. Le caracte`re de V est alors
ch(V ) :=
∑
ν∈Λ
mνe
ν .
On note ρ la demi-somme des racines positives de G. On note enfin W le groupe de Weyl de
G relativement au tore maximal T , et pour tout e´le´ment w de W , on note ǫ(w) la signature de
w.
Soit aν la multiplicite´ du module V (ν) dans la de´composition en somme directe de modules
simples de V (λ)⊗C V (µ) : on a
V (λ)⊗C V (µ) ≃
⊕
ν∈Λ+
aνV (ν).
On a donc, en prenant les caracte`res :
ch(V (λ)) ch(V (µ)) =
∑
ν∈Λ+
aν ch(V (ν)).
Donc, selon la formule de Weyl :
ch(V (λ))
∑
w∈W
ǫ(w)ew(ρ+µ) =
∑
ν∈Λ+
∑
w∈W
aνǫ(w)e
w(ρ+ν).
On remarque que aµ est le coefficient de e
ρ+µ dans chacun des deux membres.
Les poids du module V (λ) sont les ±ǫi ou` i = 1, ..., n et le poids nul, chacun avec multiplicite´
1. Le caracte`re de V (λ) est donc
ch(V (λ)) = eǫ1 + ...+ eǫn + 1 + e−ǫn + ...+ e−ǫ1 .
L’entier aµ est donc le cefficient de e
ρ+µ dans l’expression
(eǫ1 + ...+ eǫn + 1 + e−ǫn + ...+ e−ǫ1)
∑
w∈W
ǫ(w)ew(ρ+µ).
On remarque que
±ǫi + w(ρ+ µ)
n’est jamais e´gal a` ρ+µ, sauf si w est la re´flexion simple associe´e a` la racine αn et ±ǫi = ǫn, avec
〈µ, α∨n〉 = 0.
Le coefficient de eρ+µ est donc 1 si 〈µ, α∨n〉 6= 0, et 0 sinon, d’ou` le lemme. 
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Lemme 2.14. Soit m ≥ 1 un entier. Les poids dominants ν tels que V (ν) s’injecte dans V (mλ)⊗C
V (µ) et qui sont supe´rieurs ou e´gaux a` (m− 1)λ+ µ sont de la forme
mλ+ µ− α1 − α2 − ...− αi,
avec i = 0, ..., n.
Preuve. Soit ν un poids tel que
(m− 1)λ+ µ ≤ ν ≤ mλ+ µ.
Le poids s’e´crit donc
ν = mλ+ µ−
∑
j∈J
αj ,
ou` J est une partie de l’intervalle d’entiers [1;n]. On note r son cardinal.
Supposons que V (mλ)⊗C V (µ) contient un vecteur primitif de poids ν. On veut montrer que
J = [1; r].
Notons r0 le plus grand entier tel que J contienne [1; r0]. On veut montrer que r0 = r. On va
raisonner par l’absurde et supposer r0 < r.
On rappelle ([Bo2] VIII.7 Exercice 18) que comme λ est coline´aire a` ω1, si j1, ..., js sont des
entiers de [1;n] distincts deux a` deux tels que
e−αjs · ... · e−αj1 · vmλ
est non nul, alors on a ji = i pour tout i = 1, ..., s.
On pose
vs := e−αs · ... · e−α1 · vmλ.
Soit v un vecteur primitif de V (mλ)⊗C V (µ) de poids ν. Le vecteur v s’e´crit
v =
r0∑
s=1
vs ⊗ ws,
ou` chaque ws est un vecteur de V (µ) de poids
µ−
∑
j∈J\[1;s]
αj.
Notons I l’intervalle d’entiers [1; r0], et uI l’alge`bre de Lie du groupe unipotent UI . En raison
de leurs poids respectifs, les vecteurs vs sont invariants par UI , mais pas les vecteurs ws (sauf
ceux qui sont nuls). Soit un e´le´ment s0 de [1; r0] tel que ws0 est non nul. Soit un e´le´ment x de uI
tel que x · ws0 est non nul. On a
x · v =
r0∑
s=0
vs ⊗ (x · ws) 6= 0,
car (v0, ..., vr0) est une famille libre de V (mλ) et x ·ws0 6= 0. Le vecteur v n’est donc pas primitif :
une contradiction. 
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Lemme 2.15. Pour tout entier m ≥ 0, on note N ′(λ, µ)m l’unique supple´mentaire G-stable dans
N(λ, µ)m de la composante isotypique de type (m− 1)λ+ µ. Alors
N ′(λ, µ) :=
⊕
m∈N
N ′(λ, µ)m
est un sous-A(λ)-module homoge`ne de N(λ, µ).
Preuve. Il suffit de montrer que pour tout entier m, on a
A(λ)1 ·N
′(λ, µ)m ⊆ N
′(λ, µ)m+1.
Pour cela, on va montrer que la composante isotypique de
A(λ)1 ⊗C N
′(λ, µ)m
de type mλ+ µ est nulle.
Soit ν un poids dominant tel que la composante isotypique de N ′(λ, µ)m de type ν soit non
nulle. Montrons que la composante isotypique de
A(λ)1 ⊗C V (ν)
de type mλ+ µ est nulle.
Si (m−1)λ+µ n’est pas infe´rieur ou e´gal a` ν, alors mλ+µ n’est pas infe´rieur ou e´gal a` λ+ν,
donc la composante isotypique de
A(λ)1 ⊗C V (ν)
de type mλ+ µ est bien nulle.
Sinon, selon le lemme 2.14, on a
ν = mλ+ µ− α1 − α2 − ...− αr
pour un certain r ∈ [1;n − 1].
Selon [Bo2] VIII.7 Exercice 18, comme λ est coline´aire a` ω1, les composantes isotypiques non
nulles de
V (λ)⊗C V (mλ+ µ− α1 − α2 − ...− αr)
sont soit de type (m + 1)λ + µ − α1 − α2 − ... − αr, soit de type infe´rieur ou e´gal a` (m + 1)λ +
µ− α1 − α2 − ...− αr − α1. Celle de type mλ+ µ est donc nulle.
Ainsi, la composante isotypique de
A(λ)1 ⊗C N
′(λ, µ)m
de type mλ+ µ est bien nulle, et lemme est de´montre´. 
Lemme 2.16. On suppose α∨n(µ) 6= 0. Pour tout m ≥ 1, on a un isomorphisme
N(λ, µ)m ≃ V ((m− 1)λ+ µ)⊕N
′(λ, µ)m.
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Preuve. Notons Wm la composante isotypique de N(λ, µ)m de type (m− 1)λ+ µ.
On a
N(λ, µ)m =Wm ⊕N
′(λ, µ)m.
Il s’agit de montrer que pour tout m, le G-module Wm est simple.
Selon le lemme 2.7, on a
N(λ, µ)m = A(λ)m−1 ·N(λ, µ)1.
Selon le lemme 2.15, on a
A(λ)m−1 ·N
′(λ, µ)1 ⊆ N
′(λ, µ)m.
On a donc une surjection de G-modules
A(λ)m−1 ⊗C W1 ։Wm.
Les G-modules A(λ)m−1 et W1 sont isomorphes respectivement a` V ((m− 1)λ) et V (µ) (selon
le lemme 2.13), donc Wm est soit nul soit isomorphe a` V ((m− 1)λ+ µ).
Le A(λ)-moduleM(λ, µ) est sans torsion (car libre). Dons si a est un vecteur primitif de A(λ)1
et v un vecteur primitif de W1, le vecteur av est un vecteur primitif (non nul) de N(λ, µ)m de
poids (m− 1)λ+ µ, donc Wm est en fait isomorphe a` V ((m− 1)λ+ µ). 
Ve´rifions maintenant que la proposition 2.9 est vraie dans notre situation.
Le A(λ)-module N(λ, µ) est engendre´ par sa composante homoge`ne de degre´ 1. On a donc un
plongement
HomGA(λ)(N(λ, µ), Q(λ, µ)) →֒ Hom
G(N(λ, µ)1, Q(λ, µ)).
Selon le lemme 2.13, l’espace HomG(N(λ, µ)1, Q(λ, µ)) est de dimension 1 si α
∨
n(µ) 6= 0, et nul
sinon.
Le the´ore`me est donc ve´rifie´ si α∨n(µ) = 0. Il reste a` ve´rifier que l’espace tangent au sche´ma
Quot invariant est non nul si α∨n(µ) 6= 0.
Selon le lemme 2.16, le A(λ)-module N(λ, µ)/N ′(λ, µ) admet alors hλ,µ comme fonction de
Hilbert. De plus il engendre´ par sa composante homoge`ne de degre´ 1 : c’est donc un quotient de
A(λ)⊗ V (µ) =M(λ, µ). Il est donc isomorphe a` Q(λ, µ), selon la proposition 2.8.
Donc si α∨n(µ) est non nul, il existe un morphisme non nul de N(λ, µ) vers Q(λ, µ), et l’espace
tangent est donc non nul : la proposition 2.9 est vraie dans notre situation.
2.2.3 Cas ge´ne´ral
On va conclure a` l’aide du fait ge´ne´ral suivant :
Lemme 2.17. Soient G1 et G2 deux groupes re´ductifs connexes, chacun muni d’un tore maximal
et d’un sous-groupe de Borel le contenant. On note Λ+i l’ensemble des poids dominants de Gi.
Soit X un G1-sche´ma affine, M1 un OX -module cohe´rent et G1-line´arise´, et h1 une fonction
sur Λ+1 a` valeurs entie`res.
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Soit µ2 un poids dominant de G2. On note VG2(µ2) le G2-module simple associe´, et Λ
+
1 ×
Λ+2 −→ N la fonction donne´e par h(λ1, λ2) := h1(λ1) si λ2 = µ2 et 0 sinon.
On a un isomorphisme canonique :
QuotG1×G2h (X,M1 ⊗C VG2(µ2))
∼= QuotG1h1 (X,M1).
Preuve. On a un morphisme fonctoriel
QuotG1×G2h (X,M1 ⊗C VG2(µ2)) −→ Quot
G1
h1
(X,M1)
donne´ pour tout sche´ma S par l’application
QuotG1×G2h (X,M1 ⊗C VG2(µ2))(S) −→ Quot
G1
h1
(X,M1)(S)
N1 7−→ N1 ⊗C VG2(µ2)
Cette application est bijective, car tout sous-G1 × G2-module de M1 ⊗C VG2(µ2) est de la
forme N1 ⊗C VG2(µ2), ou` N1 est un sous-G1-module de M1. 
Montrons maintenant la proposition 2.9.
Selon la proposition 2.12, on peut supposer que l’on a G = Spin(2n+ 1)×H, et λ est (ω1, 0)
si n ≥ 2 et (2ω1, 0) si n = 1.
On remarque que l’on a, en notant VH(µ2) le H-module simple de plus grand poids µ2 :
M(λ, µ) =M(λ, (µ1, 0)) ⊗C VH(µ2).
L’action de H sur X est triviale. On conclut en appliquant le lemme pre´ce´dent.
2.3 De´termination de QuotG(λ, µ)
On va maintenant e´tablir le the´ore`me 2.2. Selon les propositions 2.8 et 2.9, le sche´ma QuotG(λ, µ)
est soit un point re´duit, soit isomorphe a` SpecC[t]/〈tn〉, pour un entier n supe´rieur ou e´gal a` 2.
Il ne reste plus qu’a` montrer que cet entier n est toujours e´gal a` 2.
Notons t une inde´termine´e, et ǫ (resp. δ) sa classe dans l’alge`bre C[t]/〈t2〉 (resp. C[t]/〈t3〉).
On identifie SpecC[ǫ] a` un sous-sche´ma ferme´ de SpecC[δ] a` l’aide de la surjection canonique
C[δ] −→ C[ǫ].
Il suffit de montrer que la diffe´rentielle (entre les espaces tangents de Zariski) de tout mor-
phisme
Ψ : SpecC[δ] −→ QuotG(λ, µ)
est nulle, c’est-a`-dire que la restriction de Ψ a` SpecC[ǫ] correspond au vecteur tangent nul en z.
Soit
Φ : SpecC[ǫ] −→ QuotG(λ, µ)
un morphisme. La proposition suivante de´crit l’ensemble des morphismes qui prolongent Φ a`
SpecC[δ]. On reprend les notations de la proposition 1.11 et sa de´monstration : le morphisme
Φ correspond a` un sous-module L de C[ǫ] ⊗C M(λ, µ), qui est donne´ par un morphisme note´
φ : N(λ, µ) −→ Q(λ, µ) a` l’aide de l’expression (3).
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Proposition 2.18. L’ensemble des morphismes SpecC[δ]
Ψ
−−−→ QuotG(λ, µ) dont la restriction
a` SpecC[ǫ] est Φ est en bijection avec l’ensemble des morphismes de A(λ)-G-modules
ψ : L −→ Q(λ, µ)
dont la restriction a` ǫL ∼= N(λ, µ) co¨ıncide avec φ.
Preuve. Le raisonnement est analogue a` celui de la preuve de la de´monstration 1.11.
Un morphisme Φ comme dans l’e´nonce´ correspond a` un sous-A(λ)[δ]-G-module
K ⊆ C[δ] ⊗C M(λ, µ) =M(λ, µ)⊕ δM(λ, µ) ⊕ δ
2M(λ, µ)
tel qu’on ait l’identification
C[ǫ]⊗C[δ] K ∼= L
et que le quotient
(C[δ]⊗C M(λ, µ))/K
soit un C[δ]-module plat.
Soit K un tel sous-module.
On note L′ le sous-A(λ)-G-module (isomorphe a` L) :
L′ :=
⋃
n∈N(λ,µ)
(n+ δφ(n)) ⊆M(λ, µ)⊕ δM(λ, µ).
Comme pre´ce´demment, la premie`re condition donne
(K + δ2M(λ, µ)) ∩ (M(λ, µ)⊕ δM(λ, µ)) = L′. (5)
Notons que cette condition implique que δ2K = δ2N(λ, µ).
La seconde condition donne
K ∩ δ2M(λ, µ) = δ2N(λ, µ) (6)
(en utilisant cette fois le fait que dans un C[δ]-module plat, les e´le´ments annule´s par δ2 sont ceux
“multiples” de δ).
Donc pour tout e´le´ment l de L′, il existe un unique e´le´ment ψ(l) de M(λ, µ)/N(λ, µ) (on voit
cet e´le´ment comme une partie de M(λ, µ)) tel que
l + δ2ψ(l) ⊆ K.
On a alors
K =
⋃
l∈L′
(l + δ2ψ(l)). (7)
Comme K est un A(λ)-G-module, l’application ψ est un morphisme de A(λ)-G-modules.
Enfin, comme K est stable par multiplication par δ, il contient δL′. Cela signifie que l’appli-
cation ψ|δN co¨ıncide avec φ (c’est-a`-dire que pour tout n, ψ(δn) = φ(n)).
Re´ciproquement, un tel morphisme ψ de´finit bien via l’expression (7) un morphisme de
SpecC[δ] dans QuotG(λ, µ). 
Dans la suite, on montre que lorsque le morphisme φ est non nul, il n’existe pas de tel ψ.
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2.3.1 Cas d’un groupe G simple de type Bn, n ≥ 1
Dans ce paragraphe, on montre le the´ore`me 2.2 dans le cas ou` G = Spin(2n + 1) et λ =
α1 + ...+ αn, c’est-a`-dire ω1 si n ≥ 2 et 2ω1 sinon.
On pose, pour tout 1 ≤ i ≤ n :
µi := 〈µ, α
∨
i 〉,
de sorte qu’on a µ = µ1ω1 + ...+ µnωn.
On se place dans la situation ou` le sche´ma QuotG(λ, µ) n’est pas un point re´duit. On a donc
µ1 ≥ 0, ... , µn−1 ≥ 0 et µn ≥ 1.
On note r(µ) le nombre de ces ine´galite´s qui sont en fait des e´galite´s.
Les deux lemmes suivants se de´montrent a` l’aide de la formule de Weyl exactement comme
le lemme 2.13. On rappelle qu’on a la de´composition : S2 V (λ) = V (2λ) ⊕ V (0), de sorte que le
caracte`re de V (2λ) est
ch(V (2λ)) = n+
∑
i
(eǫi + e−ǫi) +
∑
i 6=j
eǫi−ǫj +
∑
i≤j
(eǫi+ǫj + e−ǫi−ǫj).
Lemme 2.19. Soit ν un poids dominant, et i un entier tel que 1 ≤ i ≤ n.
On suppose que ν + ǫi (resp. ν − ǫi) est un poids dominant.
Alors la multiplicite´ de V (ν + ǫi) (resp. V (ν − ǫi)) dans la de´composition de V (λ)⊗ V (ν) en
somme directe de modules simples est 1.
Lemme 2.20. La multiplicite´ de V (µ) dans la de´composition de V (2λ)⊗V (µ) en somme directe
de modules simples est n− r(µ).
On aura aussi besoin du lemme suivant :
Lemme 2.21. Soit ν un poids dominant. Soit σ une somme de racines positives telle que le
G-module V (λ)⊗ V (ν) contienne un B-vecteur propre v de poids λ+ ν − σ.
Soit une e´criture du vecteur v de la forme
v =
∑
σ1+σ2=σ
wλ−σ1 ⊗ w
′
ν−σ2
ou` les σ1 et les σ2 sont des sommes de racines positives, et chaque vecteur wλ−σ1 (resp. w
′
ν−σ2)
est un vecteur de V (λ) (resp. V (ν)) de poids λ− σ1 (resp. ν − σ2).
Alors le terme wλ−σ ⊗ w
′
ν est non nul.
Preuve. Soit σ2 une somme de racines positives telle que le terme wλ−σ1 ⊗w
′
ν−σ2
soit non nul et
minimale pour cette proprie´te´ (en posant σ1 := σ − σ2).
On suppose par l’absurde que σ2 est non nulle.
Il existe alors une racine simple α telle eα · w
′
ν−σ2
soit non nul.
Or eα · v est nul, donc on a∑
σ1+σ2=σ
[(eα · wλ−σ1)⊗ w
′
ν−σ2 + wλ−σ1 ⊗ (eα · w
′
ν−σ2)] = 0.
Donc le terme wλ−σ1⊗ (eα ·w
′
ν−σ2
) est nul (d’apre`s la de´composition en somme directe V (λ)⊗
V (ν) =
⊕
σ1, σ2
V (λ)σ1 ⊗ V (ν)σ2) : une contradiction. 
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Proposition 2.22. La composante isotypique de type µ de M(λ, µ)2 est incluse dans le A(λ)-
module engendre´ par N ′(λ, µ)1 (cette notation a e´te´ introduite dans le lemme 2.16).
Preuve. Selon le lemme 2.20, il suffit de montrer que l’espace A(λ)1 ·N
′(λ, µ)1 contient n− r(µ)
vecteurs propres de poids µ pour l’action de B qui sont line´airement inde´pendants.
On identifie g a` l’alge`bre de Lie des matrices de taille (2n+1)× (2n+1) antisyme´triques par
rapport a` la seconde diagonale. On identifie alors V (λ) a` l’espace vectoriel C2n+1, dont la base
canonique est note´e (e1, ..., en, e0, e−n, ..., e−1).
On conside`re le module simple V (2λ) comme le quotient de V (λ)⊗ V (λ) par son sous-espace
vectoriel W engendre´ par e1⊗ e−1+ ...+ en⊗ e−n+
1
2e0⊗ e0 et par la famille (ei⊗ ej − ej ⊗ ei)i,j :
V (2λ) = (V (λ)⊗ V (λ))/W.
Notons I l’ensemble des entiers i (avec 1 ≤ i ≤ n) tels que µ− ǫi soit un poids dominant. On
remarque que
– Un entier i diffe´rent de n appartient a` I si et seulement si µi ≥ 1.
– L’entier n appartient a` I si et seulement si µn ≥ 2.
Le cardinal de I est donc :
card(I) = n− r(µ).
On va associer a` tout e´le´ment de I un B-vecteur propre (que l’on notera v′i) de poids µ dans
M(λ, µ)2.
Soit i un e´le´ment de I. Selon le lemme 2.19, il existe un B-vecteur propre vi de poids µ − ǫi
dans M(λ, µ)1 = V (λ)⊗ V (µ) (donc en fait dans N
′(λ, µ)1). Selon le lemme 2.21, celui-ci s’e´crit
(a` un scalaire non nul pre`s)
vi = e−i ⊗ vµ + e−(i+1) ⊗ w
i
−(i+1) + ...+ e−n ⊗ w
i
−n + e0 ⊗ w
i
0 + en ⊗ w
i
n + ...+ e1 ⊗w
i
1 (8)
ou` les wij sont des T -vecteurs propres de V (µ) de poids strictement infe´rieurs a` µ. (On rappelle
que vµ est un B-vecteur propre de V (µ).)
Posons ν := µ− ǫi. Selon le lemme 2.19, le G-module V (µ) s’injecte dans V (λ)⊗ V (ν).
En appliquant a` nouveau le lemme 2.21, on obtient un B-vecteur propre de poids µ dans
V (λ)⊗ V (λ)⊗ V (µ) qui s’e´crit
v′i = ei ⊗ vi + ei−1 ⊗ (u
i
−αi−1vi) + ...+ e1 ⊗ (u
i
−α1−...−αi−1vi) (9)
ou` chaque uiν′ est un vecteur propre de poids ν
′ pour l’action de T dans l’alge`bre enveloppante
de u− :=
⊕
α∈R+
g−α.
On note v′i la classe de v
′
i moduloW⊗V (µ) : on voit donc v
′
i comme un e´le´ment deM(λ, µ)2 =
V (2λ) ⊗ V (µ).
On remarque que, par construction, le vecteur v′i est un B-vecteur propre de poids µ et
appartient a` A(λ)1 ·N
′(λ, µ)1.
Il ne reste plus qu’a` montrer que la famille (v′i)i∈I ainsi construite est libre.
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Pour cela, montrons que les vi sont en fait line´airement inde´pendants modulo le sous-espace
W ′ :=W ⊗ V (µ) + V (λ)⊗ V (λ)⊗ (V (µ)<µ),
ou` V (µ)<µ est le sous-espace vectoriel de V (µ) engendre´ par ses T -vecteurs propres de poids
strictement infe´rieurs a` µ.
En remplac¸ant vi dans (9) par son expression (8), on obtient que v
′
i est congru modulo W
′ a`
ei ⊗ e−i ⊗ vµ + xi−1ei−1 ⊗ e−(i−1) ⊗ vµ + ...+ x1e1 ⊗ e−1 ⊗ vµ,
ou` les xj sont des scalaires.
D’ou` le re´sultat. 
On peut maintenant montrer que le the´ore`me 2.2 est ve´rifie´ dans notre situation. Pour cela,
avec les notations de la proposition 2.18, on se donne un morphisme φ non nul, et on montre qu’il
n’existe aucun morphisme ψ tel que dans la proposition.
Soient a1, ... , as des e´le´ments de A(λ)1 = V (λ) et v1, ... , vs des e´le´ments de la composante
isotypique de M(λ, µ)1 de type µ tels que le vecteur
∑
j
aj ⊗ vj
soit un B-vecteur propre de poids µ (selon le lemme 2.13, de tels e´le´ments existent, car µn est
non nul).
Pour tout j, on note v′j l’unique repre´sentant dans M(λ, µ)0 de φ(vj), et on pose
lj := vj + ǫv
′
j.
C’est un e´le´ment de L. On pose enfin
l :=
∑
j
aj · lj.
Le vecteur l appartient a` A(λ)1 · L, et est soit nul, soit un B-vecteur propre de poids µ (par
construction).
Son image par ψ appartient donc a` A(λ)1 ·Q(λ, µ), et est donc nulle (car ce dernier espace ne
contient pas de B-vecteur propre de poids µ).
Le vecteur l se de´compose sous la forme
l = l′ + l′′,
en posant
l′ :=
∑
j
aj · vj
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et
l′′ := ǫ
∑
j
aj · v
′
j .
Le vecteur l′ appartient a` M(λ, µ)2, et est soit nul, soit un B-vecteur propre de poids µ. Selon
la proposition 2.22, il appartient donc a` A(λ)1 · L (car N
′(λ, µ) est inclus dans L), et son image
par ψ est donc nulle (de meˆme que celle de l).
Le vecteur l′′ appartient donc lui aussi a` L. En fait, c’est un B-vecteur propre de poids µ (non
nul, car le morphisme naturel A(λ)1⊗M(λ, µ)0 −→ A(λ)1 ·M(λ, µ)0 est en fait un isomorphisme)
appartenant a` ǫN(λ, µ)1.
Son image par ψ est donc non nulle (car la restriction de ψ a` ǫN(λ, µ) co¨ıncide avec φ).
On obtient ainsi une contradiction avec
ψ(l′′) = ψ(l)− ψ(l′) = 0.
Il n’existe donc pas de tel ψ, et le the´ore`me est ve´rifie´.
2.3.2 Conclusion
On en de´duit le the´ore`me a` l’aide du lemme 2.17, comme dans le §2.2.3.
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