Many statistics are based on functions of sample moments. Important examples are the sample variance s 2 n−1 , the sample coefficient of variation SV (n), the sample dispersion SD(n) and the non-central t-statistic t(n). The definition of these quantities makes clear that the vector defined by
Introduction
Let F (x) = P (X ≤ x) denote the distribution function (d.f.) of a positive random variable X and let F (x) = 1 − F (x) denote the tail. Let G(x, y) denote the d.f. of the random vector (r.v.) (X, X 2 ). Using this notation we find that G(x, y) = P (X ≤ x, X 2 ≤ y) = F (min(x, √ y)). This relationship can be exploited to transfer many properties from F to G. Studying the random vector (X, X 2 ) can be interesting because it is linked to many statistical estimators. To study the mean µ = E(X) and the variance σ 2 = V ar(X) for example, one uses the sample mean X and the sample variance s 2 n−1 = n(X 2 − X 2 )/(n − 1). Other related statistical measures are the non-central t-statistic t(n) = √ n X/s, the coefficient of variation SV (n) = s/X and the sample dispersion SD(n) = s 2 /X. Many asymptotic properties of these statistics are known if the mean and the variance are finite. On the other hand, if the variance or the mean is not finite, it also makes sense to study asymptotic properties of these quantities. In the case of the statistic t(n) and µ = 0, the statistic t(n) is called the central t-statistics and its limiting behaviour is now well understood. See, for example [18] , [4] , [7] . If µ = 0, the statistic t(n) is called the non-central t-statistic. In contrast to the central t-statistic, there are only a few studies on the limiting behaviour of t(n). For a recent paper devoted to t(n), we refer to [2] and the extensive list of references given there. In [1] and ]16], the authors discuss asymptotic properties of SV (n) and SD(n) and. They also consider SV (N (t)) and SD(N (t)) where N (t) is an integer valued random variable. It turns out, cf. section 4, that a key role is played by the vector (
) and by T (n), where
In the present paper we offer a unified approach towards the statistics mentioned above. As the starting point of our analysis we discuss conditions under which the vector (X, X 2 ) belongs to the bivariate domain of attraction of a bivariate stable law. By applying simple transformations, we then obtain the desired results. The paper is organised as follows. In section 2 we briefly discuss univariate and bivariate domains of attraction. In section 3 we discuss domains of attraction of the vector (X, X 2 ) and in section 4 we use transformations to recover many results concerning SV (n), SD(n) and t(n). We finish the paper with some concluding remarks.
In the paper we restrict ourself to nonnegative random variables X. The case of real X will be postponed to another paper. In the real case one can prove similar results, but one has to study different cases depending on whether µ = 0 or µ = 0.
For further use, recall the definition of regular variation. A positive and measurable function g(x) is regularly varying with real index α (notation g ∈ RV (α)) if as t → ∞, g(ty)/g(t) → y α , ∀y > 0. It can be proved that the defining convergence holds locally uniformly (l.u.) with respect to y > 0. For this and other properties and applications of regular variation, we refer to [3] , [6] or [22] . For a recent survey paper, see [12] . For applications in extreme value theory we refer to [11] . A point process approach to regular variation and weak convergence is available in [20] .
Domains of attraction
In this section we briefly discuss univariate and bivariate domains of attraction of nonnegative random variables and vectors. These results are not new and are well known by now.
Univariate case
Recall that the random variable X belongs to the domain of attraction of a stable law Y (α) with parameter α, 0 < α ≤ 2, if there exist positive numbers a(n) and real numbers c(n) so that
Here S(n) = X 1 + X 2 + ... + X n is the sequence of partial sums generated by i.i.d. copies of X. Note that for α = 2, Y (2) has a normal distribution. Now assume that X ≥ 0 and let
For further use we define the truncated second moment function V (x):
The following result is well known, cf. [5] , [19] . Note that for 0 < α ≤ 2, X ∈ D(Y (α)) is equivalent to
Moreover, F ∈ RV (−2) implies that V ∈ RV (0) and then X ∈ D(Y (2)).
We have some freedom in choosing the normalizing sequences {a(n)} and {c(n)}. In our paper, we use the normalizing constants by replacing x by n in the functions a(x) and c(x) defined as follows:
(1)
• If 0 < α < 1, we choose c(x) = 0. If 1 < α ≤ 2, we choose c(x) = xµ = xE(X).
• If α = 1, then c(x) ∈ RV (1) is given by the relation c(x) = xm(a(x)) where a(x) is given by (2) and where m(x) denotes the integrated tail
To obtain the precise form of the limit Y (α), we denote by g(s) the LaplaceStieltjes transform of a function G(x):
is the distribution function of Z ≥ 0, we have G(s) = E(exp −sZ), the generating function of Z. For F (x) we write ϕ(s) = F (s) = E(exp(−sX)) and in the results below we use the notation ϕ α (s) = E(exp −sY (α)). With our choice of {a(n)} and {c(n)} we have:
Multivariate case
Many of the one-dimensional results can and have been generalized to higher dimensions. Recall that the random vector (X, Y ) belongs to the bivariate domain of attraction of a stable vector (Y 1 (α), Y 2 (β)) if we can find sequences of constants a(n) > 0, b(n) > 0 and c(n), d(n) such that
where S X (n) and S Y (n) are the partial sums of independent copies of (X, Y ).
Assuming that Y 1 (α) and Y 2 (β) are nondegenerate, the normalizing constants are determined by the convergence of the marginals in (3) and then we use the normalizing constants given as in Section 2.1. We denote the d.f. of (X, Y ) by
we denote the generating function by ψ 1,2 (s, t) and its marginals ψ 1 (s), ψ 2 (t). We assume that (X, Y ) ≥ (0, 0) and define the integrated "tail" U (x, y) function as:
A bivariate analogue of the truncated "second moment" V (x) can be defined as W (x, y), where
If E(XY ) < ∞, we see that W (x, y) → E(XY ) as min(x, y) → ∞. Using partial integration, it easily follows that
and (4) can be used to transfer properties of U to W and vice versa. In applications one can choose the more convenient function. The next result goes back to [21] . We state a simplified version of a result of [8] , see also [9] , [10] .
for some limit function Ω(x, y). In this case we have
where C ≥ 0 is a constant. In this case we have
Remarks 2. 1) In the case where 0 < α, β < 2, one can prove (c. [10] ) that (5) can be replaced by
for some finite limit function h(x, y).
2) In Theorem 2(ii) the limiting bivariate normal distribution has variancecovariance matrix given by
where
we have E(XY ) < ∞ and then we have
In this case the limiting normal distribution has variance-covariance matrix given by
The case where X = (X, X
)
For the vector (X, X 2 ) with X ≥ 0, we have F (x) = P (X ≤ x) and
Clearly F ∈ RV (−α) holds if and only if F 2 ∈ RV (−α/2). In the next result we use the notation µ = E(X) and µ k = E(X k ) whenever needed.
Proof. (i) For 0 < α < 2, the univariate results show that F ∈ RV (−α) if and only if X ∈ D(Y 1 (α)) and X 2 ∈ D(Y 2 (α/2)). Using (2) we see that a 2 (t) = b(t). Now we consider U (x, y). Clearly we have
Using F X (t max(u, √ v)) ≤ F X (t √ v) and F ( √ x) ∈ RV (−α/2) we can apply known properties of regular variation to obtain that
Replacing t by a(t) we find that a 3 (t)F (a(t)) ∼ a 3 (t)/t and Theorem 2 shows that (X,
where C = 0 if µ 4 = ∞ and C = µ 3 / √ µ 2 µ 4 if µ 4 < ∞. Theorem 2 applies and we find that (X, 
2) Theorem 3 gives conditions under which
for some numbers u and v. For further use, in this remark we give the precise form of the normalizing sequences.
(i) If 0 < α < 2, then in (6) we have u = α and v = α/2. We can use (2) to see that b(n) = a 2 (n). Since α/2 < 1, we can take d(n) = 0 and c(n) according to the different cases of Section 2.1.
(ii) If 2 ≤ α < 4, then in (6) we have u = 2 and v = α/2. We have c(n) = nµ and a(n) is determined by (1) . The sequence b(n) is determined by the relation n(1 − F 2 (b(n))) → 1. If α > 2 we have d(n) = nµ 2 while if α = 2 we take
where m 2 (x) = x 0 F 2 (u)du. (iii) In case (iii) of Theorem 3, in (6) we have u = v = 2. Now we take c(n) = nµ and d(n) = nµ 2 . The sequence a(n) is determined by (1) and
Applications
As mentioned in the introduction, many characteristics in statistics are based on (
As examples we mention the sample coef-ficient of variation SV (n), the sample dispersion SD(n) and t(n). As in [16] , we define C(n) and T (n) as follows:
Note that
Clearly T (n) plays an important role in studying SV (n) and t(n).
Asymptotic behaviour of T (n) and SV (n)
Using the notations of Theorem 2 and the Remark 3.2. we have the following result. The result simplifies and completes the proofs of the corresponding results of [1] , [16] , [17] . Also cases (iii) and (v) seem to be new.
Theorem 4 (i) Suppose that F (x)
∈ RV (−α) with 0 < α < 1. Then
where d(n) is given in (7) .
Proof. (i) Under the conditions of (i) we have
Now it follows that
and the result follows as in (i).
(iii) Using the notations
in this case (iii) we have
To prove the result, we consider
Using the definition of T (n), we obtain that
and observe that a(x) ∈ RV (1/2). Also note that b(x) ∈ RV (1) and (cf. (7)) that d(x) ∈ RV (1). It follows that a(x)/x → 0 and that a(x)d(x)/(xb(x)) → 0. Using (9), we conclude that
(iv) In this case we have d(n) = nµ 2 and
where, cf. (1), a 2 (n) ∼ nµ 2 and b(x) ∈ RV (2/α). Now consider
By using the definition of T (n), we find that
Since a(n)/n → 0 and a(n)/b(n) → 0 as n → ∞, Using (10), we conclude that I → P (Y 2 (α/2) − 0 ≤ µ 2 x) and this proves the result.
(v) Now we have
where, cf.
(1), a 2 (n) ∼ nµ 2 and b(n) is determined by (8) . As in case (iv) we consider I and again we find that
and now we have to distinghuish between two cases. If µ 4 < ∞, we find that b 2 (n) ∼ nµ 4 and it follows that
In the case where µ 4 = ∞, we have
and we find that
Remarks 4. 1) Using the variance-covariance matrix Σ one can calculate the variance of the limiting normal random variable Y 3 (2) in Theorem 4(v).
2) The prominent place of µ in the theorem shows that we can expect difficulties if X is a real random variable with µ = 0.
3) In the special case where P (X = 1) = p, P (X = 0) = q, with 0 < p = 1 − q < 1, we find that
and we obtain that
where Z ∼ N (0, 1). Theorem 4(v) (where we used different normalizing sequences) gives the same result taking into account that now we have
. Now we can use Theorem 4 to obtain the precise asymptotic behaviour of the sample coefficient of variation SV (n) = nT (n) − 1. The next result completes the results of [16, Section 4.1]. We use the notation σ 2 = µ 2 − µ 2 .
where c(n) is given by c(n) = d(n)/nµ 2 − 1.
where Y 3 (2) is given in Theorem 4(v).
Proof. (i) and (ii) follow immediately from Theorem 4 (i),(ii). (iii) From Theorem 4(iii) we obtain that
where c(n) is given as in (iii). It follows that SV (n)/ c(n)
Using Theorem 4(iii), we obtain that
(iv) First note that Theorem 4(iv) shows that nT (n)
Theorem 4(iv) can now be used to obtain the desired result.
(v) The proof is similar and therefore omitted.
Asymptotic behaviour of C(n) and SD(n)
Following similar steps as in the proof of Theorem 4 we readily obtain the following results for C(n).
Theorem 6 (i) Suppose that F (x) ∈ RV (−α) with 0 < α < 1. Then
Now we can use Theorem 6 to discuss the asymptotic behaviour of SD(n) = C(n) − X. The proof of the next result is left for the reader.
(ii) Suppose that F (x) ∈ RV (−α) with 1 ≤ α < 2. Then
The asymptotic behaviour of t 2 (n)
Using the definition of t(n) we see that t 2 (n) = n/(nT (n) − 1) and this relation can by used to transfer the asymptotic properties of T (n) to t 2 (n). Our Theorem 8 covers all cases for positive random variables. It should be compared to the results of [2] .
.
where c = σ 2 /µ 2 and Y 3 (2) as in Theorem 4(v) .
Proof. (i), (ii) This follows immediately from Theorem 4(i), (ii).
(iii) To prove this result, we write
We have
From Theorem 4(iii) we have n b(n) (nT (n) − 1 − c(n))
It remains to discuss the right hand side II given by: II = xnc(n) nc(n) − xb(n) .
Clearly we have II = x 1 − xb(n)/(nc(n)) and we have b(n) nc(n) = 1 c(n)
Since X 2 ∈ D(Y 2 (1)), we automatically have b(n)/d(n) → 0. If µ 2 < ∞, it follows that d(n)/n → µ 2 , and then c(n) → c, a finite constant. In this case we conclude that b(n) = o(1)nc(n). On the other hand, if µ 2 = ∞, then d(n)/n → ∞ and nc(n)/d(n) → 1. Now it also follows that b(n) = o(1)nc(n).
We conclude that I → P ( 1 µ 2 Y 2 (1) ≤ x) This proves the result.
(iv) To prove this result, as in the proof of (iii) we write
and now we find that
Using Theorem 4(iv) and b(n)/n → 0, we obtain that
and the proof of the result. (v) Similar as the proof of part (iii).
Concluding remarks
1) There are many statistics that use higher sample moments. One can analyze domains of attraction of the random vector (X, X 2 , ..., X k ) and then apply the results to obtain weak limit theorems for these statistics.
2) The coefficient of variation and the sample dispersion are widely used measures of variation. For applications in the context of insurance and actuarial risk, we refer to [1] , [13] . See also [17] and the references given there. In portfolio theory, the very popular ratio of Sharpe turns out to be given by 1/SV (n), cf. [23] , [14] . The coefficient of variation is also used as a performance measure in queueing systems and in simulation, cf. [15] .
