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Neural learning rules for principal component / subspace analysis (PCA /
PSA) can be derived by maximizing an objective function (summed variance
of the projection on the subspace axes) under an orthonormality constraint.
For a subspace with a single axis, the optimization produces the principal
eigenvector of the data covariance matrix. Hierarchical learning rules with
deflation procedures can then be used to extract multiple eigenvectors. How-
ever, for a subspace with multiple axes, the optimization leads to PSA learn-
ing rules which only converge to axes spanning the principal subspace but
not to the principal eigenvectors. A modified objective function with distinct
weight factors had to be introduced produce PCA learning rules. Optimiza-
tion of the objective function for multiple axes leads to symmetric learning
rules which do not require deflation procedures. For the PCA case, the esti-
mated principal eigenvectors are ordered (w.r.t. the corresponding eigenval-
ues) depending on the order of the weight factors.
Here we introduce an alternative objective function where it is not neces-
sary to introduce fixed weight factors; instead, the alternative objective func-
tion uses squared summands. Optimization leads to symmetric PCA learning
rules which converge to the principal eigenvectors, but without imposing an
order. In place of the diagonal matrices with fixed weight factors, variable
diagonal matrices appear in the learning rules. We analyze this alternative ap-
proach by determining the fixed points of the constrained optimization. The
behavior of the constrained objective function at the fixed points is analyzed
which confirms both the PCA behavior and the fact that no order is imposed.
Different ways to derive learning rules from the optimization of the objective
function are presented. The role of the terms in the learning rules obtained
from these derivations is explored.
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1. Introduction
Neural network approaches to Principal Component Analysis (PCA) or Principal Sub-
space Analysis (PSA) have received continuous attention since the initial contributions by
Oja (1982), Oja (1989), Sanger (1989), Oja (1992), Oja et al. (1992a), Oja et al. (1992b),
and Xu (1993). A recent overview is given in the comprehensive textbook by Kong et al.
(2017); an influential early textbook was published by Diamantaras and Kung (1996).
With respect to network structure, there are two different approaches. Hierarchical net-
works are chains of multiple single-component principal component analyzers. Deflation
(Sanger, 1989) is used to remove the projection onto the estimated principal eigenvector
(corresponding to the largest eigenvalue) from the data, such that the next unit will esti-
mate the next principal eigenvector (with the second-largest eigenvalue), and so on. In
symmetrical networks, all units see the same input and compete to represent the princi-
pal eigenvectors or principal subspace axes. An order with respect to the corresponding
eigenvalues is imposed in some of these learning rules by the introduction of distinct
weight factors (but this not necessary as will be shown in this work).
The operation of both hierarchical and symmetrical networks is ultimately determined
by the objective function from with they are derived. Traditionally, the variance of the
projection on the weight vectors (subspace axes) is maximized; this is identical to the
minimization of the reconstruction error (see e.g. Diamantaras and Kung, 1996, p.45).
If a single subspace axis is determined, maximization of the projected variance leads
to PCA learning rules where the subspace axis converges to the principal eigenvector
(since a 1D subspace is confined to its axis). This forms the basis of hierarchical PCA
networks. However, if the sum of the projected variances on multiple subspace axis is
maximized (resulting in symmetric rules), the subspace axes only converge towards the
principal subspace, i.e. they span the same subspace as the principal eigenvectors, but do
not necessarily coincide with them (Oja, 1989; Xu, 1993). Weight factors with pairwise
different values had to be introduced into the objective function to break the symmetry
such that the network converges towards the principal eigenvectors (Oja et al., 1992a,b;
Xu, 1993). If symmetric rules derived from weighed objective functions are written in
matrix form, these weight factors appear as fixed diagonal matrices. The order of the
weight factors in these matrices determines the order of the eigenvectors estimated by
the network, thus the networks are ultimately not fully symmetric. Moreover, the chosen
values and range of the fixed weight factors may affect the convergence speed, thus it may
be necessary to use different sets for different data distributions.
Our goal in this work was to produce fully symmetric learning rules which nevertheless
converge towards the principal eigenvectors. We approach this at the root of the methods
by suggesting an alternative objective function. This objective function resembles the sum
of projected variances, but uses squared summands instead. Interestingly, the learning
rules derived from this novel objective function also contain diagonal matrices in the same
location as the fixed weight factor matrices, but these matrices depend on the covariance
1
matrix of the data and on the estimated axes. We will show that squaring the terms in the
objective function leads to additional fixed points which do not coincide with the principal
eigenvectors. However, as we will also demonstrate (at least implicitly via an analysis of
the behavior the objective function), these fixed points are local minima or saddle points
and will thus be avoided by the learning rule. The network will therefore converge towards
the principal eigenvectors which are found at local maxima of the alternative objective
function.
After recapitulating the traditional objective function in section 4.1 and introducing the
alternative objective in section 4.2, we look at four special cases in section 4.3. Three of
these relate to the traditional objective function. Of these three, one special case is related
to PSA rules, the other two are weighted versions which show PCA behavior. The fourth
special case relates to the novel objective function. In most parts of the work, we derive
results for all four special cases.
In section 5, we derive fixed points for the optimization under orthonormality constraints
of the weight matrices (containing the estimated subspace axes). We use the Lagrange-
multiplier method to express the constrained optimization problem. The Lagrange multi-
pliers are isolated from the equations. However, this requires a non-equivalent transfor-
mation which presumably affects the solution sets of the resulting fixed-point equations.
There are two different ways to re-insert and thus eliminate the Lagrange multipliers, re-
sulting in two groups of fixed-point equations, one showing ’uninteresting’ PSA behavior,
the other ’interesting’ PCA behavior (except for the case derived from the non-weighted
traditional objective function).
After an analysis of the overall fixed points in section 6 — which can coarsely differen-
tiate between PCA and PSA rules — we proceed by determining the fixed points of all
special cases in the two groups in section 7. An analysis of the solution space shows that
three learning rules from the first group contain spurious solutions which results in PSA
behavior. In contrast, the corresponding three learning rules of the second group exhibit
no spurious solutions and show PCA behavior. An exception is the case derived from the
novel objective function. Since the equations contain a variable diagonal matrix instead
of fixed weight-factor matrices, additional fixed points appear where the weight vectors
are not principal eigenvectors.
Section 8 analyzes the behavior of the constrained objective functions at the critical points.
Here we use techniques from the treatment of Stiefel manifolds to determine which crit-
ical points of the objective function are maxima, minima, or saddle points. For one case
derived from the weighted traditional objective function we can confirm its well-known
PCA behavior. For the case derived from the novel objective function we find that only
critical points in the principal eigenvectors are maxima, while all other critical points are
either minima or saddle points. It can be expected (but has not been established formally)
that the corresponding learning rules will therefore avoid the minima and saddle points
and converge towards the maxima and therefore towards principal eigenvectors.
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In section 9 we derive learning rules by three approaches. In the short form, we just turn
the fixed-point equations into an ordinary differential equations. In the long form, we
turn the Lagrange multipliers from fixed-point versions into variables, insert them into
the objective function, and determine the gradient. The third approach derives learning
rules from gradients on Stiefel manifolds. The presumed role played by the different
terms appearing in all learning rules is explored. In this work, we only analyze averaged
learning rules which explicitly contain the covariance matrix of the data C = E{xxT}
where x is a zero-mean data vector. Online learning rules can be derived by informally
approximatingC ≈ xxT (see e.g. Möller and Könies, 2004) and using decaying learning
rates, but this has so far not been explored.
2. Abbreviations
PSA Principal Subspace Analysis; refers to learning rules which converge to weight
vectors spanning the principal subspace
PCA Principal Component Analysis; refers to learning rules where the weight vectors
converge to the eigenvectors of the covariance matrix
3. Notation
Matrix and vector notation: expressions (A)ij = Aij = Aij exchangeably denote element
(i, j) of matrix A. Expression (aij)ij denotes a matrix with elements aij at row i and
column j. Expression aj denotes element j of vector a. Expression (aj)i denotes element
i of vector aj .
δij is Kronecker’s delta. I is the identity matrix, sometimes with dimension n indicated
as In. 0 is a zero matrix, sometimes with dimensions n,m indicated as 0n,m, or a zero
vector, sometimes with dimension n indicated as 0n. In cases where the dimensions of
null matrices should be obvious, we just write 0 for null matrices of different sizes, even
if they appear in the same equation.
Ξ is a diagonal sign matrix where the diagonal elements are ξi = ±1, sometimes with
dimension n indicated as Ξn. Note that Ξ
TΞ = ΞΞT = I (thus Ξ is orthogonal) and
ΞTDΞ = D ifD is diagonal.
n denotes the dimension of the problem, m the number of eigenvector estimates (1 ≤
m ≤ n). C is the n× n covariance matrix C = E{xxT } where x is the zero-mean data
vector (E{x} = 0). The n×m weight matrixW contains them weight vectorswj in its
columns. The n × n matrix V contains the n eigenvectors of C in its columns, denoted
by vi. V is orthogonal: V
TV = VVT = I. The n × n diagonal matrix Λ contains the
3
eigenvalues λi on the main diagonal. We assume the following order of the eigenvalues
λ1 > . . . > λn > 0. (1)
The spectral decomposition of C is (see Lemma 35):
C = VΛVT =
n∑
i=1
λiviv
T
i . (2)
Some learning rules use pairwise different, strictly positive, fixed coefficients θj in their
objective functions (θi 6= θj for i 6= j), combined in a diagonal m ×m matrix Θ. Other
learning rules use fixed diagonal matrices with pairwise different, strictly positive entries
Ωj in their weight vector constraints (Ωi 6= Ωj for i 6= j), combined in a diagonalm×m
matrixΩ. Without loss of generality, we assume that the coefficients are sorted:
θ1 > . . . > θn > 0 (3)
Ω1 > . . . > Ωn > 0. (4)
In some derivations, the weight vectors are projected into the space of the eigenvectors:
aj = V
Twj (5)
A = VTW (6)
wj = Vaj =
n∑
i=1
(aj)ivi (7)
W = VA. (8)
If wTi wj = δijΩi, we see that a
T
i aj = w
T
i VV
Twj = w
T
i wj = δijΩi, thus
aTi aj = δijΩi (9)
ATA = Ω. (10)
In this case we have ‖wj‖ = ‖aj‖ = Ω
1
2
j .
Note that in the transformation of several equations we multiply by orthogonal matrices
from the left or from the right which is an equivalent transformation (and thus invertible):
If a matrix expression F (size n × n) is left-multiplied by an orthogonal matrix V (size
n × n, VTV = VVT = I), we get VF. Again left-multiplying by V−1 = VT gives
VTVF = IF = F, thus the transformation can be inverted. The same holds for left-
multiplication with VT since also VVTF = IF = F. The argument can also be applied
to multiplication from the right.
However, multiplying by a semi-orthogonal n×mmatrixAwithm < n (which is defined
byATA = I, but generally notAAT = I) is a non-equivalent transformation (which may
introduce spurious solutions): IfF is a matrix expression of size n×m, left-multiplication
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byAT givesATF. This transformation can’t be inverted sinceA−1 does not exist. Trying
a left-multiplication with A as for an orthogonal matrix doesn’t help since it would give
AATF which is generally not identical to F since AAT = I does not generally hold. In
this work, we are forced to left-multiply by a semi-orthogonal matrix to isolate Lagrange
multipliers in section 5.1. This seems to introduce spurious solutions into the set of fixed
points (section 7).
The matrix diagni=1{xi} is a diagonal matrix of dimension n with diagonal elements xi.
The diagonalization operator dg{X} applied to a square matrix X of dimension n pro-
duces a diagonal matrix of dimension n which has the same diagonal elements asX. We
have
n
diag
i=1
{Xii} =
n
diag
i=1
{eTi Xei} = dg{X} (11)
and
(dg{X})ij = Xijδij = Xiiδij . (12)
4. Objective Functions for PCA and PSA
4.1. Traditional Objective Function
Learning rules for principal component analysis, PCA, or principal subspace analysis,
PSA, are often derived by a constrained minimization of the (weighted) mean-square
reconstruction error or, equivalently, by the constrained maximization of the (weighted)
variance of the projection
J(W) =
1
2
m∑
j=1
θjE{(wTj x)2} =
1
2
m∑
j=1
θjw
T
j Cwj =
1
2
tr{WTCWΘ} (13)
(note that Lemma 21 was used in the transition
∑
j w
T
j Cwjθj =
∑
j(W
TCW)jjθj =
tr{WTCWΘ}) under the constraint
wTi wj = Ωiδij or W
TW = Ω (14)
(see e.g. Diamantaras and Kung, 1996, chapter 3). In the cases we consider, we have
Θ = Im or Ω = Im (where “or” is non-exclusive).
Learning rules like Oja’s Subspace Rule (Oja, 1989) (PSA), Oja’s Weighted Algorithm
(Oja et al., 1992a,b), Xu’s LMSER Rule (Xu, 1993) (PSA) and its weighted version1
(PCA), can be derived from a Lagrange-multiplier framework applied to this objective
function (see section 9). Note that form = 1, all rules are PCA rules.
1To be precise: we managed to derive rule (15a) and a rule similar to rule (15b) described by Xu (1993).
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In the analysis and derivation of these rules, we need the derivative of the objective func-
tion,
∂J
∂wl
=
1
2
m∑
j=1
∂
∂wl
(θjw
T
j Cwj) (15)
=
m∑
j=1
θjCwjδjl (16)
= θlCwl. (17)
In the derivations below, we use the abbreviations
ml =
∂J
∂wl
= θlCwl (18)
m¯l =
∂J
∂wl
∣∣∣∣
W¯
= θlCw¯l. (19)
M =
∂J
∂W
= CWΘ (20)
M¯ =
∂J
∂W
∣∣∣∣
W¯
= CW¯Θ. (21)
Furthermore, we also need the second derivative
∂mj
∂wl
= θjC︸︷︷︸
Hj
δjl. (22)
4.2. Novel Objective Function
Learning rules derived from the traditional objective function (13) are PSA (not PCA)
rules unless diagonal matrices with pairwise different elements are introduced either into
their objective function (Θ) or into their weight vector constraints (Ω); the only exception
is the case m = 1 which leads to PCA rules. The novel objective function introduced
below can produce true PCA rules without the need of those diagonal matrices. Actually,
as we will see below, diagonal matrices appear “naturally” in the learning rules derived
from this novel objective function.
The novel objective function is defined as
J(W) =
1
4
m∑
j=1
(wTj Cwj)
2 (23)
under the constraint
wTi wj = δij or W
TW = Ω = Im. (24)
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With respect to the traditional objective function (13), we can describe the modification
by replacing θj := w
T
j Cwj .
In the analysis and derivation of learning rules, we need the derivative of the objective
function,
∂J
∂wl
=
1
2
m∑
j=1
[
(wTj Cwj)
∂
∂wl
(wTj Cwj)
]
(25)
=
m∑
j=1
[
(wTj Cwj)(Cwjδjl)
]
(26)
= (wTl Cwl)(Cwl). (27)
We use the following abbreviations:
ml =
∂J
∂wl
= (wTl Cwl)Cwl (28)
m¯l =
∂J
∂wl
∣∣∣∣
W¯
= (w¯Tl Cw¯l)Cw¯l (29)
M =
∂J
∂W
= CW
m
diag
j=1
{wTj Cwj} (30)
M¯ =
∂J
∂W
∣∣∣∣
W¯
= CW¯
m
diag
j=1
{w¯Tj Cw¯j}. (31)
We also need the second derivative
∂mj
∂wl
= [Cwjw
T
j C+ (w
T
j Cwj)C]︸ ︷︷ ︸
Hj
δjl (32)
which was obtained by applying Lemma 18.
4.3. Special Cases
In the sections below, we analyze different special cases ofM from equations (20) and
(30) and of the diagonal matrices with pairwise different entries Θ (influencing the ob-
jective function) and Ω (influencing the constraint). In our nomenclature, the specifier
indicates the objective function by “T” for traditional (13) and by “N” for novel (23), a
weighted objective function by “wJ”, and a weighted constraint by “wC”:
T: Θ = Im,W
TW = Ω = Im,M = CW (33)
TwJ: Θ =
m
diag
j=1
{θj},WTW = Ω = Im,M = CWΘ (34)
TwC: Θ = Im,W
TW = Ω =
m
diag
j=1
{Ωj},M = CW (35)
N: WTW = Ω = Im,M = CW
m
diag
j=1
{wTj Cwj} (36)
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5. Fixed-Point Equations from Constrained
Optimization
Two different objective functions J(W) were introduced in section 4.1 and 4.2 together
with their constraints. Constrained optimization by the Lagrange-multiplier method starts
by defining the modified objective function J∗(W) = J(W) + C(B,W) where C is the
constraint term which includes the Lagrange multipliers B. The choice of the constraint
term directly influences which type of learning rule is derived. Chatterjee et al. (2000,
their eqn. (8), modified here) use a constraint term with a triangular matrix of Lagrange
multipliers to ensure orthonormality of the weight vectors
C(B,W) =
1
2
m∑
j=1
i∑
k=1
βjk(w
T
j wk − δij). (37)
This leads to a non-symmetrical learning rule: In a chain of neurons, each neuron chooses
a weight vector which is orthogonal to the weight vectors of all previous neurons in the
chain. Even for special case T (see section 4.3), this would result in a PCA rule. Our
goal is to derive symmetric learning rules where all neurons behave in the same way. One
possible constraint would be
C(B,W) =
1
2
m∑
j=1
m∑
k=1
βjk(w
T
j wk −Ωjδij) (38)
(note the different upper index in the second sum; we also introducedΩj). This constraint
term is sufficient to derive the fixed points and the “short form” of the learning rules (see
section 9.1), but leads to problems with the derivation of the the “long form” (see section
9.2) since there we need to insert a term for the Lagrange multipliers into the modified
objective function. Moreover, one would expect a symmetry constraint on B since the
second factor is identical if j and k are exchanged. We therefore introduce the following
constraint term
C(B,W) =
1
2
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(w
T
j wk −Ωjδjk) (39)
where the symmetry is now ensured by the Lagrange multipliers 1
2
(βjk + βkj). We also
managed to derive the “long form” of the learning rules from this constraint term.
Therefore our modified objective function2 becomes
J∗ = J +
1
2
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(w
T
j wk −Ωjδjk) (40)
2I’m grateful to Axel Könies for his useful advice on an earlier version of this section.
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where β∗jk =
1
2
(βjk + βkj) are the Lagrange multipliers. Note that we do not assume
symmetry (βjk = βkj) of the matrix B. We obtain the derivatives with respect to the
weight vectorswl (l = 1, . . . , m)
∂J∗
∂wl
=
∂J
∂wl
+
1
2
∂
∂wl
[
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(w
T
j wk −Ωjδjk)
]
(41)
=
∂J
∂wl
+
1
2
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(δjlwk + δklwj) (42)
=
∂J
∂wl
+
1
2
(
m∑
k=1
1
2
(βlk + βkl)wk +
m∑
j=1
1
2
(βjl + βlj)wj
)
(43)
=
∂J
∂wl
+
m∑
j=1
1
2
(βjl + βlj)wj (44)
which can be written as
∂J∗
∂wl
= ml +
1
2
m∑
j=1
(βjl + βlj)wj . (45)
Note that we would arrive at the same equation by using constraint term (38). In matrix
form, this equation becomes
∂J∗
∂W
=M+
1
2
W(B+BT ). (46)
In the fixed point we have (using m¯l and M¯ from section 4.1 and 4.2)
m¯l +
1
2
m∑
j=1
(βjl + βlj)w¯j = 0 (47)
w¯Ti w¯
T
j = Ωjδij (48)
or, in matrix form
M¯+
1
2
W¯(B¯+ B¯T ) = 0 (49)
W¯TW¯ = Ω. (50)
Interestingly, at this point we have two ways to proceed which ultimately lead to different
sets of fixed points and different learning rules. In the first variant, we do not exploit
the symmetry of B + BT . We will show in section 7 that the fixed points are weight
vectors which span the same subspace as m of the eigenvectors (leading to PSA rules).
In the second variant, we exploit the symmetry and show in section 7 that the fixed points
coincide withm of the eigenvectors (leading to PCA rules).
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5.1. First variant
The following analysis resorts to a non-equivalent transformation which may introduce
spurious fixed points in addition to the correct fixed points. This step is required to isolate
(and ultimately eliminate) the Lagrange multipliers B¯. We use the same transformation
as Chatterjee et al. (2000): We left-multiply (49) by W¯T , apply the constraint (50), and
obtain
0 = W¯TM¯+
1
2
W¯TW¯(B¯+ B¯T ) (51)
0 = W¯TM¯+
1
2
Ω(B¯+ B¯T ) (52)
1
2
(B¯+ B¯T ) = −Ω−1W¯TM¯. (53)
If we insert this into (49), we get the fixed-point equation
M¯− W¯Ω−1W¯TM¯ = 0. (54)
We already see at this point that we can factor out M¯, leading to (In − W¯Ω−1W¯T )M¯ =
0. If we, for example, insert M¯ = CW¯Θ for special case TwJ (section 4.3), we can
eliminateΘ from the fixed-point equation. However,Θ was introduced by Xu (1993) to
break the symmetry of subspace rules and thus produce PCA rules. So we expect that
fixed points derived from (54) are weight vectors spanning the same subspace asm of the
eigenvectors.
From the generic fixed-point equation (54), we derive specific equations for different
special cases from section 4.3 (adding “1” to the specifier to indicate the first variant):
T1: CW¯ − W¯W¯TCW¯ = 0 (55)
TwJ1: CW¯Θ− W¯W¯TCW¯Θ = 0 (56)
TwC1: CW¯ − W¯Ω−1W¯TCW¯ = 0 (57)
N1: CW¯D¯− W¯W¯TCW¯D¯ = 0 with D¯ =
m
diag
j=1
{w¯Tj Cw¯j}. (58)
5.2. Second variant
In the second variant we exploit the obvious symmetry of B+BT which turns (53) into
1
2
(B¯+ B¯T ) = −M¯TW¯Ω−1. (59)
If we insert this into (49), we get the fixed-point equation
M¯− W¯M¯TW¯Ω−1 = 0. (60)
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This equation seems to be more “interesting” than (54), since M¯ appears transposed
and surrounded by other terms. Note that also the second variant is based on the non-
equivalent transformation.
This leads to the following special cases from section 4.3 (adding “2” to the specifier to
indicate the second variant):
T2: CW¯ − W¯W¯TCW¯ = 0 (61)
TwJ2: CW¯Θ− W¯ΘW¯TCW¯ = 0 (62)
TwC2: CW¯ − W¯W¯TCW¯Ω−1 = 0 (63)
N2: CW¯D¯− W¯D¯W¯TCW¯ = 0 with D¯ =
m
diag
j=1
{w¯Tj Cw¯j}. (64)
We see that the equations of case T1 and T2 coincide. In the following, we refer to this
equation as T.
Note that the equations used to determine the Lagrange multipliers (53, 59) can now be
re-inserted into the modified objective function (40) which allows us to derive the “long
form” of the learning rules (see section 9.2).
5.3. Discussion
Currently we cannot explain why we obtain two different sets of fixed-point equations,
i.e. the first and second variant above, and why the first variant leads to “uninteresting”
solutions (which is confirmed below in section 7). It is also unclear whether this results
from the non-equivalent transformation or from some other property. It seems that the
symmetry property of the Lagrange multipliers has to be explicitly utilized — which is
the case for the second variant but not the first — to arrive at “interesting” solutions.
6. Overall Fixed-Point Analysis
The following overall fixed-point analysis is taken in modified form from Oja et al.
(1992a, p.374). It reveals whether the fixed points are true eigenvectors of the covari-
ance matrix. Starting point is equation (52) where we replace B¯∗ := 1
2
(B¯+ B¯T ):
W¯TM¯ = −ΩB¯∗ (65)
Note that this analysis is affected by the non-equivalent transformation (see sections 5.1
and 5.2). It is presently unclear how this affects the statements derived below.
Please also note that the overall fixed-point analysis explicitly makes use of constraint
(50). However, the learning rules exhibit additional fixed points which violate this con-
straint (e.g. W¯ = 0). The implications of this difference are presently unclear.
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6.1. Fixed-Point Analysis of Special Case T
For special case T1, we have W¯TW¯ = Ω = Im and M¯ = CW¯ which turns (65) into
W¯TCW¯ = −B¯∗. (66)
Transposing this equation leads to the same left-hand side and −B¯∗T on the right-hand
side. Except of B¯∗ = B¯∗T (which is obvious), we cannot derive further statements on B¯∗,
particularly not that it is diagonal (as in the other cases which lead to PCA rules).
6.2. Fixed-Point Analysis of Special Case TwJ
For special case TwJ, we have
W¯TW¯ = Ω = Im, M¯ = CW¯Θ (67)
which turns (65) into
W¯TCW¯ = −B¯∗Θ−1. (68)
Transposing this equation leads to the same left-hand side, so we can conclude for the
right-hand sides that B¯∗Θ−1 = Θ−1B¯∗T . Since B¯∗ = B¯∗T , we get B¯∗Θ−1 = Θ−1B¯∗.
According to Lemma 6, B¯∗ is a diagonal matrix sinceΘ−1 is diagonal and has pairwise
different entries.
For special case TwJ, equation (49) becomes
CW¯ = −W¯B¯∗Θ−1. (69)
Since we now know that B¯∗Θ−1 is diagonal, this equation has solutions in the eigen-
vectors and eigenvalues of C: The matrix W¯ contains m distinct eigenvectors from V,
and −B¯∗Θ−1 contains the corresponding eigenvalues from Λ on the diagonal. Therefore
special case TwJ should be related to true PCA learning rules.
6.3. Fixed-Point Analysis of Special Case TwC
For special case TwC, we have
W¯TW¯ = Ω =
m
diag
j=1
{Ωj}, M¯ = CW¯ (70)
which turns (65) into
W¯TCW¯ = −ΩB¯∗. (71)
As for case TwJ, we can conclude that also special case TwC should be related to true
PCA learning rules.
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6.4. Fixed-Point Analysis of Special Case N
For special case N, we have
W¯TW¯ = Ω = Im, M¯ = CW¯D¯, D¯ =
m
diag
j=1
{w¯Tj Cw¯j} (72)
which turns (65) into
W¯TCW¯D¯ = −B¯∗. (73)
We can invert D¯ since according to the Rayleigh-Ritz Theorem (Horn and Johnson, 1999,
sec. 4.2.2), assumption (1), and the weight length constraint above, all diagonal entries
must be strictly positive. We get
W¯TCW¯ = −B¯∗D¯−1. (74)
In a similar way as for special case TwJ, transposition leads to B¯∗D¯−1 = D¯−1B¯∗. If
D¯ contains pairwise different entries, we can draw the same conclusion as for special
case TwJ: We expect true PCA learning rules. However, D¯ does not necessarily contain
pairwise different entries, and in this case we cannot conclude that B¯∗ is diagonal. The
treatment of this case in 7.8 shows that additional fixed points actually exist, and only the
analysis of the behavior of the constrained objective function in section 8.4 reveals that
they are not maxima. So probably the overall fixed-point analysis in this section cannot
produce further insights for special case N.
7. Fixed Points of Objective Functions
7.1. Introduction
In this part, we determine the fixed points of special cases T, TwJ1, TwC1, N1, TwJ2,
TwC2, and N2. We analyze whether the fixed points could contain spurious solutions
which are possibly introduced by the non-equivalent transformation described in section
5.1.3
7.2. Special Case T
7.2.1. Solution of Special Case T
The fixed-point equation of special case T
CW¯ − W¯W¯TCW¯ = 0 (75)
3For this analysis we have to distinguish between the exploration of the space of solutions and the stability
of the fixed points. While we may see a maximum in the space of solutions, the same point may be a
saddle or a minimum when we leave the space of solutions and consider the entire Stiefel manifold.
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can be transformed into the space of the eigenvectors by applying (8) and expressing C
by its eigenvalues and eigenvectors using (2):
0 = CW¯ − W¯W¯TCW¯ (76)
0 = CVA¯−VA¯A¯TVTCVA¯ (77)
0 = VΛA¯−VA¯A¯TΛA¯ (78)
0 = ΛA¯− A¯A¯TΛA¯. (79)
The n × m matrix A¯ can be expressed by a singular value decomposition (see e.g.
Golub and van Loan (1996, sec. 2.5.2), Diamantaras and Kung (1996, sec. 3.3))
A¯ = Q
(
∆m
0n−m,m
)
RTm (80)
where Q is an orthogonal n × n matrix, ∆m is a diagonal matrix with elements ∆1 ≥
. . . ≥ ∆µ > 0 and ∆µ+1 = . . . = ∆m = 0, and Rm is an orthogonalm×m matrix.
Before we proceed, we look at a special case of (80). For ∆m = Im, the matrix A¯ (and
thus also W¯) is semi-orthogonal:
A¯T A¯ = Rm
(
Im 0m,n−m
)
QTQ︸ ︷︷ ︸
Im
(
Im
0n−m,m
)
RTm (81)
= Rm
(
Im 0m,n−m
)( Im
0n−m,m
)
︸ ︷︷ ︸
Im
RTm (82)
= RTmRm = Im. (83)
In this case, A¯ can be expressed by
A¯ = Q′
(
Im
0n−m,m
)
(84)
where Q′ is an orthogonal n × n matrix. This is obvious, but can also be derived as
follows:
A¯ = Q
(
∆m
0n−m,m
)
RTm = Q
(
Im
0n−m,m
)
RTm (85)
=
(
QL QR
)( Im
0n−m,m
)
RTm = QLR
T
m (86)
= Q′L =
(
Q′L Q
′
R
)( Im
0n−m,m
)
= Q′
(
Im
0n−m,m
)
. (87)
Note that QL, QR, Q
′
L, and Q
′
R are semi-orthogonal. For the special cases other than T,
we will use (84) for a simplified analysis where we assume that the fixed points are semi-
orthogonal matrices lying on the constraint W¯TW = I (with the exception of W¯TW¯ =
14
Ω for special case TwC). Note, however, that all fixed-point equations have at least the
solution W¯ = 0 which is not semi-orthogonal. So far we didn’t succeed in finding
other solutions which are not semi-orthogonal for these special cases. This treatment is
presently only available for the simplest special case T (see below).
We return to special case T. If we insert the expression (80) of A¯ into the fixed-point
equation (79), we get
0 = ΛA¯ − A¯A¯TΛA¯ (88)
0 = ΛQ
(
∆m
0n−m,m
)
RTm (89)
− Q
(
∆m
0n−m,m
)
RTmRm
(
∆m 0m,n−m
)
QTΛQ
(
∆m
0n−m,m
)
RTm (90)
0 = QTΛQ
(
∆m
0n−m,m
)
−
(
∆2m 0m,n−m
0n−m,m 0n−m,n−m
)
QTΛQ
(
∆m
0n−m,m
)
(91)
where we right-multiplied byRm and left-multiplied byQ
T in the last step. If we write
M := QTΛQ =
(
S TT
T U
)
(92)
where S is anm×m matrix (and the sizes of T andU are chosen accordingly), equation
(91) turns into (
S∆m
T∆m
)
−
(
∆2mS∆m
0
)
=
(
0
0
)
. (93)
We analyze the upper matrix equation. For column i and with∆i = (∆m)ii, we obtain
si∆i −∆2msi∆i = 0. (94)
If ∆i = 0 (last m − µ elements, see equation (80)), column si can be chosen freely. For
∆i 6= 0, we look at element (i, i) of S. After dividing by∆i, we get
(1−∆2i )sii = 0. (95)
If∆i 6= 1 (first µ elements, see equation (80); moreover∆i > 0 assumed by the SVD), we
would get sii = 0. This is a contradiction since we know from Lemma 14 and assumption
(1) that λ1 ≥ (QTΛQ)ii ≥ λn > 0. We conclude that in this case ∆i = 1. Therefore the
first µ ≤ m diagonal elements of∆m are 1, all other diagonal elements are zero, which
leads to
∆m =
(
Iµ 0µ,m−µ
0m−µ,µ 0m−µ,m−µ
)
(96)(
∆m
0n−m,m
)
=
(
Iµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
(97)
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(
∆2m 0m,n−m
0n−m,m 0n−m,n−m
)
=
(
Iµ 0µ,n−µ
0n−µ,µ 0n−µ,n−µ
)
. (98)
We continue with (91). We omit the lastm− µ zero columns and obtain
0 = QTΛQ
(
Iµ
0n−µ,µ
)
−
(
Iµ 0µ,n−µ
0n−µ,µ 0n−µ,n−µ
)
QTΛQ
(
Iµ
0n−µ,µ
)
. (99)
If we write
M := QTΛQ =
(
S TT
T U
)
(100)
where S is now a µ×µmatrix (and the sizes ofT andU are chosen accordingly), equation
(99) turns into (
S
T
)
−
(
S
0
)
=
(
0
0
)
. (101)
which leads to T = 0, thusM has a block-diagonal shape. Equation (100) is a similarity
transformation ofΛ intoM, soM also has the (pairwise different) eigenvalues λ1, . . . , λn,
albeit in different order (expressed by their order in the matrix Λ∗ used in the spectral
decomposition below). Applying Lemma 36 in reverse direction, we can construct any
block-diagonal matrixM from
M = EΛ∗ET with E =
(
X 0
0 Y
)
(102)
where X (dimension µ) and Y (dimension n − µ) are orthogonal matrices forming the
matrix of eigenvectors E ofM. In the construction ofM, the first µ eigenvalues on the
diagonal of Λ∗ are assigned to S, the remaining n− µ eigenvalues toU. In our case, Λ∗
can be any permutation of Λ, thus Λ∗ = PTΛP where P is a permutation matrix. We
obtainM = EPTΛPET , and withM = QTΛQ from equation (92) we can conclude
that
Q = ΞPET (103)
according to Lemma 11.
We summarize
A¯ = Q
(
Iµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm (104)
= ΞPET
(
Iµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm (105)
= ΞP
(
XT 0
0 YT
)(
Iµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm (106)
= ΞP
(
RTµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm (107)
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whereRTµ = X
T is an orthogonal matrix.
With (8) we obtain
W¯ = VΞP
(
RTµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm (108)
If we denote byV′ = VΞ the matrix of eigenvectors with the signs of the eigenvectors in
its columns arbitrarily chosen (Lemma 34), we obtain
W¯ = V′P
(
RTµ 0µ,m−µ
0n−µ,µ 0n−µ,m−µ
)
RTm. (109)
We get the result that the fixed points of Oja’s subspace rule (Oja, 1989)
τW˙ = CW −WWTCW (110)
are the following:
• For µ = 0, we get W¯ = 0 which is also an obvious fixed point of (110).
• For 0 < µ < m, we get a solution where, in an intermediate matrix, µ columns are
arbitrary selections of µ eigenvectors which can then be arbitrarily rotated within
the subspace they span, and the remaining m − µ columns are zero vectors. This
intermediate matrix can again be arbitrarily rotated in the subspace spanned by it,
finally giving W¯.
• For µ = m, we get the solution
W¯ = V′P
(
R′Tm
0n−m,m
)
RTm = V
′P
(
R′′Tm
0n−m,m
)
, (111)
i.e. arbitrary selections of m eigenvectors which can then be arbitrarily rotated
within the subspace they span.
We also see that the solution (111) (but not the other cases) fulfills the constraint of special
case T. Since R′′m,V
′, and P are orthogonal we get
W¯TW¯ =
(
R′′m 0m,n−m
)
PTV′TV′P
(
R′′Tm
0n−m,m
)
= Im. (112)
It is interesting to observe that for µ < m, the constraint W¯TW¯ = Im is not fulfilled since
the matrix W¯ does not have the maximal rank. This violation may have been introduced
by the non-equivalent transformation used to eliminate the Lagrange multipliers.
7.2.2. Analysis of Special Case T
We only analyze the case µ = m. According to equation (111), the putative fixed points
of equation (75) are given by
W¯ = VP
(
R
0
)
(113)
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where we replaced V := V′, R := R′′Tm , 0 := 0n−m,m, and below also 0
T := 0m,n−m.
Since the non-equivalent transformation (section 5.1 and 5.2) may introduce spurious
solutions, we have to check whether all solutions of (113) are actually valid. Validity can
be checked by inserting the solution into the objective function:
J(W¯) =
1
2
tr
{
W¯TCW¯
}
(114)
=
1
2
tr
{
W¯TVΛVTW¯
}
(115)
=
1
2
tr
{(
RT 0T
)
PTVTVΛVTVP
(
R
0
)}
(116)
=
1
2
tr
{(
RT 0T
)
PTΛP
(
R
0
)}
(117)
=
1
2
tr
{(
RT 0T
)
Λ∗
(
R
0
)}
(118)
=
1
2
tr
{(
RT 0T
)(Λˆ∗ 0
0 Λˇ∗
)(
R
0
)}
(119)
=
1
2
tr
{
RT Λˆ∗R
}
(120)
=
1
2
tr
{
RRT Λˆ∗
}
(121)
=
1
2
tr{Λˆ∗} (122)
We see that J(W¯) only depends onP (implicitly contained in Λˆ∗), but not onR. Different
choices of P produce different isolated solutions W¯. In each of these solutions, changes
of R have no effect on J(W¯), confirming that any choice of R leads to a valid solution.
Therefore the solution (111) does not include spurious solutions.
7.3. Special Case TwJ1
7.3.1. Solution of Special Case TwJ1
The fixed-point equation of special case TwJ1
CW¯Θ− W¯W¯TCW¯Θ = 0 (123)
can be transformed into the fixed-point equation of special case T (75) by right-
multiplying byΘ−1 (assuming all θj are non-zero):
CW¯ − W¯W¯TCW¯ = 0. (124)
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Therefore, equation (123) of special case TwJ1 has the same solution (111) for case µ =
m as equation (75) of special case T:
W¯ = VP
(
R
0n−m,m
)
. (125)
The constraint of special case TwJ1, W¯TW¯ = Im, is fulfilled which an be shown as for
special case T (case µ = m). This not surprising, since for µ = m, the ansatz for A¯ is a
semi-orthogonal matrix, see equation (84).
7.3.2. Analysis of Special Case TwJ1
Similar to special case T, we insert the putative solution (125) of special case TwJ1 into
the corresponding, now weighted objective function:
J(W¯) =
1
2
tr
{
W¯TCW¯Θ
}
(126)
=
1
2
tr
{
W¯TVΛVTW¯Θ
}
(127)
=
1
2
tr
{(
RT 0T
)
PTVTVΛVTVP
(
R
0
)
Θ
}
(128)
=
1
2
tr
{(
RT 0T
)
PTΛP
(
R
0
)
Θ
}
(129)
=
1
2
tr
{(
RT 0T
)
Λ∗
(
R
0
)
Θ
}
(130)
=
1
2
tr
{(
RT 0T
)(Λˆ∗ 0
0 Λˇ∗
)(
R
0
)
Θ
}
(131)
=
1
2
tr
{
RT Λˆ∗RΘ
}
(132)
=
1
2
m∑
i=1
(RT Λˆ∗R)iiθi (133)
where we applied Lemma 21 to switch from trace to sums. According to Lemma 15,
the last expression is maximal for R = Ξ. We see that, in this case, it is not possible
to chose an arbitrary R in each of the discrete solutions determined by P. The objective
function is maximized for a specific choice of R, namely R = Ξ. Other solutions of R
are spurious solutions since R can be modified such that the objective function becomes
larger.
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7.4. Special Case TwC1
7.4.1. Solution of Special Case TwC1
The fixed-point equation of special case TwC1
CW¯ − W¯Ω−1W¯TCW¯ = 0 (134)
can be treated in a similar way as for special case T. However, instead of expressing A¯ by
equation (84), the weighted constraint leads to
A¯ = Q
(
Ω
1
2
0n−m,m
)
= Q
(
Im
0n−m,m
)
Ω
1
2 . (135)
That the weighted constrained is fulfilled can be shown by
ATA = Ω
1
2
(
Im 0
)
QQT
(
Im
0
)
Ω
1
2 = Ω. (136)
We proceed with
0 = CW¯ − W¯Ω−1W¯TCW¯ (137)
0 = CVA¯−VA¯Ω−1A¯TVTCVA¯ (138)
0 = ΛA¯− A¯Ω−1A¯TΛA¯ (139)
0 = ΛQ
(
Im
0
)
Ω
1
2 −Q
(
Im
0
)
Ω
1
2Ω−1Ω
1
2
(
Im 0
T
)
QTΛQ
(
Im
0
)
Ω
1
2(140)
0 = QTΛQ
(
Im
0
)
Ω
1
2 −
(
Im
0
)(
Im 0
T
)
QTΛQ
(
Im
0
)
Ω
1
2 (141)
0 =
(
S TT
T U
)(
Im
0
)
−
(
Im
0
)(
Im 0
T
)(S TT
T U
)(
Im
0
)
(142)(
0
0
)
=
(
S
T
)
−
(
S
0
)
(143)
where we right-multiplied (141) by Ω−
1
2 . We can now continue as in the special case T
and get
W¯ = VP
(
R
0n−m,m
)
Ω
1
2 . (144)
That the constraint is fulfilled can be verified by
W¯TW¯ = Ω
1
2
(
RT 0m,n−m
)
PTV′TV′P
(
R
0n−m,m
)
Ω
1
2 = Ω (145)
which is not surprising since the ansatz for A¯ was chosen this way.
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7.4.2. Analysis of Special Case TwC1
Similar to special case TwJ1, we insert the putative solution (144) into the corresponding
objective function
J(W¯) =
1
2
tr
{
W¯TCW¯
}
(146)
=
1
2
tr
{
W¯TVΛVTW¯
}
(147)
=
1
2
tr
{
Ω
1
2
(
RT 0T
)
PTVTVΛVTVP
(
R
0
)
Ω
1
2
}
(148)
=
1
2
tr
{(
RT 0T
)
PTΛP
(
R
0
)
Ω
}
(149)
=
1
2
tr
{(
RT 0T
)
Λ∗
(
R
0
)
Ω
}
(150)
=
1
2
tr
{(
RT 0T
)(Λˆ∗ 0
0 Λˇ∗
)(
R
0
)
Ω
}
(151)
=
1
2
tr
{
RT Λˆ∗RΩ
}
(152)
=
1
2
m∑
i=1
(RT Λˆ∗R)iiΩi (153)
where we applied Lemma 21 to switch from trace to sums. As in the case TwJ1, we can
apply Lemma 15 to the last expression which leads to the conclusion that (144) contains
spurious solutions.
7.5. Special Case N1
7.5.1. Solution of Special Case N1
The fixed-point equation of special case N1
CW¯D¯− W¯W¯TCW¯D¯ = 0 with D¯ =
m
diag
j=1
{w¯Tj Cw¯j} (154)
can be transformed into the fixed-point equation of special case T (75) by right-
multiplying by D¯−1 (similar to the treatment of case TwJ1):
CW¯ − W¯W¯TCW¯ = 0. (155)
Note that D¯ can be inverted since all diagonal elements are strictly positive and thus non-
zero. This in turn can be shown by the Rayleigh-Ritz Theorem (Horn and Johnson, 1999,
sec. 4.2.2): Assuming the order of eigenvalues (1), it is guaranteed that
λ1w¯
T
j w¯j ≥ w¯Tj Cw¯j ≥ λnw¯Tj w¯j . (156)
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Note that we assumeA to be semi-orthogonal according to equation (84), thus W¯TW¯ =
ATVTVA = I and therefore w¯Tj w¯j = 1 for all j, which leads to
λ1 ≥ w¯Tj Cw¯j ≥ λn > 0 (157)
where (1) was considered. Therefore, equation (123) of special case N1 has the same
solution (111) for case µ = m as equation (75) of special case T:
W¯ = VP
(
R
0n−m,m
)
. (158)
The constraint of special case N1, W¯TW¯ = Im is fulfilled which can be shown as for
special case T (case µ = m, semi-orthogonal ansatz for A¯).
7.5.2. Analysis of Special Case N1
We insert the putative solution (123) into the novel objective function (23) to test for
spurious solutions. Here we need to express the solution for each individual vector w¯j:
w¯j = VP
(
rj
0n−m
)
(159)
where rj is column j ofR. (In the following, for brevity we write 0n−m = 0.)
J(W¯) =
1
4
m∑
j=1
(w¯Tj Cw¯j)
2 (160)
=
1
4
m∑
j=1
(w¯Tj VΛV
T w¯j)
2 (161)
=
1
4
m∑
j=1
[(
rTj 0
T
)
PTVTVΛVTVP
(
rj
0
)]2
(162)
=
1
4
m∑
j=1
[(
rTj 0
T
)
PTΛP
(
rj
0
)]2
(163)
=
1
4
m∑
j=1
[(
rTj 0
T
)
Λ∗
(
rj
0
)]2
(164)
=
1
4
m∑
j=1
[(
rTj 0
T
)(Λˆ∗ 0
0 Λˇ∗
)(
rj
0
)]2
(165)
=
1
4
m∑
j=1
(
rTj Λˆ
∗rj
)2
(166)
=
1
4
m∑
j=1
(
RT Λˆ∗R
)2
jj
(167)
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where we applied Lemma 13 in the last step. According to Lemma 12,
m∑
j=1
(
RT Λˆ∗R
)2
jj
(168)
is maximal only if RT Λˆ∗R is diagonal, which holds only if R = ΞP′ where P′ is a
permutation matrix.
We see that, in this case, it is not possible to chose an arbitrary R in each of the discrete
solutions determined by P. The objective function is maximized for a specific choice
of R, namely R = ΞP′. Other solutions of R are spurious solutions since R can be
modified such that the objective function becomes larger.
If we insert the solutionR = ΞP′ into (158), we get (with matrix sizes indicated)
W¯ = VPn
(
Rm
0
)
(169)
= VPn
(
ΞmP
′
m
0
)
(170)
= VPn
(
Ξm
0
)
P′m. (171)
We form a larger diagonal sign matrix Ξˆn which contains Ξm
Ξˆn =
(
Ξm 0
0 Ξˇn−m
)
(172)
and continue
W¯ = VPnΞˆn
(
Im
0
)
P′m (173)
= VΞˆ∗nPn
(
Im
0
)
P′m (174)
= V′Pn
(
P′m
0
)
(175)
where we applied Lemma 16 to swap permutation and sign matrices, and integrated the
diagonal sign matrix into V′. We form a larger permutation matrix Pˆ′n which contains
P′m
Pˆ′n =
(
P′m 0
0 Pˇ′n−m
)
(176)
and continue
W¯ = V′PnPˆ
′
n
(
Im
0
)
(177)
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= V′P′′n
(
Im
0
)
. (178)
We see that this solution only comprises an arbitrary selection of eigenvectors (with ar-
bitrary sign) but no rotation, so the solution (158) of the fixed-point equation contains
spurious solutions.
7.6. Special Case TwJ2
7.6.1. Solution of Special Case TwJ2
The fixed-point equation of special case TwJ2
CW¯Θ− W¯ΘW¯TCW¯ = 0 (179)
can be treated in a similar way as for special case T, expressing A¯ by equation (84):
0 = CW¯Θ− W¯ΘW¯TCW¯ (180)
0 = CVA¯Θ−VA¯ΘA¯TVTCVA¯ (181)
0 = VTCVA¯Θ−VTVA¯ΘA¯TVTCVA¯ (182)
0 = ΛA¯Θ− A¯ΘA¯TΛA¯ (183)
0 = ΛQ
(
Im
0
)
Θ−Q
(
Im
0
)
Θ
(
Im 0
T
)
QTΛQ
(
Im
0
)
(184)
0 = QTΛQ
(
Im
0
)
Θ−
(
Im
0
)
Θ
(
Im 0
T
)
QTΛQ
(
Im
0
)
(185)
0 =
(
S TT
T U
)(
Im
0
)
Θ−
(
Im
0
)
Θ
(
Im 0
T
)(S TT
T U
)(
Im
0
)
(186)(
0
0
)
=
(
SΘ
TΘ
)
−
(
ΘS
0
)
(187)
We get TΘ = 0 and therefore, since Θ is invertible, T = 0, thus M = QTΛQ is
block-diagonal, and
ΘS = SΘ. (188)
According to Lemma 6, S is a diagonal matrix.
We can express the block-diagonal matrixM by its spectral decomposition (102)
M = EΛ∗ET (189)
=
(
X 0
0 Y
)(
Λˆ∗ 0
0 Λˇ∗
)(
XT 0
0 YT
)
(190)
=
(
XΛˆ∗XT 0
0 YΛˇ∗YT
)
(191)
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=(
S 0
0 U
)
(192)
which leads to
S = XΛˆ∗XT . (193)
Since this is an orthogonal transformation, and since S is diagonal, S shares the eigen-
values of Λˆ∗, i.e. the diagonal elements in Λˆ∗ also appear as the diagonal elements of S,
albeit in permuted order:
S = P′T Λˆ∗P′ = XΛˆ∗XT . (194)
According to Lemma 11, we getX = Ξ′P′T . Note that the solution forQ is the same as
(103) for special case T. We insert this into the solution for A¯; see equation (104):
A¯ = Q
(
Im
0
)
(195)
= ΞP
(
XT 0
0 YT
)(
Im
0
)
(196)
= ΞP
(
XT
0
)
(197)
= ΞP
(
P′Ξ′
0
)
. (198)
We form larger matrices which contain P′ and Ξ′ (temporarily indicating matrix sizes)
Ξˆ′n =
(
Ξ′m 0
0 Ξˇ′n−m
)
(199)
Pˆ′n =
(
P′m 0
0 Pˇ′n−m
)
(200)
and continue with
A¯ = ΞPPˆ′nΞˆ
′
n
(
Im
0
)
(201)
= ΞP′′Ξˆ′n
(
Im
0
)
(202)
= ΞΞˆ′∗nP
′′
(
Im
0
)
(203)
= Ξ′′P′′
(
Im
0
)
(204)
where we fused the permutation matrices, applied Lemma 16 to swap permutation and
sign matrices, and fused the sign matrices. We get
W¯ = VΞ′′P′′
(
Im
0n−m,m
)
(205)
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= V′P′′
(
Im
0n−m,m
)
. (206)
This confirms the known result (Xu, 1993) that the fixed points of Xu’s rule (15a)
τW˙ = CWΘ−WΘWTCW (207)
are arbitrary selections of the eigenvectors of C (with arbitrary signs).
We also see that the solution (206) fulfills the constraint of special case TwJ2 (not sur-
prising, since the ansatz for A¯ was a semi-orthogonal matrix). Since V′ and P′′ are
orthogonal we get
W¯TW¯ =
(
Im 0m,n−m
)
P′′TV′TV′P′′
(
Im
0n−m,m
)
= Im. (208)
7.6.2. Test of Solution of Special Case TwJ2
To test our solution, we insert the solution for A (204) (omitting primes) into (183). We
left-multiply by orthogonal matrices several times:
0 = ΛA¯Θ− A¯ΘA¯TΛA¯ (209)
0 = ΛΞP
(
Im
0
)
Θ−ΞP
(
Im
0
)
Θ
(
Im 0
)
PTΞTΛΞP
(
Im
0
)
(210)
0 = ΛΞP
(
Im
0
)
Θ−ΞP
(
Im
0
)
Θ
(
Im 0
)
PTΛP
(
Im
0
)
(211)
0 = ΞTΛΞP
(
Im
0
)
Θ− ΞTΞP
(
Im
0
)
Θ
(
Im 0
)
Λ∗
(
Im
0
)
(212)
0 = PTΛP
(
Im
0
)
Θ−PTP
(
Im
0
)
ΘΛˆ∗ (213)
0 = Λ∗
(
Im
0
)
Θ−
(
Im
0
)
ΘΛˆ∗ (214)(
0
0
)
=
(
Λˆ∗Θ
0
)
−
(
ΘΛˆ∗
0
)
(215)
where we applied Lemma 41 in the last step. Since diagonal matrices are exchangeable
within a product, this confirms our solution.
7.6.3. Analysis of Special Case TwJ2
Since (206) does not contain any parameters which can change continuously, it is clear
that inserting this solution into the objective function (13) will confirm that there are no
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spurious solutions. For the sake of completeness, we nevertheless include this step (note
that we replacedV := V′ and P := P′′n):
J =
1
2
tr{W¯TCW¯Θ} (216)
=
1
2
tr
{(
Im 0
)
PTVTCVP
(
Im
0
)
Θ
}
(217)
=
1
2
tr
{(
Im 0
)
PTΛP
(
Im
0
)
Θ
}
(218)
=
1
2
tr
{(
Im 0
)
Λ∗
(
Im
0
)
Θ
}
(219)
=
1
2
tr
{(
Im 0
)(Λˆ∗ 0
0 Λˇ∗
)(
Im
0
)
Θ
}
(220)
=
1
2
tr{Λˆ∗Θ}. (221)
Matrix Λˆ∗ depends on the permutation P which defines different isolated fixed points.
According to Lemma 17 and considering the sorting condition (3), the global maximum
would be achieved if Λˆ∗ contains the m largest eigenvalues sorted as in Λ. Which fixed
points are local maxima needs to be analyzed separately.
7.7. Special Case TwC2
7.7.1. Solution of Special Case TwC2
The ansatz for A¯ is the same as for case TwC1, see (135), here for brevity with 0 :=
0n−m,m:
A¯ = Q
(
Im
0
)
Ω
1
2 . (222)
We insert this into the fixed-point equation:
0 = CW¯ − W¯W¯TCW¯Ω−1 (223)
0 = CVA¯−VA¯A¯TVTCVA¯Ω−1 (224)
0 = VΛA¯−VA¯A¯TΛA¯Ω−1 (225)
0 = ΛA¯− A¯A¯TΛA¯Ω−1 (226)
0 = ΛQ
(
Im
0
)
Ω
1
2 −Q
(
Im
0
)
Ω
1
2Ω
1
2
(
Im 0
T
)
QTΛQ
(
Im
0
)
Ω
1
2Ω−1 (227)
0 = ΛQ
(
Im
0
)
Ω−Q
(
Im
0
)
Ω
(
Im 0
T
)
QTΛQ
(
Im
0
)
(228)
0 = QTΛQ
(
Im
0
)
Ω−
(
Im
0
)
Ω
(
Im 0
T
)
QTΛQ
(
Im
0
)
. (229)
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From this point on we can proceed as for special case TwJ2. We obtain the fixed-point
solution
A¯ = ΞP
(
Im
0
)
Ω
1
2 (230)
W¯ = VP
(
Im
0
)
Ω
1
2 . (231)
This confirms the result that Oja’s weighted subspace rule (Oja, 1992; Oja et al., 1992a,b)
τW˙ = CW −WWTCWΩ−1 (232)
has fixed points at permutations of scaled eigenvectors vj , with the vector length deter-
mined by the coefficients Ω
1
2
j . The constraint is fulfilled:
W¯TW¯ = Ω
1
2
(
Im 0
)
PTVTVP
(
Im
0
)
Ω
1
2 = Ω. (233)
7.7.2. Analysis of Special Case TwC2
The analysis is analogous to special case TwJ2. We insert (231) into (13). We skip some
steps which are the same as for TwJ2 (except withΩ instead ofΘ):
J =
1
2
tr{W¯TCW¯} (234)
=
1
2
tr
{
Ω
1
2
(
Im 0
)
PTVTCVP
(
Im
0
)
Ω
1
2
}
(235)
=
1
2
tr
{(
Im 0
)
PTΛP
(
Im
0
)
Ω
}
(236)
=
1
2
tr{Λˆ∗Ω}. (237)
The insights are the same as for special case TwJ2.
7.8. Special Case N2
7.8.1. Solution of Special Case N2
The fixed-point equation of special case N2
CW¯D¯− W¯D¯W¯TCW¯ = 0 with D¯ =
m
diag
j=1
{w¯Tj Cw¯j}. (238)
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can be treated in a similar way as for special case TwJ2, expressing A¯ by equation (84):
0 = CW¯D¯− W¯D¯W¯TCW¯ (239)
0 = CVA¯D¯−VA¯D¯A¯TVTCVA¯ (240)
0 = VTCVA¯D¯−VTVA¯D¯A¯TVTCVA¯ (241)
0 = ΛA¯D¯− A¯D¯A¯TΛA¯ (242)
0 = ΛQ
(
Im
0
)
D¯−Q
(
Im
0
)
D¯
(
Im 0
T
)
QTΛQ
(
Im
0
)
(243)
0 = QTΛQ
(
Im
0
)
D¯−
(
Im
0
)
D¯
(
Im 0
T
)
QTΛQ
(
Im
0
)
(244)
0 =
(
S TT
T U
)(
Im
0
)
D¯−
(
Im
0
)
D¯
(
Im 0
T
)(S TT
T U
)(
Im
0
)
(245)(
0
0
)
=
(
SD¯
TD¯
)
−
(
D¯S
0
)
. (246)
We obtain
SD¯ = D¯S. (247)
If all entries of D¯ are pairwise different, we can take the same path as for special case
TwJ2 (where this property is assumed for Θ) starting from (188). In this case we can
conclude from (247) that S is diagonal. This leads to solution (206).
However, if entries of D¯ coincide, we have to take a different path. First, we show that
M from definition (92) is block-diagonal: From equation (246) we get TD¯ = 0. For
our choice of A¯ as a semi-orthogonal matrix, the matrix W¯ contains unit vectors w¯j in
its columns. According to the Rayleigh-Ritz Theorem (156) and under assumption (1),
we can conclude that D¯ contains strictly positive and therefore non-zero elements, thus
D¯ is invertible. Multiplication of TD¯ = 0 by D¯−1 then leads to T = 0, thus M is
block-diagonal. Therefore S can be expressed by (193) as in case TwJ2:
S = XΛˆ∗XT . (248)
Note that according to Lemma 36, X is an orthogonal matrix. Since the orthogonal
similarity transformation preserves eigenvalues, S has pairwise different eigenvalues as
does Λˆ∗. S is also symmetric.
We continue from (247). To fulfill the prerequisites of Lemma 7, we interpret D¯ as the
permuted version of a diagonal matrix D¯∗ where identical diagonal elements are contigu-
ous, i.e.
D¯ = P∗T D¯∗P∗ (249)
where
D¯∗ =


d
∗′
1 I1 0 . . . 0
0 d
∗′
2 I2 . . . 0
...
...
. . .
...
0 0 . . . d
∗′
k Ik

 . (250)
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This gives
SD¯ = D¯S (251)
SP∗T D¯∗P∗ = P∗T D¯∗P∗S (252)
P∗SP∗T D¯∗ = D¯∗P∗SP∗T (253)
S∗D¯∗ = D¯∗S∗ (254)
where S∗ = P∗SP∗T . By applying Lemma 7 to (254) we know that S∗ is block-diagonal
(the contiguous order of diagonal elements in D¯∗ as presumed by the lemma is given),
and according to Lemma 8 we can express S∗ as
S∗ = U∗∆U∗T (255)
whereU∗ is a block-diagonal orthogonal matrix and∆ is diagonal. Therefore
P∗SP∗T = U∗∆U∗T (256)
S = P∗TU∗∆U∗TP∗. (257)
Combined with (248), this leads to
P∗TU∗∆U∗TP∗ = XΛˆ∗XT (258)
∆ = U∗TP∗XΛˆ∗XTP∗TU∗. (259)
Both∆ and Λˆ∗ are diagonal, thus from Lemma 5 we can conclude that
XTP∗TU∗ = Ξ′P′ (260)
XT = Ξ′P′U∗TP∗ (261)
where P′ is a permutation matrix and Ξ′ a diagonal sign matrix. We insert this into
equation (197) which holds for special case T, TwJ2, and N2:
A¯ = ΞP
(
XT
0
)
(262)
= ΞP
(
Ξ′P′U∗TP∗
0
)
. (263)
We proceed in a similar way as for the analysis of special case N1 (section 7.5.2), indi-
cating matrix sizes from now on:
A¯ = ΞnPn
(
Ξ′mP
′
mU
∗T
m P
∗
0
)
(264)
= ΞnPn
(
Ξ′m 0
0 Ξˇ′n−m
)
︸ ︷︷ ︸
Ξˆ′n
(
P′m 0
0 Pˇ′n−m
)
︸ ︷︷ ︸
Pˆ′n
(
U∗Tm P
∗
0
)
(265)
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= ΞnPnΞˆ
′
nPˆ
′
n
(
U∗Tm P
∗
0
)
(266)
= ΞnΞˆ
′′
nPnPˆ
′
n
(
U∗Tm P
∗
0
)
(267)
= Ξ′′′nP
′′
n
(
U∗Tm P
∗
0
)
(268)
where we applied Lemma 16 and fused sign matrices and permutation matrices, respec-
tively.
We obtain (on the way omitting primes, leaving out some matrix sizes, replacing U∗ :=
U∗m, and integrating signs into eigenvectors)
W¯ = VP
(
U∗TP∗
0
)
= VP
(
U
0
)
. (269)
Note that this solution resembles (113) for special case T, but here U∗ is not arbitrary
but is a block-diagonal orthogonal matrix with a shape depending on the multiplicity of
entries in D¯. Post-multiplication by P∗ permutes the rows of U∗T and thus the columns
ofU∗.
For the special case of pairwise different elements in D¯, the orthogonal blocks inU∗ are
of size 1 × 1 and can only be ±1, thus U∗ = Ξ∗. The diagonal sign matrix Ξ∗ and the
permutation matrix P∗ can then be integrated into P and V as described above such that
we obtain
W¯ = VP
(
Im
0
)
(270)
which relates to (269) byU = Im.
The constraint W¯TW¯ = Im is fulfilled which can be shown as for special case T.
7.8.2. Constraint in Special Case N2
BesidesU∗ being block-diagonal (depending on the multiplicity of the diagonal elements
of D¯), there is another constraint onU∗. We look at
D¯ =
m
diag
j=1
{w¯Tj Cw¯j} (271)
=
m
diag
j=1
{eTj W¯TCW¯ej} (272)
= dg{W¯TCW¯}. (273)
On the one hand, we have with (269)
H (274)
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:= W¯TCW¯ (275)
=
(
P∗TU∗ 0
)
PTVTVΛVTVP
(
U∗TP∗
0
)
(276)
=
(
P∗TU∗ 0
)
Λ∗
(
U∗TP∗
0
)
(277)
=
(
P∗TU∗ 0
)(Λˆ∗ 0
0 Λˇ∗
)(
U∗TP∗
0
)
(278)
= P∗TU∗Λˆ∗U∗TP∗ (279)
= P∗T


U∗
′
1 0 . . . 0
0 U∗
′
2 . . . 0
...
...
. . .
...
0 0 . . . U∗
′
k




Λˆ∗1 0 . . . 0
0 Λˆ∗2 . . . 0
...
...
. . .
...
0 0 . . . Λˆ∗k




U∗
′T
1 0 . . . 0
0 U∗
′T
2 . . . 0
...
...
. . .
...
0 0 . . . U∗
′T
k

P∗ (280)
= P∗T


U∗
′
1 Λˆ
∗
1U
∗′T
1 0 . . . 0
0 U∗
′
2 Λˆ
∗
2U
∗′T
2 . . . 0
...
...
. . .
...
0 0 . . . U∗
′
k Λˆ
∗
kU
∗′T
k

P∗ (281)
= P∗T


H∗
′
1 0 . . . 0
0 H∗
′
2 . . . 0
...
...
. . .
...
0 0 . . . H∗
′
k


︸ ︷︷ ︸
H∗
P∗ (282)
= P∗TH∗P∗ (283)
where
H∗
′
l = U
∗′
l Λˆ
∗
lU
∗′T
l , l = 1, . . . , k. (284)
If we only look at the diagonal elements, we get with Lemma 3
D¯ = dg{W¯TCW¯} (285)
= dg{P∗TH∗P∗} (286)
= P∗T dg{H∗}P∗. (287)
On the other hand, we assumed
D¯ = P∗TD∗P∗ (288)
= P∗T


d
∗′
1 I1 0 . . . 0
0 d
∗′
2 I2 . . . 0
...
...
. . .
...
0 0 . . . d
∗′
k Ik

P∗ (289)
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where we express the blocks ofD∗ as
D∗
′
l = d
∗′
l Il l = 1, . . . , k. (290)
This leads to the constraints
P∗T dg{H∗}P∗ = P∗TD∗P∗ (291)
dg{H∗} = D∗ (292)
dg{H∗′l } = D∗
′
l , l = 1, . . . , k (293)
dg{H∗′l } = d
∗′
l Il, l = 1, . . . , k (294)
dg{U∗′l Λˆ∗lU∗
′T
l } = d
∗′
l Il, l = 1, . . . , k (295)
i.e. the diagonal elements of H∗
′
l = U
∗′
l Λˆ
∗
lU
∗′T
l must be d
∗′
l , or, put differently, H
∗′
l has
the identical diagonal elements d
∗′
l (which are strictly positive). Note that H
∗′
l can’t be
diagonal, since an orthogonal similarity transformation between two diagonal matrices
can only permute the diagonal elements (Lemma 5), but not change their value (such that
they would become identical to each other).
At the moment we can only say that it is possible to find matrices U∗
′
l which fulfill this
constraint. Hadamard matrices of size sl (size of block l) with a factor of 1/
√
sl are one
choice.4 However, Hadamard matrices are not available for all sizes and it is apparently
not even clear for which sizes they exist.5 Further insights on the set of solutionsU∗
′
l are
presently not available.
As a side remark, the orthogonal similarity transformation preserves the trace, so
tr{U∗′l Λˆ∗lU∗
′T
l } = tr{Λˆ∗l } =
sl∑
j=1
λˆ∗lj = tr{H∗
′
l } = sld
∗′
l , l = 1, . . . , k, (296)
where sl is the size of block l, and therefore
d
∗′
l =
1
sl
sl∑
j=1
λˆ∗lj , l = 1, . . . , k. (297)
7.8.3. Test of Solution of Special Case N2
To test our solution, we insert the solution for A (268) (omitting primes) into (242). We
left- and right-multiply by orthogonal matrices several times:
0 = ΛA¯D¯− A¯D¯A¯TΛA¯ (298)
4At https://math.stackexchange.com/3590184, ’user8675309’ kindly provided an answer
for the complex domain.
5See https://en.wikipedia.org/wiki/Hadamard_matrix.
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0 = ΛΞP
(
U∗Tm P
∗
0
)
D¯ (299)
− ΞP
(
U∗Tm P
∗
0
)
D¯
(
P∗TU∗m 0
)
PTΞTΛΞP
(
U∗Tm P
∗
0
)
(300)
0 = ΞTΛΞP
(
U∗Tm P
∗
0
)
D¯ (301)
− ΞTΞP
(
U∗Tm P
∗
0
)
D¯
(
P∗TU∗m 0
)
PTΛP
(
U∗Tm P
∗
0
)
(302)
0 = ΛP
(
U∗Tm P
∗
0
)
D¯ (303)
− P
(
U∗Tm P
∗
0
)
D¯
(
P∗TU∗m 0
)
Λ∗
(
U∗Tm P
∗
0
)
(304)
0 = PTΛP
(
U∗Tm P
∗
0
)
D¯ (305)
− PTP
(
U∗Tm P
∗
0
)
D¯
(
P∗TU∗m 0
)
Λ∗
(
U∗Tm P
∗
0
)
(306)
0 = Λ∗
(
U∗Tm P
∗
0
)
D¯−
(
U∗Tm P
∗
0
)
D¯P∗TU∗mΛˆ
∗U∗Tm P
∗ (307)
0 = Λˆ∗U∗Tm P
∗D¯−U∗Tm P∗D¯P∗TU∗mΛˆ∗U∗Tm P∗ (308)
0 = Λˆ∗U∗Tm P
∗D¯P∗T︸ ︷︷ ︸
D¯∗
U∗m −U∗Tm P∗D¯P∗T︸ ︷︷ ︸
D¯∗
U∗mΛˆ
∗ (309)
0 = Λˆ∗D¯∗ − D¯∗Λˆ∗ (310)
where we used (249) in the next-to-last step and applied Lemma 9 in the last step; the
latter is possible since D¯∗ has the shape specified in Lemma 7. Since diagonal matrices
are exchangeable within a product, this confirms our solution.
Surprisingly, while the solution is only fulfilled if the block-diagonal shape ofU∗m is taken
into account, the additional constraint (295) onU∗m from section 7.8.2 is not required.
7.8.4. Analysis of Special Case N2
The analysis of special case N2 is similar to that of special case N1 (see section 7.5.2; we
take a slightly different path). From (269), we extract column
w¯j = VP
(
Uej
0
)
(311)
where ej is the unit vector with element 1 at position j. We insert this into the objective
function (23):
J(W¯) =
1
4
m∑
j=1
(w¯Tj Cw¯j)
2 (312)
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=
1
4
m∑
j=1
(w¯Tj VΛV
T w¯j)
2 (313)
=
1
4
m∑
j=1
[(
eTj U
T 0T
)
PTVTVΛVTVP
(
Uej
0
)]2
(314)
=
1
4
m∑
j=1
[(
eTj U
T 0T
)
PTΛP
(
Uej
0
)]2
(315)
=
1
4
m∑
j=1
[(
eTj U
T 0T
)
Λ∗
(
Uej
0
)]2
(316)
=
1
4
m∑
j=1
[(
eTj U
T 0T
)(Λˆ∗ 0
0 Λˇ∗
)(
Uej
0
)]2
(317)
=
1
4
m∑
j=1
[
eTj U
T Λˆ∗Uej
]2
(318)
=
1
4
m∑
j=1
[
(UT Λˆ∗U)jj
]2
. (319)
According to Lemma 12, the maximum is achieved ifU is a signed permutation matrix:
U = ΞP′. In this case, UT Λˆ∗U is diagonal. We would end with the same equation
as (178) in case N1. It is presently not clear what conclusions can be drawn from this
analysis. First, in contrast to case N1, matrix U is constrained. It is not even clear
whether the maximum can be reached under this constraint. It is doubtful whether this
analysis indicates spurious solutions (as in case N1), also since spurious solutions do not
appear in TwJ2 and TwC2.
The analysis above shows that the global maximum of J for solution (311) is achieved if
Λˆ∗ contains the largest eigenvalues fromΛ, regardless of their order (in contrast to special
case TwJ2), thus there exist several fixed points which reach the global maximum. Other
fixed points lead to lower values of J . Stability of the fixed points has to be checked in a
separate step.
8. Behavior of Constrained Objective Functions at
the Critical Points
8.1. Introduction
In the following sections we perform a local analysis of the behavior of the objective
functions on the Stiefel manifold at its critical points. We only look at special cases TwJ
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and N, since special case T has no isolated critical points, and special case TwC uses a
weighted constraint instead of the Stiefel constraint.
This analysis is based on the following approach:
1. Let the critical point be denoted by W¯. We describe a step away from the critical
point on a tangent direction∆ on the Stiefel manifold. This leads to a pointW′ =
W¯ +∆.
2. The step on a tangent direction is completely parametrized by a skew-symmetric
matrixA (m×m) and a matrixB ((n−m)×m). With a matrix W¯⊥ (n× (n−m))
complementing W¯ to size n × n, we can express the step as ∆ = W¯A + W¯⊥B
(Lemma 28).
3. The pointW′ reached by a step on the tangent space at W¯ can be exactly projected
back onto the Stiefel manifold byW =W′(W′TW′)−
1
2 (Lemma 31).
4. For the local analysis, we approximate this for small steps ∆ by W ≈ W′ −
1
2
W¯∆T∆ (Lemma 32).
5. If we insert the parametrized∆ into the last equation, we obtainW ≈ W¯(I+A−
1
2
[ATA+BTB]) +W⊥B (Lemma 33).
6. We analyze the change in the objective function ∆J = J(W) − J(W¯) on the
manifold. We omit terms above second order inA andB, since these are dominated
by the lower-order terms for small steps.
7. We analyze which critical points are local maxima. At these critical points, we have
∆J < 0 for arbitrary choices of A and B (if not both are zero). In one case we
show that ∆J > 0 for specific choices of A and B which proves the existence of a
local minimum or a saddle point.
What is presently unknown is the relation between the statements derived from this anal-
ysis and the actual convergence behavior of the different learning rules. We can only
assume that the statements also affect the behavior of the learning rules since these are
derived from gradients of the objective functions under consideration of the Stiefel con-
straint. However, one can probably show that the weight changes of all learning rules lie in
the tangent space, so even if we start on the Stiefel manifold, a learning step will lead to a
point away from the manifold. Some learning rules may have the ability to move back to-
wards the Stiefel manifold under some circumstances (particularly small deviations from
the manifold), other learning rules may require explicit steps for the back-projection onto
the manifold (either exact or approximated, see above). While the relation may be obvi-
ous for the “short forms” of the learning rules (section 9.1) due to their direct relationship
to the fixed-point equations, it may be more complex for the “long forms” (section 9.2)
which are derived by computing another derivative.
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8.2. Preparatory Computations
The following preparatory computations concern both cases analyzed below. We explore
the behavior of the objective functions in the vicinity of the critical points
W¯ = VP
(
Um
0
)
. (320)
(whereV contains all eigenvectors associated with eigenvalues in Λ in descending order,
Um is an orthogonal matrix, and P a permutation matrix) where the objective function
could have a minimum, maximum, or a saddle point on the manifold. These critical points
are obtained for special case TwJ2 (206) where Um = Im and for special case N2 (269)
whereUm = U
∗TP∗ with block-diagonalU∗ and the constraint from section 7.8.2. Note
that the fixed-point equation (206) for case TwJ2 coincides with the fixed-point equation
of the gradient of the traditional objective function (13) on the Stiefel manifold in the
canonical metric (483), and the fixed point equation for case N2 coincides with the fixed-
point equation of the gradient of the novel objective function (23) on the Stiefel manifold
in the canonical metric (486).
For the derivation we have to chose a matrix W¯⊥ which complements W¯ to an orthogonal
matrix:
W¯⊥ = VP
(
0
In−m
)
. (321)
Using equation (638) from Lemma 33 we compute a weight matrix W which lies ap-
proximately on the Stiefel manifold in the vicinity of W¯, where A (skew-symmetric of
sizem×m) and B (of size (n−m)×m) parametrize a small deviation along a tangent
direction:
W ≈ W¯
(
I+A− 1
2
[ATA+BTB]
)
︸ ︷︷ ︸
F
+W¯⊥B (322)
= VP
(
Um
0
)
F+VP
(
0
In−m
)
B (323)
= VP
{(
Um
0
)
F+
(
0
In−m
)
B
}
(324)
where F (of sizem×m) is
F = I+A− 1
2
[ATA+BTB]. (325)
The following expression appears for the value of the objective functions at W¯ from
(320):
H := W¯TCW¯ =
(
UTm 0
)
PTVTCVP
(
Um
0
)
(326)
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=
(
UTm 0
)
PTΛP
(
Um
0
)
(327)
=
(
UTm 0
)
Λ∗
(
Um
0
)
(328)
=
(
UTm 0
)(Λˆ∗ 0
0 Λˇ∗
)(
Um
0
)
(329)
= UTmΛˆ
∗Um (330)
where Λ∗ is a permuted version of Λ, Λˆ∗ is the upper left m ×m portion of Λ∗, and H
represents the transformed version of Λˆ∗. Note thatH is symmetric.
The following expression appears for the value of the objective functions at the approxi-
matedW from (324):
WTCW
=
{(
Um
0
)
F+
(
0
In−m
)
B
}T
PTVTCVP
{(
Um
0
)
F+
(
0
In−m
)
B
}
(331)
=
{(
Um
0
)
F+
(
0
In−m
)
B
}T
Λ∗
{(
Um
0
)
F+
(
0
In−m
)
B
}
(332)
= FT
(
UTm 0
)
Λ∗
(
Um
0
)
F+BT
(
0 In−m
)
Λ∗
(
0
In−m
)
B (333)
= FTUTmΛˆ
∗UmF+B
T Λˇ∗B (334)
= FTHF+BT Λˇ∗B (335)
where Λˇ∗ denotes the lower right (n−m)× (n−m) portion of Λ∗.
For the first term we insert (325):
FTHF
=
(
I+AT − 1
2
[ATA+BTB]
)
H
(
I+A− 1
2
[ATA+BTB]
)
(336)
= H+ATH− 1
2
(ATA+BTB)H
+HA+ATHA− 1
2
(ATA+BTB)HA
− 1
2
H(ATA+BTB)− 1
2
ATH(ATA+BTB)
+
1
4
(ATA+BTB)H(ATA+BTB) (337)
≈ H+ATH− 1
2
(ATA+BTB)H
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+HA+ATHA− 1
2
H(ATA+BTB) (338)
where we omitted terms above second order (inA and B) in the last step.
8.3. Special Case TwJ
We analyze the behavior of objective function (13)
J(W) =
1
2
tr{WTCWΘ} (339)
in the vicinity of the critical points (320). For special case TwJ, we have only critical
points where Um = Im and therefore H = Λˆ
∗; see section 7.6.1. For that we determine
the change of the objective function from W¯ toW:
∆J = J(W)− J(W¯) (340)
=
1
2
tr{WTCWΘ} − 1
2
tr{W¯TCW¯Θ}. (341)
For the second term we obtain with (330):
tr{W¯TCW¯Θ} = tr{Λˆ∗Θ}. (342)
For the first term we get with (335):
tr{WTCWΘ} = tr{FT Λˆ∗FΘ}+ tr{BT Λˇ∗BΘ}. (343)
We use (338) to further process
tr
{
FT Λˆ∗FΘ
}
≈ tr
{[
H+ATH+HA− 1
2
(ATA+BTB)H− 1
2
H(ATA+BTB) +ATHA
]
Θ
}
= tr
{[
Λˆ∗ − (ATA+BTB)Λˆ∗ +AT Λˆ∗A
]
Θ
}
= tr
{
Λˆ∗Θ− (ATA+BTB)Λˆ∗Θ+AT Λˆ∗AΘ
}
(344)
where we replaced H = Λˆ∗, applied the invariance of the trace to cyclic rotation and
transposition and exchanged the order of diagonal matrices. The linear terms disappear
sinceA is skew-symmetric andH diagonal (Lemma 24), also confirming that we actually
are at a critical point.
We can now continue with
∆J =
1
2
tr{FT Λˆ∗FΘ +BT Λˇ∗BΘ} − 1
2
tr{Λˆ∗Θ} (345)
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≈ 1
2
tr
{
(AT Λˆ∗AΘ−ATAΛˆ∗Θ) + (BT Λˇ∗BΘ−BTBΛˆ∗Θ)
}
. (346)
Since A and B are independent perturbations, we can analyze the terms separately.
Note, however, that the individual elements of A are not independent since A is skew-
symmetric; this motivates the splitting of the terms below.
For the terms containingA (of sizem×m) we get with Lemma 22 and Lemma 23
tr
{
AT Λˆ∗AΘ−ATAΛˆ∗Θ
}
=
m∑
i=1
m∑
k=1
A2kiλˆ
∗
kθi −
m∑
i=1
m∑
k=1
A2kiλˆ
∗
i θi (347)
=
m∑
i=1
m∑
k=1
A2ki(λˆ
∗
k − λˆ∗i )θi (348)
=
m∑
i=1
m∑
k=i+1
A2ki(λˆ
∗
k − λˆ∗i )θi︸ ︷︷ ︸
i<k
+
m∑
k=1
m∑
i=k+1
A2ki(λˆ
∗
k − λˆ∗i )θi︸ ︷︷ ︸
i>k
(349)
=
m∑
i=1
m∑
k=i+1
A2ki(λˆ
∗
k − λˆ∗i )θi +
m∑
i=1
m∑
k=i+1
A2ik(λˆ
∗
i − λˆ∗k)θk (350)
=
m∑
i=1
m∑
k=i+1
A2ki(λˆ
∗
k − λˆ∗i )θi −
m∑
i=1
m∑
k=i+1
A2ki(λˆ
∗
k − λˆ∗i )θk (351)
=
m∑
i=1
m∑
k=i+1
A2ki(λˆ
∗
k − λˆ∗i )(θi − θk) (352)
where we renamed indices and considered thatA is skew-symmetric and therefore A2ki =
A2ik and Aii = 0. Note that to confirm a maximum at W¯, we have to show that ∆J < 0
for arbitrary non-zero perturbations. Since this includes perturbations where only a single
element of A is non-zero, every term of the sum has to be negative. We see that each
term is negative iff either (λˆ∗i < λˆ
∗
k and θi < θk) or (λˆ
∗
i > λˆ
∗
k and θi > θk). Since we
assumed in equation (3) that θ1 > . . . > θm, we can conclude that each term is negative
iff λˆ∗1 > . . . > λˆ
∗
m, thus the permutation described by P sorts the first m eigenvectors in
descending order of their associated eigenvalues.
For the terms containingB (of size (n−m)×m) we get with Lemma 22 and Lemma 23
tr
{
BT Λˇ∗BΘ−BTBΛˆ∗Θ
}
=
m∑
i=1
n−m∑
k=1
B2kiλˇ
∗
kθi −
m∑
i=1
n−m∑
k=1
B2kiλˆ
∗
i θi (353)
=
m∑
i=1
n−m∑
k=1
B2ki(λˇ
∗
k − λˆ∗i )θi. (354)
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We see that each term is negative iff λˇ∗k < λˆ
∗
i for all k ∈ [1, n−m] and i ∈ [1, m], thus the
permutation described by P sorts the eigenvectors such that the associated eigenvalues of
the firstm eigenvectors are larger than those of the last n−m eigenvectors.
In summary, a local maximum is present if the two conditions above are fulfilled. In
all other cases, we have a saddle point or a local minimum since we can find directions
(choices ofA and B) where ∆J > 0.
8.4. Special Case N
We analyze the behavior of the novel objective function (23)
J(W) =
1
4
m∑
j=1
(wTj Cwj)
2 (355)
in the vicinity of the critical points (320). For that we determine the change of the objec-
tive function from W¯ toW:
∆J = J(W)− J(W¯) (356)
=
1
4
m∑
j=1
(wTj Cwj)
2 − 1
4
m∑
j=1
(w¯Tj Cw¯j)
2. (357)
We use the following expressions:
w¯j = W¯ej (358)
wj =Wej (359)
where ej is them-element unit vector with a 1-element at position j.
At this point we separately analyze
1. the special case where D¯ has pairwise different elements and thus Um = Im and
H = Λˆ∗, treated in section 8.4.1, and
2. the general case where some elements in D¯may coincide and thusH = UTmΛˆ
∗Um,
treated in section 8.4.2,
see section 7.8.1.
8.4.1. Special Case: Pairwise Different Elements
We first look at the second term of (357) where we apply (330):
w¯Tj Cw¯j
41
= eTj W¯
TCW¯ej (360)
= eTj Λˆ
∗ej (361)
= λˆ∗j . (362)
For the squared expression we obtain:
(w¯Tj Cw¯j)
2 = λˆ∗
2
. (363)
We now look at the first term of (357) where we apply (335):
wTj Cwj (364)
= eTjW
TCWej (365)
= eTj F
T Λˆ∗Fej + e
T
j B
T Λˇ∗Bej . (366)
For the squared expression we obtain:
(wTj Cwj)
2
= (eTj F
T Λˆ∗Fej + e
T
j B
T Λˇ∗Bej)
2 (367)
= (eTj F
T Λˆ∗Fej)
2 + 2(eTj F
T Λˆ∗Fej)(e
T
j B
T Λˇ∗Bej) + (e
T
j B
T Λˇ∗Bej)
2. (368)
The first expression of (368) is further processed using (338) by:
eTj F
T Λˆ∗Fej
≈ eTj Λˆ∗ej + eTj AT Λˆ∗ej −
1
2
eTj (A
TA+BTB)Λˆ∗ej
+ eTj Λˆ
∗Aej + e
T
j A
T Λˆ∗Aej − 1
2
eTj Λˆ
∗(ATA+BTB)ej (369)
= λˆ∗j + 2(A
T Λˆ∗)jj + (A
T Λˆ∗A)jj − [(ATA+BTB)Λˆ∗]jj (370)
= λˆ∗j + (A
T Λˆ∗A)jj − (ATA+BTB)jjλˆ∗j (371)
where, in the last step, the second, linear term disappeared due to Lemma 39 (confirming
a critical point); we also applied Lemma 37 and Lemma 38. We continue by squaring
this expression, again only including terms up to second order:
(eTj F
T Λˆ∗Fej)
2
≈ λˆ∗2j + 2λˆ∗j(AT Λˆ∗A)jj − 2λˆ∗
2
j (A
TA+BTB)jj. (372)
For the second expression of (368) we get with (371):
2(eTj F
T Λˆ∗Fej)(e
T
j B
T Λˇ∗Bej)
42
≈ 2[λˆ∗j + (AT Λˆ∗A)jj − (ATA+BTB)jjλˆ∗j ] · (BT Λˇ∗B)jj (373)
≈ 2λˆ∗j(BT Λˇ∗B)jj (374)
where we omitted all terms above second order in the last step.
The third expression of (368) disappears since it only includes fourth-order terms.
We insert all expressions and obtain (withA of sizem×m and B of size (n−m)×m,
and applying (580) and (586))
∆J ≈ 1
4
m∑
j=1
[
2λˆ∗j(A
T Λˆ∗A)jj + 2λˆ
∗
j (B
T Λˇ∗B)jj − 2λˆ∗2j (ATA+BTB)jj
]
(375)
=
1
2
m∑
j=1
[
λˆ∗j(A
T Λˆ∗A)jj − λˆ∗2j (ATA)jj
]
+
1
2
m∑
j=1
[
λˆ∗j(B
T Λˇ∗B)jj − λˆ∗2j (BTB)jj
]
(376)
=
1
2
m∑
j=1
λˆ∗j
[
(AT Λˆ∗A)jj − λˆ∗j (ATA)jj
]
+
1
2
m∑
j=1
λˆ∗j
[
(BT Λˇ∗B)jj − λˆ∗j (BTB)jj
]
(377)
=
1
2
m∑
j=1
λˆ∗j
[
m∑
k=1
A2kjλˆ
∗
k − λˆ∗j
m∑
k=1
A2kj
]
+
1
2
m∑
j=1
λˆ∗j
[
n−m∑
k=1
B2kjλˇ
∗
j − λˆ∗j
n−m∑
k=1
B2kj
]
(378)
=
1
2
m∑
j=1
λˆ∗j
m∑
k=1
A2kj(λˆ
∗
k − λˆ∗j ) +
1
2
m∑
j=1
λˆ∗j
n−m∑
k=1
B2kj(λˇ
∗
k − λˆ∗j) (379)
Since A and B are independent perturbations, we can analyze the terms separately. To
confirm a maximum, we have to show that ∆J < 0 for arbitrary non-zero perturbations.
For the terms containing B, this is achieved iff λˇ∗k < λˆ
∗
j for all k ∈ [1, n − m] and
j ∈ [1, m], thus the permutation described by P sorts the eigenvectors such that the
associated eigenvalues of the first m eigenvectors are larger than those of the last n −m
eigenvectors.
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For the terms containingA, we split the sum into two halves, consider the skew-symmetry
through A2jk = A
2
kj and Ajj = 0 (this is necessary since the elements of A are not
independent), exchange indices in the second sum, and fuse the two sums:
m∑
j=1
m∑
k=1
A2kj(λˆ
∗
k − λˆ∗j )λˆ∗j
=
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗j︸ ︷︷ ︸
j<k
+
m∑
k=1
m∑
j=k+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗j︸ ︷︷ ︸
j>k
(380)
=
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗j +
m∑
k=1
m∑
j=k+1
A2jk(λˆ
∗
k − λˆ∗j)λˆ∗j (381)
=
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗j +
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
j − λˆ∗k)λˆ∗k (382)
=
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗j −
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)λˆ∗k (383)
= −
m∑
j=1
m∑
k=j+1
A2kj(λˆ
∗
k − λˆ∗j)2. (384)
We see that this part is always negative for non-zero perturbations A, since we assumed
λˆ∗k 6= λˆ∗j for j 6= k (note that the double sum does not include terms with j = k). In
contrast to case TwJ, there is no special order imposed on the principal eigenvectors.
In summary, we have a maximum if the above condition (derived from the B terms) is
fulfilled, otherwise we have a saddle point or a minimum since we can find directions
(choices ofA and B) where ∆J > 0.
8.4.2. General Case: Elements May Not Be Pairwise Different
We first look at the second term of (357) where we apply (330):
w¯Tj Cw¯j
= eTj W¯
TCW¯ej (385)
= eTj Hej (386)
= Hjj =: hj . (387)
For the squared expression we obtain:
(w¯Tj Cw¯j)
2 = h2j . (388)
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We now look at the first term of (357) where we apply (335):
wTj Cwj (389)
= eTjW
TCWej (390)
= eTj F
THFej + e
T
j B
T Λˇ∗Bej . (391)
For the squared expression we obtain:
(wTj Cwj)
2
= (eTj F
THFej + e
T
j B
T Λˇ∗Bej)
2 (392)
= (eTj F
THFej)
2 + 2(eTj F
THFej)(e
T
j B
T Λˇ∗Bej) + (e
T
j B
T Λˇ∗Bej)
2. (393)
The first expression of (393) is further processed using (338) by:
eTj F
THFej
≈ eTj Hej + eTj ATHej −
1
2
eTj (A
TA+BTB)Hej
+ eTj HAej + e
T
j A
THAej − 1
2
eTj H(A
TA+BTB)ej (394)
= hj + 2(A
TH)jj + (A
THA)jj − [(ATA+BTB)H]jj (395)
where we applied Lemma 40 to fuse pairs of terms. Note that in contrast to section
8.4.1, we can’t eliminate the linear terms at this stage. We proceed by squaring this term,
including only terms up to second order:
(eTj F
THFej)
2
≈ h2j
+ 4hj(A
TH)jj + 2hj(A
THA)jj − 2hj[(ATA+BTB)H]jj
+ 4[(ATH)jj]
2. (396)
Including only terms up to second order, the second expression of (393) yields
2(eTj F
THFej)(e
T
j B
T Λˇ∗Bej) ≈ 2hj(BT Λˇ∗B)jj. (397)
The third expression of (393) only contains forth-order terms and can therefore be omit-
ted. We obtain
(wTj Cwj)
2
≈ h2j
+ 4hj(A
TH)jj + 2hj(A
THA)jj − 2hj[(ATA+BTB)H]jj
+ 4[(ATH)jj]
2
45
+ 2hj(B
T Λˇ∗B)jj. (398)
We insert (398) and (388) into (357):
∆J ≈
m∑
j=1
hj(A
TH)jj +
1
2
m∑
j=1
hj(A
THA)jj − 1
2
m∑
j=1
hj [(A
TA+BTB)H]jj
+
m∑
j=1
[(ATH)jj]
2 +
1
2
m∑
j=1
hj(B
T Λˇ∗B)jj. (399)
The linear term
m∑
j=1
hj(A
TH)jj (400)
should disappear at the critical points. We first consider that H = P∗TH∗P∗ where H∗
is block-diagonal, see equation (283). We express P∗ij = δi,pi∗(j) by the permutation pi
∗(i)
and apply (516) from the proof Lemma 3. We can then write the linear term as
m∑
j=1
hj(A
TH)jj =
m∑
j=1
Hjj(A
TH)jj (401)
=
m∑
j=1
(P∗TH∗P∗)jj(A
TP∗TH∗P∗)jj (402)
=
m∑
j=1
(P∗TH∗P∗)jj(P
∗TP∗︸ ︷︷ ︸
I
ATP∗TH∗P∗)jj (403)
=
m∑
j=1
H∗pi∗(j),pi∗(j)(P
∗ATP∗T︸ ︷︷ ︸
A∗
H∗)pi∗(j),pi∗(j) (404)
=
m∑
j=1
H∗jj(A
∗H∗)jj (405)
where we could omit the permutation since it just affects the order of the elements in the
sum, not the sum itself. A∗ is another arbitrary skew-symmetric matrix and therefore just
a different parametrization of the tangent direction.
To show that the linear term disappears, we write A∗ and H∗ as k blocks (see section
7.8.2):
A∗H∗
=


A∗
′
11 A
∗′
12 . . . A
∗′
1k
A∗
′
21 A
∗′
22 . . . A
∗′
2k
...
...
. . .
...
A∗
′
k1 A
∗′
k2 . . . A
∗′
kk




H∗
′
1 0 . . . 0
0 H∗
′
2 . . . 0
...
...
. . .
...
0 0 . . . H∗
′
k

 (406)
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=

A∗
′
11H
∗′
1 ∗ . . . ∗
∗ A∗′22H∗′2 . . . ∗
...
...
. . .
...
∗ ∗ . . . A∗′kkH∗
′
k

 (407)
where elements marked by the symbol ‘∗’ are not of interest. We can continue block-wise
(where sl is the size of block l) and by considering constraint (294):
m∑
j=1
H∗jj(A
∗H∗)jj
=
k∑
l=1
sl∑
i=1
(
H∗
′
l
)
ii
(
A∗
′
llH
∗′
ll
)
ii
(408)
=
k∑
l=1
sl∑
i=1
d
∗′
l
(
A∗
′
llH
∗′
ll
)
ii
(409)
=
k∑
l=1
d
∗′
l
sl∑
i=1
(
A∗
′
llH
∗′
ll
)
ii
(410)
=
k∑
l=1
d
∗′
l tr{A∗
′
llH
∗′
ll } (411)
= 0. (412)
The last step is motivated as follows: We know that A∗
′
ll is skew-symmetric and H
∗′
ll is
symmetric (since A∗ and H∗ are skew-symmetric and symmetric, respectively). From
Lemma 25 we know that tr{A∗′llH∗′ll } = 0; therefore the entire linear term disappears.
This also confirms that we actually are at a critical point.
We are left with
∆J ≈ 1
2
m∑
j=1
hj
{
(ATHA)jj − [(ATA+BTB)H]jj + (BT Λˇ∗B)jj
}
+
m∑
j=1
[(ATH)jj]
2 (413)
Before we proceed, we check whether this intermediate solution coincides with the in-
termediate solution (375) for special case from section 8.4.1 where we have Um = Im,
H = Λˆ∗, and hj = λˆ
∗
j . We obtain
∆J ≈ 1
2
m∑
j=1
λˆ∗j
{
(AT Λˆ∗A)jj − [(ATA+BTB)Λˆ∗]jj + (BT Λˇ∗B)jj
}
+
m∑
j=1
[(AT Λˆ∗)jj]
2. (414)
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We apply Lemma 37 to the second term of the first sum and Lemma 39 to the second
sum (which disappears). This gives
∆J ≈ 1
2
m∑
j=1
λˆ∗j
{
(AT Λˆ∗A)jj − (ATA+BTB)jjλˆ∗j + (BT Λˇ∗B)jj
}
which coincides with (375).
We return to the general case (413). To demonstrate that the critical points is not a max-
imum (and therefore a saddle point or a minimum), we have to show that ∆J > 0 for
some direction parametersA and B. We try B = 0 and get
∆J ≈ 1
2
m∑
j=1
hj
{
(ATHA)jj − (ATAH)jj
}
(415)
+
m∑
j=1
[(ATH)jj]
2 (416)
=
1
2
m∑
j=1
Hjj
{
(ATHA)jj − (ATAH)jj
}
(417)
+
m∑
j=1
[(ATH)jj]
2 (418)
=
1
2
m∑
j=1
(P∗TH∗P∗)jj
{
(ATP∗TH∗P∗A)jj − (ATAP∗THP∗)jj
}
(419)
+
m∑
j=1
[(ATP∗THP∗)jj]
2 (420)
=
1
2
m∑
j=1
(P∗TH∗P∗)jj
{
(P∗TP∗︸ ︷︷ ︸ATP∗TH∗P∗AP∗TP∗︸ ︷︷ ︸)jj} (421)
− 1
2
m∑
j=1
(P∗TH∗P∗)jj
{
(P∗TP∗︸ ︷︷ ︸AT P∗TP∗︸ ︷︷ ︸AP∗TH∗P∗)jj} (422)
+
m∑
j=1
[(P∗TP∗︸ ︷︷ ︸ATP∗THP∗)jj]2 (423)
=
1
2
m∑
j=1
H∗pi∗(j),pi∗(j)
{
(P∗ATP∗TH∗P∗AP∗T )pi∗(j),pi∗(j)
}
(424)
− 1
2
m∑
j=1
H∗pi∗(j),pi∗(j)
{
(P∗ATP∗TP∗AP∗TH∗)pi∗(j),pi∗(j)
}
(425)
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+m∑
j=1
[(P∗ATP∗TH∗)pi∗(j),pi∗(j)]
2 (426)
=
1
2
m∑
j=1
H∗jj
{
(P∗ATP∗T︸ ︷︷ ︸H∗P∗AP∗T︸ ︷︷ ︸)jj} (427)
− 1
2
m∑
j=1
H∗jj
{
(P∗ATP∗T︸ ︷︷ ︸P∗AP∗T︸ ︷︷ ︸H∗)jj} (428)
+
m∑
j=1
[(P∗ATP∗T︸ ︷︷ ︸H∗)jj]2 (429)
=
1
2
m∑
j=1
H∗jj
{
(A∗TH∗A∗)jj
}
(430)
− 1
2
m∑
j=1
H∗jj
{
(A∗TA∗H∗)jj
}
(431)
+
m∑
j=1
[(A∗TH∗)jj]
2 (432)
where we inserted and expanded identity matrices (marked by braces), considered that the
permuted indices do not affect the value of the sum, and introduced a different, but also
arbitrary skew-symmetric parameter A∗ (also marked by braces). We now try perturba-
tions where A∗ is block-diagonal with the same shape of blocks as in H∗. For the term
(430) we obtain, considering the skew-symmetry ofA∗:
A∗TH∗A∗
= −A∗H∗A∗ (433)
= −


A∗
′
11 0 . . . 0
0 A∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kk




H∗
′
11 0 . . . 0
0 H∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . H∗
′
kk




A∗
′
11 0 . . . 0
0 A∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kk

 (434)
= −


A∗
′
11H
∗′
11A
∗′
11 0 . . . 0
0 A∗
′
22H
∗′
22A
∗′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kkH
∗′
kkA
∗′
kk

 . (435)
The term (431) is treated in the same way:
A∗TA∗H∗
= −A∗A∗H∗ (436)
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= −


A∗
′
11 0 . . . 0
0 A∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kk




A∗
′
11 0 . . . 0
0 A∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kk




H∗
′
11 0 . . . 0
0 H∗
′
22 . . . 0
...
...
. . . 0
0 0 . . . H∗
′
kk

 (437)
= −


A∗
′
11A
∗′
11H
∗′
11 0 . . . 0
0 A∗
′
22A
∗′
22H
∗′
22 . . . 0
...
...
. . . 0
0 0 . . . A∗
′
kkA
∗′
kkH
∗′
kk

 . (438)
Again, we continue block-wise (where sl is the size of block l) and consider constraint
(294). For the term (430) we get
m∑
j=1
H∗jj(A
∗TH∗A∗)jj
= −
m∑
j=1
H∗jj(A
∗H∗A∗)jj (439)
= −
k∑
l=1
sl∑
i=1
(
H∗
′
l
)
ii
(
A∗
′
llH
∗′
llA
∗′
ll
)
ii
(440)
= −
k∑
l=1
d
∗′
l
sl∑
i=1
(
A∗
′
llH
∗′
llA
∗′
ll
)
ii
(441)
= −
k∑
l=1
d
∗′
l tr{A∗
′
llH
∗′
llA
∗′
ll }. (442)
For the term (431) we get
m∑
j=1
H∗jj(A
∗TA∗H∗)jj
= −
m∑
j=1
H∗jj(A
∗A∗H∗)jj (443)
= −
k∑
l=1
sl∑
i=1
(
H∗
′
l
)
ii
(
A∗
′
llA
∗′
llH
∗′
ll
)
ii
(444)
= −
k∑
l=1
d
∗′
l
sl∑
i=1
(
A∗
′
llA
∗′
llH
∗′
ll
)
ii
(445)
= −
k∑
l=1
d
∗′
l tr{A∗
′
llA
∗′
llH
∗′
ll }. (446)
Since the trace is invariant under cyclic permutations we see that
tr{A∗′llH∗
′
llA
∗′
ll } = tr{A∗
′
llA
∗′
llH
∗′
ll }, (447)
50
therefore the sums (430) and (431) cancel each other out and we are left with the sum
(432)
∆J ≈
m∑
j=1
[(A∗TH∗)jj]
2. (448)
In the following we only look at all cases which are not already covered by the special
case treated in section 8.4.1. For these cases we know thatH∗ has non-zero off-diagonal
elements (see section 7.8.2). H∗ is also symmetric. We can therefore apply Lemma 42,
according to which we can find a skew-symmetric A∗ such that there is at least one di-
agonal element in A∗TH∗ which is non-zero. Since the term is squared in (448), we can
conclude ∆J > 0. H∗ implicitly describes the different critical points. The analysis
above shows we can find small steps on the Stiefel manifold (parametrized by A∗) away
from all these critical points under which the objective function increases. The critical
points can therefore be only saddle points or minima, but not maxima.
8.4.3. Summary
Taken together, the special case in section 8.4.1 and the general case in section 8.4.2 (with-
out the special cases) show that the novel objective function (23) on the Stiefel manifold
has only maxima at the principal eigenvectors. All other critical points are either saddle
points or minima since we can find directions (choices ofA and B) where ∆J > 0.
9. Derivation of Symmetric PCA Learning Rules
In the following we focus only on special cases TwJ and N which in the second variant
(TwJ2, N2) promise to lead to true PCA (rather then PSA) learning rules. Special case
TwC has weight-vector lengths different from unity in the fixed points, but otherwise
behaves similarly to TwJ; so we do not repeat the derivation for this case.
We suggest two ways for the derivation of learning rules: On the first way (“short form”),
we informally replace fixed-point constants (W¯, D¯) by variables (W, D). Obviously,
the differential equations obtained in this way have the given fixed points. On the second
way (“long form”), we turn the Lagrange multipliers from fixed-point constants (B¯) to
variables (B), insert them into the objective function, and determine the gradient, as done
by Chatterjee et al. (2000) (but for a different constraint term).
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9.1. Short Form: Derivation from Fixed-Point Equations
For special case TwJ, we only look at the second variant (TwJ2). We turn (179) into the
differential equation
TwJ2S: τW˙ = CWΘ−WΘWTCW. (449)
which is rule (15a) suggested by Xu (1993). In our nomenclature, we refer to this rule as
TwJ2S (“S” for “short form”).
For special case N2, we turn (238) into the differential equation
N2S: τW˙ = CWD−WDWTCW with D =
m
diag
j=1
{wTj Cwj}. (450)
We refer to this rule as N2S. We see the structural similarity of the two learning rules,
TwJ2S and N2S. Learning rule (449) requires the introduction of an additional diagonal
matrix Θ with pairwise different elements to break the symmetry and turn a PSA into
a PCA rule. In learning rule (450), the diagonal matrix D automatically appears in the
derivation from the novel objective function (23). In the fixed points,D also has pairwise
different entries (as hasΘ).
9.2. Long Form: Derivation by Insertion into Objective
Function
We defined the modified objective function (40), which for Ωj = 1 (given in the special
cases TwJ and N) turns into
J∗ = J +
1
2
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(w
T
j wk − δjk), (451)
insert an expression for 1
2
(βjk+βkj), and compute the gradient. We start at (47), to which
we apply the same non-equivalent transformation, but for individual 1
2
(β¯lj + β¯lj):
m¯l = −
m∑
j=1
1
2
(β¯jl + β¯lj)w¯j (452)
w¯Tk m¯l = −
m∑
j=1
1
2
(β¯jl + β¯lj)w¯
T
k w¯j (453)
w¯Tk m¯l = −
m∑
j=1
1
2
(β¯jl + β¯lj)δjk (454)
w¯Tk m¯l = −
1
2
(β¯kl + β¯lk). (455)
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Informally replacing fixed-point constants (w¯k, β¯lk) by variables (wk, βlk), we get
1
2
(βkl + βlk) = −wTkml. (456)
Again we apparently have two different ways to proceed as in section 5. Here this mani-
fests as two choices we have for inserting (456) into (451). If we equate (l, k) from (456)
with (j, k) from (451), we get
1
2
(βkj + βjk) = −wTkmj . (457)
If we equate (k, l) from (456) with (j, k) from (451), we get
1
2
(βjk + βkj) = −wTj mk. (458)
We could insert either of these equations into (451). However, by exchanging the sum-
mation indices j and k in (451) and re-arranging the sums we arrive at exactly the same
constraint term, thus cases (457) and (458) coincide. We therefore only proceed with
(457).
9.2.1. General Derivation
We insert (457) into J∗ and simplify:
J∗ = J +
1
2
m∑
j=1
m∑
k=1
1
2
(βjk + βkj)(w
T
j wk − δjk) (459)
J∗ = J − 1
2
m∑
j=1
m∑
k=1
(wTkmj)(w
T
j wk − δjk) (460)
J∗ = J +
1
2
m∑
j=1
m∑
k=1
wTkmjδjk −
1
2
m∑
j=1
m∑
k=1
(wTkmj)(w
T
j wk) (461)
J∗ = J +
1
2
m∑
j=1
wTj mj −
1
2
m∑
j=1
m∑
k=1
(wTkmj)(w
T
j wk). (462)
We now compute the gradient, applying Lemma 19 to compute vector derivatives of
scalar products:
∂J∗
∂wl
= ml
+
1
2
m∑
j=1
(
δjlmj +
∂mj
∂wl
wj
)
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− 1
2
m∑
j=1
m∑
k=1
(wTkmj)(δjlwk + δklwj)
− 1
2
m∑
j=1
m∑
k=1
(wTj wk)
(
δklmj +
∂mj
∂wl
wk
)
(463)
= ml
+
1
2
m∑
j=1
(δjlmj +Hjδjlwj)
− 1
2
m∑
k=1
(wTkml)wk
− 1
2
m∑
j=1
(wTl mj)wj
− 1
2
m∑
j=1
m∑
k=1
(wTj wk) (δklmj +Hjδjlwk) (464)
= ml
+
1
2
(ml +Hlwl)
− 1
2
m∑
k=1
(wTkml)wk
− 1
2
m∑
j=1
(wTl mj)wj
− 1
2
m∑
j=1
(wTj wl)mj
− 1
2
m∑
k=1
(wTl wk)Hlwk (465)
=
3
2
ml +
1
2
Hlwl
− 1
2
m∑
k=1
wkw
T
kml
− 1
2
m∑
j=1
wjm
T
j wl
− 1
2
m∑
j=1
mjw
T
j wl
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− 1
2
m∑
k=1
Hlwkw
T
kwl (466)
=
3
2
ml +
1
2
Hlwl
− 1
2
WWTml
− 1
2
m∑
j=1
(wjm
T
j +mjw
T
j )wl
− 1
2
HlWW
Twl. (467)
9.2.2. Derivation for Special Case TwJ
For special case TwJ, we haveml = Cwlθl andHl = Cθl (see section 4.1). If we insert
this into (467), we obtain
∂J∗
∂wl
=
3
2
ml +
1
2
Hlwl
− 1
2
WWTml
− 1
2
m∑
j=1
(wjm
T
j +mjw
T
j )wl
− 1
2
HlWW
Twl (468)
=
3
2
Cwlθl +
1
2
Cwlθl
− 1
2
WWTCwlθl
− 1
2
m∑
j=1
(wjθjw
T
j C+Cwjθjw
T
j )wl
− 1
2
CWWTwlθl (469)
= 2Cwlθl
− 1
2
WWTCwlθl
− 1
2
(WΘWTC+CWΘWT )wl
− 1
2
CWWTwlθl (470)
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In matrix form we get the following learning rule with τW˙ = 2 ∂J
∗
∂W
:
TwJL:
τW˙ = 4CWΘ (471)
− (WWTCWΘ+WΘWTCW +CWΘWTW +CWWTWΘ).
This learning rule (to which we refer as “TwJL” where “L” indicates the “long form”)
shows similarities to rule (15b) suggested by Xu (1993),
τW˙ = 2CWΘ− (WΘWTCW +CWΘWTW), (472)
sharing the second and third negative term. Interestingly, combining 2CWΘ with the
remaining first and fourth negative term alone would not lead to a PCA rule but to a PSA
rule since, in the fixed-point equation, Θ could be removed from all terms. However,
these terms are useful in the learning rule to push the weight matrix towards the princi-
pal subspace and/or towards orthonormality. This is revealed if we transform (471) into
special case T by choosingΘ = Im which gives
TL: τW˙ = 4CW − (2WWTCW + 2CWWTW).
This rule (to which we refer as “TL”) is identical to the LMSER rule introduced by Xu
(1993, their eqn. (10b)) which is known to be a subspace rule. If we only take the first and
fourth negative term from (471) combined with the positive term (only with coefficient 2)
and factor outΘ, we also obtain the TL / LMSER rule.
9.2.3. Derivation for Special Case N
For special case N, we haveml = Cwl[w
T
l Cwl] andHl = Cwlw
T
l C+C[w
T
l Cwl] (see
section 4.2); scalar expressions are indicated by square brackets below. If we insert this
into (467), we obtain
∂J∗
∂wl
=
3
2
ml +
1
2
Hlwl
− 1
2
WWTml
− 1
2
m∑
j=1
(wjm
T
j +mjw
T
j )wl
− 1
2
HlWW
Twl (473)
=
3
2
Cwl[w
T
l Cwl]
+
1
2
(Cwlw
T
l C+C[w
T
l Cwl])wl
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− 1
2
WWTCwl[w
T
l Cwl]
− 1
2
m∑
j=1
(wj[w
T
j Cwj]w
T
j C+Cwj [w
T
j Cwj ]w
T
j )wl
− 1
2
(Cwlw
T
l C+C[w
T
l Cwl])WW
Twl (474)
=
5
2
Cwl[w
T
l Cwl]
− 1
2
WWTCwl[w
T
l Cwl]
− 1
2
WDWTCwl
− 1
2
CWDWTwl
− 1
2
Cwl[w
T
l CWW
Twl]
− 1
2
CWWTwl[w
T
l Cwl]. (475)
With τW˙ = 2 ∂J
∗
∂W
we get the learning rule in matrix form:
NL:
τW˙ = 5CWD
− (WWTCWD+WDWTCW
+CWDWTW +CWD∗ +CWWTWD). (476)
where
D =
m
diag
j=1
{wTj Cwj} (477)
D∗ =
m
diag
j=1
{wTj CWWTwj}. (478)
We refer to this learning rule as NL. We see similarities with (471), except for the term
CWD∗; whether this term is required to produce PCA behavior instead of PSA behavior
needs to be analyzed.
9.3. Derivation from Gradient on Stiefel Manifolds
Differential equations (learning rules) can also be derived from the gradient on Stiefel
manifolds. Two different approaches are known (see Lemma 30). In the “embedded
metric”, we can write (619) as a differential equation
τW˙ = GJ(W)− 1
2
W(WTGJ(W) +G
T
J (W)W). (479)
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In the “canonical metric”, we can write (620) as a differential equation
τW˙ = GJ(W)−WGTJ (W)W. (480)
In both equationsGJ(W) denotes the gradient of the objective function (without consid-
eration of the Stiefel constraint).
9.3.1. Derivation for Traditional Objective Function
For the traditional objective function, we have with (20):
GJ(W) =
∂J
∂W
=M = CWΘ. (481)
Note that we have to assume the constraintWTW = Ω = I here to stay on the Stiefel
manifold. For the “embedded metric” (479) we get
TSE: τW˙ = CWΘ− 1
2
(WWTCWΘ+WΘWTCW) (482)
where “TSE” indicates “traditional, Stiefel, embedded”. For the “canonical metric” (480)
we get
TSC: τW˙ = CWΘ−WΘWTCW (483)
where “TSC” indicates “traditional, Stiefel, canonical”.
9.3.2. Derivation for Novel Objective Function
For the novel objective function, we have with (30):
GJ(W) =
∂J
∂W
=M = CWD, D =
m
diag
j=1
{wTj Cwj}. (484)
For the “embedded metric” (479) we get
NSE: τW˙ = CWD− 1
2
(WWTCWD+WDWTCW) (485)
where “NSE” indicates “novel, Stiefel, embedded”. For the “canonical metric” (480) we
get
NSC: τW˙ = CWD−WDWTCW (486)
where “NSC” indicates “novel, Stiefel, canonical”.
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9.4. Comparison of Terms
Table 1 gives an overview of the negative terms appearing in the different differential
equations. We see thatWDWTCW appears in all PCA rules (but not in the two PSA
rules) so this is the crucial PCA term. The termsWWTCWD and CWWTWD (each
alone or together, but without other negative terms) will not lead to PCA rules since D
appears at the last position in all terms and could therefore be factored out from the entire
differential equation, e.g.
τW˙ = 2CWD−WWTCWD−CWWTWD (487)
= (2CW −WWTCW −CWWTW)D (488)
where the fixed points are the same as that of the LMSER rule which performs PSA.
They are apparently useful (but not required if the PCA term is present) to push the state
towards the principal subspace. The term CWDWTW alone will not produce PCA
behavior, since
τW˙ = CWD−CWDWTW (489)
= CWD(I−WTW) (490)
so this equation has fixed points on the entire Stiefel manifold. It is apparently just push-
ing the state towards the Stiefel manifold. The role of the termCWD∗ has to be explored.
10. Unresolved Issues
10.1. Major Issues
The derivation of fixed points in section 7 relies on a somewhat awkward application of
Lemma 36 in reverse direction. There may be a more elegant solution. Moreover, parts
of the analysis of the different special cases can probably be fused in a more general
treatment.
As discussed in section 5.3, we presently have no explanation why we obtain the “unin-
teresting” special cases TwJ1, TwC1, and N1 and the “interesting” special cases TwJ2,
TwC2, and N2 from different choices of the Lagrange parameters. It seems to be crucial
to exploit their symmetry, but it is unknown why this is the case. The influence of the non-
equivalent transformation required to isolate the Lagrange parameters on the appearance
of spurious solutions is also not clear.
The proof of Lemma 15 is weak and needs to be improved. However, the lemma is not
used in a critical step but only in the analysis of the solution space of the fixed points in
section 7.
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Table 1: Overview of negative terms (number nt) which are present in addition to the pos-
itive term ntCWD in the different differential equations. D is either taken from
(477) or represents Θ. D∗ is taken from (478). Rules above the double line per-
form PCA. The differential equations are TwJ2S (449), N2S (450), TwJL (471),
NL (476), TSE (482), NSE (485), TSC (483), NSC (486). Rules Xu93 (15a)
and Xu93 (15b) are taken from Xu (1993). Rules below the double line perform
PSA, not PCA. TwJ1S could be derived from (123), N1S from (154). Oja Sub-
space was described by Oja (1989), LMSER by Xu (1993); in these rules we
haveD = I, so the first two terms coincide as well as the second two terms.
nt WWTCWD WDWTCW CWDWTW CWWTWD CWD∗
TwJ2S, N2S 1 x
TwJL 4 x x x x
NL 5 x x x x x
TSE, NSE 2 x x
TSC, NSC 1 x
Xu93 (15a) 1 x
Xu93 (15b) 2 x x
(TwJ1S), (N1S) 1 x
Oja Subspace 1 x
LMSER 2 x x
role PSA PCA constraint PSA ?
We currently only analyze the behavior of the constrained objective functions at the criti-
cal points (section 8). It is not clear how the insights gained from this can be transferred
to the convergence behavior of the learning rules (see section 8.1).
It needs to be explored how the different learning rules behave under deviations from the
Stiefel manifold. Even if a step starts on the Stiefel manifold, all learning rules probably
move away from the Stiefel manifold in the step. Whether some rules contain terms
which reduce this deviation, or whether generally a back-projection is required (exact as
in Lemma 31 or approximated for small steps as in Lemma 32) has to be explored.
Learning rule (15b) by Xu (1993) could not be derived by one of the three methods in
section 9. Rule TwJL contains the two terms of this rule, but two additional terms. This
indicates that there is yet another way to derive learning rules, but it is unclear whether
this is possible in the Lagrange-multiplier scheme described here.
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10.2. Minor Issues
The overall fixed-point analysis in section 6 is inconclusive for special case N, but it is
doubtful whether this can be resolved since additional fixed points outside the principal
eigenvectors are known to exist (section 7.8), but are irrelevant for the learning rules since
they are probably not attractors (section 8.4).
In the analysis of the solutions of the different special cases in section 7 we found that
some fixed points are spurious solutions. In particular, we looked at the rotation matrices
contained in the solutions and argued that the critical function is only maximal for certain
choices of those matrices. In all other cases, the rotation matrices can be modified to
increase the value of the critical function, thus we can’t be at a fixed point. There may be
a gap in this argumentation since it is not clear whether a continuousmodification towards
larger values is possible. Moreover, spurious solutions could also manifest themselves in
the permutation matrices; this was not analyzed.
The space of solutions of the orthogonal block matricesUl which fulfill the constraint for
special case N2 (see section 7.8.2) is not known. We only know that Hadamard matrices
(with a factor) are one possible choice.
In section 7.8.3, we test the solution for special case N2. While the block-diagonal shape
of U needs to be taken into account, the solution surprisingly holds without considering
the additional constraint from section 7.8.2.
The role of the term CWD∗ which appears in the learning rule NL (476) needs to be
explored (see section 9.4).
Throughout the work, diagonal sign matrices and permutation matrices often appear to-
gether in products. It may be possible to simplify this by defining signed permutation
matrices. Alternatively, there may be a consistent way where diagonal sign matrices are
omitted completely and standard permutation matrices are used. Moreover, the fusion of
diagonal sign matrices and of permutation matrices should be treated once in a lemma
instead of multiple times in section 7.
11. Conclusion
We could demonstrate that symmetric learning rules for principal component analysis can
be obtained without resorting to fixed weight factor matrices in the objective function. To
accomplish this, a novel objective function had to be introduced which contains squared
terms compared to the traditional (non-weighted) function. The novel objective function
has a complex set of critical points which not only includes principal eigenvectors. How-
ever, the analysis of the behavior of the objective function at the critical points shows
that local maxima only occur at the principal eigenvectors. This allows to derive novel
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symmetrical learning rules from the objective function which should exhibit PCA behav-
ior (confirmed in preliminary simulations). Learning rules derived from the traditional
objective function require fixed diagonal weight-factor matrices to perform PCA instead
of just PSA. In the novel learning rules, variable diagonal matrices appear in the same
place without any additional assumptions. There is a major difference in the behavior
of the learning rules: Rules with fixed weight factors produce a fixed order of the prin-
cipal eigenvectors with respect to the corresponding eigenvalues whereas rules derived
from the novel objective function can converge towards any permutation of the principal
eigenvectors, depending on the initial weight matrix.6
In section 7, fixed-point equations are obtained by eliminating the Lagrange multipliers,
and in section 9, essentially the same technique is used to derive learning rules. We cur-
rently do not see an alternative way to determine the fixed points. However, learning rules
could also be obtained from the Lagrange-Newton framework (see e.g. Möller, 2020, sec.
5.2). In this framework, the Lagrange multipliers are not eliminated, but treated as pa-
rameters in the numerical optimization. A Newton descent (instead of a gradient method)
is required in this case, since the solutions of the Lagrange equations are typically saddle
points. We think that the novel objective functionmay be a promising starting point for the
derivation of coupled learning rules (Möller and Könies, 2004; Kaiser et al., 2010) from
the Lagrange-Newton framework. In coupled rules, eigenvectors and eigenvalues are esti-
mated simultaneously. They are a solution to the speed-stability problem which probably
also affects all learning rules derived in this work. For the simple single-component PCA
analyzer mentioned by Möller (2020), Lagrange multipliers coincide with the eigenvalue
estimates; whether this is also the case for symmetrical learning rules has to be explored.
The behavior of the learning rules, particularly convergence speed, is difficult to predict
from the analysis in this work. One could argue that the rules derived from the novel
objective function may converge faster: Since no order is imposed, each weight vector
can converge to the closest eigenvector (but this speed advantage is not confirmed in
preliminary simulations). In the opposite direction, the additional (unstable) fixed points
of the novel rules could slow down the learning. It is also unclear how the choice of fixed
weight factors in the traditional rules affects convergence speed: If Θ contains a good
guess of the true eigenvalues (whichD represents in the stable fixed points), the traditional
rules may converge faster than the novel rules since the latter first have to approach a
suitable matrixD. Moreover, the role of the additional PSA and back-projection terms in
the longer learning rules is difficult to anticipate. Preliminary simulations show that the
rules with more terms converge more slowly than those with more terms, at least with the
same learning rate (which, however, may not be optimal for all rules). More work has to
be invested into simulations to explore these influences.
Our preliminary simulations reveal one major disadvantage of the novel learning rules.
6Note that in the averaged rules considered here, the learning process is deterministic; for a given initial
weight matrix, a specific permutation is approached. In online learning, data vectors are typically
presented in random order, so we expect that any permutation could be approached, even with the same
initial weight matrix.
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Both the old and the novel learning rules show slower convergence if two of the m prin-
cipal eigenvalues of the covariance matrix are close to each other. This is due to the
fact that, in the extreme case of identical eigenvalues, the eigenvectors are not unique.
The closer we get to this extreme case, the slower the convergence to the eigenvectors.
The novel learning rules seem suffer from an additional disadvantage in this situation.
While the old learning rules have fixed weight-factor matrices (Θ), these are replaced by
the variable diagonal matrices (D) in the novel learning rules. Close to the stable fixed
points, the entries of D are estimates of the eigenvalues. If the eigenvalues are close to
each other, so will be the diagonal entries of D. Therefore the “symmetry-breaking” ef-
fect of D is reduced, approaching PSA instead of PCA behavior, which ultimately leads
to particularly slow convergence. This observation relates to the existence of additional
fixed points described in section 7.8. For the case of two nearby eigenvalues, the novel
learning rule operates in the vicinity of these fixed points, thus the progress is slow.
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A. Lemmata
A.1. Diagonal and Orthogonal Matrices
Lemma 1.
7 Let P be a permutation matrix and D a diagonal matrix. Then PTDP is a
diagonal matrix with permuted diagonal elements.
Proof. Let pi(i) be the permuted index to index i. Then
(P)ij = δi,pi(j) (491)
(PT )ij = δj,pi(i) (492)
(D)ij = diδij. (493)
We form the product PTD
(PTD)ij =
∑
k
(PT )ik(D)kj (494)
=
∑
k
δk,pi(i)dkδkj (495)
= δj,pi(i)dj (496)
and then multiply by P:
((PTD)P)ij =
∑
k
(PTD)ik(P)kj (497)
=
∑
k
δk,pi(i)dkδk,pi(j) (498)
= dpi(i)δpi(i),pi(j). (499)
We see from δpi(i),pi(j) that all off-diagonal elements are zero (since pi(i) 6= pi(j) for i 6= j).
The diagonal elements are dpi(i) and thus the permuted diagonal entries ofD. 
Lemma 2. Lemma 1 can be extended to signed permutation matrices: Let P be a permu-
tation matrix, Ξ be a diagonal sign matrix (with entries ±1), and D a diagonal matrix.
We form a signed permutation matrix P′ = ΞP. Then P′TDP′ is a diagonal matrix with
permuted diagonal elements.
Proof. The signed permutation matrix is
(P′)ij = (ΞP)ij (500)
7Used by Xu (1993, p.633). Proof provided here for convenience.
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=
∑
k
(Ξ)ik(P)kj (501)
=
∑
k
ξiδikδk,pi(j) (502)
= ξiδi,pij. (503)
Thus we get the following modified expressions for the signed permutation matrix:
(P′)ij = ξiδi,pi(j) (504)
(P′T )ij = ξjδj,pi(i). (505)
We form the product P′TD
(P′TD)ij =
∑
k
(P′T )ik(D)kj (506)
=
∑
k
ξkδk,pi(i)dkδkj (507)
= ξjδj,pi(i)dj (508)
and then multiply by P:
((P′TD)P′)ij =
∑
k
(P′TD)ik(P
′)kj (509)
=
∑
k
ξkδk,pi(i)dkξkδk,pi(j) (510)
=
∑
k
ξ2kδk,pi(i)dkδk,pi(j) (511)
=
∑
k
δk,pi(i)dkδk,pi(j) (512)
= dpi(i)δpi(i),pi(j). (513)
The conclusions are the same as for Lemma 1. 
Lemma 3. Let A be matrix of size n × n, and P a permutation matrix of the same size.
Then
dg{PTAP} = PT dg{A}P. (514)
Proof. We use (491) and (492) and show that the left side
(PTA)ij =
n∑
k=1
(PT )ikAkj =
n∑
k=1
δk,pi(i)Akj = Api(i),j (515)
66
(PTAP)ii =
n∑
j=1
(PTA)ijPji =
n∑
j=1
Api(i),jδj,pi(i) = Api(i),pi(i) (516)
(dg{PTAP})ij = (PTAP)iiδij = Api(i),pi(i)δij (517)
coincides with the right side:
(PT dg{A})ik =
n∑
l=1
(PT )il(dg{A})lk =
n∑
l=1
δl,pi(i)Alkδl,k = δk,pi(i)Akk (518)
(PT dg{A}P)ij =
n∑
k=1
(PT dg{A})ikPkj =
n∑
k=1
δk,pi(i)Akkδk,pi(j) (519)
= Api(i),pi(i)δpi(i),pi(j) = Api(i),pi(i)δij (520)
where the last step holds since pi(i) = pi(j) if and only if i = j. 
Lemma 4. Let D be a diagonal matrix with non-zero and pairwise different entries. Let
Q be an orthogonal matrix. If QTDQ = D′ is diagonal then Q = P′ where P′ = ΞP
is a signed permutation matrix (Ξ is a diagonal sign matrix with entries ±1, P is a
permutation matrix). Note that, according to Lemma 2, this solution implies that D′
contains the same diagonal elements asD but in permuted order.
Proof. 8 Statement 1: The eigenvectors of the diagonal matrixD with pairwise different,
non-zero entries are the basis vectors ±ei, i = 1, . . . , n. Proof: The characteristic equa-
tion det{D − λI} = 0 leads to λi = di. The eigenvector equation (D − λiI)vi = 0
becomes (D− diI)vi = 0 which leads to the solution (vi)i = ±1 and (vi)j = 0, ∀j 6= i,
and thus vi = ±ei which concludes the proof of statement 1.
Statement 2: Assume that Q is an invertible matrix (Q−1 = QT is a special case). If
Q−1DQ is diagonal, then the columns ofQ are the eigenvectors ofD. Proof: We express
Q by its columns Q =
(
q1 . . . qn
)
. Since Q is invertible, the columns of Q span the
entire Rn (since the n columns must be linearly independent9). Thus any vector can be
expressed as a superposition of the column vectors, also the vectorDqi:
Dqi =
n∑
j=1
aijqj . (521)
We look at column i ofQ−1DQ:
(Q−1DQ)ei = Q
−1Dqi (522)
= Q−1
n∑
j=1
aijqj (523)
8From https://math.stackexchange.com/questions/3365505, proof kindly provided by
user ’Joppy’
9See e.g. https://math.stackexchange.com/questions/1058555
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=n∑
j=1
aijej . (524)
Since we assume thatQ−1DQ is diagonal (i.e. equals a diagonal matrixD′ with elements
d′i), we know that
(Q−1DQ)ei = d
′
iei (525)
n∑
j=1
aijej = d
′
iei (526)
thus aii = d
′
i and aij = 0, ∀j 6= i, or aij = δijd′i. Therefore (521) turns into
Dqi = d
′
iqi, i = 1, . . . , n. (527)
We see that the vectors qi, i = 1, . . . , n, are the eigenvectors of D, which concludes the
proof of statement 2.
According to statement 1, the eigenvectors ofD are the basis vectors ±ej , and according
to statement 2, the eigenvectors ofD are the columns qi. The assignment of j to i can be
any permutation pi:
qi = ±epi(i) (528)
which concludes the proof of the Lemma. 
Lemma 5. Let D be a diagonal matrix with pairwise different diagonal entries and R an
orthogonal matrix. The equationRTDR is a diagonal matrix (D′) if and only if R = ΞP
where P is a permutation matrix and Ξ a diagonal sign matrix.
Proof. Lemma 4 demonstrates: IfRTDR = D′ thenR = ΞP. Lemma 2 demonstrates:
If R = ΞP, then RTDR = D′ where D′ is a diagonal matrix (with permuted elements
fromD). Combining these two directions leads to the “if-and-only-if” statement. 
Lemma 6. A matrix commuting with a diagonal matrix with pairwise different diagonal
entries is diagonal: Let D = diagni=1{di} with di 6= dj for i 6= j. If the n × n matrix A
commutes withD, i.e. AD = DA, thenA is a diagonal matrix.
Proof. 10 The elements of D can be expressed as dij = δijdi. We compare entries (i, j)
on both sides:
(AD)ij =
n∑
k=1
aikdkj =
n∑
k=1
aikδkjdk = aijdj
10Slightly modified from https://yutsumura.com ’A Matrix Commuting With a Diagonal Matrix
with Distinct Entries is Diagonal’.
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(DA)ij =
n∑
k=1
dikakj =
n∑
k=1
δikdiakj = aijdi
We obtain aijdj = aijdi or aij(dj − di) = 0. Since di 6= dj for i 6= j, we have aij = 0 for
i 6= j; thereforeA is diagonal. 
Lemma 7. A matrix commuting with a diagonal matrix where some diagonal entries co-
incide is a block-diagonal matrix: Assume that D = diagni=1{di} has k distinct diagonal
entries d′1 . . . d
′
k with k ≤ n. The diagonal entries are assumed to be ordered contiguously
(note that here index p of Ip indicates the block index, not the size of the unit matrix):
D =


d′1I1 0 . . . 0
0 d′2I2 . . . 0
...
...
. . .
...
0 0 . . . d′kIk

 (529)
If the n × n matrix A commutes with D, i.e. AD = DA, then A is a block-diagonal
matrix with block sizes and locations as inD and arbitrary blocks.
Proof. 11 From the proof of Lemma 6 we consider
(AD)ij = aijdj
(DA)ij = aijdi
and thus aij(dj − di) = 0. For dj 6= di we get aij = 0, but for dj = di, aij is arbitrary. We
can writeA as a matrix of k × k blocksA′pq (with p, q ∈ [1, k])
A =


A′11 A
′
12 . . . A
′
1k
A′21 A
′
22 . . . A
′
2k
...
...
. . .
...
A′k1 A
′
k2 . . . A
′
kk

 . (530)
For p 6= q we have A′pq = 0 since d′p 6= d′q. For p = q, A′pq = A′pp is arbitrary. We
conclude thatA is block-diagonal:
A =


A′11 0 . . . 0
0 A′22 . . . 0
...
...
. . .
...
0 0 . . . A′kk

 . (531)
That the blocks are arbitrary can be shown by considering that the matrix products AD
andDA are block-diagonal:
AD = DA (532)
11Slightly modified from “Diagonalization by a unitary similarity transformation”, http://scipp.
ucsc.edu/~haber/archives/physics116A06/diag.pdf.
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(AD)pp = (DA)pp (533)
A′ppD
′
pp = D
′
ppA
′
pp (534)
A′ppd
′
pIp = d
′
pIpA
′
pp (535)
App = App. (536)

Lemma 8. Let A be a symmetric, block-diagonal matrix of size n× n with k blocks:
A =


A′1 0 . . . 0
0 A′2 . . . 0
...
...
. . .
...
0 0 . . . A′k

 . (537)
Then the spectral decomposition ofA (Lemma 35) is given by
A = UDUT (538)
whereD = diagni=1{di} andU is a block-diagonal orthogonal matrix
U =


U′1 0 . . . 0
0 U′2 . . . 0
...
...
. . .
...
0 0 . . . U′k

 (539)
where each blockU′i is orthogonal as well.
If A has pairwise different eigenvalues, the spectral decomposition is unique up to the
signs of the column vectors of U.
Proof. 12 According to Lemma 35, each block of A can be spectrally decomposed in-
dividually as A′i = U
′
iD
′
iU
′T
i . Uniqueness can be shown by applying the uniqueness
statement from Lemma 35 to the individual blocks. 
Lemma 9. Let U be a block-diagonal orthogonal matrix, and D be a diagonal matrix
where some entries coincide (which are sorted contiguously as show below). Assume that
the k blocks of U have the same dimension as the k identity matrices inD. Then

U′T1 0 . . . 0
0 U′T2 . . . 0
...
...
. . .
...
0 0 . . . U′Tk


︸ ︷︷ ︸
UT


d′1I1 0 . . . 0
0 d′2I2 . . . 0
...
...
. . .
...
0 0 . . . d′kIk


︸ ︷︷ ︸
D


U′1 0 . . . 0
0 U′2 . . . 0
...
...
. . .
...
0 0 . . . U′k


︸ ︷︷ ︸
U
= D.
(540)
12See footnote 11.
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Proof. The left-hand side is block-diagonal and block i isU′Ti d
′
iIiU
′
i = d
′
iIi, leading to a
diagonal matrix which is identical toD. 
Lemma 10. If R is an orthogonal matrix andD a diagonal matrix with pairwise different
diagonal entries, the equation
RTDR = D (541)
is fulfilled if and only if R = Ξ where Ξ is a diagonal sign matrix (ξi = ±1).
Proof. Follows from Lemma 6: Since DR = RD, D and R are commuting matrices,
thus R is diagonal. Now diagonal sign matrices Ξ are the only diagonal orthogonal
matrices: ΞTΞ = Ξ2 = I implies ξ2i = 1 and thus ξi = ±1. 
Lemma 11. Assume thatQ andR are orthogonal matrices andD a diagonal matrix with
pairwise different diagonal entries. If QTDQ = RTDR, thenQ = ΞR.
Proof. We obtain RQTDQRT = D. S = QRT is also orthogonal. According to
Lemma 10, STDS = D is only fulfilled for S = Ξ. ThereforeQ = ΞR. 
Lemma 12.
13 LetD be a diagonal matrix with pairwise different diagonal entries andR
an orthogonal matrix, both of dimension n. In the following, all sums run up to index n.
The expression ∑
i
(
RTDR
)2
ii
(542)
is maximal forR = ΞP where P is a permutation matrix. The maximum is
∑
i(D)
2
ii.
Proof. Since the (squared) Frobenius norm is invariant under a similarity transformation
(here as the special case of an orthogonal transformation), we have
∑
i
∑
j
(RTDR)2ij =
∑
i
∑
j
D2ij . (543)
Focusing on diagonal entries we can write
∑
i
(RTDR)2ii +
∑
i
∑
j 6=i
(RTDR)2ij =
∑
i
D2ii (544)
and therefore obtain the inequality
∑
i
(RTDR)2ii ≤
∑
i
D2ii. (545)
13Note that for compactness we writeA2ij := (Aij)
2, so the expression refers to the squared element (i, j)
of the matrixA, not to the element (i, j) of the matrixA2.
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To analyze in which cases both terms in the inequality are equal (and thus the left-hand
side is maximal), we look at
∑
i
∑
j 6=i
(RTDR)2ij = 0. (546)
A sum of squared terms is zero if and only if all terms are zero. Here the squared terms
are all off-diagonal elements ofRTDR, thereforeRTDR is a diagonal matrixD′,
RTDR = D′, (547)
and thusR = ΞP according to Lemma 5. 
Lemma 13. Let R be an orthogonal matrix with row vectors ri and D a diagonal matrix.
Then (RTDR)ii = r
T
i Dri.
Proof. Let vector ei denote a unit vector with element 1 at position i. SinceRei = ri we
get
(RTDR)ii = e
T
i R
TDRei = r
T
i Dri. (548)

Lemma 14. Let R be an orthogonal matrix with row vectors ri and D a diagonal ma-
trix with elements di ∈ [dˇ, dˆ]. Then for the diagonal elements of RTDR we have
(RTDR)ii ∈ [dˇ, dˆ].
Proof. Lemma 13 leads to (RTDR)ii = r
T
i Dri. Since D is diagonal, its eigenvalues
are the diagonal elements. By applying the Rayleigh-Ritz Theorem (Horn and Johnson,
1999, sec. 4.2.2) we immediately see that rTi Dri ∈ [dˇ, dˆ]. 
Lemma 15. LetD be a diagonal matrix with pairwise different and sorted elements (d1 >
. . . > dn). Let b be a vector with pairwise different and sorted elements (b1 > . . . > bn).
Let R be an orthogonal matrix with column vectors ri. Then∑
i
(RTDR)iibi (549)
is maximal forR = Ξ.
Proof. 14 We sequentially determine r1 to rn such that (549) is maximized. This sequen-
tial approach is justified by the fact that tr{RTDR} is invariant under changes of R
(as the trace is invariant under an orthogonal transformation); it has the constant value∑
i di. Thus maximizing a single diagonal element (R
TDR)ii will only redistribute the
14The proof has some informal components and needs to be improved.
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sum over the remaining diagonal elements. Since D is diagonal, it has the eigenvalues
d1 . . . dn. Since D has pairwise different elements, eigenvalue di belongs to eigenvector
ξi, where ξj is a unit vector with element ±1 at position j. According to Lemma 13, we
have (RTDR)ii = r
T
i Dri. We see that to maximize expression (549), the largest value
b1 should be paired with the largest value of r
T
1Dr1. We know from the Rayleigh-Ritz
Theorem (Horn and Johnson, 1999, sec. 4.2.2) that rT1Dr1 becomes maximal (value d1)
at the principal eigenvector r1 = ξ1. Choosing r2 perpendicular to r1, we pair the second-
largest value b2 with the largest value of r
T
2Dr2 (value d2) which is found at r2 = ξ2
Formally this can be shown by a deflation procedure, see e.g. Diamantaras and Kung
(1996, sec. 2.2.8). We continue this procedure up to rn and obtain ri = ξi, ∀i = 1 . . . n
and thusR = Ξ = (ξ1, . . . , ξn). 
Lemma 16. Let D be a diagonal matrix and P a permutation matrix of the same size.
ThenDP = PD∗ where D∗ = PTDP is diagonal and contains the same elements asD
but in permuted order.
Proof. 15
DP = (PPT︸ ︷︷ ︸
I
)DP = P(PTDP) = PD∗ (550)
based on Lemma 1. 
Lemma 17. Let A and B be diagonal matrices with pairwise different, sorted, strictly
positive diagonal elements (from vector a with a1 > a2 > . . . > an and from vector b
with b1 > b2 > . . . > bn, respectively). Let A
′ (respectively a′) be a permuted version of
A (respectively a): A′ = PTAP where P is a permutation matrix (Lemma 1). Then the
expression t = tr{A′B} = a′Tb is maximal for P = I (i.e. no permutation).
Proof. Assume that two elements of A′ are exchanged in their order relative to A: a′k =
aj and a
′
l = ai for k < l and i < j with ai > aj . Then exchanging these two elements
(while keeping the remaining elements unchanged) will increase t:
a′kbk + a
′
lbl = ajbk + aibl (551)
a′lbk + a
′
kbl = aibk + ajbl (552)
aibk + ajbl > ajbk + aibl (553)
(aibk + ajbl)− (ajbk + aibl) > 0 (554)
(ai − aj)bk + (aj − ai)bl > 0 (555)
(ai − aj)︸ ︷︷ ︸
>0
(bk − bl)︸ ︷︷ ︸
>0
> 0 (556)
We can repeat this procedure for all elements exchanged in their order in A′, changing
them back to the order which they had inA, leading to P = I. 
15From https://math.stackexchange.com/questions/197243, provided by user Jakub
Konieczny
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A.2. Derivatives
Lemma 18. Assume that a = a(c) and b = b(c). Then
∂(ab)
∂c
= b
(
∂a
∂c
)T
+ a
∂b
∂c
(557)
where
∂b
∂c
=
(
∂bj
∂ci
)
ji
. (558)
Proof. We order the terms of the result matrix as in the usual definition of a Jacobian ma-
trix — the function index changes over the rows (j), the variable index over the columns
(i):
∂(ab)
∂c
=
(
∂(abj )
∂ci
)
ji
. (559)
Individual elements of this matrix are determined by applying the product rule:
∂(abj)
∂ci
= bj
∂a
∂ci
+ a
∂bj
∂ci
. (560)
Returning to matrix-vector notation we obtain
(
bj
∂a
∂ci
+ a
∂bj
∂ci
)
ji
= b
(
∂a
∂c
)T
+ a
∂b
∂c
(561)
which is the expression provided in the lemma. 
Lemma 19. Assume that a = a(c) and b = b(c). Then
∂(aTb)
∂c
=
∂a
∂c
b+
∂b
∂c
a (562)
where
∂a
∂c
=
(
∂aj
∂ci
)
ji
(563)
∂b
∂c
=
(
∂bj
∂ci
)
ji
. (564)
Proof. Matrix terms are ordered as in Lemma 18. We have
∂(aTb)
∂c
=
(
∂(aTb)
∂ci
)
i
(565)
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of which individual elements are determined by
∂(aTb)
∂ci
=
∂
∑
j ajbj
∂ci
(566)
=
∑
j
∂aj
∂ci
bj +
∑
j
∂bj
∂ci
aj (567)
=
(
∂a
∂ci
)T
b+
(
∂b
∂ci
)T
a. (568)
This leads to
∂(aTb)
∂c
=
((
∂a
∂ci
)T
b+
(
∂b
∂ci
)T
a
)
i
(569)
=
(
∂aj
∂ci
)
ji
b+
(
∂bj
∂ci
)
ji
a (570)
=
∂a
∂c
b+
∂b
∂c
a. (571)

A.3. Trace
Lemma 20.
16
tr{AB} =
∑
i
∑
j
AijBji (572)
Proof.
(AB)ij =
∑
k
AikBkj (573)
(AB)ii =
∑
k
AikBki (574)
tr{AB} =
∑
i
(AB)ii =
∑
i
∑
j
AijBji. (575)

Lemma 21. Let A be a square matrix and D be a diagonal matrix (with diagonal ele-
ments di), both of the same dimension. Then
tr{AD} =
∑
i
(A)iidi. (576)
16https://en.wikipedia.org/wiki/Trace_(linear_algebra)
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Proof. Using Lemma 20 andD = (diδij)ij we get
tr{AD} =
∑
i
∑
j
AijDji =
∑
i
∑
j
Aijdjδji =
∑
i
Aiidi =
∑
i
(A)iidi. (577)

Lemma 22. Let A be any n × m matrix, and D = diagni=1{di} and Ω = diagmi=1{Ωi}
diagonal matrices. Then
tr
{
ATDAΩ
}
=
m∑
i=1
n∑
k=1
A2kidkΩi. (578)
Proof.
(ATD)ij =
n∑
k=1
AkiDkj =
n∑
k=1
Akidjδkj = Ajidj (579)
(
(ATD)A
)
ij
=
n∑
k=1
(ATD)ikAkj =
n∑
k=1
AkidkAkj (580)
(
(ATDA)Ω
)
ii
=
m∑
l=1
(
(ATD)A
)
il
Ωli (581)
=
m∑
l=1
(
(ATD)A
)
il
Ωiδli =
(
(ATD)A
)
ii
Ωi (582)
=
n∑
k=1
AkidkAkiΩi =
n∑
k=1
A2kidkΩi (583)
tr
{
ATDAΩ
}
=
m∑
i=1
(
(ATDA)Ω
)
ii
=
m∑
i=1
n∑
k=1
A2kidkΩi. (584)

Lemma 23. Let A be any n×m matrix andD = diagmi=1{di} a diagonal matrix. Then
tr
{
ATAD
}
=
m∑
i=1
n∑
k=1
A2kidi. (585)
Proof.
(
ATA
)
ij
=
n∑
k=1
AkiAkj (586)
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(
(ATA)D
)
ii
=
m∑
l=1
(ATA)ilDli =
m∑
l=1
(ATA)ildiδli = (A
TA)iidi (587)
=
n∑
k=1
A2kidi (588)
tr
{
ATAD
}
=
m∑
i=1
(
(ATA)D
)
ii
=
m∑
i=1
n∑
k=1
A2kidi. (589)

Lemma 24. LetA be any skew-symmetric matrix andD be a diagonal matrix of the same
size. Then
tr{AD} = 0. (590)
Proof. Follows from Lemma 21 since (A)ii = 0. 
Lemma 25. Let A be any skew-symmetric matrix (AT = −A) and B any symmetric
matrix (BT = B), both of size n× n. Then
tr{AB} = 0. (591)
Proof. We split the double sum, apply Aij = −Aji, Aii = 0, Bij = Bji, and exchange
indices:
tr{AB} =
n∑
i=1
(AB)ii (592)
=
n∑
i=1
n∑
j=1
AijBji (593)
=
n∑
i=1
n∑
j=i+1
AijBji +
n∑
j=1
n∑
i=j+1
AijBji +
n∑
i=1
AiiBii (594)
=
n∑
i=1
n∑
j=i+1
AijBji −
n∑
j=1
n∑
i=j+1
AjiBij (595)
=
n∑
i=1
n∑
j=i+1
AijBji −
n∑
i=1
n∑
j=i+1
AijBji (596)
= 0. (597)

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A.4. Matrix Functions
Lemma 26. Let X be a diagonalizable n × n matrix such that X = VDV−1. Note
that this decomposition can be accomplished if A has pairwise different eigenvalues
(Abadir and Magnus, 2005, p.171) or if A is symmetric (Abadir and Magnus, 2005,
p.177). Let F(X) be a matrix-valued function of matrixA. Let f(x) be the scalar version
of F(X) for n = 1. Then the Taylor expansion of F(X) can be determined from the
Taylor expansion of f(x) (here at the point 0) by using the coefficients of the scalar series
for the matrix series,17 see Abadir and Magnus (2005, ch.9), Golub and van Loan (1996,
ch.11,p.565), Diamantaras and Kung (1996, p.35), and Gentle (2017, p.152). We start
from the definition of F(X):
F(X) := V diag{f(d1), . . . , f(dn)}V−1 (598)
= V diag
{
∞∑
i=0
cid
i
1, . . . ,
∞∑
i=0
cid
i
n
}
V−1 (599)
=
∞∑
i=0
V diag
{
cid
i
1, . . . , cid
i
n
}
V−1 (600)
=
∞∑
i=0
ciVD
iV−1 (601)
=
∞∑
i=0
ciX
i (602)
with coefficients
ci =
f (i)(0)
i!
(603)
where the last step is motivated by
Xi = XX . . .X︸ ︷︷ ︸
i×
= (VDV−1)(VDV−1) . . . (VDV−1)︸ ︷︷ ︸
i×
= VDiV−1. (604)
We provide the following examples18:
f(x) = (1 + x)−1 = 1− x+ x2 − x3 + . . . (605)
F(X) = (I+X)−1 = I−X+X2 −X3 + . . . (606)
f(x) = (1 + x)−
1
2 = 1− 1
2
x+
3
8
x2 − 5
16
x3 + . . . (607)
F(X) = (I+X)−
1
2 = I− 1
2
X+
3
8
X2 − 5
16
X3 + . . . (608)
17Taylor series: https://en.wikipedia.org/wiki/Taylor_series.
18Taylor series calculator: https://www.symbolab.com/solver/
taylor-maclaurin-series-calculator.
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For ν ∈ R, we have (Abadir and Magnus, 2005, p.244)
F(X) = (I+X)ν =
∞∑
i=0
cνiX
i (609)
with binomial coefficients (coefficients of the i-th derivative of xν)
cνi =
(
ν
i
)
:=
i−1∏
j=0
(ν − j)
i!
(610)
where
∏−1
j=0 := 1 and 0! := 1.
A.5. Stiefel Manifold
Lemma 27. Let X be an n×m matrix (m ≤ n) on the Stiefel manifold, thusXTX = I.
Let∆ be a tangent direction (n ×m matrix) of the Stiefel manifold at X. Then XT∆ is
skew-symmetric:
XT∆+∆TX = 0 (611)
(Edelman et al., 1998, p.307). Note that this implies
tr{XT∆} = 0. (612)
Lemma 28. The tangent directions∆ (n×m matrix) on a Stiefel manifold atX (n×m
matrix,m ≤ n,XTX = Im) are given by the parameterized expression
∆ = XA+X⊥B (613)
where parameter A is any skew-symmetric m ×m matrix (AT = −A), parameter B is
any (n−m)×m matrix, andX⊥ is any n× (n−m) matrix complementingX such that
(X|X⊥)(X|X⊥)T = XXT +X⊥XT⊥ = In (614)
(Edelman et al., 1998, p.308). Note that also
(X|X⊥)T (X|X⊥) = In (615)
XT⊥X⊥ = In−m (616)
XTX⊥ = 0m,n−m. (617)
Lemma 29. Let X and Z be n × m matrices (m ≤ n). A Stiefel manifold is defined by
XTX = I. The projection PX(Z) of the matrix Z onto the tangent space of the Stiefel
manifold atX is given by the tangent directions (n×m matrices)
∆ = PX(Z) = Z− 1
2
X(XTZ+ ZTX) (618)
(Absil et al., 2008, p.81).
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Lemma 30. Let X be an n×m matrix (m ≤ n) on the Stiefel manifold, thusXTX = I.
Let f(Z) be a scalar-valued function where Z is an n×m matrix, and letGf (Z) denote
the gradient of f . The gradient of f on the Stiefel manifold at X, denoted by GStf (X), is
defined to be a tangent vector of the Stiefel manifold at X. Two different versions have
been suggested. In the “embedded metric” (Absil et al., 2008, p.81), equation (618) from
Lemma 29 is applied to Z = Gf :
GStf (X) = Gf (X)−
1
2
X(XTGf(X) +G
T
f (X)X). (619)
In the “canonical metric”, the gradient is given by
GStf (X) = Gf (X)−XGTf (X)X (620)
(Edelman et al., 1998, p.318).
Lemma 31. Let X¯ be an n×m matrix on a Stiefel manifold, thus X¯T X¯ = I. If such an X¯
can be found for a given arbitrary pointX and the condition ‖X− X¯‖F < 1 (Frobenius
norm) holds, then the projection of X onto the Stiefel manifold exists, is unique, and is
given by
W = PX¯(X) = UV
T =
m∑
i=1
uiv
T
i (621)
whereU andV are obtained from the singular value decomposition of X
X = UDVT =
m∑
i=1
uidiv
T
i (622)
with U of size n ×m, D of size m × m and V of size m ×m (Absil and Malick, 2012,
p.144)19.
Expression (621) minimizes the Frobenius distance ‖X−W‖F .20
We also have21
W = PX¯(X) = X(X
TX)−
1
2 (623)
(analyzed by Bhattacharya and Bhattacharya, 2012, Theorem 10.2).
Proof. To prove the relation between (621) and (623), we write the SVD ofX as
X = UDVT = U(VTV)DVT = (UVT )(VDVT ) =W(VDVT ). (624)
19Erratum from https://sites.uclouvain.be/absil/2010.038 applied.
20See Theorem 2.1 and proof in https://people.wou.edu/~beavers/Talks/
LowdinJointMeetings0107.pdf. The method is also known as ’Löwdin (Symmetric)
Orthogonalization’.
21I’m grateful to P.-A. Absil for pointing this out and for referring to Bhattacharya and Bhattacharya (2012)
(personal communication).
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We also see that
XTX = (VDUT )(UDVT ) = VD2VT (625)
and thus
(XTX)
1
2 = VDVT (626)
since (XTX)
1
2 (XTX)
1
2 = (VDVT )(VDVT ) = VD2VT = XTX. From X =
W(VDVT ) =W(XTX)
1
2 we finally get (623). It is obvious thatW produced by (623)
lies on the Stiefel manifold:
WTW =
[
(XTX)−
1
2XT
] [
X(XTX)−
1
2
]
(627)
= (XTX)−
1
2 (XTX)(XTX)−
1
2 (628)
= I. (629)

Lemma 32. Let X¯ be an n×m matrix on the Stiefel manifold, thus X¯T X¯ = I. The matrix
X = X¯+∆ is obtained by adding a tangent direction∆ to X¯. Then the projection ofX
onto the Stiefel manifold can be approximated for small absolute values in the elements
of∆ as
W = PX¯(X) = X(X
TX)−
1
2 ≈ X− 1
2
X¯∆T∆. (630)
This expression may be useful for the iterative update of learning rules for weight matri-
ces: At the present point X¯ on the Stiefel manifold we compute the change of the weight
matrix ∆ and from that a point X outside the manifold. The next weight matrix is then
obtained by projecting X approximately back to the Stiefel manifold using (630) from
Lemma 32. While the projection back to the manifold is not exact, it may improve the
performance over a learning rule which is just following the gradient (taken from the
tangent space at X¯).
Proof. We start from (623) from Lemma 31, apply (611) from Lemma 27, approximate
up to linear terms using (608), and omit third-order terms (since these are dominated by
the second-order terms which appear in the equation):
W = X
(
XTX
)− 1
2 (631)
= (X¯+∆)
[
(X¯+∆)T (X¯+∆)
]− 1
2 (632)
= (X¯+∆)
(
I+∆T X¯+ X¯T∆+∆T∆
)− 1
2 (633)
= (X¯+∆)
(
I+∆T∆
)− 1
2 (634)
≈ (X¯+∆)
(
I− 1
2
∆T∆
)
(635)
≈ (X¯+∆)− 1
2
X¯∆T∆ (636)
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= X− 1
2
X¯∆T∆. (637)
Note that the quadratic terms should not be omitted in the last approximation step, since
otherwiseW would lie on the tangent space. 
Lemma 33. If we insert the parametrization of the tangent space of the Stiefel manifold
from (613) from Lemma 28 into the approximation of the projection to the Stiefel manifold
from (630) we obtain
W ≈ (X¯+ X¯A+ X¯⊥B)− 1
2
X¯(ATA+BTB). (638)
This equation may be useful for analyzing how a function on the Stiefel manifold behaves
in the vicinity of a critical point, for small∆ and accordingly smallA and B.
Proof. We take the parametrization of the tangent space and consider the properties of X¯
and X¯⊥, both from Lemma 28:
W ≈ X− 1
2
X¯∆T∆ (639)
= (X¯+∆)− 1
2
X¯∆T∆ (640)
= (X¯+ X¯A+ X¯⊥B)− 1
2
X¯(X¯A+ X¯⊥B)
T (X¯A+ X¯⊥B) (641)
= (X¯+ X¯A+ X¯⊥B)− 1
2
X¯(ATA+BTB). (642)

A.6. Further Lemmata
Lemma 34. If V contains the eigenvectors of C in its columns such that CV = VΛ,
thenV′ = VΞ is also an eigenvector matrix of C.
Proof. Cv′i = v
′
iλi ⇔ Cviξi = viξiλi ⇔ Cvi = viλi. Essentially we see that eigenvec-
tors are only determined up to their signs (for the real-valued case). 
Lemma 35. Let A be a symmetric matrix with eigenvalues λi collected in Λ =
diagni=1{λi} and corresponding eigenvectors xi collected in the columns of X. Then
A = XΛXT =
n∑
i=1
λixix
T
i . (643)
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is the spectral decomposition of A. This decomposition is unique up to the sign of the
eigenvectors (see Lemma 34) if the eigenvalues are pairwise different, i.e. λi 6= λj for
i 6= j.22 Note that in this caseX is orthogonal, i.e. XTX = XXT = I.23
Lemma 36. LetM be a symmetric block-diagonal n× n matrix
M =
(
A 0
0 B
)
(644)
where A is a symmetric m × m and B a symmetric k × k matrix with n = m + k.
Assume thatM has the set of eigenvalues {λ1, . . . , λn} which are pairwise different. Fur-
ther assume an order of the eigenvalues such that λ1, . . . , λm are eigenvalues of A while
λm+1, . . . , λn are eigenvalues of B. Let λi be the element i on the diagonal of the diag-
onal matrix Λ. The spectral decomposition of M is given by M = EΛET . Then the
eigenvector matrix E (with eigenvectors in its columns) of M is block-diagonal
E =
(
X 0
0 Y
)
(645)
whereX is an orthogonalm×m and Y an orthogonal k × k matrix.
Proof. The eigenvectors ofM in the columns of E,
ei =
(
xi
yi
)
, (646)
can be determined from (
A 0
0 B
)(
xi
yi
)
= λi
(
xi
yi
)
(647)
which can be split into independent eigen equations
Axi = λixi (648)
Byi = λiyi. (649)
It is known that the set of the eigenvalues of the block-diagonal matrixM is the union
of the sets of eigenvalues of its blocks A and B, respectively. If λi is an eigenvalue of
A, leading to a non-trivial solution of (648), it cannot be an eigenvalue of B (since all
eigenvalues are pairwise different), and thus (649) only has the trivial solution yi = 0.
The opposite holds if λi is an eigenvalue of B. (Trivial overall solutions ei = 0 are
excluded.) Thus we get the corresponding eigenvectors ofM for eigenvalue λi(
xi
0
)
for 1 ≤ i ≤ m,
(
0
yi
)
for m+ 1 ≤ i ≤ n (650)
22See e.g. Gentle (2017, p.155), Diamantaras and Kung (1996, p.36) and https://nlp.stanford.
edu/IR-book/html/htmledition/matrix-decompositions-1.html.
23See e.g. http://www.quandt.com/papers/basicmatrixtheorems.pdf.
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and therefore
E =
(
X 0
0 Y
)
=
(
x1 . . .xm 0
0 ym+1 . . .yn
)
. (651)
Both X and Y are orthogonal matrices since the eigenvectors of symmetric matrices are
orthogonal. 
Lemma 37. LetA be any square matrix of size n×n andD = diagni=1{di} be a diagonal
matrix of the same size. Then
(AD)ii = (A)iidi. (652)
Proof.
(AD)ii =
∑
k
AikDki =
∑
k
Aikdiδki = Aiidi. (653)

Lemma 38. LetA be any square matrix of size n×n andD = diagni=1{di} be a diagonal
matrix of the same size. Then
(ATD)ii = (DA)ii. (654)
Proof. According to Lemma 37, we have (AD)ii = Aiidi. We also have (A
TD)ii =
n∑
k=1
AkiDki =
n∑
k=1
Akidiδki = Aiidi. 
Lemma 39. Let A be any skew-symmetric matrix of size n× n and D = diagni=1{di} be
a diagonal matrix of the same size. Then
(AD)ii = 0. (655)
Proof. Follows from Lemma 37 since Aii = 0. 
Lemma 40. Let A and B be square matrices of dimension n. Then
(AB)ii =
(
[AB]T
)
ii
=
(
BTAT
)
ii
. (656)
Lemma 41. Let An be a square matrix of dimension n of block-diagonal shape:
An =
(
Aˆm 0
0 Aˇn−m
)
. (657)
Then
An
(
In
0
)
=
(
Aˆn
0
)
. (658)
Let Bm be a square matrix of dimensionm. Then(
Im
0
)
Am =
(
Am
0
)
. (659)
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Lemma 42. Let B denote a symmetric matrix (BT = B) of size n× n which has at least
one non-zero off-diagonal element, i.e.
∃k, j, k 6= j : Bkj 6= 0. (660)
Then for all such matricesB we can find a skew-symmetric matrixA (AT = −A) of size
n× n such that there is a diagonal element (AB)jj which is non-zero:
∀B : ∃A : ∃j : (AB)jj 6= 0. (661)
Proof. 24 Fix an index j such that ∃k with k 6= j where Bkj 6= 0. Such an index j exists
according to (660).
Then form the following matrix:
A =
n∑
i=1
{
sign(Bij)eje
T
i − sign(Bij)eieTj
}
. (662)
MatrixA has zero elements except at row j where it has elements sign(Bij) and at column
j where it has elements − sign(Bij). This matrix is skew-symmetric by construction. Its
elements are
Ajk = sign(Bjk)− sign(Bjj)δjk, (663)
i.e. row j contains the elements sign(Bjk) except at the main diagonal where it is zero.
Now
(AB)jj =
n∑
k=1
AjkBkj (664)
=
n∑
k=1
AjkBjk (665)
=
n∑
k=1
{sign(Bjk)− sign(Bjj)δjk}Bjk (666)
=
n∑
k=1
sign(Bjk)Bjk −
n∑
k=1
sign(Bjj)δjkBjk (667)
=
n∑
k=1
sign(Bjk)Bjk − sign(Bjj)Bjj (668)
=
n∑
k=1
|Bjk| − |Bjj| (669)
24From https://math.stackexchange.com/questions/3662881, proof kindly provided by
user ’lcv’, slightly modified.
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=n∑
k=1,k 6=j
|Bjk| (670)
6= 0 (671)
since at least one element of this sum is non-zero according to (660). The sum is also
strictly positive. We applied sign(x) · x = |x|. 
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