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Abstract
We consider the problem of recognizing AT-free graphs. Although there is a simple O(n3) al-
gorithm, no faster method for solving this problem had been known. Here we give three different
algorithms which have a better time complexity for graphs which are sparse or have a sparse comple-
ment; in particular we give algorithms which recognize AT-free graphs in O(nm+n2), O(m3/2+n2),
and O(n2.82 + nm). In addition we give a new characterization of graphs with bounded asteroidal
number by the help of the knotting graph, a combinatorial structure which was introduced by Gallai
for considering comparability graphs.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
An asteroidal triple or, briefly, an AT of a given graph G is a set of three independent
vertices such that there is path between each pair of these vertices that does not contain any
vertex of the neighborhood of the third. Consequently, a graph G is called asteroidal triple-
free or AT-free if there is no asteroidal triple in G and it is called coAT-free if G is AT-free.
Almost forty years ago, Lekkerkerker and Boland [15] defined the concept of an as-
teroidal triple for the first time. They used it for the investigation of intersection graphs
corresponding to intervals of the real line—the interval graphs—and proved the well
known characterization, that a graph G is an interval graph if and only if it is chordal
and AT-free. Already in this early paper Lekkerkerker and Boland considered the problem
of deciding whether a given graph contains an asteroidal triple. In fact, they gave a sim-
ple O(n3) algorithm—we call it STRAIGHTFORWARD ALGORITHM in the following—and
used it for recognizing interval graphs. Of course by now there are much faster algorithms
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for recognizing interval graphs. However, for deciding whether a given graph contains an
asteroidal triple no faster algorithm had been known.
In this paper we study the recognition problem of AT-free graphs from different per-
spectives and present three different recognition algorithms for AT-free graphs. At first we
examine the above-mentioned STRAIGHTFORWARD ALGORITHM a bit closer and design
an algorithm that runs in O(nm + n2), where m is the number of non-edges of the input
graph G. For the second recognition algorithm we use an algorithm for listing all triangles
of a given graph and achieve a time bound of O(m3/2 + n2). Finally, in the last section we
present the KNOTTING GRAPH ALGORITHM. It makes use of a characterization of AT-free
graphs by the help of the knotting graph and recognizes AT-free graphs in O(nm + n2.82).
Since AT-free graphs are defined as a generalization of interval graphs it seems to
be plausible to try similar methods for recognizing AT-free graphs as proved useful for
recognizing interval graphs. However, for different reasons non of the fast interval graph
recognition algorithms seems to help for our purpose:
Booth and Lueker [2] designed the first linear time recognition algorithm for interval
graphs making use of the vertex–maximal clique matrix of the input graph. A vertex–
maximal clique matrix is a 0–1 matrix M , such that each row of the matrix corresponds to
a vertex of the graph and each column corresponds to a maximal clique of the graph and
an entry mij is 1 if and only if vertex i is contained in the maximal clique j . Fulkerson and
Gross [6] showed, that a graph G is an interval graph if and only if the vertex–maximal
clique matrix M of G has the consecutive ones property for rows, i.e., if there is a per-
mutation of the columns of M , such that no ones in a single row are separated by zeroes
in that same row. For AT-free graphs we do not have such a strong characterization. Of
course, there is a close relationship between AT-free graphs and interval graphs, since
every interval graph is AT-free and every minimal triangulation of an AT-free graph is an
interval graph [17]. By Parra’s characterization of minimal triangulations (see [18]) there is
a one-one correspondence between the minimal triangulations of a given graph G and the
inclusion maximal sets of pairwise parallel minimal separators of G. For AT-free graphs,
this implies that for each set of pairwise parallel minimal separators the corresponding
vertex–minimal separator matrix has the consecutive ones property for rows. However,
this does not give a characterization of AT-free graphs yet and, even worse, the number of
minimal separators of an AT-free graph can be quite large—it can even be exponential in
the number of vertices of G. Hence, it is not very likely that one can use a method which
is similar to the consecutive ones testing for the recognition of AT-free graphs.
The algorithm of Booth and Lueker can be interpreted also as one that makes use of
the geometric model of interval graphs, since a vertex–maximal clique matrix that has the
consecutive ones property for rows provides an interval model of the corresponding graph.
Again, for AT-free graphs such an approach is not applicable, since there is no known
geometric model for AT-free graphs.
A different method for recognizing interval graphs, was suggested by Corneil et al. [3]
by applying a simple four-sweep LBFS-algorithm for this problem. They make especially
use of the characterization of interval graphs to be chordal and AT-free, where the first of
these properties was known to be checkable using LBFS in linear time before (see [20]).
The key property that Corneil et al. make use of, is the existence of a so-called interval
ordering, i.e., a linear ordering v1, . . . , vn of the vertices of the graph with the property that
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for each edge (vi , vj ) ∈ E with i < j , all vertices vk with i < k < j are adjacent to vj . This
ordering characterizes interval graphs (see [5,19]). A couple of nice properties of LBFS
are known for AT-free graphs as well (see [4]) and several researchers have considered the
problem of recognizing AT-free graphs by the help of LBFS or at least similar methods
like LBFS. However, up to now no fast algorithm using this approach is known. One of the
main reasons for the difficulty of any such method is, that there is no known linear ordering
that characterizes graphs without asteroidal triples.
Thus, none of the mentioned approaches seems to be applicable for recognizing AT-free
graphs. In spite of this dejecting observation there are, in fact, efficient methods to handle
AT-free graphs as you will see in the following sections. But all three presented recogni-
tion algorithms for AT-free graphs that we give here do not achieve a linear time bound.
Recently, Spinrad [21] showed, that it is rather unlikely to find a much faster algorithm
to recognize AT-free graphs. He gave a construction for comparing the complexity of the
recognition of asteroidal triple-free graphs to the complexity of finding an independent
triple:
Let G = (V ,E) be a graph which is to be checked for independent triples and suppose
there is an algorithm that recognizes asteroidal triple-free graphs in O(f (n,m)). Now an
auxiliary graph G˜ is constructed as follows. G˜ contains the graph G itself and for each
vertex v of G we add a copy v′. In the set of vertex copies we add all possible edges
such that it forms a complete graph Kn on n vertices. In addition to that, each vertex v
of G is connected to the copies of all its neighbors and to the vertex v′. Obviously, the
construction of G˜ takes O(n2) time. Now one can show easily that G has an independent
triple if and only if G˜ contains an asteroidal triple. Hence it is unlikely to find algorithms for
recognizing AT-free graphs which are much faster than the known algorithms for finding
triangles.
By a similar construction as the one above, Hempel and Kratsch [11] showed that al-
ready the recognition of claw-free AT-free graphs is as hard as finding an independent
triple in a given graph. The fastest known algorithm for finding triangles in a graph is ma-
trix multiplication with a time bound of O(nα), with α < 2.376. Hempel and Kratsch also
gave an O(nα) algorithm for recognizing this restricted subclass of AT-free graphs.
In the following we will denote the set of all neighbors of a vertex v in a graph G by
NG(v) and NG[v] = NG(v) ∪ {v} (if no ambiguities are possible we omit the subscript).
For a set of vertices S of a graph G we denote by G[S] the graph induces in G by the
vertices of S and we denote with G − S the graph G[V \ S]. For a graph G we use n for
the number of vertices and m for the number of edges; m is used for the number of edges
of G, the complementary graph of G.
2. Straightforward algorithm and its improvement
There are several characterizations for asteroidal triple-free graphs and, as we will ex-
amine in the course of this paper, some of them are more useful for the recognition of this
graph class than others. A very simple characterization is already given by a slight alter-
ation of the definition of AT-free graphs. For a graph G and vertices v, w of G, let Cv(w)
be the connected component of G − N[v] containing vertex w.
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Observation 2.1. An independent triple u, v, w of a graph G forms an asteroidal triple of
G if and only if Cv(u) = Cv(w) and Cu(v) = Cu(w) and Cw(v) = Cw(u) holds.
If such a triple {u,v,w} exists we know that u and w are in the same connected com-
ponent of G − N[v], in other words there is an u,w-path, that avoids the neighborhood
of v. Analogously, there is a v,w-path avoiding the neighborhood of u and an u,v-path
avoiding the neighborhood of w. Thus, u,v,w is an asteroidal triple of G.
This straightforward characterization immediately implies a STRAIGHTFORWARD AL-
GORITHM; it was first suggested by Lekkerkerker and Boland in [15] when they con-
structed an O(n4) algorithm for recognizing interval graphs. In a first step, for each vertex
v the connected components of G − N[v] are determined and each is assigned a differ-
ent label. Then, in the second step, for each triple of vertices it is checked whether the
condition of Observation 2.1 is fulfilled.
For implementing this algorithm one can use a simple data structure called component
structure which we define here for later use. For a given graph G = (V ,E) with n vertices,
the component structure of G is an n × n matrix C, where each column and each row of
G corresponds to a vertex of G. For each vertex v the matrix entry cvw is 0, if w ∈ N[v],
otherwise cvw is set to the label of the connected component of G − N[v] containing w.
Example 2.2. Let G be the 7-vertex graph of Fig. 1. The corresponding component struc-
ture is given in the table. The labels of the connected components are the letters a to k.
Note that a component that occurs for different vertices gets different labels; e.g., the com-
ponent containing only vertex 4 occurs both for vertex 3 and vertex 6 and thus has both
label d and label i .
The first part of the STRAIGHTFORWARD ALGORITHM can be implemented to run in
O(nm): If G is connected an O(n + m) breadth-first search is applied to G − N[v] for
each vertex v of G. If G is not connected the same method is applied to each connected
component of G. Using the component structure, the second part of the algorithm can
easily be implemented to run in O(n3), by checking for each triple u,v,w of G whether
Fig. 1. Example of a graph together with its component structure.
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cuv = cuw , cvu = cvw and cwu = cwv . Hence, AT-free graphs can be recognized in O(n3)
using the STRAIGHTFORWARD ALGORITHM.
Obviously, the “bottleneck” of the complexity of the STRAIGHTFORWARD ALGO-
RITHM seems to be the checking of all possible triples of the given graph, and it is a
reasonable question to ask, whether all those tests are indeed required. Actually, it is not
really necessary to do this for all triples of the graph, because, when searching for as-
teroidal triples, we are interested only in independent triples. Thus, as a first step, it is
sufficient to check for all non-edges (v,w) of G, whether there is a vertex u such that
the triple u,v,w is an asteroidal triple. Obviously, there are O(n m) those triples in G,
where m is the number of non-edges of G. A look back to the complexity of the first part
of the STRAIGHTFORWARD ALGORITHM tells us that we did not really get a better time
complexity yet, since O(nm) + O(nm) is still O(n3). However, also this first part of the
algorithm can be altered to run in O(nm), leading to an O(n2 +nm) algorithm, as we show
in the following.
The method that we use for this improvement is a BFS conducted on G. McConnell [16]
observed, that one can implement a BFS in such a way that it constructs the BFS-layers
for G and runs in O(n + m) time, where m is the number of edges of G—not of G (see
also [12]).
A simple way to visualize BFS and BFS on the complementary graph is to state these al-
gorithms as partition refinement schemes: In this setting a normal BFS can be implemented
as follows. Initially all vertices of G are put into one set. In the course of the algorithm this
vertex set is partitioned into smaller sets and these sets are kept in a linear order. Finally,
when all sets of the partition are singletons this order is an BFS order of G.
At the beginning only one set containing all vertices of G is placed in the partition. In
each further step the first (corresponding to the linear ordering on the sets) non-marked set
S of the partition is selected, one vertex v is removed from S and the set containing only
v is marked and placed in front of S in the linear ordering. Then each non-singleton set T
of the partition is split into the set T1 of neighbors of v and the set T2 of non-neighbors
of v. In the corresponding ordering of the sets of the partition the set T is replaced by T1
and T2 where T1 is placed in front of T2. It is not hard to see that the resulting ordering of
singletons is indeed a BFS ordering. If in the partition step also the set S itself is split into
the set of neighbors and the set of non-neighbors of v, then the resulting ordering is even
an LBFS ordering.
To achieve a BFS ordering on the complement by the help of partition refinement, we
just have to change the ordering of T1 and T2, i.e., T2 is placed in front of T1 in the ordering
of the sets of the partition.
Putting together the BFS on G and the improved checking of triples, leads to the COM-
PLEMENT ALGORITHM.
Theorem 2.3. Recognition of AT-free graphs, using the COMPLEMENT ALGORITHM,
takes O(n2 + nm) time, where m is the number of non-edges of G.
Proof. Computing the complement of a graph G can, of course, be done in O(n2). To
compute the component structure, by the help of the complement-BFS takes O(n + m)
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for each vertex; hence, for all vertices it can be done in O(nm). Finally, checking for each
non-edges (v,w) and each vertex u, whether u,v,w form an AT, takes O(nm) as well. 
3. Triangle algorithm
Before stating the next algorithm for recognizing AT-free graphs we first consider a
different problem, the problem of finding triangles in a given graph. As we will see later,
it turns out to be closely related to our recognition problem. Here we have to distinguish
between the problem of deciding whether a given graph contains a triangle and the problem
of finding one or all triangles of G. For the beginning we are interested in the second of
these problems, i.e., we want to list all triangles of a given graph G. For this we make
use of an observation made by Gabow, concerning the number of different triangles in a
graph G, i.e., the number of triangles of G, such that each pair of those triangles differs in
at least one vertex.
Lemma 3.1 (Gabow [7]). Given a graph G with m edges, there are at most O(m3/2)
different triangles.
Proof. As a first step, we can observe, that, for an arbitrary vertex v of G, the number of
edges from an arbitrary vertex v to a vertex of equal or larger degree is at most O(m1/2).
This holds, of course, for all vertices which have a degree smaller than m1/2. On the other
hand, there can be at most O(m1/2) vertices with larger degree. Thus, there can be at most
O(m1/2) edges between those high degree vertices.
To bound the number of different triangles of G we charge each triangle T to the edge
that is opposite to a highest degree vertex of T . By our first observation, each edge of G
gets charged at most O(m1/2) triangles and so there can be no more than O(m3/2) different
triangles in the whole graph. 
For listing all triangles of G in O(m3/2) time, we can use the following algorithm. First
the vertices are ordered, according to their degree. Then for each vertex vi a list Lvi of all
neighbors of vi with equal or larger degree that occur after vi in the ordering is created.
Within this list the vertices are ordered according to the ordering that was determined in
the first step. In the last part of the algorithm for each vertex vi the corresponding list Lvi is
traversed and for each vertex vj in Lvi the lists Lvi and Lvj are compared. For each vertex
vk that is contained in both lists the algorithm outputs the corresponding triangle vi, vj , vk .
Lemma 3.2. For a given graph G a complete list of all different triangles of G can be
determined in O(m3/2 + n).
Proof. To prove the correctness of the algorithm we just have to observe, that each of
triangles has to be found at least once, since its vertices vi , vj , vk are ordered according to
the ordering determined in the first step. If we assume that i < j < k, then vj and vk are
contained in Lvi and vk is contained in Lvj .
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For proving the complexity of the algorithm we can assume, without loss of generality,
that G is connected, since otherwise we simply apply the algorithm to each connected
component. Ordering the vertices of G, according to their degree, can be done in O(n+m),
by using an appropriate linear time sorting algorithm, for example counting sort.
To create, for each vertex, the list of neighbors with equal or larger degree, we need
linear time as well: For each vertex, we can charge the amount of time spent for creating
the list, to the edges that are incident to this vertex. Each edge gets charged at most twice;
hence, we need O(m) time. To make sure, that each of the lists Lvi is in the ordering
determined by the first step of the algorithm, we just have to visit for each vertex the
corresponding neighbors according to this ordering.
During the last part of the algorithm, for each vertex vi , each neighbor vj with i < j , is
visited once. For each of the (vi , vj ) edges, we have to compare the lists Lvi and Lvj . Since
the lists are ordered, we have to conduct |Lvi | + |Lvj | comparisons per edge. As shown in
Lemma 3.1, each of the lists Lvi and Lvj has at most O(m1/2) elements. Consequently, the
last part of the algorithm takes O(m3/2) time. 
Observe, that in Lemma 3.1 the only property, that was really used for bounding the
number of triangles, was the knowledge about a bound on the number of “interesting”
edges, leaving a vertex, i.e., the number of edges leaving a vertex to a vertex of equal or
larger degree. With this observation we can prove the following lemma the same way, as it
was done for Lemma 3.1. Let ∆ be the maximum vertex degree of G.
Lemma 3.3. In a graph G with m edges and maximum degree ∆ there are at most O(∆m)
different triangles.
Of course, this bound can also be used for the algorithm, that lists all triangles of G.
Corollary 3.4. For a given graph G a complete list of all different triangles of G can be
determined in O(∆m).
In Section 2, exploring the structure of the complement of a graph G seemed to be
helpful for deciding whether G contains asteroidal triples. In the following algorithm—the
TRIANGLE ALGORITHM—we consider again G, this time using the set of its triangles.
Theorem 3.5. Recognition of AT-free graphs, using the TRIANGLE ALGORITHM (Algo-
rithm 1), takes O(m3/2 + n2) time, where n is the number of vertices and m is the number
of non-edges of G.
Proof. By Lemma 3.2, the list T of all triangles of G can be determined in O(m3/2).
Let |T | be the number of triangles in T . As we will prove now, the remaining part of the
algorithm can be done in O(|T | + n2). Since, by Lemma 3.1, there are at most O(m3/2)
triangles in G, we get the desired complexity. The n2 part of this term is originated from
the initialization of the component structure.
It is easy to see that the second for-loop of Algorithm 1 correctly checks in O(|T |),
whether G contains an asteroidal triple, provided the first part of the algorithm correctly
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begin
Compute G;
Determine a list L of all different triangles of G;
for v ∈ V(G) do
find all edges of G[NG(v)] using L;
compute connected components of G[NG(v)] = G − N[v];
store labels of components in component structure C;
end
for each triangle u,v,w of L do
check whether u, v, w is an AT;
end
end
Algorithm 1. TRIANGLE ALGORITHM.
determines the component structure of G. Hence, all we have to do is to consider the first
for-loop of the TRIANGLE ALGORITHM.
When we take a vertex v and want to know all edges, that are contained in the graph, in-
duced by N(v), we just have to consider all triangles of the graph, that contain the vertex v.
Hence, finding all edges that are contained in the graph induced in G by the neighbors of
v in G, can be done by scanning through the list T of triangles of G and, for each triangle
inserting each of the three edge into the list of edges of the corresponding opposite vertex,
i.e., for a triangle u,v,w the edge (u, v) is inserted into the list of w, the edge (v,w) is
inserted into the list of u and the edge (u,w) is inserted into the list of v. Note that none
of the edges is inserted twice into the list of edges.
We first assume, that for all v the graph G[NG(v)] does not contain isolated vertices.
In this case we can simply apply the complement-BFS on G[NG(v)] to compute the con-
nected components of
G[NG(v)
]= G − NG[v]
in the complexity of the number of edges in G[NG(v)]. If we add up the edges that are
contained in G[NG(v)] for all vertices v of the graph, then we get three times the number
of triangles contained in T . Thus, the overall complexity of this step is O(m3/2).
In case there are isolated vertices in G[NG(v)] we cannot use the same method, because
if we apply the complement-BFS, it computes the connected components of G− NG[v] in
the complexity of the edges and vertices in G[NG(v)]. For each edge we have a triangle
that we can charge for the amount of work corresponding to the edge, but there is no
triangle that we can charge for an isolated vertex in G[NG(v)]. The good news is that in
the case of an isolated vertex in G[NG(v)] there can be only one connected component in
the complement. To built the component structure we simply label all vertices of NG(v)
with the same label, without conducting any BFS. 
Using the results of Lemmas 3.4 and 3.3, we can also give a recognition algorithm that
runs in O( ∆ m + n2), where ∆ and m are the maximum degree and the number of edges
of G. Hence we have the following corollary.
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Corollary 3.6. Recognition of AT-free graphs, using the TRIANGLE ALGORITHM, takes
O(n2 + min{m1/2, ∆}m) time, where n is the number of vertices, m is the number of non-
edges of G and ∆ the maximum degree of G.
Remark 3.7. As part of the TRIANGLE ALGORITHM we used an algorithm that lists all
triangles of the complement of G in a certain time and then runs in the order of the size
of the set of triangles (plus O(n2) for initializing the component structure). Thus, if we are
given the set of all independent triples of G and this set has size |T |, then we can check
in O(|T | + n2) time whether G is AT-free. If we take, for example, a graph G such that G
is planar, we can find the list of triangles of G in O(n2), implying that we can decide in
O(n2) whether G is AT-free.
The time bounds of both the TRIANGLE ALGORITHM and the COMPLEMENT AL-
GORITHM are measured in the size of G. Another way to look at these algorithms is to
consider them to be algorithms to recognize coAT-free graphs. In other words, we have an
O(nm), an O(m3/2 +n2) and an O(∆m+n2) algorithm which decides the problem: Given
a graph G, is G a coAT-free graph?
For recognizing AT-free graphs the n2 term for the above algorithms was not avoidable,
since both the edges and the non-edges of G were used during the algorithms and for every
graph G, either m or m is in the order of n2. For recognizing coAT-free graphs we can
do better. All we have to consider are the edges of G whereas the non-edges of G are not
of any interest. The way the algorithm is given above, we need O(n2) for initializing the
component structure C. We can get rid of this by the following method: Instead of storing
the information about the connected components of the neighborhood in the component
structure, we store this information “within” the edges of the graph. For a vertex v we store
the label of the connected component of G[NG[v]] containing some vertex u together with
the edge (v,u). Obviously, for every edge only two labels are stored. To check, whether
there is an asteroidal triple in G we just have to check for each triangle of G, whether
the edges of the triangle have pairwise the same label for their common incident vertex.
Consequently, we have the following theorem.
Theorem 3.8. For coAT-free graphs the recognition problem can be solved in O(min{m1/2,
∆}m) time, where m is the number of edges and ∆ the maximum degree of G.
4. The knotting graph
When studying AT-free graphs one learns to appreciate the strong relationship between
AT-free and comparability graphs. It was proved by Golumbic, Monma, and Trotter in their
1984 paper on tolerance graphs [10], that if a graph G is a cocomparability graph then G
contains no asteroidal triple. In fact, they were not the first to realize this relationship.
A closer look at the paper of Gallai [8] on transitively orientable graphs reveals, that he
already achieved this result almost twenty years earlier. In fact, he proves a much stronger
result. To state his theorem we have to define one more concept.
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Definition 4.1. The sequence σ = x1,P1, x2,P2, x3, . . . , x2k+1,P2k+1, x1 (k  1) is said
to be a (2k + 1)-asteroid of a graph G, if x1, . . . , x2k+1 are different vertices of G and Pi
are xi, xi+1-paths of G, such that for each xi (1 i  2k+ 1) there is no neighbor of xi on
the path Pi+k where the paths Pα and Pβ are assumed to be equal for α ≡ β (mod2k + 1).
Not surprisingly, every 3-asteroid contains an asteroidal triple, as one can derive from
the definition. Examples of (2k + 1)-asteroids for k  2 are all complements of chord-less
2k + 1 cycles for k  2. A complete list of all irreducible (2k + 1)-asteroids for k  2
which do not contain any asteroid of smaller length was given in [8]. Now we are able to
state the result of Gallai.
Theorem 4.2 (Gallai [8]). A graph G is a comparability graph if and only if G does not
contain a (2k + 1)-asteroid for k  1.
For the proof of his result Gallai makes use of a certain structure called the knotting
graph (Verknüpfungsgraph) of G.
Definition 4.3. For a given graph G = (V ,E) the corresponding knotting graph is given
by K[G] = (VK,EK) where VK and EK are defined as follows. For each vertex v of G
there are copies v1, v2, . . . , viv in VK, where iv is the number of connected components of
N(v), the complement of the graph induced by N(v). For each edge (v,w) of E there is an
edge (vi ,wj ) in EK, where w is contained in the ith connected component of N(v) and v
is contained in the j th connected component of N(w).
Example 4.4. In Fig. 2 one can see a graph G together with its knotting graph. Here small
dots in the knotting graph that are drawn closely together indicate that they are copies for
the same original vertex of the graph.
Obviously, the number of edges of K[G] is the same as the number of edges of G,
whereas the number of vertices of K[G] is in the order of the number of edges of G.
For considering the properties of comparability graphs, Gallai used a binary relation
on the edges of a graph G, later called the Γ -relation. Two edges (a, b), (c, d) are in Γ -
relation, denoted by (a, b)Γ (c, d), if either a = c and (b, d) /∈ E or b = d and (a, c) /∈ E.
In the context of transitive orientations of a graph this relation visualizes the forcing of the
edges, i.e., for two edges e, f with eΓf , the orientation of e forces the orientation of f .
Fig. 2. Example of a graph, together with its knotting graph.
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This relation decomposes the set of edges of G into classes, the edge classes of G.
Two edges (a, b) and (c, d) are in the same edge class if there is a sequence of edges
(xi, yi) (1 i  n) of G such that (a, b)Γ (x1, y1), (x1, y1)Γ (x2, y2), . . . , (xn, yn)Γ (c, d)
holds. This Γ -relation was later used by Golumbic to characterize comparability graphs
and to design an efficient algorithm for recognizing them. Gallai observed, that the knotting
graph of a given graph G basically represents the edge classes of G in the sense that the
connected components of the knotting graph are exactly the edge classes of the original
graph. Already Gilmore and Hoffmann indicated the relevance of these edge-classes when
they stated their famous theorem to characterize comparability graphs [9]. Much later,
Kelly [13] also studied the knotting graph and, among others, suggested a simple algorithm
to construct the modular decomposition of a graph, using its knotting graph. Thus, the
knotting graph turned out to be quite useful.
For the purpose of characterizing comparability graphs, i.e., the class of graphs which
have a transitive orientation, the knotting graph has special importance, as shown in the
following theorem.
Theorem 4.5 (Gallai [8]). A graph G is transitively orientable if and only if K[G] is bi-
partite.
What makes this graph interesting for us is the close connection between the asteroidal
sets of a graph G (a generalization of asteroidal triples) and the cliques of the knotting
graph of G. Before we can state this result we first have to define the concept of an aster-
oidal set and the asteroidal number of a graph G.
Definition 4.6. For a given graph G, an independent set of vertices S is called asteroidal
set if for each x ∈ S the set S −{x} is in one connected component of the graph G− N[x].
The asteroidal number of a graph G is defined as the maximum cardinality of an asteroidal
set of G, and is denoted by an(G).
Theorem 4.7. Let G be a graph, then an(G) = ω(K[G]).
Proof. Let an(G) = k and let A = {a1, . . . , ak} be an asteroidal set of G. By the definition
of asteroidal sets the vertices of A are pairwise non-adjacent. Consequently, A induces a
clique in G and for each ai ∈ A the set A \ {ai} is contained in the neighborhood of ai
in G. Since A is an asteroidal set, for each aj , ak ∈ A \ {ai} (j = k) there is an aj , ak-path
in G that avoids the neighborhood of ai . Therefore aj and ak are in the same connected
component of G − N[ai]. By the definition of the knotting graph this implies that the
knotting graph edges corresponding to the edges (ai, aj ), (ai, ak) of G are incident to the
same copy of ai in the knotting graph. Since this is true for all pairs of vertices in A \ {ai},
all edges corresponding to edges from vertices of A \ {ai} to ai in G, are incident to the
same copy of ai in the knotting graph. Consequently, there is a k-clique in K[G] formed
by copies of vertices of A.
Now suppose there is a k-clique in the knotting graph K[G]. Since there is a 1–1 corre-
spondence between the edges of G and the edges of K[G] there is a set A = {a1, . . . , ak}
of k vertices of G corresponding to the vertices of the clique in K[G]. By the definition of
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the knotting graph, for each vertex ai ∈ A the vertices of A \ {ai} are contained in the same
connected component of G − N[ai]. Consequently, A is an asteroidal set of G. 
For AT-free graphs we can draw the following corollary.
Corollary 4.8. A graph G is asteroidal triple-free if and only if K[G] is triangle-free.
Because of the close relationship between an AT-free graph G and the knotting graph
K[G] of the complementary graph G, we will sometimes call K[G] the knotting graph
corresponding to the AT-free graph G.
At this point we would like to mention some questions that arise from considering
(2k + 1)-asteroids. As we have seen, AT-free graphs are exactly those graphs, that do not
contain a 3-asteroid. On the other hand, cocomparability graphs are those graphs that do
not contain any (2k + 1)-asteroid. It seems to be an interesting question to consider those
graph classes, that are defined by forbidding only certain kinds of asteroids. For example
one could develop a whole hierarchy of graph classes that are superclasses of cocompara-
bility graphs and subclasses of AT-free graphs.
Another way of generalizing this concept is to consider the definition of asteroids again.
This definition has the unsatisfying property that it exists only for odd numbers. Thus, it
seems to be natural to ask whether one can state a reasonable definition also for even
asteroids. The definition of Gallai implies, that an asteroid of a given graph G corresponds
to a cycle in the knotting graph of G. This can be used for our purpose in the following
way. We define a k-asteroid as a sequence σ = x1, . . . , xk (k  3) of different vertices of G,
such that for each vertex xi there is a path between xi−1 and xi+1 in G − N[xi]. This, in
fact, does cover the definition of odd asteroids, although the new numbering is different to
the one used in the definition of Gallai. We leave it as an open question to characterize the
graphs that are characterized by forbidding certain (not necessarily odd) asteroids.
There are a couple of other properties of the knotting graph, especially with respect to
AT-free graphs. For further results the reader is referred to [14].
5. The knotting graph algorithm
Before we can state the KNOTTING GRAPH ALGORITHM, we first consider the relation-
ship between the knotting graph, corresponding to a graph G and the component structure
of this graph.
Lemma 5.1. Let G = (V ,E) be a graph and C the corresponding component structure,
then K[G] = (VK,EK) is the knotting graph of G, with
VK =
{




(cvw, cwv): ∃v,w ∈ V such that cvw = 0 and cwv = 0
}
.
Proof. Let v be a vertex of G and let C1,C2, . . . ,Ck be the connected components of
G − N[v]. By the definition of the knotting graph, for each Ci there is a copy vi in K[G].
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By the definition of the component structure, each row of C contains the labels of the
connected components of G− N[v]. Hence, if we take each of those labels as a vertex, we
get the copies of v that are contained in K[G].
To prove, that EK is indeed the edge set of K[G], we first observe that for each edge
(v,w) of G both cvw = 0 and cwv = 0, implying that there is no edge between any copy of
v and w in EK. To see that for each non-edge (v,w) of G there is a corresponding edge in
EK we just have to look back at the definition of the component structure and the knotting
graph again. Since (v,w) is a non-edge of G, there is both a connected component Cr in
G− N[v] containing w and a connected component Cs in G− N[w] containing v. Hence,
there is an edge between the rth copy of v and the sth copy of w in EK. This proves the
lemma. 
Now we are ready to present the KNOTTING GRAPH ALGORITHM (see Algorithm 2).
As shown in Section 2, the component structure of G can be computed in O(nm) time.
By Lemma 5.1, VK and EK, the vertex and edge set of K[G], can be determined by the
help of the component structure. To compute VK one has to scan through all rows r of the
component structure C and for each new label one inserts a new copy of the vertex corre-
sponding to row r . Hence, finding VK takes O(n2). The edge set EK can be computed by
checking for each possible row-column pair r, c of C whether both crc and ccr are non-zero.
Since there are n2 those pairs for our n × n matrix C, this can be done in O(n2) as well.
The difficult part of the algorithm is finding triangles in K[G]. The fastest known al-
gorithm for this problem is matrix multiplication, which runs in O(nα). Unfortunately, we
cannot use this algorithm for our problem. The reason is, that the number of vertices of
K[G] can be considerably larger than the number of vertices of G. There are examples
of graphs, showing that there can be (n2) vertices in K[G], where n is the number of
vertices of G. One information that we do have about the number of vertices of K[G] is,
that there are not more than twice as many vertices as edges in K[G], i.e., |VK| 2 |EK|
(an exception is, of course, the case that there are universal vertices in G, but for finding
triangles in K[G] this case is not of interest). Hence, if we apply an algorithm, that runs
in O(f (|EK|)), it is in fact an O(f (n2)) algorithm, since the number of edges of K[G]
is equal to the number of edges of G. For the case that the input graph is sparse, Alon
et al. [1] suggested an improvement of the matrix multiplication algorithm for finding a
triangle. The complexity of this algorithm is O(m2α/(α+1)); for α < 2.376 this is O(m1.41).
Consequently, if we apply the triangle algorithm for sparse graphs of Alon et al., we can
begin
for v ∈ V(G) do
H ← G− N[v];
compute connected components of H, using BFS;
store labels of components in component structure C(iv, ·);
end
VK = {cvw : ∃v,w ∈ V such that cvw = 0};
EK = {(cvw, cwv): ∃v,w ∈ G such that cvw = 0 and cwv = 0};
check whether K[G] contains a triangle;
end
Algorithm 2. Knotting graph algorithm.
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decide in O(m2α/(α+1)) = O(n4α/(α+1)) = O(mn + n2.815) for α < 2.376 whether K[G]
contains a triangle. Thus we have shown the following theorem.
Theorem 5.2. Recognition of AT-free graphs using the KNOTTING GRAPH ALGORITHM
(Algorithm 2) takes O(mn+ n2.815) time.
Remark 5.3. It is an open question, whether there is a certificate for a graph to be AT-
free, which can be checked in less than O(n3). The knotting graph does provide some kind
of “partial certificate”, since it can indeed be checked in less than O(n3) for containing a
triangle. Of course, for being a proper certificate one should be able to check also within
this time bound whether the knotting graph is correctly determined. This can currently be
done in O(nm), implying that we have a fast checkable certificate for sparse graphs.
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