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摘  要
         
         
随着监控系统智能化的快速发展，监控数据在交通、环境、安防等领域发挥着越来
越重要的作用。受人类感知模型的启发，利用音频数据与视频数据的互补效应对场
景进行感知具有较好地研究价值。然而随之产生的海量监控数据越来越难以检索
，这迫使人们寻找更加有效地分析方法，从而将人从重复的劳动中解脱出来。因此
，音视频融合感知技术不仅具有重要的理论研究价值，在应用前景上也是大有可为
。
本文研究了当前音视频融合感知领域发展的现状，以传统视频监控平台为基础，设
计了音视频融合感知的体系结构。立足于音视频内容分析，研究了基于音视频融合
感知的暴力场景分析模型。本文主要贡献如下：
1.以音视频融合感知的监控平台为出发点，设计了基于音视频融合感知的
现场监测的系统框架、处理流程以及硬件选型，搭建了一套应用于音视频监控的系
统平台。
2.在声音数据采集中利用多线程循环队列缓冲池技术对采集过程进行了优
化，设计了数据采集阶段使用声压级特征决策的音视频监控策略以及程序功能的模
块化。测试结果表明，该系统经过优化后能够较好地应用于实际检测中。
3.结合传统数据融合领域中常用的方法，利用复杂环境下视音频特征对场
景感知具有互补的特点，提出了基于分类器和规则的融合方法。将词袋模型、
Fisher向量这两种中间级语义表达方式分别应用于音视频融合感知的暴力场景检测
中，并对这两种表达方式在不同音视频特征的检测效果进行了对比研究，实验表明
Fisher向量的效果比词袋模型要有所提升，而融合检测效果比单一特征也有一定提
升。
         
关键词：音视频融合感知；融合方法；监控平台
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Abstract
         
         
With the rapid development of intelligent monitoring system, monitoring data is
playing an increasingly important role in traffic, environment, security and the
other fields. Inspired by the model of human perception, people use the
complementary effect of audio and visual data to percept the scene. And then the
huge amount of visual-audio data forces people to look for a more effective way
to analyze and manage the visual-audio data. In this way people can be released
from repetitive labor. Therefore the study of audio-visual fusion has theoretical
value and a promising prospect.
We research the development of monitor and audio-visual fusion, and design a
fusion architecture of visual and audio perception. Based on the visual and audio
content analysis, we also design a violent scene detection model which is based
on the fusion of visual and audio perception. In this thesis the main contribution
are as follows:
1.We propose a visual and audio perception fusion architecture based on the
demand of visual and audio perception. We design the hardware components and
work flow. We also build a monitoring system applied in surveillance and acoustic
measurements.
2.We design a multi-thread acquisition algorithm based on circular queue buffer
pool technology, video surveillance fusion strategies based on the SPL feature
and modular function group. The result shows that it can be better applied to the
actual detection.
3.Combining with methods commonly used in the field of data fusion and the
characteristic of visual and audio constructing a more real scene, we propose a
fusion method based on rules and classifier. In this thesis we also employ Bag of
Words model and Fisher vector as middle-level semantic expressions in violent
scene detection. In our experiment, Fisher vector performs better than Bag of
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Words model and the result of fusion method is better than single modal.
         
Keywords: visual and audio fusion perception;fusion method;monitoring platform
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