In this article, we present two new greedy algorithms for the computation of the lowest eigenvalue (and an associated eigenvector) of a high-dimensional eigenvalue problem, and prove some convergence results for these algorithms and their orthogonalized versions. The performance of our algorithms is illustrated on numerical test cases (including the computation of the buckling modes of a microstructured plate), and compared with that of another greedy algorithm for eigenvalue problems introduced by Ammar and Chinesta.
Introduction
High dimensional problems are encountered in many application fields, among which electronic structure calculation, molecular dynamics, uncertainty quantification, multiscale homogenization, and mathematical finance. The numerical simulation of these problems, which requires specific approaches due to the so-called curse of dimensionality [4] , has fostered the development of a wide variety of new numerical methods and algorithms, such as sparse grids [8, 28] , reduced bases [7] , sparse tensor products [16] , and adaptive polynomial approximations [12] .
In this article, we focus on an approach introduced by Ladevèze [19] , Chinesta [2] , Nouy [23] and coauthors in different contexts, relying on the use of greedy algorithms [27] . This class of methods is also called Progressive Generalized Decomposition [11] in the literature.
Let V be a Hilbert space of functions depending on d variables x 1 ∈ X 1 , . . . , x d ∈ X d , where, typically, X j ⊂ R mj . For all 1 ≤ j ≤ d, let V j be a Hilbert space of functions depending only on the variable x j such that for all d-tuple φ (1) , . . . , φ (d) ∈ V 1 × · · · × V d , the tensor-product function φ (1) ⊗ · · · ⊗ φ (d) defined by
belongs to V . Let u be a specific function of V , for instance the solution of a Partial Differential Equation (PDE). Standard linear approximation approaches such as Galerkin methods consist in approximating the function u(x 1 , . . . , x d ) as
where N is the number of degrees of freedom per variate (chosen the same for each variate to simplify the notation), and where for all 1 ≤ j ≤ d, φ
is an a priori chosen discretization basis of functions belonging to V j . To approximate the function u, the set of N d real numbers (λ i1,...,i d ) 1≤i1,...,i d ≤N must be computed. Thus, the size of the discretized problem to solve scales exponentially with d, the number of variables. Because of this difficulty, classical methods cannot be used in practice to solve high-dimensional PDEs. Greedy algorithms also consist in approximating the function u(x 1 , . . . , x d ) as a sum of tensor-product functions
where for all 1 ≤ k ≤ n and all 1 ≤ j ≤ d, r (j) k ∈ V j . But in contrast with standard linear approximation methods, the sequence of tensor-product functions r (1) 
is not chosen a priori; it is constructed iteratively using a greedy procedure. Let us illustrate this on the simple case when the function u to be computed is the unique solution of a minimization problem of the form
where E : V → R is a strongly convex functional. Denoting by
the set of rank-1 tensor-product functions, the Pure Greedy Algorithm (PGA) for solving (1) reads
• Initialization: set u 0 := 0;
• Iterate on n ≥ 1: find z n := r
(1)
and set u n := u n−1 + z n .
The advantage of such an approach is that if, as above, a discretization basis φ
is used for the approximation of the function r (j)
n , each iteration of the algorithm requires the resolution of a discretized problem of size dN . The size of the problem to solve at iteration n therefore scales linearly with the number of variables. Thus, using the above PGA enables one to approximate the function u(x 1 , . . . , x d ) through the resolution of a sequence of low-dimensional problems, instead of one high-dimensional problem.
Greedy algorithms have been extensively studied in the framework of problem (1) . The PGA has been analyzed from a mathematical point of view, firstly in [20] in the case when E(v) := v − u 2 V , then in [9] in the case of a more general nonquadratic strongly convex energy functional E. In the latter article, it is proved that the sequence (u n ) n∈N * strongly converges in V to u, provided that: (i) Σ ⊗ is weakly closed in V and Span (Σ ⊗ ) is dense in V ; (ii) the functional E is strongly convex, differentiable on V , and its derivative is Lipschitz on bounded domains. An exponential convergence rate is also proved in the case when V is finite-dimensional. In [24] , these results have been extended to the case when general tensor subsets Σ are considered instead of the set of rank-1 tensor-products Σ ⊗ , and under weaker assumptions on the functional E. The authors also generalized the convergence results to other variants of greedy algorithms, like the Orthogonal Greedy Algorithm (OGA), and to the case when the space V is a Banach space.
The analysis of greedy algorithms for other kinds of problems is less advanced [11] . We refer to [10] for a review of the mathematical issues arising in the application of greedy algorithms to non-symmetric linear problems. To our knowledge, the literature on greedy algorithms for eigenvalue problems is very limited. Penalized formulations of constrained minimization problems enable one to recover the structure of unconstrained minimization problems and to use the existing theoretical framework for the PGA and the OGA [9, 14] . The only reference we are aware of about greedy algorithms for eigenvalue problems without the use of a penalized formulation is an article by Ammar and Chinesta [1] , in which the authors propose a greedy algorithm to compute the lowest eigenstate of a bounded from below self-adjoint operator, and apply it to electronic structure calculation. No analysis for this algorithm is given though. Let us also mention that the use of tensor formats for eigenvalue problems has been recently investigated [16, 26, 5, 6, 18] , still in the context of electronic structure calculation.
In this article, we propose two new greedy algorithms for the computation of the lowest eigenstate of highdimensional eigenvalue problems and prove some convergence results for these algorithms and their orthogonalized versions. We would like to point out that these algorithms are not based on a penalized formulation of the eigenvalue problem.
The outline of the article is as follows. In Section 2, we introduce some notation, give some prototypical examples of problems and tensor subsets for which our analysis is valid, and recall earlier results on greedy algorithms for unconstrained convex minimization problems. In Section 3, the two new approaches are presented along with our main convergence results. The first algorithm is based on the minimization of the Rayleigh quotient associated to the problem under consideration. The second method relies on the minimization of a residual associated to the eigenvalue problem. Orthogonalized versions of these algorithms are also introduced. In Section 4, we detail how these algorithms can be implemented in practice in the case of rank-1 tensor product functions. The numerical behaviors of our algorithms and of the one proposed in [1] are illustrated in Section 5, first on a toy example, then on the computation of the buckling modes of a microstructured plate. The proofs of our results are given in Section 6. Finally, some pathological cases are discussed in the Appendix. Let us mention that we do not cover here the case of parametric eigenvalue problems which will make the object of a forthcoming article.
Preliminaries

Notation and main assumptions
Let us consider two Hilbert spaces V and H, endowed respectively with the scalar products ·, · V and ·, · , such that, unless it is otherwise stated, (HV) the embedding V ֒→ H is dense and compact.
The associated norms are denoted respectively by · V and · . Let us recall that it follows from (HV) that the weak convergence in V implies the strong convergence in H.
Let a : V × V → R be a symmetric continuous bilinear form on V × V such that
The bilinear form ·, · a , defined by
is a scalar product on V , whose associated norm, denoted by · a , is equivalent to the norm · V . Besides, we can also assume without loss of generality that the constant ν is chosen so that for all v ∈ V , v a ≥ v .
It is well-known (see e.g. [25] ) that, under the above assumptions (namely (HA) and (HV)), there exists a sequence (ψ p , µ p ) p∈N * of solutions to the elliptic eigenvalue problem find (ψ, µ) ∈ V × R such that ψ = 1 and ∀v ∈ V, a(ψ, v) = µ ψ, v
such that (µ p ) p∈N * forms a non-decreasing sequence of real numbers going to infinity and (ψ p ) p∈N * is an orthonormal basis of H. We focus here on the computation of µ 1 , the lowest eigenvalue of a(·, ·), and of an associated H-normalized eigenvector. Let us note that, from (HA), for all p ∈ N * , µ p + ν > 0.
In the case when the embedding V ֒→ H is dense but not compact (i.e. when (HV) does not hold), the spectrum of the unique self-adjoint operator A on H with form domain V associated with the quadratic form a(·, ·) can be purely continuous; in this case, (3) has no solution. However, if A has at least one discrete eigenvalue located below the minimum of its essential spectrum, convergence results for the second algorithm we propose can be established. This is the object of Proposition 3.1. Definition 2.1. A set Σ ⊂ V is called a dictionary of V if Σ satisfies the following three conditions:
(HΣ1) Σ is a non-empty cone, i.e. 0 ∈ Σ and for all (z, t) ∈ Σ × R, tz ∈ Σ; (HΣ2) Σ is weakly closed in V ;
In practical applications for high-dimensional eigenvalue problems, the set Σ is typically an appropriate set of tensor formats used to perform the greedy algorithms presented in Section 3.2. We also denote by
Prototypical example
Let us present a prototypical example of the high-dimensional eigenvalue problems we have in mind, along with possible dictionaries.
It follows from the Rellich-Kondrachov theorem that these spaces satisfy assumption (HV). Let b : 
In this particular case, the eigenvalue problem (3) also reads
For all 1 ≤ j ≤ d, we denote by
. Some examples of dictionaries Σ based on different tensor formats satisfying (HΣ1), (HΣ2) and (HΣ3) are the set of rank-1 tensor-product functions
as well as other tensor formats [16, 18] , for instance the sets of rank-R Tucker, rank-R Tensor Train, or rank-R Tensor Chain functions, with R ∈ N * .
Greedy algorithms for unconstrained convex minimization problems
We recall here some results proved in [9, 15, 20, 24] on greedy algorithms for convex minimization problems. These algorithms are important for our purpose, as they are used to solve subproblems in the strategies we propose for the resolution of the eigenvalue problem (3). Let E : V → R be a real-valued functional defined on V such that (HE1) E is differentiable on V and its gradient is Lipschitz on bounded sets, i.e. for all
(HE2) E is elliptic, i.e. there exist η > 0 and s > 1 such that
Then, the functional E is strictly convex and the minimization problem
has a unique solution. The Pure Greedy Algorithm (PGA) and the Orthogonal Greedy Algorithm (OGA) [27] are defined as follows.
Pure Greedy Algorithm (PGA):
• Initialization: set u 0 = 0;
• Iterate on n ≥ 1: find z n ∈ Σ such that
Orthogonal Greedy Algorithm (OGA):
find c
and set u n := n k=1 c
The following lemma is proved in [24] .
Lemma 2.1. Let V be a separable Hilbert space, Σ a dictionary of V , and E : V → R satisfying (HE1) and (HE2). For all w ∈ V , there exists at least one solution to the minimization problem:
This lemma implies in particular that all the iterations of the PGA and OGA are well-defined. Besides, the following theorem holds [24] . Theorem 2.1. Let V be a separable Hilbert space, Σ a dictionary of V , and E : V → R satisfying (HE1) and (HE2). Then, each iteration of the PGA and OGA is well-defined in the sense that there always exists a solution to the minimization problems (8), (9) and (10) . Besides, the sequence (u n ) n∈N * strongly converges in V to u, the unique solution of (7).
In the case when for all
, we have the following lemma, proved in [27] . Lemma 2.2. Let V be a separable Hilbert space, Σ a dictionary of V , and E : V → R defined by
for some l ∈ V ′ . Then, for all n ∈ N * , a vector z n ∈ Σ solution of (8) or (9) satisfies
In particular, for n = 1,
Greedy algorithms for eigenvalue problems
In the rest of the article, we define and study two different greedy algorithms to compute an eigenpair associated to the lowest eigenvalue of the elliptic eigenvalue problem (3). The first one relies on the minimization of the Rayleigh quotient of a(·, ·) and is introduced in Section 3.2.1. The second one, presented in Section 3.2.2, is based on the use of a residual for problem (3) . We recall the algorithm introduced in [1] in Section 3.2.3. Orthogonal versions of these algorithms are defined in Section 3.2.4. Section 3.3 contains our main convergence results. The choice of a good initial guess for all these algorithms is discussed in Section 3.4.1. The proofs of the results stated in this section are postponed until Section 6.
Two useful lemmas
For all v ∈ V , we denote by
the Rayleigh quotient associated to (3), and
Lemma 3.1. Let w ∈ V such that w = 1. The following two assertions are equivalent:
(ii) w is an eigenvector of the bilinear form a(·, ·) associated to an eigenvalue lower or equal than λ Σ , i.e. there exists λ w ∈ R, such that λ w ≤ λ Σ and ∀v ∈ V, a(w, v) = λ w w, v .
Lemma 3.2. Let w ∈ V \ Σ * . Then, the minimization problem
has at least one solution.
When w ∈ Σ * , problem (11) may have no solution (see Example 7.1).
Description of the algorithms
Pure Rayleigh Greedy Algorithm
The following algorithm, called hereafter the Pure Rayleigh Greedy Algorithm (PRaGA) algorithm, is inspired from the PGA for convex minimization problems (see Section 2.3).
Pure Rayleigh Greedy Algorithm (PRaGA):
• Initialization: choose an initial guess u 0 ∈ V such that u 0 = 1 and such that λ 0 := a(u 0 , u 0 ) < λ Σ ;
and set u n := un−1+zn un−1+zn and λ n := a(u n , u n ).
Let us point out that in our context, the functional J is not convex, so that the analysis presented for the PGA in Section 2.3 does not hold for the PRaGA.
The choice of an initial guess u 0 ∈ V satisfying u 0 = 1 and a(u 0 , u 0 ) ≤ λ Σ is discussed in Section 3.4.1. Let us already mention that for the PRaGA (unlike the two other algorithms, the PReGA and the PEGA, presented in the following sections), we require the additional condition that a(u 0 , u 0 ) < λ Σ (the inequality is strict). We also discuss this point in Section 3.4.2.
Lemma 3.3. Let V and H be separable Hilbert spaces satisfying (HV), Σ a dictionary of V and a : V × V → R a symmetric continuous bilinear form satisfying (HA). Then, all the iterations of the PRaGA algorithm are well-defined in the sense that for all n ∈ N * , there exists at least one solution to the minimization problem (12) . Besides, the sequence (λ n ) n∈N * is non-increasing.
Proof. Lemma 3.3 can be proved reasoning by induction. For n = 1, since u 0 = 1 and a(u 0 , u 0 ) < λ Σ = inf z∈Σ * a(z,z) z 2 , necessarily u 0 / ∈ Σ. Thus, from Lemma 3.2, (12) has at least one solution z 1 ∈ Σ. Besides, if
Resaoning by induction, for all n ∈ N * , it is clear that u n−1 = 1 and λ n−1 = a(u n−1 , u n−1 ) < λ 0 . Thus, u n−1 / ∈ Σ and using the same kind of arguments as before, (namely Lemma 3.2), there exists at least one solution z n to the minimization problem (12) and u n := un−1+zn un−1+zn satisfies λ n = a(u n , n ) ≤ λ n−1 < λ Σ . Thus, all the iterations of the PRaGA are well-defined, and the sequence (λ n ) n∈N is non-increasing.
Pure Residual Greedy Algorithm
The Pure Residual Greedy Algorithm (PReGA) we propose is based on the use of a residual for problem (3) .
Pure Residual Greedy Algorithm (PReGA):
• Initialization: choose an initial guess u 0 ∈ V such that u 0 = 1 and let λ 0 := a(u 0 , u 0 );
and set u n := un−1+zn
un−1+zn and λ n := a(u n , u n ).
The denomination Residual can be justified as follows: it is easy to check that for all n ∈ N * , the minimization problem (13) is equivalent to the minimization problem
where R n−1 ∈ V is the Riesz representant in V of the linear form l n−1 :
In other words, R n−1 is the unique element in V such that
The linear form l n−1 can indeed be seen as a residual for (3) since l n−1 = 0 if and only if λ n−1 is an eigenvalue of a(·, ·) and u n−1 an associated H-normalized eigenvector.
Let us point out that, in order to carry out the PReGA in practice, one needs to know the value of a constant ν ensuring (HA), whereas this is not needed for the PRaGA, neither for the algorithm (PEGA) introduced in [1] and considered in the next section. We will discuss in more details about the practical implementation of these three algorithms in the case when Σ is the set of rank-1 tensor product functions in Section 4.
Lemma 3.4. Let V and H be separable Hilbert spaces such that the embedding V ֒→ H is dense, Σ a dictionary of V and a : V × V → R a symmetric continuous bilinear form satisfying (HA). Then, all the iterations of the PReGA algorithm are well-defined in the sense that for all n ∈ N * , there exists at least one solution to the minimization problem (13).
Proof. Lemma 2.1 implies that for all n ∈ N * , there always exists at least one solution to the minimization problem (13) , since for all n ∈ N * , the functional
satisfies (HE1) and (HE2). Thus, all the iterations of the PReGA are well-defined.
Pure Explicit Greedy Algorithm
The above two algorithms are new, at least to our knowledge. In this section, we describe the algorithm already proposed in [1] , which we call in the rest of the article the Pure Explicit Greedy Algorithm (PEGA).
Unlike the above two algorithms, the PEGA is not defined for general dictionaries Σ satisfying (HΣ1), (HΣ2) and (HΣ3). We need to assume in addition that Σ is an embedded manifold in V . In this case, for all z ∈ Σ, we denote by T Σ (z) the tangent subspace to Σ at the point z in V .
Let us point out that, if Σ is an embedded manifold in V , for all n ∈ N * , the Euler equations associated to the minimization problems (12) and (13) respectively read:
and
The PEGA consists in solving at each iteration n ∈ N * of the greedy algorithm the following equation, which is of a similar form as the Euler equations (15) and (16) above,
More precisely, the PEGA algorithm reads:
Pure Explicit Greedy Algorithm (PEGA):
Notice that (18) is very similar to (15) except that λ n−1 is used instead of λ n . It can be seen as an explicit version of the PRaGA, hence the name Pure Explicit Greedy Algorithm .
Note that it is not clear whether there always exists a solution z n to (18) , since (18) does not derive from a minimization problem, unlike the other two algorithms. We were unable to prove convergence results for the PEGA.
Orthogonal algorithms
We introduce here slightly modified versions of the PRaGA, PReGA and PEGA, inspired from the OGA for convex minimization problems (see Section 2.3).
Orthogonal (Rayleigh, Residual or Explicit) Greedy Algorithm (ORaGA, OReGA and OEGA):
• Initialization: choose an initial guess u 0 ∈ V such that u 0 = 1 and let λ 0 := a(u 0 , u 0 ). For the ORaGA, we need to assume that λ 0 := a(u 0 , u 0 ) < λ Σ .
• Iterate on n ≥ 1:
-for the ORaGA: find z n ∈ Σ satisfying (12);
-for the OReGA: find z n ∈ Σ satisfying (13);
-for the OEGA: find z n ∈ Σ satisfying (18); find c
and set u n :=
Let us point out that the original algorithm proposed in [1] is the OEGA. Besides, for the three algorithms and all n ∈ N * , there always exists at least one solution to the minimization problems (19) . The orthogonal versions of the greedy algorithms can be easily implemented from the pure versions: at any iteration n ∈ N * , only an additional step is performed, which consists in choosing an approximate eigenvector u n as a linear combination of the elements u 0 , z 1 , . . . , z n minimizing the Rayleigh quotient associated to the bilinear form a(·, ·). Since u n is called to be the approximation of an eigenvector associated to the lowest eigenvalue of a(·, ·), which is a minimizer of the Rayleigh quotient on the Hilbert space V , this additional step is a natural extension of the OGA.
Convergence results
The infinite-dimensional case
Theorem 3.1. Let V and H be separable Hilbert spaces satisfying (HV), Σ a dictionary of V and a : V ×V → R a symmetric continuous bilinear form satisfying (HA). The following properties hold for the PRaGA, ORaGA, PReGA and OReGA:
1. All the iterations of the algorithms are well-defined.
2. The sequence (λ n ) n∈N is non-increasing and converges towards a limit λ which is an eigenvalue of a(·, ·)
for the scalar product ·, · .
3. The sequence (u n ) n∈N is bounded in V and any subsequence of (u n ) n∈N which weakly converges in V also strongly converges in V towards an H-normalized eigenvector associated with λ. This implies in particular that
where F λ denotes the set of the H-normalized eigenvectors of a(·, ·) associated with λ.
4. If λ is a simple eigenvalue, then there exists an H-normalized eigenvector w λ associated with λ such that the whole sequence (u n ) n∈N converges to w λ strongly in V .
It may happen that λ > µ 1 , if the initial guess u 0 is not properly chosen. This point is discussed in Section 3.4.1. If λ is degenerate, it is not clear whether the whole sequence (u n ) n∈N converges. We will see however in Section 3.3.2 that it is always the case in finite dimension, at least for the pure versions of these algorithms.
The proof of Theorem 3.1 is given in Section 6.3 for the PRaGA, in Section 6.4 for the PReGA, and in Section 6.6 for their orthogonal versions.
In addition, for the PReGA and the OReGA, we can prove similar convergence results without assuming that the Hilbert space V is compactly embedded in H, provided that the self-adjoint operator A associated with the quadratic form a(·, ·) has at least one eigenvalue below the minimum of its essential spectrum.
Proposition 3.1. Let V and H be separable Hilbert spaces such that the embedding V ֒→ H is dense (but not necessarily compact), Σ a dictionary of V , a : V ×V → R a symmetric continuous bilinear form satisfying (HA), and A the self-adjoint operator on H associated to a(·, ·). Let us assume also that min σ(A) < min σ ess (A), where σ(A) and σ ess (A) respectively denote the spectrum and the essential spectrum of A, and that the initial guess u 0 satisfies min σ(A) ≤ λ 0 := a(u 0 , u 0 ) < min σ ess (A). Then, the following properties hold for the PReGA and the OReGA:
for the scalar product ·, · such that λ < min σ ess (A).
where F λ denotes the set of H-normalized eigenvectors of a(·, ·) associated with λ.
Remark 3.1. The above proposition shows that the PReGA or OReGA can be used to solve electronic structure calculation problems (at least in principle). Indeed, let us consider a molecular system composed of d electrons and M nuclei, with electric charges
ground state is the lowest eigenstate of (3) with
where
It is well-known that a(·, ·) satisfies assumption (HA). In addition, if the system is neutral or positively charged
has an infinite number of eigenvalues below the minimum of its essential spectrum. We denote by Σ S the set of the Slater determinants (up to a multiplicative constant), i.e.
Then, the embedding V ֒→ H is dense and Σ S is a dictionary of V in the sense of Definition 2.1. Thus, the assumptions and results of Proposition 3.1 hold and the PReGA and OReGA can be used in order to give an approximation of the lowest eigenvalue of a(·, ·) and an associated eigenvector. How to implement efficiently such an algorithm in practice will be the object of a forthcoming article.
The proof of Proposition 3.1 is given in Section 6.5 for the PReGA, and in Section 6.6 for the OReGA.
The finite-dimensional case
From now on, for any differentiable function f : V → R, and all v 0 ∈ V , we denote by f ′ (v 0 ) the derivative of the function f at the point v 0 ∈ V . More precisely, f ′ (v 0 ) ∈ V ′ is the unique continuous linear form on V such that for all v ∈ V ,
Besides, we define the injective norm on V ′ associated to Σ as follows:
In the rest of this section, we assume that V , hence H (since the embedding V ֒→ H is dense), are finite dimensional vector spaces. The convergence results below heavily rely on the Łojasiewicz inequality [22] and the ideas presented in [21] for the proof of convergence of gradient-based algorithms for the Hartree-Fock equations.
The Łojasiewicz inequality [22] reads as follows:
Let Ω be an open subset of the finite-dimensional Euclidean space V , and f an analytic real-valued function defined on Ω. Then, for each v 0 ∈ Ω, there is a neighborhood U ⊂ Ω of v 0 and two constants K ∈ R + and θ ∈ (0, 1/2] such that for all v ∈ U ,
This inequality can be understood in this way: it can be easily proved in the case when v 0 is not a critical point of f . When v 0 is a non-degenerate critical point, i.e. when the Hessian of f at v 0 is invertible, then it is easy to see that θ can be chosen to be equal to 1 2 by using a simple Taylor expansion. Moreover, when v 0 is a degenerate critical point of f , the analyticity assumption ensures that there exists N ∈ N * such that the N th -order derivatives cannot vanish simultaneously, and the exponent θ can be chosen to be equal to 1 N . Before stating our main result in finite dimension, we prove a useful lemma. Lemma 3.6. Let V and H be finite-dimensional Euclidean spaces, Ω := {v ∈ V, 1/2 < v < 3/2}, λ be an eigenvalue of the bilinear form a(·, ·) and F λ be the set of the H-normalized eigenvectors of a(·, ·) associated to λ. Then, J : Ω → R is analytic, and there exists K ∈ R + , θ ∈ (0, 1/2] and ε > 0 such that
Proof. The functional J : Ω → R is analytic as a composition of analytic functions. Thus, from (20) , for all w ∈ F λ , there exists ε w > 0, K w ∈ R + and θ w ∈ (0, 1/2] such that
where B(w, ε w ) := {v ∈ V, v − w ≤ ε w }. Besides, for all w ∈ F λ , we can choose ε w small enough so that B(w, ε w ) ⊂ Ω. The family (B(w, ε w )) w∈F λ forms a cover of open sets of F λ . Since F λ is a compact subset of V (it is a closed bounded subset of a finite-dimensional space), we can extract a finite subcover from the family (B(w, ε w )) w∈F λ , from which we deduce the existence of constants ε > 0, K > 0 and θ ∈ (0, 1/2] such that
Hence the result.
The proof of the following Theorem is given in Section 6.7.
Theorem 3.2. Let V and H be finite dimensional Euclidian spaces and a : V × V → R be a symmetric bilinear form. The following properties hold for both PRaGA and PReGA:
1. the whole sequence (u n ) n∈N strongly converges in V to some w λ ∈ F λ ;
2. the convergence rates are as follows, depending on the value of the parameter θ in (21):
• if θ = 1/2, there exists C ∈ R + and 0 < σ < 1 such that for all n ∈ N,
• if θ ∈ (0, 1/2), there exists C ∈ R + such that for all n ∈ N * ,
3.4 Discussion about the initial guess
Possible choice of initial guess
We present here a generic procedure to choose an initial guess u 0 ∈ V satisfying u 0 = 1 and a(u 0 , u 0 ) ≤ λ Σ :
Choice of an initial guess:
and set u 0 := z0 z0 .
From Lemma 3.2, (25) always has at least one solution and it is straightforward to see that u 0 = 1 and a(u 0 , u 0 ) = λ Σ . In all the numerical tests presented in Section 5, our initial guess is chosen according to this procedure.
Special case of the PRaGA
Let us recall that in the case of the PRaGA, we required that the initial guess u 0 of the algorithm satisfies a(u 0 , u 0 ) < λ Σ , whereas the above procedure generates an initial guess u 0 with a(u 0 , u 0 ) = λ Σ . Let us comment on this condition. We distinguish here two different cases:
• If the element u 0 computed with the procedure presented in Section 3.4.1, is an eigenvector of a(·, ·) associated to the eigenvalue λ 0 , then from Lemma 3.1, J (u 0 + z) ≥ J (u 0 ) for all z ∈ Σ. We exclude this case from now on in all the rest of the article. Let us point out though that this case happens only in very particular situations. Indeed, it can be proved that if we consider the prototypical example presented in Section 2.2 with b = 1, W a Hölder-continuous function (this assumption can be weakened) and Σ = Σ ⊗ defined by (6) , then an element z ∈ Σ is an eigenvector associated to the bilinear form a(·, ·) defined by (5) if and only if the potential W can be written as a sum of one-body potentials of the form
We provide a proof of this result in the Appendix.
• If u 0 is not an eigenvector of a(·, ·) associated to the eigenvalue λ 0 , then from Lemma 3.1, there exists some z ∈ Σ such that J (u 0 + z) < J (u 0 ). Thus, up to taking u 0 := u 0 + z as the new initial guess, we have that λ 0 := a(u 0 , u 0 ) < λ Σ .
Convergence towards the lowest eigenstate
As mentioned above, the greedy algorithms may not converge towards the lowest eigenvalue of the bilinear form a(·, ·) depending on the choice of the initial guess u 0 . Of course, if u 0 is chosen so that λ 0 = a(u 0 , u 0 ) < µ * 2 := inf j∈N * {µ j | µ j > µ 1 }, then the sequences (λ n ) n∈N generated by the greedy algorithms automatically converge to µ 1 . However, the construction of such an initial guess u 0 in the general case is not obvious.
One might hope that using the procedure presented in Section 3.4.1 to choose the initial guess u 0 would be sufficient to ensure that the greedy algorithms converge to µ 1 . Unfortunately, this is not the case, as shown in Example 7.2. However, we believe that this only happens in pathological situations, and that, in most practical cases, the eigenvalue approximated by a greedy algorithm using this procedure to determine the initial guess is indeed µ 1 .
Numerical implementation
In this section, we present how the above algorithms, and the one proposed in [1] , can be implemented in practice in the case when Σ is the set of rank-1 tensor product functions of the form (6): Σ := Σ ⊗ . We consider here the case when V and H are Hilbert spaces of functions depending on d variables x 1 , . . . , x d , for some d ∈ N * , such that (HV) is satisfied. For all 1 ≤ j ≤ d, let V j be a Hilbert space of functions depending only on the variable x j such that the subset
is a dictionary of V , according to Definition 2.1. For all z n ∈ Σ such that z n = r
Computation of the initial guess
The initial guess u 0 ∈ V of all the algorithms is computed as follows: choose
such that u 0 = z 0 = 1. To compute this initial guess in practice, we use the well-known Alternating Direction Method (ADM) (also called in the literature Alternating Least Square method in [16, 26, 17] , or fixed-point procedure in [1, 20] ):
• Initialization: choose s
• Iterate on m = 1, . . . , m max :
• set r
It is observed that the ADM algorithm converges quite fast in practice. Actually, the resolution of (27) 
Implementation of the Pure Rayleigh Greedy Algorithm
We now detail how the iterations of the PRaGA presented in Section 3.2.1 are implemented in practice. The Euler equation associated to the minimization problem (12) reads:
where we recall that λ n := a(u n , u n ). We also use an ADM procedure to compute the tensor product z n = r
n , which reads as follows:
For n ≥ 1, the minimization problems (29) are well-defined. Let us now detail a method for solving (29) in the discrete case, which seems to be new. For all 1 ≤ j ≤ d, let N j ∈ N * and let φ
be a Galerkin basis of a finite-dimensional subspace V j,Nj of V j . The value of N is fixed in the rest of this section. The discrete version of the algorithm reads:
0 , . . . , s
We present below how (30) is solved for a fixed value of j ∈ {1, · · · , d}. To simplify the notation, we assume that all the N j are equal and denote by N their common value. Denoting by S = (S i ) 1≤i≤N ∈ R N the vector of the coordinates of the function s (j) in the basis φ
, so that
it holds
where the symmetric matrix A ∈ R N ×N , the positive definite symmetric matrix B ∈ R N ×N , the vectors A, B ∈ R N , and the real number α := a(u n−1 , u n−1 ) are independent of S. Making the change of variable T = B 1/2 S + B −1/2 B, we obtain
where the symmetric matrix C ∈ R N ×N , the vector C ∈ R N and the real numbers γ ∈ R and δ > 0 are independent of T . Solving problem (30) is therefore equivalent to solving
An efficient method to solve (31) is the following. Let us denote by (κ i ) 1≤i≤N the eigenvalues of the matrix C (counted with multiplicity) and let (K i ) 1≤i≤N be an orthonormal family (for the Euclidean scalar product of R N ) of associated eigenvectors. Let (c i ) 1≤i≤N (resp. (t i ) 1≤i≤N ) be the coordinates of the vector C (resp. of the trial vector T ) in the basis (K i ) 1≤i≤N :
We aim at finding (t i,m ) 1≤i≤N the coordinates of a vector T m solution of (31) in the basis (K i ) 1≤i≤N . For any T ∈ R N , we have
Denoting by ρ m := L(T m ) ≥ µ 1 , the Euler equation associated with (31) reads:
This implies that
Setting for all ρ ∈ R \ {κ i } 1≤i≤N ,
Figure 1: Solutions of equation (35).
The Euler equation associated with the one-dimensional minimization problem (34) reads, after some algebraic manipulations, 
Proof. The calculations detailed above show that ρ m is a solution of (35). On the other hand, for all ρ ∈ R satisfying (35), it can be easily seen after some algebraic manipulations that ρ = M(ρ) = L(T (ρ)). Thus, since ρ m is solution to (34), in particular, for all ρ ∈ R solution of (35), we have
+∞) = γ and the function f is decreasing on each interval (κ i , κ i+1 ) (with the convention κ 0 = −∞ and κ N +1 = +∞). Thus, equation (35) has exactly one solution in each interval (κ i , κ i+1 ). Thus, ρ m is the unique solution of (35) lying in the interval (−∞, κ 1 ) (see Figure 1 ).
We use a standard Newton algorithm to solve equation (35). The coordinate of a vector T m solution of (31) are then determined using (32). Thus, solving (30) amounts to fully diagonalizing the low-dimensional
Let us point out that problems (27) and (29) are of different nature: in particular, (27) is an eigenvalue problem whereas (29) is not. In the discrete setting, the strategy presented in this section for the resolution of (29) could also be applied to the resolution of (27) ; however, since it requires the full diagonalization of matrices of sizes N j × N j , it is more expensive from a computational point of view than standard algorithms dedicated to the computation of the smallest eigenvalue of a matrix, which can be used for the resolution of (27).
Implementation of the Pure Residual Greedy Algorithm
The Euler equation associated to the minimization problem (13) reads:
This equation is solved using again an ADM procedure, which reads as follows:
where z
and δz
n , . . . , r
In our numerical experiments, we observed that this algorithm rapidly converges to a fixed point. Let us point out that using the same space discretization as in Section 4.2, namely a Galerkin basis of N j functions for all 1 ≤ j ≤ d, the resolution of (36) only requires the inversion (and not the diagonalization) of low-dimensional N j × N j matrices.
Implementation of the Pure Explicit Greedy Algorithm
At each iteration of this algorithm, equation (18) is also solved using an ADM procedure, which reads:
• Initialization: choose s 
• set r (1) n , . . . , r
We observe numerically that this algorithm usually converges quite fast. However, we have noticed cases when this ADM procedure does not converge, which leads us to think that there may not always exist solutions z n = 0 to (18), even if u n−1 is not an eigenvector associated to a(·, ·).
Implementation of the orthogonal versions of the greedy algorithms
An equivalent formulation of (19) is the following: find c
Actually, for all 0 ≤ k, l ≤ n + 1, denoting by (using the abuse of notation z 0 = u 0 ):
and by A :
is a solution of (37) if and only if C is an eigenvector associated to the smallest eigenvalue of the following generalized eigenvalue problem:
which is easy to solve in practice provided that n remains small enough.
Numerical results
We present here some numerical results obtained with these algorithms (PRaGA, PReGA, PEGA and their orthogonal versions) on toy examples involving only two Hilbert spaces (d = 2). We refer the reader to [1] for numerical examples involving a larger number of variables. Section 5.1 presents basic numerical tests performed with small-dimensional matrices, which lead us to think that the greedy algorithms presented above converge in general towards the lowest eigenvalue of the bilinear form under consideration, except in pathological situations which are not likely to be encountered in practice. In Section 5.2, the first buckling mode of a microstructured plate with defects is computed using these algorithms.
A toy problem with matrices
In this simple example, we take V = H = R Nx×Ny , V x = R Nx and V y = R Ny for some N x , N y ∈ N * (here typically N x = N y = 51). Let D 1x , D 2x ∈ R Nx×Nx and D 1y , D 2y ∈ R Ny×Ny be (randomly chosen) symmetric definite positive matrices. We aim at computing the lowest eigenstate of the symmetric bilinear form
or, in other words, of the symmetric fourth order tensor A defined by
Let us denote by µ 1 the lowest eigenvalue of the tensor A, by I the identity operator, and by P µ1 ∈ L(R Nx×Ny ) the orthogonal projector onto the eigenspace of A associated with µ 1 . Figure 2 shows the decay of the error on the eigenvalues log 10 (|µ 1 − λ n |) and of the error on the eigenvectors log 10 ( (I − P µ1 )U n F ), where · F denotes the Frobenius norm of R Nx×Ny , as a function of n for the three algorithms and their orthogonal versions. These tests were performed with several matrices D 1x , D 1y , D 2x , D 2y , either drawn randomly or chosen such that the eigenspace associated with the lowest eigenvalue is of dimension greater than 1. In any case, the three greedy algorithms converge towards a particular eigenstate associated with the lowest eigenvalue of the tensor A. Besides, the rate of convergence always seems to be exponential with respect to n. The error on the eigenvalues decays twice as fast as the error on the eigenvectors, as usual when dealing with the approximation of linear eigenvalue problems.
We observe that the PRaGA and PEGA have similar convergence properties with respect to the number of iterations n. The behaviour of the PReGA strongly depends on the value ν chosen in (HA): the larger ν, the slower the convergence of the PReGA. To ensure the efficiency of this method, it is important to choose the numerical parameter ν ∈ R appearing in (2) as small as possible so that (HA) remains true. If the value of ν is well-chosen, the PReGA may converge as fast as the PRaGA or the PEGA, as illustrated in Section 5.2. In the example presented in Figure 2 where ν is chosen to be 0 and µ 1 ≈ 116, we can clearly see that the rate of convergence of the PReGA is poorer than the rates of the PRaGA and PEGA.
We also observe that the use of the ORaGA, OReGA and OEGA, instead of the pure versions of the algorithms, improves the convergence rate with respect to the number of iterations n ∈ N * . However, as n increases, the cost of the n-dimensional optimization problems (19) becomes more and more significant. 
First buckling mode of a microstructured plate with defects
We now consider the more difficult example of the computation of the first buckling mode of a plate [3] . We first describe the continuous model, then detail its discretization.
The plate is composed of two linear elastic materials, with different Young's moduli E 1 = 1 and E 2 = 20 respectively and same Poisson's ratio ν P = 0.3. The rectangular reference configuration of the thin plate is Ω = Ω x × Ω y with Ω x = (0, 1) and Ω y = (0, 2). The composition of the plate in the (x, y) plane is represented in Figure 3 : the black parts represent regions occupied by the first material and the white parts indicate the location of the second material.
We denote by (u x , u y , v) : Ω x × Ω y → R 3 the displacement field of the plate, respectively in the x, y and outer-plane direction, and by u := (u x , u y ).
The bottom part Γ b := [0, 1] × {0} of the plate is fixed, and a constant force F = −0.05 is applied in the y direction on its top part Γ t := [0, 1] × {2}. The sides of the plate Γ s := ({0} × Ω y ) ∪ ({1} × Ω y ) are free, and the outerplane displacement fields of the plate (and their derivatives) are imposed to be zero on the boundaries
The Hilbert spaces of kinematically admissible displacement fields are
For a displacement field (u, v) ∈ V u × V v , the strain tensor is composed of two parts:
• a membrane strain: • a curvature strain: χ(v), which only depends on v:
The potential energy of the plate,
is defined as follows (we drop here the dependence in (u, v) of the strain fields for the sake of clarity): for all
where h is the thickness of the plate. A stationary equilibrium of the plate
. We consider here the particular stationary equilibrium of the plate (u 0 , v 0 ) ∈ V u × V v such that v 0 = 0 and u 0 ∈ V u is the unique solution of the minimization problem:
The energy functional E depends quadratically on V u , so that the minimization problem (38) can be solved numerically using standard (PGA or OGA) greedy algorithms for unconstrained minimization problems such as those described in Section 2.3. A suitable dictionary can be chosen as:
Then, Σ u and E satisfy assumptions (HΣ1), (HΣ2), (HΣ3), (HE1) and (HE2), so that the theoretical convergence results mentioned in Section 2.3 hold.
There is buckling if and only if the smallest eigenvalue of the Hessian
An associated eigenvector is the first buckling mode of the plate. Since
where 
The Hilbert spaces 
forms a dictionary of V v . The theoretical convergence results we presented for the PRaGA and the PReGA then hold. We are going to compare their numerical behaviour with the PEGA.
Let us now make precise the discretization spaces used in order to solve (38) and (39). The spaces V u x and V u y are discretized using P 1 finite elements over uniform meshes of size ∆x = ∆y = 2 × 10 the corresponding canonical basis functions, the discretization space is equal to
and the discretized dictionary is given by
The set Σ u and the energy function E, the restriction of E to the space V u , still satisfy assumptions (HΣ1), (HΣ2), (HΣ3), (HE1) and (HE2). The PGA can then be applied to approximate the solution u 0 of the discretized version of (38):
To solve (40), we performed 30 iterations of the PGA (which was enough to ensure convergence) and obtained an approximation of u 0 , which is used in the computation of the buckling mode of the plate.
Problem (39) is discretized using Hermite finite elements (cubic splines) on the one-dimensional uniform meshes used to solve (38). This discretization method gives rise to the finite element discretization spaces V 
The discretized version of the eigenvalue problem (39) consists in computing the lowest eigenstate of the problem
Assumptions (HV), (HA), (HΣ1), (HΣ2) and (HΣ3) are also satisfied in this discretized setting so that the above greedy algorithms can be carried out. We have performed the PRaGA, PReGA and PEGA on this problem. The approximate eigenvalue is found to be λ ≈ 1.53. At each iteration n ∈ N * , the algorithms produce an approximation λ n of the eigenvalue and an approximation u n ∈ V v of the associated eigenvector.
The smallest eigenvalue µ 1 of A 0 v , and an associated eigenvector ψ 1 , are computed using an inverse power iteration algorithm. Figure 4 shows the decay of the error on the eigenvalue, and on the eigenvector in the H 2 (Ω x × Ω y ) norm as a function of n ∈ N * , for the PRaGA, PReGA and PEGA. More precisely, the quantities log 10 |λn−µ1| |µ1|
and log 10
are plotted as a function of n ∈ N * . As for the toy problem dealt with in the previous section, the numerical behaviors of the PEGA and PRaGA are similar. Besides, we observe that the rate of convergence of the PReGA is comparable with those of the other two algorithms. Let us note that we have chosen here ν = 0. The isolines of the approximation u n given by the PRaGA are drawn in Figure 5 for different values of n (the approximations given by the other two algorithms are similar). We can observe that the influence of the different defects of the plate appears gradually with n ∈ N * .
Proofs
Proof of Lemma 3.1
Proof that (i) ⇒ (ii) Let z ∈ Σ. For ε > 0 small enough so that ε z < w , w + εz = 0. Then, since w = 1, (i) implies that
Letting ε go to zero, this yields a(w, z) − a(w, w) w, z = 0 and a(z, z) − z 2 a(w, w) ≥ 0.
Using assumption (HΣ3), we obtain
where Σ * is defined by (4) . Hence (ii).
Proof that (ii)⇒ (i)
Using (ii), similar calculations yield that for all z ∈ Σ such that w + z = 0,
This implies that J (w + z) − J (w) ≥ 0. Hence (i) since the inequality is trivial in the case when w + z = 0.
Proof of Lemma 3.2
Let us first prove that (11) If the sequence (α m ) m∈N * is bounded, then so is the sequence ( z m a ) m∈N * , and reasoning as above, we can prove that there exists a minimizer to problem (11) .
To complete the proof, let us now argue by contradiction and assume that, up to the extraction of a subsequence, α m −→ m→∞ +∞. Since the sequence ( α m w + z m a ) m∈N * is bounded and for all m ∈ N * , α m w + z m a = α m w + z m a , the sequence (z m ) m∈N * strongly converges towards −w in V . Using assumption (HΣ2), this implies that w ∈ Σ, which leads to a contradiction.
Proof of Theorem 3.1 for the PRaGA
Throughout this section, we use the notation of Section 3.2.1. Let us point out that from Lemma 3.3, all the iterations of the PRaGA are well-defined and the sequence (λ n ) n∈N is non-increasing.
Lemma 6.1. For all n ≥ 1, it holds a(u n , z n ) − λ n u n , z n = 0.
Proof. Let us define S : R ∋ t → J (u n−1 + tz n ). From Lemma 3.3, since λ 0 < λ Σ , all the iterations of the PRaGA are well-defined and for all n ∈ N * , we have u n−1 / ∈ Σ. Hence, since Σ satisfies (HΣ1), for all t ∈ R, tz n ∈ Σ and u n−1 + tz n = 0. The function S is thus differentiable on R and admits a minimum at t = 1. The first-order Euler equation at t = 1 reads
In the rest of this Section, we will denote by α n = 1 un−1+zn and z n = zn un−1+zn , so that for all n ∈ N * , u n = α n u n−1 + z n . We first prove the following intermediate lemma. Proof. Let us first prove that the series +∞ n=1 z n 2 is convergent. For all n ∈ N * , we have
Thus, using (42) at the fifth equality,
From Lemma 3.3, (λ n ) n∈N is a non-increasing sequence. Besides, since it is bounded from below by µ 1 = min v∈V J (v), it converges towards a real number λ = lim n→+∞ λ n which satisfies λ ≤ λ 0 < λ Σ . Estimate (44) implies that there exists δ > 0 and n 0 ∈ N * such that for all n ≥ n 0 ,
Hence, the series +∞ n=1 z n 2 is convergent, since the series +∞ n=1 (λ n−1 − λ n ) is obviously convergent. Let us now prove that the series +∞ n=1 z n 2 a is convergent. Using (43), it holds
Thus,
a , which implies that the series
Proof of Theorem 3.1. We know that the sequence (λ n ) n∈N converges to λ which implies that the sequence ( u n a ) n∈N is bounded. Thus, the sequence (u n ) n∈N converges, up to the extraction of a subsequence, to some w ∈ V , weakly in V , and strongly in H from (HV). Let us denote by (u n k ) k∈N such a subsequence. In particular, w = lim k→+∞ u n k = 1. Let us prove that w is an eigenvector of the bilinear form a(·, ·) associated to λ and that the sequence (u n k ) k∈N strongly converges in V toward w.
Lemma 6.2 implies that z n −→ n→∞ 0 strongly in V , and since u n = α n u n−1 + z n = u n−1 = 1 for all n ∈ N * , necessarily α n −→ n→∞ 1. Thus, z n = 1 αn z n also converges to 0 strongly in V . Besides, for all n ≥ 1 and all z ∈ Σ, it holds that
Using the fact that u n−1 = 1 and a(u n−1 , u n−1 ) = λ n−1 , this inequality also reads
Besides, (z n ) n∈N * strongly converges to 0 in V and (λ n ) n∈N converges towards λ. As a consequence, taking n = n k + 1 in (45) and letting k go to infinity, it holds that for all z ∈ Σ,
Besides, from (HΣ1), for all ε > 0 and z ∈ Σ, εz ∈ Σ. Thus, taking εz instead of z in the above inequality yields
Letting ε go to 0 in (46), we obtain that for all z ∈ Σ, a(w, z) = λ w, z and a(z, z) ≥ λ z 2 .
Thus, using (HΣ3), this implies that for all v ∈ V , a(w, v) = λ w, v and w is an H-normalized eigenvector of a(·, ·) associated to the eigenvalue λ. Besides, since a(w, w) = lim k→∞ a(u n k , u n k ) and w = lim k→∞ u n k , it holds that w a = lim k→∞ u n k a and the convergence of the subsequence (u n k ) k∈N towards w also holds strongly in V .
Let us prove now that d a (u n , F λ ) −→ n→∞ 0. Let us argue by contradiction and assume that there exists ε > 0
Up to the extraction of another subsequence, from the results proved above, there exists w ∈ F λ such that u n k → w strongly in V . Thus, along this subsequence,
yielding a contradiction.
Lastly, if λ is a simple eigenvalue, the only possible limits of subsequences of (u n ) n∈N are w λ and −w λ where w λ is an H-normalized eigenvector associated with λ. As (z n ) n∈N * strongly converges to 0 in V , the whole sequence (u n ) n∈N converges, either to w λ or to −w λ , and the convergence holds strongly in V .
Proof of Theorem 3.1 for the Residual algorithm
Throughout this section, we use the notation of Section 3.2.2. From Lemma 3.4, we know that all the iterations of the PReGA are well-defined. The following lemma is the analog of Lemma 6.1.
As above, we set α n := 1 un−1+zn and z n := α n z n so that u n = α n u n−1 + z n .
Lemma 6.4. The sequence (λ n ) n∈N is non-increasing and the series Proof. Let us first prove that for all n ∈ N * ,
Since λ n−1 = a(u n−1 , u n−1 ), using equation (47), we obtain
Thus, the sequence (λ n ) n∈N is non-increasing. Besides, since
this also yields that the series +∞ n=1 z n 2 and
Proof of Theorem 3.1. As for the PRaGA, Lemma 6.4 implies that α n −→ n→∞ 1, (z n ) n∈N * converges to 0 strongly in V and u n−1 , u n −→ n→∞ 1. Besides, the sequence (u n ) n∈N is bounded in V , so, up to the extraction of a subsequence (u n k ) k∈N , there exists w ∈ V such that (u n k ) k∈N weakly converges towards w in V .
From (13), we know that for all n ∈ N * and all z ∈ Σ,
which leads to
Taking n = n k + 1 in (49) and letting k go to infinity, we obtain
which implies, by taking εz instead of z in the equation above and letting ε go to zero (which we can do because of (HΣ1)), w, z a − (λ + ν) w, z = 0.
We infer from assumption (HV) and (HΣ3) that w is an H-normalized eigenvector of a associated to the eigenvalue λ.
The rest of the proof uses exactly the same arguments as those used in the previous section.
Proof of Proposition 3.1 for the PReGA
In this section, we do not assume any more that the embedding V ֒→ H is compact, but we make the additional assumption that λ 0 < min σ ess (A). From Lemma 3.4, we know that all the iterations of the PReGA are well-defined.
Proof of Proposition 3.1. Reasoning as in Section 6.4, we can prove that the sequence (λ n ) n∈N is non-increasing and thus converges towards a limit λ. Besides, the series +∞ n=1 z n 2 and +∞ n=1 z n 2 a are convergent. We also know that the sequence (u n ) n∈N is bounded in V . We can therefore extract from (u n ) n∈N a subsequence (u n k ) k∈N which weakly converges in V towards some w ∈ V satisfying w ≤ liminf k→+∞ u n k = 1. Besides, still reasoning as in Section 6.4, we obtain w, z a − (λ + ν) w, z = 0,
for all z ∈ Σ. Let us first prove that in fact w = 1. Without loss of generality, up to adding a constant to the operator A, we can assume that min σ ess (A) = 0, which implies that λ < 0. Let us introduce the H-orthogonal spectral projector P := χ (−∞,λ/2] (A), where χ (−∞,λ/2] is the characteristic function of the interval (−∞, λ/2]. The projector P is finite-rank and its range is equal to the subspace of H spanned by the eigenvectors associated to the discrete eigenvalues of A lower or equal to λ/2. In particular, (50) implies that w ∈ Ran(P ). For all k ∈ N * , u n k can be decomposed as u n k = P u n k + (1 − P )u n k . Since (u n k ) k∈N weakly converges in V towards w and P is finite-rank, (P u n k ) k∈N strongly converges in V to w and ((1 − P )u n k ) k∈N weakly converges in V to 0. In particular, we have lim k→+∞ (1 − P )u n k 2 = lim k→+∞ u n k 2 − P u n k 2 = 1 − w 2 , and since for all k ∈ N,
(1 − P )u n k ∈ Ker(P ),
Besides, for all k ∈ N, it holds that a (u n k , u n k ) = a (P u n k , P u n k ) + a ((1 − P )u n k , (1 − P )u n k ) , with lim k→+∞ a (u n k , u n k ) = λ and lim k→+∞ a (P u n k , P u n k ) = a(w, w) = λ w 2 .
Using again the fact that the Hessian of J is bounded in Ω, and that lim
The quantity A(t 1 , t 2 ) can be rewritten as Thus by choosing µ 2,0 > µ 0,2 + 2µ 1,1 , and µ 0,0 , µ 2,2 and M large enough, A(t 1 , t 2 ) is ensured to be non-negative for any t 1 , t 2 ∈ R. Indeed, by setting x = t 1 t 2 , the last three terms in the last equality may be rewritten as a second degree polynomial in x whose discriminant is negative. This leads to a contradiction with (57).
Thus, ψ 1,1 = e 1 ⊗ e 1 ∈ argmin z∈Σ J (z) and since ψ 1,1 is an eigenvector of a(·, ·), the sequence (λ n ) n∈N generated by the PRaGA or the PReGA is such that for all n ∈ N, λ n = λ Σ = µ 1,1 > µ 0,2 = inf v∈V J (v). The sequence (λ n ) n∈N thus does not converge towards the lowest eigenvalue of a(·, ·).
We prove here the result announced in Section 3.4.2. Proof. The fact that (ii) ⇒ (i) is obvious. Indeed, if for all 1 ≤ j ≤ d, r j is an eigenvector of the continuous symmetric bilinear form a j : V j × V j → R defined by ∀v j , w j ∈ V j , a j (v j , w j ) := Xj ∇v j · ∇w j + Xj W j v j w j , with respect to the scalar product of L 2 (X j ), then the rank-1 tensor product function z = r 1 ⊗ · · · ⊗ r d ∈ Σ is an eigenvector of the bilinear form a(·, ·) with respect to the L 2 (X 1 × · · · × X d ).
Let us now prove that (i) ⇒ (ii). Let z ∈ Σ be an H-normalized eigenvector of a(·, ·) associated with an eigenvalue λ. There exist r 1 ∈ V 1 , . . . , r d ∈ V d such that z = r 1 ⊗ · · · ⊗ r d . Without loss of generality, we can assume that r 1 L 2 (X1) = · · · = r d L 2 (X d ) = 1. Since the potential W is assumed to be C 0,α , then for all 1 ≤ j ≤ d, r j ∈ C 2,α (X j , R) and it holds that for all (x 1 , . . . , x d ) ∈ X 1 × · · · × X d ,
For all 1 ≤ j ≤ d, multiplying the above equation by r 1 (x 1 ) · · · r j−1 (x j−1 )r j+1 (x j+1 ) · · · r d (x d ) and integrating over X 1 × · · · × X j−1 × X j × · · · × X d leads to − ∆r j (x j ) + W j (x j )r j (x j ) = λr j (x j ),
where for all 1 ≤ j ≤ d and x j ∈ X j , W j (x j ) := and summing all the obtained equations for 1 ≤ j ≤ d, we obtain
Subtracting this equation to (59) we obtain that for all (x 1 , . . . ,
Since z = r 1 ⊗ · · · ⊗ r d is an eigenfunction of the operator −∆ + W with homogeneous Dirichlet boundary conditions on X 1 × · · · × X d , and since W is C 0,α , from the Courant Nodal Theorem [13] , it holds that the Lebesgue measure of the nodal set of z is zero. Thus, the regularity of the functions W, W 1 , . . . , W d implies that W (x 1 , . . . ,
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