ABSTRACT Coprime arrays and coprime time samplers have been receiving attractive attention recently due to their advantages of large apertures and achievable degrees of freedom with low cost. In this paper, different from traditional airborne radar with uniform transmitting pulses, the considered radar is configured with a coprime array in receiver and transmits the pulses with coprime repetition intervals. Because this sampling structure violates the conditions of the conventional clutter rank estimation rules, we first propose a novel method to estimate the clutter rank based on effective aperture-bandwidth product. Then, two space-time adaptive processing (STAP) algorithms, namely, the sample matrix inverse-and principal components-STAP, are proposed by using the reconstructed virtual space-time snapshots. Additionally, a thoroughly theoretical convergence analysis of the proposed algorithms is conducted. Exclusive simulation results are provided to demonstrate the effectiveness of the proposed STAP algorithms.
I. INTRODUCTION
Space-time adaptive processing (STAP) is considered to be an attractive technique for suppressing interference and detecting moving target in airborne radar system. A uniform linear array (ULA) and a coherent pulses with fixed pulse repetition interval (PRI) are commonly deployed to satisfy uniformly Nyquist sampling conditions in STAP employment [1] - [4] . However, there may exist several issues for the uniformly Nyquist sampling: (1) angle-Doppler ambiguities and limits of electronic counter-countermeasures (ECCM) capability [5] ; (2) the difficulty in sensors deployment because of too small value of the intersensor spacing for high frequency applications, as well as serious mutual coupling among sensors; (3) high hardware complexity, high cost, and high power consumption due to the large number of radio-frequency chains and analog-to-digital converter modules in airborne radars. These issues limit the applications of STAP in the unmanned aerial vehicles radar [6] . The sparse (or thinned) array provides an effective approach for overcoming these issues [5] - [11] .
Existing airborne radars with sparse arrays and sparse time sampling structure can be divided into two types. One is based on the random arrays and random PRIs structure [5] - [7] , and the other is based on the difference set concept [12] - [14] . For the former one, it reduces the number of antennas and hardware complexity at the expense of clutter suppression performance loss. For the latter one, it can improve the performance of clutter suppression with enhanced degrees of freedom (DoFs) at a small cost. In this paper, we focus on the airborne radar with the difference set concept.
The difference sets provide a new approach to array signal processing because of the DoFs superiority. In the past years, the concept of the difference set was usually applied to direction-of-arrival (DOA) [15] - [17] and spatial beamforming [9] , [10] , [18] - [25] . The exploitation ways for the increased DoFs of a difference set in beamformer can be classified into three classes. Methods in the first class [19] - [21] directly utilize the physical array aperture where the coprime properties of the two corresponding sparse sub-arrays are used to resolve ambiguity. Gu et al. proposed a robust beamformer based on the DOA support using decomposed coprime sub-arrays, where the covariance matrix of the received data was reconstructed by the estimated sources' DOAs and power in each sub-arrays [19] , [20] . At the same time, the model mismatch problem was considered in [21] . In the second class, the relation between the physical coprime array and the virtual coarray, e.g., the compressive sensing approach, was established by exploiting the enhanced DoFs to improve the performance of interference suppression [22] , [23] . In the third class [9] , [24] , [25] , a virtual coarray is derived from the sparse physical array based on the difference set concept. The minimum variance distortionless response (MVDR) beamformer with nested arrays was proposed in [9] , where a spatial smoothing method was used to construct a covariance matrix with a larger dimension than the physical one. Instead of the spatial smoothing method, a Toeplitz-based method was used to construct an augmented covariance matrix for MVDR beamfomer design [24] , [25] .
For the space-time two-dimensional beamformer, several STAP algorithms were proposed for the difference set signals [12] - [14] , [26] , [27] . The coprime joint angle-Doppler estimation (JADE) algorithm was developed with a high resolution for coprime arrays and coprime time samplers [12] . For the clutter suppression in airborne radar, a fully adaptive STAP with nested arrays was proposed, where deep nulls along clutter ridge and a narrow mainlobe in the desired direction were achieved [26] . However, the spatial and Doppler frequencies of all jamming and clutter sources are required to be prior known. In addition, the minimum redundancy STAP was proposed by formulating a joint minimum redundancy sampler, which leads to improvements of the spacetime resolution and the performance of slow moving target detection [13] . However, the constructing procedure of this approach is complex, especially for the case of large arrays and large pulses. Compared with minimum redundancy sampler design, the coprime sampler design is quite simpler.
In this paper, we focus on STAP for airborne radars with coprime samplers to achieve comparable performance with respect to the case of fully populated array and pulse (UA-UPRI) radar. 1 Specifically, the radar system transmits pulses with the coprime PRIs and utilizes a coprime array as a receiver array (termed as space-time coprime sampling structure). Our preliminary work of this paper has been reported in [14] . Two STAP algorithms were developed by exploiting increased DoFs of the virtual space-time snapshots with three key steps: 1) construct a virtual space-time snapshot by using physical received data; 2) estimate the clutter-plusnoise covariance matrix by using spatial-temporal smoothing technique; 3) design STAP filters by using the estimated covariance matrix based on the principle of maximizing output signal-to-interference-plus-noise ratio (SINR). Since the space-time coprime sampling structure does not meet the conditions of Nyquist sampling, the traditional clutter rank estimation rules for the uniformly Nyquist sampling structure no longer hold. Additionally, the rank value impacts the interference suppression performance of the developed reduced-rank STAP algorithms [14] . Herein, we propose a clutter rank estimation approach for the space-time coprime sampling structure based on effective aperture-bandwidth product. Moreover, the distribution of the estimation error of the virtual space-time snapshots and the asymptotic firstand second-order statistics of the estimated virtual spatialtemporal smoothed covariance matrix are derived to show the convergence of the proposed STAP algorithms. Finally, simulation examples are presented to illustrate the performance of the proposed algorithms.
The remainder of this paper is organised as follows. Section II introduces the space-time coprime sampling signal model. Section III derives the clutter rank estimation approach for the coprime sampling structure. Two STAP filters are developed based on spatial-temporal smoothing method in Section IV. Section V analyzes the convergence of the proposed algorithms. Exclusive simulation results are presented to verify the effectiveness in Section VI.
Notations: scalars, vectors, and matrices are denoted by lowercase, bold lowercase, and bold uppercase, respectively. (·) * , (·) T , (·) H denotes complex conjugate, transpose, and complex conjugate transpose operators, respectively. ⊗, E[·], | · |, · , · , and mod(·) stand for the Kronecker product, the expected value, the absolute, round up, round down, and module operators, respectively. vec(·) denotes the vectorization operator that stacks the column vectors of a matrix one by one. diag(a) is a diagonal matrix with diagonal elements equivalent to the column vector of a, diag(A) denotes the diagonal elements of matrix A, tr(A) returns the trace of matrix A, and I K is the K by K identity matrix.
II. SIGNAL MODEL
We suppose a side-looking pulse-Doppler radar residing on an airborne platform, which is at altitude h p and moves at a constant velocity v p . Furthermore, the radar array is assumed to be a coprime array consisting of N = 2N 1 + N 2 − 1 sensors with locations
and N 2 are coprime integers satisfying N 1 < N 2 , d 0 is the half-wavelength, as shown in Fig.1(a) . The radar transmits M = 2M 1 + M 2 − 1 coherent pulses in a coherent processing interval (CPI) with the transmitted time instants 1 and M 2 are also coprime integers satisfying M 1 < M 2 , and T r is the minimal PRI, as shown in Fig.1(b) . The transmitter carrier frequency is f c = c/λ c , where c is the propagation velocity and λ c is the wavelength [1] .
The received data in the presence of a target from a given range bin can be represented by a NM × 1 vector x (called a space-time snapshot), given by
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and
denoting the M ×1 temporal steering vector at the normalized Doppler frequency ω t = 2π (2vT r cos(θ))/λ and the N × 1 spatial steering vector at the normalized spatial frequency φ t = 2πd cos(θ)/λ (where θ is the target direction), respectively; and x u is the clutter-plus-noise returns consisting of the clutter x c and thermal noise n, i.e., 
where
) denotes the power matrix of the clutter patches, and σ 2 n is the variance of each noise component. Since R is not known in practice, it is usually estimated by the maximum likelihood approach in Gaussian clutter assumption, which is given bŷ
where x u,i , i = 1, · · · , K are known as secondary or training snapshots with K being the number of the training snapshots.
III. PROPOSED CLUTTER RANK ESTIMATION APPROACH FOR THE SPACE-TIME COPRIME SAMPLERS
It is well-known that the clutter rank affects the amount of training snapshots required to train an adaptive filter and the performance of reduced-rank STAP algorithms [28] . Over the past years, clutter rank has been extensively studied for uniformly Nyquist sampling signal model, such as wellknown Brennan's rule proposed by Ward et al. [1] , and a generalized rule for arbitrary arrays with fixed PRI presented by Goodman and Stiles [28] . Recently, a new rule has been developed for the random array and random PRIs radar in our previous work [29] . However, since the coprime array and coprime PRIs are not exactly random quantities, the rule can not be applicable. Here, we follow the idea in [29] and propose a new rule to estimate clutter rank for the case of the space-time coprime sampling radar based on effective aperture-bandwidth product. First, the continuous model for the clutter component in (4) is [1] 
where φ min c , φ max c , ω min c and ω max c are the minimum and maximum value for normalized spatial frequency φ c and temporal frequency ω c of clutter, respectively. Note that v(φ c , ω c ) consists of the elements 
where 1 ≤ l ≤ MN . Note that the lth element ofṽ(φ c ) can be viewed as a received response of the lth sensor (located at κ l ) with the spatial frequency φ c . Applying (9) to (7), we express x c as
and compute the corresponding clutter covariance matrix by
Herein, the (p, q)th entry of R c can be calculated by
where B is the one-sided bandwidth of x c . Since κ is not continuous quantity for the space-time coprime sampling structure, the Nyquist sampling condition is not met and the aperture-bandwidth product can not be directly applied to estimate the rank of the right-hand side expression of (12). By using the concept of subarray [29] , we can divide the vectorṽ(φ c ) into D subsets such that each subset suffices the Nyquist sample theorem. Then, we express the corresponding covariance matrix R c in block structure as
According to the principle of subset division, the entries in R c,i,j , i = j approximate to zeros due to fast degradation sidelobe power of the sinc function [30] . Therefore, we can approximately recognize R c as a block diagonal matrix and compute the rank of R c by
As a result, assuming L i is the finite aperture for i subset,
The rule of (15) has the same form as one derived in [29] , but both the equivalent vector and spatial frequency are different.
IV. PROPOSED STAP BASED ON SPATIAL-TEMPORAL SMOOTHING TECHNIQUE
In this section, we detail the procedure of the proposed STAP algorithms by three steps shown in Fig. 2 , i.e., the virtual space-time snapshot construction, the clutter-plusnoise covariance matrix estimate for the corresponding reconstructed virtual space-time snapshot, and STAP filters design. For clarity, the quantity in the virtual domain, consecutive virtual domain and after spatial-temporal smoothing process are denoted as( ·),( ·) and( ·), respectively.
A. VIRTUAL SPACE-TIME SNAPSHOT CONSTRUCTION
Firstly, note that the outer product of the space-time steering vectors in (5) can be rewritten as:
where we use the property of (A⊗B)(C⊗D) = (AC)⊗(BD), and R s (φ i,c ) and R t (ω i,c ) characterize spatial and temporal phase lags, respectively. Using (1), (2), and (3), the (k, l)th and the (p, q)th entries of R s (φ i,c ) and
According to the concept of the difference set in [9] and [10] , we can obtain a longer vector with the ρth entry e jφ i,cnρ ,
, [32] . Therefore,ȃ(φ i,c ) can be regarded as the steering vector corresponding to a longer ULA withN sensors and n ρ d 0 spacing. Similarly, a new steering vectorb(ω i,c ) with the ιth entry e jω i,cmι ,m ι ∈ T co = {m p − m q |, m p , m q ∈ T}, can be achieved and be viewed as the collection ofM = 3M 1 M 2 + M 1 − M 2 pulses in a longer virtual CPI with m ι T r PRIs. Consequently, the virtual space-time snapshot Y from R can be expressed as
where e 1 and e 2 areN × 1 andM × 1 column vectors of all zeros except for a 1 at the center position, respectively. Vectorizing (18) gets the following virtual space-time vector
whereȇ = e 2 ⊗ e 1 is aNM × 1 vector of all zeros except for a 1 at the center position and
denotes the virtual clutter space-time steering matrix. Comparing (19) and (4), we can say that y behaves like a virtual signal which is equivalent to the signal sampled by a virtual array with much longer array aperture and a virtual CPI with much longer temporal aperture. The equivalent source signal vector is represented by p and the noise becomes a deterministic vector given by σ 2 nȇ . Similar to the one-dimensional difference coarray of coprime arrays [9] , the virtual array has an aperture of length 2(2N 1 − 1)N 2 d and consists ofN unique elements, among which [−(
Meanwhile, the virtual CPI has a temporal aperture of 2(2M 1 − 1)M 2 T r and consists ofM unique pulses, among which [
However, since y becomes a single snapshot, the STAP filter can hardly be designed with such a rank-one virtual domain covariance matrix calculated from y.
B. VIRTUAL CLUTTER-PLUS-NOISE COVARIANCE MATRIX ESTIMATE
In this section, we derive the covariance matrix of the equivalent virtual signal via the spatial-temporal smoothing approach. Firstly, since the spatial-temporal smoothing approach requires a uniform Nyquist sampling such that every submatrix has similar space-time steering matrix, we extract the consecutive sampling part from Y and formulate a new virtual snapshot Z as
whereã(φ i,c ) contains the (−N + 1)th to (N − 1)th entries inȃ(φ i,c ) and can be viewed as a steering vector of a virtual ULA with locations
) contains the (−M + 1)th to (M − 1)th entries inb(ω i,c ) and can be viewed as a steering vector of virtual pulses with transmitted times
, andẽ 1 andẽ 2 are (2N − 1) × 1 and (2M − 1) × 1 column vector of all zeros except for a 1 inN -th andM -th entry, respectively. Hence, the corresponding virtual space-time snapshot is denoted by
andẽ =ẽ 2 ⊗ẽ 1 . We now define the submatrix of Z u as Z p,q , constructed by
is a subvector constructed from the (N −p)th entry to the (2N −p)th entry ofẽ 1 ,ẽ 2,q is a subvector constructed from the (M − q)th entry to the (2M − q)th entry ofẽ 2 , andā(φ i,c ) andb(ω i,c ) are spatial and temporal steering vectors corresponding to a virtual ULA and virtual pulses in a virtual CPI, respectively. Given the virtualNM submatrices, we compute the covariance matrix via spatial-temporal smoothing approach as
where z p,q = vec(Z p,q ). It follows from (23) that R vs is a Hermitian positive semi-definite matrix of sizeNM -by-NM . Following the proof of the Theorem 2 in [9] and using similar derivation process, we have
From (24), we have
where the matrix R v has exactly the same form as the covariance matrix of the signal received by anN -elements ULA and M pulses in one CPI with constant PRI.
C. STAP FILTERS DESIGN
Before deriving the STAP filters, we first define the SINR using R v , which is expressed by
In order to maximize the output SINR of the STAP filter, we resort to the MVDR criterion. The STAP filter design is formulated as follows:
is the space-time steering vector corresponding to spatial frequency φ t and the Doppler frequency ω t of interest. By using the method of Lagrange Multipliers, the optimal filter weight vector can be computed as
where w = [w 1 , w 2 , · · · , wNM ] T is the filter weight vector for the virtual space-time snapshots. The number of DoFs stated in (28) isNM , and much larger than that of the physical space-time coprime sampling structure. As explained previously, the R of (5) is unknown, resulting in R v unknown. In the following, the sample matrix inverse (SMI) and the principal components (PC) methods are applied to derive the STAP filters.
1) THE PROPOSED SMI-STAP
The proposed SMI-STAP filter is given by
whereR v is computed by the first 8 steps shown in Table 1 . Unfortunately, for the above procedure to work, a very large number of training snapshots is needed to guarantee a good estimateR, and then a good estimation of R v .
2) THE PROPOSED PC-STAP
To overcome the requirement of large number of training snapshots in proposed SMI-STAP algorithm, we apply the principle of PC algorithm to the filter design, and obtain the filter weight vector as
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Here, λ i and u i for 1 ≤ i ≤ Q are the largest Q eigenvalues and the corresponding eigenvectors of the estimated covariance matrixR SMI , respectively. Parameter Q can be determined by the clutter rank estimation approach developed in section III. A summary of the proposed PC-STAP algorithm is shown in Table 1 . Since the weight vector w SMI in (29) or w PC in (30) has larger number of DoFs than the direct weight vector obtained by replacing R v by R, the proposed algorithms can achieve better clutter suppression performance than the direct algorithms. Compared with the algorithm proposed in [14] , the proposed clutter rank estimation method provides an effective guideline for setting an appropriate rank quantity in the proposed PC-STAP algorithm.
D. COMPLEXITY ANALYSIS
The main complexity of the direct SMI-STAP and the direct PC-STAP is O((NM ) 3 ) [2] . The leading complexity of the proposed SMI-STAP algorithm is the matrix inversion, which is O ((NM ) 3 ) . The dominant computational complexity of the proposed PC-STAP algorithm is eigenvalue decomposition, which is O ((NM ) 3 ) . Therefore, the complexity of the proposed STAP algorithms is larger than that of the direct ones. However, the performance of the proposed algorithms is much better than the direct ones.
V. CONVERGENCE ANALYSIS
In this section, we present convergence analysis of the proposed algorithms by computing the bias between the true covariance matrix R vs and the estimated covariance matrixR vs . This is conducted by two steps: 1) an analysis of the distribution of the estimation error of the virtual spacetime snapshot vector z; 2) an analysis of the first-and secondorder statistics of the estimation error of the spatial-temporal smoothed matrix R vs .
A. THE DISTRIBUTION OF THE ESTIMATION ERROR OF THE VIRTUAL SPACE-TIME SNAPSHOT VECTOR
In practical applications, we can only estimate R by a finite number of snapshots, which results in estimation errors. That is to say, the estimates of r = vec(R), y, and z are all biascontaminated derived fromR, i.e.,
where ε,ε, andε are the corresponding estimation errors withinr,ŷ, andẑ, respectively. Note thatε is obtained after rearranging ε, andε is obtained after rearrangingε. we follow [33] and obtain the distribution of ε as
Considering the processes of derivation ofŷ andẑ, we can easily note that the distributions of bothε andε are different from that of ε. By recalling the construction of y, the whole process of virtual transformation can be formulated as the following relationε
where H ∈ {0, 1} [(2M −1)(2N −1)]×(MN ) 2 denotes the transformation that involves removing the duplicated elements in the vectorized covariance matrix and rearranging it. Interestingly, the same relation also happens between
In order to derive H, firstly, by following the formulation in [32] , [34] , and [35] , we have
where F t and F s are defined in Appendix A. Secondly, it is observed that the relation betweenb(ω i,c ) andb(ω i,c ) can be expressed bỹ
where t ∈ {0,
is a transformation matrix with the ith row being all zeros but a single 1 at the (i + (M 1 − 1)(M 2 − 1)/2) position, involving selecting the consecutive part of virtual temporal steering vector. Similarly,
where s ∈ {0,
is a transformation matrix with the ith row being all zeros but a single 1 at the (i + (N 1 − 1)(N 2 − 1)/2) position, involving selection the consecutive part of virtual spatial steering vector. Combining (38), (39), (40) and (41), we obtaiñ
andã
Here F
Moreover, by assuming a transformation matrix J and using the relation v(φ t , ω t ) = b(ω t ) ⊗ a s (φ t ), we can establish the following relation
where J ∈ {0, 1} (MN ) 2 ×(MN ) 2 is a transformation matrix, which is detained in Appendix B.
Then, using (42), (43), and (44) gives
Finally, combining (37) and (45), we obtain
Applying (46) to (36), we obtain a more explicit formulation between ε andε, i.e.
Because ε is an asymptotic complex Gaussian variable and H is a deterministic matrix,ε is also an asymptotic complex Gaussian variable. Its mean is
and variance is
where we use the distribution of ε in (35) . Therefore, we compactly denote the distribution ofε as
It can be obviously observed from (50) that the variance of ε is inversely proportional to K and exponentially increases as clutter-to-noise ratio (CNR) 2 increases because CNR is directly related to R.
B. THE FIRST-AND SECOND-ORDER STATISTICS OF SPATIAL-TEMPORAL SMOOTHED MATRIX ESTIMATION ERROR
Let us now analyze the first-and second-statistics of estimation error of spatial-temporal smoothed matrix. This process consists of two steps: 1) calculate the estimation error of spatial-temporal smoothed matrix; 2) analyze the first-and second-order statistics of this estimation error. First, we define a matrix C p,q , which establishes the relation between z and z p,q
Here, the C p,q ∈ {0, 1}NM ×(2N −1)(2M −1) is given by
N ). (54)
Since the sub-snapshots generated from the estimated virtual space-time snapshot are also bias-contaminated due to finite sampling, we express the estimated sub-snapshot z p,q aŝ 2 The CNR is usually defined as CNR =
Second, combining (23) and (55), we calculate the estimate of R vs byR
where R vs = 1 NM U 4 denotes the perturbation derived from finite amounts of snapshots with U 4 being
Hereε p,q = C p,qε . This derived process is provided in Appendix C. Letε denote the vectorization of the bias R vs . We compute the expectation ofε as
. By further straightly deriving the bias variance ofε, we have (58) and (59) can be found in the Appendix D.
(58) suggests that the estimate quantityR vs is biased because expectation ofε converges to a positive value. Furthermore, it can also be easily observed from (59) that the second-order moment ofε is proportional to the E{εε H }. It results in a large bias corresponding to slow convergence in the case of small number of training snapshot and high CNR.
VI. SIMULATION RESULTS
In this section, numerical results are provided to validate the theoretical derivations and to compare the performance of the proposed algorithms with that in the UA-UPRI radar. We assume a side-looking airborne radar with h p = 3000m, v p = 125m/s, N = 10, M = 10, PRI = 0.25ms, and f c = 2.4GHz. Specifically,
The thermal noise and the clutter are both assumed to be distributed as zero-mean complex-valued Gaussian distributions. Moreover, σ 2 n = 1. The target is located at a range of 32km with normalized Doppler frequency of 0.25 (except for different Doppler frequencies for Fig. 7 ) and input signal-to-noise-ratio (SNR) 3 of 0dB. The unambiguous range is considered.
A. CLUTTER RANK ESTIMATION
We compare the clutter rank predicted with the new formula of (15) to that estimated by the Brennan's rule (i.e., Rank ≈ N + β(M − 1), where β =
) in the UA-UPRI radar. Three individual values of β, i.e., β = 0.5, 1, 2, are considered in the simulations. Fig.3 depicts eigenspectrum of clutter and the estimates using the Brennan's rule and (15) . It can be seen that the clutter rank estimated using (15) can give an acceptant estimate in almost all situations. Moreover, the results also show that the clutter rank in CA-CPRI radar is larger than that in UA-UPRI radar.
B. CONVERGENCE ANALYSIS
We now verify (50) and (59) 3 The input SNR is usually defined as SNR =
, where σ 2 t is the power of target signal. and the simulated relative average RMSE is defined by,
where M c is the number of Monte Carlo trial, and
) denotes the estimateR of the ith Monte Carlo trial. Fig.4(a) and Fig.4 (b) present the relative RMSEs for the virtual space-time snapshot z and the vectorization of the spatial-temporal smoothed matrix R vs against the number of training snapshots, respectively. Here, three different CNR cases are considered, i.e., CNR=10dB, 20dB, and 30dB. It can be observed from the curves that both theoretical and simulated RMSEs are propotional to the CNR and inversely proportional to the number of training snapshots. Those reveal that the higher the CNR, the larger the relative RMSE, and the larger the number of training snapshots, the smaller the relative RMSE, which coincides with those conclusions inferred by (50) and (59).
C. PERFORMANCE COMPARISON
In this subsection, we firstly evaluate the performance of the proposed STAP algorithms in terms of angle-Doppler pattern, as shown in Fig. 5 . Here, the CNR is 20 dB and the number of training snapshots is 1000. It is observed that the proposed two STAP algorithms, namely, SMI-STAP and PC-STAP, have both better theoretical upper bound of nulling the clutter performance and practical performance than those (which is shortened as direct SMI-STAP or direct PC-STAP for simplicity) whose weight vector is directly computed byR in (6) .
In the following examples, we evaluate the performance of the proposed STAP algorithms in terms of the output SINR and target detection performance. Two UA-UPRI radar configurations are considered: one is a UA-UPRI radar with a 10-sensors ULA and 10 pulses (termed UA-UPRI 10 * 10), and the other is a UA-UPRI radar with 18-sensors ULA and 18 pulses (termed UA-UPRI 18 * 18). The former shares the same number of sensors and pulses as the CA-CPRI radar and the latter shares the same array aperture and temporal aperture as the CA-CPRI radar. Fig.6 illustrates the output SINR of considered situations versus the number of training snapshots for CNR= 20dB. It can be seen that the proposed STAP algorithms approach to the theoretical bound of the STAP algorithm in UA-UPRI radar 18 * 18 and have much higher theoretical upper bound than the STAP algorithm in UA-UPRI radar 10 * 10. In addition, the proposed PC-STAP algorithm exhibits fast convergence and can obtain much higher SINR than the proposed SMI-STAP algorithm in the case of a small number of training snapshots. This is because the proposed PC-STAP algorithm exploits the property of clutter subspace to eliminate a part of cross correlation among clutter patches. But the proposed SMI-STAP algorithm exhibits a slow convergence since the covariance matrix estimate holds larger estimation error when the number of training snapshots is small. Fig.7 presents the output SINR performance against the target Doppler frequencies for 100 training snapshots and CNR= 20dB. Similarly, it is clearly seen that the theoretical bound of the proposed STAP algorithms is comparable to that in the UA-UPRI radar 18 * 18, and is much higher than VOLUME 6, 2018 traditional SMI-STAP in the UA-UPRI radar 10 * 10, and direct SMI-STAP and direct PC-STAP in the CA-CPRI radar. Meanwhile, the results show that the proposed PC-STAP algorithm obtains the best SINR performance. It should be noted that the proposed SMI-STAP algorithm yields slightly lower output SINR than the traditional SMI-STAP in the UA-UPRI 18 * 18 radar. This is due to the fact that the covariance matrix estimated by space-time coprime samplers is sub-Nyquist mode and its estimation error is large in the case of a small number of training snapshots. Fig.8(a) and 500 in Fig.8(b) , respectively. For the given 100 snapshots, the proposed algorithms show degrading performance as the CNRs increase. But, the output SINRs of the traditional SMI-STAP in the UA-UPRI radar and direct SMI-STAP in the CA-CPRI nearly stay constant value for different CNRs. This is because the higher the CNR, the larger the estimated covariance matrix bias. From Fig.8(a) and Fig.8(b) , the results suggest that the SINR performance can be improved in high CNR scenarios by increasing the number of training snapshots, which also can be inferred from (50) and (59). Fig.9 plots the probability of detection (P d ) of the proposed STAP algorithms versus different target's SNR. In the simulations, we set the false alarm rate is P fa = 0.001 and the number of Monte-Carlo running is 10000. The CNRs are 20 dB, 30 dB, and 30 dB and the numbers of snapshots are set to 100, 100, and 500 for Fig.9(a), Fig.9(b) and Fig.9(c) , respectively. The other parameters are the same as those in Fig.7 . Fig.9(a) shows that the proposed PC-STAP algorithm achieves the best detection performance among the plotted algorithms when the number of snapshots is 100. The detection performance of the proposed PC-STAP algorithm decreases when the CNR goes to 30 dB, as shown in Fig.9(b) . Fig.9(c) shows an improved performance for the PC-STAP performance with 500 snapshots compared to the results shown in Fig.9(b) . This confirms that the covariance matrix estimation error in the (50) and (59) can be effectively reduced via increasing the number of snapshots in higher CNR scenarios.
VII. CONCLUSION
In this paper, we have considered the problem of the clutter suppression for the airborne radar with space-time coprime sampling structure. This structure provided larger DoFs in the virtual domain and improved the space-time resolution with a lower hardware complexity. A novel clutter rank estimation approach was developed and the result of clutter rank estimation benefited the design of the developed PC-STAP algorithm. Two STAP algorithms were presented by utilizing the reconstructed virtual space-time snapshots based on output SINR maximizing principle. Moreover, a thoroughly convergence theoretical analysis was provided to show that: (1) the estimated covariance matrix is positive bias to the true covariance matrix; (2) the bigger N , the larger the estimation bias; (3) the higher the CNR, the larger the estimation error. Simulation results validated the theoretical derivations and revealed that the performance of the proposed algorithms approaches to that in the UA-UPRI radar with the same array aperture and temporal aperture, but much higher than that of the direct STAP algorithms in the CA-CPRI radar and traditional STAP algorithms in the UA-UPRI radar with the same array elements and pulses.
APPENDIX A DEFINITION OF THE QUANTITY F t AND F s
The transformation matrix F t has the size of M 2 ×M . First, we assume G t (m)(m ∈ T v ) is an M ×M matrix, whose (i, j)th entry satisfies
we thus have
(64) VOLUME 6, 2018 (64) can be further rewritten as
By rearranging and vectorizing (65), we get
) with
For simplicity, themth column of F t is denoted as [
Similarly, we can obtain
APPENDIX B DEFINITION OF THE QUANTITY J
According to (44), the matrix J has the size of
, and f denotes the mapping from x m to y n , which is reversible because of the property of Kronecker products. Given m, in order to derive n, we denote the mth entry of x and nth entry of y as
Then, it is not difficult to compute the following quantities
Finally, by utilizing the property of Kronecker products, we express n as
Now, we obtain the mapping relationship f between x m and y n by using (72) and (73). 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}. Using (72) , it is easy to compute the corresponding sequence as l = {1, 1, 1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2}, k = {1, 1, 1, 1, 2, 2, 2, 2, 1, 1, 1, 1, 2, 2, 2, 2},  j = {1, 1, 2, 2, 1, 1, 2, 2, 1, 1, 2, 2, 1, 1, 2, 2},  i = {1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2} . (74) Substituting (74) into (73) obtains n = {1, 2, 5, 6, 3, 4, 7, 8, 9, 10, 13, 14, 11, 12, 15, 16} . (75) As a result, the entries in the mth row of J are all zeros except for a single 1 at position n i with n i being the ith entry of the set n.
For example consider
N = M = 2, then m = {1,
APPENDIX C PROOF OF THE SPACE-TIME SMOOTHING MATRIXR vs
We expressR vs aŝ
and 
Noticing that
we havē
Using (81) and (82), we obtain
At the same time, by substituting (83) into (78), we obtain
Now, by (79), (80), (84), and (85), we havê
Thus, we arrives at (56).
APPENDIX D PROOF OF THE FIRST-AND SECOND-ORDER MOMENTS OFε
The first moment ofε can be denote that
and the second-order moment of estimation biasε is
According to the statistic property of zero-mean complex Gaussian signal, one can easily prove that
The other five non-zero entities, i.e., g 11 , g 12 
Consequently, the perturbation variance of the covariance vectorε is E[ ε 
