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a b s t r a c t
This paper refers to some generalizations of the classical Laguerre polynomials. By
means of the Riemann–Liouville operator of fractional calculus and Rodrigues’ type
representation formula of fractional order, the Laguerre functions are derived and some of
their properties are given and compared with the corresponding properties of the classical
Laguerre polynomials. Further generalizations of the Laguerre functions are introduced as
a solution of a fractional version of the classical Laguerre differential equation. Likewise,
a generalization of the Kummer function is introduced as a solution of a fractional
version of the Kummer differential equation. The Laguerre polynomials and functions are
presented as special cases of the generalized Laguerre and Kummer functions. The relation
between the Laguerre polynomials and the Kummer function is extended to their fractional
counterparts.
© 2009 Elsevier Ltd. All rights reserved.
1. Preliminaries
Fractional calculus is one of the most intensively developing areas of mathematical analysis. Its fields of application
range from biology through physics and electrochemistry to economics, probability theory and statistics. On behalf of
the nature of their definition the fractional derivatives provide an excellent instrument for the modeling of memory and
hereditary properties of variousmaterials and processes. Half-order derivatives and integrals prove to bemore useful for the
formulation of certain electrochemical problems than the classical methods [1]. Fractional differentiation and integration
operators are also used for extensions of the diffusion and wave equations [2,3] and, recently, of the temperature field
problem in oil strata [4]. In special treaties (as in [5–8]) the mathematical aspects and applications of the fractional calculus
are extensively discussed.
In this paper the Laguerre functions are derived by Rodrigues’ type representation formula for the classical Laguerre
polynomials, generalized by means of the Riemann–Liouville fractional differentiation operator. The generalized Kummer
function is obtained by a modified power series method as a solution of the fractional extension of the Kummer differential
equation. By a similar approach the generalized Laguerre function is introduced.
For our purposes we adopt in this paper the Riemann–Liouville fractional derivative of f (t) of order µ, defined by
Dµf (t) ≡ Dm [Jm−µf (t)] ,
wherem ∈ N,m− 1 ≤ µ < m, and
Jm−µf (t) ≡ 1
0(m− µ)
∫ t
0
(t − τ)m−µ−1f (τ )dτ
is the Riemann–Liouville fractional integral of f (t) of orderm− µ.
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Fig. 1. 1/2-fractional derivative of f (t) = t2 .
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Fig. 2. Fractional derivatives of f (t) = t2 of order 0 ≤ µ ≤ 2 on the interval [0, 2].
In comparison to the classical calculus let us mention that, for example, if µ ≥ 0, t > 0 and α > −1, then the fractional
derivative of the power function tα is given by
Dµtα = 0(α + 1)
0(α − µ+ 1) t
α−µ. (1)
Fig. 1 illustrates the 1/2-fractional derivative of f (t) = t2. The three-dimensional graph of the fractional derivatives of f (t)
= t2 of order 0 ≤ µ ≤ 2 on the interval [0, 2] is given on Fig. 2. These figures visualize the fact that the fractional derivatives
are ’’continuously’’ distributed between the standard integer-order derivatives. Another illustration of the continuity of the
fractional differential operator is provided on Fig. 3. It shows the changes ofDµt2 for 0 ≤ µ ≤ 2 for a fixed t ∈ [0, 2], i.e., the
projection of the three-dimensional graph from Fig. 2 to the (µ,Dµt2)-plane.
The Leibniz rule for fractional differentiation is of primary importance for our considerations in this paper. It is well known
[7], that if f (τ ) is continuous in [0, t] and ϕ(τ) has n + 1 continuous derivatives in [0, t], then the fractional derivative of
the product ϕ(t)f (t) is given by the Leibniz rule for fractional differentiation
Dµ [ϕ(t)f (t)] =
m∑
k=0
(µ
k
)
ϕ(k)(t)Dµ−kf (t)− Rµm(t),
where µ > 0,m ≥ µ+ 1 and
Rµm(t) =
1
m!0(−µ)
∫ t
0
(t − τ)−µ−1f (τ )
∫ t
τ
ϕ(m+1)(ξ)(t − ξ)ndξdτ .
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Fig. 3. Dµt2 for 0 ≤ µ ≤ 2 for a fixed t ∈ [0, 2] (step 0.2 for t).
If ϕ(τ) along with all its derivatives is continuous in [0, t], the Leibniz rule takes the form
Dµ [ϕ(t)f (t)] =
∞∑
k=0
(µ
k
)
ϕ(k)(t)Dµ−kf (t). (2)
It is also useful to recall in this section that the Kummer differential equation
xy′′ + [c − x]y′ − ay = 0, (3)
has as a solution the Kummer function
1F1(a; c; x) =
∞∑
k=0
(a)k
(c)k
xk
k! , (4)
where (x)n is the Pochhammer symbol
(x)n ≡ 0(x+ n)
0(x)
= x(x+ 1) . . . (x+ n− 1).
2. Laguerre functions
The classical Laguerre polynomials L(α)n (x) are defined by Rodrigues’ type formula
L(α)n (x) =
1
n!x
−αex
dn
dxn
[
xn+αe−x
]
, (5)
where n ∈ N0 and α > −1 [9]. Their basic properties [9,10] are given in Table 1. By taking the Riemann–Liouville fractional
derivative Dν in (5), we introduce functions that we naturally refer to as Laguerre functions.
Definition 1. The Laguerre functions are defined by the formula
L(α)ν (t) =
1
0(ν + 1)e
t t−αDν
[
e−t tν+α
]
, (6)
where α > −1 and n− 1 < ν < n (n ∈ N).
Theorem 2. If α > −1, n ∈ N, and n− 1 < ν < n, the Laguerre functions are given by the following series representation
L(α)ν (t) =
∞∑
k=0
(
ν + α
ν − k
)
(−t)k
k! . (7)
Proof. Since e−t is continuously differentiable on [0, t], the Leibniz rule (2), applied to the fractional derivative in (6), yields
L(α)ν (t) =
1
0(ν + 1)e
t t−α
∞∑
k=0
(ν
k
) {
Dk
[
e−t
]} {
Dν−k
[
tν+α
]}
.
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Table 1
Properties of the classical Laguerre polynomials and the Laguerre functions (n ∈ N, n− 1 ≤ ν < n).
Property Laguerre polynomials Laguerre functions
Definition L(α)n (x) = 1n! x−αex d
n
dxn
[
xn+αe−x
]
L(α)ν (t) = 10(ν+1) et t−αDν
[
e−t tν+α
]
Explicitly L(α)n (x) =∑nk=0 ( n+αn−k ) (−x)kk! L(α)ν (t) =∑∞k=0 ( ν+αν−k ) (−t)kk!
Explicitly L(α)n (x) =
( n+α
n
)
1F1 (−n, α + 1; x) L(α)ν (t) =
(
ν+α
ν
)
1F1 (−ν;α + 1; t)
Value at 0 L(α)n (0) =
( n+α
n
)
L(α)ν (0) =
(
ν+α
ν
)
Recurrence L(α)n (x) = L(α+1)n (x)− L(α+1)n−1 (x) L(α)ν (t) = L(α+1)ν (t)− L(α+1)ν−1 (t)
Recurrence
∑n
k=0 L
(α)
k (x) = L(α+1)n (x)
∑m
k=0 L
(α)
ν+k(t) = L(α+1)ν+m (t)− L(α+1)ν−1 (t), (α > 1)
Derivative
d
dt
L(α)n (x) = −L(α+1)n−1 (x)
= x−1
[
nL(α)n (x)− (n+ α)L(α)n−1(x)
] ddt L(α)ν (t) = −L(α+1)ν−1 (t)
= t−1
[
νL(α)ν (t)− (ν + α)L(α)ν−1(t)
]
Relation L(α)n (x) = limβ→∞ P (α,β)n (1− 2β−1x) L(α)ν (t) = limβ→∞ P (α,β)ν (1− 2β−1t)
Equation xy′′ + (α + 1− x)y′ + ny = 0 xy′′ + (α + 1− x)y′ + νy = 0
According to (1) we obtain
L(α)ν (t) =
1
ν!e
t t−α
∞∑
k=0
ν!
k!(ν − k)! (−1)
ke−t
(ν + α)!
(ν + α − ν + k)! t
α+k.
Taking into account that the binomial coefficients with real arguments are defined by [8](
α
β
)
≡ 0(1+ α)
0(1+ β)0(1+ α − β) ,
we see that
L(α)ν (t) =
∞∑
k=0
(−1)k (ν + α)!
(ν − k)!(α + k)!
tk
k!
=
∞∑
k=0
(
ν + α
ν − k
)
(−t)k
k! ,
which proves the theorem. 
Using (7) we could obtain another useful representation of the Laguerre functions.
Theorem 3. If α > −1, n ∈ N and n− 1 < ν < n, the Laguerre functions can be represented as
L(α)ν (t) =
(
ν + α
ν
)
1F1 (−ν;α + 1; t) . (8)
Proof. From (7) we have
L(α)ν (t) =
∞∑
k=0
(ν + α)!
ν!α!
ν!α!
(ν − k)!(α + k)!
(−t)k
k!
=
(
ν + α
ν
) ∞∑
k=0
ν.(ν − 1) . . . (ν − k+ 1)
(α + 1)(α + 2) . . . (α + k)
(−t)k
k!
=
(
ν + α
ν
) ∞∑
k=0
(−ν).(−ν + 1) . . . (−ν + k− 1)
(α + 1)(α + 2) . . . (α + k)
tk
k! .
Applying now (4) we see indeed that
L(α)ν (t) =
(
ν + α
ν
)
1F1(−ν;α + 1; t). 
Theorems 2 and 3 together with some of the properties [11] of the Kummer function imply further interesting properties of
the Laguerre functions. For example, by using (7), (8) and the differential rule for the Kummer function
D1F1(a, c; z) = ac 1F1(a+ 1, c + 1; z),
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it is not difficult to prove the following statement.
Theorem 4. For every n ∈ N and n− 1 < ν < n, the Laguerre functions satisfy the following properties:
(i) limν→n L(α)ν (t) = L(α)n (t);
(ii) L(α)ν (0) =
(
ν+α
ν
) ;
(iii) L(α)ν (t) = L(α+1)ν (t)− L(α+1)ν−1 (t);
(iv)
∑m
k=0 L
(α)
ν+k(t) = L(α+1)ν+m (t)− L(α+1)ν (t)+ L(α)ν (t);
(v) if further α > 1:
m∑
k=0
L(α)ν+k(t) = L(α+1)ν+m (t)− L(α+1)ν−1 (t);
(vi) ddt L
(α)
ν (t) = −L(α+1)ν−1 (t) = t−1
[
νL(α)ν (t)− (ν + α)L(α)ν−1(t)
]
.
From Theorem 3, the representation of the Jacobi functions [12, p. 321]
P (α,β)ν (t) =
(
ν + α
ν
)
2F1
(
−ν, ν + α + β + 1;α + 1; 1− t
2
)
in terms of the Gauss hypergeometric function 2F1(a, b; c; t) and the fact that [10, p. 102]
1F1(α; γ ; t) = lim
β→∞ 2F1(α, β; γ ;β
−1t),
it follows the validity of the final statement in this section.
Theorem 5. The following relation between the Laguerre and Jacobi functions holds:
L(α)ν (t) = lim
β→∞ P
(α,β)
ν (1− 2β−1t). (9)
3. Generalized Kummer function
In this section we generalize (4) by solving the linear homogeneous fractional differential equation
tµD2µy(t)+ [c − tµ]Dµy(t)− ay = 0, 0 < µ ≤ 1 (10)
that we refer to as the fractional Kummer differential equation. It is clear that Eq. (10) is a generalization of the classical
Kummer differential equation (3).
Definition 6. The generalized Kummer function is defined as
µ
1 F1(a; c; t) = y0tρ
∞∑
k=0
k−1∏
j=0
gj(ρ)
fj+1(ρ)
tkµ, 0 < µ ≤ 1, (11)
where
fk(ρ) ≡ 0(1+ ρ + kµ)
0(1+ ρ + (k− 2)µ) + c
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) , (12)
gk(ρ) ≡ 0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) + a, (13)
and ρ > −1 satisfies the equation
f0(ρ) = 0(1+ ρ)
0(1+ ρ − 2µ) + c
0(1+ ρ)
0(1+ ρ − µ) = 0. (14)
Theorem 7. The generalized Kummer function µ1 F1(a; c; t) is a solution of Eq. (10).
Proof. Let us search for a solution of (10) in the form
y(t) = tρ
∞∑
k=0
yktkµ =
∞∑
k=0
yktρ+kµ, ρ > −1. (15)
1276 S.P. Mirevski, L. Boyadjiev / Computers and Mathematics with Applications 59 (2010) 1271–1277
Inserting (15) into the Eq. (10) and using (1), we obtain
Gy = tµD2µy+ [c − tµ]Dµy− ay
=
∞∑
k=0
yk
0(1+ ρ + kµ)
0(1+ ρ + (k− 2)µ) t
ρ+(k−1)µ + c
∞∑
k=0
yk
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) t
ρ+(k−1)µ
−
∞∑
k=0
yk
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) t
ρ+kµ − a
∞∑
k=0
yktρ+kµ.
Rearranging the terms in the sum, we get
Gy =
∞∑
k=0
yk
[
0(1+ ρ + kµ)
0(1+ ρ + (k− 2)µ) + c
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ)
]
tρ+(k−1)µ
−
∞∑
k=0
yk
[
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) + a
]
tρ+kµ
= y0f0(ρ)tρ−µ +
∞∑
k=0
[yk+1fk+1 − ykgk] tρ+kµ,
where fk and gk defined as in Eqs. (12) and (13), respectively.
Supposing that y0 6= 0, in order to get y0f0(ρ) = 0, ρ has to be chosen such that (14) holds. Thus, with
yk+1 = gkfk+1 yk =
k∏
j=0
gj
fj+1
y0
we see that
Gy(t) = 0. 
To justify the name generalized Kummer function, we outline that the Kummer function (4) is a special case of the fractional
Kummer function (11) as µ = 1, i.e.
1
1F1(a; c; t) = 1F1(a; c; t).
Finallywe point out that the generalized Kummer function (11) is related to the fractional Gauss function (as defined in [12])
according to
µ
1 F1(α; γ ; t) = lim
β→∞
µ
2 F1(α, β; γ ;β−1t).
4. Generalized Laguerre function
In this section we follow the same approach as in Section 3 to generalize the Laguerre functions (6) by solving the linear
homogeneous fractional differential equation
tµD2µy(t)+ [α + 1− tµ]Dµy(t)+ νy = 0, 0 < µ ≤ 1 (16)
that we refer to as the fractional Laguerre differential equation.
Definition 8. The generalized Laguerre function is defined as
µL(α)ν (t) = y0tρ
∞∑
k=0
k−1∏
j=0
gLj (ρ)
f Lj+1(ρ)
tkµ, 0 < µ ≤ 1, (17)
where
f Lk (ρ) ≡
0(1+ ρ + kµ)
0(1+ ρ + (k− 2)µ) + (α + 1)
0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) ,
gk(ρ) ≡ 0(1+ ρ + kµ)
0(1+ ρ + (k− 1)µ) − ν,
and ρ > −1 satisfies the equation
f L0 (ρ) =
0(1+ ρ)
0(1+ ρ − 2µ) + (α + 1)
0(1+ ρ)
0(1+ ρ − µ) = 0.
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Similarly to Theorem 7 we can prove the following statement.
Theorem 9. The generalized Laguerre function µL(α)ν (t) is a solution of Eq. (16).
From Theorem 9 it follows also that
µL(α)ν (t) =
(
ν + α
ν
)µ
1
F1 (−ν;α + 1; t) .
Finally we outline that the Laguerre functions (6) are special cases of the generalized Laguerre function (17) as µ = 1, i.e.
1L(α)ν (t) = L(α)ν (t).
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