Abstract: It is often unclear whether time series displaying substantial persistence should be modelled as a vector autoregression in levels (perhaps with a trend term) or in differences. The impact of this decision on inference is examined here using Monte Carlo simulation. In particular, the size and power of variable inclusion (Granger causality) tests and the coverage of impulse response function confidence intervals are examined for simulated vector autoregression models using a variety of estimation techniques. We conclude that testing should be done using differenced regressors, but that overdifferencing a model yields poor impulse response function confidence interval coverage; modelling in Hodrick-Prescott filtered levels yields poor results in any case. We find that the lag-augmented vector autoregression method suggested by Toda and Yamamoto (1995) -which models the level of the series but allows for variable inclusion testing on changes in the series -performs well for both Granger causality testing and impulse response function estimation.
This paper is available at http://ashleymac.econ.vt.edu/working_papers/ varsim.pdf. All views expressed in this paper are those of the authors and do not reflect the views or policies of the Bureau of Labor Statistics (BLS) or the views of other BLS staff members.
Introduction

Overview
Model mis-specification is a fact of life in time-series econometric modelling: the samples are too small, the underlying structures we seek to model too unstable for it to be otherwise. But some mis-specifications are more consequential than others; and some modelling choices are superior to others in that they yield models whose statistical properties are relatively insensitive to the specification errors which inevitably occur. In the context of highly persistent time series data -such as are often encountered in macroeconometric modelling -this paper investigates the risk of model mis-specification and attempts to give some guidance about which modelling choices involve the least amount of downside risk for the practitioner.
Review of the literature
Beginning with Sims (1980) , empirical macroeconomics has increasingly involved the estimation and analysis of Vector Autoregressive (VAR) models and related multivariate times series models. In much of the earlier work in this area, VAR models were specified in terms of the levels of the economic variables. Much work -e.g., Christiano et al. (1996) -continues this practice.
This specification choice may seem odd in view of the widespread agreement that it is difficult to reject the null hypothesis of {I(1)} nonstationarity for most macroeconomic time series and given the widely known "spurious regression" simulations of Granger and Newbold (1977) who show that estimated t ratios from regressions among independently generated random walks are routinely misleading.
1 More recently, Ohanian (1988; 1991) simulated a variation on Sims' (1980) VAR model, adding an independently generated random walk to the model. He observed what amounts to spurious regressions, in that this additional variate appears to Granger cause the macroeconomic variables, and plays a significant role in variance decompositions. And, still more recently, Granger et al. (2001) showed that spurious regressions can easily occur between even stationary AR(1) processes if they are fairly persistent.
Proponents of VAR modelling in levels initially met these objections with two rebuttals. First, they noted that the diagonal element lag structures in the VAR-in-levels model are free to mimic a first difference in the data generating process for each series in the model. Second, they noted that VAR models in levels generally have higher R 2 values than do VAR models in differences. 2 More recently, the levels-versus-differences issue has re-emerged on two levels. First, it has become common in the dynamic general equilibrium literature to apply the HP filter (Hodrick and Prescott, 1980) to the levels of the data prior to further analysis -e.g., Bernanke et al. (1997) . Consequently, some might view a VAR-in-HP-filtered-data model as the appropriate alternative to a VAR-in-levels model. Second, the explosion in research on cointegrated systems has generated new theoretical results which provide an asymptotic justification for running VARs in levels. For example, results in Sims et al. (1990) and Toda and Phillips (1993) indicate that cointegration implies a standard asymptotic distribution for any estimated regression coefficient in the VAR-in-levels model for which the explanatory variable appears in a cointegrating relationship. In fact, their work further indicates that, even if the data are not cointegrated, some hypothesis tests on parameters multiplying covariance stationary variates will have the usual asymptotic distribution.
These results have also motivated the development of several alternatives to the VAR-in-levels model in which the levels of the series are modelled using a mixture of lagged differences in the series and a lag in the levels of the series. The most prominent of these alternatives is the lag-augmented VAR approach suggested by Toda and Yamamoto (1995) ; this approach will be further described below.
In the latest strand of this debate some have suggested analysing persistent data using a VAR on fractionally differenced data. Recent work, however -e.g., Granger and Hyung (2004) , Jensen and Liu (2006) , and Ashley and Patterson (2008) -indicates that the apparent fractional integration observed in some time series is essentially an artefact of structural breaks and/or weak trends, so this suggestion is not analysed here.
Summary of the analysis
Practitioners appear to have strong prior beliefs regarding what ought to be the default specification choice in this context of modelling relatively persistent time series, but there is a dearth of evidence at modest sample lengths to validate these positions. Below we provide such evidence.
The data generation processes and estimation techniques considered here are described in Section 2; these consist of:
• pairs of (trended) random walks
• pairs of stationary (in some cases borderline stationary) processes
• a simple bivariate cointegrated system. Data simulated from these processes are then analysed using model estimation techniques including:
• a VAR in levels
• a VAR in levels including a time trend variable
• a VAR in differences
• the "lag-augmented VAR" approach of Toda and Yamamoto (1995) , (which is a VAR model in levels and differences) 4 • an error-correction model (simply assuming the existence of cointegration)
• a VAR model in HP-filtered data.
Four issues are then examined in Section 3 using artificial data simulated from these three data generating processes, two related to Granger causality tests and two related to impulse response confidence intervals: Lütkepohl (1990) or the bias-corrected bootstrap method of Kilian (1998) ? A priori, one would think that the bootstrap results are likely to be superior, but more computationally intensive. On the other hand, perhaps the bootstrap results are more sensitive to making the 'wrong' choice as to whether or not to difference the data.
Our results on all four of these questions are summarised in Section 4. Overall, it is worth noting here that statistical inference using models estimated in levels can be problematic (even with substantial sample lengths) but that the estimation of impulse response functions using differenced models can be equally problematic. Notably, however, the lag-augmented VAR approach -in which the explanatory variables appear in both differenced and level form, but statistical inference is done only on the coefficients of the differenced variables -yields good results for both inference and for impulse response function estimation. In contrast, models based HP-filtered levels yield uniformly poor results.
Data generating processes and estimation models
We examine the size and power of model specification (Granger causality) tests and the coverage of the analogous impulse response function confidence intervals using samples of length N {x(t), y(t), t = 1 ... N} generated from each of the five Data Generating Processes (DGPs) given below. In each case, the innovations ε(t) and η(t) are independently generated NIID(0, 1) processes.
DGP I. Unit root processes {ρ = 0 or .7; ψ = 0 or .15} 
Simulation results are presented below for samples of length 50, 200, 400, and 2000. The coefficient of -.07 on the error correction term in the two cointegrated DGPs (IV and V) is chosen so as to be statistically significant on average across the simulations; the average t ratio estimate was 2.25 in the simulations at N = 50. The null hypothesis that x(t) does not Granger-cause y(t) corresponds to setting ψ = 0 in DGPs I, II, and III; in DGPs IV and V there is a contemporaneous long run relationship between x(t) and y(t).
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The following six regression models for y t were estimated for each of 10 000 samples of length N generated from the models given above: 1 VAR in levels t 0 1 t 1 2 t 2 3 t 1 4 t 2 t y y y x x . 
This sixth regression model is identical to Model A except that both x(t) and y(t) are first HP-filtered.
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For Models A, B, and F the null hypothesis that x t does not Granger cause y t corresponds to x t-1 and x t-2 not appearing in the regression equation; for Models C, D, and E, this corresponds to ∆x t-1 not appearing in the regression equation. 8 The null hypothesis is in each case tested using the usual F or t statistic. Simulation results on the empirical sizes and powers of these tests are reported in Sections 3.1 and 3.2 below. In Section 3.3 we examine the coverage of estimated confidence intervals for the impulse response function for y t based on these models, first using the usual large-sample estimates (Lütkepohl, 1990) and then using the bias-corrected bootstrap intervals suggested by Kilian (1998) .
Simulation results
Empirical sizes of model-specification tests
Imposing the null hypothesis that x t does not Granger-cause y t -by setting the parameter ψ to zero -the five DGPs specified in Section 2 reduce to just three: 1 a pair of independent unit root processes (DGP I) 2 a pair of independent stationary processes (DGP II and DGP III) 3 a pair of cointegrated processes (DGP IV), since DGP II and DGP III defined in Section 2 are equivalent when ψ is zero and since the Granger non-causality null hypothesis is actually false for the cointegrated system, DGP V.
Each of these processes is used to generate 10 000 samples of length N on {x t , y t }. For each N-sample, all six regression models specified in Section 2 are estimated and the appropriate t or F test of the relevant null hypothesis -that there is no relationship between y t and past x t -is performed.
The results of this procedure for sample lengths of N = 50, 200, 400, and 2000 are given in Tables 1 through 5 ; these tables are collected together in the Appendix. A range of values for the parameter ϕ (ϕ = .99, .95, .50, and .10) is used in specifying the pair of stationary processes. The larger values of ϕ correspond to processes which are close to having a unit root; the smaller values of ϕ correspond to processes which are clearly stationary. The top portion of each table gives the proportion of the 10 000 trials in which the null hypothesis is (incorrectly) rejected at the 5% level of significance -i.e., the size of the test -for both simple (ρ = 0) and for somewhat more complex (ρ = .7) models. Since the test is at the 5% level, this proportion should be close to .05. Analogous results for tests at the 1% level are given in the bottom portion of each table.
Several conclusions emerge from these results: • Consistent with theory (Sims et al., 1990) , the estimation methods in which the explanatory variables enter in level form yield model specification tests which are over-sized when the data is I(1) but not cointegrated, even at N = 2000.
• When the data generating process is stationary but fairly persistent -e.g., ϕ = .99 or .95 -the estimation methods in which the explanatory variables enter in level form yield model specification tests which are still quite over-sized even at N = 400. Convergence to the limiting distributions is evidently quite slow in this case.
• When the data generating process is either I(1) or when it is stationary and even mildly persistent, the VAR in HP-filtered levels estimation method yields substantially over-sized tests.
• Differencing the dependent variable (i.e., using the VAR in differences or error correction model estimation methods) when ϕ is well below one yields noticeable (but modest) size distortions.
• Except for the smallest sample length (N = 50), the lag-augmented VAR estimation • Where the data are actually cointegrated but Granger causality from x t to y t is not present (DGP IV), all three tests involving differenced explanatory variables (VAR in differences, lag-augmented VAR, and error correction model) are generally well-sized; by N = 400 the levels-based tests which are not HP-filtered are reasonably well-sized also.
We conclude that, for moderately-to-severely persistent data, it is not a good idea to estimate a VAR model in levels for purposes of investigating Granger causality relationships -i.e., for determining which explanatory variables belong in the relationship -and that HP filtering one's data does not help matters. In contrast, all three estimation methods in which the explanatory variables appear in differenced form -i.e., the VAR in differences, the lag-augmented VAR, and the error correction model methods -appear to yield reasonably sized hypothesis tests, with the lag-augmented VAR estimation method yielding the most robust results. Thus, for this kind of model specification analysis, unit root testing is unnecessary: if the data are persistent enough that unit root testing seems warranted, then one should not be using the levels-based estimation methods at all. 10 Rather, one should be using a method in which the explanatory variables enter in differenced form, such as a lag-augmented VAR.
Empirical power of model specification tests
Evidence was presented in Section 3.1 indicating that model specification tests in VAR models estimated on the levels (or HP-filtered levels) of the data are poorly sized, whereas all three estimation models using differenced explanatory variables (VAR in differences, lag-augmented VAR, and error correction model) yield reasonably well-sized tests. Correct size, however, is no guarantee that a test will have good power. It is widely believed that differencing greatly reduces the power of Granger causality tests.
11 And, in any case, it is of interest to examine whether the power of model specification tests based on one of these three estimation methods dominates that of the others.
Results on the empirical power of the Granger causality tests are presented in Table 5 for the three correctly sized tests; Table 6 is displayed in the Appendix. Each of these power estimates is obtained as the fraction of 10 000 trials for which the null hypothesis of non-causality from past x(t) to current y(t) is rejected at the 5% level when this hypothesis is false because the data were generated using a non-zero value (.15) for the parameter ψ.
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The results given in Table 5 indicate that causality tests based on each estimation model can have substantial power; this result does not support the conventional wisdom that differencing substantially reduces the power of causality tests.
The power of the causality tests based on the error correction estimation model is typically somewhat lower than that of the tests based on the other two estimation models. Where cointegration is not present, this is because the error correction model is actually the VAR in differences model plus an additional explanatory variable which enters with coefficient zero.
When the data are generated by DGP V, the cointegration implies Granger causality from x t to y t . Here the tests based on the VAR in differences and the lag-augmented VAR estimation models do reject the null hypothesis of no relationship, especially in the cases where ρ is .70. (This relationship is detected in the error correction estimation model also, but there it is appropriately attributed entirely to the cointegration vector term.) Thus, these tests are correctly indicating that past values of some form of x t belong in the equation for y t ; they can hardly be recommended as tests for cointegration, however.
We also find that the VAR in differences estimation method yields causality tests with higher power than the lag-augmented VAR method for positive ρ and vice-versa for ρ equal to zero. The most reasonable interpretation of this result is that which of these two methods yields higher power depends on the details of the DGP. 13 This observation suggests that it would be useful to run such tests using either or both the VAR in differences and the lag-augmented VAR estimation methods.
Impulse response function confidence intervals
The dynamic implications of an estimated VAR model are commonly analysed by considering its implied impulse response functions. These quantify the impact of each innovation on future values of the dependent variables. For example, for a two dimensional VAR with a maximum lag length of two periods, such as:
where: 
, Ω yη3 , and Ω yη4 ), a sequence of confidence intervals -one for each of these terms -is the only meaningful way to summarise what an estimated model has to say about the actual impulse response function. If, using a particular estimation method, the actual coverage of these (95%) confidence intervals differs substantially from the nominal value (.95), then the impulse response function estimates from this method are of dubious utility. Table 6 and Table 7 report estimates of the coverage of 95% confidence intervals obtained by applying each of the estimation methods described in Section 2 to data generated from each of the DGPs described there. Table 6 reports on the coverage estimates so obtained with confidence intervals based on asymptotic standard errors for the Ω yεj and Ω yηj coefficients; Table 7 reports analogous coverage estimates for confidence intervals based on the bias-corrected bootstrap method of Kilian (1998).
14 Asymptotic standard errors for the relevant coefficients in Ω(B) were obtained, using the usual 'delta' method -e.g., Lütkepohl (1990) -by locally linearising the relationship between Ω(B) and the estimated coefficient matrix, A(B), using a first order Taylor expansion. Ordinarily the required partial derivatives for this expansion are obtained by numerical differentiation of each coefficient in Ω(B) with respect to each coefficient in A(B). Due to the large number of simulations, estimation models, and DGPs considered here, this was computationally infeasible. 15 Consequently, we instead derived analytical expressions for Ω yεj and Ω yηj as functions of the elements of A(B) and obtained explicit expressions for the relevant partial derivatives. These results tremendously alleviated the computational burden but, because the algebra becomes overwhelming for j larger than four, the calculations are limited to the first four lags in each of the two impulse response functions. Fortunately, the impact of lag length on the confidence interval coverage for the various estimation models and DGPs is already quite apparent by lag four. Kilian (1998) provides an exposition of the computational details of his bias-corrected bootstrap approach, but some comment seems appropriate here as to (1) why one might expect the bootstrap to provide better confidence intervals in this setting than those obtained using the asymptotic standard errors and (2) why one might expect the bias-corrected bootstrap to work better than the ordinary bootstrap.
First, since Ω yεj and Ω yηj (the impulse response coefficients for y t at lag j) depend on terms like (A yy1 ) j , it is reasonable to expect that these coefficients will be substantially non-Gaussian for values of j greater than one. This, along with its generally excellent small sample properties, suggests that the bootstrap might provide superior confidence intervals for coefficients like Ω yεj and Ω yηj . However, the essential bootstrap approximation -replacement of the actual distribution of the innovations by the empirical distribution of the fitting errors -hinges on these fitting errors being identically and independently distributed. This is an appropriate assumption for large samples, assuming that sufficient lags are included in the VAR model. However, least squares parameter estimation of dynamic regression models is known to exhibit substantial bias in small samples when the data is fairly persistent, as is precisely the case when the issue is whether to estimate in levels or differences. Consequently, there is ample reason to suspect that it might be preferable to first use the bootstrap to estimate these finite sample parameter estimation biases and then re-sample out of residuals based on coefficient estimates corrected for these estimated biases. 16 We confirmed the result of Kilian (1998) that this is the case, so only the bias-corrected bootstrap coverage results are reported in Table 7 .
Our implementation of the Kilian (1998) algorithm is essentially identical to his except in two details. First, we use our analytic expressions for Ω yεj and Ω yηj as functions of the elements of A(B) instead of computing them numerically. Again, this limits us to a maximum lag length of four, but these results are comparable to those obtained using the asymptotic standard errors and, in any case, the patterns that are most relevant here -those relating to the relative performance of the various estimation techniques across the various DGPs -are all quite clear by lag four. 17 The other difference between our implementation and Kilian (1998) is that, as in Kilian and Chang (2000), we re-estimate the bias correction for each newly simulated data set whereas Kilian (1998) estimates these biases once and for all using the first simulated data set. As he points out, this makes no difference asymptotically, but it does make a noticeable (albeit not dramatic) difference in the coverage results for the estimation models and sample lengths we consider here.
Tables 6 and 7 summarise our estimated impulse response function confidence interval coverage results using these two approaches. The estimates are in each case based on 10 000 samples of length N generated from each of the five DGPs specified in Section 2 and in each case the impulse response function confidence intervals are obtained using each of the six estimation methods also specified in that Section. Since these are 95% confidence intervals, coverage would ideally be .95 for every interval. 18 The results in these tables address the questions of which estimation method, and which confidence interval construction method, one should use so as to minimise the potential losses associated with mis-specifying the nature of the data generating process. Several conclusions are noteworthy:
• (Lag-augmented VAR ≈ VAR in levels.) Impulse response function confidence interval coverages resulting from estimation using a lag-augmented VAR model and a VAR in levels model are similar, irrespective of the data generating process and of which confidence interval construction method was used. This is not entirely surprising, since a lag-augmented VAR is simply a linear transformation of a levels VAR. This result implies that there is no reason based upon the impulse response function confidence interval coverage results to prefer one of these estimation models over the other, but it is worth noting again that the results in Section 3.1 strongly indicate that the lag augmented VAR estimation model is much superior to the VAR in levels estimation model in terms of providing correctly sized model specification inference results.
• (Include a trend term.) Upon comparing the coverage of a VAR in levels with and without a trend, the results presented in Tables 6 and 7 suggest that one is somewhat better off omitting a time trend. This should not be surprising, since in all the cases considered in these tables, the addition of a time trend is a mis-specification. However, results not reported in these tables completely overturn this conclusion: when the data generating process consists of stationary fluctuations around a linear trend, the penalty to omitting a trend term in a VAR in levels can be severe. For example, at N = 200, the coverage of the confidence intervals from the VAR in levels estimation method for this case is below .03 at all lags. The downside risk to omitting a trend is so large that we advise its inclusion unless one is nearly certain that the data generating process is I(1).
• (Do not HP filter.) Estimation using HP-filtered data gives rise to extremely poor confidence interval coverage, regardless of the method of confidence interval estimation, a result which should give pause to practitioners who commonly HP-filter data prior to analysis.
• (Bootstrap vs. delta method.) Bias-corrected bootstrapped impulse response function confidence intervals are generally somewhat superior to those obtained using asymptotic standard errors, but not markedly so. Comparing the results in Table 6 to those in Table 7 , the evidence is mixed. At least for the first four lags, neither approach provides substantially better coverage than the other consistently across the variety of DGPs and (mostly mis-specified) estimation models considered here.
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• (Differencing is risky.) The differenced model yields excellent confidence interval coverage when the data is really I(1), but not cointegrated, as in DGP V. However, if the data is stationary or cointegrated, as in DGP V, then the fully differenced estimation method yields poor results except in very small samples. In fact, the results from the fully differenced estimation method actually worsen as the sample length increases. This is intuitively appealing (as larger data sets allow the estimation routine to react more and more strongly to the mis-specification involved in over-differencing the data) but the intensity of this effect on the confidence interval coverages is unexpected. Significantly, in this situation the confidence interval coverage from this estimation method is becoming extremely poor in the very circumstance (large sample length) where one would be most likely to give one's inference results a high degree of credence.
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Thus, unless one is quite confident that the data is I(1), impulse response functions should be estimated using a model whose dependent variable enters in level form -such as a VAR in levels or lag-augmented VAR. Results in Tables 6 and 7 indicate that, in contrast to differenced models, both the lag-augmented VAR and the VAR in levels models yield impulse response function confidence interval coverage which converge properly and which are relatively robust with respect to whether the data is stationary, nonstationary, or cointegrated.
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Overall, however, the coverage of the confidence intervals for impulses to y t (i.e., shocks t to ε t ) is not very good for persistent data, especially beyond lags one or two: though the sampling distributions of these impulse response coefficients do converge properly, their convergence is notably slower than one might hope for or expect. In contrast, the coverage of the confidence intervals for impulses to x t (i.e., shocks to η t ) is reasonably good.
To difference or not to difference? In contrast to our results on model specification testing in Sections 3.1 and 3.2, here we come to the opposite conclusion. While (unsurprisingly) it is always helpful to know whether or not the data actually is I(1), for the purposes of estimating impulse response function confidence intervals with good coverage, the downside risk of overdifferencing is substantially larger than that of underdifferencing.
Conclusions
Where one's principal concern is valid model specification (Granger causality) testing, our results strongly contraindicate the use of VAR in levels estimation models: For data which are persistent -precisely the kind where one might well be wondering whether to difference or not -the VAR in levels estimation models yield poorly sized tests, even when the DGP is actually stationary and even when the sample is fairly long, such as N = 400. HP-filtering the data and then estimating a VAR model in levels yields even worse results. In contrast, our results do support the use of the three estimation methods in which the explanatory variables appear in differenced form -i.e., the VAR in differences, lag-augmented VAR, and error correction estimation models -as long as cointegration is not an issue. 22 When cointegration is present, we find that standard Granger causality tests may or may not detect this long run relationship, depending upon the form that the cointegration takes.
Conversely, where one's principal concern is in obtaining impulse response function confidence intervals with good coverage, we find that VAR in levels and lag-augmented VAR estimation methods perform adequately, at least for rather large samples, but that the differenced estimation models (i.e., the VAR in differences and error correction models) are problematic. If the data are really I(1) but not cointegrated, then these estimation models yield excellent results. However, if the data are persistent but really I(0), then both of these differenced modelling choices yield extremely poor results as the sample length becomes large. This result is intuitively appealing: as the sample length increases, the mis-specification involved in differencing an I(0) series becomes increasingly consequential. Our results show that this effect becomes substantial at sample lengths as low as N = 200 for the impulse response coefficients at longer lags. HP-filtering the data gives rise to confidence intervals with extremely poor coverage regardless of the data generating process.
We came to this project with a sense that many economists (ourselves included) are reluctant to estimate a VAR in levels for any data which are persistent enough that a unit root seems a reasonable possibility -primarily because of the danger of spurious regressions, along the lines illustrated by Granger and Newbold (1974) . The development of the asymptotic theory (Sims et al., 1990) validating the use of VARs in levels for some inference purposes was not entirely convincing, given the substantial small-sample downward bias in estimated coefficients on lagged dependent variables when the data are persistent.
Our results indicate that this reluctance is well-founded in the context of model specification hypothesis testing: consistent with asymptotic theory, VAR in levels models yield substantially incorrect test sizes with I(1) data, even in fairly large samples. Moreover, we find that these tests remain mis-sized for data which is I(0) but strongly persistent, even for samples of length 400. Thus, for persistent data, such testing should be done on explanatory variables in differenced form. Nevertheless, the results we have obtained here indicate that modelling in levels is appropriate in the context of impulse response function confidence interval estimation. In that context, the mis-specification danger from possible overdifferencing clearly outweighs the danger of spurious regression.
Notably, however, the lag-augmented VAR estimation approach -in which the level of the time series is modelled but the explanatory variables are transformed so that inference can be done on explanatory variables which are in differenced form -yields good results in either context.
What, then, is a non-Bayesian to do in practice? 23 Based on the results obtained here, we recommend the following:
• Do not HP-filter the data.
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• For model specification (short-term Granger causality) testing, use either a VAR in differences model or a lag-augmented VAR model; either has reasonably accurate size and comparable power in our simulations.
• Estimate the impulse response functions (and confidence intervals for same) using a model in which the dependent variable is in levels -using either the levels model or the lag-augmented VAR model -with a trend term included. The bias-corrected bootstrap confidence intervals appear to be preferable to using asymptotic standard errors, but not dramatically so. Unless the sample length is quite large, however, be aware that the actual coverage of nominally 95% confidence intervals may be substantially less than 95%, especially past lags one or two -the best available statistical inference machinery simply does not converge all that quickly with persistently dependent data. However, a higher R 2 does not even imply a better fit to the data since the dependent variables are different for the VAR-in-differences and VAR-in-levels models. Note also that R 2 does not even necessarily admit of an interpretation as proportion of variance explained in the VAR-in-levels model, since the variance is not finite for an I(1) level series. 3 This is, of course, despite the published work (e.g., Harvey and Jaeger, 1993; King and Rebelo, 1993; Cogley and Nason, 1995) showing that HP filtering can severely distort estimated dynamic relationships. 4
See also Kurozumi and Yamamoto (2000) . The related FM-VAR approach suggested by Phillips (1995) and the sequential ECM approach suggested by Toda and Phillips (1994) are not implemented here based on simulation results presented in Yamada and Toda (1998) indicating that the lag-augmented VAR ('LA-VAR') approach is better-sized in small samples. 5
Data generating processes with feedback are not explicitly considered because including such terms did not materially affect the results quoted below. Note that equations for generating both x(t) and y(t) are needed, but the focus below is entirely on the estimated equations for y(t). Note that α 2 = 0 in Model D corresponds to ρ = 0 (i.e., to x t not Granger causing y) in all five DGPs; thus, there is no need for Model D to include terms in ∆x t-2 and x t-3 .
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The modified lag-augmented VAR procedure proposed by Kurozumi and Yamamoto (2000) might provide still better results. 10 This is not to say that unit root testing may not be useful in other contexts. For example, Diebold and Kilian (2000) find such testing helpful in choosing forecasting models. Nor -as becomes apparent from the results of Section 3.3 below -does it imply that differenced-based models are necessarily preferable for producing confidence intervals on impulse response functions in models for which Granger causality is already known to be present. 11 Note, however, that the results in Section 3.1 above rationalise the existence of this belief without validating it, since the apparent power of an over-sized test will be artificially inflated.
12 This fraction is meaningless for the tests based on the models estimated in levels or in HP-filtered levels since, in these cases, the actual size of a nominally 5% test is substantially different from .05. The parameter ψ explicitly appears in DGP I, DGP II, and DGP III in Section 2. 13 All three estimation methods have approximately the same power (ca. .05) for the generating process where x t adjusts to y t (DGP IV of Section 2) since x t does not Granger cause y t in that case. 14 Bayesian interval estimation (as in Sims and Zha, 1999 ) is beyond the scope of the present paper. We also note that both methods are only asymptotically justified; the relevant issue is the relative and absolute effectiveness of each method using the finite sample lengths considered here.
15 Numerical precision issues also arise in calculating ∂ Ωyεj / ∂Ayy1, say, for large j since terms like Ωyεj involve (Ayy1) j .
16 See Kilian (1998) for details on how this bias correction is performed; for example, the correction is explicitly adjusted so that it never makes an originally stationary model nonstationary. 17 In fairness, however, we should note that this lag limitation in our results may cause us to understate the superiority of the bootstrap confidence intervals over those obtained using the asymptotic standard errors. 18 Estimated models involving differenced variables were re-written (post-estimation) in terms of the levels of the variables. The estimated sampling distributions of A yy1 … A xx2 were obtained based on the estimated sampling distributions of the coefficients in the equations actually estimated. Tables 6 and 7 are based on parameter values of ψ = .15 and ρ = 0. 19 We cannot rule out the possibility that the bootstrap is substantially superior at larger lags.
Also, results which we do not report in these tables overwhelmingly support the contention of Kilian (1998) that bias-corrected bootstrap intervals are definitely preferable to ordinary bootstrap intervals. 20 Over differencing is also consequential for long term forecasting -see Lin and Tsay (1996) . Tables 6 and 7 , we find very similar coverage results for ψ = 0; thus, this result is also robust with respect to whether or not this explanatory variable was erroneously included in the model. 22 Note that the dependent variables in lag-augmented VAR model equations are in levels and that each explanatory variable also appears in level form at the largest lag, so it is not appropriate to think of the lag-augmented VAR as a 'differenced' model. 23 Bayesian interval estimation -e.g., Sims and Zha (1999) -is beyond the scope of the present paper. 24 Users of HP filtering sometimes imply that their filtering choice is justified by an interest in relationships 'only at business cycle frequencies'. If one really believes that the relevant relationships are frequency-dependent, then regression methods which explicitly allow for this -e.g., Ashley and Verbrugge (2009) -should be employed. 25 This conclusion is consistent with the results of Kilian and Chang (2000) , who look at impulse response function confidence interval coverage for several higher dimensional VAR models (see also Pesavento and Rossi, 2006) .
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