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We present calculations of the spin and phase relaxation rates in GaAs/AlGaAs p-type quantum
wells. These rates are used to derive the temperature dependence of the weak-localization correction
to the conductivity. In p-type quantum wells both weak localization and weak anti-localization are
present due to the strong spin-orbit interaction. When determining the total conductivity correction
one also have to include the term due to hole-hole interaction. The magnitude of the latter depends
on the ratio between the thermal energy and the Fermi energy, kBT/EF and whether the system
can be considered as ballistic (kBTτtr/h¯ > 1) or diffusive (kBTτtr/h¯ < 1). We argue that due to
the relatively low Fermi energy and the moderate mobilities, in the p-type systems in question, the
conductivity correction arising from hole-hole interactions is negligible at the highest temperatures
accessible in the experiments. Hence the ’metal-insulator’ transition observed at these relatively
high temperatures could be caused by interference effects. We compare our calculations of the weak
anti-localization correction with the experimental results from different independent groups with
special emphasis on the experiments by Simmons et al. We find good agreement between predicted
and observed transistion density pc.
PACS numbers: 71.20.Ej, 72.25.Rb, 73.20.Fz, 73.23.-b
I. INTRODUCTION
Quantum phenomena such as weak localization and
electron-electron interaction was for many years consid-
ered as a very well exploited field of condensed mat-
ter physics. Among other things it was firmly believed,
that a so-called Metal-Insulator Transition (MIT) would
not occur in a two dimensional system — for a review
see Ref. 1. Hence it came quite unexpectedly when
Kravchenko et al. presented experiments, suggesting
the existence of such a MIT in dilute two-dimensional
electron systems.2 In a series of recent works, similar
anomalous temperature dependence of the conductivity
has been observed in a wide range of dilute electron and
hole systems, for an extensive overview see Ref. 3. The
results of these reports are all consistent in the sense, that
they support the original observations of Kravchenko et
al.
Several quantum phenomena are known to give rise
to metallic behaviour, so-called weak anti-localization
which occurs in the presence of magnetic impurities, spin-
orbit scattering,4 or when bandstructure-induced spin
relaxation is present.5,6,7,8,9 Very recently it has also
been demonstrated theoretically for degenerate systems,
that the electron-electron correction to the conductiv-
ity can undergo a ’metal-insulator’ transition, depending
on the value of the Fermi-liquid constant F σ0 .
10 Hence
from a fundamental point of view a metallic phase is
indeed possible in 2D.11,12 However in real 2D systems
weak anti-localization is usually disregarded, because of
its expected weakness in comparison to the conductiv-
ity corrections due to electron-electron interaction. In
this paper we advocate the idea, that in the dilute p-
type systems with a moderate mobility, localization due
to hole-hole interaction is not significant. This is due
to the fact, that the strength of hole-hole interaction
induced conductivity correction is weakened when kBT
becomes comparable with the Fermi energy EF.
10 Only
when kBT/EF ≪ 1, a logarithmic or linear hole-hole cor-
rection dominates over the weak localization correction.
The systems in question are, due to their high effective
mass, in a regime where EF/kBT ≈ 1 at least for the
highest range of experimentally accessible temperatures.
This means that the corrections due to hole-hole inter-
action can be considered inferior in comparison to e.g.
weak anti-localization in the diffusive regime.
We theoretically address a certain group of the dilute
GaAs/AlGaAs p-type systems which have been experi-
mentally studied in Refs. 13,14,15,16 and have in com-
mon that the samples have a moderate mobility (in con-
trast to the hole experiments presented by Mills et al.17
which were performed at very high mobilities). The re-
sults of these experiments can be summarized as follows:
A transition between an isolating phase at low hole densi-
ties and a metallic phase at high hole densities is observed
at a critically hole density pc ≈ 0.3 . . . 1.3× 1011cm−2 —
by isolating (metallic) phase we mean that the resistivity
increases (decreases) with decreasing temperature.
The rest of this paper we divide in the following sec-
tions. In Section II we discuss the different types of quan-
tum corrections to the conductivity in weakly disorded
2D systems. In Section III we derive Cooperon spin re-
laxation rates performing bandstructure calculations of
the highly non-parabolic hole energy spectrum in p-type
quantum wells. Finally we present in Section IV the tem-
perature dependence of the resistivity of a p-type quan-
tum well at different hole densities and compare it with
the performed experiments.
2TABLE I: The resistance at which the transition occurs ρ, transport relaxation time τtr, critical densities pc, hole effective mass
at the Fermi level m∗, transition temperature between ballistic and diffusive transport T ∗ and Fermi temperature TF extracted
from the studied dilute GaAs/AlGaAs p-type quantum wells.
Author Resistance Transport Critical Effective Transition Fermi
time density mass temperature temperature
ρ τtr pc m
∗/m0 T
∗ TF
(kΩ) (ps) (1011cm−2) (K) (K)
Hanein et al.15 5 8.3 0.25 0.12 2.3 5.6
Simmons et al.13,14 10 2.0 0.51 0.13 8.7 11.6
Yoon et al.16 3 27.2 1.27 0.16 0.5 22
II. CONDUCTIVITY CORRECTIONS IN 2D
SYSTEMS
As mentioned in the Introduction, there exists several
conductivity corrections in weakly disordered systems.
These quantum corrections can be divided into two cat-
egories — interference effects and hole-hole interaction
effects.
The quantum correction due to inter-particle interac-
tions were recently revised in the paper by Zala et al.10
Their main result was that, when carefully taking into
account both the exchange and Hartree interaction, the
sign of the conductivity correction could change due to
the competition between these two contributions. The
sign of the conductivity correction depends on the value
of the interaction constant F σ0 . As expected they also
found that for diffusive systems (kBTτtr/h¯ < 1) the tem-
perature correction is logarithmic,18 whereas for ballistic
systems (kBTτtr/h¯ > 1) the correction is linear. How-
ever in case where the Fermi energy becomes comparable
with the thermal smearing kBT/EF ≈ 1, this correction
reduces to a temperature independed constant.
To estimate the value of the Fermi energy we have
used EF = E(kF), where E(k) is the hole energy dis-
persion (its calculation is described in the next Sec-
tion), and kF is the Fermi wavevector connected with
the density at which the ’metal-insulator’ transition oc-
curs, pc, via kF =
√
2pipc. In Table I we display the
calculated values together with the characteristic tem-
perature T ∗ = h¯/kBτtr which determines the cross-over
between ballistic and diffusive transport. The transport
time τtr was estimated from the experimental data by
using τtr = m
∗µ/e, where µ is the Drude mobility, which
should not to be confused with the somewhat misleading
peak mobility µpeak often given in the experimental re-
ports. The effective hole mass is given by m∗ = h¯kF/vF
where the Fermi velocity
vF =
1
h¯
dE
dk
∣∣∣∣
k=kF
. (1)
The interference effects known as weak localization
arise from the constructive interference of pairs of time
inversion symmetric scattering paths. In non-interacting
two-dimensional systems their contribution to the con-
ductivity can be expressed as11
∆σwl(T ) =
e2
pih
ln (ωϕ) . (2)
Here ωϕ = τtr/τϕ where τϕ is the phase coherence time
given by11
1
τϕ
=
kBT
h¯kFl
ln (kFl), (3)
and l is the mean free path. To summarize, we see that
both interference and hole-hole interactions can give rise
to isolating temperature dependences.
We now turn to the situation where the spin-orbit in-
teraction is included in the conductivity corrections. In
the case of p-type quantum wells, the conductivity cor-
rection has the form6,7
∆σwl(T ) =
e2
2pih
[
2 ln
(
ωϕ + ω‖
)
+ ln (ωϕ + ω⊥)− ln (ωϕ)
]
,
(4)
where ω‖,⊥ = τtr/τ‖,⊥ are the relaxation rates of the
Cooperon spin components parallel and perpendicular to
the plane of the quantum well, respectively.
It is interesting to consider this expression in the limit
of very weak spin-orbit interaction ω⊥,‖ ≪ 1 and in the
regime where spin-orbit interaction is strong ω⊥,‖ ≈ 1.
In the first case the weak localization correction reduces
to Eq. (2), since we neglect spin-orbit interaction. In the
case of strong spin-orbit interaction however we find
∆σwl(T ) = − e
2
2pih
ln (ωϕ). (5)
It is important to note the significant differences between
the expressions (5) and (2). When introducing strong
spin-orbit interaction, the sign of the conductivity cor-
rection changes, corresponding to so-called weak anti-
localization. Hence if in the regime of strong spin-orbit
interaction one only considers the interference correction,
the temperature dependence of the conductivity indeed
is metallic.
In experiments it is of cause an interplay of both the
hole-hole correction ∆σhh(T ) and the weak localization
3correction ∆σwl(T ) which is observed
∆σ(T ) = ∆σwl(T ) + ∆σhh(T ), (6)
hence the overall conductivity correction is dominated
by the hole-hole interaction when kBT ≪ EF. In situa-
tions where kBT ≈ EF the effect of hole-hole interaction
however is small in comparison with weak localization
or weak anti-localization. In this regime we find that a
metallic temperature dependence of the conductivity in-
deed is possible when spin-orbit interactions are present.
III. SPIN AND PHASE RELAXATION IN
p-TYPE QUANTUM WELLS
In symmetrical quantum wells, each hole level at a
given wavevector is double-degenerate. The two states,
|1〉 and |2〉, connected to each other by the time-inversion
operation, have spin projections on the growth axis equal
to ±3/2 at the bottom of the subband. At finite kinetic
energy, mixing of the heavy- and light-hole states oc-
curs due to strong spin-orbit interaction present in p-type
structures. Hence even under spin-independent scatter-
ing, transitions |1〉 → |2〉 are allowed what leads to relax-
ation of hole spins. It was shown6,7 that the Cooperon
spin relaxation in p-type quantum wells is anisotropic and
the weak localization correction to conductivity is given
by Eq. (4), with two independent parameters ω‖ and ω⊥
determined by the matrix elements of hole scattering8
ω‖ = 1−
V 211
|V11|2 + |V12|2
, (7)
ω⊥ =
2 |V12|2
|V11|2 + |V12|2
. (8)
The bar here means averaging over the scattering angle of
holes at the Fermi surface. Eqs. (7), (8) show the rate ω⊥
is non-zero mainly due to spin-flip scattering and ω‖ is
finite because of the change of the spin-conserving scat-
tering probability with increasing of the kinetic energy
(ℜeV11 ≫ ℑmV11, |V12|).
The value of ω⊥ is equal to τtr/τs, where τs is the hole
pseudospin relaxation time, characterizing decay of the
hole polarization. It could be obtained from both opti-
cal orientation and weak localization experiments. The
value ω⊥/2τtr = 1/2τs has been calculated in Ref. 19 for
different scattering potentials and quantum well widths.
The parameter ω‖ is essentially different. It also de-
scribes decay of the zero harmonics of the density ma-
trix, however the latter determines the Cooperon but
not the pseudospin relaxation. Hence ω‖ can not be ob-
tained from optical experiments. It can however be ex-
tracted from magnetoresistance measurements as it has
been done in Ref. 9.
As seen in Eq.(3) the dephasing rate ωϕ depends only
logarithmically on the transport time. Therefore using
the reasonable approximation13 ln (kFl) ≈ 2, we get an
expression for ωϕ which is independent of scattering pa-
rameters:
ωϕ =
2kBT
h¯kFvF
. (9)
Here it has been taken into account that the mean free
path is connected to the hole velocity at the Fermi level
via l = vFτtr.
0.0 0.4 0.8 1.2 1.6 2.0
0.0
0.2
0.4
0.6
0.8
ω⊥
ω||
 
 
Sp
in
 r
el
ax
at
io
n 
ra
te
s
Hole density pxa2
0
5x10-4
1x10-3
ω||
 
 
0.0 0.2 0.4
0
5x10-3
1x10-2
ω⊥
 
 
FIG. 1: The Cooperon spin relaxation rates ω‖,⊥ in a
symmetrical p-type quantum well with a width a = 200 A˚.
Dashed lines in inset show the asymptotic dependences given
by Eq. (11).
To obtain the spin relaxation and dephasing rates, we
used the isotropic Luttinger Hamiltonian for calculation
of hole states in a symmetrical quantum well. Assuming
the barriers to be infinitely high, we get the hole energy
dispersion in the first size-quantized subband, E(k). The
transcendental equation for finding E(k) is given, e.g. in
Ref. 20. In this model, the dispersion is determined only
by one parameter, namely by ratio of the bulk light- and
heavy-hole effective masses, ml/mh. In calculations we
use ml/mh = 0.16 corresponding to GaAs-based quan-
tum wells. We take the four-component wavefunctions in
the form proposed in Ref. 20 and choose the scattering
potential as
V (r) =
∑
i
V0δ(r −Ri) , (10)
where Ri are random positions of short-range scatters
(e.g. impurities). Averaging squares of matrix elements
in Eqs.(7), (8) over Ri, we get ω‖ and ω⊥ as functions of
a dimensionless hole density, p× a2. Here a is the width
of the quantum well, and the density is connected to the
Fermi wavevector as p = k2F/2pi.
In Fig. 1 the Cooperon spin relaxation rates ω‖,⊥ are
presented by solid lines. It is important to note that for
4short-range scattering (10), ω‖ and ω⊥ are independent
of the strength of the potential, V0. They are determined
only by the parameters ml/mh and p× a2. In this sense
the dependences in Fig. 1 are universal.
In the lowest order in p× a2 ≪ 1, the density depen-
dences of spin relaxation rates are as follows6,7
ω‖ ∼ (pa2)2 , ω⊥ ∼ (pa2)3 . (11)
These approximations are plotted by dashed lines in the
insets in Fig. 1. One can see that Eq.(11) is valid only
at extremely low density. The spin-orbit effects of higher
orders start to be important already at p ≥ 0.2/a2, and
the exact calculation of hole states has to be performed
for obtaining the spin relaxation rates.
The density dependence of the dephasing rate ωϕ is
presented in Fig. 2 for different quantum well widths
and T = 1 K. Because of strong non-parabolicity of the
hole energy dispersion, the Fermi velocity (1) is a non-
linear function of kF and, hence, ωϕ changes with p non-
monotonically.
The inset in Fig. 2 shows the density dependence of
the parameter kFl at τtr = 2 ps. It is seen that kFl also
reflects the complicated dependence of the density of hole
states at the Fermi level on concentration.
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FIG. 2: The dephasing rate ωϕ at T=1 K at different quan-
tum well widths as a function of hole density. (1) a = 100 A˚,
(2) a = 200 A˚, (3) a = 300 A˚. The inset displays the density
dependence of the parameter kFl for τtr = 2 ps.
IV. THE METAL-INSULATOR TRANSITION IN
p-TYPE SYSTEMS
As seen in Table I the estimated Fermi temperatures
TF is comparable the highest temperatures obtained in
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FIG. 3: The temperature dependence of the calculated resis-
tivity for different hole densities in a symmetrical 200 A˚ wide
quantum well. A clear transition between ’metallic’ and ’in-
sulating’ behavior occur at approximately p = 1×1011 cm−2.
the experiments in question. This means that, when con-
sidering the quantum correction to the conductivity, it is
possible to neglect the contribution from hole-hole inter-
actions. Hence the total resistivity in this temperature
regime is given by
ρ(T ) =
h
e2
[
1
kFl
− 1
(kFl)2
∆σwl(T )
e2/h
]
, (12)
where the first term is the classical Drude expression
and the second is the weak localization correction [see
Eq. (4)].
In Fig. 3 we plot the calculated temperature depen-
dence of the resistivity of a 200 A˚ wide symmetrical quan-
tum well in units of h/e2 = 25.7 kΩ for different densities
p in the range 0.8 . . . 2 × 1011 cm−2. To obtain the pre-
sented curves we have used the values of ωϕ, ω⊥ and ω‖
calculated in the previous section and a constant trans-
port time has been taken τtr = 2 ps. Both the width of
the quantum well, a, and the transport time, τtr, are cho-
sen to be close to the relevant values in the experiments
of Simmons et al.— see Table I.
From the curves it is seen that at relatively low hole
densities the resistivity increases with decreasing temper-
atures (isolating behaviour). At higher hole densities the
opposite situation occurs (metallic behaviour). Hence
we attribute the metal/isolator transition with a weak
anti-localization/localization transition. This idea has
already been analysed in relation to MIT in electron sys-
tems.21,22 However the spin-orbit Hamiltonian in p-type
systems is significantly different from the linear in the
wavevector term in electron systems, therefore MIT in
hole systems can not be described by the theory Ref. 21.
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FIG. 4: The phase diagram of a hole gas confined in a 200 A˚
(solid line) and 100 A˚ (dashed line) wide quantum well.
The theoretically observed transition occurs due to the
density dependence of the spin scattering. The criti-
cal density where the cross-over between the two dif-
ferent temperature dependences occurs is approximately
pc ≈ 1× 1011cm−2, corresponding to p×a2 ≈ 0.4. When
comparing with the critical hole densities found in the ex-
perimental reports, we find good agreement between the
observed and the predicted transition density — see Ta-
ble I. Especially it is worthwhile to note the good agree-
ment between theory and the experiments by Simmons et
al.13,14 which were performed on a 200 A˚ wide symmet-
rical quantum well in accordance with our assumptions.
The calculated temperature dependences furthermore
display a weak non-monotonic features close to the criti-
cal density — see the curves for p = 1.2× 1011cm−2 and
p = 2 × 1011cm−2. Hence close to the critical density
the temperature dependence of the resistivity displays a
local maxima. This behaviour is in agreement with ex-
periments and was especially pronounced in the reports
by Hanein et al.15, Yoon et al.16 and Mills et al.17. This
peculiarity of the interference correction is included into
Eq. (4). Indeed, for very low temperatures the conduc-
tivity correction is metallic, but for high temperatures
the system is insulating. For a given density this local
maximum takes place when ∂∆σwl/∂T = 0, i.e. at
ωϕ =
√(ω⊥
4
)2
+
ω‖ω⊥
2
− ω⊥
4
. (13)
This equation connects the density with temperature at
the maximum. The corresponding dependence pmax(T )
shown in Fig. 4 represents the ’phase diagram’ of the
diluted hole gas.
V. CONCLUSION
We have calculated the density dependence of the spin
and phase relaxation rates in a p-type quantum well. By
applying these results to the theory of weak-localization,
we find that it is possible to explain the so-called ’metal-
insulator’ transition which is observed in a range of 2D
hole systems at temperatures kBT ≈ EF and at moder-
ate mobilities. This transition is explained as a crossover
between weak localization and weak anti-localization due
to the strong density dependence of the spin and phase
relaxation rates. We have made a direct comparison be-
tween our results and the experimental work by Simmons
et al.13,14 and find a good agreement for the observed crit-
ical densities pc. For the sake of completeness we have in
Table I listed the values found for several other relevant
experiments.
We underline that our theory only is applicable in the
regime kBT ≈ EF and hence do not address situations
where the system is degenerate, which normally is the
case for electrons.
Finally we would like to encourage experimentalists to
apply optical techniques and hence shine light on the
connection between the metal-insulator transition and
spin-relaxation. We also attract their attention to the
non-monotonous temperature dependences of resistivity
and the corresponding ’phase diagram’ of the 2D hole
system.
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