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Summary
Optical lithography is a key enabling technology in semiconductor manufac-
turing industry that represents 30-35% of chip manufacturing cost. As device
size gets smaller, lithography process needs to meet the tighter constraints
and more stringent specifications to achieve tight line-width or critical dimen-
sion (CD) uniformity. This is because CD is the most important variable that
needs to be well controlled as it affects not only the final device speed but
also the overall circuit performance.
Lithography involves many steps and non-uniformity introduced at each
step can roll over to subsequent steps to cause CD variations. This thesis
proposes control strategies to reduce CD variations by improving various
steps/aspects of the lithography process. Firstly, real-time control of develop
step, i.e. the step where photoresist take the final form of the desired features,
is performed using a reconfigurable bake/chill system with an online film
thickness estimation. Results showed four times reduction in deviation of
the end-point time and 20% reduction in overall developing time.
As lithography advances, chemically amplified photoresist is introduced
to achieve smaller line-width. This photoresist, however, requires stringent
temperature control during post-exposure-bake step because the heat from
this baking step is used to enhance and amplify the chemical reaction of the
exposed site in the photoresist. The main source of CD variations at this
step is poor temperature uniformity control and temperature disturbances
v
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caused by placement of cold wafers on the bakeplate. To overcome this, a
feed-forward control strategy is applied to the bake/chill system used in the
develop step earlier. Results showed that the temperature disturbance is
almost eliminated, with overall temperature uniformity within 0.1oC.
Lastly, variations in lithography process such as process drifts and deteri-
oration of equipment often increase sensitivity of plant model to disturbances.
Nevertheless, the bounds of these variations are usually known, although on-
line information is unavailable. In this case, a robust run-to-run controller
that uses minimax function can be used to minimize the worst predicted
scenario, thus compensating for the plant model variations. Results showed
that using this approach, a ten times reduction in overshoot is achievable.
As the approach is reducible to a minimization problem, faster and more
efficient computation can also be performed.
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Optical lithography has been the key technology in semiconductor manufac-
turing for the past fifty years that drives the trend of smaller and cheaper
electronic devices. Semiconductor manufacturing is now facing an increas-
ing challenge to keep up with Moore’s Law. Currently, optical lithography
is capable of printing 32nm size features with optical wavelength at 193nm
(Trouiller, 2006). However, this has led to the belief that optical lithography
has reached its physical limit.
This theoretical optical limitation has been discussed by Harriott (2001),
Mack (2004) and Trouiller (2006). As a result, this brought about many
new and innovative printing transfer methods being developed but none has
yet to take over lithography’s role totally. One of the reasons why new
methods fall short is that optical lithography remains the most cost effective
method ever invented. Despite this cost effectiveness, it represents around
30%-35% of the manufacturing cost (Plummer et al., 2000) which impedes
technological change for existing semiconductor manufacturing industries.
One of the measures for lithographic quality discussed by Mack (2004) is
‘Manufacturability’ and he commented that:
1
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“What makes this metric so interesting, and difficult to optimize,
is the relationship between cost and other metrics of quality such
as CD control. While buying ultra flat wafers or upgrading to
the newest stepper platform may provide an easy improvement
in CD and overlay performance, their benefit may be negated by
the cost increase. It is interesting to note that throughput (or
more correctly overall equipment productivity) is one of the major
components of lithographic cost for a fab that is at or near capacity
due to the normal factory design that places lithography as the fab
bottleneck.”
In lithography process, the most important variable is the linewidth or
critical dimension (CD), which is the variable with the most impact on de-
vice speed and performance (Edgar et al., 2000). The ability to reach today’s
32nm standard is attributed to the countless efforts to keep abreast with the
International Technology Roadmap for Semiconductors (ITRS). These in-
clude the introduction of new lithography techniques, new photoresist mate-
rials, new equipment and tighter process specifications. Multi-zone control-
lable bakeplate system has been introduced to compensate non-uniformity
caused by conventional bakeplate during baking steps (Berger et al., 2004;
Chua et al., 2007; Ho et al., 2000; Lee et al., 2002; Narasimhan and Ramanan,
2004; Tay et al., 2001). Researchers also see the importance of controlling
develop step since it is one of the crucial steps in lithography that deter-
mines the final CD. Their efforts include determining the best time to switch
from developing to rinsing (Carroll and Ramirez, 1991), controlling flow-rate
of developer solution from the dispenser (Sakamoto, 2001; Sakamoto et al.,
2002), and using multiple develop steps with different developer concentra-
tions (Kyoda et al., 2003) in order to achieve better CD uniformity.
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There are also reports of increasing utilization and application of ad-
vanced computational and control methodologies that showed improvement
in yields, throughput and in some cases, enable lithography process to print
even smaller features (Harriott, 2001; Mack, 2004; Schaper et al., 1999). The
success of applying such mathematical systems and advanced tools to micro-
electronics manufacturing has also been demonstrated in the area of rapid
thermal processing (Cho and Kailath, 1993; Stuber et al., 1998) and plasma
processing (Hankison et al., 1997). A report of the international panel on
future directions in control, dynamics and systems has also identified control
as a critical research topic to future progress in the semiconductor manufac-
turing sectors (Mack, 2004; Murray et al., 2003).
Lithography plays an important role in semiconductor manufacturing. It
is a fabrication process that transfers desired circuit patterns from a photo-
mask onto a photosensitive resist film that has been coated on top of a silicon
substrate or wafer. (In this thesis, photosensitive resist, photoresist and resist
are used interchangeably to refer to the same thing unless otherwise stated.)
It determines the device dimensions, which affects not only device’s quality
but also production quantity and manufacturing cost. Figure 1.1 depicts the
various steps involved in lithography process, of which four are baking steps.
There are many factors that contribute to the final variation of the printed
CD. Any drifts or variations in the lithographic process variables will affect
the final CD. Very often, non-uniformities from earlier steps are rolled over
to the next step. In addition to that, equipment used for any particular
step may contribute non-uniformity to the final CD. It is known that spin
coating causes non-uniform film thickness spatially. Subsequently, thickness
non-uniformity will result in variation of UV absorption in the resist during
exposure step. Despite that, light intensity varies spatially in the exposure
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1. HMDS
Vapor Prime 2. Spin Coat
3. Soft Bake4. Align &Exposure
5. Post-
Exposure Bake 6. Develop
7. Hard Bake8. Etch
Figure 1.1: A flowchart showing the typical steps involved in a lithography
process.
machine which adds on to the overall non-uniformity. This explains why
resist thickness has to be well controlled at the extrema of the swing curve
(Brunner, 1991) where sensitivity of CD to thickness variations is minimal.
One of the “grand challenges” mentioned in ITRS (2006) is to make lithog-
raphy affordable and available even beyond 100nm size.
Therefore, one exciting new challenge in lithography is the development
of control and optimization strategies that has the ability to compensate any
non-uniformities in earlier steps/processes (Edgar et al., 2000). An effective
process control scheme should not only resolve many integration problems,
but also speed up development time with little or no change to current equip-
ment. Develop step is an important step in lithography. As mentioned before,
it is where the photoresist takes the form of the desired pattern. Thus, it
will be ideal if this step can be controlled and used to compensate any non-
Chapter 1. Introduction 5
uniformities built-up from previous steps. However, Morton et al. (1999)
mentioned the difficulty of monitoring the thickness trend during develop
step which this thesis will address and overcome. Other than controlling
develop step, with the introduction of chemically amplified photoresist, the
demand for tighter temperature uniformity and ability to reject temperature
disturbance caused by placement of cold wafer on the bakeplate need to be
addressed. In addition to that, it is important to formulate a way to minimise
the worst senario when controlling lithography process because this process
often suffer gain variations.
1.2 Contributions
The main focus of this thesis is in reducing CD variation by applying con-
trol strategy in lithography process and the use of advanced reconfigurable
bakeplate system. There are four main contributions,
• Real-Time Film Thickness Monitoring System
• Real-Time Develop Rate Control
• Optimal Feed-Forward Control for Multi-zone Baking
• Robust run-to-run control
Real-Time Film Thickness Monitoring System
To have better CD control, mere end-point (the time when all unwanted
photoresist are removed/dissolved) detection in develop step is insufficient.
It will be ideal to be able to monitor the trend at which photoresist dissolves
during develop step at real-time. Unlike common film thickness estimation
which has air as the medium, the develop step has developer solution as the
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medium. This makes analysis more difficult because the refractive index of
the developer solution varies with time as the photoresist dissolves. There are
many methods to compute film thickness by analyzing reflected light inten-
sity profile but all of them fail to give reasonable thickness estimation. They
either produce results that show diverging thickness trend or erroneous re-
sults. Therefore, Lookup Table Referencing (LTR) is first introduced to solve
this problem because it is able to compensate the change in optical properties
during develop process by storing a set of reflected light intensity profile of a
typical develop step. However, LTR is not robust to batch or recipe change.
Thus, Modified Fringe Order Computation (MFOC) is later introduced as a
more robust thickness estimator. MFOC does not require prior experimental
data and it is computationally less intensive than conventional methods.
Real-Time Control of Develop Step
Most semiconductor manufacturing industries practise longer develop times
to ensure that there will be less under-developed features. Others would
choose a tradeoff between the number of over-developed and under-developed
features. However, to push lithography to its limits, a better control need
to be developed. It is known that developer temperature has a direct influ-
ence over develop rate (Arthur et al., 1997; Pantenburg et al., 1998; Shaw
and Hatzakis, 1979). Thus, if the developer temperature were to be con-
trolled, then spatial and temporal uniformities during develop step would
be achievable. A reconfigurable multi-zone bake/chill system is used which
allows the manipulation of its plate temperature by adjusting the amount of
electrical power flowing into the resistive elements. It has been shown that
this system, together with real-time thickness estimator mentioned earlier, is
able to compensate and reduce the non-uniformities from previous steps in
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lithography process. Results showed that a controlled develop step is capable
of reducing the deviation of the time to reach end-point by four times. In
addition to that, this system is also capable of reducing the overall develop
time by 20%. This real-time control approach produces better uniformity
with shorter developing time.
Optimal Feed-Forward Control for Multi-zone Baking
In lithography, as depicted in Figure 1.1, wafers are frequently transferred
from one processing step to another. One of the most common steps is the
baking step. The same reconfigurable multi-zone bakeplate used for develop
control mentioned earlier can be used for these baking steps too. Among
these many baking steps, the most important (or temperature sensitive) is
the post-exposure bake step. For chemically amplified photoresists, the tem-
perature of the wafer during this thermal step must be controlled to a high
degree of precision for better CD control. The requirements call for tem-
perature to be controlled within ±0.1oC at temperature between 70oC and
150oC. Conventional bakeplates are not capable of providing adequate spa-
tially temperature uniformity. Multi-zone bakeplate with independent Single
Input Single Output (SISO) controlled zones had issues like overheating and
slow response time because this approach assumed no coupling effect like
heat exchange from neighboring zones. Thus, a multi-zone bakeplate ther-
mal model, with wafer taken into consideration, is derived. An algorithm for
a feed-forward control of the multi-zone bake plate is developed which almost
eliminates the temperature disturbance caused by the placement of a cold
wafer on the bake plate. With feed-forward control in-force, temperature
uniformity of ±0.1oC is achievable, as compared to ±0.5oC for independent
SISO method.
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Robust Run-to-Run Control
Most semiconductor manufacturing processes exhibit linear drifts from run-
to-run due to changing processing environments like batch, recipe and mate-
rial changes. Electro-migration is another problem which a bakeplate system
may suffer that causes the system to deviate from its initial mathematical
model. In addition to that, the mode and size of variation of the process gain
is often unknown. These issues often increase sensitivity of plant models to
disturbances. If these variations bounds are known, then a robust run-to-run
control method that takes into account of this knowledge can perform better
than conventional methods. This method uses a minimax function which
in general tries to minimize the worst predicted case scenario. The benefits
from this approach for scenarios where disturbances are injected into the sys-
tem are lower overshoot (more than ten times reduction) and shorter settling
time. In addition to that, this minimax approach is reducible to a mini-
mization problem under a specific condition, which gives this approach the
computational advantage over solving the original minimax problem. This
approach can be solved more easily and also have the benefit of minimizing
the worst predicted case.
1.3 Thesis Organization
This thesis consists of six chapters. The first chapter gives the motivation of
this research work and the author’s main contributions. Chapter 2 provides
the working principle behind the optical model for determining thin film
thickness information from reflected light intensity acquired by a spectrom-
etry system. It then introduces two conventional techniques for estimating
film thickness profile, after which, two new methods are proposed. Chapter
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3 presents the work on real-time control of the develop step. It first describes
the analysis of the relationship between develop rate and temperature. Fol-
lowing that, the use of a Proportional and Integral (PI) controller to achieve
develop control will be presented. Chapter 4 will present the work on optimal
feed-forward control for multi-zone baking in lithography. It will first derive
the thermal model and then elaborate on the control algorithm used. Chap-
ter 5 describes an optimal filter for Integrated Moving Average, IMA(2,2),
process and a robust run-to-run controller that uses the minimax approach
that is capable of reducing overshoot by at least ten times as compared to
conventional run-to-run controllers. This minimax approach is reducible to
a simple minimization problem. Finally, this thesis will end with conclusions
and recommendations for future work and directions.
Chapter 2




Develop step is a crucial step in lithography because it determines how fea-
tures on the wafer are developed. Over developed or under-developed is
deemed undesirable. The desirable time to stop develop step is when all
the exposed positive photoresist or all the unexposed negative photoresist
at a particular site are removed. Therefore, it will be useful if a monitoring
system can be developed for this purpose.
An equipment with this monitoring capability is commonly known as a
Develop Rate Monitor (DRM). The detection of the desirable time to stop
develop step is known as ‘end-point detection’. In industry, DRM has been
used as end-point detector. DRM is able to monitor the rate at which pho-
toresist dissolves in the developer solution during develop step. It identifies
end-point when the dissolution rate becomes zero. In recent years, there are
innovative development in DRM sensors with the use of Ultra Sonic Sensor
(Morton et al., 1999) and the deduction made from measuring the resistivity
10
Chapter 2. Film Thickness Analysis & Estimations During Develop Step 11
of the develop solution (Wang et al., 2003) to estimate develop rate. How-
ever, as mentioned in Chapter 1, in order to push lithography technology to
its limit, mere end-point detection control is inadequate.
Develop rate monitoring is very similar to thin film thickness estimation
in any etching or metal deposition processes found in semiconductor manu-
facturing. For example, Lee et al. (2002) have used an optical spectrometry
system to estimate film thickness in their real-time film thickness uniformity
control during soft bake step. However, the only difference between these
settings is the medium at which optical light passes through during thick-
ness detection. Develop step has a fluid medium instead of air. Morton
et al. (1999) has mentioned the difficulty of estimating film thickness dur-
ing dissolution of photoresist in developer solution. In general, dissolution
of photoresist often leads to changes in chemical and optical properties of
the developer solution which hinder thickness estimation algorithms. The
deviation becomes larger as more photoresist dissolve in the solution. This
chapter will proposed two thickness estimation methods to addressed this
issue.
The organization of this chapter is as follows. In the next section, the
mathematical model of the reflected light intensity in thin film will be pre-
sented. Following that, the experimental setup used for this work will be
presented in Section 2.3. Then, in Section 2.4, conventional thickness esti-
mations will be discussed, after which, two new methods, namely Lookup
Table Referencing (LTR) and Modified Fringe Order Computation (MFOC)
will be proposed and their strengths and weaknesses will be discussed in Sec-
tion 2.5. In Section 2.6, a comparison of the results obtained using these
methods will be presented. Finally, this chapter will end with a conclusion.











Figure 2.1: An optical model of the reflected light intensity in the photoresist
and wafer substrate interface.
2.2 Optical Interference in Thin Film
This section will explain the fundamental principles behind using optical
spectrometry for film thickness estimation. This will help the development
of film thickness estimation algorithms in later sections.
When an incident light is made to shine normally onto a thin photoresist
film, as shown in Figure 2.1, phase difference between the incident and re-
flected light creates interference effects within the photoresist of thickness, Y .
This phenomenon is dependent on the wavelength of the incident light and
the refractive index of the materials which the light passes through (Born
and Wolf, 1985; Hariharan, 2003).
Refractive index of a material is nonlinear in nature and can be described
by Cauchy Equation with three parameters, A , B and C. In this chapter,
refractive index is denoted by N∗ with the subscript denoting the medium
concerns. Thus, Na , Nr and Ns denote the refractive index of the developer
solution, the photoresist and the silicon substrate, respectively. Therefore,
the refractive index of the photoresist corresponding to a particular wave-
length, λi, can be expressed in the form as shown in Equation (2.1).








The mathematical representation of the reflected light intensity signal,
Hi(t), for a particular wavelength, λi, can be expressed in the form as shown
in Equation (2.2).
Hi(t) =
∣∣∣∣R2,i · e−jβi(t) +R1,i · ejβi(t)R1,i ·R2,i · e−jβi(t) + ejβi(t)
∣∣∣∣2 × 1R20,i (2.2)
where j denotes the imaginary part,


















In this work, S1813 positive photoresist is used. It is first spin-coated at 2000
rpm for 45 seconds onto a 4-inch silicon wafer. The wafer is then baked at
105oC for 90 seconds during soft bake step. After which, the coated wafer
is exposed to ultraviolet light for 3 seconds, which destroys the photoactive
compound, which is a dissolution inhibitor found in the photoresist resin
(Chang and Sze, 1996). The exposed photoresist then becomes more soluble
in MF319 developer solution. The post exposure bake is conducted at 105oC
for 60 seconds.
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Figure 2.2: A schematic diagram of the spectrometry system setup used in
experiment for thickness analysis.
Optical Spectrometry System for Thickness Estimation
An optical spectrometry system from Oceans Optics is used to acquire the
reflected light intensity signal. The system, as shown in Figure 2.2, consists
of a light source, optical probes and an acquisition unit which is capable of
measuring light intensity at discrete wavelengths between 400nm and 900nm.
Let the discrete wavelengths detectable by the system be denoted by an
vector, λ. The optical probe is made up of a bundle of 7 optical fibers
(6 illumination fibres around 1 read fiber) is positioned above the wafer to
monitor the photoresist thickness at real-time. It is made to shine light from
a broadband light source, normal to the thin film surface. The reflected light
intensity signal, denoted by an vector, H , is sampled at a rate of 10Hz.
Emulating Develop Step
In lithography, there are two basic approaches to photoresist develop step:
the puddle spray method and the immersion method. In the puddle spray
method, developer solution is sprayed onto the film surface so that a puddle
of developer solution forms on top of the resist surface. As for immersion








Figure 2.3: Emulating puddle spray method for develop step
method, the coated wafer is completely submerged into a container of devel-
oper solution. The solution in the container is reused for subsequent wafers.
The disadvantage of puddle spray method is that an additional puddle
spray step needs to be conducted if the develop step has not been completed.
However, the main advantage of this method over immersion one is that
it uses the minimal amount of developer solution, and is hence more cost
effective. In addition to that, the developer solution used for each puddle
spray is a fresh broth while the solution for immersion method degrades
gradually until it has been replaced. Therefore, each develop step in a puddle
spray method has consistent and uniform conditions.
In order to emulate puddle spray method, a small volume of developer
(≈ 2ml) is placed between the wafer and the optical probe. Figure 2.3
shows the schematic diagram of how the puddle spray develop method can be
emulated. The optical probe is deliberately placed close to the wafer surface
so that there will not be any air gap in between the thin film and the probe.
This setup have only two interfaces. The first interface is between developer







Figure 2.4: Experimental setup showing the bake/chill system and an array
of spectrometry probes
solution and the photoresist surface. The second interface is between the
photoresist and the silicon substrate surface. This has less number of optical
interfaces as compared to another setup where the optical probe is above the
developer solution with air gap in between. Therefore, the proposed setup
provides the least complexity and is less computational intensive when it
comes to thickness analysis.
Reconfigurable Bake/Chill System
Developer solution is sensitive to temperature. Variations in develop tem-
perature can influence develop rate. In order to achieve good temperature
uniformity control, a special bakeplate is used to maintain temperature at
the recommended value of 23oC. The overall experimental setup is as shown
in Figure 2.4. This special bake/chill system, which is also used for real-time
develop control, will be discussed in more details in Chapter 3.
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Typical Reflected Light Intensities during a Develop
Step
With this experimental setup, a typical develop step was conducted and the
corresponding reflected light intensity profiles were acquired and recorded.
Figure 2.5 shows six reflected light intensity signals acquired by the system
during a develop step at 23oC with film thicknesses approximately at 1000nm,
700nm, 500nm, 300nm, 100nm and 0nm. It also shows the comparison be-
tween experimental data and theoretical data. As the film thickness becomes
smaller, the deviation between the experimental data and the theoretical one
becomes larger. This deviation causes a problem to conventional estimation
methods,which will be discussed in the next section.
2.4 Conventional Thickness Estimation
Methods
Thickness information can be derived from the reflected light intensity data
by performing mathematical analysis. Two conventional methods will be
discussed in this section. The first method will be discussed in details as it
will be extended in Section 2.5.
Fringe Order Computation
Fringe Order Computation, also known as Peak analysis, uses the location
of turning points in the intensity graph for thickness estimation (Born and
Wolf, 1985; Hariharan, 2003). To understand this, Equation (2.2) has been




2,i + 2R1,iR2,i cos(2βi(t))
1 +R21,iR
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Figure 2.5: Experimentally acquired reflected light intensity plots corre-
sponding to six different film thicknesses in comparison to theoretical data.
It has been noted that turning points on the intensity profile correspond
to the cosine terms in Equation (2.3) that equate to either 1 or -1. This im-
plies that the term in the cosine function must be a multiple of pi . Letting
P0 be the first turning point on the reflected light intensity data acquired
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at one time instance, as shown in Figure 2.6, with its corresponding wave-
length, λP0 . The procedure for film thickness estimation is as follows, with
an unknown integer, F , which needs to determined later.



























Figure 2.6: Graph showing turning points in the reflected light intensity
profile, acquired at one time instance, that are used in the Fringe Order
Computation (FOC) method.
At P0:
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Let the next turning point be P1 with corresponding wavelength, λP1 . At
P1, the term in the cosine function is greater than that for the case in P0
because λP1 < λP0 and the rest of the terms are constant. With this, the
value of the unknown multiple, F , of pi is set to 1 unit greater than that for
P0. The same analogy can be applied to the rest of the turning points in the
intensity graph and the following shows the thickness estimation on other
turning points.





At Pi: YPi =
(F + i)λPi
4Nr,Pi
For each intensity graph, there are as many thickness estimations as the
number of turning points. Therefore, the mean value of these estimates is
used for that time instance, as shown in Equation (2.5). This step not only
reduces the error caused by the discrete system but also the influence of
measurement noise, assuming that the noise follows a Gaussian distribution.








However, film thickness cannot be determined unless the value of F is
known. There are two ways to determine the value of F . The first way is to
use trial and error to find the value of F which produces the least variance
among the thickness estimates at the turning points. The second method is
to build a linear regression model using Equation (2.4) and solve the value
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of F in the least square error sense.
The advantage of this thickness estimation method is that it is simple
and can be computed easily. However, its great reliance on turning points in
the intensity data causes it to fail when thickness is less than 500nm. This is
because for that thickness range, there is insufficient or no distinct turning
point for this method to work effectively, as shown previously in Figure 2.5.
Nonlinear Curve Fitting
Lee et al. (2002) uses nonlinear least square estimation for thickness estima-
tion. In this method, Equation (2.3) is utilized and manipulated so that a
small change equivalent approximation equation can be formed for the pur-
pose of thickness estimation. When new reflected light intensity is acquired,
this method will estimate for the change in thickness and add that to the
previously estimated thickness to obtain an estimate for the current film
thickness.
This method requires more computation power as compared to the first
method. This method relies heavily on the mathematical model. Therefore,
when there is any discrepancy between the model and the actual system, this
method may fail to track the thickness correctly. The deviation between the
experimental data and theoretical one, as shown earlier in Figure 2.5, causes
this method to fail.
2.5 Proposed Methods
Lookup Table Referencing (LTR)
A Lookup Table Referencing (LTR) method (Kiew et al., 2005), is analogous
to the one found in the computer engineering field which relates one set
of data to another set of information. In this method, the change in optical
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Figure 2.7: Illustrations showing the tagging of six intensity plots with ref-
erence thickness information that are used in the Lookup Table Referencing
(LTR) Method.
properties has been taken into account of. This is because the stored intensity
profile in the lookup table retained the same optical characteristic, unlike in
the case where theoretical formulation is used, for example in the case of
Nonlinear Least Square Estimation.
A typical experiment, with sampling period of 0.1 seconds, is conducted
to capture all the intensity plots. These plots are then tagged with a thickness
information which were estimated oﬄine. The Lookup Table is formed by
storing these two sets of information, the intensity plots together with the
tagged thickness information. Figure 2.7 shows an example of six intensity
plots found in the Lookup Table, with their tagged thickness information.
For real-time thickness estimation, an intensity profile obtained during
an experiment will be compared to those profiles stored in the table. When a
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best match is found, the thickness information that is tagged to that intensity
profile in the table will be taken as the estimated film thickness at that time
instance. The matching process can be achieved by using least square error
fitting algorithm. It is only necessary to test those profiles in the table with
thinner thickness because in the case of a develop step, the trend at which
film thickness changes is always a monotonic decreasing one. This helps save
lot of computation power and time than having to search through all the
profiles stored in the table.
However, this method requires a large storage space to store the referenc-
ing information depending on how detailed the lookup table is to be. One
may choose to use less plots by selectively choosing those plots that have
significant thickness difference of at least 10nm or more in order to reduce
storage space required for the reference. This method provide good thick-
ness estimates unless when there are occurances of random amplitude shifts
in the reflected light intensity. This occurences could be due to the changes
in chemical and optical property, materials or recipes. These changes affect
the matching process and may eventually produce a wrong match and result
in a wrong thickness estimation. Although this method is able to compensate
the chemical and optical changes during develop step by storing up a typical
trend, it lacks robustness.
Modified Fringe Order Computation
Most thickness estimation algorithms rely greatly on mathematical formula-
tion which assumes constant optical properties during estimation. In addition
to that, almost all commercial available spectrometry perform thin film anal-
ysis oﬄine where all experimental data are first acquired before analysis is
conducted on them. For an off-line analysis, any bulk changes or variations
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can be compensated and adjusted accordingly for any fitting algorithm to
work properly but this is not suitable for used in real-time control. When
performing real-time thickness analysis, the privilege of having to know fu-
ture data does not exist. In addition to that, it is realized that there exist
some regions, especially in the thinner region, that the mathematical model
is not able to describe the actual process adequately which causes most meth-
ods to fail. The following will describe a robust estimation method called
the Modified Fringe Order Computation (MFOC) which can be used for real-
time thickness analysis despite the issues mentioned (Kiew et al., 2006). This
method is a modification and an extension of FOC, described in Section 2.4.
Figure 2.8 shows a 3D plot of the reflected light intensity data acquired
for a typical develop step for which took around 70 seconds for all the ex-
posed positive photoresist to be dissolved into the developer solution. All the
methods mentioned in Section 2.4 examine reflected light intensity spectrum
at each time instance and analyze these data based on Equation (2.3). In
another words, these form of analysis are analogous to having plane slices
at each time instances, similar to the four parallel planes showed in the Fig-
ure 2.8. The waveforms obtained by this slicing are similar to those graphs
showed earlier in Figure 2.5. The proposed method, on the other hand,
performs analysis from another perspective.
Figure 2.9 shows the reflected light intensity data for wavelength = 707nm,
analogous to having a plane slice parallel to time axis, as shown in Figure 2.8.
This method examines reflected light intensity data based on each wavelength
and treat each set as independent to one another.
This proposed method, similar to FOC, requires identification of turning
points and is also sensitive to sensor noise. Therefore, it is necessary to fil-
ter the data so that any measurement noise presents in it can be minimized
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Figure 2.8: 3D plot of the reflected light intensity with 2D planes drawn to
show the different analytical perspectives of this data.
to prevent wrong identification of turning points before any analysis is con-
ducted. A finite impulse response (FIR) filter with cutoff frequency 0.05 and
of order 21 is designed for this smoothing task. Let fn(i) be the i
th element of
the nth order FIR window filter. Smoothed reflected light intensity, denoted
as H˜k(t), for wavelength λk at time t = τ , can be computed at real-time as





Hk(τ − (i− 1)ts) · fn(i)
)
(2.6)
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Figure 2.9: A graph showing the reflected light intensity profile of a frequency
slice at wavelength, λ = 707nm, which shows turning points similar to that
of a time slice.
Turning points on each set of wavelength graph can be identified easily by
observing the rate of change in the waveform. With the location of turning
points found, a similar approach to that of FOC can be used but the value
of the unknown, F , is estimated using a different approach. Assuming that
an initial thickness estimate close to the actual film thickness is known, the
following procedure can be used iteratively to determine thickness profile as
new turning point is identified. This assumption is valid because the initial
thickness of the photoresist thin film after spin-coating has a non-uniformity
of less than 100nm. The 3-step thickness estimation procedure when a new
turning point is identified in wavelength λk at time t = τ is as follows.






Estimation for Yk(t )







Figure 2.10: A flow chart showing the procedures for MFOC computation
during real-time thickness estimation.
Step 1 : Estimate Fringe Order Fˆ =
4Nr,kYˆ (τ − ts)
λk
Step 2 : Finding Nearest Integer F = round(Fˆ )
Step 3 : Current Thickness Estimate Yˆk(τ) =
Fλk
4Nr,k
Figure 2.10 shows the flow chart of the modified fringe order computation
for wavelength, λk, which involves smoothing the experimental data, checking
for turning points and making estimations at identified turning points. After
all wavelength data have been analyzed, the mean estimation is used as
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the best thickness estimate, Yˆ (τ), if more than one turning point has been
identified.
2.6 Comparison of Different Thickness
Estimation Methods
Three different thickness estimation methods, namely Nonlinear Least Square
Estimation (LSE), Lookup Table Referencing (LTR) and Modified Fringe
Order Computation (MFOC), are used and a comparison is made on the
results obtained. The experimental data used for the estimation has end-
point near 70 seconds. This is known because at the end-point time, the
reflected light intensity stopped changing.
The performance of three thickness estimation algorithms is shown in
Figure 2.11. LSE is able to track thickness well at the beginning. After 15
seconds, the thickness profile gradually exhibits ripple-like trend. Then, it
prematurely indicates an end-point at around 60th second and then diverges
and stays near at 250nm for the rest of the time.
LTR performs poorly too. The experimental data used has settings that
differ from the data stored in the Lookup Table. This has been done de-
liberately so as to simulate a batch change in the process. LTR produces
staircase-like profile right from the start and reached a minimum thickness
of around 180nm.
As for MFOC, there is a smooth monotonic decreasing trend all the way
to 150nm when small fluctuations started appearing. It is also worth noting
that there were some time instances when no turning point can be identified
especially when thickness is less than 150nm.
On the whole, MFOC performs the best among all these methods. In ad-
dition to better performance, MFOC used basic arithmetic operations which
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Figure 2.11: Comparing different thickness estimation methods on a set of
intensity data with end-point near 70 seconds
are computationally less demanding. Thickness estimation using MFOC is
simple and is not required to run recursively. However, MFOC encounters
a problem of having some time instances where no estimation can be made,
especially when thickness falls below 150nm. This happens because there
is no turning point during these time instances. To solve this issue, a film
thickness predictor can be designed to complement MFOC. In those time
instances when no turning point is identified, the predictor will take over the
role of the estimator and predict film thickness, base on previous thickness
estimates.
It is important to note that the flatness of wafers plays an important role
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during thickness estimation. If a wafer warps to the extent that it deterio-
rates the reflected light intensity, then this will result in erroneous thickness
estimation unless the deterioration has been taken into consideration during
thickness computation.
2.7 Conclusion
This chapter has presented two thickness estimations. The first method
is Lookup Table Referencing (LTR). It uses a database to store reflected
light intensity profiles and thickness estimation information. Although it is
able to overcome the reliance on mathematical model, it is not robust to
material and recipe change. The second method is a more robust method
calles Modified Fringe Order Computation (MFOC). It looks at experimental
data from another perspective, which differs from other estimation methods.
The proposed method is robust in the sense that it relies very little on the
theoretical formulation, demands lesser computation power and does not
need to run recursively, unlike other methods. In additional to that, the





In order to push optical lithography’s limit further, it is paramount to main-
tain CD uniformity from step to step. The development rate have an impact
on the CD uniformity from wafer-to-wafer and within-wafer because develop
step is when the resist takes the form of the desired features. Non-uniformity
in the time to reach end-point is the result of non-uniformity in film thickness,
exposure energy dosage and photoresist chemical composition. This can in
turn lead to non-uniformity in the linewidth. Therefore, it is of paramount
importance to find a way to eradicate, if not reduce, those non-uniformities
built up.
Develop step is an important step and has been chosen to be used to
compensate for the non-uniformities rolled up. There have been many efforts
in trying to control and improve this step. These include monitoring the end-
point of the develop process and adjusting the development time or developer
concentration from wafer-to-wafer or run-to-run scenario. However, none
has attempted real-time feedback control. In order to perform develop rate
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control, it is important to identify key parameters that will have an impact
on develop rate. In this chapter, the issue of real-time development rate
uniformity control will be addressed. This chapter will present an innovative
approach to control the photoresist develop rate at real-time by monitoring
the photoresist thickness, which has been discussed earlier in Chapter 2,
and manipulating the develop temperature through the use of an advanced
reconfigurable multi-zone bake plate.
The organization of this chapter is as follows. The chapter starts with an
introduction. Following that, Section 3.2 will discuss the problem formulation
for real-time develop control. After which, the equipment setup is presented
in Section 3.3. Section 3.4 will present the results of the control develop step.
Finally, this chapter will end with a conclusion.
3.2 Problem Formulation
The materials used in this work are products from Shipley Inc. They are
S1813 positive photoresist and MF319 developer solution. Temperature has
been identified as an important factor that will be used for control of the
develop process as it has direct influence over the develop rate. This is
mentioned in MF319 developer datasheet that the nominal operating tem-
perature for the developer solution is around 23oC. For a control scheme
to work effectively, a system that allows temperature to vary at least ±5oC
from the nominal temperature is needed.
In lithography process, a bake plate is commonly used for soft bake and
post-exposure bake. Similarly, the same bake plate system can be used to
influence the temperature of developer solution via heat transfer through the
wafer. The details of the experimental procedure to emulate the develop step
is given in Section 2.3. However, a conventional bake plate system cannot
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satisfy the spatial and temporal needs. This is because conventional bake
plate normally consists of large thermal mass systems that are held constant
at a fixed setpoint temperature and does not have fast response time. On
top of that, this system consist of one or at most two controllable bake zone
areas which is insufficient to meet the spatial needs. Therefore, a special bake
plate system is needed. In Section 3.3, a reconfigurable multi-zone bakeplate
will be presented which meets this stringent requirements.
Temperature and Develop Rate Relationship
Prior investigation on fixed temperature develop step showed that at lower
temperature, the time taken to reach end-point (the point when all photore-
sist on a particular site has been removed) is shorter than higher temperature.
This indicated that the developer solution is more reactive at lower temper-
ature. It was noted that the time to reach end-point for experiments with
fixed temperature varies from wafer to wafer. This deviation is due to the fact
that non-uniformity in initial film thicknesses and deviations in photoresist
chemical compound exists. Non-uniformity in thin film thickness will in turn
lead to non-uniformity in exposure dosage absorption. The net effect of ear-
lier mentioned issue results in non-uniformity in the time to reach end-point.
While examining the kind of reference trajectory for the control system, it
was found that the develop step exhibited an exponentially decaying trend
as shown in Figure 3.1. This trend can be simply described by two variables,
A & B in Equation (3.1). However, it was also noted that only a small set of
A & B values can be used for describing the reference trajectory. Any value
outside this set produces trajectory beyond which a controller can control.
y(t) = A · (e( 100−tB ) − 1) (3.1)
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Fitting Develop Trend with A=37 and B=30
Experiment
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Figure 3.1: Graph showing that a develop trend follows exponentially decay-
ing function.
3.3 Experimental Setup
As mentioned earlier, develop rate is sensitive to temperature and con-
ventional bakeplate lacks dynamic response and spatial control capability.
Therefore, this section will present the experiment setup used for the de-
velop control work. Firstly, the details of a reconfigurable bake/chill system
is presented. After which, the software aspect of the overall system is dis-
cussed.
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Reconfigurable Bake/Chill System
A programmable bake/chill system is used to overcome the limitations of con-
ventional bake system. It comprises of an array of heating zones that allow
spatial control of temperature in non-symmetrical configurations. A resistive
heating element is embedded within each of the heating zones. Each heat-
ing zone is configured with its own temperature sensor and electronics for
feedback control. The bake plates are designed such that they are disjoint
so that this will ensure no direct thermal coupling exist between the zones.
This can also enhance controllability. Each bake plate zone has small thermal
mass which allows fast dynamic manipulation of its temperature profile. De-
pending on application, the number of zones of the bake plate can be easily
configured. Below these bake plates is a channel which allows fluid to flow
through. A chiller machine is used to remove heat from the fluid. There is a
pump that will constantly circulate the cooled fluid from the chiller reservoir
to the flow channel under the bake plates and the used fluid will be pumped
back into the radiator reservoir to be cooled. The main advantage of having
a chilling system is that it allows the plate to cool down faster than normal
heat loss to ambient, which further enhances the dynamic of the system. In
addition to that, it is capable of maintaining a temperature lower than room
temperature. Bake plate temperature with as low as 13oC, which is more
than what has been initially specified, can be achieved. Figure 3.2 shows the
cross sectional schematic block diagram of our bake/chill system that has
been used in this research work. The actual setup is shown earlier in Figure
2.4.













Figure 3.2: A schematic block diagram of the bake/chill system
Software Architecture
In Chapter 2, the equipment and algorithm required to achieve real-time
film thickness estimation have been presented. This thickness information
is important because it is the feedback information required by the develop
step controller. Figure 3.3 shows the whole software structure for the ex-
periment, together with the indication of information flow. First of all, the
reflected light intensity signal travels from the probe to the acquisition sys-
tem. Then, this system will convert the light signal into electrical one so that
the computer can recognize. LabView is used to retrieve and analyze this
information to obtain the thickness of the film during develop process. This
information will then be sent to the controller which will decide how much
electrical power should be injected into the heating element of the bakeplate
so that a desired develop trend can be obtained. There is a storage system
that records the intensity profile, estimated profile and the control signal
computed. This allows additional oﬄine investigation, if a need arises.
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SOFTWARE & PROGRAMS 















Proportional &  
Integral (PI) 
Controller  
Figure 3.3: Block diagrams of of the overall control system, showing the flow
of information between software and hardware.
3.4 Experimental Results
In order to eradicate or reduce the non-uniformity mentioned earlier, a single
point monitoring and control is considered first. A PI controller is used to
control the amount of electrical current flowing into the heater elements which
can manipulate the bake plates temperature. This can in turn influence the
development rate. To demonstrate this control strategy, the photoresist film
thickness at a particular site, 1-inch from the wafer center, is monitored
Chapter 3. Real-Time Feedback Control for Develop Step 38

































Figure 3.4: Graph showing the time taken to reach end-point for 9 conven-
tional runs and 9 controlled runs
and controlled to track a reference thickness profile. Figure 3.4 shows the
results of nine conventional runs with fixed temperature at 23oC and nine
controlled runs. For fixed temperature develop step, the time to reach end-
point fluctuates greatly between 80secs and 140secs, with a deviation of 18.87.
On the other hand, the results for controlled scenarios showed more consistent
trend, fluctuating between 80secs and 100secs. It has a deviation of 4.68,
which is four times lower than those results with fixed temperature run.
Thus, this shows that reduction in non-uniformity can be achieved with an
in-situ thickness measurement and controller for different runs. In addition
to that, the overall develop time has reduced by 20%.
Figure 3.5 shows the experimental results for 2 different real-time develop
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control runs on a point, 1 inch from the center of the wafer to follow a refer-
ence trajectory. Figure 3.5(a) shows the thickness profiles of the 2 controlled
runs, together with a reference. Figure 3.5(b) shows the track error which re-
duces nearly to zero as develop step comes to an end. Figure 3.5(c) shows the
temperature profiles that was required to influence the develop rate so that
thickness and end-point uniformity can be achieved. Figure 3.5(d) shows the
control signal required for the temperature change discussed earlier. Experi-
mental results showed repeatable consistency in the time to reach end-point
given a reference develop profile, from wafer-to-wafer. An error of less than
5% in the time to reach end-point has been achieved.
It is equally important to achieve within wafer uniformity for develop
step as compared to run-to-run uniformity. Non-uniformity from previous
steps can cause variation in the time to reach end-point. Figure 3.6 shows
an experiment result of an uncontrolled develop step with two sites thickness
monitoring system using SL4000 chemically amplified photoresist from Ship-
ley Inc. As can be seen from this figure, there exist non-uniformity during
a develop step because the time to reach end-point of this two sites of a
particular develop step is not the same. From Figure 3.6(b), the degree of
within wafer non-uniformity becomes larger as develop step approaches the
end-point.
With a reconfigurable multi-zone bake/chill system, extending this con-
trol approach to multi-zones is not difficult. With the implementation of
multi-zone control approach on these 2 zones, better uniformity can be
achieved in terms of lower non-uniformity during develop step, better track-
ing of a specified develop trend and also closer end-point times are achievable
as compared to non-controlled cases (Tay et al., 2007). Figure 3.7 shows the
results obtained for a multi-zones controlled scenario with SL4000 chemically
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amplified photoresist from Shipley Inc. Comparing the within wafer thick-
ness non-uniformity, Figure 3.7(b) showed a monotonic decreasing trend as
compared to the increasing one in Figure 3.6(b).
Kyoda et al. (2003) reported that the ”by-product” produced during de-
velop step caused variation in dissolution rate which in turn would affect the
overall CD uniformity. They tried to control dissolution rate by a second dis-
pensing of diluted developer solution over the first. Their method was able
to achieve 50% improvement in CD uniformity. Therefore, a positive impact
on CD improvement would be expected if there were better control over dis-
solution rate. The improvement in endpoint time, as reported here, would
also mean improvement in CD uniformity although actual measurement was
not conducted.
It is important to note that all the wafers used in the experiments de-
scribed here were reasonably flat. However, if a warped wafer were to be used
during develop step control, the result would not be good. This is because
warpage affects thickness estimation, as mentioned in Section 2.6, which is
an essential information for the controller to work effectively. In addition to
that, warpage causes the formation of thin air film, between the backside of
the wafer and the bakeplate surface, which impedes heat transfer.
3.5 Conclusion
This chapter has identified develop temperature as an important factor that
can help reduce CD non-uniformity. From the experimental results, it has
been shown that by controlling develop temperature, non-uniformity in reach-
ing end-point on a particular site on the wafer can be reduced significantly.
The deviation of the time to reach end-point has been reduced by four
times and the overall develop time is reduced by 20%. Extending the sin-
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gle point develop control to multi-points is achieved with the reconfigurable
bake/chill system. Experimental results indicate that within wafer thickness
non-uniformity can be reduced too. Results showed that an error of less than
5% in the time to reach end-point is achievable.
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(b) Between runs: Tracking errors




















(c) Bake Plate Temperature















(d) Control signal applied
Figure 3.5: Two experimental results for a single point real-time develop
control of different wafer. (a) Thickness profiles of this two points during
different develop step. (b) The tracking error in thickness during these two
experiments. (c) Bake plate temperature during the experiment. (d) The
corresponding control signal applied.
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(b) Within wafer: Thickness non-uniformity
Figure 3.6: Experimental results of an uncontrolled develop step with 2 sites
thickness monitoring system. (a) Thickness profiles of these 2 sites during de-
velop step. (b) The within wafer thickness non-uniformity during the develop
step.
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(b) Within wafer: Thickness non-uniformity

















(c) Bake Plate Temperature during Develop Step

















(d) Controlled signal applied
Figure 3.7: Experimental results of a within wafer thickness uniformity con-
trol of 2 points on a wafer. (a) Thickness profiles of these 2 points during one
develop step. (b) The within wafer thickness non-uniformity plot. (c) Bake







As shown in Figure 1.1, the lithography sequence includes numerous baking
steps such as soft bake, post-exposure bake, and hard bake (Quirk and Serda,
2001). In some cases, additional bake steps are employed. Each of these bake
steps serves different roles in transferring the latent image onto the substrate.
Of these, the most important and temperature sensitive is the post-exposure
bake step. The post-exposure bake step is critical to current deep ultra-
violet (DUV) lithography. It is used to promote chemical modifications of the
exposed portions of the photoresists. For chemically-amplified photoresists,
the temperature of the wafer during this thermal step has to be controlled to
a high degree of precision for better critical dimension control. Requirements
call for temperature to be controlled within ± 0.1oC at temperature ranging
between 70oC and 150oC (Quirk and Serda, 2001).
A single-zone feed-forward controller was proposed by Ho et al. (2000) and
Tay et al. (2004) for a single-zone bake-plate. The key idea was to model
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accurately the temperature drop of the bake-plate caused by the placement
of a wafer at room temperature on the hot bake-plate and calculate precisely
the extra power required to eliminate the temperature drop. The single-
zone feed-forward controller has been shown to be capable of eliminating
the temperature disturbance caused by the placement of a cold wafer on a
single-zone bake-plate (Ho et al., 2000; Tay et al., 2004).
The latest state-of-the-art bake-plate uses multiple-zone heaters for vari-
ous purposes such as achieving resist thickness uniformity by using different
soft-bake temperature for different zones (Ho et al., 2002; Lee et al., 2002)
and improving critical dimension uniformity by using different post-exposure
bake temperature for different zones (Berger et al., 2004; Lee et al., 2004).
This is similar to the reconfigurable bakeplate that was discussed earlier in
Chapter 2 and 3. However, when we apply the single-zone feed-forward al-
gorithm discussed in Ho et al. (2000) on the multi-zone bake-plate, complete
elimination of the temperature disturbance could not be achieved. The algo-
rithm did not take into account heat transfer between neighboring zones. As
the algorithm was developed for a single-zone bake-plate, heat was applied
to all zones with the assumption of no neighboring zones. As a result, over-
heating occurred because of those heat transferred from neighboring zones.
This accounts for the 0.5◦C overheating at t = 50s and t = 300s in Figure
4.1 (see temperature curve, dashed-line). In this chapter, an algorithm for
multi-zone bake-plate is developed. The new algorithm essentially eliminated
the temperature disturbance as shown in Figure 4.1 (see temperature curve,
solid-line).
There is usually an error budget associated with the processing of the
wafer. As the wafer goes through many processing steps, errors introduced
in each step leads to error in the final critical dimension. For a specified
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Figure 4.1: Comparison of bake-plate temperature disturbance caused by
the placement of a cold wafer on the multi-zone bake-plate. Multi-zone feed-
forward algorithm: solid-line; single-zone feed-forward algorithm: dashed-
line; proportional-integral feedback control only: dotted-line.
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error tolerance, large errors in other processing steps can be compensated by
reducing the temperature errors introduced in the baking step.
4.2 Multi-Zone Bake-Plate Thermal Model
In this section, a physical model will be derived for am-zone bake-plate based
on heat transfer laws. As shown in Figure 4.2, the bake-plate is formed by












Figure 4.2: Schematic diagram of the multi-zone bake-plate
The wafer is considered to be formed by m zones also, with the same
boundary as the bake-plate. Due to good heat conduction of metal and sili-
con, the temperature within each zone of wafer or bake-plate is assumed to
be sufficiently uniform. Thus a distributed lumped model can satisfactorily
describe the plant characteristics. With energy balance and heat transfer
law, the bake-plate can be modelled as




























i = 1, 2, · · · ,m denotes parameters for zone i
Cw = heat capacity of wafer (J/K)
Cp = heat capacity of bake-plate (J/K)
Tw(t) = wafer temperature above ambient (K)
Tp(t) = bake-plate temperature above ambient (K)
ra = thermal resistance between wafer and bake-plate (K/W)
rw = thermal resistance between wafer and surrounding air (K/W)
rp = thermal resistance between bake-plate and surrounding air (K/W)
rw(i−1)i = thermal resistance between wafer zone i− 1
and zone i; rw(i−1)i =∞ for i = 1 (K/W)
rwi(i+1) = thermal resistance between wafer zone i
and zone i+ 1; rwi(i+1) =∞ for i = m (K/W)
rp(i−1)i = thermal resistance between bake-plate zone
i− 1 and zone i; rp(i−1)i =∞ for i = 1 (K/W)
rpi(i+1) = thermal resistance between bake-plate zone
i and zone i+ 1; rpi(i+1) =∞ for i = m (K/W)
p(t) = heater power (W)
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Defining new variables θwi(t) = Twi(t)−Twi(∞), θpi(t) = Tpi(t)−Tpi(∞), ui(t) =
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Equations (4.5) and (4.6) can be written in a state-space model
x˙ = Fx+Gu (4.7)
y = Hx (4.8)
where
x = [θw1 θw2 · · · θwm θp1 θp2 · · · θpm]T
u = [u1 u2 · · · um]T
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and P, Q, R, S are m×m matrix given by


































. . . . . .






















. . . . . .







4.3 Multi-Zone Feed-forward Control
The objective is to eliminate the temperature disturbance caused by the
placement of a cold wafer on the multi-zone bake-plate. The feed-forward
control algorithm derived in this section takes into account heat transfer
between neighboring zones.
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Discretizing with sampling interval h, the state-space model of the multi-
zone bake-plate described in Equations (4.7) and (4.8) is given by
x(k + 1) = Φx(k) + Γu(k) (4.9)







x(k) = [θw1(k) θw2(k) · · · θwm(k) θp1(k) θp2(k) · · · θpm(k)]T
u(k) = [u1(k) u2(k) · · · um(k)]T
y(k) = [θp1(k) θp2(k) · · · θpm(k)]T
Assuming that the initial temperature of the wafer and bake-plate, x(0),
and the control signals u(0), u(1), · · · , u(N − 1) are given, it is possible to
solve Equations (4.9) and (4.10) by simple iterations.
x(1) = Φx(0) + Γu(0)
y(1) = H(Φx(0) + Γu(0))
x(2) = Φ2x(0) + ΦΓu(0) + Γu(1)
y(2) = H(Φ2x(0) + ΦΓu(0) + Γu(1))
...
x(N) = ΦNx(0) + ΦN−1Γu(0) + ΦN−2Γu(1) + · · ·+ Γu(N − 1)
y(N) = H(ΦNx(0) + ΦN−1Γu(0) + ΦN−2Γu(1) + · · ·+ Γu(N − 1))
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The solution consists of two parts: D depends on the initial wafer and bake-
plate temperatures and ΨU , the control signal.
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It is noted that the effect of the disturbance D caused by the ambient
wafer temperature in x(0) can be eliminated if
Y = D +ΨU = 0
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When there is no constraint on the control signal, the disturbance can be
rejected totally if the desired control signal can be computed as follows.
U = −Ψ−1D
However in practice, actuator power is subjected to lower and upper limits
i.e. u ∈ [umin, umax]. Therefore, it becomes necessary to solve the problem
by optimizing the following objective function
min
u∈[umin,umax]
max |D +ΨU | (4.11)
The optimization problem of Equation (4.11) is equivalent to the follow-
ing linear programming problem.
Minimize[













U ≤ Umax upper control signal limit
U ≥ Umin lower control signal limit
ψ(k)U +D(k) = 0 k ∈ [nf , · · · , N ]
disturbance eliminated from nf onwards
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where
1I is a column vector with all entries equal to one, and
Umax = [u1 max u2 max · · · um max · · · u1 max u2 max · · · um max · · · ]T ,
Umin = [u1 min u2 min · · · um min · · · u1 min u2 min · · · um min · · · ]T .
Umax and Umin arem×N rows vectors, ui max and ui min denote the upper
and lower bounds of the i heater power respectively. For vectors v and w,
v ≤ w means every element of v is less than or equal to the corresponding
element of w. nf is chosen such that the minimization problem described
above can be solved while choosing nf−1 is not possible.
4.4 Experimental Results
In this Section, the feed-forward control strategy is demonstrated on a two-
zone (m = 2) bake-plate for 200mm wafer. The reconfigurable bakeplate as
shown in Figure 2.4 was used for this experiment. Two resistance tempera-
ture devices were used to measure temperature. The room temperature was
24.5oC and the experiments were conducted at a set-point of 90oC with a






































where subscript “1” denotes inner zone and “2” denotes outer zone.
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The parameters of the bake-plate and wafer are given below.
Wafer:
Inner-zone radius r1 = 60 mm
Outer-zone radius r2 = 100 mm
Wafer thickness dw = 750 µm
Natural convection coefficient hw = 10.0 W/(m
2· K)
Surface area Aw = pir
2
2 = 0.0314 m
2
Surface area of inner-zone Aw1 = pir
2
1 = 0.0113 m
2
Surface area of outer-zone Aw2 = pi(r
2
2 − r21) + 2pir2dw = 0.0206 m2
Heat capacity of inner-zone Cw1 = 16.92 J/K
Heat capacity of outer-zone Cw2 = 30.08 J/K
Bake-Plate:
Air gap thickness la = 70 µm
Thermal conductivity of air ka = 0.03 W/(m· K)
Natural convection coefficient hp = 7.4 W/(m
2· K)
Surface area of inner-zone Ap1 = 0.0113 m
2
Surface area of outer-zone Ap2 = 0.0591 m
2
Heat capacity of inner-zone Cp1 = 359.4 J/K
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rp12 = 0.17 K/W
The thermal resistances rw12 and rp12 between inner-zone and outer-zone
was calculated using Equations (3) and (4) with Tp1(∞) = 66.2oC, Tw1(∞) =
64.25oC, Tp2(∞) = 65.5oC, Tw2(∞) = 64.22oC, p1(∞) = 19.11W, p2(∞) =
35.56W.
Based on the above parameters, the bake-plate model is given as
F =

−4.8389 4.5458 0.2864 0
2.5570 −2.8503 0 0.2864
0.01349 0 −0.03008 0.01636










 0 0 1 0
0 0 0 1

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Φ =

0.269523 0.477930 0.112746 0.133872
0.268836 0.478601 0.075318 0.171281
0.005309 0.006305 0.971344 0.016767











−63.99 −63.98 0 0
]T
The optimal feed-forward control signal, U , was computed for the objec-
tive function (11) using linear programming with constraints u1 min = −12.8,
u2 min = −41.7, u1 max = 240, u2 max = 420. There is a time delay of 4 sec-
onds present in the bakeplate system. It corresponded to the time delay for
the heater power to reach the surface of the plate. The feed-forward control
signal U was therefore applied 4 seconds before the placement of the wafer.
Here the steady-state powers p1(∞) = 12.8 W, p2(∞) = 41.7 W. Besides the


























were used for the inner-zone heater and outer-zone heater respectively. In
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The new algorithm eliminated the temperature disturbances at t = 50s and
t = 300s as shown in Figure 4.1 (see temperature curve, solid-line).
Table 4.5 shows the comparison of the multi-zone feed-forward algorithm,
single-zone feed-forward algorithm and proportional-integral feedback control
without any feed-forward. The readings in Table 4.5 are the average of the
2 disturbances in Figure 4.1. The multi-zone feed-forward algorithm has
reduced temperature disturbance of the single-zone algorithm from peak-to-
peak value of 0.6◦C (−0.19 to 0.45) to 0.15◦C (−0.09 to 0.06). There is
an order of magnitude improvement in the Integrated-Square-Error, from
1.9 to 0.2. The settling-time defined as the time taken for the temperature
disturbance to settle to less than ± 0.1oC is reduced to 0 second.
It is important to note that all the wafers used in the experiments de-
scribed here were reasonably flat. However, if a warped wafer were to be
used, then the warpage will cause the formation of thin air film, between
the backside of the wafer and the bakeplate surface, which impedes heat
transfer. Unless wafer warpage has been taken into consideration, the feed-
forward control will not work effectively. This is because of the discrepancies
between the expected and the actual thermal energy required to reject the
disturbance. In the case of warpage, the actual thermal energy required
would be more than the expected one.
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4.5 Conclusion
Requirements for critical thermal processing steps in lithography call for
temperature to be controlled to within ± 0.1oC. An feed-forward control
algorithm for multi-zone bake-plate is given in this chapter. It takes into
account the heat transfer between neighboring zones and almost eliminated
the temperature disturbance caused by the placement of a cold wafer on the
bake-plate.




































































































































































































































































A Robust Run-to-Run Control
using Minimax Function
5.1 Introduction
Semiconductor manufacturing processes often exhibit linear drifts from run-
to-run due to changing processing environments, including aging of equip-
ment due to wear and tear. For example, electromigration is more adverse
when high current flows though the resistive load in the bakeplate. Thus,
over a long operation time, these resistive load may degrade and deviate
from its initial mathematical model used in the control system. This in-
creases the sensitivity of the plant model to disturbances. Another example
is the Chemical-Mechanical Polishing (CMP) process where the polishing
pad degrades after each polishing run. In order to account for this drift, the
measurements available at the end of each run may be used to update the
process recipe in preparation for the next run. When in-situ measurement are
difficult, run-to-run control techniques is an alternative to real-time control.
In run-to-run control, a filter is often used for making forecasts. The
double exponential weighted moving average, (d-EWMA) filter is one of those
filters commonly used and has been discussed extensively in connection with
63
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run-to-run control by Castillo (1999); Castillo and Yeh (1998); Watts and
Stefani (1994). This filter has also been referred to as the optimal filter
for stochastic processes with drifts such as an Integrated Moving Average,
IMA(2,2) noise process (Castillo and Yeh, 1998). However, this chapter will
show that the optimal filter for such a process has a structure different from
the d-EWMA filter. That is, if the actual process is indeed an IMA(2,2)
process, the d-EWMA filter is suboptimal no matter how well it is tuned.
Nonetheless, the optimal filter for the IMA(2,2) process can be expressed in
a form that yields tuning parameters similar to that of a d-EWMA. This
optimal filter can be used effectively for deterministic processes as well.
As the quality of forecast depends on the accuracy of the model used,
model uncertainty plays a key role in affecting the controllers performance.
It is necessary to consider robustness in the control formulation in order to
maintain stability for a range of model variations and disturbance signals.
Recently, Zhang et al. (2003) have used a worst-case run-to-run controller
together with an optimal bounding ellipsoid that approximates the parameter
set. They showed that its performance was superior to other run-to-run
control schemes. In this chapter, a minimax run-to-run controller is proposed,
which uses the optimal IMA(2,2) filter for system with gain variations but
of known bounds. This controller can be used to address the changes in the
bakeplate model due to electromigration or even the changes in the efficiency
of the polishing pad in the CMP process.
This chapter is organized as follows. In Section 5.2, a short review of
a conventional run-to-run controller, together with a forecast filter, is pre-
sented. It is shown there that a true optimal IMA(2,2) filter is not the
d-EWMA filter. After which, the formulation and conditions for the equiva-
lence of minimax controller will be presented in Section 5.3. In Section 5.4,
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the performance of the forecast filters and two run-to-run controller formu-
lations will be presented and discussed. Finally, this chapter ends with a
conclusion.
5.2 Review of Run-to-Run Controller
Conventional Run-to-Run Controller
Conventional run-to-run controller finds the next input move by minimizing
the square difference between the one-step-ahead prediction and the desired




yT (k + 1)− yˆ(k + 1)
)2
(5.1)
Usually, the model gain is kept constant at some estimated value, i.e. b(k) = bˆ
for all k. For strongly nonlinear systems, the gain can change significantly
as the process experiences a linear drift. In such a case, a controller based
on a constant gain assumption may perform poorly.
Forecast Filter
Double Exponentially Weighted Moving Average Filter
The double exponentially weighted moving average (d-EWMA) filter consists
of two estimates, one for the output error, and the other for the drift. It is
typically given as





δcˆ(k) = (1− λ2)δcˆ(k − 1) + λ2
(
y(k)− b(k)u(k)− cˆ(k − 1)
)
(5.3)
yˆ(k + 1) = b(k + 1)u(k + 1) + cˆ(k) + δcˆ(k) (5.4)
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where
yˆ(k + 1) is the one-step-ahead prediction,
u(k) is the current input,
b(k) is the process gain,
λ1 and λ2 are the filter tuning parameters with values between 0 and 1,
cˆ is the estimate of the smoothed output value, and
δcˆ is the estimate of the trend.
Here, the filter parameters are tuned to improve forecasts. This filter
formulation was first incorporated in a run-to-run controller called predictor
corrector controller (PCC) applied to a polysilicon gate etch process (Watts
and Stefani, 1994). Castillo (1999) performed a stability analysis of this d-
EWMA filter based PCC controller and specified conditions for selecting the
weighting parameters. Smaller weights ensure stability, especially when a
plant model mismatch is suspected, but result in prolonged transients.
Optimal Filter for IMA(2,2) Process
For processes with linear drifts, an appropriate stochastic process is the
IMA(2,2) noise process that incorporates random and drifting dynamics. It
is given as follows.
y(k) = b(k)u(k) + 2
(




y(k − 2)− b(k − 2)u(k − 2)
)
+ ε(k) + φ1ε(k − 1) + φ2ε(k − 2) (5.5)
where
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ε is Gaussian white noise,
φ1 and φ2 are parameters that satisfy the following conditions
for invertibility of the noise model (Box et al., 1994):
−φ1 − φ2 < 1, −φ2 + φ1 < 1, | φ2 |< 1
The optimal predictor for Equation (5.5) in the least squares sense is
given by














y(k − 1)− yˆ(k − 1)
)
(5.6)
This filter can be rewritten into a form that yields two tuning parameters
that are similar to the d-EWMA filter. This form is as shown below.
yˆ(k + 1) = b(k + 1)u(k + 1)
+(1− λ2)
(
yˆ(k)− yˆ(k − 1)
)













λ1 = φ1 + φ2 + 1, and
λ2 = 1− φ2.
Equation (5.7) has a different structure from d-EWMA. λ1 and λ2 can be
considered as tuning parameters, having similar effects as those in d-EWMA
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filter. These two parameter are not restricted to the range [0, 1] but instead
should satisfy the conditions for invertibility. This gives more flexibility in
tuning.
5.3 Minimax Formulation
Rationale for Minimax Formulation
Gain variations due to non-linearity are bounded in most cases. In order
to account for the gain variation explicitly in the control calculation, the
input move can be chosen such that it minimizes the worst-case predicted
error with respect all possible gain variations within the bounds (Lee and
Yu, 1997). The solution that minimizes the worst-case predicted error, with





)(yT (k + 1)− yˆ(k + 1))2 (5.8)
subject to
 b ≤ b(i) ≤ b where i = k − 1, k, k + 1y(j) ≤ yˆ(j) ≤ y(j) where j = k − 1, k
Note that, since the prediction equation Equation (5.6) is recursive in nature,
the calculated bounds for the output predictions can be used for the next
time step.
Equivalence Conditions for both Formulations
Let the conventional run-to-run controller be known as formulation I and the
minimax formulation be known as formulation II. The following states the
equivalence conditions such that both formulations yield the same results.
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Theorem (Equivalence Conditions for both Run-to-Run Controller For-
mulations):
A run-to-run controller designed under formulation I will yield
the same next run input value, u(k+1), that minimizes the worst
case predicted error as in formulation II, provided that the means
of the bounds are used and that the bounds do not include signs
change.
The above theorem indicates the equivalence of the two formulations.
Therefore, it is computationally more efficient to solve Formulation I than
Formulation II. In addition to that, the implication of the above result for
nonlinear processes is significant. For formulation I with the gain chosen
by linearization around the nominal value may perform poorly outside the
linearized region. Instead, if the bounds on the gain within the operating
regime were known, then it is possible to use these bounds with control
formulation II, or equivalently use the mean of bounds in formulation I, to
achieve robust performance for nonlinear processes. The details of the proof
can be found in Appendix.
5.4 Simulation & Results
Simulation Setup
In order to examine the performance of the run-to-run controller formula-
tions, they are tested with two different plant types. Let the first plant type
be called ‘Type I’ and be expressed as
y(k + 1) = β(k + 1)u(k + 1) + (linear drift) (5.9)
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Let the second plant type be called ‘Type II’ and be expressed as
y(k + 1) = y(k) + β(k + 1)∆u(k + 1) + ∆(linear drift) (5.10)
If β(k+1) = β(k) ∀ k ∈ Z+, then the description of the two plant types will
be the same. For modelling gain variations due to non-linearity, Type II is
more appropriate. (If the same input is applied under a same disturbance,
its effect on the output should not be different from run to run). When Plant
Type II is assumed, the prediction equation ought be modified as shown in
Equation (5.11) for better prediction.







y(k − 1)− yˆ(k − 1)
) (5.11)
The minimax problem is convex and therefore relatively easy to solve.
However, the max objective function for the minimization can be non-differentiable
and normal gradient-based search may fail. Hence, the cutting-plane algo-
rithm is used to solve this (Lee and Yu, 1997).
Simulation Results
To test the performance of the two filters described in Section 5.2, IMA (2,2)
process parameters were chosen to be φ1 = 0.4, φ2 = 0.3 (or equivalently,
λ1 = 1.1, λ2 = 1.3) and the standard deviation of the white noise was
chosen to be σ(²) = 4. Table 5.1 gives the performance of the d-EWMA
filter and the optimal filter for the above process. The root mean square
error (RMSE) is computed for each realization with 2000 sample points.
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The table shows the minimum, maximum and the mean of the RMSE for
the 2000 realizations. The d-EWMA filter parameters were chosen in two
separate ways, one satisfying the conditions that they must lie between zero
and one, and another equal to λ1 and λ2 of the optimal filter. The simulation
results indicate that the performance of the optimal filter is superior to both
d-EWMA filters of different parameters. In fact, the optimal filter gives the
best performance over all d-EWMA filter parameter choices.
Table 5.1: Performance of d-EWMA versus optimal filter
2000 realizations with Min. Max. Mean
2000 samples each RMSE RMSE RMSE
d-EWMA filter
λ1 = 0.9, λ2 = 0.9 4.9646 6.3623 5.6071
d-EWMA filter
λ1 = 1.1, λ2 = 1.3 4.0145 5.0131 4.5114
Optimal filter
λ1 = 1.1, λ2 = 1.3 3.5585 4.4817 4.0092
To demonstrate the implication of the theorem mentioned earlier on non-
linear systems, the two controller formulations were tested on two processes,
as given in example 1 & 2, having significant nonlinearities from the nominal
region. d(k) is the uncontrollable disturbance input signal.
Example 1: y(k) = 0.2u(k)3 + 0.15u(k) + d(k)
Example 2: y(k) = exp(2.5u(k))− 1 + d(k)
For example 1, the input signal is bounded from -1 to 1. For example 2,
the input signal is bounded from 0 to 1. The linearized gain for example 1
is 0.15 while the linearized gain for example 2 is 2.5. System gain bounds
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for example 1 is [0.15, 0.75]. System gain bounds for example 2 is [1.5, 30].
Figure 5.1 represents the input output relationship for the above processes,
ignoring the disturbance, d(k). This figure shows the input bounds for the
two systems.
































Figure 5.1: Input-output relationship for (a) Example 1 and (b) Example 2,
assuming no disturbance.
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Let the disturbance for the system be a ramp during the initial time period
and will remain as constant at the 75th sample instance and onwards. Figure
5.2 shows the disturbances for the two processes. Since the disturbance
considered here is deterministic, the filter parameters are not given by the
process as in the case of the stochastic IMA(2,2) process, but have to be
tuned in such a way that obtain good forecasts for control purpose.
If the next run input value returned by formulation I, that assumed lin-
earized gain, is not within the input bounds shown in Figure 5.1, then the
input bound that is closer to the computed input value is used for the next
process step. The predicted output for the next step computed using the
optimal filter, given by Equation (5.6). Figure 5.3 shows the performance
of formulation I with linearized gain for both examples. It can seen that
near the 50th time step, the process moves increasingly outside the linearized
region resulting in undesired oscillations because the linear approximation is
no longer valid.
Figure 5.4 shows the performance of the minimax controller for the two
examples. It can be seen that this formulation provides better disturbance
rejection and the process is controlled well to the setpoint, which in these
cases are at zero. Equivalently, formulation I with the nominal gain value
chosen as the mean of the bounds also gives the same performance, as stated
by the theorem mentioned earlier.
To further examine the performance of the control formulations on sys-
tems with linear time varying gain, the two run-to-run control formulations,
coupled with the optimal filter in Equation (5.6), are tested on two different
types of processes with linear drift given by Equation (5.9) and (5.10). Here,
d(k) is the deterministic disturbance, as shown in Figure 5.2(a). Five differ-
ent process gain variations are used to compare the performance of the two
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Figure 5.2: Disturbance signal for (a) Example 1 and (b) Example 2
control formulations. The values of the plant gain were allowed to vary in
this range, 0.4 ≤ β(k) ≤ 0.8. Square pulse,random steps, sinusoidal, expo-
nentially decreasing and exponentially increasing trend are the five variations
tested.
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Figure 5.3: Output response of (a) Example 1 and (b) Example 2 using
formulation I with linearized gain
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Figure 5.4: Output response of (a) Example 1 and (b) Example 2 using
formulation II
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For the conventional run-to-run controller, as in formulation I, two cases
were considered, b = 0.5 (resulting in asymmetric gain bounds) and b = 0.6
(resulting in symmetric gain bounds), and a fixed target output setpoint,
yT (k) = 0,∀k ∈ Z+ are used. For the minimax run-to-run controller, as
in formulation II, the gain bounds are bmin = 0.4 and bmax = 0.8, with the
same target output setpoint. The filter parameters here are again chosen such
that the controller is able to maintain stability and provides good disturbance
rejection for all the scenarios tested. Larger filter weights are found to be
more suitable than smaller values and so λ1 = 0.9 and λ2 = 0.9 are used.
Figure 5.6 shows the results obtained by using formulation I for sinusoidal
gain variation, but with different nominal gains for the 2 types of plant,
respectively. The result for the minimax formulation is not shown because
its result is exactly the same as the one using formulation I with symmetric
gain, i.e. when b = 0.6.
Table 5.2 summarizes the root mean square error (RMSE) performances
of the two formulations for the five scenarios tested on the two plant types. It
also compares the above results with that of a nominal controller, formulation
I, with b = 0.5. The result shows that the performance of the minimax
controller is exactly the same as the conventional controller when the mean
of the bounds are taken, i.e. when b = 0.6. For formulation I with b = 0.5, it
produced larger RMSEs since it is not equivalent to the minimax optimization
with respect to the time varying plant gains. The result also indicates that
Type II plant model represents non-linear systems better because the RMSE
are smaller as compared to that from Type I plant.
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Table 5.2: Performance of two control formulations on two different plant
types models
Type I Plant Type II Plant
Formulation I I II I I II
b = 0.5 b = 0.6 b = 0.5 b = 0.6
Square 0.4338 0.0481 0.0481 0.0640 0.0005 0.0005
Random Pulse 0.2881 0.1706 0.1706 0.0025 0.0013 0.0013
Sinusoidal 0.0102 0.0012 0.0012 0.0024 0.0004 0.0004
Exponential Incr. 0.0078 0.0012 0.0012 0.0016 0.0004 0.0004
Exponential Decr. 0.0010 0.0008 0.0008 0.0008 0.0004 0.0004
Max. RMSE 0.4338 0.1706 0.1706 0.0640 0.0013 0.0013
Min. RMSE 0.0010 0.0008 0.0008 0.0008 0.0004 0.0004
Mean RMSE 0.1482 0.0444 0.0444 0.0142 0.0006 0.0006
5.5 Conclusion
This chapter has shown that d-EWMA is a suboptimal filter if the process
is indeed a IMA(2,2). The optimal filter for IMA(2,2) has been presented
and has a different form from d-EWMA, which can be reformulated to give
equivalent tuning parameters found in d-EWMA. In addition to that, the
minimax controller, formulated based on the idea of minimizing the worst
predicted error scenario, coupled with the optimal predictor, has been shown
to be effective in controlling processes with drifting disturbances, provided
that the bounds of the gain variations are known. This controller produces
lower maximum overshoot (more than ten times reduction) as compared to
using conventional run-to-run controller. An interesting finding obtained
from the simulation result is that there exists an equivalence between the
conventional controller, formulation I, and the minimax run-to-run controller,
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formulation II. When the gain for the conventional controller is chosen to
be symmetrical with respect to the gain bounds and not the linearized gain,
provided that the known bounds do not include sign change, the performance
of both formulations are the same. It is also found that Type II plant model
represents system with nonlinear gain variations better than Type I plant
model.
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Semiconductor manufacturing has gone into the era of nano-scale and sophis-
ticating integrated systems. Optical lithography has and will continue to be
the key driving force and the cornerstone of today’s modern IC manufactur-
ing. This will be so unless another printing or feature transfer technology is
able to produce greater yield with smaller device size than current optical
lithography standards. There are two general trends in which this industry
is heading. The two trends are geared towards smaller device size and larger
wafer size processing. The need for faster device speed and lower power
consumption has brought about shrinking in feature dimension. The result
of producing cheaper IC devices has encouraged larger wafer size processing.
However, these two trends have caused dramatic increase in process variation
and in particular critical dimension variation in lithography. Advanced pro-
cess/equipment control would be the enabling technology needed to enhance
process control and yield in IC manufacturing.
Inline with this direction, the thesis examines the application of ad-
vanced process/equipment control methodology to meet the challenges posed
in lithography process. A more robust thin film thickness estimation method
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has improved the accuracy and speed in performing real-time thickness mon-
itoring of the develop step by using in-situ measurement. The control system
methodology is applied to real-time monitoring and control of develop step
in order to achieve uniform and shorter developing times. Advanced process
control methodology in terms of optimal feed-forward control and robust
run-to-run control algorithm have been developed to address tightening re-
quirements and process variations, respectively.
In Chapter 2, the design of real-time thickness monitoring algorithm is
analyzed. Two main contributions are the Lookup Table Referencing (LTR)
Method and Modified Fringe Order Computation (MFOC). Both have superi-
ority in terms of lower computational requirement. However, LTR demands
larger storage spaces and lacks robustness when it comes to materials or
recipe changes. On the other hand, MFOC has that robustness but suffers
some time instances where no estimation can be made. The issue of no es-
timation can be remedied with a trend predictor to take over MFOC during
those time instances.
In Chapter 3, real-time control of develop step is presented. The knowl-
edge of develop rate being dependent on developer temperature has enabled
the control of develop step. The real-time thickness monitoring system men-
tioned earlier, coupled with a reconfigurable bake/chill system, enables real-
time monitoring and control of the develop step. Results showed that varia-
tion in time to reach end-point has reduced by four times and overall devel-
oping times reduced by 20%.
In Chapter 4, an optimal feed-forward control for multi-zone baking in
lithography has been presented. The model derived takes into considera-
tion the coupling effect of neighboring zones in the multi-zone bakeplate. It
uses linear programming optimization of the heat transfer to produce pre-
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determined heating sequence. The objective is to minimize the temperature
disturbance induced by the placement of a wafer at ambient temperature on
the hot multi-zone bake plate. The improvement is verified experimentally,
both in terms of lower overshoot (within 0.15oC) and shorter settling time
(to 0 sec) in baking temperature.
In Chapter 5, an optimal filter for IMA(2,2) process and a robust run-
to-run controller have been presented. The commonly used filter, d-EWMA,
has been shown to be suboptimalas compared to this optimal filter, for an
IMA(2,2) process. This optimal filter has a different form from d-EWMA.
The robust run-to-run controller uses the minimax function to minimize the
worst predicted error scenario. This controller is capable of dealing with
drifts in process gains and disturbance and has been showed to performed
much better than conventional run-to-run controller. This robust controller
has better performance in terms of lower overshoots (more than ten times
smaller as compared to using conventional controller) and shorter settling
times.
6.2 Future Work
Future work in this research encompasses the following two directions.
1. Integrating real-time control with multiple develop step with pH sens-
ing
2. CD uniformity control using feed-forward control with prior knowledge
of film thickness for soft bake and post-exposure bake
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Integrating real-time control with multiple develop step
with pH sensing
Researchers have found out that develop step can be characterized by two
stages, the initial stage and final stage. These two stages required different
developer concentration for a better CD control. However, the suggested ap-
proach was considered an empirical one. If a pH sensor can be incorporated
into the develop system, then real-time information of how the solution con-
centration changes during the develop step can be monitored, especially for
the puddle spray method. This will also provide insights to how one can com-
pensate these changes. Developer concentration may be controlled by using
a mixing device that mix the right proportion of concentrated developer so-
lution with de-ionized water or there may be some premixed concentrations
that can be selectively used for the puddle spray machine.
CD uniformity control using feed-forward control with
prior knowledge of film thickness for soft bake and post-
exposure bake
It has been shown in Chapter 4 that temperature disturbance can be rejected
with a optimal feed-forward control. However, in some of the processes,
because of the non-uniformities in the photoresist film, it renders a different
control perspectives. For example, spin coating step produces uneven film
thickness. A uniform temperature control may not produce desired final film
thickness during the soft bake step. Likewise for the post-exposure bake step,
because of these non-uniformities in the photoresist, this step may require a
totally different bake conditions spatially too. Therefore, if prior knowledge
of the film thickness is available, then active compensation for subsequent
steps can be made. For example, with prior knowledge of film thickness right
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after spin coating, coupled with the relationship of temperature vs thickness
loss, a feed-forward control can be implemented to yield a better thickness
uniformity and shorter bake time. As for post-exposure bake step, with prior
thickness knowledge, the desired baking condition for a DUV photoresist
can be computed oﬄine and then compensated just as in the case of the
temperature control problem described in Chapter 4.
Appendix : Proof
Proof of Equivalence Conditions for both For-
mulations mentioned in Section 5.3




























 b ≤ b(i) ≤ b for i = k − 1, k, k + 1y(j) ≤ yˆ(j) ≤ y(j) for j = k − 1, k
With the following substitutions,
u = u(k + 1),
θu = b(k + 1),[




b(k) b(k − 1) yˆ(k) yˆ(k − 1)
]
,[




u(k) u(k − 1) φ1 φ2
]
,
C = yT (k + 1)− (2 + φ1)y(k) + (1− φ2)y(k − 1),
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and without any lost of generality, the {∗}2 operator in Equation (1) is









The uncertainties term, θi, is assumed to be bounded, i.e. θi ≤ θi ≤ θi.
Letting
Ψ =









αi = uncertainty variable such that
∣∣∣αi∣∣∣ ≤ βi,




















For any choice of u, the upper bound for Ψ can be expressed as shown
in Equation (5) where αu and αi take the values that result in the largest
possible value of Ψ.
Ψmax ≤







aiθˆi + C is a constant.
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With that, the minimax problem is now reduced to minimizing Equation
(5). As the last term is a constant and independent on u, it can be ignored
in the minimization process. Therefore, the minimum of Ψmax is when either
one of the first two terms is zero, depending on which case yields the smaller
value.
Consider the following two cases.














Case 2: When the second term is zero, i.e.









By comparing these 2 cases, the value of u that minimizes Ψmaxis dependent
on the deciding factor, βu
θˆu
, as in Equation (6). Therefore, it becomes natural
to examine this deciding factor to determine the value of u value that achieve
the minimum Ψmax. From this perspective, there are 3 cases.
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Case A: When βu < |θˆu|, then u = D
θˆu
Case B: When βu > |θˆu|, then u = 0
Case C: When βu = |θˆu|, then 0 ≤ u ≤ D
θˆu
To relate the above results with formulation I, it is assumed that the Case
A condition holds, i.e. βu < |θˆu| (which also implies that the uncertainty
bounds do not have different signs) and when the arithmetic means of the
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