F. Anulli, 57a R. Faccini, 57a,57b F. Ferrarotto, 57a F. Ferroni, 57a,57b M. Gaspero, 57a,57b L. Li Gioi, 57a G. Piredda, * ð2010Þ þ and the D 0 and the natural linewidth, r, of the transition D * ð2010Þ þ ! D 0 7 þ . The data were recorded with the BABAR detector at center-of-mass energies at and near the Yð4SÞ resonance, and correspond to an integrated luminosity of approximately 477 fb -1 . The D 0 is reconstructed in the decay modes D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ . For the decay mode D 0 ! K -7 þ we obtain r ¼ ð83:4 : 1:7 : 1:5Þ keV and 1m 0 ¼ ð145425:6 : 0:6 : 1:8Þ keV, where the quoted errors are statistical and systematic, respectively. For the D 0 ! K -7 þ 7 -7 þ mode we obtain r ¼ ð83:2 : 1:5 : 2:6Þ keV and 1m 0 ¼ ð145426:6 : 0:5 : 2:0Þ keV. The combined measure ments yield r ¼ ð83:3 : 1:2 : 1:4Þ keV and 1m 0 ¼ ð145425:9 : 0:4 : 1:7Þ keV; the width is a factor of approximately 12 times more precise than the previous value, while the mass difference is a factor of approximately 6 times more precise.
I. INTRODUCTION
linewidth provides an experimental check of models of the D meson spectrum, and is related to the strong coupling The D * ð2010Þ þ (D *þ ) linewidth provides a window into of the D *þ to the D7 system, g D * D7 . In the heavy-quark a nonperturbative regime of strong physics where the limit, which is not necessarily a good approximation for charm quark is the heaviest meson constituent [1] [2] [3] . The the charm quark [4] , this coupling can be related to the universal coupling of heavy mesons to a pion, ĝ. There is no direct experimental window on the corresponding * Deceased. † coupling in the B system, g B * B7 , since there is no phase Present address: University of Tabuk, Tabuk 71491, Saudi Arabia. ‡ Also at Università di Perugia, Dipartimento di Fisica, space for the decay B * ! B7. However, the D and B Perugia, Italy.
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∥ model-independent extraction of jV ub j [5, 6] and is presPresent address: University of South Alabama, Mobile, Alabama 36688, USA.
ently one of the largest contributions to the theoretical ¶ Also at Università di Sassari, Sassari, Italy.
uncertainty on jV ub j [7] . We study the
þ decay modes to measure the values of the D *þ linewidth, r, and the difference between the D *þ and D 0 masses, 1m 0 . The use of charge conjugate reactions is implied throughout this paper. The only prior measurement of the width is r ¼ ð96 : 4 : 22Þ keV by the CLEO collaboration where the uncertain ties are statistical and systematic, respectively [8] . That measurement is based on a data sample corresponding to an integrated luminosity of 9 fb -1 and reconstructed
In the present analysis, we have a data sample that is approximately 50 times larger. This allows us to apply tight selection criteria to reduce background, and to investigate sources of systematic uncertainty with high precision.
The signal is described by a relativistic Breit-Wigner (RBW) function defined by drðmÞ mr D * D7 ðmÞm 0 r ¼ ; where F ðpÞ ¼ 1 þ r p is the Blatt-Weisskopf form D7 factor for a vector particle with radius parameter r and daughter momentum p, and the subscript zero denotes a quantity measured at the pole [9, 10] . The value of the radius is unknown, but for the charm sector it is expected to be �1 GeV -1 [11] . We use the value r ¼ 1:6 GeV -1 from Ref. [12] and vary this value as part of our inves tigation of systematic uncertainties. The full width at half maximum (FWHM) of the RBW line shape ( = 100 keV) is much less than the FWHM of the almost Gaussian resolution function which describes more than 99% of the signal ( = 300 keV). Therefore, near the peak, the observed FWHM is dominated by the reso lution function shape. However, the shapes of the resolu tion function and the RBW differ far away from the pole position. Starting (1.5-2.0) MeV from the pole position, and continuing to (5-10) MeV away (depending on the D 0 decay channel), the RBW tails are much larger. The signal rates in this region are strongly dominated by the intrinsic linewidth, not the resolution functions, and the integrated signals are larger than the integrated backgrounds. We use the very different resolution and RBW shapes, combined with the good signal-to-background rate far from the peak, to measure r precisely.
The detailed presentation is organized as follows. Section II discusses the BABAR detector and the data used in this analysis, and Sec. III describes the event selection. Section IV discusses a correction to the detector material model and magnetic field map. Section V details the fit strategy, Sec. VI discusses and quantifies the sources of systematic uncertainty, and Sec. VII describes how the results for the two D 0 decay modes are combined to obtain the final results. Finally, the results are summarized in Sec. VIII.
II. THE BABAR DETECTOR AND DATA
This analysis is based on a data sample corresponding to an integrated luminosity of approximately 477 fb -1 recorded at and 40 MeV below the Yð4SÞ resonance by þ -the BABAR detector at the PEP-II asymmetric energy e e collider [13] . The BABAR detector is described in detail elsewhere [14, 15] , so we summarize only the relevant components below. Charged particles are measured with a combination of a 40-layer cylindrical drift chamber (DCH) and a 5-layer double-sided silicon vertex tracker (SVT), both operating within the 1.5-T magnetic field of a superconducting solenoid. Information from a ringimaging Cherenkov detector is combined with specific ionization (dE=dx) measurements from the SVT and DCH to identify charged kaon and pion candidates. Electrons are identified, and photons measured, with a CsI(Tl) electromagnetic calorimeter. The return yoke of the superconducting coil is instrumented with tracking chambers for the identification of muons.
III. EVENT SELECTION
We reconstruct continuum-produced 
The resolution in 1m is dominated by the resolution of the 7 þ momentum, especially the uncertainty of its direction s due to Coulomb multiple scattering. The selection criteria for the individual D 0 channels are detailed below; however, D *þ both modes have the same requirements. The selection criteria were chosen to enhance the signal-to background ratio (S/B) to increase the sensitivity to the long RBW tails in the 1m distribution; we have not opti mized the criteria for statistical significance. Because this analysis depends on the RBW tails, we pay particular attention to how the selection criteria affect the tail regions.
The entire decay chain is fit using a kinematic fitter with geometric constraints at each vertex and the additional constraint that the D *þ emerges from the luminous region, also referred to as the beam spot. The confidence level of the x 2 for this fit must be greater than 0.1%. In addition, the confidence level for the x 2 from fitting the D 0 daughter tracks to a common vertex must be at least 0.5%. These confidence level selections reduce the set of final candidates by approximately 2.1%. The beam spot con straint improves the 1m resolution by a factor of 2. measured in the e e center-of-mass frame for the event.
To select well-measured slow pions we require that the 7 þ tracks have at least 12 measurements in the DCH and s have at least six SVT measurements with at least two in the first three layers. For both D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ , we apply particle identification (PID) requirements to the K and 7 candidate tracks. To select candidates with better tracking resolution, and conse quently improve the resolution of the reconstructed masses, we require that D 0 daughter tracks have at least 21 measurements in the DCH and satisfy the same SVT measurement requirements for the slow pion track. Figure 1 illustrates the signal region distributions for three disjoint sets of D 0 ! K -7 þ candidates: those passing all tracking requirements (narrowest peak), those otherwise passing all tracking requirements but failing the SVT hit requirements (intermediate peak), and those otherwise passing all tracking requirements but failing the require ment that both D 0 daughter tracks have at least 21 hits in the DCH and the 7 þ track has at least 12 hits in the DCH s (widest peak). The nominal sample (narrowest peak) has better resolution and S/B than candidates that fail the strict PHYSICAL REVIEW D 88, 052003 (2013) tracking requirements. We reduce backgrounds from other species of tracks in our slow pion sample by requiring that the dE=dx values reported by the SVT and DCH be con sistent with the pion hypothesis. Figure 2 shows the 1m distribution for candidates otherwise passing cuts, but in which the slow pion candidate fails either the SVT or DCH dE=dx requirement. The dE=dx selections remove protons from slow pion interactions in the beam pipe and detector material as well as electrons from the D *0 decay chain discussed below. As shown in Fig. 2 , while this require ment removes much more signal than background, the S/B ratio of the removed events is distinctly worse than that in the final sample. we first create a candidate e e pair using the slow pion candidate and an identified electron track from the same event and perform a least-squares fit with a geometric constraint. The event is rejected if the invariant mass of the putative pair is less than 60 MeV and the constrained vertex position is within the SVT tracking volume. Figure 3 shows the 1m distribution for candidates other wise passing cuts, but in which the slow pion candidate is identified as an electron using either of these 7 0 conversion algorithms. As shown in Fig. 3 , only a small number of D 
þ , and so we require D 0 daughter charged tracks to satisfy stricter PID requirements. The higher background arises because the D 0 mass is on the tail of the two-body K -7 þ invariant mass distribution ex pected in a longitudinal phase space model, however it is near the peak of the four-body K -7 þ 7 -7 þ invariant mass distribution [16] . In addition, there is more random combi natorial background in the four-track structures in the data, that are neither known nor included in the MC generator. We avoid the regions where the MC disagrees with the data by rejecting a candidate if either ðm 2 ð7 þ 7 þ Þ < -1:17m 2 ð7 -7 þ Þ þ 0:46 GeV 2 Þ or (m 2 ð7 -7 þ Þ < 0:35 GeV 2 and m 2 ðK -7 þ Þ < 0:6 GeV 2 ). This veto is applied for each 7 þ daughter of the D 0 candidate. Including or excluding these events has no noticeable effect on the central values of the parameters from the data. These vetoes reduce the final candidates by approximately 20%.
There is an additional source of background that must be taken into account for the K -7 þ 7 -7 þ channel that is negligible for the K -7 þ channel. In a small fraction of events (< 1%) we mistakenly exchange the slow pion from D *þ decay with one of the same-sign D 0 daughter pions. From the fits to the validation signal MC sample we find that this mistake would shift the reconstructed mass values and introduce a Oð0:1 keVÞ bias on the width. To veto these events we recalculate the invariant mass values after intentionally switching the same-sign pions, and create the variables
pions from the D 0 decay with the same charge as the slow pion, so there are two values of 1m 0 to consider. In this procedure the correctly reconstructed events are moved away from the signal region, while events with this misreconstruction are shifted into the signal region. Figure 4 (a) shows the ðm 0 ; 1m 0 Þ distribution for MC events with correctly reconstructed D 0 , where the majority of events are shifted past the bounds of the plot and only a small portion can be seen forming a diagonal band. The events with the slow pion and a D 0 daughter swapped are shown in Fig. 4 (b) and form a clear signal. We reject events with 1m 0 < 0:1665 GeV. Using fits to the valida tion signal MC sample, we find that this procedure removes approximately 80% of the misreconstructed events and removes the bias reconstructed mass and the fitted value of the width. The ðm 0 ; 1m 0 Þ distribution for data is shown in Fig. 4 
(c). Removing the 1m
0 region reduces the final set of
candidates by approximately 2%. The phase space distribution of events in MC and data differ PHYSICAL REVIEW D 88, 052003 (2013) Coulomb scattering). However, the momentum depen dence of the reconstructed A þ mass could be removed c only by adding an unphysical amount of material to the SVT. In this analysis we use a different approach to correct the observed momentum dependence and adjust track momenta after reconstruction. We determine correction parameters using a sample of
In this study we require Fig. 6 at high momentum and indicates an overall momentum scale problem. These two effects lead us to consider corrections to the laboratory momentum and energy of an individual track of the form
where the initial energy losses are determined by the Kalman filter based on the material model. To apply the correction to a pion track, the magnitude of the momentum is first recalculated using the pion mass hypothesis and the corrected energy as shown in Eq. (3) slightly, so we expect differences in the efficiency of this procedure. In the initial fits to data, we observed a very strong dependence of the RBW pole position on the slow pion momentum. This dependence is not replicated in the MC, and originates in the magnetic field map and in the model ing of the material of the beam pipe and the SVT. Previous BABAR analyses have observed the similar effects, for example the measurement of the A þ mass [17] . In that c analysis the material model of the SVT was altered in an attempt to correct for the energy loss and the under represented small-angle multiple scattering (due to nuclear fit. Then, the momentum is scaled by the parameter a shown in Eq. (3) and the energy of the particle is recalcu lated assuming the pion mass hypothesis. The order of these operations, correcting the energy first and then the momentum, or vice versa, has a negligibly small effect on the calculated corrected invariant mass. After both pion tracks' momenta are corrected the invariant mass is calcu lated. Then the sample is separated into 20 intervals of K S 0 momentum. Figure 6 shows mð7 þ 7 -Þ as a function of the slower pion laboratory momentum and illustrates that the momentum dependence of the original sample (open squares) has been removed after all of the correc tions (closed circles). We determine the best set of correc tion parameters to minimize the x 2 of the bin-by-bin mass 
IV. MATERIAL MODELING
, and m PDG ðK 0 respectively. As these average values are so well separated we do not include additional systematic uncertainties from parameters that could describe the central value. The sys tematics studies of fit result variations in disjoint subsam ples of laboratory momentum remain sensitive to our imperfect correction model.
The best-fit value of a ¼ 0:00030 corresponds to an increase of 4.5 Gauss on the central magnetic field. This is larger than the nominal 2 Gauss sensitivity of the magnetic field mapping [14] . However, the azimuthal dependence of 1m 0 (discussed in Sec. VI) indicates that the accuracy of the mapping may be less than originally thought.
The momentum dependence of 1m 0 in the initial results is ascribed to underestimating the dE=dx loss in the beam pipe and SVT, which we correct using the factors b bmp (1.8%) and b SVT (5.9%). Typical dE=dx losses for a mini mum ionizing particle with laboratory momentum 2 GeV traversing the beam pipe and SVT at normal incidence are 4.4 MeV. The corrections are most significant for lowmomentum tracks. However, the corrections are applied to all D *þ daughter tracks, not just to the slow pion. The momentum dependence is eliminated after the corrections are applied. All fits to data described in this analysis are performed using masses and 1m values calculated using corrected 4-momenta. The MC tracks are not corrected because the same field and material models used to propa gate tracks are used during their reconstruction.
V. FIT METHOD
To measure r we fit the 1m peak (the signal) with a relativistic Breit-Wigner (RBW) function convolved with a resolution function based on a GEANT4 MC simulation of the detector response [19] . As in previous analyses [8] , we approximate the total D *þ decay width r Total ðmÞ = r D * D7 ðmÞ, ignoring the electromagnetic contribution from
This approximation has a negligible effect on the measured values as it appears only in the denominator of Eq. (1). For the purpose of fitting the 1m distribution we obtain drð1mÞ=d1m from Eqs. (1) and (2) by making the substitution m ¼ mðD 0 Þ þ 1m, where mðD 0 Þ is the current average mass of the D 0 meson [18].
Our fitting procedure involves two steps. In the first step we model the resolution due to track reconstruction by fitting the 1m distribution for correctly reconstructed MC events using a sum of three Gaussians and a function to describe the non-Gaussian component. The second step uses the resolution shape from the first step and convolves the Gaussian components with a relativistic Breit-Wigner of the form in Eq. (1) to fit the 1m distribution in data, and thus measure r and 1m 0 . We fit the 1m distribution in data 052003-8 struction. Accounting for these non-Gaussian events 4 greatly improves the quality of the fit to data near the 1m peak. We fit the 1m distribution of the MC events with the function resolution probability density function (PDF) as the solid curve, the sum of the Gaussian contributions is rep resented by the dashed curve, and the S NG function as a dotted curve describing the events in the tails. The resolu-MC tion functions should peak at the generated value, 1m 0 ¼ mðD
. However, the average value of the f i is slightly larger than the generated value of MC 1m 0 . The S NG function is excluded from this calculation as the peak position is not well defined and S NG describes less than 1% of the signal. We take this reconstruction bias as an offset when measuring 1m 0 from data and denote this offset by om 0 . The om 0 offset is 4.3 keV and 2.8 keV for the D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ modes, respec tively. As discussed in Sec. VI, although the values of om 0 are larger than the final estimates of the systematic uncer tainty for 1m 0 , they are required for an unbiased result from fits to the validation signal MC samples. The system atic uncertainty associated with om 0 is implicitly included when we vary the resolution shape, as discussed in Sec. VI. The parameter values, covariance matrix, and correlation Tables VII, VIII , IX, X, and XI.
B. Fit results
The parameters of the resolution function found in the previous step are used to create a convolved RBW PDF. In the fit to data, S NG has a fixed shape and relative fraction, and is not convolved with the RBW. The relative contri bution of S NG is small and the results from the fits to the validation signal MC samples are unbiased without convolving this term. We fit the data using the function Sð1mÞ ¼ RBW ® ð1 -Þ½f Table VII in the Appendix). The widths determined from MC, £ MC , are scaled by (1 þ E) where E is a com i mon, empirically determined constant which accounts for possible differences between resolutions in data and simulation. As indicated in Eq. (7), the parameters allowed to vary in the fit to data are the scale factor (1 þ E), the width 1m 0 , and background shape pole position r, Figure 8 shows the fits to data for both D 0 decay modes. The total PDF is shown as the solid curve, the convolved RBW-Gaussian signal as the dashed curve, and the thresh old background as the dotted curve. The normalized resid uals show the good agreement between the data and the model. Table II summarizes the results of the fits to data for the two modes. The covariance and correlation matrices for each mode are presented in Tables XII, XIII Table II . The solid curve is the sum of the signal (dashed curve) and background (dotted curve) PDFs. The total PDF and signal component are visually indistinguishable in the peak region.
from the RBW tails and background. The signal from a zero-width RBW would approach three events per bin (see Fig. 7 ). The observed signal levels are of order 30 events per bin (see Fig. 8 ). Table II also shows the fitted S/B at the peak and in the 1m tail on the high side of the peak. The long non-Gaussian tail of the RBW is required for the model to fit the data so well.
As the observed FWHM values from the resolu tion functions are greater than the intrinsic linewidth, the observed widths of the central peaks determine the 052003-10 TABLE II. Summary of the results from the fits to data for the D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ channels (statistical uncertainties only); S/B is the ratio of the convolved signal PDF to the background PDF at the given value of 1m, and v is the number of degrees of freedom. values of E. The scale factor, (1 þ E), allows the resolution functions to expand as necessary to describe the distribution in real data. As one naively expects, the fitted values of the scale factor are strongly anticorre lated with the values for r (the typical correlation coefficient is -0:85).
VI. SYSTEMATIC UNCERTAINTIES
We estimate systematic uncertainties associated with instrumental effects by looking for large variations of results in disjoint subsets. The systematic uncertainties associated with our fit procedure are estimated using a variety of techniques. These methods are summarized in the following paragraphs and then discussed in detail.
To estimate systematic uncertainties from instrumental effects, we divide the data into disjoint subsets correspond ing to intervals of laboratory momentum, p, of the D *þ , PHYSICAL REVIEW D 88, 052003 (2013) azimuthal angle, ¢, of the D *þ in the laboratory frame, and reconstructed D 0 mass. In each of these variables we search for variations greater than those expected from statistical fluctuations.
After the corrections to the material model and magnetic field, the laboratory momentum dependence of the RBW pole position is all but eliminated. We find that r does not display an azimuthal dependence, however 1m 0 does. Neither r nor 1m 0 displays a clear systematic shape with reconstructed D 0 mass. The uncertainties associated with the various parts of the fit procedure are investigated in detail. We vary the parame ters of the resolution function in Eq. (4) according to the covariance matrix reported by the fit to estimate systematic uncertainty of the resolution shape. Changing the end point for the fit estimates a systematic uncertainty associated with the shape of the background function. We also change the background shape near threshold. To estimate the uncer tainty in the Blatt-Weisskopf radius we model the D *þ as a pointlike particle. We fit MC validation samples to estimate systematic uncertainties associated with possible biases. Finally, we estimate possible systematic uncertainties due to radiative effects. All of these uncertainties are estimated independently for the
þ modes, and are summarized in Table III .
A. Systematics using disjoint subsets
We chose to carefully study laboratory momentum, reconstructed D 0 mass, and azimuthal angle ¢ in order to search for variations larger than those expected from statistical fluctuations. For each disjoint subset, we use the resolution function parameter values and 1m 0 offset determined from the corresponding MC subset.
If the fit results from the disjoint subsets are compatible with a constant value, in the sense that x 2 =v s 1 where v denotes the number of degrees of freedom, we assign no systematic uncertainty. However, if we find x 2 =v > 1 and do not determine an underlying model which might be used to correct the data, we ascribe an uncertainty using a variation on the scale factor method used by the Particle Data Group (see the discussion of unconstrained averaging [18] ). The only sample which we do not fit to a constant is that for 1m 0 in intervals of azimuthal angle. We discuss below how we estimate the associated systematic uncertainty.
In our version of this procedure, we determine a factor that scales the statistical uncertainty to the total uncer tainty. The remaining uncertainty is ascribed to unknown detector issues and is used as a measure of systematic uncertainty according to pffiffiffiffiffiffiffiffiffiffiffiffiffiffi
where the scale factor is defined as
statistic gives a measure of fluctuations, including those expected from statistics, and those from systematic effects.
Once we remove the uncertainty expected from statistical fluctuations, we associate what remains with a possible systematic uncertainty. We expect that x 2 =v will have an average value of unity if there are no systematic uncertainties that distinguish one subset from another. If systematic deviations from one subset to another exist, then we expect that x 2 =v will be greater than unity. Even if there are no systematic varia tions from one disjoint subset to another, x 2 =v will ran domly fluctuate above 1 about half of the time. To be conservative, we assume that any observation of x 2 =v > 1 originates from a systematic variation from one disjoint subset to another. This approach has two weaknesses. If used with a large number of subsets it could hide real systematic uncertainties. For example, if instead of 10 subsets we chose 1000 subsets, the larger statistical un certainties wash out any real systematic variation. Also, if used with a large number of variables, about half the disjoint sets will have upward statistical fluctuations, even in the absence of any systematic variation. We have chosen to use only three disjoint sets of events, and have divided each into ten subsets to mitigate the effects of such problems.
We choose the range for each subset to have approxi mately equal statistical sensitivity. In each subset of each variable we repeat the full fit procedure (determine the resolution function from MC and fit data floating E, r, 1m 0 , and c). Figures 9(a) and 9(b) show the fit results in subsets of laboratory momentum for r and 1m 0 , respectively. Neither D 0 mode displays a systematic pattern of variation; however, we assign small uncertain ties for each channel using Eq. (9) . Similarly, Figs. 9(c) and 9(d) show the results in ranges of reconstructed D 0 mass for r and 1m 0 . While neither mode displays an obvious systematic pattern of variation, the width for the
þ mode is assigned its largest uncertainty of 1.53 keV using Eq. (9).
Figures 9(e) and 9(f ) show r and 1m 0 , respectively, in subsets of azimuthal angle. In this analysis we have observed sinusoidal variations in the mass values for
-, so the S clear sinusoidal variation of 1m 0 was anticipated. The important aspect for this analysis is that, for such devia tions, the average value is unbiased by the variation in ¢.
For example, the average value of the reconstructed K 0 S mass separated into intervals of ¢ is consistent with the mass value integrating across the full range. The width plots do not display azimuthal dependencies, but each mode has x 2 =v > 1 and is assigned a small systematic uncertainty using Eq. (9). The lack of sinusoidal variation of r with respect to ¢ is notable because 1m 0 (which uses reconstructed D masses) shows a clear sinusoidal variation. The results for the
þ data sets are highly correlated, and shift together. The signs and phases of the variations of 1m 0 agree with those observed for
We take half of the amplitude obtained from the sinusoidal fit shown on Fig. 9 (f ) as an estimate of the uncertainty. An extended investigation revealed that at least part of this dependence originates from small errors in the magnetic field from the map used in track recon struction. There is some evidence that during the field mapping (see Ref. [14] ) the propeller arm on which the probes were mounted flexed, which mixed the radial and angular components of the magnetic field.
The FWHM values of the resolution functions vary by about 8% for each decay channel. For D 0 ! K -7 þ the FWHM ranges from 275 to 325 keV for the 30 disjoint subsets studied. The FWHM of the D 0 ! K -7 þ 7 -7 þ resolution function ranges are 310 to 350 keV for the 30 disjoint subsets studied. Figure 10 shows the values of the scale factor corresponding to the values of r and 1m 0 shown in Fig. 9 .
B. Additional systematics
We estimate the uncertainty associated with the correc tion parameters for the detector material model and mag netic field by examining the variation between the nominal parameter values and those obtained by tuning to the m PDG ðK 0 Þ : 1£ PDG mass values [18] . The width
þ mode fluctuates equally around the value from the fit using the nominal correction parameters. We take the larger of the differences and assign an uncertainty of 0.29 keV. The value of 1m 0 for this mode fluctuates symmetrically around the nominal value and we assign an uncertainty of 0.75 keV. The width measured from the
þ fluctuates asym metrically around the nominal value, and we use the larger difference to assign an uncertainty of 0.18 keV. The value of 1m 0 for this mode fluctuates symmetrically FIG. 9 (color online) . The values of r (left) and 1m 0 (right) obtained from fits to data divided into ten disjoint subsets in laboratory momentum p (top row), reconstructed D 0 mass (center row), and azimuthal angle (bottom row). The quantities p and ¢ are defined by the D *þ momentum. Each point represents an individual fit and each horizontal line is the nominal fit result (i.e. integrating over the variable). The correlation value of r (or 1m 0 ) measured from the D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ samples for each of the variables chosen is given above each plot. The widths from the nominal fits and the weighted average agree well and the corresponding lines are visually indistinguishable.
around the nominal value, and we assign an uncertainty of 0.81 keV.
We use the Blatt-Weisskopf radius r ¼ 1:6 GeV -1
( 0:3 fm) [12] . To estimate the systematic effect due to the choice of r we refit the distributions treating the D *þ as a pointlike particle (r ¼ 0). We see a small shift of r, which we take as the estimate of the uncertainty, and an effect on the RBW pole position that is a factor of 100 smaller than the fit uncertainty, which we neglect. We determine the systematic uncertainty associated with the resolution function by refitting the data with variations of its parametrization. We take the covariance matrix from the fit to MC resolution samples for each mode (see Tables VIII and X in the Appendix) and use it to generate 100 variations of these correlated Gaussiandistributed shape parameters. We use these generated values to refit the data, and take the root-mean-squared deviation of the resulting fit values as a measure of system atic uncertainty. This process implicitly accounts for the uncertainty associated with the reconstruction offset.
Our choice of fit range in 1m is somewhat arbitrary, so we study the effect of systematically varying its end point by repeating the fit procedure every 1 MeV from the nominal fit end point, 1m ¼ 0:1665 GeV, down to 1m ¼ 0:1605 GeV. Altering the end point of the fit changes the events associated with the RBW tails and those associated with the continuum background. Each step down allows the background to form a different shape, which effectively estimates an uncertainty in the background parametrization. Values below 1m ¼ 0:16 GeV are too close to the signal region to provide a reasonable choice of end point. There is no clear way to estimate the associated systematic uncertainty, so we take the largest deviation from the nominal fit as a conservative estimate.
The shape of the background function in Eq. (8) is nominally determined only by the parameter c and the residuals in Figs. 8(a) and 8(b) show signs of curvature indicating possible systematic problems with the fits. Changing the end points over the range considered changes the values of c substantially from -1:97 to -3:57, and some fits remove all hints of curvature in the residuals plot. We also examine the influence of the background parame pffiffiffi trization near threshold by changing u in Eq. (8) to u 0:45 and u 0:55 . The value of the fractional power controls the shape of the background between the signal peak and threshold. For example, at 1m ¼ 0:142 GeV changing the power from 0.5 to 0.45 and 0.55 varies the background function by þ18% and -15%, respectively. The RBW pole position is unaffected by changing the background description near threshold while r shifts symmetrically around its nominal values. We estimate the uncertainty due to the description of the background function near threshold by taking the average difference to the nominal result.
In the binned maximum likelihood fits we nominally choose an interval width of 50 keV. As a systematic check, the interval width was halved and the fits to the data were repeated. The measured r and 1m 0 values for both modes are identical except for the width measured in the
We take the full difference as the systematic uncertainty for the choice of interval width.
C. Fit validations
We generate signal MC with r ¼ 88 keV and 1m 0 ¼ 0:1454 GeV. The background is taken from a MC cocktail and paired with the signal in the same ratio as from the corresponding fits to data. Fits to both decay modes de scribe the validation samples well. The fit results are summarized in Table IV . We observe a small bias in the fitted width for the
We take the full difference between the fitted and generated value of the width and assign a 1.5 keV error. 
The width from the D 0 ! K -7 þ 7 -7 þ decay mode has a small bias, which we take as a systematic uncertainty.
Fit value Generated We also investigated the uncertainty due to radiative effects by examining the subset of these events generated without PHOTOS [20] . The values of the RBW pole are identical between the fits to the total validation signal MC sample and the subsets, so we do not assign a system atic uncertainty to the poles for radiative effects. The widths measured in each mode show a small difference to the results from the nominal validation sample. We take half of this difference as a conservative estimate of the systematic uncertainty associated with radiative effects.
D. Determining correlations
The fourth and seventh columns in Table III list the  correlations between 
These correlations are required to use information from both measurements to compute the average. The correlations in laboratory mo mentum, reconstructed D 0 mass, and azimuthal angle dis joint subsets are calculated by finding the correlation between the ten subsets of D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ for each of the variables. In a similar way we can construct data sets using the sets of correction parameters for magnetic field, detector material model, and the 1m fit range. We assume no correlation for the resolution shape parameters and the validation shifts, which are based on the individual reconstructions. Our studies show that the values chosen for the Blatt-Weisskopf radius and interval width affect each mode identically, so we assume that they are completely correlated.
E. Consistency checks
In addition to the investigations into the sources of systematic uncertainty, we also perform a number of con sistency checks. These checks are not used to assess sys tematics, nor are they included in the final measurements, but serve to reassure us that the experimental approach and fitting technique behave in reasonable ways. First, we lower the p * cut from 3.6 to 2.4 GeV. This allows more background and tracks with poorer resolution, but the statistics increase by a factor of 3. Correspondingly, the signal-to-background ratios measured at the peak and in the tails decrease by approximately a factor of 3. The fit results for this larger data set are consistent with the PHYSICAL REVIEW D 88, 052003 (2013) nominal fit results. The second consistency check widens the reconstructed D 0 mass window from 10 to 30 MeV. Again, this increases the number of background events and improves statistical precision with central values that over lap with the nominal fit results. Finally, we fix the scale factor in the fit to data to report statistical uncertainties on r similar to those in the measurement by CLEO [8] . Our reported ''statistical'' uncertainties on r are from a fit in which E floats. As expected, there is a strong negative correlation between E and r with pðr; EÞ = -0:85. If less of the spread in the data is allotted to the resolution function then it must be allotted to the RBW width, r. We refit the D 0 ! K -7 þ and D 0 ! K -7 þ 7 -7 þ samples fixing E to the value from the fit where it was allowed to float. This effectively maintains the same global minimum while decoupling the uncertainty in r from E. The statis tical uncertainty on the width decreases from 1.7 to 0.9 keV for the D 0 ! K -7 þ decay mode and from 1.5 to 0.8 keV for the
VII. COMBINING RESULTS
Using the correlations shown in Table III and the formal ism briefly outlined below, we determine the values for the combined measurement. For each quantity, r and 1m 0 , we have a measurement from the (10) where i is an index which runs over the sources of system atic uncertainty. In the final step we expand the notation to explicitly show that the diagonal entries incorporate the full systematic uncertainty and that the statistical uncer tainty for the individual measurements plays a part in determining the weights. The covariance matrices are cal culated using Table III and the individual measurements.
From the covariance matrix we extract the weights, w, for the best estimator of the mean and variance using P P -1 -1
0:350
The weights show that the combined measurement is dominated by the cleaner D 0 ! K -7 þ mode. The total uncertainty can be expressed as
sys;j j¼1;11
The statistical contribution is the first term and is simply calculated using the individual measurements and the weights. The remaining two terms represent the systematic uncertainty, which is simply the remainder of the total uncertainty after the statistical contribution has been subtracted. The weighted results are r ¼ ð83:3 : 1:2 : 1:4Þ keV and 1m 0 ¼ ð145425:9 : 0:4 : 1:7Þ keV.
VIII. SUMMARY AND CONCLUSIONS
We have measured the pole mass and the width of the D *þ meson with unprecedented precision, analyzing a þ -high-purity sample of continuum-produced D *þ in e e collisions at approximately 10.6 GeV, equivalent to ap proximately 477 fb The experimental value of g D * D7 is calculated using the relationship between the width and the coupling constant,
where we have again ignored the electromagnetic contri bution. The strong couplings can be related through 
This parametrization is different from that of Ref. [8] and is chosen to match a common choice when using chiral perturbation theory, as in Refs. [4, 21] Table 11 of Ref. [22] . State names correspond to the current PDG listings. The third column is the ratio, R ¼ r=ĝ 2 , extracted from the model in Ref. [22] . . He calculated this assuming a single quark transition model to use P-wave K * ! K7 decays to predict P-wave D * ! D7 decay properties. Although he did not report an error estimate for this calculation in that work, his central value falls well within our experimental precision. Using the same procedure and current measurements, the prediction becomes ð80:5 : 0:1Þ keV [25] . A new lattice gauge calculation yielding rðD *þ Þ ¼ ð76 : 7 þ8 Þ keV has also been reported -10 recently [1] . The order of magnitude increase in precision confirms D *þ the observed inconsistency between the measured width and the chiral quark model calculation by Di Pierro and Eichten [22] . The precise measurements of the widths presented in Table VI provide solid anchor points for future calculations. (4) and (5). f 2 -1:434 X 10 -10 -7:936e -08 6:757 X 10 -7 1:332 X 10 -8 -1:478 X 10 -9 1:399 X 10 -13 6:134 X 10 -11 f 3 -1:909 X 10 -13
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4:099 X 10 -9 -2:061 X 10 -10 -5:895 X 10 -15 7:264 X 10 -13 -4:344 X 10 -14 2:724 X 10 -13 £ 2 o -1:669 X 10 -9 -7:535e -07 8:781 X 10 -6 7:332 X 10 -8 -8:820 X 10 -9 -2:122 X 10 -13 2:902 X 10 -11 -1:152 X 10 -13 3:967 X 10 -12 2:480 X 10 -10 £ 3 -1:428 X 10 -10 -6:452 X 10 -8 7:441 X 10 -7 1:919 X 10 -8 -1:303 X 10 -9 -3:679 X 10 -14 4:432 X 10 -12 -1:616 X 10 -13 1:084 X 10 -12 2:561 X 10 -11 5:806 X 10 -12 TABLE XIV. Covariance matrix for the parameters from the fit to D 0 ! K -7 þ 7 -7 þ data. Parameters are defined in Eqs. (7) and (8) .
Note that r and 1m 0 are measured in keV. Symmetric elements are suppressed. XV. Parameter correlation coefficients for the parameters from the fit to D 0 ! K -7 þ 7 -7 þ data. Parameters are defined in Eqs. (7) and (8) . Note that r and 1m 0 are measured in keV. Symmetric elements are suppressed. 
