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Abstract
For a finite, totally ramified Galois extension L/K (of prime degree p) of local
fields of characterstic p, we investigate the embedding dimension of the associated
order, and the minimal number of generators over the associated order, for an
arbitrary fractional ideal in L. This is intricately linked to the continued fraction
expansion of s
p
, where s is the ramification number of the extension. This
investigation can be thought of as a generalisation of Local Module Structure
in Positive Characteristic (de Smit & Thomas, Arch. Math 2007) - which was
concerned with the rings of integers only - and also as a specific, worked example
of the more general Scaffolds and Generalized Integral Galois Module Structure
(Byott & Elder, arXiv:1308.2088[math.NT], 2013) - which deals with degree pk
extensions, for some k, which admit a Galois scaffold. We also obtain necessary
and sufficient conditions for the freeness of these ideals over their associated orders.
We show these conditions agree with the analogous conditions in the characteristic
0 case, as described in Sur les ide´aux d’une extension cyclique de degre´ premier
d’un corps local (Ferton, C.R. Acad. Sc. Paris, 1973).
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Chapter 1
Introduction
The theory of Galois modules originally sought to investigate classical questions
of algebraic number theory. For instance, one can use Galois Module Theory to
great effect in order to describe the algebraic integers in a finite Galois extension of
global or local fields. Let L/K be a finite Galois extension of number fields, with
Galois group G, and let OK and OL be the rings of integers of the fields K and L
respectively. The Normal Basis Theorem states that there exists an element x ∈ L
such that the set {σ(x) | σ ∈ G} is a K-basis for L, i.e., L is a free module of rank
1 over the group algebra K[G]. It is an obvious extension, then, to consider the
integral analogue of the Normal Basis Theorem, i.e., to ask when OL is free over
the integral group ring OK [G]. The freeness of OL is actually closely related to the
ramification of the extension L/K. Recall L/K is said to be tame(ly ramified) if
every prime ideal that ramifies has a ramification index prime to the characteristic
of its residue field. Noether answered the question of local freeness with Theorem
1.1 (below), where we say OL is locally free over OK [G] if, for every prime p of OK ,
the completed ring of integers OL,p is a free module over the completed integral
group ring, OK,p[G]. Local freeness is a necessary, but not sufficient, condition for
global freeness [Noe32]1.
Theorem 1.1. (Noether’s Criterion) Let L/K be a finite Galois extension of
number fields with Galois group G, and OK ⊂ OL the corresponding integer rings.
1See also [Cha94] for a concise proof.
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Then OL is locally free over OK [G] if and only if L/K is tamely ramified.
When L/K is wildly ramified, then, Noether’s Criterion tells us that OL is not
locally free over OK [G]. If we are to study wildly ramified extensions, we must
therefore use another technique. One such technique is to enlarge the group ring
OK [G] to a larger subring of the group algebra K[G], namely the associated order:
Definition 1.2. The associated order of OL is:
AL/K(OL) = {λ ∈ K[G] : λOL ⊂ OL}
i.e., the set of all elements of K[G] which induce endomorphisms on OL.
The associated order is actually the largest OK-order in K[G] for which OL is
a module. If L/K is at most tamely ramified then AL/K(OL) = OK [G], but if the
extension is wild then OK [G] is properly contained inside AL/K(OL).
In 1972 Marie-Jose´e Ferton gave necessary and sufficient conditions for the
freeness of ideals of a local field, L (which we shall denote PhL for some h ∈ Z)
in char(K) = 0 [BF72]. In 2007, Bart de Smit and Lara Thomas explored the
structure of OL - giving the minimal number of AL/K(OL)-generators and the
embedding dimension of AL/K(OL) in char(K) = p [dST07]. The main topic of
this thesis, then, is to utilise the methods of [dST07] to explore the structure of the
PhL over their associated orders in char(K) = p. We give the minimal number of
AL/K(PhL)-generators and the embedding dimension of AL/K(PhL) under certain,
restricted cases, while finding necessary and sufficient conditions for freeness over
AL/K(PhL) similar to those stated in [BF72].
In Chapter 2 we cover some background information, including previous results
on local fields in characteristic 0 and characteristic p, and remind ourselves of the
Euclidean Algorithm and its relation to continued fractions.
In Chapter 3 we generalise the sets D (the size of which corresponds to the
minimal number of associated order generators for OL) and E (the size of which
corresponds to the embedding dimension of the associated order OL), as outlined
in [dST07], in order to describe the generators and embedding dimension of PL (a
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prime ideal in L) and PhL for some h ∈ Z. We then compare this new definition
of D and E to the sets in [BE13a] (which we call D and E) and discover they are
equivalent.
Chapter 4 formulates a pattern of residues, which we term words, and describes
the general pattern for the case h = s, where s is the residue modulo p of the
ramification number of the extension. We then invoke the use of a co-ordinate
system in order to describe the pattern of residues when h 6= s.
In Chapter 5 we investigate the sets D and E further in order to obtain the
main result of this thesis: given n (the length of the continued fraction expansion
s
p
= [0; q1, . . . , qn]), we obtain the size and shape of D and E under certain
restrictions relating to the value of h.
In Chapter 6, we remove the restrictions we enforced in Chapter 5 in order to
obtain the general form of D and E when n = 1, n = 2, and n = 3. We also
conjecture further descriptions of the sets D and E for general n.
In Chapter 7 we obtain corollaries to our main results. For instance, the
analogous result (in char(K) = p) of [Fer73] is a corollary to one of our theorems.
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Chapter 2
Background
In this chapter we present the relevant background information, looking at known
results for extensions of local fields of degree pk, dealing with equal and unequal
characteristic separately.
Before discussing the research literature, we recall the following definition, which
may be found in any standard textbook on the subject (for example see [CF67], or
[FT91]). Let L/K be a finite Galois extension of number fields with Galois group
G, integer rings OL and OK (of L and K respectively), and ramification index
e = e(L/K) at PK , a prime ideal of OK . If PK has residue characteristic p, then
we may define the following:
Definition 2.1. We say L/K is:
• unramified at PK if e = 1;
• tamely ramified at PK if p - e;
• wildly ramified at PK if p|e; and
• totally ramified at PK if e = [L : K].
As we mentioned in the Introduction, Noether’s Theorem motivates us to study
wildly ramified extensions of number fields, replacing OK [G] with AL/K(OL).
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2.1 Wildly Ramified Extensions of Number Fields
In 1959, Leopoldt proved that for any abelian extension L/Q, the ring OL is free
over its associated order [Leo59]. Motivated by Noether’s theorem, and the fact
that the local context simplifies the problem dramatically, mathematicians over the
past few decades have considered Galois module structures of rings of integers, for
extensions of local fields.
2.1.1 Local Setup
A local field is a field K which is complete with respect to a discrete, surjective
valuation vK : K → Z ∪ {∞}. Let K be a local field of residue characteristic
p > 0. Let L be a totally ramified Galois extension of K with cyclic Galois group,
G = Gal(L/K) = 〈σ〉. We define the ring of integers of K and L, respectively, as:
OK = {x ∈ K : vK(x) ≥ 0} and OL = {x ∈ L : vL(x) ≥ 0};
the unique maximal ideal of OK and OL respectively as:
PK = {x ∈ K : vK(x) > 0} and PL = {x ∈ K : vL(x) > 0};
and the residue field as:
k := OK/PK = OL/PL.
We assume k is perfect. When k has characteristic p, we have two cases:
1. Unequal characteristic - K has characteristic 0 and is therefore an extension
of the field of p-adic numbers, Qp.
2. Equal characteristic - K also has characteristic p, and it can be identified
with the field of formal power series, k((pi)) for some uniformising element
pi ∈ K, i.e. vK(pi) = 1.
OL is an OK [G]-module, and we are concerned with the freeness of OL. (Note
that in the local field case, OL is always free over OK since it is finite over a
principal ring.) Before we begin the discussion of the two cases in more detail, we
introduce one final, important concept.
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Definition 2.2. Let L/K be a finite Galois extension with Galois group G. The
ramification groups Gi for i ∈ Z, i ≥ −1, of L/K are:
Gi := {σ ∈ G : v(σ(x)− x) ≥ i+ 1 ∀x ∈ OL}
or, equivalently:
Gi := {σ ∈ G : σ(x)− x ∈ Pi+1L ∀x ∈ OL}.
These ramification groups form a decreasing filtration of normal subgroups of
G [Ser68]:
G = G−1 ⊇ G0 ⊇ G1 ⊇ . . . ⊇ Gm 6= Gm+1 = 1
for some integer m ≥ −1. We also define the ramification numbers as the integers
b ≥ −1 such that Gb 6= Gb+1, i.e., where a jump occurs. These ramification numbers
form an increasing sequence b1 < . . . < br, where br = m.
With these definitions, we can now also give an equivalent definition to
Definition 2.1:
Definition 2.3. L/K is:
• unramified if G0 = 1;
• tamely ramified if G1 = 1; and
• totally ramified if G0 = G.
It is worth noting that when K has prime residue characteristic p and L/K is
a totally ramified p-extension (so b1 ≥ 1), then all the ramification numbers are
congruent modulo p, i.e., bi ≡ bj (mod p) for all i, j ([Ser68] IV §2, Proposition 11).
We will now separately deal with the equal and unequal characteristic cases of
a local field K, surveying many of the existing results and indicating how we hope
to extend some of these in the equal characteristic case.
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2.1.2 Unequal Characteristic
Let K be local field with char(K) = 0 and char(k) = p, where p is a fixed prime
number. In this case, we may construct Kummer extensions in the following way:
suppose K contains a primitive k-th root of unity, ζk. Pick a ∈ K× such that
[a] ∈ K×/(K×)k has order k. Then L = K( k√a) is a cyclic Kummer extension of
K with
Gal(L/K) = Ck = 〈σ〉,
and σ( k
√
a) = ζk k
√
a. In this case, the ramification jumps are bounded. In fact, as
discussed in [Miy98], when k is a power of p, we have br ≤ eK [L:K]p−1 , where eK = vK(p)
is the absolute ramification index of K. Thus we have br−
⌊
br
p
⌋
≤ pk−1eK . Indeed,
if br <
pkeK
p−1 then p - bi for all i, and if br =
pkeK
p−1 then p | bi for all i.
We suppose that K is a finite extension of Qp. Leopoldt’s Theorem is still
true in this case, that is: for extensions of p-adic fields, OL is free over AL/K(OL)
whenever K = Qp and G is abelian. Byott showed that if L/K is an abelian
extension of p-adic fields then OL is free over AL/K(OL) whenever L/K is at most
weakly ramified, i.e., whenever its second ramification group is trivial [Byo99].
There are several known results for cyclic extensions L/K of degree pk, for K
a p-adic field. For the case k = 1, our problem was solved in its entirety in the
1970s by Berge´, Bertrandias (F. and J.P.) and Ferton. Berge´ [Ber73], along with
Bertrandias & Ferton [BF72] independently obtained the following result:
Theorem 2.4. Let K be a p-adic field with uniformising element pi. Let L/K be
a totally ramified extension of degree p with ramification index eK. Let b <
eKp
p−1 − 1
be its unique ramification number, and σ a generator of its Galois group G. Let
f = σ−1. Then AL/K(OL) is the OK-submodule of K[G] generated by the elements
f i
pini
for i = 0, . . . , p− 1, where ni =
⌊
ib+ ρi
p
⌋
,
and where ρi = infi≤j≤p−1rj, with rj the least non-negative residue of −jb (mod p).
Clearly this theorem gives us an explicit description of AL/K in the case of
totally ramified, cyclic extensions of degree p. F. Bertrandias, J-P. Bertrandias
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and Ferton then went on to give necessary and sufficient conditions for OL to be
free over its associated order [BBF72]:
Theorem 2.5. Let K be a finite extension of Qp. Let L/K be a totally ramified
extension of degree p with ramification number b and ramification index eK =
e(L/K).
1. If p | b, then OL is free over AL/K.
2. If p - b then let b = q0p+ s, where 1 ≤ s ≤ p− 1. In this case:
• if 1 ≤ b < peK
p−1 − 1, then OL is free over AL/K if and only if s | p− 1;
• if we let b
p
= [q0; q1, . . . , qn], qn ≥ 2 be shorthand for the continued
fraction expansion:
b
p
= q0 +
1
q1 +
1
...
...
qn−1+ 1qn
,
then if b ≥ peK
p−1 − 1, OL is free over AL/K if and only if n ≤ 4.
There is much less known for cyclic extensions in the general case, i.e., when
L/K has degree pk for k > 1. Some works of note towards this include that of
Miyata [Miy98], who studied the conditions of Ferton and Bertrandias (as above)
when L/K is totally ramified, for a certain cyclic Kummer extension of degree
pk. Later, Byott [Byo08] deduced from Miyata’s result that OK is free over its
associated order if b | (pm − 1), for some m with 1 ≤ m ≤ k, where b is the least
non-negative residue of b1 (mod p
k), the first ramification number of L/K. He
also shows that the converse holds when k = 2. The proof requires some intricate
combinatorial calculations, and Byott also introduces a somewhat complicated set,
S(pk), showing that OL is free over AL/K if and only if b ∈ S(pk).
Aside from the ring of integers, OL, it is interesting to ask ourselves if a general
ideal, PhL (for some h) is free over its associated order,
AL/K(PhL) = {λ ∈ K[G] : λPhL ⊂ PhL}.
In 1973, Ferton gave us the following result [Fer73]:
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Theorem 2.6. Let K be a finite extension of Qp. Let L/K be a totally ramified,
cyclic extension of degree p with ramification number b = q0p+s, and let 0 ≤ h < p.
1. If b ≡ 0 (mod p), then Ph is free over AL/K(PhL) for all h.
2. If b ≡ 1 (mod p) and if 1 ≤ b < pe
p−1 − 2, then Ph is free over AL/K(PhL) if
and only if h = 0, h = 1 or h > p+1
2
.
3. If b 6≡ 0, b 6≡ 1 (mod p), then:
(a) if 1 ≤ b < pe
p−1 − 2 and h satisfies s < h ≤ p − 1, then Ph is not free
over AL/K(PhL);
(b) if 1 ≤ b < pe
p−1 − 1 and h satisfies 0 ≤ h ≤ s, then Ph is free
over AL/K(PhL) if and only if the following conditions are satisfied:
let b
p
= [q0; q1, . . . , qn], qn > 1 be shorthand for the continued fraction
expansion, as before. Then,
• for n even: h = s or h = s− qn;
• for n odd: s− 1
2
qn ≤ h ≤ s.
Note the dependency on parity in this last case. This is due to the truncation
of the continued fraction expansion at point n - which will give either an over- or
an under-estimate of s
p
. This means we have these slightly complicated conditions
that, although they may not look particularly neat, give a very powerful result
- we can now determine precisely when an ideal will or will not be free over its
associated order. It is a reasonable question to ask if this theorem is also true in
the char(K) = p case. The answer turns out to be the affirmative, as we will see
in Chapter 7.
2.1.3 Equal Characteristic
We now deal with the case when char(K) = char(k) = p and L/K has order pk. In
this case, we can use Artin-Schreier Theory to construct extensions in the following
way: take a ∈ K such that xp − x− a = 0 is irreducible in K. Then if L = K(x),
14
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L/K is a Galois extension of degree p and:
(x+ 1)p − (x+ 1) = xp + 1− (x+ 1) = a.
The roots of this equation are clearly x, x + 1, x + 2, . . . , x + (p − 1). Hence our
Galois group G is generated by σ where σ(x) = x + 1. More generally, if q = pr
and Fq ⊆ K, take xq − x− a = 0 for any a where this is irreducible. For w ∈ Fq,
(x+ w)q − (x+ w) = xq − x+ (wq − w) = xq − x = a.
So now, if L = K(x), then G = Gal(L/K) ∼= (Fq)+ ∼= Cp × . . .× Cp︸ ︷︷ ︸
r times
. If the
residue field, k, is perfect, then all the ramification jumps are relatively prime to p.
Importantly, we also have that the ramification jumps are not bounded as L varies.
In this equal characteristic case, the group algebra K[G] is a local ring whose
maximal ideal is the ideal generated by all σ−1, where σ runs through the elements
of G. The associated order is also a local ring.
Once again, when k = 1, our question for the valuation ring OL itself has been
solved in its entirety. If L/K is a totally ramified extension of degree p then it has
a unique ramification number which is prime to p, i.e., we can write b = q0p + s,
where 1 ≤ s ≤ p−1. In the equal characteristic case, we use Artin-Schreier Theory
to find an A ∈ K with L = K(α), where αp − α = A and vK(A) = −b.
The work of Aiba [Aib03], which had a minor error later corrected by Lettl
[Let05], can be restated as a result corresponding to [BBF72], but for characteristic
p:
Theorem 2.7. OL is free over AL/K if and only if s|(p− 1).
This result was then later reinterpreted by Bart de Smit and Lara Thomas in
a more algebraic way [dST07]: let
edim(AL/K) := dimk m
m2
be the embedding dimension of AL/K , where m is the maximal ideal of AL/K . Then
OL is free over AL/K if and only if edim(AL/K) ≤ 3. Later, in Chapter 6, we will
show that this is not the case for PhL.
15
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In a sense, this embedding dimension is a measure of the complexity of AL/K ,
while the minimal number of generators of OL over AL/K(OL) (which, given the
continued fraction expansion of p and s, de Smit and Thomas also computed; see
Theorem 2.8) is a measure of the complexity of the structure of OL.
Theorem 2.8. Let K be a local field with char(K) = p, and let L/K be a totally
ramified cyclic extension of degree p. Let b = q0p + s be the unique ramification
number of L/K, with 1 ≤ s ≤ p− 1. Let d be the minimal number of generators of
AL/K(OL). Then d = 1 if and only if OL is free over AL/K(OL) and:
1. if s = p− 1 then d = 1 and edim(AL/K(OL)) = 2;
2. if s < p− 1 then edim(AL/K(OL)) = 2d+ 1 and d =
∑
i<n, i odd bi, where the
bi are the unique integers given by the continued fraction expansion:
−s
p
= b0 +
1
b1 +
1
...
...
bn−1+ 1bn
where b1, . . . , bn ≥ 1 and bn ≥ 2.
In particular, OL is free over its associated order if and only if s | (p− 1). In each
case, we can explicitly find a set of OK-generators of AL/K(OL) and a minimal set
of generators of OL over AL/K(OL).
Remark 2.9. This theorem uses the continued fraction expansion of − s
p
, whereas
Theorems 2.5 and 2.6 used the continued fraction expansion of + b
p
. These are
related quantities. Namely, if b
p
= [q0; q1, . . . , qn] then
−s
p
=
[−1; 1, q1 − 1, q2, . . . , qn] if q1 > 1[−1; q2 + 1, q3, . . . , qn] if q1 = 1.
16
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To see this, first look at the case when q1 > 1. Let α = [0; q2, . . . , qn]. Then
[−1; 1, q1 − 1, q2, . . . , qn] = −1 + 1
1 + 1
q1−1+α
= −1 + q1 − 1 + α
q1 + α
= −1 + 1− 1
q1 + α
= − 1
q1 + α
= −[0; q1, . . . , qn].
Now look at the case when q1 = 1. Given [0; q1, . . . , qn], write:
1 = q1
q′1 − 1 = q2
q′2 = q3
...
q′n−1 = qn.
Then [0; q1, . . . , qn] = [−1; 1, q′1 − 1, q′2, . . . , q′n−1] = −[0, q′1, . . . , q′n−1].
The proof of Theorem 2.8 is very clever, and uses a mixture of combinatorics
with balanced sequences and graded rings. Namely, the associated order is given
the structure of a graded ring, while OL is given the structure of a graded module
over it. In Chapter 3 of this thesis, we prove another result using this method, but
for PhL instead. It is also possible that perhaps a similar method can be used when
considering cyclic extensions of degree pk, for some k ≥ 2, in this char(K) = p
case.
In the case where G is no longer necessarily cyclic but is elementary abelian,
Byott and Elder have investigated a family of abelian extensions [BE13b], obtaining
a criterion which interestingly agrees with previous work by Miyata (for Kummer
extensions of characteristic 0, [Miy98]). For k a perfect field of characteristic p,
and K = k((T )), Byott and Elder obtain a necessary and sufficient condition for
OL to be free over AL/K for large classes of extensions of equal characteristic. For
this they have used the existence of a Galois Scaffold, as described in Elder’s paper
17
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[Eld09], which essentially is the existence of a valuation criterion and a certain nice
basis. Moreover, Byott and Elder give an explicit basis for the associated order of
OL, as well as giving a generator of OL over its associated order when OL is free
over it.
From here it is reasonable to ask if an analogue of Theorem 2.8 holds for a
general ideal, PhL, as well as just OL, at least for the case when the extension L/K
has degree p. In this thesis, then, we consider and use the methods of [dST07]
(which deals with the freeness of OL over its associated order in char(K) = p)
and apply them to see if the results of [BF72] (which obtains necessary and
sufficient conditions for the freeness of PhL, for h ∈ Z, over its associated order
in char(K) = 0) can be obtained for the freeness of PhL over its associated order
in char(K) = p, for Galois extensions of degree p. Recent work by Huynh has
also shown this [Huy14] - that the analogous results of [BF72] can be achieved in
the char(K) = p case - using methods which differ to those seen in the following
chapters.
We have now covered the main background relevant to this thesis, but for a
full survey of results within the theory of Galois module structures for extensions
of local fields, the author highly recommends [Tho10]. We shall now conclude this
chapter with a review of the Euclidean Algorithm, as this will be useful to our
discussion later.
2.2 The Euclidean Algorithm and Continued
Fractions
Let s, p be integers with 0 < s < p and gcd(s, p) = 1. (We don’t require p to be
prime for the moment.) We first make explicit how the two forms of the continued
fraction expansion of s
p
are related to two versions of the Euclidean Algorithm. We
begin both versions by setting r−1 = p, r0 = s, q0 = 0. For j ≥ 1, define integers
qj, rj by
rj−2 = qjrj−1 + rj, 0 ≤ rj < rj−1 (2.1)
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until we reach rm = gcd(p, s) = 1. In the first (standard) version, set n = m + 1
and carry on for one more step, so qn = qm+1 = rm−1 ≥ 2 and rn = rm+1 = 0. In
the second (non-standard) version, set n = m+ 2, qm+1 = rm−1 − 1, rm+1 = 1 and
qn = qm+2 = 1, rn = rm+2 = 0. Thus in both versions, the algorithm terminates
with rn = 0 (but for different values of n). The equality in (2.1) holds in all
cases, but, in the second version of the algorithm, the condition rj < rj−1 fails for
j = n− 1.
When we calculate the continued fraction expansion of s
p
, we carry out the same
sequence of divisions as for the Euclidean algorithm, so the partial quotients of the
continued fraction are the qj obtained above. The first version of the Euclidean
algorithm gives the standard form of the continued fraction expansion:
s
p
= [q0; q1, . . . , qn] = [0; q1, . . . , qm, rm−1] with qn ≥ 2.
The second version gives the alternative, slightly longer, form
s
p
= [q0; q1, . . . , qn] = [0; q1, . . . , qm, rm−1 − 1, 1] with qn = 1.
In both versions of the Euclidean algorithm, let x0 = 1, x1 = 0, y0 = 0, y1 = 1,
and define xj = qj−1xj−1 + xj−2, yj = qj−1yj−1 + yj−2 for 1 < j ≤ n + 1. In
particular, x2 = 1 and y2 = q1. Then we have the Bezout identity
xjr−1 − yjr0 = xjp− yjs = (−1)jrj−1;
this can be verified by induction, where the induction step uses the two preceding
cases. In particular,
xn+1p− yn+1s = (−1)n+1rn = 0.
Lemma 2.10. For either version of the Euclidean algorithm, we have
xn+1 = s, yn+1 = p.
Proof. Let q′j, r
′
j, x
′
j, y
′
j be the values corresponding to qj, rj, xj, yj when we apply
the same version of the Euclidean Algorithm to (r1, s) in place of (s, p). Since
this involves the same sequence of divisions as before (with the first omitted), we
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have q′j = qj+1, r
′
j = rj+1 for 1 ≤ j ≤ n. We have x1 = 0 = y′0, x2 = 1 = y′1,
y1 = 1 = x
′
0 + q1y
′
0, y2 = q1 = x
′
1 + q1y
′
1. It then follows inductively that xj+1 = y
′
j
and yj+1 = x
′
j + q1y
′
j for 0 ≤ j ≤ n, since each side of either equation satisfies the
same degree 2 recurrence relation.
We now prove the lemma by induction. If n = 1 then s = 1, q1 = p, r1 = 0,
so that x2 = px1 + x0 = x0 = 1 = s and y2 = py1 + y0 = p. Thus the Lemma
holds when n = 1. Now let n ≥ 2, and let x′n, y′n be obtained from the pair
(r1, s) as above. By the induction hypothesis we have x
′
n = r1 and y
′
n = s, so that
xn+1 = y
′
n = s and yn+1 = x
′
n + q1y
′
n = r1 + q1s = p, as required.
Corollary 2.11. Let s
p
= [0; q1, . . . , qn] be the standard continued fraction
expansion of s
p
. Then, for 1 ≤ j ≤ n, the truncated expansion [0; q1, . . . , qj] (where
possibly qj = 1) evaluates to xj+1/yj+1.
Proof. Let [0, q1, . . . , qj] =
u
v
in lowest terms. Apply the Euclidean Algorithm to
the pair (u, v), using the first version if qj ≥ 2 and the second version if qj = 1.
Since the partial quotients for (u, v) are the same as those for (p, s) (but stopping at
step j), we get the same values for the xi and yi, up to i = j+1. For the pair (u, v),
Lemma 2.10 then gives xj+1 = u, yy+1 = v, so that [0; q1, . . . , qj] = xj+1/yj+1.
We are now in a position to begin discussing the [dST07] paper in more detail,
which defines sets D and E in order to describe the minimal number of generators
of OL, and the embedding dimension of AL/K(OL) respectively, for degree p
extensions of local fields in char(K) = p.
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Recall that we are concerned with degree p extensions L/K, with perfect residue
field, and where b = q0p + s is the ramification number. Take θ ∈ L with
vL(θ) = −(p− 1)b.
As in [dST07], we can choose a generator σ for G = Gal(L/K), and write
X = σ − 1 ∈ K[G]. Then K[G] is the truncated polynomial ring K[X]/(Xp), and
K[G] becomes a graded ring whose homogeneous part of degree i is non-trivial only
if i = 0, . . . , p− 1, in which case it is the 1-dimensional K-vector space KX i.
Since we are working in the case where char(K) = p then, as in [dST07], we may
use Artin-Schreier theory. For i < p, the element
(
α
i
)
is the binomial polynomial(
α
i
)
=
α(α− 1) . . . (α− i+ 1)
i!
,
where
(
α
0
)
= 1 and
(
α
i
)
= 0 for i < 0. So now take θ =
(
α
p−1
)
where L = K(α) and
αp − α = a ∈ K, with vK(a) = −b 6≡ 0 (mod p). We choose the generator σ of G
so that σα = α + 1. For i < p, we have (σ − 1)(α
i
)
=
(
α
i−1
)
. This means we can
equip L with the structure of a graded module over K[G], where its homogeneous
piece of degree i is the one-dimensional K-vector space
Li = K
(
α
p− i
)
= K(θ)
for i = 1, . . . , p (and Li = 0 for i = 0 or i > p), while the homogeneous piece of
degree j in K[G] is K(σ − 1)j, for 0 ≤ j ≤ p− 1.
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We are concerned with the structure of OL and P
h := PhL (for some fixed
h ∈ Z) as A(OL) and A(Ph) modules respectively. As in [dST07], we define the
following for j ∈ Z:
aj = djxe where x = s
p
, so 0 < x < 1;
εj = aj − aj−1;
mj = inf{εi+1 + εi+2 + . . .+ εi+j : 0 ≤ i ≤ p− j − 1}, for j ≥ 0,
or, equivalently, mj = min
0≤i<p−j
{ai+j − ai};
D = {i : 0 < i < p and aj +mi−j < ai for all j with 0 < j < i};
E = {i : 0 ≤ i < p and mj +mi−j < mi for all j with 0 < j < i}.
Note that, as in [dST07], we always have 1 ∈ D and 0, 1 ∈ E. Recall - as mentioned
in the previous Chapter - that [dST07] defined the embedding dimension of AL/K
as
edim(AL/K) := dimk m
m2
,
where m is the maximal ideal of AL/K . We may now state Theorem 4 of [dST07]:
Theorem 3.1. The minimal number of A(OL)-module generators of OL is |D| and
edim(A(OL)) = |E|. Moreover, a set of homogeneous elements in OL (respectively
m) forms a set of A(OL)-module generators of OL (respectively m) if and only if
for each i ∈ D (respectively E) it contains an A(OL)-module generator of (OL)i
(respectively mi).
Our aim now is to give analogous definitions of these sets D and E, but for
general Ph (for some h).
For i = 1, . . . , p,
(
α
p−i
)
has valuation −(p − i)b ≡ ib (mod p). Let pi be a
uniformising element, i.e., vK(pi) = 1, and write b = q0p+ s. Now define:
A
(h)
j =
⌈
jb+ h
p
⌉
; a
(h)
j =
⌈
js+ h
p
⌉
so that
A
(h)
j = a
(h)
j + jq0.
22
Also define
ε
(h)
j = a
(h)
j − a(h)j−1;
m(h)n = min{ε(h)i+1 + . . .+ ε(h)i+n : 0 ≤ i ≤ p− n− 1}, with m0 = 0;
D(h) = {i : 1 ≤ i ≤ p : a(h)p−i +m(h)i−j < a(h)p−j for all j with 1 ≤ j < i};
E(h) = {i : 0 ≤ i < p : m(h)j +m(h)i−j < m(h)i for all j with 0 < j < i}.
Notice that our definition of D(h) differs slightly from the set D of [dST07] as
our numbering has been reversed. However, our form is the more general form of
numbering; indeed, as discussed in the proof of Theorem 5 of [dST07], de Smit
and Thomas are able to reverse their numbering when h = 0 since, in this case,
aj + ap−j = s for 1 ≤ j ≤ p− 1.
Theorem 3.2. |D(h)| gives us the minimal number of A(Ph)-module generators of
Ph, and |E(h)| = edim(A(Ph)).
Proof. By generalising Proposition 3 of [dST07], we construct the following
argument. Firstly, we claim the following: for pi a uniformising element of OK ,
piA
(h)
p−i
(
α
p− i
)
with 1 ≤ i ≤ p, is an OK-basis of Ph. We certainly have
Ph ⊇M,
where M is the module
M =
p⊕
i=1
OKpi
A
(h)
p−i
(
α
p− i
)
.
Then
M+ piPh = Ph.
Applying Nakayama’s Lemma to OK-modules we have
M = Ph,
as required. So now define
(Ph)i := pi
A
(h)
p−iOK
(
α
p− i
)
,
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so Ph =
⊕p
i=1(P
h)i, and write b = q0p+ s, for 0 ≤ s ≤ p− 1. Then we have:
(Ph)i = pi
q0(p−i)+a(h)p−iOK
(
α
p− i
)
, where a
(h)
p−i =
⌈
(p− i)s+ h
p
⌉
,
as A
(h)
p−i = (p − i)q0 + a(h)p−i. Now let φ = σ−1piq0 ∈ K[G]. Then, since (σ − 1)
(
α
p−i
)
=(
α
p−(i+1)
)
and
pi−q0PA
(h)
p−i
(
α
p− i− 1
)
= piψPA
(h)
p−1−i
(
α
p− i− 1
)
,
where
ψ = −q0p+ A(h)p−i − A(h)p−i−1
= −q0p+ (p− i)q0 + a(h)p−i − (p− i− 1)q0 − a(h)p−i−1
= a
(h)
p−i − a(h)p−i−1
= ε
(h)
p−i,
we have
φ(Ph)i = pi
ψ(Ph)i+1.
Similarly, A(Ph) = ⊕p−1i=0 A(Ph)i, with
A(Ph)i = {λ ∈ Kφi : λ(Ph)j ⊂ (Ph)j+i ∀j : 1 ≤ j ≤ p− i}
= P−m
(h)
i φi,
(3.1)
where m
(h)
i = min{ε(h)p−i−j+1 + . . .+ ε(h)p−j : 0 ≤ j ≤ p− i}.
Now we shall generalise Theorem 4 of [dST07]. For clarity, let p be the unique
maximal ideal of OK . Recall that, for a fixed h ∈ Z, m is the maximal ideal of
A(Ph), and m = ⊕p−1i=0 mi, with m0 = p and mi = A(Ph)i, for i > 0. This implies
mPh is a graded submodule of Ph. We have:
(mPh)i =
i−1∑
j=1
mi−j(Ph)j +m(Ph)i.
Thus,
(mPh)i = (P
h)i ⇔ a(h)p−j −m(h)i−j = a(h)p−i for some j : 1 ≤ j < i.
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Now take i = p, j = 1 and, without loss of generality, 0 ≤ h < p:
a
(h)
p−1 −m(h)p−1 = a(h)p−1 − (a(h)p−1 − a(h)0 )
= a
(h)
0 =
0 if h = 01 if h > 0.
Thus (mPh)i = P
h
i ⇔ i 6∈ D(h), where:
D(h) = {i : 1 ≤ i ≤ p : a(h)p−i +m(h)i−j < a(h)p−j for all j with 1 ≤ j < i}.
Similarly, we have:
(m2)i =
i∑
j=0
mjmi−j.
Thus,
(m2)i = (m)i ⇔ m(h)i = m(h)j +m(h)i−j for some j : 0 < j < i
⇔ i 6∈ E(h),
where E(h) = {i : 0 ≤ i < p : m(h)j +m(h)i−j < m(h)i for all j with 0 < j < i}.
We now turn to [BE13a] which considers the more general case of degree pn
extensions (for some n), in both characteristic p and characteristic 0, in which
there exists a Galois Scaffold (of tolerance l ≥ pn + b − h, in the language of
the authors). In the case that we are concerned with, i.e., degree p extensions in
char(K) = p, there always exists such a Galois Scaffold. We are therefore working
in a special case of that discussed in [BE13a]. The authors define:
Spn = {0, 1, . . . , pn − 1}, Sp = {0, 1, . . . , p− 1},
and identify each x ∈ Spn with its vector of base-p coefficients:
(x) = (x(n−1), . . . , x(0)) ∈ Snp ,
where x =
∑n−1
i=0 x(i)p
i. They endow Spn with a partial order, writing x  y if and
only if x(i) ≤ y(i) for all 0 ≤ i ≤ n − 1, and they let r : Z → Spn be the residue
function r(l) ≡ l (mod pn). For integers b1, . . . , bn such that p - b1, . . . , bn, they
then define a function b : Spn → Z:
b(x) =
n∑
i=1
x(n−i)pn−ibi.
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The function r ◦ (−b) : Spn → Spn is defined by r ◦ (−b)(x) = r(−b(x)) and is
a bijection, with its inverse denoted a : Spn → Spn . Note that a(r(−b(x))) = x for
all x ∈ Spn . Finally, they let Spn(h) = {t ∈ Z : h ≤ t < h + pn}, and let b denote
the unique integer b ∈ Spn(h) such that a(r(b)) = pn − 1. For each x ∈ Spn , define:
d(x) =
⌊
b+ b(x)− h
pn
⌋
;
w(x) = min{d(y + x)− d(y) : y ∈ Spn , y  pn − 1− x};
D = {y ∈ Spn : d(y) > d(y − x) + w(x) for all x ∈ Spn with 0 ≺ x  y};
E = {y ∈ Spn : w(y) > w(y − x) + w(x) for all x ∈ Spn with 0 ≺ x ≺ y}.
The degree p (i.e., n = 1 case) gives b(x) = xb, where b is our ramification
number, and thus d(x) =
⌊
(x+1)b−h
p
⌋
. Since the authors choose b ∈ Spn(h) = {t ∈
Z : h ≤ t < h + pn}, this corresponds to s − p + 1 ≤ h ≤ s for us, in which case⌊
b−h
p
⌋
= 0, and thus d(x) =
⌊
(x+1)s−h
p
⌋
. Overall, re-writing x as j, we have for
s− p+ 1 ≤ h ≤ s and 0 ≤ j, u ≤ p− 1:
d(j) =
⌊
(j + 1)s− h
p
⌋
;
w(j) = min{d(j + i)− d(i) : 0 ≤ i ≤ p− 1− j};
D = {u : d(u) > d(u− j) + w(j) for all j with 0 < j ≤ u};
E = {u : w(u) > w(u− j) + w(j) for all j with 0 < j < u}.
(3.2)
Note that we lose no generality by limiting h to s − p + 1 ≤ h ≤ s, but it is
convenient for us as d(0) = 0 in this case. Note also that, for convenience, we have
suppressed the dependence of h in the notation and, by definition, we always have
0 ∈ D and 0, 1 ∈ E .
Remark 3.3. [Fer73] defines
ν
(h)
j :=
⌊
jt+ s− h
p
⌋
and
η
(h)
j := min
0≤i≤p−i−j
(ν
(h)
j+i − ν(h)i )
for the char(K) = 0 case when q0 = 0. Note, then, that d(j) = ν
(h)
j and
w(j) = m
(h)
j = η
(h)
j . Note also, in the characteristic 0 case, that, for b <
pe
p−1 − 1,
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A(OL) is generated by {
f i
piη
(h)
i
}
0≤i≤p−1
,
where f = σ − 1, which is as we obtained in (3.1) for the char(K) = p case.
We now give the analogous result of Theorem 3.2 using our definitions of D
and E . Note that this is also a special case of Theorem 3.4 of [BE13a] for degree p
extensions.
Proposition 3.4. For s − p + 1 ≤ h ≤ s, the minimal number of A(Ph)-module
generators of Ph is |D|, and the embedding dimension dimk(m/m2) of A(Ph) is
|E|.
Proof. By Theorem 3.2 we must have D(h) = D and E(h) = E . To see this, we will
explore the relationship between these two notations a
(h)
j , w
(h)
j and d(j), w(j):
a
(h)
p−j−1 =
⌈
(p− j − 1)s+ h
p
⌉
= s+
⌈−(j + 1)s+ h
p
⌉
= s−
⌊
(j + 1)s− h
p
⌋
= s− d(j).
Since m
(h)
j = min0≤i<p−j{a(h)i+j − a(h)i }, we have:
m
(h)
j = min
0≤i≤p−1−j
{d(p− 1− i)− d(p− 1− i− j)}.
Let i′ = p− 1− i− j. Then,
m
(h)
j = min{d(i′ + j)− d(i′) : 0 ≤ i ≤ p− 1− j}
= min{d(i′ + j)− d(i′) : 0 ≤ p− 1− i′ − j ≤ p− 1− j}
= min{d(i′ + j)− d(i′) : −(p− 1− j) ≤ −i′ ≤ 0}
= min{d(i′ + j)− d(i′) : p− 1− j ≥ i′ ≥ 0}
= min{d(i′ + j)− d(i′) : 0 ≤ i′ ≤ p− 1− j}.
Thus, m
(h)
j = w(j).
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So now, if we let u = i− 1 and v = j − 1, then:
D(h) = {i : 1 ≤ i ≤ p : ap−i +mi−j < ap−j for all j with 1 ≤ j < i}
= {i : 1 ≤ i ≤ p : s− d(i− 1) +mi−j < s− d(j − 1) for all j with 0 ≤ j − 1 < i− 1}
= {u : 0 ≤ u < p : d(u) > d(v) + w(u− v) for all v with 0 < v ≤ u}.
Hence D(h) = D and D(0) = D. Similarly, by simple substitution:
E(h) = {i : m(h)j +m(h)i−j < m(h)i for all j with 0 < j < i}.
= {i : w(i) > w(j) + w(i− j) for all j with 0 < j < i}.
Thus E(h) = E , and E(0) = E.
For the remainder of this discussion, we will return to the char(K) = p case, for
degree p extensions, and use the notation from [BE13a], i.e., we will be considering
d(j), w(j), D and E with s−p+1 ≤ h ≤ s, in order to investigate the the embedding
dimension of A(Ph), and the minimal number of A(Ph)-generators (and hence we
will also consider the freeness of each Ph over its associated order).
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“Words” and Co-ordinates for
Degree p Sequences
Recall that we are considering the char(K) = p case for Galois extensions of degree
p. In this chapter we introduce what we term “words”, and a co-ordinate system,
in order to describe the sequence of d(j)s in general (i.e., for varying h, s and p).
Once we have obtained the description of the d(j)s, we will be able to describe the
general form of the w(j)s, and thus find the sets D and E .
4.1 The Sequence of d(j)s for h = s
We shall begin this section with an example. Recall that for general s and p (with
gcd(s, p) = 1), the standard continued fraction expansion of s
p
is s
p
= [0; q1, . . . , qn],
with qn ≥ 2.
Example 4.1. Let s
p
= 5
13
= [0; 2, 1, 1, 2], also let h = s. For 0 ≤ j ≤ p − 1,
we have d(j) =
⌊
(j+1)s−h
p
⌋
=
⌊
js
p
⌋
. We can work out each value of d(j) and w(j)
(defined in (3.2)), as shown in the following table:
j 0 1 2 3 4 5 6 7 8 9 10 11 12
d(j) 0 0 0 1 1 1 2 2 3 3 3 4 4
w(j) 0 0 0 1 1 1 2 2 3 3 3 4 4
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In this example note that d(j) = w(j) for all j. This will not always be the
case, but we will now show it is a necessary and sufficient condition for freeness,
in general. Suppose s and p are such that w(j) = d(j) for all j, and where
s− p+ 1 ≤ h ≤ s with gcd(s, p) = 1. Then, by (3.2):
D = {u : d(u) > d(u− j) + w(j) for all j with 0 < j ≤ u}
= {u : d(u) > d(u− j) + d(j) for all j with 0 < j ≤ u}.
We cannot satisfy this inequality for all values of u in the necessary range (except
for u = 0) as we can always assign j = u. Thus D = {0} and |D| = 1 which, by
Proposition 3.4, signifies freeness. For completeness, we also calculate the set E for
the above example (via its definition) as E = {0, 1, 3, 8}.
Since we are concerned with the size and shape of the sets D and E in general,
we need a method of describing the sequence of d(j)s and w(j)s for each h, s and
p. In order to do this, it is useful to look at residues: for general s, p, h, let
c(j) = resp((j+ 1)s−h) be the least non-negative residue modulo p of (j+ 1)s−h.
Then:
c(j) = (j + 1)s− h− pd(j).
In Example 4.1 above, when s = 5, p = 13 and h = s, the residues are then as
follows:
| 0 5 10 | 2 7 12 | 4 9 | 1 6 11 | 3 8 |
where a vertical line, |, denotes the ends of what we shall term blocks, i.e., the
points before which we obtain a value greater than or equal to p by adding s to the
previous value of c(j) (which correspond to the points before which d(j) increments
by one). In this example there are 5 blocks of lengths 3, 3, 2, 3, 2.
In general, i.e., not just in the above example but still with h = s, each block
is either “short” (of length q1 = bp/sc) or “long” (of length q1 + 1), and there are s
blocks in total (one starting with each of the residues 0, . . . , s−1). As in Chapter 2,
where we discussed the Euclidean Algorithm, we let p = q1s+r1, where 0 ≤ r1 ≤ s.
There are, therefore, r1 long blocks and s − r1 short ones. We will write S and L
to denote short and long blocks respectively. For instance, the pattern of residues
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in the example above reads: LLSLS. We shall term particular patterns of blocks
as words (i.e., an amalgamation of long and short blocks in some, specific order).
Words may occur several times in the pattern of residues: in the above example,
LS occurs twice, as 2 7 12 | 4 9 and 1 6 11 | 3 8. The entire pattern of residues
above is represented by the word LLSLS = L(LS)2 but this will change depending
on h,s and p. We therefore need a method of describing these words in general.
Let S0 = ∗ = L0 (a single element of a block) and let
S1 = ∗q1 , L1 = ∗q1+1, (4.1)
so that L1 and S1 are what we just called L and S respectively. Then, for 1 ≤ k ≤ n,
we define recursively:
Lk = Lk−1S
qk
k−1, Sk = Lk−1S
qk−1
k−1 for even k ≥ 2; (4.2)
Lk = S
qk
k−1Lk−1, Sk = S
qk−1
k−1 Lk−1 for odd k ≥ 3. (4.3)
We will refer to Lk and Sk as blocks of level k.
Theorem 4.2. If s
p
= [0; q1, . . . , qn], with qn ≥ 2, then the sequence of residues
when h = s gives the word Sn.
For clarity, we now turn to an example before assembling relevant definitions
and lemmata for the proof.
Example 4.3. As in Example 4.1, let s
p
= 5
13
= [0; 2, 1, 1, 2] and let h = s. Then:
S4 = L3S
q4−1
3
= Sq32 L2(S
q3−1
2 L2)
q4−1
= (LSq2−1)q3LSq2 [(LSq2−1)q3−1LSq2 ]q4−1
= (LS0)1LS1[(LS0)0LS1]1
= LLSLS.
Hence S4 = L(LS)
2, which is the same pattern of residues that we found in Example
4.1, since L1 = ∗3 and S1 = ∗2.
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Remark 4.4. In the case h = s, these words denoting our sequence of residues will
always consist of complete - or unbroken - L and S blocks. As we will see later,
many values of h lead to broken L and S blocks, which can lead to problems when
computing D and E.
We now introduce some terminology and notation to allow us to express where
a given word W occurs in the pattern of residues. For 0 ≤ g < s, we will say
W fits at g if, within the sequence of residues (repeated as necessary), the block
starting with g begins an occurrence of W . Thus, in Example 4.1, LSL fits at 2
(i.e., 2 7 12 | 4 9 | 1 6 4 occurs in the sequence of residues), and SL fits at both 4
and 3 (i.e., both 4 9 | 1 6 11 and 3 8 | 0 5 10 occur). If two words both fit at the
same g, then one is an initial segment of the other.
Definition 4.5. We attach to each word W a quadruple of integers
[W ] = (f(W ),m(W ),M(W ), µ(W )),
where, if an occurrence of the word begins at position j where c(j) = g (with
0 ≤ g < s), and the sequence of residues can be repeated,
• g + f(W ) is the first entry in the block after the occurrence of W (so f(W )
is the “total increment” corresponding to the word; note that this can be
negative);
• g+m(W ) is the minimal entry in the occurrence of the word (so m(W ) ≤ 0,
and −m(W ) is the “depth” of the word below its initial entry);
• g+M(W ) is the maximal entry in the occurrence of the word (so M(W ) ≥ 0,
and M(W ) is the “height” of the word above its initial entry);
• g + µ(W ) is the smallest of the final entries in the blocks making up the
occurrence of W .
Example 4.6. As in Examples 4.1 and 4.3, let s
p
= 5
13
, let h = s and now also let
W = LS. The residues, as before, are:
| 0 5 10 | 2 7 12 | 4 9 | 1 6 11 | 3 8 |.
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Then W = LS fits at g for g = 2 (i.e., 2 7 12 | 4 9), and at g = 1 (i.e., 1 6 11 | 3 8).
For the two cases of g:
2 + f(LS) = 1 and 1 + f(LS) = 0;
2 +m(LS) = 2 and 1 +m(LS) = 1;
2 +M(LS) = 12 and 1 +M(LS) = 11;
2 + µ(LS) = 9 and 1 + µ(LS) = 8,
the last line is true since, in our two cases of where W fits, we have blocks ending
with 12 and 9, or 11 and 8. Clearly min{12, 9} = 9 and min{11, 8} = 8. Thus,
solving each equation, we obtain: [LS] = (f,m,M, µ) = (−1, 0, 10, 7).
The quadruple [W ] does not depend on g, but does determine the values of g
at which W fits. In particular, we have:
Lemma 4.7.
W fits at g ⇔

0 ≤ g + f(W ) < s;
g +m(W ) ≥ 0;
g +M(W ) < p;
g + µ(W ) ≥ p− s.
(4.4)
Proof. Suppose W fits at g. Then, firstly, we have 0 ≤ g + f(W ) < s, since the
start of a block is always less than s, as we are adding on s each time. Secondly,
g+m(W ) ≥ 0, as it is the minimal entry in the word (which can never be negative).
Thirdly, g + M(W ) < p, as we are working modulo p, thus the maximal entry in
any block must always be less than p. Finally, the condition g+µ(W ) ≥ p−s holds
true and indicates that we have not incorrectly placed a short block where we could
have placed a long block. Conversely, if each of the right hand side conditions hold,
then in particular the first entry after the word W is strictly less than s, which
indicates that we are not in the middle of a block, but indeed are at the beginning
of a block. Since the last condition indicates that we have not placed a short block
where we could have placed a long one, then W must fit at g. These conditions,
along with the maximal and minimal entry conditions mean that W must fit at g
if the right hand side inequalities hold.
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We can also give a formula for the quadruple of the word obtained by
concatenating two given words (provided that they can indeed occur consecutively):
Lemma 4.8. If
[W ] = (f,m,M, µ), [W ′] = (f ′,m′,M ′, µ′),
then
[WW ′] = (f + f ′,min(m, f +m′),max(M, f +M ′),min(µ, f + µ′)). (4.5)
Proof. To see this, look at the first entry: f + f ′. By definition we need g+ f + f ′
to be the first entry after the word WW ′, which is the same as saying the first
entry after the word W ′. Note that g + f is the first entry after W , which will be
the same value as g′ (since the words directly follow on from each other). Thus
g+f+f ′ = g′+f ′, which is the first entry in the block afterW ′, as desired. Similarly,
the second entry of the quadruple implies that we need g +m or g + f +m′ to be
the minimal entry occurring in WW ′. Clearly g + m will be the minimal entry in
the occurrence of WW ′ if the minimal entry occurs in W . If, however, the minimal
entry occurs in W ′, then the minimal entry will be g′ + m′ = g + f + m′ since, as
above, g+ f = g′. Therefore, the second entry of the quadruple is min(m, f +m′).
The other entries of the quadruple follow by similar arguments.
We may now prove Theorem 4.2.
Proof of Theorem 4.2. Recall from the Euclidean Algorithm in Chapter 2, we have
remainders rj, where: rj−2 = qjrj−1 + rj with 0 ≤ rj < rj−1. We now prove the
assertion of the Theorem by induction, simultaneously with the following formulae:
[Sk] = (−rk, 0, p− rk − rk−1, p− s− rk) for odd k; (4.6)
[Lk] = (rk−1 − rk, 0, p− rk, p− s+ rk−1 − rk) for odd k; (4.7)
[Sk] = (rk, 0, p− rk−1, p− s+ rk) for even k; (4.8)
[Lk] = (rk − rk−1, 0, p− rk−1, p− s+ rk − rk−1) for even k. (4.9)
First consider the case k = 1. If n = 1, we have s = 1 and q1 = p. So the pattern
of residues is a single short block of length q1. Thus the pattern is given by the word
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S = S1. Now let n > 1, (or, equivalently, s > 1). In this case the first block is long,
starting with 0 and ending with q1s, so the pattern starts with the word L = L1.
We now check (4.7) and (4.6). We have f(L) = (q1+1)s−p = s−r1 = r0−r1 since
p = q1s + r1 and r0 = s. Also f(S) = q1s − p = −r1. Clearly m(L) = m(S) = 0,
M(L) = q1s = p − r1 = µ(L) and M(S) = (q1 − 1)s = p − r1 − s = µ(S). Thus
(4.7) and (4.6) hold for k = 1.
We next give the induction step for even k. If we reach step k, we must have
n ≥ k and hence rk−1 > 0. From the induction hypothesis, we have
[Sk−1] = (−rk−1, 0, p− rk−1 − rk−2, p− s− rk−1), (4.10)
[Lk−1] = (rk−2 − rk−1, 0, p− rk−1, p− s+ rk−2 − rk−1),
since k − 1 is odd. Using (4.5) and a further induction, it follows that, for α ≥ 1,
we have
[Lk−1Sα−1k−1 ] = (rk−2 − αrk−1, 0, p− rk−1, p− s+ rk−2 − αrk−1).
Thus, since rk−2 − qkrk−1 = rk ≥ 0, it follows from (4.4) - in particular the fourth
condition - that the word Lk−1Sα−1k−1 fits at 0 if α = qk, but not if α = qk + 1. In
particular, the word Sk = Lk−1S
qk−1
k−1 fits at 0 (so it forms an initial segment of the
word given by the pattern of residues), and we have
[Sk] = (rk, 0, p− rk−1, p− s+ rk),
giving (4.8) for k. Finally, if n = k, we have f(Sk) = rk = 0, so that Sk is
the word for the complete pattern of residues. Similarly, we note for k even,
Lk = Lk−1S
qk
k−1 = SkSk−1. Then, using (4.5), (4.8) and (4.10), we have:
[Lk] = (rk−rk−1, 0,max(p−rk−1, rk+p−rk−1−rk−2),min(p−s+rk, rk+p−s−rk−1)),
which simplifies to (4.9), as required. This gives Theorem 4.2 for n = k even.
Now suppose that k ≥ 3 is odd. By the induction hypothesis we have:
[Lk−1] = (rk−1 − rk−2, 0, p− rk−2, p− s+ rk−1 − rk−2).
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Using the induction hypothesis and (4.5) we have, for α ≥ 2:
[Sα−1k−1 ] = ((α− 1)rk−1, 0, p− rk−2 − (α− 2)rk−1, p− s+ rk−1).
Taking α = qk, and using (4.5) again, we obtain:
[Sqk−1k−1 Lk−1] = (qkrk−1−rk−2, 0, p−rk−2+(qk−1)rk−1, (qk−1)rk−1+p−s+rk−1−rk−2)
which, since rk−2 − qkrk−1 = rk, simplifies to:
[Sk] = (−rk, 0, p− rk − rk−1, p− s− rk),
and which agrees with (4.6). Moreover, if k = n (so rk = 0) then, by (4.4), Sk
fits at 0 and gives the complete pattern of residues. Similarly, for k odd, we have
Lk = S
qk
k−1Lk−1 = Sk−1Sk. Then by (4.5), (4.6) and the induction hypothesis for
[Sk−1], we have:
[Lk] = (rk−1 − rk, 0,max(p− rk−2, p− rk),min(p− s+ rk−1, rk−1 + p− s− rk)),
which simplifies to (4.7), as required. This completes the induction for odd k, and
the proof of Theorem 4.2.
We can also easily calculate the length of these words. Let |Sk| denote the
length of the word Sk and define sk := |Sk|, and lk := |Lk|. From equations (4.1)
to (4.3) we clearly see that:
lk = sk + sk−1 for k ≥ 1. (4.11)
We claim:
sk = qksk−1 + sk−2 for k ≥ 2, (4.12)
with s0 = 1, s1 = q1 and sn = p. Equation (4.12) can be proved by a simple
induction. Assume it holds for k. Then, by (4.2) and (4.3):
sk+1 = sk(qk+1 − 1) + lk.
By (4.11) this becomes:
sk+1 = sk · qk+1 + sk−1.
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We conclude the induction by noting in particular that when k = 2, we obtain
s2 = q2s1 + s0 = q1q2 + 1 = |S2|, where S2 = LSq2−1. Finally, we note that sn = p,
since sn is the length of the entire word describing the pattern of the {d(j)}0≤j≤p−1.
We will use (4.11) and (4.12) later, in Chapter 5.
Now that we have a method for describing the pattern of residues, and hence
the d(j)s when h = s, we need to find a method for describing the pattern of d(j)s
for every value of h in our prescribed range. To do this, we will invent a co-ordinate
system.
4.2 Co-ordinate System
We introduce a string of xi for i = 1, . . . n, which we shall term co-ordinates and
denote as (x1, . . . , xn). We would like these co-ordinates to describe the pattern
of the {d(j)}0≤j≤p−1 as h varies. So a given value of h (and thus a given pattern
of {d(j)}) will have a corresponding co-ordinate. For instance, we would like to
obtain a pattern such as:
s− h Co-ord
0 (0, . . . , 0, 0)
1 (0, . . . , 0, 1)
...
...
qn − 1 (0, . . . , 0, qn − 1)
qn (0, . . . , 0, 1, 0)
qn + 1 (0, . . . , 0, 1, 1)
...
...
2qn (0, . . . , 0, 2, 0)
2qn + 1 (0, . . . , 0, 2, 1)
...
...
qn−1qn (0, . . . , 0, qn−1, 0)
qn−1qn + 1 (0, . . . , 0, 1, 0, 1)
...
...
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and so on. Note that:
• 0 ≤ xi ≤ qi; and
• if xi = qi, then {i < n and xi+1 = 0}.
Indeed, we shall call a set of co-ordinates valid if they satisfy the above two
properties.
If we let fj be the number of valid co-ordinates with xi = 0 for all i < j. Then:
fn+1 = 1, fn = qn.
We can also calculate fj−1 in terms of fj and fj+1 (for 1 < j ≤ n): we have qj−1
ways of choosing xj−1 (with 0 ≤ xj−1 < qj−1), each of which can be followed by fj
choices for xj, xj+1, . . . , xn. We also have to add on the case when xj−1 = qj−1, but
in this situation we have xj = 0, and there are fj+1 choices for xj+1, . . . , xn. Thus:
fj−1 = qj−1fj + fj+1.
Now that we have a way of counting the number of co-ordinates with zeros
preceding a particular co-ordinate xi, we are in a position to obtain the value
of s − h from a given co-ordinate. For example, when n = 2, we find s − h
by multiplying the number of co-ordinates of the form (0, x2) with the particular
value of x1 we are at. Finally, we add on the current value of x2, i.e.,
s− h = x1f2 + x2
= q2x1 + x2.
In the same way, for general n, we can write:
s− h = x1f2 + x2f3 + . . .+ xn−1fn + xnfn+1.
We now give an interpretation of the fi in terms of the continued fraction expansion.
Let Yj = [0; qj, . . . , qn], (1 ≤ j ≤ n) i.e., the truncated version of our continued
fraction expansion. Then:
Yj =
1
qj + Yj+1
.
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We claim Yj =
fj+1
fj
. This is clearly true for j = n. If it is true for j + 1 then:
Yj =
fj+1
fj+1qj + fj+2
=
fj+1
fj
.
So our claim is true, by induction. Then:
s
p
= Y1 =
f2
f1
.
This implies p = f1 and s = f2, as we are dealing with positive integers, and s and
p have no common factors. Therefore, s− h becomes:
s− h = x1s+ x2f3 . . .+ xn−1qn + xn. (4.13)
Writing s − h in this way describes the corresponding sequence of {d(j)} - which
we will state formally in Theorem 4.13. Before we state that theorem, however, we
look at the following proposition:
Proposition 4.9. For 1 ≤ j ≤ n+ 1,
sn−1fj ≡ (−1)n+j−1sj−2 (mod p).
In particular,
sn−1s = sn−2f2 ≡ (−1)n−1s0 = (−1)n−1 (mod p). (4.14)
Proof. For j = n+ 1:
sn−1fn+1 = sn−1 = (−1)n+(n+1)−1sn−1.
For j = n:
sn−1fn = sn−1qn
= sn − sn−2
= p− sn−2
≡ (−1)n+(n−1)sn−2 (mod p).
For 1 ≤ j ≤ n − 1, we use downwards induction. Assuming the formula for j + 1
and j + 2:
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sn−1fj = sn−1(fj+2 + qjfj+1)
≡ (−1)n−1+j+2sj + (−1)n−1+j+1qjsj−1 (mod p)
≡ (−1)n+j−1[sj − qjsj−1] (mod p)
≡ (−1)n+j−1sj−2 (mod p).
For the sequence d(j) =
⌊
s(j+1)−h
p
⌋
=
⌊
js+(s−h)
p
⌋
, increasing s − h by 1 means
shifting the sequence {s−1 mod p} symbols from left to right. By (4.14),
s−1 ≡
−sn−1 if n evensn−1 if n odd.
Thus we must move sn−1 - i.e., the length of the string Sn−1 - from right to left
(left to right) if n is even (odd). This motivates the following Algorithm:
Algorithm 4.10. For even n:
Step 1. Start with Sn = Ln−1S
qn−1
n−1 .
Step 2. Move xn copies of Sn−1 right to left.
Step 3. Then move xn−1 copies of Sn−2 left to right.
Step 4. Then move xn−2 copies of Sn−3 right to left.
...
Step n+ 1. Conclude by moving x1 copies of S0 = ∗ left to right.
For odd n:
Step 1. Start with Sn = S
qn−1
n−1 Ln−1.
Step 2. Move xn copies of Sn−1 left to right.
Step 3. Then move xn−1 copies of Sn−2 right to left.
Step 4. Then move xn−2 copies of Sn−3 left to right.
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...
Step n+ 1. Conclude by moving x1 copies of S0 = ∗ left to right.
We illustrate how this Algorithm works with the following example. Then, in
Theorem 4.13, we will prove that the string resulting from this Algorithm is the
one which corresponds to the sequence {d(j)} for co-ordinates (x1, . . . , xn).
Example 4.11. Let 9
29
= [0; 3, 4, 2]. In this case n = 3. By (4.1), (4.2) and (4.3),
we have S3 = S2L2, where S2 = L1S1S1S1, L2 = L1S1S1S1S1, S1 = ∗ ∗ ∗, and
L1 = ∗ ∗ ∗ ∗. Take the example when we have co-ordinates (1, 2, 1). Our algorithm
goes as follows:
• start with S3 = S2L2. Then move x3 = 1 lots of S2 from left to right. This
gives us L2S2 which we can write as L2L1S1S1S1.
• Now move x2 = 2 lots of S1 from right to left, giving us S1S1L2L1S1.
• Finally, move x1 = 1 lots of ∗ from left to right, giving us ∗ ∗ S1L2L1S1∗.
Proposition 4.12. For 1 ≤ i ≤ n, we have xi ≤ qi with
xi = qi ⇒ xi+1 = 0.
In particular, xn < qn.
Proof. For i = n clearly, for either even or odd n, xn < qn since there are only
qn − 1 blocks of Sn−1 in the word Sn. For i < n, there will always be an Ln−i
block on the opposite side of the word if we didn’t move any Sn−j−1 blocks (i.e., if
xi+1 = 0). So if we are able to move qi blocks, we must have not moved any short
level i blocks in the previous step, in order for there to be a long level i block (and
hence qi level i− 1 short blocks) on the appropriate end of the word.
Theorem 4.13. To obtain the sequence {d(j)} for s−h = x1f2+ . . .+xnfn+1, i.e.,
for co-ordinates (x1, . . . , xn), perform Algorithm 4.10. At each stage, the remaining
pattern starts/ends with enough copies of Sk for the required move to be possible.
In fact, when we are about to move xk copies of Sk−1 we have:
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for k even, the pattern ends with:Lk = Lk−1S
qk
k−1 if k < n and xk+1 = 0
Sk = Lk−1S
qk−1
k−1 otherwise.
(4.15)
The pattern starts with Lk−1.
For k odd, the pattern ends with Lk−1 and starts with:Lk = S
qk
k−1Lk−1 if xk+1 = 0
Sk = S
qk−1
k−1 Lk−1 otherwise.
(4.16)
Proof. We show by downward induction on k ≤ n that statement is true if
x1 = . . . = xk = 0. For k = n we have s − h = 0, and the string is just
Sn = Ln−1S
qn−1
n−1 for n even - so (4.15) holds - and Sn = S
qn−1
n−1 Ln−1 for n odd
- so (4.16) holds. Now suppose k > 0 and we are about to move xk copies of
Sk−1 according to Algorithm 4.10 (i.e., the moves for xk+1, . . . xn have already
been done). Thus we are increasing s − h from xk+1fk+2 + . . . + xnfn+1 to
xkfk+1 + . . .+ xnfn+1, i.e., increasing s− h by xkfk+1. This corresponds to moving
±sk−1xk symbols from right to left, since by Proposition 4.9:
sn−1xkfk+1 ≡ (−1)n+kxksk−1 ≡
xksk−1 (mod p) for k even−xksk−1 (mod p) for k odd. (4.17)
So moving xk copies of Sk−1 right to left (for n even) and left to right (for n
odd) does indeed give the correct pattern for a new s − h. Moreover, this move
is actually possible by (4.15) (and (4.16) respectively) since, if xk = qk, we must
have xk+1 = 0 with k < n. Furthermore, if xk = 0 and n is even, then the
string starts Sxkk−1Lk−1 = Lk−1 = S
qk−1
k−2 Lk−2 and if xk 6= 0, the string starts with
Sk−1 = S
qk−1−1
k−2 Lk−2. Still for n even, the string ends with either Lk−1 = S
qk−1
k−2 Lk−2
or Sk−1 = S
qk−1−1
k−2 Lk−2, and hence ends in Lk−2 in both cases. Hence (4.16) holds
for the odd number k − 1. This completes the induction step for k even.
If xk = 0 and n is odd, then the string ends with Lk−1S
xk
k−1 = Lk−1 = Lk−2S
qk−1
k−2
or Sk−1 = Lk−2S
qk−1−1
k−2 otherwise. The string starts with Lk−1 = Lk−2S
qk−1
k−2 or
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Sk−1 = Lk−2S
qk−1−1
k−2 , so it starts with Lk−2 in both cases. Thus (4.15) holds for the
even number k − 1. This completes the induction step for k odd.
Now suppose k is odd (respectively even) and we are about to move xk copies
of Sk−1 left to right (respectively right to left) with (4.16) (respectively (4.15))
holding for k.
Increasing s − h by xkfk+1 corresponds to moving −xk copies of Sk−1 right to
left (respectively left to right), i.e., +xk copies of Sk−1 left to right (respectively
right to left). By (4.16) (respectively (4.15)) this move is possible since xk < qk
unless xk+1 = 0. If xk = 0, the new string ends (starts) with Lk−1, otherwise it ends
(starts) with Sk−1. For n even, the new string starts with either Sk−1 = Lk−2S
qk−1−1
k−2
or Lk−1 = Lk−2S
qk−1
k−2 . So it starts with Lk−2 and hence (4.15) holds for the even
number k − 1. For n odd, the new string ends with either Sk−1 = Sqk−1−1k−2 Lk−2 or
Lk−1 = Lk−2S
qk−1
k−2 , so it always ends with Lk−2 and (4.16) holds for the odd number
k− 1. This concludes the induction step for k odd (even), and concludes the proof
of our theorem for general n.
Example 4.14. As in Example 4.11, let 9
29
= [0; 3, 4, 2]. From what we found in
that example, we now know the shape of the {d(j)}0≤j≤p−1 pattern corresponding
to the co-ordinate (1, 2, 1) in this example is ∗ ∗ S1L2L1S1∗. In a similar manner,
we can obtain the pattern of the various {d(j)}s, for a particular value of s− h:
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s− h {d(j)} Co-ord
0 S2L2 (0, 0, 0)
1 L2S2 (0, 0, 1)
2 S1S2S2 (0, 1, 0)
3 S1L2L1S1S1 (0, 1, 1)
4 S1S1S2L1S1S1 (0, 2, 0)
5 S1S1L2L1S1 (0, 2, 1)
6 S1S1S1S2L1S1 (0, 3, 0)
7 S1S1S1L2L1 (0, 3, 1)
8 S1S1S1S1S2L1 (0, 4, 0)
9 ∗∗∗S1S1S1L2∗ (1, 0, 0)
10 ∗∗∗S1S1S1S1S2∗ (1, 0, 1)
11 ∗∗S2S2∗ (1, 1, 0)
12 ∗∗L2L1S1S1∗ (1, 1, 1)
13 ∗∗S1S2L1S1S1∗ (1, 2, 0)
14 ∗∗S1L2L1S1∗ (1, 2, 1)
15 ∗∗S1S1S2L1S1∗ (1, 3, 0)
16 ∗∗S1S1L2L1∗ (1, 3, 1)
17 ∗∗S1S1S1S2L1∗ (1, 4, 0)
18 ∗∗S1S1S1L2∗∗ (2, 0, 0)
19 ∗∗S1S1S1S1S2∗∗ (2, 0, 1)
20 ∗S2S2∗∗ (2, 1, 0)
21 ∗L2L1S1S1∗∗ (2, 1, 1)
22 ∗S1S2L1S1S1∗∗ (2, 2, 0)
23 ∗S1L2L1S1∗∗ (2, 2, 1)
24 ∗S1S1S2L1S1∗∗ (2, 3, 0)
25 ∗S1S1L2L1∗∗ (2, 3, 1)
26 ∗S1S1S1S2L1 ∗∗ (2, 4, 0)
27 ∗S1S1S1L2 ∗∗∗ (3, 0, 0)
28 ∗S1S1S1S1L1S1S1S1∗∗∗ (3, 0, 1)
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Corollary 4.15. Let D denote the general pattern of the {d(j)}0≤j≤p−1 for a given
n. For s
p
= [0; q1, . . . , qn] and co-ordinates (x1, . . . xn) - provided, for all i, xi 6= 0 -
the pattern of the Ds for general n are as follows:
For even n:
D = ∗q1−x1 Sx2−11 Sq3−x3−12 L2Sx4−13 Sq5−x5−14 L4 . . .
S
qn−1−xn−1−1
n−2 Ln−2S
xn−1
n−1 Ln−1S
qn−xn−1
n−1 . . .
L5S
q6−x6−1
5 S
x5−1
4 L3S
q4−x4−1
3 S
x3−1
2 L1S
q2−x2−1
1 ∗x1 .
(4.18)
For odd n:
D = ∗q1−x1 Sx2−11 Sq3−x3−12 L2Sx4−13 Sq5−x5−14 L4 . . .
S
xn−1−1
n−2 S
qn−xn−1
n−1 Ln−1S
xn−1
n−1 Ln−2S
qn−1−xn−1−1
n−2 . . .
L5S
q6−x6−1
5 S
x5−1
4 L3S
q4−x4−1
3 S
x3−1
2 L1S
q2−x2−1
1 ∗x1 .
(4.19)
In this chapter we formulated words to describe the pattern of the {d(j)}0≤j≤p−1
for all values s − p + 1 ≤ h ≤ s, via a co-ordinate system (x1, . . . , xn). In the
next chapter we aim to describe the {w(j)}0≤j≤p−1 (the definition of which, recall,
depended on these d(j)) so that we will be able to describe the sets D and E , and
thus realise the complexity of PhL and AL/K(PhL).
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As before, let s
p
= [0; q1, . . . , qn] and s − p + 1 ≤ h ≤ s. Now recall the following
definitions, for 0 ≤ i < p:
d(i) = d(h)(i) =
⌊
si+ (s− h)
p
⌋
;
w(i) = min{d(u+ i)− d(u) : 0 ≤ u < p− i}.
D = {u : d(u) > d(u− j) + w(j) for all j with 0 < j ≤ u};
E = {u : w(u) > w(u− j) + w(j) for all j with 0 < j < u}.
From now on, we shall denote the string of the {w(i)}0≤i≤p−1 as W , and the
string of the {d(i)}0≤i≤p−1 as D. We shall talk about these as D and W -strings.
This chapter, then, gives the main results of this thesis: in it we describe the
pattern of the W -strings for arbitrary s, p (and hence n) and h in order to describe
the sets D and E . We begin by stating some properties of the D-string.
5.1 Some properties of the D-string
Proposition 5.1. Fix i with 0 ≤ i ≤ p− 1. For 0 ≤ u < p− i, we have
d(u+ i)− d(u) =
⌊
is
p
⌋
or
⌈
is
p
⌉
.
In particular, as u varies, the value of d(u + i) − d(u) can vary by at most 1.
Moreover
w(i) =
⌊
is
p
⌋
or
⌈
is
p
⌉
.
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(Proof is immediate.)
Remark 5.2. The value of w(i+u)−w(u) may vary by more than 1. For example,
if we take s
p
= 3
7
= [0; 2, 3] with h = s, then we have:
i 0 1 2 3 4 5 6
d(i) 0 1 1 1 2 2 2
w(i) 0 0 0 1 1 2 3
and we can see that w(6)− w(4) = 2, while w(2)− w(0) = 0.
Corollary 5.3. Suppose 1 ≤ q ≤ p − 1 and the W -string is a D-string up to q,
that is, for some h′ we have
w(i) =
⌊
si+ s− h′
p
⌋
for 0 ≤ i ≤ q.
Then
(i) q ∈ E ⇔ w(i) + w(q − i) = w(q) − 1 whenever 0 < i < q. (Since we always
have w(1) = 0, this condition implies w(q) = w(q − 1) + 1.)
(ii) q ∈ D ⇔ w(i) + d(q − i) = w(q) = d(q)− 1 for 0 < i ≤ q,
Proof. (i) Since w(0) = 0, the definition of E can be restated as
q ∈ E ⇔ w(i)− w(0) < w(q)− w(q − i) for 0 < i < q.
But the segment of the W -string up to position q satisfies the condition in
Proposition 5.1, so that
w(i)− w(0) < w(q)− w(q − i)⇔ w(i)− w(0) = w(q)− w(q − i)− 1
for each i.
(ii) Recall that, by definition,
q ∈ D ⇔ w(i) + d(q − i) < d(q) for 0 < i ≤ q.
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In particular, as d(0) = 0, if q ∈ D and q ≥ 1 then w(q) < d(q). Since both the
D-string and the W -string satisfy the condition in Proposition 5.1, the condition
w(q) < d(q) is equivalent to w(q) = d(q)− 1. Moreover, if w(q) < d(q), we have
q ∈ D ⇔ w(i) + d(q − i) < d(q) + w(0) for 0 < i ≤ q
⇔ w(i)− w(0) < d(q)− d(q − i) for 0 < i ≤ q
⇔ w(i)− w(0) = w(q)− d(q − i)− 1 for 0 < i ≤ q.
Note that Corollary 5.3(i) relates the W -string in the forwards and backwards
directions at elements of E , while (ii) relates theW -string (forwards) to theD-string
(backwards) at elements of D.
We write
d0(j) =
⌊
si
p
⌋
,
for the D-sequence for the ideal h = s, with corresponding string Sn. This string
has the palindromic property:
Proposition 5.4. For 0 < i < p we have
d0(i) + d0(p− i) = s− 1.
Thus, in particular, d0(i) + d0(p− i) is independent of i (provided i > 0).
Proof.
d(i) + d(p− i) =
⌊
si
p
⌋
+
⌊
s(p− i)
p
⌋
=
⌊
si
p
⌋
+ s+
⌊−si
p
⌋
= s− 1
since p - (si).
If we expand Sn in terms of level 1 blocks S = S1 and L = L1, Proposition
5.4 says that the resulting string is almost palindromic. It is not completely
palindromic as i = 0 is excluded. For n ≥ 2 (whether even or odd), Sn starts
with L1 and ends with S1. Proposition 5.4 says that reversing the string of S1’s
and L1’s merely swaps these two end symbols. (For n = 1, the string S1 is just a
single block S1 of length q1 = p.)
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We say the first q positions in the W -string form an S-string if
w(i) =
⌊
ti
q
⌋
for 0 ≤ i < q,
where t = w(q) (so the formula holds for i = q as well). Thus the first q characters
of the W -string coincide with the Sm-string for
t
q
, where m is the length of the
continued fraction expansion of t
q
.
We now show that if an initial segment of a D-string (for s
p
and any ideal h′)
has the palindromic property then it must be an S-string.
Proposition 5.5. Suppose that we have some 2 ≤ q < p and that the W -string
coincides with the D-string for some ideal h′, up to position q, i.e.,
w(i) =
⌊
si+ (s− h′)
p
⌋
for 0 ≤ i ≤ q.
Let t = w(q). Then the condition
w(i) + w(q − i) = t− 1 for all i with 0 < i < q
is equivalent to
w(i) =
⌊
ti
q
⌋
for 0 ≤ i ≤ q.
Proof. We have
w(i) =
is+ c0 − ci
p
where ci is the least non-negative residue of si + (s − h′) mod p. In particular,
0 ≤ ci < p for 0 < i < p, and c0 = s− h′. So if
w(i) + w(q − i) = t− 1 for all i with 0 < i < q,
we have
t =
qs+ c0 − cq
p
and, for 0 < i < q,
t− 1 = is+ c0 − ci
p
+
(q − i)s+ c0 − cq−i
p
=
qs
p
+
2c0 − ci − cq−i
p
,
so that
ci + cq−i = cq + c0 + p for 0 < i < q. (5.1)
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Thus, for 0 < i < q, we have
ti
q
=
(
s
p
− cq − c0
pq
)
i
= w(i) +
ci − c0
p
− (cq − c0)i
pq
= w(i) +
A(i)
pq
where
A(i) = q(ci − c0)− i(cq − c0).
Now, as t = w(q) = w(i) +w(q− i) + 1, we have A(i) +A(q− i) = pq. Thus, if we
can show that A(i) > 0 whenever 0 < i < q, we will have 0 < A(i) < pq and hence⌊
ti
q
⌋
= w(i), as required. Using (5.1) to eliminate cq, we obtain
A(i) = (q − i)ci + i(p− cq−i) + (2i− q)c0,
which gives A(i) > 0 if 2i ≥ q. On the other hand, using (5.1) to eliminate c0 gives
A(i) = ici + (p− cq−i)(q − i) + (q − 2i)cq
which gives A(i) > 0 if 2i ≤ q. Thus A(i) > 0 in all cases.
Now that we have covered some properties of the D-string, we aim to describe
the general pattern of the W -strings.
5.2 The Pattern of the W -strings
We seek to show the following things.
1. Algorithm 4.10 tells us that we can always write the D-string for parameters
q1, . . . , qn and x1, . . . , xn in the form
Dn = d
+
1 d
+
2 . . . d
+
n d
−
n . . . d
−
1 = d˜
+
n−1d
+
n d
−
n d˜
−
n−1
where d+n , d
−
n consist of unbroken Sn−1 and Ln−1-blocks, and d˜
+
n−1d˜
−
n−1 is
either the empty string (if no level n − 1 block in Sn is broken to form D);
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−
n and ŵn
or the D-string for parameters q1, . . . , qn−1 and x1, . . . , xn−1 (if an Sn−1 block
is broken, or in one exceptional case, when an Ln−1 block is broken in
forming the D-string but is reconstituted in forming the W -string); or the
D-string with parameters q1, . . . , qn−1 + 1 and x1, . . . , xn−1 (if an Ln−1 block
is broken but we are not in the exceptional case). The blocks d+n and d
−
n are
given explicitly below.
2. We have
d−n . . . d
−
1 d
+
1 d
+
2 . . . d
+
n = d
−
n d˜
−
n−1d˜
+
n−1d
+
n = Sn.
(The d−1 d
+
1 in the middle, if not both empty, must be merged to form a single
L1 or S1 block.)
3. The W -string has the form ŵn . . . ŵ1, where each ŵk is obtained by
“rearranging” that string as specified below.
To carry through the recursion, we need to allow qn = 1.
5.3 Description of the d+n , d
−
n and ŵn
Let t be the number of initial zeros in the sequence xn−1, xn−2, . . . , x1 (so 0 ≤ t ≤
n− 1).
5.3.1 n = 1
d+1 = ∗q1−x1 , d−1 = ∗x1 , ŵ1 = ∗max(q1−x1,x1) ∗min(q1−x1,x1) .
5.3.2 n even
5.3.2.1 No level n− 1 block broken
This occurs if t = n− 1. We then have
d+n = S
xn
n−1, d
−
n = Ln−1S
qn−xn−1
n−1 , ŵn = Ln−1S
qn−1
n−1 .
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5.3.2.2 An Ln−1 is broken
This occurs when t 6= n − 1 and qn = 1 (so xn = 0). In this case, d+n , d−n and ŵn
are all empty.
It also occurs if t 6= n− 1, qn ≥ 2, and either t is even, xn = 0, when
d+n = S
qn−1
n−1 , d
−
n is empty, ŵn = S
qn−1
n−1 .
or t is odd, xn = qn − 1 (the exceptional case) when
d+n = Ln−2S
qn−2
n−1 , d
−
n = S
qn−1
n−2 , ŵn = Ln−1S
qn−2
n−1 .
In the exceptional case, we continue with parameters (q1, . . . , qn−1) and
(x1, . . . , xn−1), whereas in all other situations where the Ln−1 is broken, we continue
with parameters (q1, . . . , qn−1 + 1) and (x1, . . . , xn−1).
5.3.2.3 An Sn−1 is broken
This occurs if t 6= n− 1, qn ≥ 2, and either t is even, xn 6= 0, when
d+n = S
xn−1
n−1 , d
−
n = Ln−1S
qn−xn−1
n−1 ,
or t is odd, xn 6= qn − 1, when
d+n = S
xn
n−1, d
−
n = Ln−1S
qn−xn−2
n−1 .
In both these cases,
ŵn = Ln−1S
qn−2
n−1 .
5.3.3 n ≥ 3, odd
5.3.3.1 No level n− 1 block broken
This occurs if t = n− 1. We then have
d+n = S
qn−xn−1
n−1 Ln−1, d
−
n = S
xn
n−1,
and
ŵn =
S
qn−xn−1
n−1 Ln−1S
xn
n−1 if xn ≤ 12qn,
Sxn−1n−1 Ln−1S
qn−xn
n−1 if
1
2
qn ≤ xn < qn.
(The two formulae for ŵn agree if xn =
1
2
qn.)
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5.3.3.2 An Ln−1 is broken
This occurs when t 6= n − 1 and qn = 1 (so xn = 0). In this case, d+n , d−n and ŵn
are all empty.
It also occurs if t 6= n − 1, qn ≥ 2, and either t is even, xn = 0 or t is odd,
xn = qn − 1. In either case,
d+n is empty, d
−
n = S
qn−1
n−1 , ŵn = S
qn−1
n−1 .
5.3.3.3 An Sn−1 is broken
This occurs if t 6= n− 1, qn ≥ 2, and either t is even, xn 6= 0, when
d+n = S
qn−xn−1
n−1 Ln−1, d
−
n = S
xn−1
n−1 ,
ŵn = S
max(qn−xn−1,xn−1)
n−1 Ln−1S
min(qn−xn−1,xn−1)
n−1 ,
or t is odd, xn 6= qn − 1, when
d+n = S
qn−xn−2
n−1 Ln−1, d
−
n = S
xn
n−1,
ŵn =
S
qn−xn−2
n−1 Ln−1S
xn
n−1 if xn ≤ 12qn − 1,
Sxn−1n−1 Ln−1S
qn−xn−1
n−1 if
1
2
qn − 1 < xn < qn − 1.
The first step in proving these are indeed the correct descriptions is to show the
D-strings agree with those obtained from Algorithm 4.10.
5.4 Reconciliation with Algorithm 4.10
Firstly, when n = 1, Algorithm 4.10 gives ∗q1−x1∗x1 , as required.
When t = n − 1 (so xn−1 = 0 = . . . = x1), then Algorithm 4.10 converts
Sn = Ln−1S
qn−1
n−1 to S
xn
n−1 | Ln−1Sqn−xn−1n−1 (for n even), or Sn = Sqn−1n−1 Ln−1 to
Sqn−xn−1n−1 Ln−1 | Sxnn−1 (for n odd), where | indicates the point at which Sn is broken.
This is valid even for xn = 0, or indeed qn = 1.
If qn = 1 then the string Sn = Ln−1S
qn−1
n−1 (for n even) or Sn = S
qn−1
n−1 Ln−1 (for
n odd) is just Ln−1, i.e., the S-string for parameters q1, . . . , qn−2, qn−1 + 1. This
reflects the equality of continued fractions [0; q1, . . . , qn−1, 1] = [0; q1, . . . , qn−1 + 1].
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So we may assume n > 1, qn > 1, and t < n− 1.
Suppose that n is even. Starting from Sn = Ln−1S
qn−1
n−1 , we first move xn copies
of Sn−1 from right to left, giving
Sxnn−1Ln−1S
qn−xn−1
n−1 . (5.2)
If t = 0 (so xn−1 6= 0), we next move xn−1 copies of Sn−1 from the leftmost
block (Sn−1 if xn > 0 and Ln−1 if xn = 0). This gives a string of the form(end of Sn−1)S
xn−1
n−1 | Ln−1Sqn−xn−1n−1 (start of Sn−1) if xn > 0,
(end of Ln−1)S
qn−1
n−1 | (start of Ln−1) if xn = 0.
(5.3)
In particular, for t = 0, the Ln−1 block is broken if and only if xn = 0.
If t = 1 (so xn−1 = 0 and xn−2 6= 0) the second step of the algorithm leaves the
string as in (5.2) and the third step moves xn−2 copies of Sn−2 from right to left,
breaking the rightmost Sn−1 block (if xn < qn−1) or the Ln−1 block (if xn = qn−1).
Thus we get a string of the form(end of Sn−1)S
xn−1
n−1 | Ln−1Sqn−xn−1n−1 (start of Sn−1) if xn < qn − 1,
(end of Ln−1)S
qn−1
n−1 | (start of Ln−1) if xn = qn − 1.
(5.4)
In particular, for t = 1, the Ln−1 block is broken if and only if xn = qn − 1.
If t = 2, then the leftmost block in (5.2) is broken by moving xn−3 copies of
Sn−2, and so on. Thus, the leftmost (respectively, rightmost) block is broken if t is
even (respectively, odd). Hence, the Ln−1 block is broken if t is even and xn = 0, or
t is odd and xn = qn− 1, and an Sn−1 block is broken otherwise. Subsequent steps
of the Algorithm move segments between the (end of Sn−1) and (start of Sn−1)
(respectively, (end of Ln−1) and (start of Ln−1)) if an Sn−1 block (respectively, the
Ln−1 block) is broken, so that the string continues to have the same form, (5.3)
or (5.4), according to the parity of t. When the algorithm terminates, the string
(end of Sn−1)(start of Sn−1) (respectively, (end of Ln−1)(start of Ln−1)) is the D-
string for parameters q1, . . . , qn−1 (respectively, q1, . . . , qn−1 + 1) and x1, . . . , xn−1.
This gives d+n and d
−
n as stated in §5.3.2.2 and §5.3.2.3 in all cases apart from the
exceptional case with t odd and xn = qn − 1.
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In the exceptional case, the above discussion would give d+ = Sqn−1n−1 and d
−
empty, but we need to carry the analysis further to obtain an intelligible W -string.
Looking at the string in (5.2) – obtained from the first step of the Algorithm with
xn = qn − 1 – we can expand the first and last block to obtain
S
qn−1−1
n−2 Ln−2S
qn−2
n−1 | Sqn−1n−2 Ln−2.
As t is odd, some part of the rightmost Ln−2 will be moved to the left, giving a
string of the form
(end of Ln−2)S
qn−1−1
n−2 Ln−2S
qn−2
n−1 | Sqn−1n−2 (start of Ln−2).
Since Ln−2S
qn−1−1
n−2 = Sn−1, we may rewrite this as
(end of Sn−1)Ln−2S
qn−2
n−1 | Sqn−1n−2 (start of Sn−1),
where (end of Sn−1)(start of Sn−1) is the D-string for parameters (q1, . . . , qn−1) and
(x1, . . . , xn−1). This gives d+n and d
−
n as stated in the exceptional case.
Finally, when n is odd, we start from Sn = S
qn−1
n−1 Ln−1, and first move xn copies
of Sn−1 from left to right, giving S
qn−xn−1
n−1 Ln−1S
xn
n−1. We again find that the Ln−1
block is broken if either t is even and xn = 0, or t is odd and xn = qn−1, and we
obtain the descriptions of d+n and d
−
n as in §5.3.3.2 and §5.3.3.3 by similar arguments
as for n even.
Now that we have reconciled this description of the D-string with Algorithm
4.10, we aim to show we can also now describe the W -string.
5.5 Proving the description of the W -string
Let us introduce some new terminology.
• We say two strings are equivalent if they have the same length and give the
same jump (i.e., contain the same number of level 1 blocks; we will only use
this terminology for strings consisting of unbroken level 1 blocks).
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• We say a string A of length k, with corresponding sequence a(0), . . . , a(k−1),
is attainable if, for each j < k, there is some u with d(j + u) − d(u) = a(j).
Loosely speaking, an attainable string is a candidate for an initial segment
of W , but better candidates may exist.
• Given a D-string (end of Sn) | (start of Sn), where (end of Sn) has length λ,
we say w(j) is achieved at u if w(j) = d(j + u)− d(u). Thus w(j) is achieved
at some u < p−j. Also, we will say w(j) is achieved with | if w(j) is achieved
for some u with λ − j − 1 ≤ u ≤ λ; this means that one of the (possibly
many) segments of length j in the D-string which achieve w(j) is either the
final segment of (end of Sn) (ending at |, so u = λ − j − 1), or the initial
segment of (start of Sn) (starting at |, so u = λ) or includes parts of both
(end of Sn) and (start of Sn) (with | occuring inside the string).
• We call a segment A of a string B a proper segment if no level 1 blocks in
B are broken to form A. For example, L1 is a proper initial segment of
S2 = L1S
q2−1
1 , while S1 is an initial segment of S2 but not a proper initial
segment.
In §5.3 we have in each case split the D-string into 4 proper segments:
D = D+d+n | d−nD−, where D+d+n = (end of Sn), d−nD− = (start of Sn), and D+D−
is either empty (if no level n − 1 block is broken; this includes the case n = 1),
or D+D− = Sn−1 (if a Sn−1 block is broken, or we are in the exceptional case), or
D+D− = Ln−1 (if a Ln−1 block is broken, and we are not in the exceptional case).
In each case, we have also specified a string ŵn equivalent to d
+
n d
−
n .
Theorem 5.6. The W -string corresponding to D is ŵnWn−1, where Wn−1 is the
W -string corresponding to D+ mod D−.
Before we prove this statement, we turn to the following example, in order to
clearly illustrate how this all works:
Example 5.7. Let [q0; q1, q2, q3, q4] = [0; 5, 3, 4, 3] (and so
s
p
= 42
223
). In this case,
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by (4.2) and (4.3), we have:
L2 = L1S
3
1 , S2 = L1S
2
1
L3 = (L1S
2
1)
4L1S
3
1 , S3 = (L1S
2
1)
3L1S
3
1
S4 = L3S
2
3 .
Let’s take the case when (x1, x2, x3, x4) = (1, 0, 2, 0), which is the case when h = −6.
By Algorithm 4.10, we rearrage S4 firstly without breaking any S3 blocks on the
right. This means the L3 block on the left gets broken when we move x3 = 2 S2
blocks right to left:
S22L2S
2
3S
2
2 .
Now, there are no S1 blocks to move, but we must break an L1 block on the left in
order to move x1 = 1 lots of ∗ from left to right. This gives:
D = ∗4S21S2L2S23S22 ∗ .
Note that in doing this rearrangement, we have only broken an L3 and an L1 block.
So now we want to find W = ŵ4ŵ3ŵ2ŵ1. By §5.3.2.2, ŵ4 = S23 since t = 0 = x4.
By §5.3.3.1, ŵ3 = Sq3−x3−13 L3Sx33 = S3L3S23 . By §5.3.2.2, ŵ2 = S23 , since
t = 0 = x2. Finally, by §5.3.1, ŵ1 = ∗4∗.
Putting this all together, then, we obtain:
W = S23S2L2S
2
2S
2
1 ∗4 ∗
= ((L1S
2
1)
3L1S
3
1)
2L1S
2
1L1S
3
1(L1S
2
1)
2S21 ∗4 ∗.
So this is the string of the sequence of the {w(j)}, as j varies, for the case
42
223
= [0; 5, 3, 4, 3], when h = −6.
We will now prove the sequence of W ’s is as described.
Proof of Theorem 5.6
Let the strings D+, d+n , d
−
n , D
− have lengths α, β, γ, δ respectively, and set
µ = β + γ.
We argue inductively, the case n = 1 being clear. If n ≥ 2 and qn = 1, we
can reduce to the case n− 1 (with qn−1 replaced by qn−1 + 1), so we may suppose
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inductively that this case has already been handled. We therefore assume n ≥ 2
and qn ≥ 2.
The claim W = ŵnWn−1 amounts to the three assertions
Assertion 1. if j < γ + δ then w(j) = ŵn(j);
Assertion 2. if µ < p then w(µ) = 1 + w(µ);
Assertion 3. if µ < j < p then w(j) = w(µ) + wn−1(j − µ).
We will prove these case by case over the next few (sub)sections. Note that
the optimality properties of the strings Sm mean that Sk is a (possibly improper)
initial segment of Sm, and of Lm, whenever k ≤ m, and that w(j) ≥ d0(j), where
d0 is the sequence coming from Sn.
5.5.1 n even, an Sn−1 is broken
By §5.3.2.3 we have
d+n | d−n = San−1 | Ln−1Sbn−1, D+ | D− = (end of Sn−1) | (start of Sn−1)
with a + b = qn − 2, and ŵn = Ln−1Sqn−2n−2 , which is an initial segment of
Sn−1 = Ln−1S
qn−1
n−2 .
Assertion 1.: If j < ln−1 + bsn−1 then the initial segment of d−n = Ln−1S
b
n−1
gives
d(α + β + j)− d(α + β) = ŵn(j).
If ln−1 + (b + c − 1)sn−1 ≤ j < ln−1 + (b + c)sn−1 with 1 ≤ c ≤ a, then the initial
segment of Scn−1Ln−1S
b
n−1 gives
d(α + β − csn−1 + j)− d(α + β − csn−1) = ŵn(j).
In both cases, we therefore have w(j) ≤ ŵn(j) = d0(j) ≤ w(j), so w(j) = ŵn(j).
Assertion 2.
w(µ) ≤ d(α + µ)− d(α) = 1 + w(µ− 1) = d0(µ) ≤ w(µ).
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Assertion 3. Let j = µ + k with k ≥ 0. Note that Sn−1 is both an initial
segment and a final segment (possibly improper) of San−1Ln−1S
b
n−1 (even if a = 0
or b = 0). Now
wn−1(k) = min{dn−1(k + u)− dn−1(u) : 0 ≤ u < α + δ − k},
where the sequence dn−1 comes from the string
Dn−1 = (end of Sn−1) | (start of Sn−1)
of length α + δ. We claim that, for 0 ≤ u ≤ α + δ − k, we have
d(µ+ k + u)− d(u) = w(µ) + dn−1(k + u)− dn−1(u), (5.5)
Then, taking the minimum over u, will give w(j) = w(µ)+wn−1(j−µ), as required.
If u ≤ α and u + k ≥ α, then (5.5) holds since the string corresponding to the
left-hand side is just the string corresponding to w(µ) +dn−1(k+u)−dn−1(u) with
San−1Ln−1S
b
n−1 inserted in the middle.
If u + k = α − ε with ε > 0, we have dn−1(u) = d(u) since u < α, and
d(α) − d(α − ε) = d(α + µ) − d(α + µ − ε) because Sn−1 is a final segment of
San−1Ln−1S
b
n−1. So
d(µ+ k + u)− d(u)
= [d(µ+ α− ε)− d(α)] + [d(α)− d(α− ε)] + [d(k + u)− d(u)]
= [(d(α + µ)− d(α)] + dn−1(k + u)− dn−1(u).
Hence (5.5) holds in this case. Similarly, if u+k = α+µ = ε then (5.5) holds since
Sn−1 is an initial segment of San−1Ln−1S
b
n−1.
5.5.2 n even, no level n− 1 block broken
Assertion 1 holds by the same argument as in §5.5.1. Assertions 2 and 3 do not
occur as D+D− is empty.
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5.5.3 n even, an Ln−1 is broken
The D-string has the form (end of Ln−1)S
qn−1
n−1 | (start of Ln−1). When xn = qn− 1
and t is odd, the shortest possible (start of Ln−1) occurs with xn = qn = 1,
xn−1 = 0, xn−2 = qn−2, . . . , x2 = q2, x1 = 0, when we have
(start of Ln−1) = S
qn−1
n−2 S
qn−3
n−4 . . . S
q3
2 L1.
If we replace the final L1 in this string with S1, we obtain
S
qn−1
n−2 S
qn−3
n−4 . . . S
q3
2 S1 = S
qn−1
n−2 S
qn−3
n−4 . . . S
q3−1
2 L2 = . . . = Sn−1.
This shows that Sn−1 is an improper initial segment of Ln−1, and that any
(start of Ln−1) of length > sn−1 occurs with xn = qn − 1 and t odd, while any
(start of Ln−1) of length ≤ sn−1 occurs with xn = 0 and t even.
We shall now deal with these two scenarios separately.
5.5.3.1 xn = qn − 1, t odd
This is the exceptional case, and we have µ = ln−1 + (qn − 2)sn−1. Let µ′ =
(qn − 1)sn−1, so that the D-string can be written
(end of Ln−1)S
qn−1
n−1 | (start of Ln−1),
where the (start of Ln−1) begins at position α+µ′, and has length δ′ = p−α−µ′ >
sn−1.
Clearly W starts with the (improper) initial segment Sn−1 of Sn, so w(j) = d0(j)
for j < sn−1. To show that W has a proper initial segment ŵn = Ln−1S
qn−2
n−1 ,
we need to show that w(j) = d0(j) for sn−1 ≤ j ≤ (qn − 1)sn−1 + sn−2. Let
vn−1 = d0(ln−1 + sn−1) − d0(ln−1) be the jump associated with Sn−1. Then
w(sn−1) = vn−1 − 1 = d(α + µ′ + sn−1) − d(α + µ′) since Sn−1 is an improper
initial segment of (start of Ln−1). From the palindrome property of Sn, we have
d(α + µ′) − d(α + µ′ − k) = d0(k) + 1 whenever 0 < k ≤ α + µ′. Hence
d(α + µ′ + sn−1) − d(α + µ′ − k) = d0(k) + vn−1 for such k. But since the
sequence d0 corresponds to Sn = Sn−2S
qn
n−1, we have d0(k) + vn−1 = d0(k + sn−1)
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for sn−2 ≤ k ≤ p − sn−1 − 1. As α + µ′ > p − ln−1, we conclude that
w(k+sn−1) = d0(k+sn−1) for 0 ≤ k ≤ p−ln−1. Thus w(j) = d0(j) for j ≤ p−sn−2.
In particular, W has a proper initial segment Ln−1S
qn−2
n−1 .
Since Ln−1 = Sn−2Sn−1 and (start of Sn−1) has a proper initial segment Sn−2,
we may rewrite the D-string as
(end of Sn−1)[S
qn−1
n−1 | Sn−2](start of Sn−1),
where the square-bracketed segment is equivalent to Ln−1S
qn−2
n−1 . Since (start of Sn−1)
is an initial segment of Sn, it follows that theW -string begins Ln−1S
qn−2
n−1 (start of Sn−1),
while the string Wn−1 begins (start of Sn−1). Thus it only remains to show
d(u+ k + µ′)− d(u+ µ′) = d(u+ k)− d(u)
for u+ k < α. Using the palidromic property for the two S-strings Ln−1 and Sn−1,
which are initial segments of Dn, we obtain d(α + µ
′ − i) = d(α + µ′) − 1 − i
for 0 < i < ln−1 and d(α − i) = d(α) − 1 − i for 0 < i ≤ α. Thus
d(α + µ′ + u + k) − d(α + µ′ + u) = d(u + k) − d(u) for 0 ≤ k < α. Hence
w(j) = wn−1(j − µ′) + d(α + µ′)− d(α) for j ≥ µ′, as required.
5.5.3.2 xn = 0, t even
Using Ln−1 = Sn−2Sn−1, we can rewrite the D-string as
(end of Sn−2)S
qn
n−1 | (start of Sn−2),
where (end of Sn−2) could be empty, so (start of Sn−2) could be all of Sn−2. As
Sn−2 is an (improper) final segment of Sn−1, and (start of Sn−2) is an (improper)
initial segment of Sn−1, we cannot improve on Srn−1 for 1 ≤ r ≤ qn and 1 ≤ qn − 1
as a proper initial segment of W by shifting left or right in the D-string. So we get
W = ŵnWn−1 as required.
This concludes the cases for n even. We now look at the n odd cases.
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5.5.4 n odd, an Sn−1 is broken
We have
d+n | d−n = San−1Ln−1 | Sbn−1, D+ | D− = (end of Sn−1) | (start of Sn−1)
with a+ b = qn − 2. Here Sn = Sqn−1n−1 Ln−1.
Clearly Sbn−1(start of Sn−1) is an initial segment of W , and, as Sn−2 is a (not
necessarily proper) initial segment of Sn−1 and Ln−1, it follows that San−1Ln−1 is a
(not necessarily proper) initial segment of W .
We shall now deal with the cases a ≥ b and a < b separately.
5.5.4.1 a ≥ b
Let a ≥ b. We claim the string San−1Ln−1 is a proper initial segment of W ,
i.e., w(β) = 1 + w(β − 1). We have d(α + β) − d(α) = 1 + w(β − 1), and
d(α + β + k) − d(α + k) = d(α + β) − d(α) if k > 0 since D− = (start of Sn−1)
is an initial segment of d+n = S
a
n−1Ln−1. (This is true even if a = 0 since Ln−1 =
Sn−1Sn−2.) The same applies for k < 0 if b > 0 since then D+ = (end of Sn−1) is
a final segment of d−n = S
b
n−1. So suppose b = 0. We must compare (end of Sn−1)
with the end of Ln−1. We have the expansions
Sn−1 = L1S
q2−1
1 S
q3−1
2 L2S
q4−1
3 S
q5−1
4 L4 . . . Ln−3S
qn−1−1
n−2 ,
Ln−1 = S
qn−2
n−3 S
qn−4
n−5 . . . S
q3
2 L1S
q2
1 S
q3−1
2 L2S
q4−1
3 S
q5−1
4 L4 . . . Ln−3S
qn−1−1
n−2 .
Since (end of Sn−1) cannot be the whole of Sn−1, it exactly matches the final
segment of the same length in Ln−1. Hence we indeed have that San−1Ln−1 is a
proper initial segment of W of length β.
Now if β < j ≤ β + γ we have
w(j) ≤ d(α + j)− d(α) = d(α + j)− d(α + β) + w(β) = w(j − β) + w(β) ≤ w(j),
so that w(j) = w(β) + w(j − β). This shows that W has initial segment
ŵn = S
a
n−1Ln−1S
b
n−1 (this is consistent with §5.3.3.3), proving Assertions 1 and
2.
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It remains to prove Assertion 3. This holds as in §5.5.1 since D+ =
(end of Sn−1) is a final segment of d−n = S
b
n−1 (even when b = 0, as shown above)
and D− = (start of Sn−1) is an initial segment of d−p = S
a+1
n−1Ln−1.
5.5.4.2 b > a
Now let b > a. Although Sbn−1 is an initial segment of W , we cannot always extend
it to Sbn−1Ln−1; if not, we must absorb the final Sn−1 into Ln−1, giving an initial
segment Sb−1n−1Ln−1. In fact, we get S
b
n−1Ln−1 as a proper initial segment of W if t
is even (with t < n− 1), xn > 0, and Sb−1n−1Ln−1 if t is odd, xn < qn− 1. To see this,
note that the D-string is (end of Sn−1)San−1Ln−1 | Sbn−1(start of Sn−1), and that if t
is even, xn 6= 0 then the shortest (start of Sn−1) occurs when t = 0, xn−1 = qn−1−1,
xn−2 = 0, xn−3 = qn−3, xn−4 = 0, . . . , x2 = q2, x1 = 0, giving the D-string
Sq11 S
q3
3 . . . S
qn−4
n−4 S
qn−1−1
n−2 S
a
n−1Ln−1 | Sbn−1Sqn−2n−3 Sqn−4n−5 . . . Sq32 L1. (5.6)
Notice that, if in the string D− = Sqn−2n−3 S
qn−4
n−5 . . . S
q3
2 L1, we replace the final L1 by
S1, we get the string
S
qn−2
n−3 S
qn−4
n−5 . . . S
q3
2 S1 = S
qn−2
n−3 S
qn−4
n−5 . . . S
q3−1
2 L2
= S
qn−2
n−3 S
qn−4
n−5 . . . S
q5
4 S3
= . . .
= Sn−2.
Thus any D-string of the form (5.6), for which D− has length δ ≤ sn−2, arises with
t odd, xn < qn−1, and any such D-string with δ > sn−2 arises with t even, xn > 0.
Moreover, the initial segment of Sn−1 of length sn−2 (ending in the last position of
the L1) gives a smaller jump than an Sn−2, so
d0(sn−2) = d(α + β)− d(α + β − sn−2)− 1. (5.7)
We will now discuss the cases for t odd and even separately, showing W =
ŵnWn−1 in each case. First, we need the following Proposition.
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Proposition 5.5.5.
w(bsn−1 + sn−2) =
d0(bsn−1 + sn−2) if t is odd;d0(bsn−1 + sn−2)− 1 if t is even.
Proof. If t is even, so δ > sn−2, we have
d(α + β + bsn−1 + sn−2)− d(α + β)
= [d(α + β + bsn−1 + sn−2)− d(α + β + bsn−1)] + [d(α + β + γ)− d(α + β)]
= d0(sn−2) + d0(bsn−1)
≤ d0(sn−2 + bsn−1)
≤ w(sn−2 + bsn−1),
so we have equality throughout.
Now let t be odd, so δ ≤ sn−2. The D-string is then
(end of Sn−1)Sa+1n−1Sn−2 | Sbn−1(start of Sn−2),
where “(start of Sn−2)” could in fact be the whole of Sn−2. The segment Sn−2Sbn−1
realises a jump d0(sn−2 + bsn−1) + 1. We cannot improve on this by shifting
the segment right or left, since D− = (start of Sn−2) is an initial segment, and
(end of Sn−2)Sa+1n−1 a final segment; if b = a + 1 this follows from the fact already
noted that (end of Sn−1), which cannot be a complete Sn−1, is a final segment of
Ln−1.
Recall we are still in the n odd, Sn−1 broken, b > a case. We deal with t odd
and even separately.
t odd:
Here w(bsn−1 + sn−2) is achieved at α + β − ln−1 by the segment Ln−1Sb−1n−1 =
Sn−1Sn−2Sb−1n−1. Arguing as in §5.5.1, we see that W begins ŵn = Sb−1n−1Ln−1Sa+1n−1.
As this begins with D− = (start of Sn−1) and ends with D+ = (end of Sn−1), we
can argue as before to get W = ŵnWn−1.
t even:
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We know w(j) = d0(j) for j ≤ bsn−1 + sn−2. Our D-string has the form
(end of Sn−1)San−1Ln−1 | Sbn−1(start of Sn−1), where (start of Sn−1) has Sn−2 as an
improper segment. Thus, removing the last bsn−1 elements in the string, we are
left with (end of Sn−1)San−1Ln−1 | (start of Sn−1) with the same “(start of Sn−1)”,
starting at position α + β. Thus the segment Ln−1Sbn−1(start of Sn−1) starting at
position β−ln−1 has an improper initial segment Ln−1Sn−2 = Ln−2Sqn−1+1n−2 of length
ln−1 + sn−2. Now this string is an S-string (it is the “Sn−1” with qn−1 replaced by
qn−1 + 2), so it has the palindromic property. Writing d′ for the sequence giving
this string, we therefore have
d(α + β + sn−2 − k) = d(α + β + sn−2)− d′(k) for 0 ≤ k < ln−1 + sn−2.
We then have
d(α + β + γ + sn−2)− d(α + β + sn−2 − k) = bw(sn−1) + d′(k).
But d′(k) = w(k) for k < ln−1. This shows that W has Sbn−1Ln−1 as an initial
segment, and it will be a proper initial segment provided that there is no j with
d(bsn−1 + ln−1 + u)− d(u) < d(α + β + γ + sn−2)− d(α + β + sn−2 − ln−1).
But the jump on the right is achieved by the bracketed segment [Ln−1Sbn−1] when
we write the D-string as (end of Sn−1)San−1[Ln−1S
b
n−1](start of Sn−1). We cannot
improve on this jump by shifting left, since (end of Sn−1)San−1 is a final segment
of [Sn−2Sb+1n−1] (as b > a), or by shifting right as (start of Sn−1) is an initial
segment of Ln−1 = Sn−1Sn−2. This shows that W has a proper initial segment
Sbn−1Ln−1. Since w(u) + w(v) ≤ w(u + v), it then follows that W has proper
initial segment ŵn = S
b
n−1Ln−1S
a
n−1. As (start of Sn−1) is an initial segment
of this, and (end of Sn−1) a final segment (even if a = 0, since it has length
< ln−1 − sn−2 = sn−1), it follows as before that the W -string is ŵnWn−1.
5.5.6 n odd, no level n− 1 block is broken
This follows by the same argument as in the previous case (with t odd), where
again a = qn − xn − 1 but now b = xn.
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5.5.7 n odd, an Ln−1 is broken
Here the D-string is (end of Ln−1)S
qn−1
n−1 (start of Ln−1), so the W -string starts with
the initial segment Sqn−1n−1 (start of Ln−1) of Sn.
It remains to show that if j = µ+k with k ≥ δ then w(j) = bw(sn−1)+wn−1(k).
Now since both Sn−1 and Ln−1 are S-strings, so satisfy the palindromic property,
and Sn−1 is a proper initial segment of Ln−1, we have
d(α + µ− i) = d(α + µ)− 1− d0(k)
and
d(α− i) = d(α)− 1− d0(k)
for 1 ≤ i ≤ sn−1. Thus
d(α)− d(α− i) = d(α + µ)− d(α + µ− i)
for such i. Thus if α−sn−1 < k+u < α then d(k+u)−d(u) = d(k+u+µ)−d(u+µ).
We can complete the argument as in §5.5.1 if we can show that w(k) is attained for
u with u+k ≥ α−sn−1. But if u+k < α−sn−1 then, using the palindrome property
again, d(u + k) − d(u) = d(α − u) − d(α − u − k) with α − u ≥ sn−1 > α − sn−1
as α < ln−1 < 2sn−1. Hence if wn−1(k) is achieved at u + k < sn−2 − k it is also
acheived at v = α− u− k with v + k > sn−2.
This exhausts all cases and concludes the proof.
Now that we have the D and W -strings for general n, we may examine the
general pattern of D and E . These patterns turn out to be more difficult to obtain
when some of the xi = 0, so we begin by discussing general n case, but with the
restriction that xi 6= 0, for all i, before turning to the n = 1, n = 2 and n = 3 cases
with no restrictions.
5.6 Finding E and D
Recall {0} ∈ D and {0, 1} ∈ E by definition. The first thing we can do is give
criteria to pick out certain elements of E and D - ones which make no assumptions
on the xi:
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Lemma 5.8. Let q ≥ 2 and suppose that the W -string coincides with some D-
string up to position q. Then q ∈ E if and only if the first q positions of the
W -string form an S-string.
Proof. If w(q − 1) = w(q) then neither condition is satisfied. So suppose
w(q − 1) = w(q) − 1. Set t = w(q). Then, by Corollary 5.3(i), q ∈ E if and
only if w(i) + w(q − i) = t − 1 whenever 0 < i < q, and by Proposition 5.5, this
occurs precisely when the first q positions in the W -string form an S-string.
Lemma 5.9. Let d(q) > d(q − 1), and suppose there is some Q > q such that the
first Q positions of the W -string form an S-string which is an initial segment of the
string Sn for our parameters p, s. Then q ∈ D if and only if the first q positions
in the D-string match the last q positions of this S-string, that is
d(q − i) = w(Q− i) + d(q)− w(Q) for 0 < i ≤ q. (5.8)
Proof. By Proposition 5.5 (with h′ = s), the assumption on the W -string means
that
w(i) + w(Q− i) = w(Q)− 1 for 0 < i < Q.
If q ∈ D then d(q) = w(q) + 1 by Corollary 5.3(ii). On the other hand, (5.8)
for i = q is equivalent to d(q) = w(Q) − w(Q − q), which means d(q) = w(q) + 1,
since q < Q. Thus we may assume these equivalent conditions hold. Then from
Corollary 5.3(ii) we have
q ∈ D ⇔ w(i) + d(q − i) = w(q) for 0 < i ≤ q
⇔ w(Q)− w(Q− i)− 1 + d(q − i) = w(q) for 0 < i ≤ q
⇔ d(q − i) = w(Q− i) + d(q)− w(Q) for 0 < i ≤ q.
Note that none of this depends on any hypothesis of the xi.
Proposition 5.10. Let n ≥ 2. The first q positions in Sn form an S-string for the
following values of q:
q = is2k−1 + sk−2 for 2 ≤ 2k ≤ n, 1 ≤ i ≤ q2k,
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except that if n is even, the value for 2k = n, i = qn must be omitted.
Proof. Let d0 be the sequence giving the string Sn. The first time we get an S-
string is when q = q1 + 1 = s1 + s0, which is the first L1-block; this is also S2
for the parameters q′1 = q1 and q
′
2 = 1. Each of the initial segments L, LS, . . . ,
LSq2−1 = S2 is an S-string (and there are no others up to this point). This gives
q = is1 + s0 for 1 ≤ i ≤ q2. Once we have S2, we do not get another S-string until
Sq32 L2 = L3. We then get S-strings L3, L3S3, . . . , L3S
q4−1
3 = S4, giving q = iss+ s2
for 1 ≤ i ≤ q4. We continue in this way, getting q2k strings L2k−1, L2k−1S2k−1, . . . ,
L2k1S
q2k−1
2k−1 = S2k for each even index 2k ≤ n, but if n = 2k we must omit the final
string S2k of length p as we are only counting values q < p.
Note that when n is odd, the last S-string we get is Sn−1.
Corollary 5.11. In the cases where W = Sn (i.e., when all the xi = 0) with n ≥ 2,
we have
|E| =
1 +
∑
i even qi if n is even;
2 +
∑
i even qi if n is odd.
5.7 Obtaining (the first part of) the set E in
general
For n ≥ 2, we list the initial segments of Sn of length ≥ q1 + 1 which occur as an
Sm for some parameters.
The first of these are L = L1, LS, . . . , LS
q2−1 = S2, since LSi is the S2 string
with q2 replaced by i+ 1. Hence
E ∩ [0, s2] = {0, 1, is1 + 1 for 1 ≤ i ≤ q2}.
As we extend the initial part of Sn from S2 to S
q3
2 L2 = L3 we do not get any further
complete Sm-strings (for any parameters) until we reach S3 itself. (This is because
the L2 comes at the end of an S3 string, whereas L = L1 comes at the start of an
L2 string.) In the same way, the strings
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L3, L3S3, . . . , L3S
q4−1
3 = S4, L5, L5S5, . . .
each contribute to E . We can continue in this way for as long as the initial part
of the W -string coincides with the initial part of an Sm-string for some parameters.
The elements of E up to this point are therefore
0, 1, isj + sj−1 for j odd, 0 ≤ i ≤ qj.
The same analysis holds for a string Ln (for some n), since this is just an Sn with
qn replaced by qn + 1.
5.8 The Case xi 6= 0
Assume that xi 6= 0 for all i. This implies 0 < xi < qi for all i, so, in particular,
qi ≥ 2 for all i.
5.8.1 E for general n, with all xi 6= 0
Proposition 5.12. Let none of the xi be zero. For even n, the set E can be
described as:
E = {0, 1,
is1 + s0 for 1 ≤ i ≤ q2,
is3 + s2 for 1 ≤ i ≤ q4,
...
isn−1 + sn−2 for 1 ≤ i ≤ qn − 1
p−min(q2k−1 − x2k−1, x2k−1) · s2k−2 for k = 1, . . . , n
2
}.
Hence, for even n,
|E| = 1 + n
2
+
∑
i even
qi. (5.9)
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For odd n:
E = {0, 1,
is1 + s0 for 1 ≤ i ≤ q2,
is3 + s2 for 1 ≤ i ≤ q4,
...
isn−2 + sn−3 for 1 ≤ i ≤ qn−1
p−min(q2k−1 − x2k−1, x2k−1) · s2k−2 for k = 1, . . . , n+ 1
2
}.
Thus,
|E| = 2 + n+ 1
2
+
∑
i even
qi. (5.10)
Proof. If n is even, we have wn = ŵnŵn−1 . . . ŵ1, where ŵn = Ln−1S
qn−2
n−1 is Sn with
the final Sn−1 missing. By Lemma 5.8, E contains the 1 +
∑
i even qi elements listed
in Proposition 5.10, together with any contributions from the ŵi with i < n. We
will show later that there is one further element in E for each odd i.
If n ≥ 3 is odd, ŵn starts with Sn−1. (Since Ln−1 = Sn−1Sn−2, this is true even in
the cases qn = 2, xn = 1 or qn = 3, xn = 2 when it actually begins with Ln−1.) Thus
E contains the 2+∑i even qi elements listed in Proposition 5.10. It also contains the
length of the string SMn−1Ln−1 with M = max(qn− xn− 1, xn− 1) (since this string
is an Sn for q
′
n = M + 1) and any contributions from the ŵi with i < n. Again, we
will show there is one extra contribution from each odd i < n. So now suppose we
have already described the part of E coming from ŵN . . . ŵk+1. We need to see if
there is any contribution from ŵk. Let ŵk begin at position α. If k is even then
ŵk is already an initial segment of the W -string, so w(j +α) = w(α) +w(j) for all
relevant j. This means we get no further contributions to E . Next suppose k is odd
with k ≥ 3, so ŵk = SMk−1Lk−1Smk−1 where m = min(xk − 1, qk − xk − 1) = 0. Let β
be the first position after the end of the Lk−1. This is the only possible contribution
to E from ŵk since SMk−1Lk−1 and Smk−1 are initial segments of W (although the first
is improper). We must show that β is indeed an element of E .
If m > 0 (that is, 1 < xk < qk − 1) then we may change xk to reduce m by one;
this does not affect any part of the W -string before position β, but replaces w(β)
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by w(β)− 1. As this is still a valid W -string (with different xi > 0), we have
max{w(u) + w(v) : w + v = β} ≤ w(β)− 1,
so that β ∈ E . When m = 0, we can apply the same argument since ŵn . . . ŵk+1Sk
is still a valid W -string.
The same argument also works for the special case k = 1, where we can reduce
∗min(q1−x1,x1) and use that ŵn . . . ŵ2S1 is a valid W -string. So in all cases when k is
odd, β ∈ E .
5.8.2 D for general n with all xi 6= 0
Proposition 5.13. Let none of the xi be zero. For even n, the set D can be
described as:
D = {0,
is1 − x1s0 for 1 ≤ i ≤ x2,
is3 − x3s2 − x1s0 for 1 ≤ i ≤ x4,
...
isn−1 − xn−1sn−2 + xn−2sn−3 − . . .+ x2s1 − x1s0 for 1 ≤ i ≤ xn}.
Thus, for even n,
|D| = 1 +
∑
i≤n
i even
xi. (5.11)
For odd n, we have the following:
For xn ≤ 12qn, D is the same as the even case, i.e., the xi with i even give rise
to the elements in D.
For xn >
1
2
qn, D is the same as the even case, but with one extra element, µ,
at the end, where,
µ = sn − xnsn−1 + xn−1sn−2 − xn−2sn−3 + . . .+ x2s1 − x1s0.
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Hence, for odd n:
|D| =
1 +
∑
i even xi for xn ≤ 12qn
2 +
∑
i even xi for xn >
1
2
qn.
(5.12)
Proof. First let n be even. Note that Sn ends in Sk for k < n odd, and in Lk
for k < n even. Since W starts with the S-string Ln−1S
qn−2
n−1 , which is an initial
segment of Sn, we may take Q in Lemma 5.9 to be p − sn − 1. The first initial
segment of D matching the end of Ln−1S
qn−2
n−1 is ∗q1−x1 , which is the end of an S1.
Each of the segments
∗q1−x1S1, ∗q1−x1S21 , . . . , ∗q1−x1Sx2−11
is the end of an L2, giving x2 elements in D so far. Adding on d+3 = Sq3−x3−12 L2,
we don’t get any further cases until we have included the L2, so we have the end
of an S3. The strings
d+1 d
+
2 d
+
3 , d
+
1 d
+
2 d
+
3 S3, . . . , d
+
1 d
+
2 d
+
3 S
x4−1
3 = d
+
1 d
+
2 d
+
3 d
+
4
are each the end of an S4, giving x4 more elements contained in D. We continue
in this way until we have x2 +x4 + · · ·+xn elements of D. The last of these brings
us to the end of d+1 . . . d
+
n . This has length < Q since d
−
n contains an Ln−1. Adding
in the Ln−1 cannot give a further element of D. (Note that, for n even, Ln−1 does
not start with Sn−1), and Lemma 5.9 allows no further elements < Q in D.
Since 0 ∈ D, this gives us 1 +∑i even xi elements of D which are less than Q.
We then need to show there are no elements ≥ Q; Lemma 5.9 does not apply here.
We will do this, together with the odd case, at the end of the proof.
Now let n be odd. First observe that for n odd, Ln−1 is an initial segment of S2n−1
(or of Sn−1Ln−1 = S2n−1Sn−2), but not a “proper one”: indeed, replacing the final
L1 in Ln−1 with an S1 gives an initial segment of S2n−1 consisting of complete S1 and
L1 blocks. We can see this by induction: L2 = L1S
q2−1
1 S1 while S
2
2 = L1S
q2−1
1 L1 . . .;
and L2k = L2k−1S
q2k−1
2k−1 S
q2k−1−1
2k−2 L2k−2 while S
2
2k = L2k−1S
q2k−1
2k−1 S
q2k−1−1
2k−2 S2k−2 . . ..
This means that the string W of the form SMn−1Ln−1S
m
n−1 . . . (with M < qn−1) first
differs from Sn = S
qn−1
n−1 Ln−1 at the first position in S
m
n−1. This occurs at position
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Q = Msn−1 + ln−1 in the W -string, so the first Q characters of the W -string form
an S-string, and this is an initial segment of Sn (although not a proper one).
Applying Lemma 5.9 to this initial segment, we get the same 1 +
∑
i even xi
elements of D as for even n; these are the only ones less than Q. Now
D = d+1 . . . d
+
n−1S
qn−1−xn
n−1 Ln−1S
xn−1
n−1 d
−
n−1 . . . d
−
1 .
Let α < sn−1 be the length of the initial part d+1 . . . d
+
n−1. If xn ≤ 12qn, we have
W = Sqn−1−xnn−1 Ln−1S
xn−1
n−1 . . . .
The first part of W coincides with the middle part of D, so that for 0 < j <
(qn − 2)sn−1 + ln−1, we have d(α) + w(j) = d(α + j), and so α + j 6∈ D. This
shows that there are no further elements in D, except possibly some coming from
the “tail” d−n−1 . . . d
−
1 (and we will show there are none of these at the end of the
proof). Note that in particular α+Q 6∈ D. (Lemma 5.9 does not apply here as we
have gone “too far” along the D-string.)
On the other hand, if xn >
1
2
(qn + 1), then
W = Sxn−2n−1 Ln−1S
qn−xn
n−1 . . .
with xn − 2 > qn − xn − 1. We can apply Lemma 5.9 to the first position in D
after the end of the Ln−1, namely to q = α + (qn − xn − 1)sn−1 + ln−1 < Q. The
part of the D-string up to this point is the end of the S-string given by the first Q
characters of W , so q ∈ D. Thus, in this case, we get one extra element in D.
We now show there are no further elements in the “tail”, treating even and odd
n together. Note that D has the form
(end of Sn−1)d+n d
−
n (start of Sn−1),
whereas W begins with Sn−1 in all cases (although this need not be a proper initial
segment). So if α is the position of the beginning of (start of Sn−1) in D then
d(α + j) = d(α) + w(j) for any j < p− α.
In this chapter, we obtained the pattern of the W -strings in general, then we
obtained the elements and cardinality of D and E for general n when none of the
73
Chapter 5. Investigating D and E
co-ordinates were zero, and partial results for when some of them are. In the next
chapter, we look explicitly at the patterns of D and W , and the shape of D and E ,
for all values of h in the cases when n = 1, n = 2 and n = 3.
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Chapter 6
Without Restriction: The Cases
n = 1, 2, 3
Now that we have obtained the general shape of E and D with the restriction that
none of the xi be zero, we state explicitly what the sets look like without these
restrictions, for the cases n = 1, 2 and 3. We begin by conjecturing some results
which can be easily seen to agree with the cases n = 1, 2, 3.
6.1 Conjectures for |D|
Conjecture 6.1. Let n = 2k + 1 be odd. For each 1 ≤ j ≤ k with x2j = 0, and
x2j−1 6= 0, we add 2(k + 1− j) to (5.12).
Conjecture 6.2. Let n = 2k be even. For each 1 ≤ j ≤ k, if x2j = 0 and
x2j−1 > 1, we add 2k − 2j + 1 to (5.11).
6.2 Conjecture for E
Conjecture 6.3. If, for i odd, any xi = 0, then the corresponding p − min(qi −
xi, xi) · si−1 term does not appear in E.
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6.3 The n = 1 case
Corollary 6.4. For n = 1, we have:
|D| =
1 if x1 ≤
1
2
q1
2 otherwise;
|E| = 3.
Proof. By Propositions 5.12 and 5.13 we have
D =
{0} if x1 ≤
1
2
q1
{0, p− x1} otherwise,
and |E| = {0, 1, p−min(q1 − x1, x1)}.
6.4 The n = 2 case
Corollary 6.5. For n = 2, we have three main cases to consider.
Case 1: For x1 = 0 and 0 ≤ x2 < q2:
|D| = x2 + 1, |E| = q2 + 1.
Case 2: For x1 6= 0, x2 = 0:
(a) For x1 = 1, |D| = 1, and |E| = 3.
(b) For x1 = q1, |D| = 2, and |E| = 3.
(c) For 1 < x1 < q1, |D| = 2 and |E| = 4.
Case 3: For x1 6= 0, x2 6= 0:
|D| = x2 + 1, |E| = q2 + 2.
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Proof. Propositions 5.12 and 5.13 cover the cases when x2 6= 0: Case 1: For x1 = 0
and 0 ≤ x2 < q2, clearly
D = {0, q1, 2q1, . . . , x2q1},
and
E = {0, 1, q1 + 1, 2q1 + 1, . . . , (q2 − 1)q1 + 1}.
Case 3: When x1x2 6= 0, we have:
E = {0, 1, q1 + 1, 2q1 + 1, . . . (q2 − 1)q1 + 1, p−min(q1 − x1, x1)},
and
D = {0, q1 − x1, 2q1 − x1, . . . , x2q1 − x1}.
Case 2: When x2 = 0, we need to look a little more carefully. (a) Firstly let x1 = 1.
Then
d2 = S
q2
1 ∗ = w2.
Since d2 and w2 are equivalent, D can only contain one element, namely D = {0}.
We claim E = {0, 1, q1}. Clearly 0, 1, q1 ∈ E . We need to show these are its only
elements. The other candidates are 2q1, 3q1, . . . , q2q1. For 2 ≤ a ≤ q2, we have
w(aq1) = a. Clearly 2q1 /∈ E since we can choose α = β = q1 and w(α) = w(β) = 1
in that case, thus α + β = 2q1 and w(α) + w(β) = 2. For 3 ≤ a ≤ q2, pick α = q1
and β = (a − 1)q1 so that α + β = aq1 and w(α) = 1, w((a − 1)q1) = a − 1, i.e.
w(α) + w(β) = a. Thus
E = {0, 1, q1}.
(b) Now let x1 = q1. Then
d2 = ∗Sq21
and
w2 = S
q2
1 ∗ .
Since this w2 is equivalent to case (a), above, clearly E = {0, 1, q1} here also. We
claim D = {0, 1}. Clearly these are both elements of D, so we need only examine
the other candidates which are: q1+1, 2q1+1, . . . , (q2−1)q1+1. For 1 ≤ a ≤ q2−1,
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aq1 + 1 /∈ D since we can pick α = 1 and β = aq1 so that d(1) = 1 and w(aq1) = a,
whence d(1) + w(aq1) = d(aq1 + 1) = a+ 1. Thus
D = {0, 1}.
(c) Let x 6= {0, 1, q1}, and let x2 = 0. Then
d2 = ∗q1−x1+1Sq2−11 ∗x1
and
w2 = S
q2−1
1 ∗max(q1−x1+1,x1) ∗min(q1−x1+1,x1).
We claim E = {0, 1, q1, q1q2 − min(q1 − x1, x1 − 1)}. Clearly 0, 1, q1 ∈ E . Other
candidates are: 2q1, . . . , (q2− 1)q1, p−min(q1− x1 + 1, x1). By the same reasoning
as in case (a) - where our W sequence also began with lots of S1’s in a row - we
have 2q1, . . . , (q2 − 1)q1 /∈ E .
Next we note w(p − min(q1 − x1 + 1, x1)) = q2 (since the w2 sequence has q2
blocks before the ∗min(q1−x1+1,x1) block, and we start numbering from zero). We
claim there do not exist α, β > 0 such that α + β = p −min(q1 − x1 + 1, x1) and
w(α) +w(β) = q2. If both α and β are in any of the S1 blocks (not necessarily the
same one), or if one of them is in the ∗max(q1+1−x1,x1) block, we can let w(α) = r,
w(β) = s and then α ≥ rq1 and β ≥ sq1. So if w(α) + w(β) = r + s = q2, then
α + β ≥ (r + s)q1 = q2q1 ≥ q2 with equality only if q1 = 1. But if this is the case
then since x1 ≤ q1 we will have x1 ≤ 1 and since we have already dealt with these
cases separately (in Case 1 and Case 2(a)) then we are done.
Now we claim D = {0, q1 − x1 + 1}. The candidates are q1 − x1 + 1, 2q1 − x1 +
1, . . . , q2q1 − x1 + 1. Clearly 0, q1 − x1 + 1 ∈ D since |S1| ≥ | ∗q1+1−x1 | as x1 > 1.
So we need to show these other candidates are not elements of D. We have
d(aq1 − x1 + 1) = a for 1 ≤ a ≤ q2
and
w(aq1 − x1 + 1) = a− 1 for 1 ≤ a ≤ q2,
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unless min(q1 + 1 − x1, x1) = x1 in which case the latter equation is valid for
1 ≤ a ≤ q2−1. We need to show there exists α, β > 0 such that α+β = aq1−x1+1
and d(α)+w(β) = d(aq1−x1+1) = a, for 2 ≤ a ≤ q2. If we let α = (a−1)q1−x1+1
then d(α) = a− 1. Let β = q1 then w(β) = 1. Thus
D = {0, q1 − x1 + 1}.
Corollary 6.6. When n = 2, |D| = 3 if and only if x2 = 2.
We have given the size and shape of the sets D and E for the n = 2 case. We
now investigate these sets when n = 3.
6.5 The n = 3 case
Corollary 6.7. For n = 3, we have six main cases to consider.
Case 1: For x1 6= 0, x2 6= 0, x3 6= 0:
|D| =
x2 + 1 for x3 ≤
1
2
q3
x2 + 2 otherwise;
|E| = q2 + 4.
Case 2: For x1 = x2 = 0, 0 ≤ x3 ≤ q3 − 1:
|D| =
1 for x3 ≤
1
2
q3
2 otherwise;
|E| = q2 + 3.
Case 3: For x1 = x3 = 0, 0 ≤ x2 ≤ q2:
|D| = x2 + 1 |E| = q2 + 2.
Case 4: For x1 = 0, x2 6= 0, x3 6= 0:
|D| =
x2 + 1 for x3 ≤
1
2
q3
x2 + 2 otherwise;
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|E| = q2 + 3.
Case 5: For x2 = 0, x1 6= 0, 0 ≤ x3 ≤ q3 − 1:
|D| =
q2 + 1 for x3 <
1
2
q3
q2 + 2 otherwise;
|E| =
2q2 + 2 if x3 =
q3−1
2
2q2 + 3 otherwise.
Case 6: For x3 = 0, x1 6= 0, x2 6= 0:
|D| = x2 + 1 |E| = q2 + 3.
Remark 6.8. Note that in all but one case (i.e. when x2 = 0, x1 6= 0) that
|D| is dependent on x2. This may be surprising as the |D| in Theorem 3 of
[dST07] depends only on qi, for even i. However, we note that in [dST07], they
are concerned with the ring of integers - i.e. when h = 0, or in our co-ordinate
language when (x1, . . . , xn) = (1, 0, . . . , 0) - so we would have x2 = 0 in this case.
It is plausible, then, that |D| is, in general, dependent not on the qi but on the xi.
Proof. Case 1. If x1x2x3 6= 0, Propositions 5.12 and 5.13 give
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1, p−min(x3, q3− x3) · s2, p−min(x1, q1− x1)}
and
D =

{0, q1 − x1, 2q1 − x1, . . . , x2q1 − x1} for x3 ≤ 12q3
{0, q1 − x1, 2q1 − x1, . . . , x2q1 − x1,
p− x1 + q1x2 − (q1q2 + 1)x3} otherwise.
Case 2. Let x1 = x2 = 0 and 0 ≤ x3 < q3. Proposition 5.13 shows us if
x3 ≤ 12q3 then D = {0}, but D = {0, p− x3 · s2} otherwise. Proposition 5.12 gives
us E = {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1, p−min(q3 − x3, x3) · s2}.
Case 3. Let x1 = x3 = 0, 0 ≤ x2 ≤ q2. Then, by Propositions 5.12 and 5.13, we
have
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1},
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and
D = {0, q1, 2q1, . . . , x2q1}.
Case 4. Let x1 = 0, x2 6= 0, x3 6= 0. Then Proposition 5.13 gives us: D =
{0, q1, 2q1, . . . , x2q1} when x3 ≤ 12q3 and D = {0, q1, 2q1, . . . , x2q1, p+ q1x2−x3 · s2}
otherwise. Proposition 5.12 yields
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1, p−min(x3, q3 − x3) · s2)}.
Case 5. Let x2 = 0, x1 6= 0, and 0 ≤ x3 < q3. This case requires a little more
care. If x3 = q3 − 1 then
d3 = ∗q1+1−x1Sq21 Sx32 ∗x1
w3 = ∗q1+1−x1Sq21 Sx32 ∗x1 .
Otherwise:
d3 = ∗q1+1−x1Sq2−11 Sq3−2−x32 L2Sx32 ∗x1
w3 = S
max(q3−x3−2,x3)
2 L2S
min(q3−x3−2,x3)
2 S2S
q2−1
1 ∗max(q1−x1+1,x1) ∗min(q1−x1+1,x1).
We claim:
D =

{0, q1 − x1 + 1, 2q1 − x1 + 1, . . . , q2q1 − x1 + 1} for x3 < 12q3
{0, q1 − x1 + 1, 2q1 − x1 + 1, . . . , q2q1 − x1 + 1,
p− x3(q1q2 + 1)− x1} otherwise.
By a simple extension of Proposition 5.13, we have {0, q1 − x1 + 1, 2q1 − x1 +
1, . . . , q2q1−x1+1} ∈ D whether x3 < 12q3, or otherwise. When x3 < 12q3, the string
d3 from the beginning of S
q3−x3−2
2 onwards is an initial segment of w3, so there can
be no other elements in D. Thus {0, q1−x1 +1, 2q1−x1 +1, . . . , q2q1−x1 +1} = D
in this case.
If x3 ≥ 12q3 then, by 5.13, we also get p− x3s2 − x1 ∈ D.
Now consider the sets E . When x3 6= q3−12 , we claim:
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q2q1 + 1, p−min(x3 + 1, q3 − x3) · s2,
p− 1− (q2 − 1)q1, p− 1− (q2 − 2)q1, . . . , p− 1− q1, p−min(q1 − x1 + 1, x1)}.
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By Proposition 5.12, we have {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1, p − min(x3, q3 −
x3) · s2} ∈ E . Let α be the first element of Smin(q3−x3−2,x3)2 . Then the string from
α to the start of Sq2−11 is an initial segment of w3. However, the first element
of the second S1 would then line up with the last element of an L1 (either from
another S2 or the L2 block). This shifts the rest of the string out of line, thus
{p− 1− (q2 − 1)q1, p− 1− (q2 − 2)q1, . . . , p− 1− q1, p−min(q1 − x1 + 1, x1)} ∈ E .
As there are no other candidates, we have the required result.
When x3 =
q3−1
2
we have:
d3 = ∗q1+1−x1Sq2−11 S
q3−3
2
2 L2S
q3−1
2
2 ∗x1
w3 = S
q3−3
2
2 L2S
q3−1
2
2 S
q2−1
1 ∗max(q1+1−x1,x1) ∗min(q1+1−x1,x1)
and we claim:
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q2q1 + 1, p− q3 + 1
2
· s2,
p− 1− (q2 − 2)q1, p− 1− (q2 − 3)q1, . . . , p− 1− q1, p−min(q1 − x1 + 1, x1)}.
Again, by Proposition 5.12, we have {0, 1, q1+1, 2q1+1, . . . , q1q2+1, p− q3+12 ·s2} ∈ E .
For the other elements, we use the same argument as above but since the number
of S2 blocks on the right side of the L2 are greater than the number on the left,
we have one extra S1 element being an initial segment of w3. This means we
don’t have the first element of either the first nor second S1 blocks in E , thus:
{p− 1− (q2 − 1)q1, p− 1− (q2 − 2)q1, . . . , p− 1− q1, p−min(q1 − x1 + 1, x1)} ∈ E ,
as required.
Case 6. Let x3 = 0, x1x2 6= 0. Propositions 5.12 and 5.13 yield:
E = {0, 1, q1 + 1, 2q1 + 1, . . . , q1q2 + 1, p−min(x1, q1 − x1)},
and
D = {0, q1 − x1, 2q1 − x1, . . . , x2q1 − x1}.
82
6.5. The n = 3 case
Corollary 6.9. For n = 3, |D| = 3 if and only if
x2 = 2 and x3 ≤ 12q3; or
x2 = 1 and x3 >
1
2
q3; or
x2 = 0, x1 6= 0 and q2 = 2 when x3 < 12q3, or q2 = 1 when x3 > 12q3.
Remark 6.10. Recall for OL, |D| = 1 if and only if |E| ≤ 3 [dST07]. Clearly
this is not the case for PhL in general - in particular, the cases where |E| depends
on qi, for i even. For instance, when n = 2 we have the exceptional cases x2 = 0
(|E| = q2 + 1) and x1x2 6= 0 (|E| = q2 + 2). Similarly, when n = 3, the exceptional
cases are x1 = x2 = 0, x3 ≤ 12q3 (|E| = q2 + 3) and x1 = x2 = x3 = 0 (|E| = q2 + 2).
In this chapter we explored, case by case, the size and shape of E and D for
n = 1, 2 and 3. We also conjectured further statements regarding the size and
shape of D and E for all values of h, for general n. These can easily be seen to
agree with the cases n = 1, 2, 3, but they remain conjectural for general n. In the
concluding chapter we look at some consequences of Chapter 5.
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Chapter 7
Consequences
This chapter aims to give some important consequences of the results from the
previous chapters.
7.1 Ferton’s Theorem in Characteristic p
Firstly, as we have the pattern of dn and wn in general, we can easily consider
the conditions for which dn = wn, i.e., we can determine when P
h is free over
AL/K(P
h). Recall the Theorem from [Fer73], for char(K) = 0:
Theorem 7.1. Let K be a finite extension of Qp. Let L/K be a totally ramified,
cyclic extension of degree p, with ramification number t = q0p + s, and let
0 ≤ h ≤ p− 1.
1. If t ≡ 0 (mod p), then Ph is free over AL/K for all h.
2. If t ≡ 1 (mod p) and if 1 ≤ t < pe
p−1 − 2, then Ph is free over AL/K if and
only if h = 0, h = 1 or h > p+1
2
.
3. If t 6≡ 0, t 6≡ 1 (mod p), and:
(a) If 1 ≤ t < pe
p−1 − 2 and h satisfies s < h ≤ p − 1, then Ph is not free
over AL/K.
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(b) Let s
p
= [q0, q1, . . . , qn], qn > 1 be shorthand for the continued fraction
expansion, i.e.,
s
p
= q0 +
1
q1 + . . .
1
...+ 1
qn
.
If 1 ≤ t < pe
p−1 − 1 and h satisfies 0 ≤ h ≤ s, then for s 6= 0, s 6= 1, Ph
is free over AL/K if and only if:
• for n even: h = s or h = s− qn;
• for n odd: s− 1
2
qn ≤ h ≤ s.
Note that Case 1 of Theorem 7.1 does not occur in characteristic p, since the
residue field is perfect and we are assuming L/K is totally ramified. With this in
mind, the results from this thesis indicate the analogous result of [Fer73] holds in
characteristic p.
Corollary 7.2. (Ferton’s Theorem in char(K) = p) Let s− p+ 1 ≤ h ≤ s.
1. If t ≡ 1 (mod p), i.e., s = 1, then PhL is free over AL/K(PhL) if and only if
1−p
2
≤ h ≤ 0. Taking p > 2, this inequality becomes 3−p
2
≤ h ≤ 1.
2. If t 6≡ 1 (mod p) then:
(a) PhL is not free over AL/K(PhL) for all h < 0;
(b) let s
p
= [0; q1, . . . , qn], with qn > 1. For h ≥ 0, i.e., 0 ≤ h ≤ s, PhL is
free over AL/K(PhL) if and only if
• for n even, h = s or h = s− qn;
• for n odd, s− 1
2
qn ≤ h ≤ s.
Proof. Case 1. The condition s = 1 means n = 1 and q1 = p. In this case we
have D = ∗q1−x1∗x1 and W = ∗max(q1−x1,x1)∗min(q1−x1.x1). So D = W if and only
if x1 ≤ q1 − x1, i.e., if and only if 0 ≤ x1 ≤ 12p. This corresponds to the values
h = 1, 0, . . . , 1−p
2
, as required.
Case 2. For a given continued fraction expansion [q0; q1, . . . , qn], P
h
L is free over
AL/K(PhL) if and only if D = W , for co-ordinates (x1, . . . , xn) corresponding to the
value of s− h.
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First let n be even and h = s. This means our co-ordinates will be (x1, . . . , xn) =
(0, . . . , 0). Clearly
D = Ln−1S
qn−1
n−1 ,
and, by §5.3.2.1, we see that
W = ŵn = Ln−1S
qn−1
n−1 .
Thus W = D in this case and therefore we have freeness when n is even and h = s.
Now let h = s − qn and let n remain even. The co-ordinate corresponding to
h = s− qn is (x1, . . . , xn) = (0, . . . , 0, 1, 0).
To obtain D, we move xn−1 = 1 Sn−2 block from the left to the right of
Ln−1S
qn−1
n−1 . Since Ln−1 = S
qn−1
n−2 Ln−2, we get:
D = S
qn−1−1
n−2 Ln−2S
qn−1
n−1 Sn−2
= Sn−1S
qn−1
n−1 Sn−2
= Sqnn−1Sn−2.
Since the Ln−1 block is broken, we use §5.3.2.2, with t = 0 and xn = 0, to get - for
qn 6= 1 -
ŵn = S
qn−1
n−1 Wn−1.
Since no other blocks are broken or moved, in order to maximise W , we must have:
W = Sqn−1n−1 Sn−1Sn−2 = S
qn
n−1Sn−2.
If, however, qn−1 = 1,then ŵn = ∅ and so D 6= W .
Thus D = W when h = s − qn, for qn > 2. We therefore have freeness in the
even case when h = s or h = s− qn, as long as qn > 1.
Now let s− qn < h < s. This corresponds to co-ordinates (0, . . . , 0, xn), where
xn 6= 0. Then D = Sxnn−1Ln−1Sqn−xn−1n−1 and, since no level n− 1 block is broken, we
use §5.3.2.1 to give:
W = ŵn = Ln−1S
qn−1
n−1 .
Since we require xn 6= 0, D 6= W and therefore we do not have freeness for n even,
s− qn < h < s.
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Let us now consider the other cases. If n is even then Sn = Ln−1S
qn−1
n−1 and we
move xn blocks of Sn−1 from right to left, alternating until we move x0 blocks of
∗ left to right (as in Algorithm 4.10). In all cases, wn starts with Ln−1 if possible,
otherwise it will start with Sn−1. So then wn = dn can only occur if
1. x1 = . . . = xn = 0 (which we have already covered); or
2. the Ln−1 block gets broken in D, so both dn and wn start with Sn−1 (which
can only happen when xn = 0, xn−1 = 1 and xj = 0, for j < n−1 and which,
again, we have just covered); or
3. no complete Ln−1 or Sn−1 occurs in D. This last case can never happen
since once we break either the Ln−1 or an Sn−1, the blocks that become
subsequently broken are just smaller blocks of that initial block we broke. So
the Ln−1 and a further S
qn−2
n−1 blocks will remain intact - that is, S
qn−1
n−1 blocks
will remain intact.
This means when n is even we have freeness if and only if h = s or h = s− qn.
Now let n ≥ 3 be odd. The co-ordinates corresponding to the range s− 1
2
qn ≤
h ≤ s are the consecutive (0, . . . , 0), (0, . . . , 0, 1), . . ., (0, . . . , 0, ⌊ qn
2
⌋
). When n is
odd, we have Sn = S
qn−1
n−1 Ln−1, and in this case we have to move xn lots of Sn−1
from left to right, giving us:
D = Sqn−xn−1n−1 Ln−1S
xn
n−1.
Since no level n− 1 block is broken, we use §5.3.3.1 to see that, for xn < 12qn:
W = ŵn = S
qn−xn−1
n−1 Ln−1S
xn
n−1.
Thus W = D, and hence we have freeness, when n is odd and s− 1
2
qn ≤ h ≤ s. If
s− qn < h < s− 12qn, we have instead:
W = Sxn−1n−1 Ln−1S
qn−xn
n−1 .
Thus, we do not have freeness for n odd and s− qn < h < s− 12qn.
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For the other cases, by §5.3.3, we have ŵn = SMn−1 . . ., for some M . We know D
has this form only if xn = 0, . . . , qn − 1, and we have already shown D = W only
if xn ≤ 12qn.
Therefore, if n is odd, we have freeness if and only if s− 1
2
qn ≤ h ≤ s.
Remark 7.3. There are, of course, other ways to prove Ferton’s Theorem in
characteristic p, for example see the recent work of [Huy14].
Remark 7.4. It is interesting that, for degree p extensions, we always have freeness
in the case h = s. To see what this corresponds to let D−1 be the inverse different,
then
P−1D−1 = Pv,
where
v = −1− (p− 1)(s− 1)
≡ −1 + (s+ 1)
≡ s.
Taking the dual over the trace we have:
P−1D−1 ↔ P.
The second consequence we can obtain is Theorem 3 of [dST07]. As was shown
in Remark 2.9, if s
p
= [0; q1, . . . , qn] then
−s
p
= [−1; 1, q1 − 1, q2, . . . , qn]. Knowing
this, Theorem 3 of [dST07] can be rewritten as:
Theorem 7.5. Let h = 0. If s = 0 or s = p− 1 then |D| = 1. Otherwise
|D| = 1 +
∑
i≤n
i even
qi.
In our co-ordinate system we note that the case when h = 0 corresponds to
(1, 0, . . . , 0). In fact, we can generalise this theorem further and say the following:
Theorem 7.6. Let our co-ordinates be of the form (x1, 0, . . . , 0), i.e., let h be any
of h = 0,−s,−2s, . . . ,−q1s. If s = 0 or s = p− 1 then |D| = 1. Otherwise
|D| = 1 +
∑
i≤n
i even
qi.
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Proof. This set of co-ordinates indicates we need to move x1 lots of ∗ from left
to right in the word Sn = Ln−1S
qn−1
n−1 for the even n case, and in the word
Sn = S
qn−1
n−1 Ln−1 in the odd n case. In both cases Sn begins with an L1 block.
Since x1 ≤ q1, it will always be the first L1 that is split. From the construction of
our recursive relation of words, (4.1), (4.2) and (4.3), Sn will always begin with
(L1S
q2−1
1 )
q3 . . . = Sq32 . . .
This means, after we have shifted x1 lots of ∗ from left to right, our new word will
be of the form
∗q1+1−x1Sq2−11 Sq3−12 L2Sq4−13 . . . ∗x1 .
This is essentially (4.18) but with xi replaced by qi, for even i. Our statement then
follows from direct substitution into (5.11) and (5.12), since xn = 0 <
1
2
qn in this
case.
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