Introduction {#sec1-1}
============

Artificial neural network (ANN) is a software model that may take an important decision in various medical fields.\[[@ref1]\] In cytology, ANN has been used for classification of breast lesions, identification of malignancy in effusion, and in thyroid lesions.\[[@ref2][@ref3][@ref4][@ref5][@ref6]\] The identification of benign and malignant cells in cytology is an important task. ANN has rarely been used to identify the individual cells.\[[@ref7]\] In this study, for the first time, we used ANN to distinguish benign and the malignant cells with the help of simple histogram data extraction from digital images.

Materials and Methods {#sec1-2}
=====================

This is a retrospective study done on archival slides and no special tests were done in this case. No special ethical clearance was required for this study. Additionally, the identity of the patients was kept as confidential. In this study, we selected digital images of 402 cells from 20 histopathology-proven malignant cases and 20 benign effusion cases. The malignant cells were selected from the cases of metastatic adenocarcinoma in ascitic fluid. There were 168 benign cells and 236 malignant cells. [Figure 1](#F1){ref-type="fig"} shows the flowchart of the work. At first, the colored images were taken by a digital camera (Olympus Camera C-4000 zoom) attached with the microscope (Olympus BX51 model) in 40× objective. The nuclear image of each cell was detected by Image J software (NIH, USA) by adjusting the grey threshold value and subsequently converted to 8-bit grey images.\[[@ref8]\] A simple histogram was made from each cell \[[Figure 2](#F2){ref-type="fig"}\] and the histogram data was transferred into an excel sheet and saved as a.csv file. Total and mean count of gray value, standard deviation, minimum and maximum gray value, and the mode of gray value were recorded in each case.

![Flow chart of the whole process](JCytol-33-63-g001){#F1}

![Histogram of a malignant cell](JCytol-33-63-g002){#F2}

We used Neurointelligence software \[Alyuda Neurointelligence 2.2 (577), Cupertino, California, USA\] to build the ANN model. We applied the backpropagation neural network for the function of the ANN model. In our previous studies, we noted before that the backpropagation model works best in the ANN model.\[[@ref3][@ref4][@ref5]\] We did a heuristic search to design the most suitable ANN architecture. We fixed the hidden unit range from 1 to a maximum of 5 and applied "inverse test error" calculation for the best fitness. At least 10,000 iterations were done for each design. Depending on the fitness and error evaluating the r-squared value, the ANN program itself activated the best network design among all other designs.

There were a total of six variables: Total count of pixel, minimum grey, maximum grey, standard deviation of grey, mean grey, and mode of grey value. Therefore, the first layer of ANN model consists of six neurons. The hidden layer neurons are selected by a heuristic process by the software itself as three. The output will be either benign or malignant, so the number of neurons is only one. Therefore, the neural network architecture was 6-3-1. We selected the logistic function for activation of the network. The cells were automatically and randomly partitioned as training, validation, and testing set of images by the program. There were 281 images in training set, 63 images in validation set, and 60 images in test set. The training set was used to train the ANN model for adjustment of network connections and weights among the different nodes. The validation set was used to tune the ANN and retain the best network for the best performance. The "test set" was used to verify the performance of the ANN model on a set of images. This "test set" was used only after the proper training of the ANN on training and validation set. The on-line back propagation method was used for training of the network. About 10,000 iterations at a speed of 609.81/s were done to reduce the network error to 0.0167 \[[Table 1](#T1){ref-type="table"}\].

###### 

Network parameters
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Result {#sec1-3}
======

The ANN model was applied in the test set images. All 34 images of malignant cells were correctly recognized by the system. Out of 26 cases of benign cells, 24 were identified correctly by the ANN model. [Table 2](#T2){ref-type="table"} shows the confusion matrix of the training, validation, and test set image results. The relative importance of different variables was additionally highlighted in [Table 3](#T3){ref-type="table"}. The greatest value was given to the count of gray value of the histogram (58.86) followed by the mean gray value (21) and maximum gray value (6).

###### 

Confusion matrix of training, validation, and test set
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###### 

Relative importance of input data
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Discussion {#sec1-4}
==========

ANN has been previously used for the classification of different lesions of breast, thyroid, etc., based on the acquired data from the images of the lesions. A digital image contains a large number of pixels with a good amount of information. Therefore, using a digital image data directly in the network will have few thousands to lakhs of neuronal data depending on the size of the image. It may not be possible for ANN to handle such an enormous number of neuronal inputs. Zheng *et al*. used pixel intensity data to classify the images of the various blood cells.\[[@ref7]\] Herein, we have used histogram of simple 8-bit gray images of different cells and prepared an ANN. Unlike other studies, we had only few neuronal inputs from the histogram. Surprisingly, we noted that these simple histogram values of the images can be used to classify the character of the cells in most of the cases. The present ANN system was able to diagnose all the malignant cells and 24 out of 26 (92%) benign cell images in the test set. The whole procedure is very simple and minimal time-consuming. In future, the total procedure can be made automated. This present work highlights the enormous potential of image histogram and ANN to recognize automated detection of malignant cells.
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