Complex networks constitute the backbones of many complex systems such as social networks. Detecting the community structure in a complex network is both a challenging and a computationally expensive task. In this paper, we present the HAMUHI-CODE, a novel fast heuristic algorithm for multiscale hierarchical community detection inspired on an agglomerative hierarchical clustering technique. We define a new structural similarity of vertices based on the classical cosine similarity by removing some vertices in order to increase the probability of identifying inter-cluster edges. Then we use the proposed structural similarity in a new agglomerative hierarchical algorithm that does not merge only clusters with maximal similarity as in the classical approach, but merges any cluster that does not meet a parameterized community definition with its most similar adjacent cluster. The algorithm computes all the similar clusters at the same time is checking if each cluster meets the parameterized community definition. It is done in linear time complexity in terms of the number of cluster in the iteration. Since a complex network is a sparse graph, our approach HAMUHI-CODE has a super-linear time complexity with respect to the size of the input in the worst-case scenario (if the clusters merge in pairs), making it suitable to be applied on large-scale complex networks. To test the properties and the efficiency of our algorithm we have conducted extensive experiments on real world and synthetic benchmark networks by comparing it to several baseline state-of-the-art algorithms.
I. INTRODUCTION
Complex networks form the backbones of many natural and man-made systems such as the internet, social networks, protein-protein interaction networks, technological networks and citation networks. These systems have non-trivial topological features and have common properties such as small-world, scale-free and community structure [1] . The study of the complex networks and their properties has become an important research area in disciplines such as mathematics, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. biology, statistics, computer science, etc. [2] .
Detecting the community structure can help us to understand the topological structure and behavior of the network. In [3] a community is defined intuitively as a group of vertices with a high density of connections among members of the group and low density of connections with the rest of the network. No definition of community is universally accepted, and giving a formal or quantitative definition is a challenging task. In fact, the actual definition of community depends on the algorithm, for that reason, several notions of community have been proposed [7] .
In the past two decades, various algorithms have been developed for community detection. These algorithms can be categorized according to their functionality as hierarchical clustering, graph partitioning, partitional clustering, spectral methods, and optimization techniques among others. We refer to [7] for a detailed description and a comparative analysis of each category.
Algorithms for community detection with high quality results in small or medium sized networks are not suitable to work with large networks due to their high computational complexity (e.g., Agglomerative Hierarchical Walktrap [25] and Divisive Hierarchical GN [26] ). With the arrival of the Big Data era a vast amount of data is generated continuously. For example, many large-scale complex networks with thousands and millions of vertices and edges are generated from different sources such as social networks, peer-to-peer networks, the internet, etc. [15, 16] Algorithms are then required to handle data efficiently, so it is necessary to design and develop efficient methods to handle community detection on big networks. This paper presents a novel fast heuristic algorithm for multi-scale hierarchical community detection that can be applied efficiently to large-scale complex networks. The algorithm finds the community structure by clustering the vertices inspired on an agglomerative hierarchical algorithm composed of three steps. In the first step, a similarity measure for each edge is computed using a modified version of the structural similarity measure based on vertex neighborhood [8] . In the second step, a heuristic builds meaningful communities as follows: each vertex is set in a separate community, then per iteration, each community u is merged with its most similar adjacent community v when u does not meet a specified community definition. This procedure iterates until all detected communities meet the specified community definition. In the third step, a heuristic merges communities as follows: per iteration, each community u is merged with its most similar adjacent community v when the u's size is less than a specified size. This procedure iterates until all detected communities achieve the minimum size required. Finally, the detected community structure is returned.
The proposed heuristic algorithm can uncover relevant community structure in complex networks, and also presents some interesting properties: i) It achieves a time complexity of O(|E|) in the average-case scenario. Such property makes it suitable to handle large-scale complex networks in a reasonable amount of time; ii) It can detect communities at any scale due to it does not possess a resolution limit, and it is able to detect hierarchical community structure in a network by tuning an intuitive parameter; iii) The algorithm depends on two self-descriptive parameters, the minimum community size k and the community definition c. These parameters with two default values are enough to detect a first hierarchy of communities. Furthermore, the algorithm is unsupervised since we do not need to specify the numbers of communities; iv) As opposed to the classical Agglomerative Hierarchical Clustering, per iteration, our algorithm can merge not only the clusters with maximal/minimal similarity, but any cluster that does not meet a specified community definition, and also it can achieve the convergence before a single cluster remains.
II. RELATED WORK
Many algorithms have been developed to perform community detection by using different approaches (mentioned in Section I). But the approach based on agglomerative and/or hierarchical techniques has shown good results in terms of quality of the detected community structure and the speed of computation. Next, we describe baselines and recent works related to this approach.
Optimization Techniques: The idea behind these methods is that a good community structure must present high values of the modularity measure [20] . Fast Greedy [24] performs greedy modularity optimization with an agglomerative hierarchical approach. Multilevel [6] is a fast modularity optimization algorithm that performs an agglomerative hierarchical approach composed of two phases: network collapse and greedy optimization. These two algorithms find good local optima of the modularity. However, it has been proved that optimizing the modularity yields to the problem of resolution limit [23] , making the modularity-based methods unable to detect communities smaller than a certain size that depends on the size of the network. Infomap [21] applies a greedy technique to minimize an objective function called the map equation. The map equation quantifies the information needed to represent a random walker in a network using a two-level nomenclature. Experimentally, Infomap has shown high computational complexity in large-scale complex networks.
SCAN-based Methods: The SCAN algorithm and its variants [8, 9, 10] cluster dense zones of vertices determined by the structural similarity of vertices. They are fast but strongly depend on a minimum similarity parameter ε that is difficult to estimate. To overcome the problem of estimating ε, the parameter-less algorithms SHRINK-H and SHRINK-G [4] were proposed. SHRINK-H performs agglomerative hierarchical clustering by merging dense pairs into microcommunities that conforms the hierarchy of communities, and the final clustering is determined by the partition that maximize the modularity. SHRINK-H presents a worst-case time complexity making it unable to handle efficiently large datasets. SHRINK-G is faster but it sacrifices the capacity of finding hierarchical community structure. AHSCAN [11] performs agglomerative hierarchical clustering by iteratively merging pair of vertices in order of decreasing structural similarity of vertices, until a single cluster remains. AHSCAN selects the partition that maximizes the modularity, so its time complexity scales by O(|E||V|).
Hierarchical Methods: Dense Sub Graph Extraction (DSE) [12] uses a combination of the matrix blocking technique and hierarchical clustering for extracting dense subgraphs defined by the structural similarity of vertices. DSE is fast and presents high quality results, but it requires as parameter the minimum density of communities, which is not easy to estimate, because the density of communities may vary in the same network. Recently, a fast algorithm was proposed in [13] . It uses a twostep method to build the community structure based on label propagation. In the first step, the structural similarity of vertices is computed for each pair of adjacent vertices. Additionally, it applies the label propagation algorithm to detect meta-communities conformed of most similar vertices. In the second step, a multilevel label propagation technique is applied to build communities that meet a modified version of the Weak community definition [3] . The second step is based on two sub-steps: network collapse and label propagation. The algorithm introduces the cohesion parameter λ (a real value within the range [0, 1]) to control the resolution of the resulting communities.
Linear Time Algorithms: Label Propagation proposed by Raghavan et al. [22] simulates the diffusion of information (labels) through the network. At the beginning, each vertex is labeled with a unique value, then iteratively each vertex takes the most frequent label in its neighborhood and the process continues until convergence. The results provided by Label Propagation are sometimes unpredictable and the whole network can be detected as a single partition. Other recently proposed algorithm is Attractor [18] that investigates local distance dynamics among connected vertices. Attractor computes the distance on edges based on the Jaccard similarity and applies 3 interaction patterns until the distances converge. The resulting communities are the connected components generated through the removal of the edges with final distance of one. Attractor introduces a cohesion parameter λ (a real value within the range [0, 1]) to control the resolution of the detected communities.
III. COMMUNITY DETECTION ALGORITHM
The community detection problem has been considered as the discovering of dense sub graphs defined by the structural similarity of vertices. This similarity has proved to be very effective in modeling such dense sub graphs [4, 8, 11, 12, 13] . We propose a novel fast heuristic algorithm inspired on an agglomerative hierarchical technique by using this structural similarity measure. This algorithm uncovers the underlying community structure by merging vertices and communities with its most similar adjacent pair.
A. Definitions
We will refer to a complex network modeled by a graph G = (V, E) where V is the set of vertices, E is the set of edges connecting pair of vertices (v, u) ∈ E. 1) Community Detection: Given a graph G = (V, E), community detection consist in partitioning the set of vertices
3) Structural Similarity (A.K.A. Cosine Similarity):
In the structural similarity definition in [8] , it is not possible to obtain a minimum similarity σ(v, u) = 0 when v and u do not share any common neighbors, due to |Γ(v) ∩ Γ(u)| > 0. The value σ(v, u) can in some cases be a large value depending on the sizes |Γ(v)| and |Γ(u)|. For that reason, we propose a modified definition presented in (2) .
This definition returns a minimal structural similarity σ(v, u) = 0, in the case that v and u do not share any common neighbors, by removing the vertices {u, v} from Γ(v) and Γ(u). This modification increases the probability of identifying intercommunity edges when applying the proposed heuristics.
1) Weak Community:
Let k v be the degree of a vertex v, i.e., the number of adjacent vertices to v. If C ⊂ V is a sub graph to which vertex v belongs, then we can compute
is the number of edges connecting v to others vertices in C and k v out (C) is the number of edges connecting v to the rest of the network. The sub graph C is a community in the Weak sense [3] if 1) Weakest Community: Let P = {C 1, C 2, …, C k } be a partition of V into k subsets. The sub graph C i is a community in the Weakest sense [5] if
We have selected the Weak and Weakest community definitions for the following reasons: i) if a random network (Erdős-Rényi model [1] for example) is divided into two disjoint groups of vertices, there is a low probability that the two groups fulfills the community definition [3] ; ii) the Weak and Weakest definitions are local and independent of the size of the network. An appropriate local heuristic, that uses the selected community definitions as stop criteria, can build communities without resolution limit; iii) the Weak and Weakest definitions are compatible with other community definitions. For example, a community defined as Strong [3] can be also defined as Weak, while the opposite is not always true. The same property applies to other Strong and Weak definitions [5] .
B. The HAMUHI-CODE
The Heuristic Algorithm for MUlti-scale HIerarchical COmmunity DEtection (HAMUHI-CODE) proposed is based on the following hypotheses:
Hypothesis 1: If a vertex u presents a maximal similarity measure with an adjacent vertex v, then u is more likely to be in the same community as v.
Hypothesis 2: If a community C 1 presents a maximal similarity measure with an adjacent community C 2 through an edge directly connecting C 1 and C 2 , then C 1 and C 2 are more likely to be part of the same community in the next hierarchical level . Whether to merge C 1 to C 2 depends exclusively of the current state of C 1 .
Based on the two hypotheses, the proposed algorithm finds the community structure inspired on an Agglomerative Hierarchical Clustering (AHC) composed of three steps.
Step 1. The structural similarity for each edge is computed once by using (2).
Step 2. The first hierarchical level is computed as follows: each vertex is set in a separate community, then by hypotheses 1 and 2, per iteration, each community u is merged with its most similar adjacent community v when u does not meet a parameterized community definition (instead of merging only the communities with maximal/minimal similarity, as in the classical AHC). This procedure iterates until all detected communities meet the parameterized community definition (instead of iterating until a single community remains, as in the classical AHC).
Step 3. Similarly to Step 2, a next hierarchical level is computed as follows: by hypothesis 2, each community u is merged with its most similar adjacent community v when the u's size is less than a parameterized size. This procedure iterates until all detected communities achieve the minimum size required.
We assume without loss of generality that vertices in G are numbered from zero to |V| -1; otherwise, the vertice's identifiers must be normalized before applying the algorithm. Additionally, we represent the community structure using a disjoint-set data structure in order to perform the following operations optimally: vertex's community querying and adjacent communities merging. We present the detailed pseudo code of a basic yet fast implementation of the proposed heuristics in Algorithms 1, 2 and 3. HIERARCHICALLEVEL (See Algorithm 3): Builds communities having a size no less than k. The arrays W and R have the same meaning of that in Algorithm 2. Additionally, the array position S c stores the current size of the community c. From line 12 to 14, each community c whose current size S c is less than k is merged with its most similar adjacent community.
HAMUHI-CODE (See

C. Complexity Analysis
In Algorithm 1, computing the structural similarity for each edge in the graph (line 1) takes worst-case time complexity of O(|E|·α(G)) where α(G) is the arboricity of G [14] . Algorithms 2 and 3 present worst-case time complexity of O(|E| · t) where t is the number of iterations needed until convergence. At each iteration in these algorithms, the number of communities waiting for convergence is decreased approximately to the half, then t is bounded by t = O(log|V|). Thus, the worst-case time complexity of HAMUHI is O(|E|·α(G) + |E|·log|V|). However, real complex networks are usually sparse, i.e., |E| = O(|V|), and exhibit community structure. In these networks, for the arboricity of G we have α(G) << 0.5 · (2·|E| + |V|) 0.5 , and also a small number of iterations are required to achieve the convergence in Algorithms 2 and 3, obtaining an average time complexity of O(|E|). The space complexity is O(|E| + |V|). for each c in 0…|V| -1 do 6:
if C v ≠ C u then 9:
B Cu = B Cu -1 10: for each c in 0…|V| -1 do 25: C.merge(c, R c ) and flag = True Fig. 1 shows an illustration of the execution of HAMUHI(k=2, c=WEAK) on a sample network. As we can notice, a partition composed of Weak communities is computed by applying a single iteration of the algorithm. In fact, the computed partition corresponds to the final community structure.
IV. EXPERIMENTS
We have conducted experiments with HAMUHI on synthetic and real-world networks. In doing so, we tested the properties, efficacy and efficiency of our proposal. All the experiments were running in a machine with 32 GB RAM and a 3.4 GHz CPU. A single-threaded version of HAMUHI was implemented in C++11.
A. State-of-the-art Algorithms
We have selected a set of state-of-the-art algorithms to be compared with HAMUHI. The selected algorithms are Fast Greedy (FG), Multilevel (ML), Infomap (IM) and Label Propagation (LP). We used the implementations (in C language) of these algorithms provided in [17] . The selected algorithms are baseline and representative in community detection because of their high quality results and mainly because of their low time complexity.
B. Evaluation Measures
To test the effectiveness of HAMUHI in the case of networks with ground truth communities, we have selected the Normalized Mutual Information (NMI) used in [13] . NMI compares two partitions generated from the same dataset by assigning a score within the range [0, 1], where 0 indicates that the two partitions are independent from each other and 1 if they are equal. If ground truth information is not provided, we measure the performance of HAMUHI with the Modularity Q [20] . Measure  Fig. 2 shows the results of executing HAMUHI with the original and the modified version of the structural similarity on the Bottlenose Dolphins dataset [16] . This network is composed of 62 vertices and 159 edges and in the ground truth the vertices are divided into two groups. [16] . Colors represent communities discovered by HAMUHI and numbers represent ground-truth communities. With the original similarity, the algorithm fails to detect the ground truth, due to the problematic edge highlighted in the ellipse.
C. Sensitivity to the Similarity
As we can see, the algorithm fails to detect the ground-truth by employing the original definition of the structural similarity, due to the problematic edge highlighted in the ellipse. In that edge, its endpoints do not share any common neighbors, but they merge together because the computed similarity σ = 0.41 results maximal for both of them. On the other hand, by employing the modified structural similarity, the problematic edge is computed to σ = 0, then it is treated as a potential intercommunity edge. The modified version also outperforms the strategy of calculating the original similarity for all the edges and setting σ = 0 for those edges whether its endpoints do not share any common neighbors.
D. LFR Benchmark
The LFR benchmark [19] generates unweighted and undirected graphs with ground truth. Also, it produces networks with vertex degree and community size that follow power law distributions, making it more appropriate than the GN benchmark [24] to model complex networks. By varying the mixing parameter µ, LFR can generate networks with community structure more or less difficult to identify.
We ran an experiment using the parameters listed in Table  I . For this experiment we have executed the algorithms over 50 runs of the LFR benchmark for each combination of parameters, and the mean and standard deviation of the NMI were calculated. As we can notice in Fig. 3 , the critical point on the performance, for the majority of the algorithms arrives when the mixing parameter µ > 0.5. LP ( Fig. 3 (e) ) presents good performance until µ ~ 0.4 where it becomes particularly erratic, presenting high standard deviation. In contrast, FG ( Fig. 3 (f) ) offers stable results but they are not so good because of their low values of NMI. On the other hand, the ML's ( Fig. 3 (d) ) performance is affected notably when the size of the network increase due to its resolution limit. IM (Fig.  3 (c) ) is the best performant algorithm before µ = 0.6, offering almost perfect and stable results, but after µ > 0.6 it shows an abrupt decay in its performance. HAMUHI(k=2, c=WEAK) ( Fig. 3 (a) ) performs near to the optimal with stable results while µ < 0.5, but it presents an abrupt change of behavior after the critical point, because for values of µ > 0.5 no community in the generated ground truth meets the Weak definition (it makes the ground truth undetectable). However, it outperforms the other algorithms before the critical point, with the exception of IM. In contrast, HAMUHI(k=2, c=WEAKEST) ( Fig. 3 (b) ) exhibits a minimum loss of accuracy before µ = 0.5 with respect to its other version, but it presents a smooth transition after the critical point outperforming the other algorithms in the majority of scenarios for values µ ≥ 0.6. Table I . Table II , by varying the parameter k in the interval [2, 500] and the parameter c in the values {WEAK, WEAKEST}. Fig 4. shows the modularity Q computed for each combination of parameters-networks. As we can notice, by increasing the parameter k, the tendency is to obtain partitions with higher values of modularity because the small communities merge into larger ones. For the Ego-Facebook network, the modularity decrease on intervals for values of k > 200, possibly because the network becomes small with respect to the value of k. Moreover, all the resulting partitions present good modularity rates, since their values are above 0.6. If higher values of modularity are desired as result, then sampling values of k can be a good search strategy. However, with a default value of k=2 it is enough to detect an initial relevant partition. An equal tendency was obtained for c=WEAKEST. Fig. 5 shows the number of detected communities for each combination of parameters-networks. In each case, the number of communities decreases following a power law distribution. This result is related to the community size distribution obtained in these complex networks, that also follows a power law distribution (See Section IV-F). F. Multi-scale Community Detection Fig. 6 shows the community size power-law distribution obtained by HAMUHI(k=2, c=WEAKEST) in both, the YouTube and Amazon networks [15] . This result indicates that HAMUHI can detect communities at any scale, from very small communities to very larges ones, independent of the size of the network. This capacity lacks on algorithms that suffer of resolution limit (e.g., Multilevel).
G. Hierarchical Community Detection
We have tested our algorithm in a hierarchical complex network that follows the Ravasz-Barabási model [27] . The network is composed of two hierarchical levels, with 25 communities (5 vertices per community) in the first level, and 5 communities in the second level. Fig. 7 shows the two levels identified by HAMUHI(k=2, c=WEAKEST) and HAMUHI(k=6, c=WEAKEST). The ground truth communities were correctly identified in both levels. A possible strategy to detect the next hierarchical level in a network is by setting the parameter k to k level+1 = MinCommunitySize level + 1.
H. Random Networks
We tested our algorithm on random networks that follow the Erdős-Rényi model and Scale-Free Barabási-Albert model [1] . In the Erdős-Rényi model, each pair of vertices in the graph have the same probability p of being connected by an edge, resulting in a binomial distribution in the vertex degree. In the Barabási-Albert model, a new vertex is joined to other m existing vertices in the graph via preferential attachment, resulting in a power-law distribution in the vertex degree. The networks generated using these two models are expected to have no community structure. Fig. 6 . Community size distribution obtained with HAMUHI(k=2, c=WEAKEST) in the YouTube and Amazon networks [15] . The results fit to power-law distributions with exponents -1.30 and -2.93 respectively. Fig. 7 . Communities detected by HAMUHI in a Ravasz-Barabási complex network with two hierarchical levels. The two levels were correctly identified.
For this experiment, the size of the networks in both models was fixed to 1000 vertices. Fig. 8 shows the results of executing the algorithms on random networks. As expected, HAMUHI, LP and IM detect only one big community in all cases.
I. Resolution Limit
We have built two ring networks in order to check the resolution limit of the algorithms. The ring networks are composed of N identical cliques (3-cliques or 4-cliques) connected by a single edge [23] . Fig. 9 shows the results obtained for each algorithm on the ring networks. HAMUHI is able to identify all cliques as separate communities in both cases. LP is close to detect the majority of communities. IM has problems on identifying the communities in the 3-Clique ring network, but it obtains a perfect score in the 4-Clique ring network. FG and ML have the worst results and it is due to their resolution limit.
J. Modularity and Running Time on Large-Scale Networks
We have selected some large-scale real-world networks to test HAMUHI. Table III shows the modularity score and the running time obtained after having executed HAMUHI, ML, LP and IM on each network. As we can notice, HAMUHI obtains the best running time on all datasets, proving experimentally its low time complexity. In fact, HAMUHI obtains a low running time in the Facebook-KONECT and Facebook-UCI-UNI networks because the Algorithm 2 requires only 6 and 8 iterations respectively to achieve the convergence. In the case of the Livejournal network, the Algorithm 2 requires 28 iterations to achieve the convergence even though the Livejournal network is smaller (in term of number of vertices and edges) than the two Facebook networks. Fig. 8 . Number of detected communities in random networks (lower values are better). These networks follow the models Scale-free Barabási-Albert and the Erdős-Rényi. 
RESULTS OF EXECUTING HAMUHI(K=2, C=WEAK) ON LARGE-SCALE SOCIAL NETWORKS
Additionally, while HAMUHI, LP and IM achieve similar modularity values, ML achieves the higher values in all networks, but in practice, the modularity in complex networks lies in the interval [0.3, 0.7] [20] . Higher values are rare and are biased towards resolution limit.
V. CONCLUSIONS
In this paper we present HAMUHI, a novel fast heuristic algorithm for multi-scale hierarchical community detection in complex networks inspired on an agglomerative hierarchical clustering technique, that merges vertices and communities with high structural similarity. Through extensive experiments we show that our proposal can detect high quality community structure in networks, and compared to several state-of-the-art algorithms, HAMUHI obtains superior results in several scenarios, so it can be considered a good candidate to perform community detection, specially on large-scale complex networks since its time complexity scales by O(|E|) in the average case. Furthermore, it presents an intuitive parameterization, requiring the minimum community size k and the community definition c as parameters. The experimental results have shown that using the default values (k=2, c=WEAKEST) is enough to detect a first relevant hierarchy of communities in a network. As future work, we plan to extend the algorithm to detect online communities in dynamic networks. 
