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Abstract
In this paper, we consider the filtering problem for partially observed diffu-
sions, which are regularly observed at discrete times. We are concerned with
the case when one must resort to time-discretization of the diffusion process if
the transition density is not available in an appropriate form. In such cases, one
must resort to advanced numerical algorithms such as particle filters to consis-
tently estimate the filter. It is also well known that the particle filter can be
enhanced by considering hierarchies of discretizations and the multilevel Monte
Carlo (MLMC) method, in the sense of reducing the computational effort to
achieve a given mean square error (MSE). A variety of multilevel particle filters
(MLPF) have been suggested in the literature, e.g., in Jasra et al., SIAM J, Nu-
mer. Anal., 55, 3068–3096. Here we introduce a new alternative that involves
a resampling step based on the optimal Wasserstein coupling. We prove a cen-
tral limit theorem (CLT) for the new method. On considering the asymptotic
variance, we establish that in some scenarios, there is a reduction, relative to the
approach in the aforementioned paper by Jasra et al., in computational effort to
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achieve a given MSE. These findings are confirmed in numerical examples. We
also consider filtering diffusions with unstable dynamics; we empirically show that
in such cases a change of measure technique seems to be required to maintain our
findings.
Key Words: Filtering, Diffusions, Multilevel Monte Carlo, Particle Filters.
1 Introduction
Hidden Markov models (HMMs) form a wide class of dynamical models that are ap-
propriate for modeling a variety of scenarios in applications such as finance, economics,
and engineering; see for instance [4]. In this article, we consider the case where data
are observed at regular time intervals and the hidden Markov chain (or signal) evolves
according to a diffusion process. Our main objective is to consider the filtering prob-
lem, which is the estimation of expectations of functions of the signal given all the data
observed up to the current time point, recursively in time.
In most cases of practical interest, the filtering problem requires numerical, Monte
Carlo-based, approximation techniques, due to the intractable integrals associated with
the filtering distribution. In particular, when the dimension of the hidden chain is mod-
erate (approximately 10 or less), an often-used and consistent approximation uses the
particle filter (PF); see, for instance, [5]. The PF generates a collection of N samples
(particles) in parallel that evolve sequentially in time via ‘sampling’ and then ‘resam-
pling’ steps. The sampling step moves the samples according to certain dynamics (for
instance, the hidden chain) and then corrects for the fact that the law of the samples
is not the filter, by using importance sampling. To ensure that importance sampling
performs well w.r.t. the time parameter, the resampling step is used, which samples
with replacement from the current set of particles with probabilities proportional to
their weight. (The weights are then reset to one). The samples are used to sequen-
tially approximate expectations w.r.t. the filter. This method can provide estimates of
expectations w.r.t. the filter with an algorithm that is of linear cost in time and with
error that (often) does not depend on the time parameter.
In the case of our HMM of interest, we assume explicitly that the diffusion process
has a transition density that is intractable, i.e., it is not known analytically, nor available
up-to a non-negative unbiased estimator (e.g. [11]). In such scenarios, one often focuses
on the case where filtering is performed when the hidden dynamics have been time-
discretized, for instance using the Euler method. Then, to approximate expectations
associated with the filter, the PF can be run, when considering the ‘most-precise’ time
discretization. It is well known, however, that this can be improved, in the sense
that there is a reduction in computational effort to achieve a given mean square error
(MSE) (for estimating expecatations w.r.t. the filter), by using the multilevel Monte
Carlo (MLMC) method [13, 15].
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The MLMC method considers a collapsing sum of expectations associated with a hi-
erarchy of filters, at a given time, associated with increasingly finer time discretizations
of the diffusion process. Given access to exact samples of a ‘good’ coupling of pairs
of filters at consecutive time-discretizations, the method can achieve an improvement
as noted above. Essentially, this approach requires couplings such that the variance of
the difference of the position of the filters are close in the sense of the time discretiza-
tion and then uses fewer samples as time discretizations become increasingly finer (and
hence more expensive). The main issue is that exact sampling of couplings of filters is
challenging to achieve (hence the use of PFs), and this has lead to a substantial number
of contributions of MLPFs; [14, 17, 18, 23].
Some of the first works on MLPFs include [14] and [17]. These two methods are
similar in the sampling stage of PFs but differ on the resampling stage of PFs. The
approach of [17] generates pairs of particles that sequentially approximate filters at a
‘fine’ and ‘coarse’ discretization. The resampling step attempts to maximize the proba-
bility that the indices of pairs of samples remain the same (the maximal coupling) while
ensuring the approximation is correct in the large sample limit. [17] establishes the con-
sistency of this method and (mathematically) that there is a reduction of computational
effort relative to using the particle filter at the most accurate time discretization, to
obtain a target MSE of an estimate of filtering expectations. We are not aware of such
results in the case of [14], although it is established numerically in that article also. The
main issue with the work of [17] is that the rate of coupling, relative to the case where
there is no data (forward problem), is reduced by a factor of two. The objective of this
article is to consider a method that can provably, at least in some scenarios, retain the
rate of the forward problem. In addition, we require that the cost of the method to
be, in prinicple, linear in the time parameter. We note that there are some solutions
in this direction. In [16], a procedure based on optimal transport is derived, which
experimentally can achieve the aforementioned objective; there is, however, no proof of
this property and we suspect due to the complexity of the numerical approximations
involved, that this is difficult to achieve. In [23], a mild deviation of [17] is considered,
which in some contexts (outside those considered here) appears to improve on [17] in
numerical experiments, but again, we suspect that it is very challenging to verify this
mathematically. There is also a method in [19] (see also [12]) that retains the forward
rate using a PF method. However, this latter method is not useful for filtering, as the
estimate is based on the path of particles and subject to the notorious ‘path degeneracy’
problem of PFs (see [21]).
In this article, we consider what appears to be a new resampling mechanism in
the context of MLPFs, focused on the case where the hidden state is one dimensional.
The procedure suggested in this article uses the optimal coupling of the resampled
indices, in terms of squared Wasserstein distance with L2 as the metric (we call this
the ‘Wasserstein coupling’). To motivate this, we develop an original Feynman-Kac
type interpretation of this method, which establishes, in the large sample limit, that
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the resampling step corresponds to sampling the optimal Wasserstein coupling of the
filters. We illustrate the benefit of this approach by proving a central limit theorem for
the estimation of the differences of the predictors (and hence filters) associated with
a fine and coarse discretization. We show that the associated asymptotic variance,
which is a proxy for the variance of a finite sample estimate (up-to a factor of O(N−1)),
retains the forward rate under assumptions for a Euler discretization, at least when the
diffusion coefficient is non-constant. The reason for this improvement, relative to [17],
is that one is approximating an optimal type coupling, whereas (as noted in [20]), the
limiting coupling of the method in [17] does not have any optimality properties. We
verify this numerically in several examples. We emphasize that the CLT is a non-trivial
mathematical result that requires several innovations, relative to the existing CLTs for
PFs (e.g. [5]). Some related work can be found in [20], which proves CLTs for several
MLPFs and also considers the approach in this article (although the CLT is not proved
in [20]). Relative to that work, we show that the exact forward rate is maintained (as
an upper-bound on the asymptotic variance) for certain problems, whereas that is not
exactly the case in [20] (although we note that the assumptions are weaker in [20] and
the constants are uniform in time, which is not the case in this study).
We also numerically consider the case of filtering diffusions with unstable dynamics,
such as a double-well potential drift with constant diffusion coefficient; the case of
the forward problem has been considered in [9], for example. In this scenario, simple
PFs and MLPFs do not always perform as well as they do in the ’standard case’. By
adopting a change of measure on the time-discretized diffusion dynamics, as is used
in [9], our findings can be extended to this problem as well.
This article is structured as follows. In Section 2, we outline a general model as
well as our new algorithm. In Section 3, our CLT is stated and a consideration of the
asymptotic variance for an ML application is given. In Section 4, numerical experiments
confirming the theoretical analysis are presented. Proofs of the theoretical results and
algorithm listings are included in the appendices.
2 Model and Algorithm
2.1 Notations
Let (X,X ) be a measurable space. For ϕ : X → R, we write Bb(X), Cb(X), and as
the collection of bounded measurable and continuous, bounded measurable functions,
respectively. C2(X) are the twice continuously differentiable real-valued functions on
X. For ϕ ∈ Bb(X), we write the supremum norm ‖ϕ‖ = supx∈X |ϕ(x)|. If X = R and
ϕ : X → R, ϕ ∈ Lip(X) if there exists a finite constant C for every (x, y) ∈ X × X
|ϕ(x) − ϕ(y)| ≤ C|x − y|. P(X) denotes the collection of probability measures on
(X,X ). For a measure µ on (X,X ) and a ϕ ∈ Bb(X), the notation µ(ϕ) =
∫
X
ϕ(x)µ(dx)
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is used. For (X × Y,X ∨ Y) a measurable space and µ a non-negative measure on
this space, we use the tensor-product of function notations for (ϕ, ψ) ∈ Bb(X)×Bb(X),
µ(ϕ⊗ψ) = ∫
X×Y ϕ(x)ψ(y)µ(d(x, y)). LetK : X×X → [0,∞) be a non-negative operator
and µ be a (σ−finite) measure; then we use the notations µK(dy) = ∫
X
µ(dx)K(x, dy)
and for ϕ ∈ Bb(X), K(ϕ)(x) =
∫
X
ϕ(y)K(x, dy). For µ, ν ∈ P(X), the total variation
distance is written ‖µ − ν‖tv = supA∈X |µ(A) − ν(A)|. For A ∈ X , the indicator is
written IA(x). Nq(κ,Σ) denotes an q-dimensional Gaussian distribution of mean κ and
covariance Σ. We omit the subscript q if q = 1.
2.2 Partially Observed Diffusion
We illustrate the general model to be considered in the context of partially observed
diffusions. This is simply to establish the model of principal interest in our numerical
work, but that the results to be derived extend to a more general framework. [5]
provides a background for the material of the following subsections.
Consider the following diffusion process:
dXt = a(Xt)dt+ b(Xt)dWt (1)
with Xt ∈ Rd, t ≥ 0, x0 given and fixed and {Wt}t≥0 a standard Brownian motion
of appropriate dimension. The following assumptions will be made on the diffusion
process:
Denoting the ith− (resp. (i, j)th) element of a (resp. b) as ai (resp. bi,j), the
coefficients ai, bi,j ∈ C2(Rd), for i, j = 1, . . . , d. Also, a and b satisfy
(i) uniform ellipticity: b(x)b(x)T is uniformly positive definite;
(ii) globally Lipschitz: there is a C > 0 such that
|a(x)− a(y)|+ |b(x)− b(y)| ≤ C|x− y|, for all x, y ∈ Rd;

(D)
(D) is assumed explicitly.
We assume that data are regularly spaced, in discrete time, observations y1, . . . , yn,
yk ∈ Rm. We assume that, conditional on Xk, Yk is independent of all other random
variables with density G(xk, yk). We will lag the time parameter by one and omit the
data from the notation and write Gk(xk) instead of G(xk+1, yk+1). The joint probability
density of the observations and the unobserved diffusion at the observation times is then
n∏
p=0
Gp(xp)Q
∞(x(p−1), xp),
where Q∞(x(p−1), x) is the transition density of the diffusion process as a function of x,
i.e., the density of the solution X1 of (1) at time 1 given initial condition X0 = x(p−1).
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In practice, in many applications, one must time discretize the diffusion to use the
model. We suppose a Euler discretization with step size hl = 2
−l, l ≥ 0. Thus, in
practice, we work with transition densities depending on the finite step size,
n∏
p=0
Gp(xp)Q
l(x(p−1), xp).
2.3 General Model
Let Gn ∈ Bb(X), Gn : X → R+. Let ηf0 , ηc0 ∈ P(X) and {M fn}n≥1, {M cn}n≥1 be two
sequences of Markov kernels, i.e. M fn : X → P(E), M cn : X → P(E). Define, for
s ∈ {f, c}, ϕ ∈ Bb(X),
γsn(ϕ) =
∫
Xn+1
ϕ(xn)
( n−1∏
p=0
Gsp(xp)
)
ηs0(dx0)
n∏
p=1
M sp (xp−1, dxp)
and
ηsn(ϕ) =
γsn(ϕ)
γsn(1)
.
In the context of partially observed diffusions, M fn corresponds to Q
l (l ≥ 1) and M cn
corresponds to Ql−1. The initial distribution, η0, is simply the Euler kernel started at
some given x0.
The objective is to consider Monte Carlo type algorithms, which, for ϕ ∈ Bb(X) and
recursively in n, will approximate quantities such as
ηfn(ϕ)− ηcn(ϕ) (2)
or
ηfn(Gnϕ)
ηfn(Gn)
− η
c
n(Gnϕ)
ηcn(Gn)
. (3)
For partially observed diffusions, this will correspond to the computation of differences
of expectations of predictors and filters. There are a variety of reasons for why the
differences are explicitly of interest, which we explain below.
We would like to approximate couplings of (ηfn, η
c
n), say ηˇn ∈ P(X × X), i.e., that
for any A ∈ X and every n ≥ 0
ηˇn(A× X) = ηfn(A) ηˇn(X× A) = ηcn(A)
and consider approximating
ηˇn(ϕ⊗ 1)− ηˇn(1⊗ ϕ)
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or
ηˇn((Gnϕ)⊗ 1)
ηˇn(Gn ⊗ 1) −
ηˇn(1⊗ (Gnϕ))
ηˇn(1⊗Gn) .
Throughout the article, we assume that there exists (there is always at least one, the
independent coupling) ηˇ0 ∈P(X× X) such that for any A ∈ X
ηˇ0(A× X) = ηf0 (A) ηˇ0(X× A) = ηc0(A)
and moreover for any n ≥ 1, there exists Markov kernels {Mˇn}, Mˇn : X×X→P(X×X)
such that for any A ∈ X , (x, x′) ∈ X× X:
Mˇn(A× X)(x, x′) = M fn (A)(x) Mˇn(X× A)(x, x′) = M cn(A)(x′).
In the case of partially observed diffusions, a natural and non-trivial coupling of M fn
and M cn (and hence of η0) exists, denoted Qˇ
l; see e.g. [17].
2.4 Illustration for Partially Observed Diffusions
For partially observed diffusions, we consider why quantities such as ηfn(ϕ)−ηcn(ϕ) are of
interest. In particular, we explore their role in multilevel schemes that can significantly
reduce the cost of particle filters where the HMM is numerically approximated by a
time-stepping scheme. It is well-known in the literature [13, 17] that if exact sampling
from ηLn was possible for any L ≥ 0, then the use of the multilevel identity, for ϕ ∈ Bb(X),
ηLn (ϕ) = η
0
n(ϕ) +
L∑
l=1
[ηln − ηl−1n ](ϕ) (4)
can (in some cases) greatly reduce the computational cost to achieve a given MSE,
compared to Monte Carlo estimation using samples from ηLn . The main key to this
cost reduction is sampling from ’good’ couplings of (ηln, η
l−1
n ), as we explain below in a
similar way to [20, Section 2.3.1.].
We will assume that X = R and that ϕ ∈ Lip(X) ∩ Bb(X). Suppose that one can
sample from ηLn exactly and the cost to do this is O(h−1L ); we will, throughout this
exposition, ignore the cost in terms of the time parameter n. If one obtains exact
samples x1,Ln , . . . , x
N,L
n from η
L
n , then an unbiased and consistent estimator of η
L
n (ϕ) is
1
N
∑N
i=1 ϕ(x
i,L
n ) and the mean square error (relative to the expectation of ϕ w.r.t. the
predictor with no discretization error) is at most, under assumptions,
C
( 1
N
+ h2L
)
for some finite constant C that does not depend upon N nor L. Taking an arbitrary
 > 0, one can make the MSE O(2) by choosing L = O(| log()|) and N = O(−2);
then the MSE is O(2) and the cost to achieve this is O(−3).
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Now suppose that one can obtain exact samples from some coupling ηˇn of (η
l
n, η
l−1
n )
(of cost O(h−1l )) and one seeks to approximate the R.H.S. of (4). The first term of
the R.H.S. of (4) can be approximated by using the same procedure as for ηLn , with
L = 0 (using say N0 samples). For the summands in (4), one can consider an approach
that is independent of each other and of that for η0n(ϕ). One generates Nl samples
independently from ηˇn, that is, u
1
n, . . . , u
Nl
n , where un = (x
l
n, x
l−1
n ) ∈ X×X. An unbiased
and consistent estimate of [ηln − ηl−1n ](ϕ) is then 1Nl
∑Nl
i=1[ϕ(x
i,l
n )− ϕ(xi,l−1n )]. Now, the
MSE of the approach detailed (as for the Monte Carlo estimator above) is at most
C
( 1
N0
+
L∑
l=1
ηˇn([ϕ⊗ 1− 1⊗ ϕ]2)
Nl
+ h2L
)
where C does not depend upon N0, . . . , NL or L. Now, to make the terms ηˇn([ϕ⊗ 1−
1⊗ ϕ]2) ‘small’, one has
ηˇn([ϕ⊗ 1− 1⊗ ϕ]2) ≤ C
∫
X×X
(xln − xl−1n )2ηˇn
(
(d(xln, x
l−1
n )
)
where C is the Lipschitz constant of ϕ. The coupling that minimizes the R.H.S. of
the above displayed equation is exactly the Wasserstein coupling. If, for instance, this
meant ∫
X×X
(xln − xl−1n )2ηˇn
(
(d(xln, x
l−1
n )
)
≤ Chl
where C does not depend upon l then the MSE of our approach is upper-bounded by
C
( L∑
l=0
hl
Nl
+ h2L
)
.
[13], for example, shows that setting L = O(| log()|) and Nl = O(−2hlL) yields a
MSE of O(2) for a cost of O(−2 log()2) - reducing the cost over i.i.d. sampling from
ηLn . The issue is that general exact sampling from η
L
n , or couplings of (η
l
n, η
l−1
n ), is not
currently possible; thus we will focus on PFs and MLPFs below.
2.5 Algorithm
We restrict our attention to the case that X = R. We explicitly assume that the cumu-
lative distribution function (CDF) associated with the probability, and its generalized
inverse, for s ∈ {f, c}, n ≥ 0
ηsn(ϕ) =
ηsn(Gnϕ)
ηsn(Gn)
exist and are continuous functions. We denote the CDF (resp. generalized inverse) of
ηsn as Fηsn (resp. F
−1
ηsn
). In general, we write probability measures on X for which the
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CDF and generalized inverse are well-defined as PF (X) with the associated CDF Fµ.
Let n ≥ 1, ϕ ∈ Bb(X× X) and µ, ν ∈PF (X) and define the probability measure:
ΦˇWn (µ, ν)(ϕ) =
∫
X×X
(∫ 1
0
δ{F−1µ (w),F−1ν (w)}(du)dw
)
Mˇn(ϕ)(u).
We remark that the probability measure, assuming that it is well-defined,∫ 1
0
δ{F−1
η
f
p−1
(w),F−1
ηcp−1
(w)}(du)dw
is the optimal L2−Wasserstein coupling of (ηfp−1, ηcp−1). Consider the joint probability
measure on (X× X)n+1
P(d(u0, . . . , un)) = ηˇW0 (du0)
n∏
p=1
ΦˇWp (η
f
p−1, η
c
p−1)(dup)
where up = (x
f
p , x
c
p) ∈ X × X. Note that here, ηˇW0 is just a given coupling of ηf0 and
ηc0. For instance, in the diffusion case of Section 2.2, it is the coupling of pairs of Euler
discretizations. For n ≥ 1, ϕ ∈ Bb(X× X):
ηˇWn (ϕ) = Φˇ
W
n (η
f
n, η
c
n)(ϕ).
We can easily check that for any ϕ ∈ Bb(X)
ηˇWn (ϕ⊗ 1) = ηfn(ϕ) and ηˇWn (1⊗ ϕ) = ηcn(ϕ).
The algorithm (an MLPF) used here is:
P(d(u1:N0 , . . . , u1:Nn )) =
( N∏
i=1
ηˇ0(du
i
0)
)( n∏
p=1
N∏
i=1
ΦˇWp (η
N,f
p−1, η
N,c
p−1)(du
i
p)
)
where for p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
N∑
i=1
Gp−1(x
i,s
p−1)∑N
j=1Gp−1(x
j,s
p−1)
δxi,sp−1
(dx).
For p ≥ 1, s ∈ {f, c}
ηN,sp−1(dx) =
1
N
N∑
i=1
δxi,sp−1
(dx).
Set
ηˇN,Wp (du) =
1
N
N∑
i=1
δuip(du).
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2.5.1 Partially Observed Diffusions
To illustrate the algorithm in a slightly more practical format, we describe the procedure
in terms of the model in Section 2.2. In Algorithm 1, we first explain how we can
sample from the operator ΦˇWp (η
N,f
p−1, η
N,c
p−1)(·). Several remarks are required. Firstly, the
sorting step in 1. need only be done once at each time step, not for each sample; in
the worst case, this is of cost O(N log(N)). Secondly, in 2. one can maintain the order
of the samples, by using the method in, for instance, [22, pp. 96]. The MLPF is then
summarized in Algorithm 2.
To estimate [ηlp − ηl−1p ](ϕ) (differences of the predictor), one has the estimator
1
N
N∑
i=1
[ϕ(xi,lp )− ϕ(xi,l−1p )]
which can be written concisely as [ηN,lp −ηN,l−1p ](ϕ) or equivalently as ηˇN,Wp (ϕ⊗1−1⊗ϕ).
To estimate
ηlp(Gpϕ)
ηlp(Gp)
− η
l−1
p (Gpϕ)
ηl−1p (Gp)
that is, the differences in the filters, one can use∑N
i=1Gp(x
i,l
p )ϕ(x
i,l
p )∑N
i=1Gp(x
i,l
p )
−
∑N
i=1Gp(x
i,l−1
p )ϕ(x
i,l−1
p )∑N
i=1Gp(x
i,l−1
p )
which can be written ηN,lp (Gpϕ)/η
N,l
p (Gp) − ηN,l−1p (Gpϕ)/ηN,l−1p (Gp) or equivalently as
ηˇN,Wp ((Gpϕ)⊗ 1)/ηˇN,Wp (Gp ⊗ 1)− ηˇN,Wp (1⊗ (Gpϕ))/ηˇN,Wp (1⊗Gp).
3 Theoretical Results
3.1 Central Limit Theorem
We give a CLT for the predictors, which can be used to prove a CLT for the filter,
as detailed below. The proof is presented in Appendix D where the operators in the
asymptotic variance are also explained. Below ⇒ is used to denote convergence in
distribution as N →∞.
Theorem 3.1. Suppose that Mˇn, M
s
n, s ∈ {f, c} are Feller for every n ≥ 1 and
Gn ∈ Cb(X) for every n ≥ 0. Then for any n ≥ 0, (ϕ, ψ) ∈ Cb(X)× Cb(X)
√
N [ηˇN,Wn − ηˇWn ](ϕ⊗ 1− 1⊗ ψ)⇒ N (0, σ2,Wn (ϕ, ψ))
where
σ2,Wn (ϕ, ψ) =
n∑
p=0
ηˇWp ([D
f
p,n(ϕ)⊗ 1− 1⊗Dcp,n(ψ)]2). (5)
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Algorithm 1 Sampling from ΦˇWp (η
N,l
p−1, η
N,l−1
p−1 )(·) with p ≥ 1 and for Partially Observed
Diffusions.
1. Sort (x1,sp−1, . . . , x
N,s
p−1), denote as (x
(1),s
p−1 , . . . , x
(N),s
p−1 ) for s ∈ {l, l− 1} (x(1),sp−1 ≤ · · · ≤
x
(N),s
p−1 ).
2. Generate U ∼ U[0,1]. Set
xsp−1 = min
{
x ∈ {x(1),sp−1 , . . . , x(N),sp−1 } : u <
j∑
k=1
Gp−1(x
(k),s
p−1 )∑N
i=1Gp−1(x
(i),s
p−1)
∩
u ≥
j−1∑
k=1
Gp−1(x
(k),s
p−1 )∑N
i=1Gp−1(x
(i),s
p−1)
}
for s ∈ {l, l − 1}.
3. Sample up from Qˇ
l
(
(xlp−1, x
l−1
p−1), ·
)
.
Algorithm 2 MLPF for Partially Observed Diffusions.
1. For i ∈ {1, . . . , N} sample ui0 from Qˇl
(
(x0, x0), ·
)
. Set p = 1.
2. For i ∈ {1, . . . , N} sample uip from ΦˇWp (ηN,lp−1, ηN,l−1p−1 )(·). Set p = p+ 1 and return
to the start of 2..
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Below for 1 ≤ q < +∞, ΣWn (ϕ1:q, ψ1:q) is an q × q real symmetric matrix. For
1 ≤ i, j ≤ q, we denote the (i, j)th−element of ΣWn (ϕ1:q, ψ1:q) as ΣWn,(ij)(ϕ1:q, ψ1:q).
Corollary 3.1. Suppose that Mˇn, M
s
n, s ∈ {f, c} are Feller for every n ≥ 1 and Gn ∈
Cb(X) for every n ≥ 0. Then for any n ≥ 0, 1 ≤ q < +∞, (ϕ1, . . . , ϕq, ψ1, . . . , ψq) ∈
Cb(X)2q
√
N([ηˇN,Wn −ηˇWn ](ϕ1⊗1−1⊗ψ1), . . . , [ηˇN,Wn −ηˇWn ](ϕq⊗1−1⊗ψq))⇒ Ns(0,ΣWn (ϕ1:q, ψ1:q))
where for 1 ≤ i, j ≤ q
ΣWn,(ij)(ϕ1:q, ψ1:q) =
n∑
p=0
ηˇWp ([D
f
p,n(ϕi)⊗ 1− 1⊗Dcp,n(ψi)][Dfp,n(ϕj)⊗ 1− 1⊗Dcp,n(ψj)]).
Proof. Follows easily by the Cramer-Wold device and the proof is omitted.
We note that
√
N
{ηN,fn (Gnϕ)
ηN,fn (Gn)
− η
N,c
n (Gnϕ)
ηN,cn (Gn)
−
(ηfn(Gnϕ)
ηfn(Gn)
− η
c
n(Gnϕ)
ηcn(Gn)
)}
=
√
N
{ 1
ηN,fn (Gn)
[ηˇN,Wn − ηˇWn ]((Gnϕ)⊗ 1− 1⊗ (Gnϕ))−
ηˇWn ((Gnϕ)⊗ 1− 1⊗ (Gnϕ))
ηfn(Gn)η
N,f
n (Gn)
×
[ηˇN,Wn − ηˇWn ](Gn ⊗ 1− 1⊗ 1)−
[ ηN,cn (Gnϕ)
ηN,cn (Gn)η
N,f
n (Gn)
[ηˇN,Wn − ηˇWn ](Gn ⊗ 1− 1⊗Gn)+
ηˇWn (Gn ⊗ 1− 1⊗Gn)
ηN,cn (Gn)η
N,f
n (Gn)
[ηˇN,Wn −ηˇWn ](1⊗(Gnϕ)−1⊗1)−
ηˇWn (Gn ⊗ 1− 1⊗Gn)ηcn(Gnϕ)
ηN,cn (Gn)η
N,f
n (Gn)ηcn(Gn)η
f
n(Gn)
×[
ηfn(Gn)[ηˇ
N,W
n − ηˇWn ](1⊗Gn − 1⊗ 1) + ηcn(Gn)[ηˇN,Wn − ηˇWn ](Gn ⊗ 1− 1⊗ 1)
]]}
.
Hence, to prove a CLT for the filter (and indeed a multivariate CLT by the Cramer-
Wold device) we can use Slutsky along with Corollary 3.1 and the delta method. As
the resulting asymptotic variance term is rather complicated, we do not present this
result for the sake of brevity. We will focus on considering the asymptotic variance in
Theorem 3.1 in the sequel.
3.2 Asymptotic Variance and Multilevel Considerations
3.2.1 Asymptotic Variance
We consider bounding (5). The result will allow us to consider the utility of the algo-
rithm in the context of multilevel applications, such as in Section 2.2.
We make the following assumptions.
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(A1) For every n ≥ 0, Gn ∈ Lip(X) ∩ Bb(X).
(A2) For every n ≥ 1, ϕ ∈ Lip(X) ∩ Bb(X) there exists a C < +∞ such that for
s ∈ {f, c}, we have for every (x, y) ∈ X× X
|M sn(ϕ)(x)−M sn(ϕ)(y)| ≤ C|x− y|.
(A3) For every n ≥ 0, there exists a C > 0 such that infx∈XGn(x) ≥ C.
Now define
|‖M fn −M cn‖| := supA supx∈X |M
f
n (ϕ)(x)−M cn(ϕ)(x)|
where A = {ϕ ∈ Bb(X) ∩ Lip(X) : ‖ϕ‖ ≤ 1|}. Set
|‖M f,cn ‖| = max{|‖M f1 −M c1‖|, . . . , |‖M fn −M cn‖|}
‖ηf,cn ‖ = max{‖ηf0 − ηc0‖tv, . . . , ‖ηfn − ηcn‖tv}
‖ηˇWn ‖ = max{
∫
X2
ηˇW0 (d(x
f , xc))(xf − xc)2, . . . ,
∫
X2
ηˇWn (d(x
f , xc))(xf − xc)2}.
Note that we are assuming that ‖ηˇWn ‖ is finite.
Proposition 3.1. Assume (A1-3). Then for any n ≥ 0, ϕ ∈ Bb(X) there exists a
C <∞ such that
σ2,Wn (ϕ, ϕ) ≤ C(|‖M f,cn ‖|2 + ‖ηf,cn ‖2 + ‖ηˇWn ‖)
where σ2,Wn (ϕ, ϕ) is as in (5).
Proof. Follows by Lemma E.4 in Appendix E.
3.2.2 Partially Observed Diffusions
Now in the context of Section 2.2 (see also Section 2.4), we consider the case where
f uses the diffusion with discretization hl and c uses the diffusion with discretization
hl−1. Our objective is to utilize Proposition 3.1 to deduce a complexity type theorem
for an MLPF.
We have (under (D)) by [7, equation (2.4)]
|‖M f,cn ‖| ≤ Chl
and by [17, Lemma D.2]
‖ηf,cn ‖ ≤ Chl
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where in both cases the constant C can depend on n. For any n ≥ 1, we have by [17,
Proposition D.1]∫
X×X
(xfn − xcn)2ηˇWn
(
d(xf , xc)
)
≤ C(hl +
∫ 1
0
(F−1
ηfn−1
(w)− F−1ηcn−1(w))
2dw).
We remark that in the case of n = 0 the upper-bound is Chl. Now, for ease of exposition,
we shall assume that X is compact. This is unrealistic in the setting of Section 2.2, but
can be relaxed. Then one has, by standard results on Wasserstein distances, that∫
X×X
(xfn − xcn)2ηˇWn
(
d(xfn, x
c
n)
)
≤ C(hl + ‖ηfn−1 − ηcn−1‖tv).
Using a simple adaptation of [17, Lemma D.2] and recalling (A1-3), one has
‖ηfn−1 − ηcn−1‖tv ≤ Chl.
Hence we can deduce that there exists a constant C that can depend on n such that
‖ηˇWn ‖ ≤ Chl.
Thus we have shown that
σ2,Wn (ϕ, ϕ) ≤ Chl. (6)
The significance of (6) in a multilevel context is as follows. Following the strategy
described in Section 2.4, if one now runs L MLPFs (with Nl samples) as in Section 2.5
with 1 ≤ l ≤ L, where f uses the diffusion with discretization hl and c uses the diffusion
with discretization hl−1. One also runs a particle filter (with N0 particles) targeting the
predictor with discretization h0 (see e.g. [17]). Then, as a result of our analysis, one
expects that the finite sample variance to be upper-bounded by
C
L∑
l=0
hl
Nl
.
This rate (exponent of hl), in the case that the diffusion coefficient is non-constant,
(in (1)) retains the so-called ‘forward’ rate, i.e., the variance one would obtain when
there is no data and one is exactly sampling the couplings of the euler discretizations.
This is an improvement over the method in [17] and appears to be one of the few cases
in the literature that (mathematically) verifies that the forward rate can be maintained
for filtering, in theory. We can check, using the particle allocations in [13] and [17],
for example, that even with an O(Nl log(Nl)) cost of resampling for the Wasserstein
coupling (worst case) we still improve over the method of [17] in terms of reducing the
cost for a given MSE. This will be further explored in our numerical simulations.
We note that all of the constants in Proposition 3.1 are time dependent. One can deal
with the time behavior with considerable complication of the analysis in Appendix E
(see [20] for instance).
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4 Numerical Experiments
In this section, we numerically compare the complexity of the MLPFs associated with
Algorithms 3 and 4, in Appendix C.
We consider three partially observed diffusions. The exact dynamics of the diffusion
processes are approximated by the Euler-Maruyama numerical scheme between obser-
vation times. Euler-Maruyama is a first order method to approximate SDEs dynamics,
and thus the weak convergence has rate one and the strong convergence has rate one
half, if the diffusion has a non-constant diffusion term, assuming sufficient regularity.
In the case of constant diffusion coefficient, the strong rate of convergence is increased
to one. The strong convergence rate is half the convergence rate of the variance of
the increments between refinement levels, and the weak convergence corresponds to the
bias.
The three diffusion processes are as follows. The first is the Ornstein-Uhlenbeck pro-
cess with constant diffusion considered in [17]; the constant diffusion coefficient leads
to twice the typical rate of strong convergence for the Euler-Maruyama. We then study
a slightly modified version of the stochastic dynamics with a nonlinear diffusion term
in [17], which has the usual rate of strong convergence. Finally, a double-well with
constant diffusion is analyzed. The last example is different from the first two since
the double-well does not satisfy the contractivity condition (22) in Appendix B because
the potential is composed of two wells. We establish that, as the process can jump
between wells, the coupling in Algorithms 3 and 4 can be affected by the bistability of
the process causing the possible split in different wells of the coarse and fine particles in
the couple. The consequence is a degradation of the variance convergence, which signif-
icantly reduces the performance of the MLPF. This issue is relevant for many practical
applications of MLPFs where the underlying SDEs do not possess the contractivity
condition. To deal with this problem and overcome the variance degradation, we use a
version of a change of measure described in [9] and summarized in Appendix B.
We constrain our numerical test to one dimensional dynamics. While Algorithm 3
works in multiple dimensions, the extension of Algorithm 4 to more than one dimension
is the topic of upcoming work. A benefit of studying the one-dimensional case is that
we can compare the MLPF results with more accurate reference solutions, which are
harder to compute in higher dimensions.
For each model, we estimate the parameters that consist of the convergence rates of
the variance, the bias, and the computational complexity. Then we use the estimated
parameters to compute optimal levels (l∗, . . . , L∗) and optimal number of particles Nl∗:L∗
to build MLPFs to satisfy a sequence of decreasing tolerances 0:k. We wish to study the
observed errors and computational times for the MLPFs associated with Algorithms 3
and 4.
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4.1 Model settings
The general diffusion process we consider is
dXt = a(Xt)dt+ b(Xt)dWt, 0 ≤ t ≤ T, (7)
and X0 ∼ µ(·) with µ(·) the initial distribution. Note that the initial distribution
considered here is more general than that of our analysis in previous sections. Here,
{Wt}t∈[0,T ] is a Brownian motion and Xt ∈ R. In all three numerical test cases, the test
function is ϕ(x) = x and final time T = 500, with observations equally spaced at δ = 0.5.
We observe Yn at time nδ, so our data are (y1, . . . , yD), with D = δ
−1T = 1000. We
assume Yn|Xnδ ∼ N (Xnδ, τ 2) with τ specified for each case. The goal is the estimation of
the expected value of the filtering distribution E[ϕ(XDδ)|y1:D]. Details of each example
are described below.
Ornstein-Uhlenbeck (OU) In this example, from [17],
dXt = −θXtdt+ σdWt, 0 ≤ t ≤ T,
with X0 = 0, θ = 1, σ = 0.5, and τ
2 = 0.2.
SDE with a nonlinear diffusion term (NDT) In this slightly modified version
of an example from [17],
dXt = −θXtdt+ σ√
1 +X2t
dWt, 0 ≤ t ≤ T,
X0 ∼ N (0, τ 2),
with θ = 1, σ = 1, and τ 2 = 0.1. It differs from the example in [17] in the distribution
of the observation noise and in the initial distribution.
Double-Well Constant Diffusion Here,
dXt = api(Xt) dt+ σ dWt, 0 ≤ t ≤ T, (8)
X0 ∼ Gpi(x),
with σ = 1, api = −dpidx for a double-well potential pi defined in Appendix A, and Gpi
the equilibrium distribution of the dynamics. The variance of the observation noise is
τ 2 = 0.2.
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4.2 Algorithm settings
To estimate the parameters needed to construct the MLPFs, we consider S = 5
i.i.d. time series. For each time series i, we repeat R = 100 i.i.d. MLPFs on level l with
Nl = 2
13, which is the largest ensemble we consider for the parameter estimation.
We define wl,1n,j,i,u as the weight of the coarser particle in coupled particle j at time
n of the uth repeat for time series i with time step hl. We denote weights on level l = 0
as w0n,j,i,u. The effective sample size at time observation n is defined as
ESSNln,j,i,u =

(∑Nl
j=1
(
wl,1n,j,i,u
)2)−1
, if l > 0,(∑Nl
j=1
(
w0n,j,i,u
)2)−1
, if l = 0,
(9)
with Nl denoting the number of particles on level l. Two separate expressions are
needed as when l = 0 the batch of propagated particles is not coupled.
For the OU and NDT cases, the resampling step by Algorithm 3 or Algorithm 4
is made at observation n if (9) is below a given threshold of ESSNln,j,i,u < Nl/4, while
for the DW case, given the dynamics instability, the resampling is performed at each
observation time.
4.3 Numerical results
4.3.1 Parameter estimation
To build the optimal hierarchies for the MLPFs, as mentioned in the introduction to
Section 4, we need to estimate the variance and the bias convergence rates and the
computational complexity.
We compute the quantity
ϕ̂Nll,n,i,u =
{∑Nl
j=1
(
wl,2n,j,i,uϕ(X
l,2
n,j,i,u)− wl,1n,j,i,uϕ(X l,1n,j,i,u)
)
, if l > 0,∑Nl
j=1w
0
n,j,i,uϕ(X
0
n,j,i,u), if l = 0.
(10)
at each observation time n ∈ {1, . . . , D}, each repeat u ∈ {1, . . . ,R}, and each time
series i ∈ {1, . . . ,S}.
We compute the standard unbiased sample variance V li,n across the repeats ϕ̂Nll,n,i,1:R.
We average V li,n over the observation times and time series to estimate the variance
Vl =
S∑
i=1
(
Nl
D∑
n=1
V li,n/D
)
/S. (11)
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From the same simulations used in (11), the weak convergence rate needed to build the
optimal hierarchy is obtained from the bias estimates
Bl =
S∑
i=1
( D∑
n=1
Q90(ϕ̂
Nl+1
l+1,n,i,1:R)/D
)
/S (12)
with Q90(·) the 90% percentile estimated on quantities ϕ̂Nll,n,i,1:R defined in (10).
The workstation has 47.2 GiB of memory and Intel Xeon processor with twelve CPUs
X5650 with 2.67 GHz; the operating system is Ubuntu 18.04.4 LTS. The numerical test
are programmed in python 3.7.0 and the wall clock times are measured using library
timeit.
We perform three numerical tests to analyze and estimate the computational com-
plexity. Firstly, we consider the computational time of the dynamics to propagate Nl
coupled particles with time step hl up to the final time T . Secondly, we compare it with
the time for resampling Nl coupled particles. The comparison of these two quantities is
important to check which part of the process dominates the total complexity. Finally,
the total cost per coupled particle on level l, Wl, is estimated and used to build the
optimal hierarchies.
Ornstein-Uhlenbeck Now we illustrate the results for the OU case. Level l corre-
sponds to time step hl = δ2
−l.
Figure 1 shows the variance estimated over a grid of various sizes of particle en-
sembles and time steps. If the sample variance (11) is close to the true variance, it
must converge with respect to the time steps but should not converge with respect to
the particle ensemble sizes. Since the diffusion term of the OU process is constant, the
variance convergence is expected to be of rate two. This is the rate that we achieve
when we use Algorithm 4 but it degrades to one with Algorithm 3, consistent with
Corollary 4.4 in [17]. Specifically, the rate estimated for Vl by a least squares fit is 2.07
for Algorithm 4 and 1.27 for Algorithm 3.
The bias, Bl, is in Figure 2. We can observe that it converges with rate close to 1
as expected: rate 0.98 for algorithm 3 and rate 1.06 for algorithm 4.
The left part of Figure 3 shows how the cost of approximating the particle dynamics
depends on the time step and the ensemble size. We observe that the cost is inversely
proportional to hl, as expected, but due to computational overhead it only becomes
approximately proportional to N for N larger than 210. From the right part of Figure 3,
we see that the particle dynamics dominates the resampling costs regardless of which
resampling algorithm is used.
To estimate the computational complexity per coupled particle Wl, we sum the
particle dynamics and resampling cost for the largest tested particle ensemble Nl = 2
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and then normalize with respect Nl. The resulting Wl, shown in the right part of
Figure 3, is approximately inversely proportional to the time step size, hl, as expected.
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Note that since the estimate Wl does not take into account the overhead associated with
computing on a small number of particles, it may lead to suboptimal computational
times.
SDE with a nonlinear diffusion term We use the same setup as in the OU case,
but the results are slightly different from the previous case, since the non-constant
diffusion term affects the variance convergence rate. Indeed, the variance rate of con-
vergence is one for Algorithm 4 and is 1/2 for Algorithm 3, as theoretically predicted
in Corollary 4.4 in [17]. The fitted rates of Vl in Figure 4 is 1.15 for Algorithm 4 and
0.64 for Algorithm 3.
The bias, Bl, which we theoretically expect to converge with rate one, converges
with rate 0.9 in Figure 5 with Algorithm 4, while it degrades to 0.74 with Algorithm 3.
To avoid giving an unfair disadvantage to Algorithm 3 compared to Algorithm 4, we use
the estimated rate from Algorithm 4 to build optimal hierarchies for both resampling
algorithms.
A numerical illustration of the dynamics and resampling costs are completely analo-
gous to displayed results for the OU case in Figure 3. The computational complexity per
coupled particle Wl is estimated as described for the OU case, and shown in Figure 6.
We observe the expected rate of one.
Double-Well Constant Diffusion For this numerical test, level l corresponds to
time step hl = δ2
−(4+l). Here, the coarsest discretization time step is chosen to be
smaller than the time between observation, δ, due to stability constraints of the numer-
ical scheme. Unlike in the previous two examples, the drift coefficient function of the
DW model is not globally Lipschitz, but it satisfies only the one-sided Lipschitz condi-
tion (23). To guarantee the stability of the simulations in an infinite time interval, the
time step has to satisfy Assumption 8 in [10].
For the DW case, we directly compare the obtained averaged variance convergence
with and without the change of measure described in Appendix B for both algorithms
in Figure 8. Although we do not observe a drastic change with or without the change
of measure with Algorithm 3, the variance convergence is substantially improved with
Algorithm 4 and small particle ensemble sizes. Therefore, we implement the change of
measure for both algorithms in the construction of the MLPFs.
We expect to observe the same convergence for DW as for OU, since both have
constant diffusion coefficients. Using the change of measure, the measured convergence
rate for Vl as in (11) is 2.23 for Algorithm 4 and 1.15 for Algorithm 3.
In Figure 9, the bias Bl converges nearly with rate one; the rate with Algorithm 4 is
1.1 and 1.05 with Algorithm 3. Figure 10 shows that computational work per coupled
particle, Wl, is inversely proportional to hl, as expected.
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4.3.2 Creation of the MLPF estimators from the determined parameters
Having determined the parameters Bl, Vl, and Wl as described in the previous section,
we fix a sequence of decreasing tolerances
k = 1
(
1√
2
)k
, (13)
with 1 = 3/100, for the convergence study. For the OU and NDT cases, k ∈ {0, . . . , 8},
while for the DW case, k ∈ {0, . . . , 9}. With the specified k, we use the estimated vari-
ances Vl and biases Bl to compute the optimal levels (l
∗, . . . , L∗) and coupled particles
on each level N∗l∗:L∗ for the MLPFs via Algorithm 1 described in Section 5.2.2 in [1].
The algorithm is briefly described below.
The goal of the algorithm is to determine an MLPF, ϕ∗,L
∗
k,i (XT ), that, for time series
i, satisfies
|E[ϕ(XT )]− ϕ∗,L∗k,i (XT )| ≤ k, with probability 1− ξ, for 0 < ξ  1, (14)
and that has the minimum computational cost among the set of all the feasible MLPFs.
To satisfy the failure probability (14), we control the bias and the statistical error
separately by introducing a parameter φ ∈ (0, 1) and requiring
|E[ϕ(XT )− ϕ∗,Lk,i (XT )]| ≤ (1− φ)k (15)
P [|E[ϕ∗,L∗k,i (XT )]− ϕ∗,L
∗
k,i (XT )| > φk] ≤ ξ. (16)
To satisfy (16), the asymptotic normality of coupled particle filters, in Theorem 3.1,
motivates the requirement
Var[ϕ∗,L
∗
k,i (XT )] ≤
(
φk
Cξ
)2
, (17)
where Cξ is a confidence parameter such that Φ(Cξ) = 1 − ξ2 with Φ the cumulative
distribution function of a standard normal random variable. Here, we fix Cξ = 2, which
corresponds to ξ ≈ 0.05.
Given the available time step sizes, hl = h02
−l, l = 0, 1, . . . , the MLPF is char-
acterized by the included time step sizes, corresponding to levels l = l0, . . . , L with
0 ≤ l0 ≤ L, and the number of particles {Nl}Ll=l0 . Here, L must be large enough for
the bias estimate, BL, to satisfy the bias constraint (15) for some φ ∈ (0, 1). Any
permissible choice of L implicitly defines φ = 1−BL/k and thus the constraint on the
permissible variance in (17). Given l0 and L, the optimal number of particles are given
by
Nl =

(
Cξ
φk
)2√
Vl
Wl
L∑
l=l0
√
VlWl
 ,
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as in standard MLMC. Finally, the optimal MLPF (l∗0, L
∗, N∗l∗0 :L∗) is obtained by mini-
mizing the estimated work, W =
∑L
l=l0
WlNl, over all permissible choises of l0 and L.
The estimated optimal hierarchies for the OU, NDT, and DW examples are given in
Table 2, 3, and 4 respectively.
To study the accuracy and the efficiency of the MLMF with resampling by Algo-
rithm 3 and Algorithm 4, respectively, we generate 100 i.i.d. time series. For the ith
such time series and given tolerance k, the MLPF estimator is defined as
ϕ∗,L
∗
k,i (XT ) =
L∗∑
l=l∗0
ϕ̂
N∗l
l,n,i,1, (18)
with ϕ̂
N∗l
l,n,i,1 in (10) and N
∗
l the optimal number of coupled particles on level l for a
given k. In the case where l0 > 0, the estimators in (10) use the single level particle
filter on level l = l0 and the coupled particles filters on all subsequent levels l > l0.
4.3.3 Observed errors and computational times for the constructed MLPFs
For each time series i ∈ {1, . . . , 100}, we compute the reference solution ϕ̂ex,i(XT ) of the
expected value of the filtering distribution E[ϕ(XT )|y1:D]. For the OU case, the reference
solution is the exact one computed by the Kalman Filter, while for the NDT and
DW cases, we approximate the solution of the corresponding Fokker-Planck equations
numerically with accuracies that guarantee the numerical errors to be negligible in the
numerical experiments.
The error compared to the reference solution is
Ek,i = |ϕ̂ex,i(XT )− ϕ∗,L∗k,i (XT )|. (19)
The goal is to obtain errors {Ek,i}100u=1 bounded by k with high probability; with the
choice of Cξ above, we expect this goal to be satisfied in around 95% of cases.
We estimate the total cost of generating ϕ∗,L
∗
k,u (XT ) and compare to the theoretical
complexity.
Ornstein-Uhlenbeck (OU) The results are illustrated in Figures 11 and 12. Fig-
ure 11 displays the errors {Ek,i}100i=1 for the sequence of tolerances (13). On average 3%
of the errors are larger than the corresponding tolerances when using Algorithm 3 and
5% with Algorithm 4. In Figure 12, we observe that the asymptotic computational
time is proportional to −2 with Algorithm 4, while it is proportional to −2 log()2 with
Algorithm 3, as theoretically predicted.
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SDE with a nonlinear diffusion term (NDT) Figure 13 shows higher rates of
failure to meet the the prescribed tolerance than in the OU case for both resampling
algorithms. For Algorithm 3 and 4 the failure rates are on average 12% and 8%,
respectively. Figure 14 shows that the actual complexity of the MLPFs is −2 log()2
with Algorithm 4 and −3 with Algorithm 3. The increased complexity compared to
the OU case is due to the lower rate of strong convergence.
Double-Well Constant Diffusion (DW) Here, the errors for the given tolerances
are shown in Figure 15. Using Algorithm 3, the rate of failure is on average 7%, while
using Algorithm 4, it is on average 4%. It can be seen in Figure 16 that the observed
computational times agree well with the theoretically expected asymptotic complexities,
which are −2 when Algorithm 4 is used, and −2 log()2 with Algorithm 3.
Conclusions of the numerical experiments We can observe that for the OU and
DW cases, the percentage of the independent runs that fail to meet the error tolerance
is close to the target of 5% used for the MLPFs construction. The rate of failure is
slightly higher for the NDT case but this rate can likely be improved by increasing the
numbers of independent time series used for the parameter estimations.
The actual work for the three numerical cases is in agreement with the theoretically
predicted complexity. Thus, we can conclude that, for a fixed decreasing sequence of tol-
erances, the MLPFs using the proposed resampling by Algorithm 4 are asymptotically
cheaper than those using resampling by Algorithm 3.
A Double-Well potential
This numerical example has a state switching behaviour, illustrated in Figure 7, which
is relevant to many potential applications of MLPFs. The drift coefficient of the double-
well diffusion equation (8) is api = −dpidx with pi the double-well potential
pi(x) =

k1x+ (x
2 − 1)2 , |x| ≤ k2,
k1x+
∑4
j=0 cj (|x| − k2)j , k2 < |x| ≤ 2k2,
k1x+
∑2
j=0 ĉj (|x| − 2k2)j , |x| > 2k2,
(20)
and with parameters defined in Table 1. That is,
api(x) =

−k1 − 4x (x2 − 1) , |x| ≤ k2,
−k1 − sgn(x)
∑4
j=1 jcj (|x| − k2)j−1 , k2 < |x| ≤ 2k2,
−k1 − sgn(x) (ĉ1 + 2ĉ2 (|x| − 2k2)) , |x| > 2k2.
The potential has been adjusted to quadratic growth outside an interval containing the
two potential minima so that the drift coefficient function only grows linearly. To this
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end, a parameter k2 ≥
√
2 is chosen such that the tilted double-well potential is kept in
[−k2, k2] and the potential is a second degree polynomial outside [−2k2, 2k2]. By this
construction, the drift coefficient function is in C2(R) and has linear growth outside the
interval [−2k2, 2k2].
The initial distribution is taken to be the Gibbs’ measure, Gpi, defined as
Gpi(x) = e
− 2
σ2
pi(x)∫ +∞
−∞ e
− 2
σ2
pi(x)dx
. (21)
The measure Gpi corresponds to the equilibrium distribution of the stochastic dynamics.
Parameters Value
k1 Tilt of double well; |k1| <
√
64
27
√
2
12
k2 Half length of unchanged interval; k2 ≥
√
2
√
2
Stationary Points (Depending on k1)
rj
2√
3
cos
(
1
3
arccos
(
−3
√
3k1
8
)
− 2pij
3
)
, j = 0, 1, 2
-1.0144
0.0295
0.9849
Polynomial Coefficients (Depending on k2)
c0 (k
2
2 − 1)2 1
c1 4k2 (k
2
2 − 1) 4
√
2
c2 2 (3k
2
2 − 1) 10
c3 4k2 4
√
2
c4 −1 −1
ĉ0 14k
4
2 − 8k22 + 1 41
ĉ1 c2c3 40
√
2
ĉ2 2 (6k
2
2 − 1) 22
Stability Bound Euler-Maruyama (Depending on k2)
hmax
1
ĉ2
1
22
Table 1: Constants and parameters in the tilted double-well drift (8) and potential (20).
B Change of measure
The change of measure described here is introduced in [9] for the case in which the
dynamics (7) have constant diffusion coefficient σ = 1. We generalize the calculations
for a generic constant σ.
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Suppose that the dynamics (7) does not satisfy the contractivity condition
〈x− y, a(x)− a(y)〉 ≤ −λ‖x− y‖2. (22)
A change of measure that recovers property (22) can be constructed by introducing
a spring term with strength S ∈ R in the drift, provided that S > λ
2
, where λ is
determined by the one-sided Lipschitz condition
〈x− y, a(x)− a(y)〉 ≤ λ‖x− y‖2. (23)
The objective here is a construction in continuous time that will be well approx-
imated with MLMC. In a standard multilevel setup, given a diffusion dynamics (7),
coarse and fine paths are simulated on two different measures, Q1 and Q2, respectively,
so
dX1t = a(X
1)dt+ b(X1t )dW
Q1
t (24a)
dX2t = a(X
2)dt+ b(X2t )dW
Q2
t (24b)
The change of measure consists in considering diffusion dynamics (24a) and (24b) under
a common measure P
dU1t = S(U
2
t − U1t )dt+ a(U1t )dt+ σdW Pt ,
dU2t = S(U
1
t − U2t )dt+ a(U2t )dt+ σdW Pt .
With quantity of interest ϕ(·), it holds by the Girsanov theorem that,
EQ2
[
ϕ(X2t )
]− EQ1[ϕ(X1t )] = EP[ϕ(U2t )dQ2dP − ϕ(U1t )dQ1dP
]
= 0 (25)
where dQ
2
dP and
dQ1
dP are Radon-Nikodym derivatives.
Assume that {Zt} follows the dynamics modeled by an SDE with a standard Brow-
nian motion {Wt}t≥0, as in (7). If we discretize the SDE with time step h by Euler-
Maruyama, we obtain {Ztn}n∈N. We define the function
R(Ztn+1 , Ztn , S, h) = exp
(
− 〈∆Wn, S〉
σ
− ‖S‖
2h
2σ2
)
, (26)
with ∆Wn = Wtn+1 −Wtn . Then the Radon-Nikodym derivatives at time p are dis-
cretized as
dQ2
dP
∣∣∣∣
p
∼ Rl,2p =
2l−1∏
q=0
R
(
U l,2p+hl(q+1), U
l,2
p+hlq
, S(U l,1p+hlq − U
l,2
p+hlq
), hl
)
(27)
dQ1
dP
∣∣∣∣
p
∼ Rl,1p =
2l−1−1∏
q=0
R
(
U l,1p+hl(2q+2), U
l,1
p+hl2q
, S(U l,2p+hl2q − U
1,l
p+hl2q
), hl−1
)
(28)
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where hl and hl−1 are time step sizes. It follows that (25) is discretized at time obser-
vation k as
EQ2
[
ϕ(X l,2k )
]− EQ1[ϕ(X l,1k )] = EP
[
ϕ(U l,2k )
k∏
p=1
Rl,2p − ϕ(U l,1k )
k∏
q=1
Rl,1p
]
. (29)
B.1 Particle filter in presence of change of measure
We consider the predictor, firstly where no approximation is given, then with a Euler
approximation and finally a combination of Euler and the particle/ML filter.
In the absence of bias, the predictor of the particle filter at time k is
ηk(ϕ) =
E
[
ϕ(Xk)
∏k−1
p=0 Gp(Xp)
]
E
[∏k−1
p=1 Gp(Xp)
] (30)
where Gp is the likelihood density of the data point at observation time p and the
expectation is w.r.t. the law of the diffusion process. Discretizing (30) gives
ηlk(ϕ) =
El
[
ϕ(X lk)
∏k−1
p=0 Gp(X
l
p)
]
El
[∏k−1
p=0 Gp(X
l
p)
] ,
where now the expectation is w.r.t. the law of the Euler discretized diffusion with time
step hl. If we consider the change of measure for two dynamics on consecutive time
step sizes, X l,1k and X
l,2
k , the predictor at time k is:
ηl,ik (ϕ) =
El,i
[
ϕ(X l,ik )R
l,i
k
∏k−1
p=0 R
l,i
p Gp(X
l,i
p )
]
El,i
[
Rl,ik
∏k−1
p=0 R
l,i
p Gp(X
l,i
p )
] , i = 1, 2.
with Rl,1p , R
l,1
k and R
l,2
p , R
l,2
k in (28) and (27), respectively. Consequently, the estimate
of the predictors given a coupled particle ensemble {X l,2j , X l,1j }Nlj=1, without resampling
is
η̂l,ik (ϕ) =
∑Nl
j=1 ϕ(X
l,i
k,j)R
l,i
k,j
∏k−1
p=0 R
l,i
p,jGp(X
l,i
k,j)∑Nl
j=1R
l,i
k,j
∏k−1
p=0 R
l,i
p,jGp(X
l,i
k,j)
, i = 1, 2.
If we resample at each observation time, then
η̂l,ik (ϕ) =
∑Nl
j=1 ϕ(X
l,i
k,j)R
l,i
k,j∑Nl
j=1R
l,i
k,j
, i = 1, 2
and the difference is simply
∆ηlk(ϕ) = η̂
l,2
k (ϕ)− η̂l,1k (ϕ).
Similar calculations can be performed for the filter, but are omitted.
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C Algorithm Listings
C.1 Resampling Algorithms
Here, we describe the two alternative resampling algorithms used with MLPFs in the
present paper.
Particle Index Coupled Resampling Algorithm This is Algorithm 1, page 3074
in [17]; listed as Algorithm 3 here for completeness. The idea behind Algorithm 3 is to
minimize the probability of decoupling of the coarse and fine trajectories in the resam-
pling step. However, this minimization comes with the cost of complete decoupling of
the trajectories that are decoupled, in contrast to Algorithm 4 proposed in this paper,
which aims to correlate the coarse and fine particles of any pair through the CDF.
In the following, we denote by F−1 the generalized inverse of a CDF, that is
F−1(y) = inf{s : F (s) ≥ y}.
Algorithm 3 is based on this inverse of a CDF over the integer range of particle integers.
Complexity All five computations in the first eight lines of Algorithm 3 areO(N).
To find the indices I or (I1, I2), for each of the N steps in the loop on lines 9–21, one
performs a search in a sorted array. An efficient algorithm to do so is the Binary
Search Algorithm, which has average cost O(logN). It follows that the total cost is
O(N · logN).
CDF Coupled Resampling Algorithm This algorithm is based on inverting the
empirical cumulative density function (CDF) of the particle positions, in one dimension,
in order to obtain correlated coarse and fine level samples even after resampling. This
procedure is described in Algorithm 4.
Complexity In Algorithm 4, line 1, we sort two arrays of size N , which can be
done in average complexity O(N logN), using, for example, the Quicksort Algorithm.
In line 2, the complexity of creating the reweighted empirical CDFs is O(N). In line 5,
as pointed out before, the searches through two sorted arrays are done by Binary Search,
at cost O(logN). We conclude that the total complexity of Algorithm 4 is O(N logN).
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Algorithm 3 Coupled Resampling through Particle Indices (from paper [17])
Input: N particle pairs {X1n, X2n}Nn=1 and normalized weights {w1n, w2n}Nn=1.
Output: N particle pairs {X˜1n, X˜2n}Nn=1 and normalized weights {w˜1n, w˜2n}Nn=1.
Note: All random variables sampled are mutually independent.
1: for n=1:N do . Compute overlapping part of probabilities on 1, . . . , N
2: wminn ← min {w1n, w2n}
3: end for
4: α←∑Nn=1wminn
5: for n=1:N do . Compute cumulative distributions on 1, . . . , N
6: F0(n)←
∑n
j=1w
min
j /α = F0(n− 1) + wminn /α . Shared emprical CDF
7: Fj(n)←
∑n
i=1(w
j
i − wmini )/(1− α), for j = 1, 2 . Distinct emprical CDFs
8: end for
9: for n=1:N do
10: Sample Vn ∼ U(0, 1).
11: if Vn < α then . With probability α sample the same index for both.
12: Sample Un ∼ U(0, 1).
13: I ← F0−1(Un)
14: {X˜1n, X˜2n} ← {X1I , X2I }
15: else . With probability 1− α sample the indices independently.
16: Sample Pn ∼ U(0, 1) and Qn ∼ U(0, 1) independently.
17: {I1, I2} ← {F−11 (Pn), F−12 (Qn)}
18: {X˜1n, X˜2n} ← {X1I1 , X2I2}
19: end if
20: (w˜1n, w˜
2
n)← (1/N, 1/N)
21: end for
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Algorithm 4 Coupled Resampling through inverse CDF
Input: N particle pairs {X1n, X2n}Nn=1 and normalized weights {w1n, w2n}Nn=1.
Output: N particle pairs {X˜1n, X˜2n}Nn=1 and normalized weights {w˜1n, w˜2n}Nn=1.
Note: All random variables sampled are mutually independent.
1: Sort {X in, win}Nn=1 = {X iIin , wiIin}Nn=1, with I in the index array that sorts {X in}Nn=1, for
i = 1, 2.
2: Fi(n)←
∑n
j=1w
i
j, for i = 1, 2.
3: for n=1:N do
4: Sample Un ∼ U(0, 1)
5: {q1n, q2n} ← {F−11 (Un), F−12 (Un)}
6: {X˜1n, X˜2n} ← {X1q1n , X
2
q2n
}
7: (w˜1n, w˜
2
n)← (1/N, 1/N)
8: end for
D Proofs for the CLT
The underlying strategy is that used in [20] and we share various notational conven-
tions and approaches used in that article. The main new results in this paper are
Lemmata D.2-D.5. The other results have parallels in [20] but are included for com-
pleteness (note that Appendix C of this article differs from [20]). We set for µ ∈P(X),
s ∈ {f, c}, ϕ ∈ Bb(X), n ≥ 1
Φsn(µ)(ϕ) =
µ(Gn−1M sn(ϕ))
µ(Gn−1)
.
Denote the sequence of non-negative kernels {Qsn}n≥1, s ∈ {f, c}, Qsn(x, dy) = Gn−1(x)M sn(x, dy)
and for ϕ ∈ Bb(X), xp ∈ X
Qsp,n(ϕ)(xp) =
∫
Xn−p
ϕ(xn)
n−1∏
q=p
Qsq+1(xq, dxq+1)
0 ≤ p < n and in the case p = n, Qsp,n(ϕ)(x) = ϕ(x). Now denote for 0 ≤ p < n,
s ∈ {f, c}, ϕ ∈ Bb(X), xp ∈ X
Dsp,n(ϕ)(xp) =
Qsp,n(ϕ− ηsn(ϕ))
ηsp(Q
s
p,n(1))
in the case p = n, Dsp,n(ϕ)(x) = ϕ(x)− ηsn(ϕ).
For p ≥ 0, ϕ ∈ Bb(X), s ∈ {f, c}
V N,sp (ϕ) =
√
N [ηN,sp − Φsp(ηN,sp−1)](ϕ)
28
with the convention that V N,s0 (ϕ) =
√
N [ηN,s0 − η0)](ϕ). For n > 0, 0 ≤ p ≤ n − 1,
ϕ ∈ Bb(X), s ∈ {f, c},
RN,sp+1(D
s
p,n(ϕ)) =
ηN,sp (D
s
p,n(ϕ))
ηN,sp (Gp)
[ηsp(Gp)− ηN,sp (Gp)].
Now we note that, using the calculations in [2, 8]
√
N [ηˇN,Wn − ηˇWn ](ϕ⊗ 1− 1⊗ ψ) =
n∑
p=0
{V N,fp (Dfp,n(ϕ))− V N,cp (Dcp,n(ψ))}+
√
N
n−1∑
p=0
{RN,fp+1(Dfp,n(ϕ))−RN,cp+1(Dcp,n(ψ))}.(31)
Proof of Theorem 3.1. The proof follows immediately from (31), Lemma D.1, and Propo-
sition D.2.
D.1 Technical Results
Proposition D.1. For any n ≥ 0, s ∈ {f, c}, p ≥ 1 there exists a C < +∞ such that
for any ϕ ∈ Bb(X), N ≥ 1
E[|[ηN,sn − ηsn](ϕ)|p]1/p ≤
C‖ϕ‖√
N
.
Proof. This can be proved easily, e.g., by the induction strategy in [6, Proposition
2.9].
Lemma D.1. For any n > 0, 0 ≤ p ≤ n− 1, ϕ ∈ Bb(X), s ∈ {f, c},
√
NRN,sp+1(D
s
p,n(ϕ))→P 0.
Proof. By Proposition D.1 ηN,sp (Gp) converges in probability to a well-defined limit.
Hence, we need only show that
√
NηN,sp (D
s
p,n(ϕ))[η
s
p(Gp)− ηN,sp (Gp)]
will converge in probability to zero. By Cauchy-Schwarz:
√
NE[|ηN,sp (Dsp,n(ϕ))[ηsp(Gp)−ηN,sp (Gp)]|] ≤
√
NE[|ηN,sp (Dsp,n(ϕ))|2]1/2E[|[ηsp(Gp)−ηN,sp (Gp)]|2]1/2.
Applying Proposition D.1 it easily follows that there is a finite constant C < +∞ that
does not depend upon N such that
√
NE[|ηN,sp (Dsp,n(ϕ))[ηsp(Gp)− ηN,sp (Gp)]|] ≤
C√
N
.
This bound allows one to easily conclude the following lemma.
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Lemma D.2. For any p ≥ 0, ϕ ∈ Bb(X), s ∈ {f, c}
E[V N,sp (ϕ)] = 0
lim
N→+∞
E[V N,sp (ϕ)2] = ηsp((ϕ− ηsp(ϕ))2).
Proof. E[V N,sp (ϕ)] = 0 follows immediately from the expression, so we focus on the
second property.
E[V N,sp (ϕ)2] =
1
N
N∑
i=1
E[(ϕ(X i,sp )− Φsp(ηN,sp−1)(ϕ))2]
= E[ϕ(X1,sp )2]− E[Φsp(ηN,sp−1)(ϕ)2]
Φsp(η
N,s
p−1)(ϕ) is a bounded random quantity and moreover by Proposition D.1 it con-
verges in probability to ηsp(ϕ). Hence, by [3, Theorem 25.12], limN→+∞ E[Φsp(η
N,s
p−1)(ϕ)
2] =
ηsp(ϕ)
2. Hence, we consider
E[ϕ(X1,sp )2] = E[
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)] + ηsp(ϕ2).
By Jensen
E[
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)] ≤ E[|
1
N
N∑
i=1
ϕ(X i,sp )
2 − ηsp(ϕ2)|2]1/2
and hence we conclude via Proposition D.1 that
lim
N→+∞
E[ϕ(X1,sp )2] = ηsp(ϕ2)
and the result thus follows.
Lemma D.3. For any n ≥ 0, s ∈ {f, c}, x ∈ X
FηN,sn (x)→P Fηsn(x).
Proof. Follows immediately from Proposition D.1.
Lemma D.4. For any n ≥ 0, s ∈ {f, c}, x ∈ [0, 1]
F−1
ηN,sn
(x)→P F−1ηsn (x).
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Proof. We will show that F−1
ηN,sn
(x) ⇒ F−1ηsn (x), which will allow us to conclude. Let
x ∈ [0, 1], t ∈ X be fixed, then we have
P(F−1
ηN,sn
(x) ≤ t) = P(FηN,sn (t) ≥ x) = 1− P(FηN,sn (t) ≤ x).
If t is such that Fηsn(t) > x then by Lemma D.3
lim
N→∞
P(F−1
ηN,sn
(x) ≤ t) = 1
and, respectively, if t is such that Fηsn(t) < x, then by Lemma D.3
lim
N→∞
P(F−1
ηN,sn
(x) ≤ t) = 0.
Hence, F−1
ηN,sn
(x)⇒ F−1ηsn (x), which completes the proof.
Lemma D.5. Suppose that Mˇn is Feller for every n ≥ 1. Then for any n ≥ 1,
ϕ ∈ Cb(X× X):
lim
N→∞
E[ΦˇWn (η
N,f
n−1, η
N,c
n−1)(ϕ)] = Φˇ
W
n (η
f
n−1, η
c
n−1)(ϕ).
Proof.
ΦˇWn (η
N,f
n−1, η
N,c
n−1)(ϕ) =
∫ 1
0
Mˇn(ϕ)(F
−1
ηN,fn−1
(w), F−1
ηN,cn−1
(w))dw.
By Lemma D.4 and the Feller property of Mˇn
Mˇn(ϕ)(F
−1
ηN,fn−1
(w), F−1
ηN,cn−1
(w))→P Mˇn(ϕ)(F−1
ηfn−1
(w), F−1ηcn−1(w))
and hence the proof is completed via [3, Theorem 25.12].
Lemma D.6. Suppose that Mˇn is Feller for every n ≥ 1. Then for any p ≥ 0,
ϕ, ψ ∈ Cb(X),
lim
N→+∞
E[V N,fp (ϕ)V N,cp (ψ)] = ηˇWp (ϕ⊗ ψ)− ηfp (ϕ)ηcp(ψ).
Proof. We have
E[V N,fp (ϕ)V N,cp (ψ)] = N
(
E[ηN,fp (ϕ)ηN,cp (ψ)]− E[ηN,fp (ϕ)Φcp(ηN,cp−1)(ψ)]−
E[Φfp(η
N,f
p−1)(ϕ)η
N,c
p (ψ)] + E[Φfp(η
N,f
p−1)(ϕ)Φ
c
p(η
N,c
p−1)(ψ)]
)
= N
(
E[ηN,fp (ϕ)ηN,cp (ψ)]− E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)]
)
.
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Now
NE[ηN,fp (ϕ)ηN,cp (ψ)] =
1
N
N∑
i=1
N∑
j=1
E[ϕ(X i,fp )ψ(X i,cp )]
= E[ΦˇWp (η
N,f
n−1, η
N,c
n−1)(ϕ⊗ ψ)] + (N − 1)E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
Thus,
E[V N,fp (ϕ)V N,cp (ψ)] = E[ΦˇWp (η
N,f
n−1, η
N,c
n−1)(ϕ⊗ ψ)]− E[Φfp(ηN,fp−1)(ϕ)Φcp(ηN,cp−1)(ψ)].
The result now follows by Lemma D.5 and Proposition D.1 with [3, Theorem 25.12].
Define for p ≥ 0, ϕ, ψ ∈ Bb(X).
V Np (ϕ, ψ) = V
N,f
p (ϕ)− V N,cp (ψ).
Proposition D.2. Let n ≥ 0, then for any (ϕ0, . . . , ϕn) ∈ Cb(X)n+1, (ψ0, . . . , ψn) ∈
Cb(X)n+1, (V N0 (ϕ0, ψ0), . . . , V Nn (ϕn, ψn)) converges in distribution to a (n+1)−dimensional
Gaussian random variable with zero mean and diagonal covariance matrix, with the
p ∈ {0, . . . , n} diagonal entry
ηˇWp ({(ϕp ⊗ 1− 1⊗ ψp)− ηˇWp (ϕp ⊗ 1− 1⊗ ψp)}2).
Proof. This follows by using almost the same exposition and proofs as [5], pp. 293-
294, Theorem 9.3.1 and Corollary 9.3.1 and the results (of this paper) Lemma D.2 and
Lemma D.6. The proof is thus omitted.
E Proofs for the Asympotic Variance
Lemma E.1. Assume (A1-2). Then for any n ≥ 1, 0 ≤ p < n, s ∈ {f, c}, ϕ ∈
Lip(X) ∩ Bb(X), Qsp,n(ϕ) ∈ Lip(X) ∩ Bb(X).
Proof. The boundedness is clear, so we concentrate on the Lipschitz property. The
proof is by induction, starting with the case p = n − 1. Throughout, C is a constant
whose value may change from line-to-line and may depend on n, p, ϕ,Gn, but critically
does not depend on s ∈ {f, c}. We have for any (x, y) ∈ X2
|Qsn(ϕ)(x)−Qsn(ϕ)(y)| = |[Gn−1(x)−Gn−1(y)]M sn(ϕ)(x)+Gn−1(y)[M sn(ϕ)(x)−M sn(ϕ)(y)]|.
Applying the triangular inequality with (A1) for the left term on the R.H.S. and (A2)
for the other term yields
|Qsn(ϕ)(x)−Qsn(ϕ)(y)| ≤ C|x− y|.
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We assume the result for a given p+ 1 and consider p. Then for any (x, y) ∈ X2
|Qsp,n(ϕ)(x)−Qsp,n(ϕ)(y)| = |[Gp(x)−Gp(y)]M sp+1(Qsp+1,n(ϕ))(x) +
Gp(y)[M
s
p+1(Q
s
p+1,n(ϕ))(x)−M sp+1(Qsp+1,n(ϕ))(y)]|.
Then
|Qsp,n(ϕ)(x)−Qsp,n(ϕ)(y)| ≤ |Gp(x)−Gp(y)|M sp+1(Qsp+1,n(ϕ))(x) +
‖Gp‖|M sp+1(Qsp+1,n(ϕ))(x)−M sp+1(Qsp+1,n(ϕ))(y)|.
Clearly by (A1)
|Gp(x)−Gp(y)|M sp+1(Qsp+1,n(ϕ))(x) ≤ C|x− y|.
By the induction hypothesis and (A2)
‖Gp‖|M sp+1(Qsp+1,n(ϕ))(x)−M sn(Qsp+1,n(ϕ))(y)| ≤ C|x− y|
and so one can easily conclude the proof from here.
Lemma E.2. Assume (A1-2). Then for any n ≥ 1, 0 ≤ p < n, ϕ ∈ Lip(X) ∩ Bb(X)
there exists a C < +∞ such that for any x ∈ X
|Qfp,n(ϕ)(x)−Qcp,n(ϕ)(x)| ≤ C|‖M f,cn ‖|.
Proof. Throughout, C is a constant whose value may change from line-to-line and may
depend on n, p, ϕ,Gn. We have the decomposition
Qfp,n(ϕ)(x)−Qcp,n(ϕ)(x) =
n∑
k=p+1
[Qcp,k−1(Q
f
k−1,n(ϕ))(x)−Qcp,k(Qfk,n(ϕ))(x)].
We only consider the summand, which is
[Qcp,k−1(Q
f
k−1,n(ϕ))(x)−Qcp,k(Qfk,n(ϕ))(x)] = Qcp,k−1([Qfk −Qck](Qfk,n(ϕ)))(x).
By Lemma E.1 Qfk,n(ϕ) ∈ Lip(X) ∩ Bb(X), so
|[Qfk −Qck](Qfk,n(ϕ))(x)| = |Gk−1(x)[M fk −M sk ](Qfk,n(ϕ))(x)|
=
∣∣∣Gk−1(x)‖Qfk,n(ϕ)‖[M fk −M sk ]( Qfk,n(ϕ)‖Qfk,n(ϕ)‖
)
(x)
∣∣∣
≤ C|‖M fk −M sk‖|
≤ C|‖M f,cn ‖|.
Thus, it easily follows that
|Qfp,n(ϕ)(x)−Qcp,n(ϕ)(x)| ≤ C|‖M f,cn ‖|.
33
Lemma E.3. Assume (A1-3). Then for any n ≥ 1, 0 ≤ p < n, ϕ ∈ Lip(X) ∩ Bb(X)
there exist a C < +∞ such that for any (x, y) ∈ X× X∣∣∣ Qfp,n(ϕ)(x)
ηfp (Q
f
p,n(1))
− Q
c
p,n(ϕ)(y)
ηcp(Q
c
p,n(1))
∣∣∣ ≤ C(|x− y|+ ‖ηfp − ηcp‖tv + |‖M f,cn ‖|)
where C does not depend on ηfp , η
c
p.
Proof. Throughout, C is a constant whose value may change from line-to-line and may
depend on n, p, ϕ,Gn. We have
Qfp,n(ϕ)(x)
ηfp (Q
f
p,n(1))
− Q
c
p,n(ϕ)(y)
ηcp(Q
c
p,n(1))
=
1
ηfp (Qp,n(1))
[Qfp,n(ϕ)(x)−Qcp,n(ϕ)(y)]+
Qcp,n(ϕ)(y)
ηfp (Q
f
p,n(1))ηcp(Q
c
p,n(1))
[ηcp(Q
c
p,n(1))−ηfp (Qfp,n(1))]
(32)
we deal with the two terms on the R.H.S. of (32) separately.
For the first term, by (A3) ηfp (Qp,n(1))
−1 ≤ C and then
|Qfp,n(ϕ)(x)−Qcp,n(ϕ)(y)| ≤ |Qfp,n(ϕ)(x)−Qcp,n(ϕ)(x)|+ |Qcp,n(ϕ)(x)−Qcp,n(ϕ)(y)|.
Applying Lemma E.1 for the second term on the R.H.S. and Lemma E.2 for the first
term
|Qfp,n(ϕ)(x)−Qcp,n(ϕ)(y)| ≤ C(|‖M f,cn ‖|+ |x− y|).
Hence, ∣∣∣ 1
ηfp (Qp,n(1))
[Qfp,n(ϕ)(x)−Qcp,n(ϕ)(y)]
∣∣∣ ≤ C(|‖M f,cn ‖|+ |x− y|). (33)
For the second term on the R.H.S. of (32), by (A1) and (A3)
Qcp,n(ϕ)(y)
ηfp (Q
f
p,n(1))ηcp(Q
c
p,n(1))
≤ C.
Then
|ηcp(Qcp,n(1))− ηfp (Qfp,n(1))| ≤ |[ηcp − ηfp ](Qcp,n(1))|+ |ηfp (Qcp,n(1)−Qfp,n(1))|.
Clearly,
|[ηcp − ηfp ](Qcp,n(1))| = ‖Qcp,n(1)‖
∣∣∣[ηcp − ηfp ]( Qcp,n(1)‖Qcp,n(1)‖
)∣∣∣ ≤ C‖ηfp − ηcp‖tv.
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By Lemma E.2
|ηfp (Qcp,n(1)−Qfp,n(1))| ≤ C|‖M f,cn ‖|.
Thus, we have shown that∣∣∣ Qcp,n(ϕ)(y)
ηfp (Q
f
p,n(1))ηcp(Q
c
p,n(1))
[ηcp(Q
c
p,n(1))− ηfp (Qfp,n(1))]
∣∣∣ ≤ C(‖ηfp − ηcp‖tv + |‖M f,cn ‖|). (34)
Combining (32) with (33) and (34) completes the proof.
Lemma E.4. Assume (A1-3). Then for any n ≥ 1, 0 ≤ p < n, ϕ ∈ Lip(X) ∩ Bb(X),
there exists a C < +∞ such that for any (x, y) ∈ X× X
|Dfp,n(ϕ)(x)−Dcp,n(ϕ)(y)| ≤ C
(
|x− y|+ ‖ηfp − ηcp‖tv + ‖ηfn − ηcn‖tv + |‖M f,cn ‖|
)
where C does not depend on ηfp , η
c
p, η
f
n, η
c
n.
Proof. We have
Dfp,n(ϕ)(x)−Dcp,n(ϕ)(y) =
( Qfp,n(ϕ)(x)
ηfp (Q
f
p,n(1))
−Q
c
p,n(ϕ)(y)
ηcp(Q
c
p,n(1))
)
(1−ηfn(ϕ))+
Qcp,n(ϕ)(y)
ηcp(Q
c
p,n(1))
[ηfn−ηcn](ϕ).
The proof then easily follows by Lemma E.3 and standard calculations.
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F Figures
Figure 1: OU. Variance convegence study. The variance estimate Vl, as defined
in (11), as a function of the discretization level, l, and the number of particles, Nl.
On the left the results using Algorithm 3 are shown, and on the right those using
Algorithm 4.
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Figure 2: OU. Bias estimate. The estimated bias of the filter distribution expecta-
tion, Bl, as defined in (12), as a function of the discretization level, l.
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Figure 3: OU. Computational time. Measured wall clock time in seconds for the
Euler-Maruyama time stepping as a function of number of coupled particles Nl and
level l (left). Total measured wall clock time per particle, as a function of the level l,
with the measured time of the resampling alone for comparison. Time per particle is
based on the measured time for N = 213 particles (right).
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Figure 4: NDT. Variance convegence study. The variance estimate Vl, as defined
in (11), as a function of the discretization level, l, and the number of particles, Nl.
On the left the result using Algorithm 3 are displayed, and on the right those using
Algorithm 4.
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Figure 5: NDT. Bias estimate. The estimated bias of the filter distribution expec-
tation, Bl, as defined in (12), as a function of the discretization level, l.
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Figure 6: NDT. Computational time. Measured wall clock time per particle in
seconds as a function of levels l, based on the measured time for N = 213 particles.
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Figure 7: DW. Sample trajectory of data and filter expectation. Here, Ynδ are
synthetic observations, from a numerical approximation of the underlying dynamics (8)
with additive measurement noise. A highly accurate reference solution, ϕ̂ex(XT ), of the
corresponding filter expectation, computed by numerical approximation of the Fokker-
Planck equation is included.
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(a) Algorithm 3 with change of measure (b) Algorithm 3
(c) Algorithm 4 with change of measure (d) Algorithm 4
Figure 8: DW. Variance convegence study. The variance estimate Vl, as defined
in (11), as a function of the discretization level, l, and the number of particles, Nl.
Based on the dynamics (8) with and without the change of measure in Appendix B.
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Figure 9: DW. Bias estimate. The estimated bias of the filter distribution expec-
tation, Bl, as defined in (12), as a function of the discretization level, l. Based on the
dynamics (8) with the change of measure in Appendix B.
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Figure 10: DW. Computational time. Measured wall clock time in seconds for the
Euler-Maruyama time stepping as a function of number of coupled particles Nl and
level l (left). Total measured wall clock time per particle, as a function of the level l,
with the measured time of the resampling alone for comparison. Time per particle is
based on the measured time for N = 213 particles (right). Based on the dynamics (8)
with the change of measure in Appendix B.
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Figure 11: OU. Accuracy. Errors of the expected values of the filter distributions
compared to reference solution for tolerances k, k = {0, . . . , 8}, in (13). The error
E is estimated by Ek,i for i ∈ {1, . . . , 100}, defined in (19), and shown as red circles.
On the left, the results using Algorithm 3 are displayed, and on the right, those using
Algorithm 4.
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Figure 12: OU. Complexity. Total computational time of the optimal filter, measured
as wall clock time in seconds, as a function of the tolerance .
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Figure 13: NDT. Accuracy. Errors of the expected values of the filter distributions
compared to reference solution for tolerances k, k = {0, . . . , 8}, in (13). The error
E is estimated by Ek,i for i ∈ {1, . . . , 100}, defined in (19), and shown as red circles.
On the left the results using Algorithm 3 are displayed, and on the right those using
Algorithm 4.
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Figure 14: NDT. Complexity. Total computational time of the optimal filter, mea-
sured as wall clock time in seconds, as a function of the tolerance .
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Figure 15: DW. Accuracy. Errors of the expected values of the filter distributions
compared to reference solution for tolerances k, k = {0, . . . , 9}, in (13). The error
E is estimated by Ek,i for i ∈ {1, . . . , 100}, defined in (19), and shown as red circles.
On the left the results using Algorithm 3 are displayed, and on the right those using
Algorithm 4. Based on the dynamics (8) with the change of measure in Appendix B.
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Figure 16: DW. Complexity. Total computational time of the optimal filter, mea-
sured as wall clock time in seconds, as a function of the tolerance . Based on the
dynamics (8) with the change of measure in Appendix B.
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G Tables
Level 1 2 3 4 5 6 7 8 9
0 2738 6406 12641 25657 57268 114513 233370 467776 988411
1 595 1391 2745 5571 12436 24866 50674 101573 214623
2 260 608 1198 2432 5427 10852 22115 44328 93664
3 - - 546 1107 2471 4940 10067 20179 42637
4 - - - 530 1182 2363 4815 9651 20391
5 - - - - - 1143 2328 4666 9858
6 - - - - - - 1132 2269 4794
7 - - - - - - - 1130 2386
(a) Algorithm 3.
Level 1 2 3 4 5 6 7 8 9
0 2342 4608 8785 17637 35262 70539 141076 282121 564166
1 491 966 1842 3698 7393 14788 29576 59145 118274
2 180 353 674 1352 2702 5405 10810 21617 43227
3 - 127 241 484 966 1932 3864 7727 15451
4 - - 87 174 347 694 1387 2773 5544
5 - - 31 62 124 248 496 992 1984
6 - - - 23 45 89 177 354 707
7 - - - - 16 32 64 128 256
8 - - - - - 12 23 46 92
9 - - - - - - 9 17 33
10 - - - - - - - 6 12
11 - - - - - - - - 5
(b) Algorithm 4.
Table 2: OU. Optimal hierarchies.
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Level 1 2 3 4 5 6 7 8 9
0 - - - - - - - - -
1 - - - - - - - - -
2 1711 4201 - - - - - - -
3 - - 7051 17613 37738 96551 198022 425308 1050464
4 - - - 6038 15447 31681 68043 168058
5 - - - - - - 17871 38382 94800
6 - - - - - - - 22018 54382
(a) Algorithm 3.
Level 1 2 3 4 5 6 7 8 9
0 - - - - - - - - -
1 - - - - - - - - -
2 1711 4200 8797 18149 37700 84783 172764 344565 699524
3 - 1308 2698 5604 12602 25678 51213 103970
4 - - - 1201 2493 5607 11424 22784 46255
5 - - - - 1178 2648 5396 10761 21845
6 - - - - - - 2596 5178 10511
7 - - - - - - - 2556 5189
8 - - - - - - - - 2690
(b) Algorithm 4.
Table 3: NDT. Optimal hierarchies.
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Level 1 2 3 4 5 6 7 8 9 10
0 1510 4125 8747 23185 45223 91421 215880 421851 854945 1890536
1 - - 107 2835 5529 11177 26393 51574 104522 231128
2 - - - - 2496 5046 11914 23281 47183 104335
3 - - - - - 2590 6116 11950 24218 53553
4 - - - - - - - 5631 11411 25232
5 - - - - - - - - 5493 12146
(a) Algorithm 3.
Level 1 2 3 4 5 6 7 8 9 10
0 1457 2853 5650 11125 22013 43684 86886 173102 345275 689266
1 - 158 313 617 1219 2419 4812 9586 19120 38169
2 - - 101 198 391 775 1541 3070 6124 12224
3 - - - 68 134 266 528 1051 2095 4182
4 - - - - 44 87 173 344 686 1369
5 - - - - - 29 58 114 227 454
6 - - - - - - 19 38 76 150
7 - - - - - - - 13 25 50
8 - - - - - - - - 9 17
9 - - - - - - - - - 6
(b) Algorithm 4.
Table 4: DW. Optimal hierarchies. Based on the dynamics (8) with the change
of measure. Figure (10) shows that the cost is not proportional to the number of
particles, N , in a practially significant range of values of N , in contrast to the modeling
assumption. To avoid complications resulting from this deviation between modeled and
observed work, we have for Algorithm 4 constrained the optimization in the construction
of the MLPFs to satisfy L(k+1) = L(k) + 1, which is the theoretically expected rate
given the convergence rate of Vl.
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