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Abstract-A natural language query interpreter (SHADOW) is described, which is capable of analyzing 
and answering a useful range of English questions posed to a PROLOG data base. The system is written 
in PROLOG, and although SHADOW deals primarily with a specific academic data base, it has been 
designed so that adaptation for use on arbitrary data bases written in PROLOG is straightforward. The 
primary aim of the system is to analyze and interpret certain problematic types of queries, such as those 
involving ambiguous use of logical quantifiers, and those involving very complex set intersections. 
SHADOW is capable of disambiguating certain questions and detecting and reporting three types of false 
presuppositions. 
1. INTRODUCTION 
There are, at present, numerous systems capable of automatically interpreting and evaluating 
natural language (NL) queries that are posed to data bases of one kind or another. One of the 
earliest such systems, LUNAR[29], remains one of the most impressive. Another early system, 
SHRDLU[25], not only answers an impressive range of queries posed to a special kind of 
(Microplanner) data base, but enables the user to modify the data base interactively, and performs 
complex inferences on its data base. Later systems (viz. LIFER[lO] and PLANES[23]) were 
developed to answer natural language queries posed to very large data bases. These systems 
can conduct extended dialogues with users, in which anaphoric and elliptical references are 
resolved. Other NL systems have been created[6] that translate an impressive subset of NL 
queries into quasi-logical queries written in PROLOG (a programming language based upon 
the predicate calculus), which are then evaluated in the context of data bases that are also written 
in PROLOG. These systems are remarkable for their conceptual elegance and simplicity, due 
to the fact that the syntactic, semantic, and data-base components are all written in axiomatic 
form. This permits the components to be integrated in a very parsimonious and intuitively 
plausible fashion. 
The systems mentioned above, as well as all other systems that interpret natural lan- 
guage[9,19], only interpret various proper subsets of natural language. The system SHADOW, 
to be described here, also can interpret and respond to a proper subset of English questions. 
The present primary aim of SHADOW, however, is not to interpret a very wide range of 
questions. Rather, the system has been designed to focus upon certain specific problems in the 
interpretation of data-base queries. In particular, the following problems receive special attention: 
(a) The problem of disambiguating questions containing multiple natural language quan- 
tifiers embedded arbitrarily deeply. 
(b) The detection of certain kinds of empirically false presuppositions, and reporting to 
the user the phrases where these presuppositions are introduced. 
(c) Disambiguating scope ambiguities introduced by negation when it precedes quantified 
phrases. 
(d) Inferring the existence of noun phrases that do not appear in the surface structure of a 
sentence, but which we normally assume to exist in order to make sense of the sentence. 
Examples of the above problems are presented in the next section. 
2. GENERAL BACKGROUND 
The SHADOW system was designed to be a component in a larger system[3] whose goal 
is to assist academic advisors and students in the construction of students’ university programs. 
Consequently, the system is designed to answer questions pertaining to university calendars. 
SHADOW is written in PROLOG and contains a PROLOG data base. The data base presently 
contains information about three small departments in an imaginary university. Although SHADOW 
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Q: what courses are offered by the department which offers the 
course which is taught by every professor? 
R: There is a false presupposition concerning the existence 
of a value which satisfies the description which appears 
at the beginning of the portion of your question shown 
below: 
the course which is taught by every professor 
perhaps you would care to rephrase your question 
[In the previous example, we have a question which contains more than one false presupposition. 
The most deeply nested error is the one reported, since when deeply nested errors are corrected, other 
false presuppositions often are corrected, as in the present case.] 
Q: which professor teaches cmpt 405? 
R: there is a false presupposition concerning the uniqueness 
of the values which satisfy the description 
which begins the portion of your question shown or described 
below: 
The subject of your question is the intended phrase. 
At least the two values below are found. 
battacharya 
peters 
perhaps you would care to rephrase your question 
[The expression “which professor,” in the example above, carries a presupposition that the subject is 
unique. The presupposition is false in our data base.] 
Q: which courses offer philosophy? 
R: There appears to be a semantic or physical impossibility 
implied in your question 
perhaps you would care to rephrase your question 
[In the question above, the nonsensical nature of the question is detected by checking the types 
required by the verb. No attempt is made to evaluate the query.] 
Fig. I. Queries involving false presuppositions 
now answers questions only concerned with this restricted domain, it has been designed to be 
quite general and could straightforwardly be adapted for use in an entirely different domain, 
primarily by altering the semantic dictionary that is attached to the system’s program. In this 
respect, and in several others, SHADOW has been modeled upon the system L3, developed 
by Dahl[6]. Dahl’s system is capable of detecting certain kinds of ambiguities, but the SHADOW 
system has given special attention to the problem of detecting ambiguities introduced by logical 
quantifiers and their interaction with negations. Also, the interpretation and evaluation of logical 
quantifiers is much closer to Winograd’s system[25] than Dahl’s. 
Like Winograd’s, Dahl’s and several other systems, SHADOW permits the user to enter 
multiple senses for nouns, adjectives, and verbs at the time when the data base is constructed. 
The system will automatically, through backtracking, select those senses of these entries that 
yield a coherent reading of the questions, if one exists. The semantic dictionary includes 
information regarding type restrictions (semantic markers)[ 131 on the adjectives, nouns, and 
verbs it contains. These type restrictions are consulted prior to evaluating a query, so that a 
correct interpretation of the query can be found efficiently. 
As soon as a coherent interpretation for a question has been found, and an attempt made 
to evaluate the query, it may be found that the interpretation contains certain false presuppo- 
sitions, given the actual data in the data base. The automatic backtracking mechanism of 
PROLOG permits all other possible interpretations of such a question to be tested. SHADOW 
has been designed so that it will report a false presupposition to the user only after all possible 
interpretations have been tried. 
Some examples of SHADOW’s response to queries containing false presuppositions are 
shown in Fig. 1. 
We have said that SHADOW accepts only a subset of English. Nevertheless its range is 
broad enough to be useful. Many natural-sounding constructions are accepted by the program, 
such as 
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What courses are being offered next semester? 
Who is teaching computing 354 in the summer? 
What is Frege teaching this year? 
In the first question the existence of an implied noun phrase (the deep subject that is “doing 
the offering”) is inferred and made explicit in the internal representation of the query. In the 
second question the type of the noun implied by the pronoun “who” is inferred from the context. 
In the third case we have an inversion of the auxiliary verb with the deep subject of the sentence. 
This case is easily handled by treating the sentence as equivalent to a normal passive sentence, 
since the program recognizes passive sentences as a matter of course. Also, in the third sentence 
the implicit deep object, which is represented by the surface pronoun “what”, is inferred to 
be “courses”. 
The program can also recognize questions that contain relative clauses nested arbitrarily 
deeply. This permits the user to pose very complicated questions, involving multiple set inter- 
sections, to the system. Examples of this can be found in Fig. 2. 
Several natural language quantifiers, including “the”, “a”, “some”, “every”, and “no”, 
are recognized by the system and correctly interpreted, even when many quantifiers are present. 
Classically ambiguous questions such as, “Does every classics professor who teaches some 
course teach this fall?” are disambiguated by questioning the user at crucial points during the 
interpretation of the sentence. An example of the process of disambiguation is given in Fig. 3. 
The system also recognizes questions involving complicated adverbial phrases, such as 
“in the fall of every year”, or “during every semester of 84” and even “in the year of 83 in 
Q: is it true that every professor who teaches a course for 
philosophy in the fall of some year is a professor who teaches a 
course which is offered by the department of philosophy in a 
semester of 83? 
R: In the following phrase, which concludes your question: 
some year is a professor who teaches a course which is offered 
by the department of philosophy in a semester of 83 
The words at the beginning are ambiguous. 
Do you mean some particular year? 
If so, just type the numeral 1 
Or do you mean just some year or other? 
In this second case just type the numeral 2 
yes it is true 
[The example above combines both relative clauses and prepositional phrases in a complex query 
which involves multiple set intersections. SHADOW required slightly less than 17 seconds to answer 
the question on a VAX 750.1 
Q: is it true that every course which is offered by the 
department which offers every course which is taught by every 
professor who teaches every course which is offered by 
philosophy is a philosophy course? 
R: yes it is true 
[In the above example, we show that the program can handle very deeply nested relative clauses 
which involve quantifiers. The answer in this case was “yes” only because in the philosophy department 
every course is taught by every philosophy professor, and only by philosophy professors. This situation 
does not exist in the math department. When we substitute the word “math” for “philosophy” in the 
above question, we get the response shown below.] 
R2: There is a false presupposition concerning the existence 
of a value which satisfies the description which appears 
at the beginning of the portion of your question shown 
below: 
the department which offers every course which is taught by 
every professor who teaches every course which is offered by 
math is a math course 
perhaps you would care to rephrase your question 
Fig. 2. Relative clauses. 
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Q: is it true that every department which offers some course is 
a department which does not offer some course? 
R: In the following phrase, which concludes your question: 
some course is a department which does not offer some course 
The words at the beginning are ambiguous. 
Do you mean some particular course? 
If so, just type the numberal 1 
Or do you mean just some course or other? 
In this second case just type the numeral 2. 
2 
In the following phrase, which concludes your question: 
some course 
The words at the beginning are ambiguous. 
Do you mean some particular course? 
If so, just type the numeral 1 
Or do you mean just some course or other? 
In this second case just type the numeral 2. 
Or do you mean no course at ail? 
In this last case just type the numeral 3 
3 
No it is not true 
[The query in the above example contains two occurrences of the phrase “some course.” SHADOW 
finds two possible senses for the first occurrence of the phrase and three possible senses for the 
second occurrence, because the presence of “not” introduces a third meaning. Thus, there are at least 
six possible readings of the question, depending upon how the user responds. The system will respond 
correctly to each possible reading.] 
Fig. 3 
the spring”. Many more common forms are also recognized, such as “last fall”, “in the coming 
semester”, “in the previous year”, and so on. Such phrases may occur in embedded sentences 
as well as in the main clause. Figure 2 contains an example of this. 
Many prepositional phrases, nested arbitrarily deeply, are also recognized by the system, 
such as “a member of the department of philosophy”, or “who teaches a course in computing 
for the department of mathematics in the year of 83”. In the latter case the adverbial phrase 
“in the year of 83” is recognized as pertaining to the verb “teaches” and not to the preceding 
noun “mathematics”. 
The SHADOW system also recognizes the most common forms of negation, as in “Which 
professors do not teach a course this semester?” or “Does some professor teach no course?” 
As is apparent from Figs. 1-3, many of the questions that SHADOW has been designed 
to answer are not likely to be posed by an average user. The examples are included to illustrate 
the scope of SHADOW’s abilities rather than to imply that such questions are at all typical. 
3. HOW SHADOW WORKS 
In order to obtain some idea of how SHADOW works, it will be useful to have at least 
some understanding of how PROLOG can be used to store a relational data base, and how 
information can be retrieved from this data base by “asking” PROLOG to satisfy certain user- 
defined goals, which have the form of predications in predicate logic. The close relationship 
between relational data bases and sets of assertions in the predicate calculus (PC) has been 
explored elsewhere[4,6,7]. For our purposes it suffices to note that a set of tuples that constitute 
a relation in traditional relational data bases may easily be translated into PC-type PROLOG 
assertions: e.g. the following tuples, which might constitute the “OFFERS” relations: 
CMPT 405 SPRING-84 
MATH 200 SPRING-84 
may be rendered into the FROLOG assertions: 
OFFERS (CMPT, 405, SPRING-84). 
OFFERS (MATH, 200, SPRING-84). 
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“offers(X, 200, spring-84) & write(X) & fail” (1) 
to PROLOG, we can cause PROLOG to print all those values of X, such that X appears as the 
first argument in an assertion having the same patteren as the subgoal 
‘ ‘offers(X, 200, spring-84). ” (1.1) 
The variable X is allowed to match anything, and the remaining constants can only match 
themselves. 
Posing the goal (1) first causes PROLOG to search its data base for assertions having the 
same pattern as the subgoal (1.1 j. If a pattern match is found, this subgoal is satisfied, X 
becomes bound to whatever value it is matched with, and PROLOG then tries to satisfy the 
subgoal 
“write(X)“. (1.2) 
The “write” predicate is a built-in predicate that always succeeds and has the side effect that 
the value of its argument is printed. Next, PROLOG tries to satisfy the goal “fail”, which 
always fails, and which consequently triggers PROLOG’s automatic backtracking mechanism 
to find another way to satisfy the top-level goal (1). Since there is only one way to satisfy the 
goal “write(X)“, PROLOG tries to see whether it can find another way to satisfy goal (1.1). 
If it succeeds, a new value for X will be printed, and the cycle repeats; otherwise the goal (1) 
will fail (which it will eventually do in any case, since the data base can contain only a finite 
number of assertions that match (1.1)). 
Readers who are familiar with Microplanner will immediately notice that the PROLOG 
techniques we have so far described are very similar to those found in Microplanner. It is not 
our purpose here to give a precis of PROLOG. The interested reader is referred to[6] for an 
excellent summary of PROLOG and its applications to natural language processing. The im- 
portant points to notice are that (a) relational information (including unary relations) is stored 
in PROLOG as PC assertions, and (b) this information can be retrieved by using expressions 
that fit the same pattern as those PC assertions, but which contain unbound variables in appro- 
priate places. A sample of SHADOW’s data base can be found in Fig. 4. 
These iwo facts greatly facilitate the translation of natural language queries into formal 
PROLOG queries that are capable of answering the natural language versions. For if one carefully 
chooses the names of relational predicates within a PROLOG data base so that they correspond 
closely to verbs that are likely to occur in users’ queries, then the translation process is sim- 
member(beauvoir, Phil). 
member(occam, Phil). 
member(spinoza, Phil). 
member(gauss, math). 
member(euler, math). 
member(fermat, math). 
teaches(peters, cmpt-405, springW4). 
teaches(battacharya, cmpt-405, summer&84). 
teaches(liestman, cmpt-405, falK84). 
teaches(funt, cmpt-410, spring&84). 
teaches(dahl, cmpt-410, summer&84). 
teaches(cercone, cmpt-410, fall&84). 
offers(cmpt, cmpt-205, falR83). 
offers(cmpt, cmpt-354, spring&83). 
offers(cmpt, cmpt-405, falB82). 
offers(cmpt, cmpt-410, falN83). 
offers(cmpt, cmpt-105, spring&83). 
offers(cmpt, cmpt-201, spring&83). 
Fig. 4. Typical relations in SHADOW’s data base. 
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p1ified.t For example, if we expect many questions to be concerned with who belongs to what 
departments, then we may decide to have an internal relation, called “member,” and to design 
our dictionary so that one of the senses listed for “belongs” is “member”. (In the remainder 
of this paper we use the expression “internal relation” to refer to relational predicates that are 
used within a PROLOG data base. We use the expression “abstract relation,” or simply, 
“relation” to express the abstract idea of a relationship.) 
If we also have a mechanism for translating common nouns into predications about unbound 
variables, so that, for example, “professor” becomes “prof(X)“, then the translation of simple 
English queries into formal PROLOG queries can be relatively straightforward. For example, 
a question such as 
“Which professors belong to the computing department?” (2) 
could be translated into a query such as: 
prof(X) & member (X, Y) & department(Y) & computing(Y) & 
write(X) & fail. (3) 
This would instruct PROLOG to satisfy the goal “prof(X),” thereby binding “X” to a constant, 
and then to satisfy the goal “member(X, Y)“, where X is bound and Y is still unbound, and 
so on. The order in which the various goals are posed can greatly affect the search time required 
to answer the query, of course, and the order shown above is far from optimal. Given (2) as 
input, SHADOW would produce a somewhat different formal query from the one shown above- 
one which is partially optimized and slightly more complex in other respects. 
We have noted that it is often possible to choose internal relation names so that they closely 
correspond to verbs that occur in users’ queries. However, this is not always desirable or 
possible. We do not want to have a different data-base relation for every verb occurring in 
users’ queries. And some verbs, such as forms of “to be, ” do not translate well into data-base 
relations. The first difficulty can be easily accommodated in PROLOG. For example, suppose 
we do not want to have a special internal relation corresponding to the verb “teaches”. Instead, 
we want to answer questions of the form “who teaches such and such” by consulting an 
“offers” relation, where the “offers” relation is an internal relation having the following 
general form: 
offers(dept-name, course-name, semester, professor). 
We could easily solve this problem by adding a special semantical rule for “teaches” to our 
semantic dictionary. This rule, like all other entries in our dictionary, is written in PROLOG. 
It might have the form 
teaches(X, Y) if offers(D, Y, S, X), 
which we may translate as follows: “To establish that X teaches Y, establish that an unspecified 
department, D, offers Y, in a semester S, with X teaching.” 
The problem of how to translate forms of “to be ” into predicate calculus equivalents must 
be handled in a different fashion. SHADOW deals with this problem by reducing nonauxiliary 
forms of “be” to forms of the identity relationship. The “is of identity” can obviously be 
reduced to a test for the identity or equality of the entities involved. The “is of predication or 
set membership” can also be reduced to the identity relationship. For example, “Is it true that 
Jones is a professor?” would be interpreted as “Is it true that Jones is identical to some professor 
or other?” The relation “is identical to” can be represented internally in PROLOG by a predicate 
of the form “equal(X, X),” which can simply be used to test whether its arguments are identical. 
We have now seen that although many verbs can be correlated directly with the internal 
names of formal relations within a PROLOG data base, other verbs must be translated into 
predicate names which do not directly denote internal relations within the data base. Never- 
?Thi\ tcchniquc i< employed both by Winograd and Dahl[26,6]. 
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theless, in all cases, the verbs can be translated into some kind of a predicate name that can 
be given a formal meaning within the overall system. In order to translate verbs that express 
abstract relations into predicates having a form that can be posed as goals in PROLOG, the 
verbs need to be transformed into predications of the form pred(X, Y, . .), where X, Y, . . . 
are variable names representing the entities related by the verb in the original query. In SHADOW 
these variable names are introduced by the procedures that parse noun phrases and adverbial 
phrases. When a noun phrase is parsed, a variable name is arbitrarily chosen to represent the 
main noun, and the remaining information in the noun phrase is transformed into a list of 
predicates about the chosen variable. This is true even when the noun phrase includes relative 
clauses. Relative clauses are transformed into internal predications, one of whose arguments is 
the variable representing the single main noun in the noun phrase. 
Another useful fact is that the determiner in a noun phrase, if there is one, can be transformed 
(by taking some contextual factors into account) into a quantifier of the variable that represents 
the main entity described by the noun phrase. A noun phrase that immediately follows an 
opening question phrase may lack a determiner, but in this case the question phrase, such as 
“how many”, or “which”, or “what are the”, may include or imply a determiner that can be 
transformed into an “operator” that can be applied to a variable and a set of predications about 
that variable to yield an answer to the question. 
For example, a question of the form “Which X’s _ . . ?” will impose a set of restrictions 
upon X that can be translated into PROLOG predicates, and the phrase “Which” can be 
transformed into something like “Find-all,” which can be used to invoke user-defined PROLOG 
procedures that can print out all the values of X satisfying the set of restrictions on X. Now 
that we have a very sketchy idea of how SHADOW analyzes a question, let us turn to a 
somewhat more detailed description of this process before we try to follow the behavior of 
SHADOW in a complex example. 
Like Dahl’s system, SHADOW integrates the process of syntactic and semantic analyses 
into a single phase or set of phases, so that semantic information is consulted before the syntactic 
parse is completed. This is accomplished by writing a syntactic analyzer in PROLOG and 
interweaving calls to PROLOG procedures that build PROLOG predicates to represent the 
information that is semantically implied by the words in the input query. These PROLOG 
predicates are assembled into a formal PROLOG procedure that, when invoked, is capable of 
answering the original query. The principal advantages of integrating syntactic and semantic 
analyses in a single pass are that (a) it eliminates the construction of parse trees and the need 
for the “parsing” of the parse trees by a semantic interpreter, and (b) certain syntactically 
permissible, but semantically absurd, parses can be ruled out as the parsing progresses. For a 
more extensive discussion of these advantages, see[S]. 
The integration of the syntactic and semantic phases in SHADOW is performed by a 
definite clause grammar (DCG) parser. DCG parsers are peculiar to logic programming languages 
and are outgrowths of the work of Colmerauer[S]. A detailed analysis of DCGs and a comparison 
with ATN parsers are given by Pereira and Warren in[ 181. They argue that DCGs are equivalent 
in power to PROLOG itself, which has been shown to be as powerful as a Turing machine[ 11. 
Briefly, DCGs are normalized grammars (only one nonterminal may appear on the left 
side of any rewrite rule), which, by virtue of being normalized, are always representable in 
Horn clause form (Horn clauses are conditionals having a single “literal” as the consequent). 
For example, the simple context-free rule 
S- NP + VP 
can be represented in Horn clause form by 
S(p1, nil) if NP@l , ~2) & VP(p2, nil). 
which we may translate roughly as follows: There is a sentence in the input list pl if we can 
parse an NP in the list pl from its starting point up to the sublist ~2, and we can parse a VP 
in the sublist P2 up to the sublist whose only member is nil. When we have parsed a complete 
sentence in PI, the sublist, nil, will be all that is left. 
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Context-sensitive rules are also representable in Horn clause form by using constants as 
some of the elements in the input and output lists of the predicates (or procedure names). 
Furthermore, the procedure names, NP, VP, etc., may take arguments that act as flags of 
various kinds. In fact, in addition to parsing a portion of an input string, the procedures may 
have any number of other input and output variables. Also, these procedures may test any 
number of conditions and take any number of actions, such as setting registers and building 
syntax trees or semantic structures. 
The ability of DCGs to build semantic structures as the parsing proceeds is central to the 
method SHADOW employs. This method differs in certain respects from methods found in 
other PROLOG query interpreters. In SHADOW, generally speaking, each syntactic procedure 
that consumes a portion of the input returns intensional information only about the portion of 
the input that is consumed by that procedure. For example, the rules that consume determiners 
in the input string will return just a value for the determiner that is found, or an unbound 
variable, in those cases where the determiner’s value must be ascertained after the “number” 
of the noun that follows it is known. Likewise, the procedures that parse noun phrases in 
SHADOW only return information that is extracted in the consumed noun phrase. However, 
those procedures consuming entire sentences invoke several subprocedures, which each return 
semantic information about the portion of the input they consume. Then, after all this information 
is available, the sentence procedure invokes procedures that perform compatibility checks on 
the semantic markers of the top-level nouns and verb and construct complex predicates involving 
all the information extracted so far. Compatibility checks are also performed by the relative 
clause procedures whenever an embedded sentence is discovered. 
Sentences recognized by the system fall into the following two patterns: 
S ---+ Question-phrase + Noun-phrase + Fancy-verb 
+ Noun-phrase + Adverbial-phrase. 
S - Question-phrase + Noun-phrase + Auxiliary-verbs 
+ Noun-phrase + Fancy-verb + Adverbial-phrase. 
SHADOW’s complete grammar may be found in the Appendix. 
In SHADOW’s program there are two PROLOG conditionals that correspond to the phrase 
structure rules shown above. These conditionals are shown in Fig. 5. SHADOW also contains 
several conditionals that recognize noun phrases. A few examples of these are given in Fig. 6. 
Figure 7 shows some conditionals for parsing and analyzing relative clauses. 
In order to understand more of how SHADOW analyzes a query, let us consider what 
happens when the first of the two sentence conditionals is matched against an input string 
(query). The actions taken by the second conditional are basically a reordered set of those taken 
with the first rule. If a given input string fails to match the pattern imposed by the first conditional, 
PROLOG’s automatic backtracking mechanism will attempt to parse the string by invoking the 
second conditional. 
In the first sentence conditional a question phrase will initially be sought, such as “How 
many” or “Who are the”. Usually, this phrase indicates what the determiner or operator for 
the entire sentence should be. Sometimes, as is the case with “Is it true that every “, the 
operator is indicated by the determiner which is explicitly present in the subject’s noun phrase. 
Next, the subject noun phrase is analyzed, and a variable name representing the main noun and 
an “intensional description” (a list of predicates involving the variable name) are obtained for 
the noun. An exception to this is the case when the noun present is a proper noun. In general, 
whenever a noun phrase consists of a proper noun, the variable name that is returned to represent 
the noun phrase will be bound to the proper noun itself, and the intension returned for the noun 
phrase is the predicate “true”, which is always satisfied when posed as a goal. 
Next, the verb group is analyzed, and an internal relation name for the verb is found. This 
relation name, together with the verb’s voice and tense, and a flag indicating whether the “not” 
operator was present, is returned to the top level of the analysis. 
Subsequently, the object noun phrase is analyzed to obtain a variable and an intensional 
description of the principal noun in the object phrase. Then an attempt is made to discover an 
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sentence(lnput, X5). 
:-ques-phrase(lnput, Xl, Qtype), 
np(X1, X2, Operl, Varl, lntensl, Qtype, Typel, Neg), 
fancy-verb(X2, X3, Vb-rel, Voice, Vtense, Auxtense, Neg), 
np(X3, X4, Oper2, VaR, Intense2, nil, Type2, Neg), 
adverbial(X4, X5, Auxtense, Vtense, Var3, Intens3, Type3, 
Var-inside, Oper3), 
compat(lype1 iType2iType3inil. Varl lVar2/Var3/nil, 
Voice, Vb-rel, Useargs, First-type), 
make-relation(Vb-rel, Useargs, Relation), 
assert(parsed), 
make-qry(Oper1, Varl, Intensl, First-type, 0per2, 
Var2, Intens2, 0per3, Var-inside, 
Intens3, Neg, Relation, Query), 
eval(Query). 
sentence(lnput, X6) 
:-ques-phrase(lnput, Xl, Qtype), 
np(X1, X2, Operl , Varl , Intensl, Qtype, Typel, Neg), 
aux(X2, X3, Auxtense, Neg), 
np(X3, X4, Oper2, VaR, Intens2, nil, Type2, Neg), 
fancyverb(X4, X5, Vb-rel, Voice, Vtense, Auxtense, Neg), 
adverbial(X5, X6, Auxtense, Vtense, Var3, Intens3, Type3, 
‘Var-inside, Oper3), 
comoat(Tvoe1 iTvoe2iTvoe3inil. Varl /VaRiVarSlnil, , \,, 
passive, ‘Vb-rel,‘Useargs, First-type), 
make-relation(Vb-rel, Useargs, Relation), 
assert(parsed), 
make-qry(Oper1, Varl, lntensl, First-type, Oper2, 
Var2, Intense2, 0per3, Var-inside, 
Intens3, Neg, Relation, Query), 
eval(Query). 
Fig. 5. Two “sentence” conditionals that SHADOW employs. 
The NP conditional below is used to process a complex 
noun phrase which may contain a determiner, adjectives, 
certainly a noun, and possibly a relative clause. 
np(lx, Ox, Operator, Var, Intens, Qtype, Type, Neg) 
:- det(lx, Xl, Oper, Qtype), 
adj2(Xl, X2, Adj-list), first(X2, Nword), 
noun(X2, X3, Main-form, Var, Oper, Qtype, Type), 
select-adjs(Type, Adj-list, Tc-list), 
rel-cl(X3, Ox, Var, Intensl, Type), 
append(lntens1, Tc-list, Hold), 
append(Hold, Main-form/nil, Intens), 
case-some(Oper, Intens, lx, Nword, Var, Operator, Neg), 
assert(global(lx, Intens)). 
The NP conditional below will check whether the first 
element in its input list is a proper noun. 
np(N/R, R, the, S, true/nil, Qtype, Type, Neg) 
:- get-syn(N, S), get-type(S, Type), 
assert(global(N/R, done)). 
The NP conditional below will recognize certain kinds of 
oreoositional ohrases. 
np(ix, Ox, Operator, Var, Intens, Qtype, Type, Neg) 
:- simole-no(lx. Xl, 0~. Var. Subintens. Qtvpe, Type, Nword), 
prep(X1 ,.X2,’ Prep),’ 
. . 
phraseimpl(Nword, Phrase, Pre), !, 
append(Phrase, X2, X3), 
special-rel-cl(X3, Ox, Var, lntensl, Type, Op, Oper), 
append(lntens1, Subintens, Intens), 
case-some(Oper, Intens, Ix, Nword, Vat’, Operator, Neg), 
assert(global(lx, Intens)). 
Fig. 6. Some noun phrase procedures that SHADOW uses. 
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The conditional below is used to analyze clauses 
which begin with a relative pronoun followed by a verb 
formation, followed by a noun phrase, followed by an 
optional adverbial phrase. 
rel-cl(lx, Ox, Var, Predicinil, Type) 
:- or(or(equal(lx, which/Y), equal(lx, who/Y)), 
equal(lx, that/Y)), 
fancy-verb (Y, Yl, Vb-rel, Voice, Vtense, Auxtense, Neg), 
np(Y1, Y2, OpeR, Var2, Intens2, Qtype, Type2, Neg), 
adverbial(Y2, Ox, Auxtense, Vtense, Var3, Intens3, 
Type3, Var-inside, Oper3), 
compat(Type/Type2/Type3/nil, Var/Var2/Var3/nil, 
Voice, Vb-rel, Useargs, First-type), 
make-relation(Vb-rel, Useargs, Relation), 
partial-intens(Var, Var2, Relation, Intens2, Opera, Neg, 
Done, Temp, Var-inside, Intens3, Oper3), 
make-pred(Var, Temp, 0per3, Var-inside, 
Intens3, Neg, Predic, Done, 
VaR, Intens2, OpeR). 
Fig. 7. A relative clause procedure that SHADOW employs 
adverbial phrase in the sentence. If one is found, a variable and intension are returned to 
represent the information that was analyzed there. Otherwise, “nil” is returned both as the 
value of the variable and the value of the intension. When an adverbial phrase is present, the 
variable that is returned is not exactly like those returned for noun phrases, but we defer the 
discussion of these details until later. 
Along with the intensional information that is returned for each noun phrase and adverbial 
phrase that is parsed, a semantic type is also returned. Once the sentence procedure has completed 
all syntactic parsing, an ordered list of all the semantic types that were retrieved is compared 
to a list of types required by the main verb in the sentence to determine whether they are 
compatible. This determination takes the voice of the main verb into account. If semantic 
agreement is not found, other possible senses for the verb and nouns may be tried until a 
compatible reading is found. If none is found, the parsing of the sentence fails. Whenever a 
compatible reading is found, however, an ordered list of the known variables is constructed, 
which takes into account the original order in which the variables were discovered and the voice 
of the verb group that was parsed. This ordered list of variables is passed, along with the main 
verb’s relation name, to a procedure that returns a predication composed of the relation name 
and the list of variables. 
Once the principal relation has been composed, it is passed, along with the operators, 
intensions, and variables of the subject, object, and adverbial phrases, to a procedure that 
composes a forma1 query. This formal query will always have the genera1 form: 
apply(op-constant, Var 1, Intension 1, Var2, Predication). (4 
In this expression the term “op-constant” will be replaced by a constant that indicates 
what kind of operation is to be performed. For example, the constant might be “find-the”, 
“find-all”, or “count-all”. However, if the user’s query were asking for verification of some 
fact, as in “Is some course . . . ,” or “Is it true that every .“, then the op-constant could 
be “some”, “every”, etc. The term “Varl”, will be a variable which has been selected to 
represent the entity described in the subject noun phrase. The intensional information extracted 
from the subject noun phrase is encoded in a list of predicates bound to the variable “Intension 
1.” “ Var2” will be a variable chosen to represent he principal object noun, and “predication” 
will be bound to a complex predicate expressing the semantic content of the verb relation and 
object phrase. This semantic content will involve predicates that involve Varl, Vad, and any 
variables introduced in parsing any adverbial phrases that were present. In general, the “Pre- 
dication” variable will be bound to an expression, or to the negation of such an expression, of 
the following form: 
apply-oper(Var1 , Var2, Relation, Intension2, quant-constant). (B) 
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In (B) the terms “Varl” and “Var2” have the same role as in (A). The variable “Intension2” 
will be bound to a list of predicates extracted from the object noun phrase. These predicates 
will involve the variable “Vad.” The term “quant-constant” will be replaced by an actual 
quantifier such as “every” or “the,” and the variable “Relation” may be a simple relational 
predicate, such as “teaches(Var1, Vad, Var3),” or it may be a complex expression having a 
form similar to (B) itself. This will be true whenever an adverbial phrase is discovered. An 
example of a simple (B)-type expression would be 
apply-oper(X, Y, offers(X, Y, Z), [course(Y), nil], some) 
which we may translate as “X satisfies the predicate ‘offers(X, Y, Z)’ for some Y such that Y 
satisfies the list of predicates ‘[course(Y), nil].’ ” This latter list is Intension2. Note that the 
relation “offers(X, Y, Z)” contains a third variable, “Z. ” The reason is that the internal “offers” 
relation requires three arguments: a department, a course, and a semester. If a query contains 
a verb form that is translated into an internal relation that takes a temporal argument, and no 
adverbial phrase can be found to qualify that temporal argument, then an arbitrary unbound 
variable is chosen to take the place of that argument. Such a variable will match any constant 
value and, so, impose no restrictions. In our case this variable is Z. 
In SHADOW those portions of a user’s query that we normally regard as “verb phrases” 
(which include object noun phrases) are always translated into expressions of type (B). This is 
also true of relative clauses, which we may regard as verb phrases of embedded sentences. On 
the other hand, top-level queries are always translated into expressions of type (A). To obtain 
a somewhat better understanding of how this translation is performed, let us now examine how 
the following sentence would be analyzed by SHADOW. We shall omit many of the lower- 
level details, but it is hoped that a general “feel” for how SHADOW operates will emerge. 
This sentence is chosen not because it is a typical query, but because it illustrates several of 
SHADOW’s abilities: 
“Which computing professor who taught in the fall will not 
teach a course during every semester of 84?” (4) 
Before any syntactic analysis is performed on a user’s query, it is subjected to a small 
amount of preprocessing, in which phrases such as “computing 354” are converted to internal 
codes, such as “CMPT-354,” and the original string of words is converted into a PROLOG 
list of atoms: e.g. 
[which computing professor who .]. (3 
The resulting list is now passed to the “sentence” procedure, which tries to match this list 
against the first of two sentence patterns, namely, 
S - Question-phrase + Noun-phrase + Fancy-verb 
+ Noun-phrase + Adverbial-phrase. (6) 
If this attempt were to fail, PROLOG would back up and try the second pattern. However, 
the attempt will succeed. Let us consider why it succeeds by considering the actions taken by 
procedures associated with each of the syntactic categories shown in (5). 
1. Find a question phrase 
Given (5) as input, the ques-phrase procedure easily finds a question phrase, i.e. “which,” 
at the beginning of the list. The procedure returns a code for this phrase, which in this case is 
the phrase itself. If (5) began with “how many,” instead, the code “count-all” would be 
returned. The ques-phrase procedure, like the remaining syntactic procedures we will describe, 
“consumes” the portion of the input list it processes and returns (via an output variable) the 
portion not consumed. 
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2. Parse the (surface) subject noun phrase 
The noun-phrase procedure is now invoked with that portion of (5) returned from step 1 
as its input. There are several ways in which a noun phrase could be parsed at this point, and 
each way is represented in SHADOW by a separate PROLOG conditional (see Fig. 6). The 
first noun-phrase pattern that SHADOW attempts to find is a pattern beginning with a simple 
noun phrase consisting of an optional determiner, an optional series of adjectives. followed by 
a common noun. The pattern also permits an optional relative clause to follow the simple noun 
phrase. Let us consider these stages in turn. 
2.1 Parsing the determiner. The procedure that parses determiners is always passed the 
question-code returned from step 1 in just those cases where the first noun phrase in a query 
is being sought. In our example the determiner procedure discovers that a question phrase of 
type ‘which’ has just been parsed, and this tells the procedure to postpone a decision about 
what determiner or “quantifier ” is present until the number (singular or plural) of the principal 
noun is discovered. Therefore, in this case, the determiner procedure simply returns an unbound 
variable as the “quantifier” present. If no question code had been passed to the determiner 
procedure (i.e. “nil” had been passed), then the procedure would need to find and return some 
legal determiner, such as “the,” “some,” “every,” etc. In our example no determiner is 
consumed, and so our “output list ” is the same as our “input list.” 
2.2 Search for possible adjectives. At this point the noun-phrase procedure passes the 
current remainder of our input list to a procedure that consumes any adjectives present at the 
beginning of the list up to the point where a nonadjective is found. Each legal adjective is 
converted to a canonical internal synonym and placed in an adjective list, which is returned 
to the noun-phrase procedure. We determine whether an adjective is legal by consulting our 
semantic dictionary, which is also stored as a list of PROLOG assertions. (Figure 8 contains 
sample entries in the semantic dictionary.) If it should later turn out that the internal synonym 
we selected for a particular adjective is semantically incompatible with the remaining elements 
in our analysis, PROLOG can eventually backtrack to the point where the synonym was chosen 
and select an alternative synonym if any alternatives remain. In our example the single adjective 
“computing” is discovered and returned as the sole element in our adjective list. If other legal 
adjectives were present, as in “tricky math problem,” then they would also be returned. 
Eventually the list of adjectives will be “typed,” once the type of the noun that they modify 
is known. The typed adjectives will be treated as restrictions on the variable associated with 
that noun. 
2.3 Determine that the next word is a noun. In our example the next word in the current 
input list is “professor”. Since a noun is now required, the semantic dictionary will be consulted 
to see if an assertion of the form 
get-noun(professor, Number, Predicate, Type, Variable) 
is present. If not, the current parse fails, since no simple noun phrase can be present. Otherwise, 
“Number”, “Predicate”, “Type”, and “Variable” (which are all unbound variables) will 
become bound to “singular”, “prof(X)“, “prof”, and “X”, respectively. The Predicate var- 
iable is thus bound to information that can be viewed as the “intension” of the noun. Type is 
bound to the semantic type of the noun, and Variable is bound to the variable name that is 
chosen to represent the noun. This variable name is later embedded in a relational predicate 
after the verb’s relational name is chosen. Other dictionary entries might also be listed for the 
noun “professor,” and future backtracking might cause one of these alternatives to be selected 
later. 
As soon as a noun has been parsed, and its semantic and syntactic features have been 
fetched from the dictionary, a test is made to see whether a value has yet been found for the 
determiner or “quantifier” of the noun. In our example none has yet been determined, because 
the number of the noun was required to make this decision. At this point, however, the number 
is known to be singular, and this information, combined with the knowledge that the question 
type is “which”, enables SHADOW to pick a quantifier or “operator” for the noun. In the 
present case the operator chosen is “find-the”. Thus, SHADOW treats questions of the form 
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get-noun(professor, sg, prof(X), prof, X). 
get-noun(professors, pl, prof(X), prof, X). 
get-noun(course, sg, course(X), course, X). 
get-noun(courses, pl, course(X), course, X). 
get-noun(department, sg, dept(X), dept, X). 
get-noun(departments, pl, dept(X), dept, X). 
get-verb(teach, present, teaches, both). 
get-verb(teaches, present, teaches, sg). 
get-verb(taught, past, teaches, both). 
get-verb(teaching, prespart, teaches, both). 
get-adj(phil). 
get-adj(math). 
get-adj(cmpt). 
adj(Adj, course, X) :- offers(Adj, X, S). 
adj(Adj, prof, X) :- member(X, Adj). 
adj(Adj, dept, X) :- equal(Adj, X). 
prof(X) :- member(X, D). 
course(X) :- offers(D, X, S). 
semest(X) :- year(Y), season(S), equal(X, S&v). 
syn(mathematics, math). 
syn(computing, cmpt). 
syn(philosophy, Phil). 
Fig. 8. A portion of SHADOW’s dictionary. 
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“which X . .“, where X is singular, as equivalent to a command “find the X .“. If X 
were plural, the translation would be “find-all”. 
2.4 Typing the adjectives. Once it is certain that an operator (or quantifier, depending 
upon the context) and semantic type have been chosen for the noun, the list of adjectives 
previously constructed is modified in such a way that the adjectives are bound to the semantic 
type of the noun. For example, our list of adjectives is [computing], and our semantic type is 
‘ ‘prof”. This data is now passed to a procedure that returns the list 
[bind(prof, computing)] 
which is treated as a typed adjective by the program. If it is later discovered that our semantic 
dictionary contains no adjectival rules that tell us how to find entities of type “prof,” then 
SHADOW will backtrack to see whether other semantic types are available for “professor”. 
However, SHADOW does contain a semantic rule (Fig. 8) that tells us how to find entities of 
type “prof” that are also of the type required by an adjective. We may paraphrase this rule as 
follows: “An adjective requiring the type ‘prof’ can be true of an entity X if we can prove the 
assertion ‘member(X, Y),’ where Y is identical to the given adjective.” Since SHADOW’s data 
base contains, among other things, assertions such as MEMBER(gauss, math), MEMBER(cook, 
computing), an assertion of the required form is easily proved. 
2.5 Searching for a relative clause. Let us now return to the NP procedure, which has 
just transformed a (possibly empty) list of adjectives into a list of typed adjectives. This list is 
saved, while a relative-clause procedure is invoked to process any relative clauses that may 
qualify the noun. The procedure begins by looking for a relative pronoun. If none is present, 
control returns to the NP procedure, and no input is consumed. In our example the relative 
pronoun “who” is discovered and consumed, and since the relative-clause procedure now 
expects to find a fancy-verb formation (active or passive), it calls upon a procedure that consumes 
the word “taught” and returns the following information: 
Relation-name = “teaches” 
Voice = active 
Tense = past 
Neg = unbound. 
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The NEG variable is left unbound in this case because no negation was found in the verb 
formation. If the verb formation had been “has not been taught by,” “NEG” would have been 
set to “not,” and “voice” would have been set to passive. 
So far, our parsing has consumed the words “which computing professor who taught,” 
and our remaining list begins [in the fall. . . . .]. Now that a verb formation has been consumed, 
the relative-clause procedure expects to find a noun phrase, so the noun-phrase procedure, which 
is currently still being processed, is recursively invoked to parse an embedded noun phrase, 
which may contain still more deeply embedded noun phrases, and so on. But the current input 
list, which begins “in the fall. . .” does not begin with a noun phrase. When the noun-phrase 
procedure is invoked to parse this list, it first attempts to find a simple noun phrase. When this 
attempt fails backtracking will cause other NP conditionals to be tried, but these will also fail. 
Eventually, as a last resort, an implicit noun phrase is postulated to exist in the deep structure 
of the sentence, and the following information is generated to permit parsing to proceed: 
Predicate = true 
Type = dummy 
Variable2 = Y 
Quantifier2 = some. 
The type “dummy” is generated to ensure that the semantic type of the inferred noun will 
agree with the type required by the verb relation. The predicate “true” is generated to ensure 
that no restrictions are placed upon the variable “Y” which represents the inferred entity. (The 
predicate “true” will always succeed as a goal.) The quantifier in this context is inferred to be 
“some”, although a different quantifier (operator) would be inferred in a context such as “Who 
is not teaching math 103?” In the latter case the operator “find-all” would be inferred to apply 
to the subject noun, and the subject’s intension would be inferred to be “human(X)“. 
When information has been obtained for the implicit noun phrase, the relative-clause 
procedure attempts to parse an adverbial phrase. If none is present no input is consumed, and 
“dummy” information is returned, indicating that no temporal restrictions are being placed on 
the verb relation. (Presently, SHADOW only recognizes temporal adverbial phrases.) In our 
example, however, an adverbial phrase can be parsed, and the following information would be 
extracted from the phrase “in the fall”: 
Predicate3 = nil 
Type3 = semester 
Variable3 = fall-83 
Quantifier3 = nil. 
The procedures that process adverbial phrases in SHADOW are rather complicated, and here 
we can do no more than hint at how they operate. The adverbial-phrase procedures have been 
designed to be fairly general in the syntax they recognize, but they contain domain-specific 
knowledge that enables them to reason about the meaning of such phrases as “in the fall,” or 
“in the previous semester”. To a degree this models what a human does, for when a human 
is asked, “What courses were offered in the previous semester?” he or she must reason about 
the specific time period denoted by “the previous semester.” Knowledge about the current 
semester must be invoked. In our example the phrase “in the fall” is found to be ambiguous, 
for it is not known whether the previous, present, or coming fall is intended. The tense of the 
verb is consulted to resolve this ambiguity, and the phrase is construed as “in the last fall.” 
Then, after determining that the current semester is “summer-84”, SHADOW deduces that 
“fall-83” is the denotation of the adverbial phrase in this context. Since the denotation of the 
phrase is now known, the variable representing the adverbial phrase can immediately be bound 
to this denotation, and no “predicate” restrictions need be placed upon this variable. Thus, the 
predicate returned is “nil”. Similarly, a “nil” quantifier can be returned for the phrase. 
Once an adverbial phrase (possibly an empty string) has been parsed, the semantic type 
of that phrase (“semester” in our example, “nil” in the empty case) must be compared to the 
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semantic types required by the verb’s relation. In addition, the semantic type of the noun phrase 
that immediately followed the verb (“dummy ” in our case) and the type (“prof”) of the tnp- 
level noun, which our current relative clause modifies, must be checked for compatibility with 
the verb. This checking is performed by a rather complex procedure, which is passed an ordered 
list of the types just mentioned, an ordered list of variables corresponding to those types, and 
the verb’s relation name and voice. The procedure then performs an analysis, taking the voice 
into account, and attempts to match the given types with the types required by the relation. If 
a match can be found (“dummy” and “nil” are allowed to match anything), then an ordered 
list of the original list of variables is returned, where the new ordering takes voice into account. 
This list of variables, together with the verb-relation name, is used to construct a relational 
predicate, such as “teaches (X, Y, fall-83),” which is returned to the relative-clause procedure. 
The relative-clause procedure now embeds this relational predicate in a more complex predicate, 
which is “about” the entity represented by the variable that the relative clause is modifying. 
The embedding is performed with the assistance of a rather complex procedure (P), and it 
involves heuristics that determine whether the quantifier of the apparent object of the verb 
relation should dominate any quantifier discovered in the adverbial phrase. The heuristics also 
dictate different actions in cases where a negative particle was discovered in the verb formation. 
We will have more to say about these heuristics later. For our immediate purpose it suffices to 
observe that, in our example, the procedure (P) takes the following data as input: 
X the variable associated 
with the top-level noun 
teaches(X, Y, fall-83) 
the verb relation 
Y the variable associated 
with the apparent 
“true” 
“some” 
object of the verb relation 
the “dummy” restrictions on the variable 
Y, since the object was postulated 
the postulated quantifier of the variable Y 
and (P) integrates this information into a predicate such as 
apply-oper(X, Y, teaches(X, Y, fall-83), true, some) (7) 
where (7) may be roughly translated as “X satisfies ‘teaches(X, Y, fall-83)’ for some Y satisfying 
‘true’ “. 
The predicate (7) is now returned by (P) to the relative-clause procedure, which has finished 
its work and now returns (7) as the intension of the entire relative clause. The noun-phrase 
procedure will combine (7) with other predicate restrictions on the variable X. The total set of 
restrictions obtained for X so far are 
[apply-oper(X, Y, teaches(X, Y, fall-83), true, some), 
bind(prof, computing), 
profGO1. 
The restrictions upon X are ordered by the system in such a way that the search for values 
satisfying the restriction is optimized in the vast majority of cases. The resulting set of restrictions 
is returned by the noun-phrase procedure as the intension of the entire noun phi&e. Let us call 
this Intensionl . We may think of it as a set of predicates capable of finding everything that 
satisfies the description “computing professor who taught in the fall”. 
3. Parse a verb formation 
The remaining portion of our original question is, “will not teach a course during every 
semester of 84?” At this point the sentence pattern that we are attempting to match requires 
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us to find a verb formation, and the fancy-verb procedure would successfully parse the phrase 
“will not teach”, and return the following information: 
Relation-name = “teaches” 
Voice = active 
Tense = future 
Ncg = “not” 
4. Parse an object noun phrase 
We are next required to find a noun phrase, which can serve as the surface object of the 
sentence. The noun-phrase procedure will successfully parse the words “a course”, and in the 
process it will translate the determiner “a”, into the quantifier “some”. Before returning an 
intension for the entire noun phrase, however, the noun-phrase procedure will test whether, in 
context, any ambiguity exists in the quantification of the noun. A similar test would have been 
performed for all quantifiers previously discussed in our example, but no ambiguities would 
have been detected. The expression “a course”. in the context of “will not teach,” is found 
to be ambiguous, however, since the “speaker” might intend any of the three senses shown 
below: 
(Sl) “will not teach a particular course” 
(which the speaker has in mind) 
(S2) “will teach no courses at all” 
(S3) “will not teach some course or other” 
(whose identity doesn’t matter) 
The “speaker” is asked to resolve this ambiguity by typing a number corresponding to the 
intended sense. 
If the first sense is chosen, a special quantifier, “some particular”, will be substituted for 
the quantifier “some”. If the second sense is chosen, a special quantifier “no”, will be 
substituted instead. Otherwise, the quantifier is left unchanged. Later, when a final query is 
constructed, different actions will be taken, depending upon which quantifier is chosen. Let us 
suppose that the user selects the third sense. In this case the noun-phrase procedure returns the 
following information for the expression “a course”: 
Predicate4 = course(Y) 
Type4 = course 
Variable4 = Y 
Quantifier4 = some. 
This information is now returned to the top-level sentence procedure, which must next parse 
an adverbial phrase if it is to satisfy the first sentence pattern. 
5. Parse an adverbial phrase 
As we noted in our discussion of relative clauses, adverbial phrases may consist of the 
empty string, in which case no input is consumed. In our example an explicit adverbial phrase 
is present, namely, “during every semester of 84”. This is all that remains of our initial input, 
and it can be successfully parsed by the adverbial-phrase procedure. The phrase does not fit 
the same pattern as our earlier adverbial phrase, “in the fall”, and its analysis is too complex 
to be explored in any detail here. We can make a few observations, however. Once the adverbial- 
phrase procedure discovers that the phrase does not fit a simple pattern, it consumes the temporal 
word “during” and proceeds to analyze the noun phrase “every semester of 84”. This noun 
phrase consists of a simple noun phrase, “every semester”, followed by a prepositional modifier. 
SHADOW contains various heuristics for analyzing prepositional phrases. In the present 
case the preposition “of”, does not by itself indicate what relation is supposed to hold between 
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the surrounding nouns “semester” and “84”. Neither do the nouns, taken in isolation, tell us 
what the relation should be. However, when the semantic types of those nouns are compared 
with the semantic types required by the possible internal relations in the data base, it is discovered 
that the only internal relation that could hold between those nouns is the “season-year” relation, 
which appears as a component in internal relations such as 
offers(dept, course, season-year). 
As we noted before, the adverbial-phrase procedure in SHADOW is more domain-specific 
than the remaining procedures. This is manifest in the present example, because the procedure 
will return two different variables to represent he adverbial phrase. It will return a variable S, 
which represents the principal noun “semester”. It also returns a variable S-Y, which is bound 
in our case to the value S-84. In addition, the procedure returns the information below: 
Quantifier5 = “every” 
Types = semester 
IntensionS = [apply-oper(S, 84, S-84, true, the), season(S)]. 
We may translate IntensionS as follows: “S satisfies the relation S-84 for the 84 that satisfies 
the predicate ‘true’, and S is a season.” The awkward clause “the 84 that satisfies the predicate 
‘true ’ ” is required by the generality of the procedures involved, which are designed to handle 
both common nouns and proper nouns, such as “84”. 
6. Check the compatibility of apes 
We have now reached the point at which our original input has all been consumed. The 
sentence procedure will now verify that the types retrieved for all top-level phrases, namely, 
“prof”, “course”, and “semester,” are compatible with the types required by the principal 
verb “teaches”, given the voice of the verb. In our example the types are found to be compatible. 
If this were not so, and if no remaining types could be found for the above elements, the user 
would be informed that the question appears to involve a conceptual impossibility, provided 
all remaining syntactic paths had failed to yield a coherent reading. 
I. Compose a formal query 
Once the type compatibility test is passed, all the semantic information retrieved thus far 
is assembled into a final query. This assembly involves heuristics that determine such things 
as the scope of all quantifiers and any negation operators present. For example, we noted that 
the expression “will not teach a course in every semester of 84” is ambiguous. If the speaker 
intends this phrase to mean “for every S, such that S is a semester in 84, it is not the case that 
there exists a course Y such that X teaches Y”, then the second interpretation (S2) would be 
chosen, and the final query that SHADOW constructs would place the scope of the existential 
quantifier in “there exists a course” within the scope of both the universal quantifier and 
negation operator. On the other hand, if the third interpretation (S3) is chosen, then the negation 
operator is moved within the scope of the existential quantifier, so that the intended interpretation 
becomes “for every S, such that S is a semester in 84, there exists a course Y such that X does 
not teach Y in semester S.” The first interpretation (S 1) would, in effect, cause the scope of 
the quantifiers to be reordered, so that the intended interpretation would be “there exists a 
course Y, such that for every semester S in 84, X does not teach Y in S.” In this last case the 
quantifiers are only “virtually reordered”, because the system has been designed so that the 
special quantifier “some-particular” forces a query to be evaluated in an unusual fashion, which 
does not require actually reordering the quantifiers. This aspect of SHADOW will be briefly 
explored in the following section. 
Returning now to our example, we recall that the semantic restrictions imposed by the 
subject noun phrase were represented by a set of predications involving the variable X. We 
called this set (7) “Intensionl”. The operator chosen for the variable X was “find-the”. This 
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information is embedded in the final query, which represents SHADOW’s first translation of 
the original query (4). Shown below is an approximation of SHADOW’s version of the query: 
apply(find-the, 
” 
*, 
Intensionl , 
Y, 
apply-oper(X, 
s, 
apply-oper(X 
Y, 
not(teaches(X, Y, S-84)), 
course(Y), 
some), 
season(S), 
every)) (8) 
This may be rendered into quasi-English somewhat as follows: “Find the X such that X satisfies 
Intensionl (see(7)) and X satisfies a second-order predicate requiring that (a) X satisfy the 
predicate saying that X does not teach Y in S-84, for some Y such that Y is a course, and (b) 
X satisfies (a) for every S such that S is a season (semester).” Although this quasi-English is 
not much more readable than (8), it is a reasonable approximation of what SHADOW “un- 
derstands” by (8). 
8. Evaluation of the query 
SHADOW contains a variety of procedures that interpret and evaluate expressions such as 
(8). Although it would take us too far afield to explore these procedures here, it may prove 
useful to illustrate a few of the techniques that are employed by these procedures. Consider, 
for example, the predicate 
apply-oper(X, Y, teaches(X, Y, Z), course(Y), every) (9) 
which asserts that X teaches every course. SHADOW evaluates this expression in different ways 
depending upon whether or not X is currently bound to a constant. If X is currently unbound, 
then SHADOW must try to find a value for X that satisfies “teaches(X, Y, Z)“, for every Y 
that satisfies the goal “course(Y)“. This finding of values involves exploiting the backtracking 
abilities of PROLOG. However, if X is currently bound at the time (9) is evaluated, then 
SHADOW will repeatedly find values for Y that satisfy “course(Y)“, and try to verify that 
each of these values satisfies “teaches(X, Y, Z)” for the given X. The different values for Y 
will be found through backtracking, and the verification procedure will continue until all possible 
values for Y are exhausted, or until a value for Y is found that will not satisfy “teaches(X. Y, 
Z)“. Thus, if it is false that X teaches every Y,. SHADOW’s evaluation of (9) will halt as soon 
as a falsifying value of Y is found. Other values of Y are not retrieved. This may be contrasted 
with Dahl’s L3[6], which would test that “X teaches every course” by first gathering all courses 
into a set and then searching for a course that X fails to teach. If the search succeeds, the 
universal statement is false. Otherwise, it is true. 
In a somewhat analogous fashion L3 would test the assertion that “X enjoys the math 
course” by finding the set of all math courses, checking whether this set contains a unique 
member (as required by the definite article), and then testing whether this single element, Y, 
satisfies “enjoys(X, Y)“. If the set contains no members, L3 reports a false presupposition in 
the assertion. 
SHADOW, on the other hand, would test whether “X enjoys the math course”, by (a) 
searching for a single Y such that Y is a math course. If one cannot be found, a flag is set that 
causes this fact to be reported if no other reasonable interpretation can be found. If one such 
Y can be found, an attempt is made to disprove the implication of uniqueness by finding another 
such Y. If this succeeds, a different flag is set that causes this fact to be reported to the user 
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(assuming backtracking does not produce a more successful interpretation, which would reset 
the flag). Thus, SHADOW’s test for uniqueness halts as soon as uniqueness can be ruled out. 
The total set of nonunique math courses is not retrieved. 
We conclude this discussion of query evaluation with a brief discussion of how SHADOW 
would evaluate a query such as 
Is it true that every professor who teaches some course is a classics professor? (10) 
where the phrase “some course” is disambiguated and found to mean “one and the same 
course. ’ ’ The restrictions imposed by the relative clause would be translated into something 
like 
apply-oper(X, Y, teaches(X, Y, Z), course(Y), some-particular). (11) 
We note that the quantifier in the relative clause has been translated into the unusual quantifier 
“some-particular”. We remarked earlier that this special quantifier causes a “virtual reordering” 
of quantifiers in the total query by modifying the order in which various predicates are evaluated. 
This is done without actually restructuring the total query. For example, SHADOW will translate 
(10) into something like 
apply(every, X, ***, W 
apply-oper(X, W, equal(X, W), 
bind(prof, classics) & prof(W), 
some)) (12) 
where *** stands for expression (11). However, if (10) had been interpreted as “Is it true that 
every professor who teaches any course at all is a classics professor?” the query would still be 
translated into (12), except that the word “some” would replace the word “some-particular” 
in (11). The structure of the query would be identical in either case. However, when (11) 
contains the quantifier ‘some-particular’, a special procedure is invoked that causes a value for 
Y to be found before any other predicates in the query are evaluated. This ensures that the query 
is being evaluated for some particular value of Y. If the particular value of Y does not satisfy 
the remaining requirements, the special procedure backtracks in order to find an alternative 
value for Y, and the cycle repeats. This special procedure is very general, in that it can handle 
expressions containing an arbitrary number of occurrences of the special quantifier nested 
arbitrarily deeply. In such cases the most deeply nested variables are bound first, and a depth- 
first search is used to find a compatible set of values for the variables in question. If a compatible 
set of values cannot be found, the system will search for alternative parses of the query. 
4. POSSIBILITIES 
We turn now to consider ways in which the SHADOW system could be enhanced. There 
are certain practical respects in which the program could be improved. For example, the routines 
that fetch a user’s question could be expanded to include a spelling correction module that 
would question the user about misspelled words and offer a choice of corrections. Such a module 
is often included in NL query systems. Furthermore, diagnostic procedures could be built into 
the parsing process to help identify the portion of a user’s query that the system was unable to 
parse. 
Also, the syntactic range of the system could be broadened. For example, the relative- 
clause procedure could easily be extended to recognize clauses lacking a relative pronoun, as 
in “Which students taking a course this semester are enrolled in. . . .” This could be achieved 
by permitting a “null” relative pronoun to be consumed only when the verb form is a present 
participle. Another form of relative clause could also be recognized, namely, that in which the 
order of nouns and verb form is inverted. An example is, “Is the cat that the dog chased now 
in a tree?” This form of relative clause would require a greater modification of the relative- 
clause procedure, but it presents no serious problem. 
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SHADOW’s syntax could also be expanded to include indirect objects, as in “Did the 
department assign the course to Frege‘?” or “Did the department assign Frege the course?” 
This extension could be achieved with small modifications to the two sentence patterns that the 
program now recognizes. For example, in addition to attempting to parse direct objects, the 
system could attempt o parse an additional noun phrase in cases where the verb’s type indicates 
that an indirect object is present. The system could be flexible about whether an indirect object 
is present. In cases where the verb does not clearly require an indirect object (e.g. “take”), 
an attempt could be made to parse one anyway. If the attempt fails, a “nil” intension and 
quantifier could be returned, which happens when no adverbial phrase is present. These nil 
values would be discarded at the point where the verb relation is composed. Also, in cases 
where two noun phrases are found to follow a verb, and the verb permits an indirect object, 
various checks would have to be made to distinguish the direct object from the indirect object. 
These checks would include determining whether the particle “to” is present, and if so, where. 
When “to” is not present, order and type restrictions might be used to decide the question, as 
in “Did Mary give the boy a book?” 
Another way in which SHADOW’s range could be extended would be to expand the types 
of recognizable adverbial phrases. This could be easily achieved for some types of adverbials, 
including those that indicate where an event is to take place. For example, in “Gauss is teaching 
a class in the classroom complex,” or “John saw Mary at the dance,” the adverbial phrases 
could be handled in a manner similar to the way in which SHADOW now parses “simple” 
temporal adverbs. Other types of adverbial phrases may prove difficult to accommodate, how- 
ever, especially those indicating the manner in which an action is performed. For example, in 
“Mary handed the glass to John carefully,” the adverb could have been placed before the verb 
or just after the direct object. Also, the meaning of manner adverbs may be difficult to represent 
in a formal system, unless we treat such adverbs as primitives that occur as values in a relation’s 
fields. Fortunately, because they tend to express subjective qualities, such adverbs are seldom 
used in data-base queries. 
5. PERFORMANCE AND LIMITATIONS 
SHADOW’s performance has been tested on numerous sentences, ranging in complexity 
from simple queries, which are likely to be posed frequently, to very complex queries, which 
were designed merely to test the abilities of the system. Average response time for simple 
queries is good. Figure 9 shows several response times for such queries. In nearly all cases the 
questions are answered in less than four CPU seconds on a VAX 750. A subsystem of SHADOW 
was tested on an IBM 3033. On the IBM most questions were answered approximately 20 times 
faster than on the VAX 750. Unfortunately, only a limited version of Prolog was available on 
the IBM. 
SHADOW’s response time to complex questions averages between 20 and 30 seconds on 
the Vax 750. For example, the responses to the very complex questions shown in Fig. 2 were 
Response times for the questions below span the entire time required to process and answer the 
questions. 
Q. Who belongs to the department of mathematics? 
Response took 2.3 seconds. 
Q. How many math courses are offered this year? 
Response in 2.3 seconds. 
Q. Which professors who are teaching this fall do not teach next spring? 
Response in 3.6 seconds. 
Q. Who is teaching math 808? 
Response in 1.8 seconds. 
Q. Which courses were offered by computing in the spring? 
Response in 4.1 seconds. 
Q. Does every professor who teaches this fall teach this year? 
Response in 1.8 seconds. 
Fig. 9. Response times for some simple queries 
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given in 17 seconds and 35 seconds, respectively. Although SHADOW does perform some 
query optimization, there is room for improvement. In general, PROLOG’s performance on 
large data bases is not especially good (currently). Consequently, heuristics for further opti- 
mization would be important if SHADOW were to be expanded for practical use. 
Response times are slowest for queries in which false presuppositions are detected. This 
is due to the fact that SHADOW only reports false presuppositions after exhaustively back- 
tracking and searching for alternative interpretations. In the vast majority of cases this back- 
tracking is unnecessary. If one meaningful interpretation has been found, it is usually the correct 
interpretation, even if it contains factually false presuppositions. Furthermore, even if back- 
tracking does produce an interpretation that contains no false presuppositions, there is no 
assurance that the latter interpretation was actually intended. It would be straightforward to 
modify the system so that it never backtracks after a meaningful interpretation has been found, 
but this would prevent the discovery of alternative interpretations in those cases where it is 
appropriate to do so. Ideally, heuristics should be included to enable SHADOW to decide 
whether or not backtracking is appropriate. The choice of such heuristics is an especially thorny 
problem, however. An exploration of this problem is given in [8]. 
The general problem of how to avoid the exponential explosion often associated with 
backtracking parsing algorithms is not specifically treated in SHADOW. Tine system does contain 
some safeguards against unrestricted backtracking, however. It sometimes happens in the course 
of a parse that eventually fails that information is discovered that can eliminate other seemingly 
possible parses. In certain of these cases SHADOW records relevant information as it is dis- 
covered by adding temporary assertions to its set of axioms. These temporary axioms are used 
to prevent fruitless paths from being explored. Not all fruitless paths are currently detected, 
however, further refinement of this technique is important. 
6. OTHER LIMITATIONS 
As is now apparent, SHADOW has concentrated upon certain special problems at the 
expense of others. The system’s abilities are interesting primarily as an exploration of a machine’s 
abilities to distinguish between multiple readings of certain classes of questions. There are 
several respects in which SHADOW should be expanded to render it a truly practical natural 
language system. These include 
(a) An expanded syntax and an ability to resolve elliptical and pronomial references. 
Examples of these can be found in [23,26]. 
(b) An ability to handle quasi-grammatical input. Although the system presently accepts 
certain restricted forms of nongrammatical input, it contains no heuristics that would generalize 
this ability. 
(c) An ability to give summary responses to certain kinds of questions. For example, in 
response to the question “Which computing professors are teaching this spring’?” it might be 
more appropriate to respond with “all of them” then to give an exhaustive list. Heuristics and 
“world knowledge” are needed to distinguish cases where summary responses are appropriate. 
(d) An ability to conduct sophisticated clarifying dialogues. SHADOW’s dialogues are not 
especially flexible, nor are they elegant. The ability to conduct sophisticated clarifying dialogues 
requires, in addition to a great amount of linguistic knowledge, a model of the user’s background 
information and assumptions. A system that could conduct truly intelligent clarifying dialogues, 
with an impressive degree of flexibility, would represent a breakthrough in the current state of 
AI research. 
(e) An ability to detect all types of false presupposition. SHADOW is capable of detecting 
only certain types of false presupposition. It detects some cases of presupposition where the 
nonemptiness of a set of entities is implied by the words “the”, “every”, or “which”, as in 
“Which professor teaches every course that is offered by the math department?” It also detects 
presuppositions of uniqueness that are implied by the definite article “the”. However, it does 
not detect all cases where the user presupposes the nonemptiness of a set that happens to be 
empty. Examples of systems dealing with this type of presupposition in a more extended fashion 
may be found in [12,24]. 
(f) An ability to disambiguate all ambiguous queries. In the SHADOW system a serious 
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effort has been made to disambiguate queries that are ambiguous by virtue of the order of 
quantifiers present in the query. Although the system does succeed in disambiguating many 
classically ambiguous queries that fall into this class, it does not succeed for all such queries. 
For example, consider the queries 
(A) “Who does not teach a course in the fall of every year?” 
(B) “Who teaches no courses in every semester of 84?” 
When query (A) is posed to the system, the user will be asked to disambiguate the phrase “a 
course in the fall of every year.” Let us suppose that the user chooses the interpretation “no 
courses at all in the fall of every year?” Even after the user has chosen among three possible 
interpretations for the phrase “a course”, there still remain at least two possible interpretations 
of the query. The user could be asking, “Who fails to teach in any fall semester at all?” or 
“Who fails to teach in some fall semester?” The ambiguity arises from the fact that the negation 
operator could apply to “teaching” or to “every”. Likewise, question (B) has a similar am- 
biguity. 
At present, the program will find only one interpretation for each of these questions after 
the phrase “a course” has been disambiguated. If “a course” is taken to mean “no course at 
all” (in the context), then the system will interpret question (A) to mean “Who teaches no 
courses in any fall semester?” and question (B) is interpreted to mean “Who does not teach 
in any semester of 84?” In both cases the interpretation that the system finds seems to agree 
with the interpretation most commonly chosen, although some people find other interpretations. 
Still other people have trouble understanding these questions at all, and perhaps we should not 
expect a computer to find every interpretation for a question that many people find confusing. 
Nevertheless, if a question is genuinely ambiguous, and it is posed to the system by a user, 
then it is dangerous to have the system find only a single interpretation, even if that interpretation 
is the most common one. For presumably the user does have some interpretation in mind, which 
may not be the interpretation the system finds. 
In situations where the context can very reliably constrain the interpretation, the ideal 
solution may be to have the computer choose the only “reasonable” interpretation. At present, 
the SHADOW system never consults the context (in the sense of consulting “world knowledge”) 
to decide what a reasonable interpretation would be. In some respects this is a weakness. For 
example, given the question “Which computing courses do not have a prerequisite?” the system 
will ask the user to choose between three possible interpretations, where a reasonable person 
would only find one. 
On the other hand, the system never makes the mistake of assuming that the reasonable 
interpretation is intended when, because of ignorance of the domain, a user’s actual intended 
meaning is not a reasonable one in the context. For example, someone who is very new to a 
university might not know how unlikely it is that every instructor in a given department would 
teach the same course. If such a person were to ask “Does every math professor teach some 
course?” the person might actually mean “some particular course,” when the “reasonable” 
interpretation, given some familiarity with universities, would be “some course or other.” A 
great deal of “world knowledge” (including a user model) and heuristic programming would 
be required to enable a computer to discriminate between cases where a given interpretation is 
“reasonable,” and cases where the interpretation is correct beyond any reasonable doubt. 
There are systems[6,11] containing sophisticated heuristics for interpreting quantified quer- 
ies. These heuristics are based upon various hierarchies of weights assigned to quantifiers. 
Although such hierarchies can yield plausible readings for an impressive range of questions, 
they do not detect any of the scope ambiguities discussed here. 
7. SUMMARY 
In this paper a system has been described that is capable of interpreting and answering a 
useful subset of English questions, which can be posed to a PROLOG data base. The system 
is capable of answering many informally phrased questions, which are likely to be posed to the 
system, and many complex questions, which are interesting from a logical point of view. The 
system is capable of identifying three types of logical presupposition, and it also identifies those 
phrases in a user’s question that contain those false presuppositions. 
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The program that implements the SHADOW system has been designed in a highly structured 
way to ensure that the program can be expanded to include a broader range of syntax. Whenever 
possible the system strives for generality and avoids ad hoc solutions, so that obstacles that 
preclude a much broader range of syntax and vocabulary are not built into the system. No claim 
is made that the system is indefinitely expandable, but we believe that a wide range of English 
questions can be accommodated by the present system. Because the system has been designed 
to be general, it may be applied to other data bases, provided suitable changes are made to the 
program’s semantic dictionary. 
Probably the most significant aspect of SHADOW is the way in which it attempts to 
disambiguate queries dynamically by questioning the user when ambiguities are discovered in 
quantified statements. Although the system does not resolve all ambiguities in very complex 
quantified questions, it does so for many question types that are recognized as problematic. 
Acknowledgements--I wish to express my appreciation and gratitude to Nick Cercone, Veronica Dahl, Brian Funt, 
Gordon McCalla and Susan Wendell for their helpful comments and suggestions on my thesis, which forms the basis 
of this paper. In addition, I am deeply indebted to Veronica Dahl for instruction and advice that made possible the 
construction of the system described herein. I also wish to thank the editors and referees of this journal for their helpful 
suggestions in the preparation of the final draft of this paper. 
REFERENCES 
1, H. Andreka and I. Nemeti, The Generalised Completeness of Horn Predicate-Logic as a Programming Language. 
Dept. of AI Research Report 21, University of Edinburgh, March(l976). 
2. M. Bates, The theory and practice of augmented transition network grammars, in Natural Language Communication 
with Computers (Edited by L. Bolt), pp. 191-260. Springer (1978). 
3. N. Cercone. R. Hadley and T. Strazalkowski, The Automated Academic Advisor: An Introduction and Initiul 
Assessment. TR83-11, Lab for Computer and Communication Research, Department of Computing Science, Simon 
Fraser University, Bumaby, B.C. (1983). 
4. T. Codd, Extending the data base relational model. Suppl. Proc. ACM SIGMOD, 29-52 (1979). 
5. A. Colmerauer, Metamorphosis grammars, in Natural Language Communication with Computers, Vol. I, pp. 
133-189. Springer-Verlag (1978). 
6. V. Dahl, Translating Spanish into logic through logic. Am. J. Comput. Linguistics 7, 149-164 (1981). 
7. V. Dahl, On database systems development hrough logic. ACM Trans. Database Sysr. 7, 102-123 (1982). 
8. R. F. Hadley, A Natural Language Query Systemfor a Prolog Database. M. SC. Thesis, Department of Computing 
Science, Simon Fraser University, Bumaby, B.C. (1983). 
9. G. E. Heidom, Automatic programming through natural language dialogue: a survey. IBM J. Res. Develop. 20, 
302-313 (1976). 
10. G. G. Hendrix et al., Developing a natural language interface to complex data. ACM Trans. Database Syst. 3, 
105-147 (1978). 
II. G. G. Hendrix, Semantic aspects of translation, in Understanding Spoken Language (Edited by Donald E. Walker), 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
pp. 193-224. North-Holland (1978). 
S. _I. Kaplan, Cooperative responses from a portable natural language query systrem. Artificial Intell. 19, 165% 
188 (1982). 
J. Katz and T. Postal, An Integrated Theory of Linguistic Descriptions. M.I.T. Press, Cambridge (1964). 
R. Kowalski, Predicate logic as a programming language. Proc. IFIP 74, pp. 569-574. North-Holland, Amsterdam 
(1974). 
R. Kowalski, Logic for Problem Solving. North-Holland, Amsterdam (1979). 
D. Lewis, General semantics, in Montague Grammars (Edited by B. Partee), pp. l-50. Academic Press, New 
York (1976). 
B. Partee, Some transformational extensions of Montague grammars, inMontague Grammars (Edited by B. Partee), 
pp. 51-76. Academic Press, New York (1976). 
F. Pereira and D. Warren, Definite clause grammars for language analysis-a survey of the formalism and a 
comparison with augmented transition networks. Artificial Intell. 13, 231-278 (1980). 
S. R. Petrick, On natural language based computer systems. IBM J. Res. Develop. 20, 4 (1976). 
L. Schubert. R. Goebel and N. Cercone, The structure and organization of a semantic network for comprehension 
and inference, in Associative Networks (Edited by N. Findler), pp. 121-175. Academic Press, New York (1979). 
T. Stralkowski, ENGRA-Yet Another Parserfor English. TR83-10, Laboratory for Computer and Communication 
Research. Department of Computing Science, Simon Fraser University, Bumaby, B.C. (1983). 
G. Sussman, T. Winograd and E. Chamiak, Micro-Planner Reference Manual. A.I. Memo 203, Artificial Intel- 
ligence Lab., M.I.T., Cambridge (1970). 
D. Waltz, An English language question-answering system for a large relational data base. Comm. ACM 21, 526- 
539 (1978). 
B. Webber, A. Joshi, E. Mays and K. McKeown, Extended natural language data base interactions, in Essays in 
Computational Linguistics (Edited by N. Cercone), pp. 233-244. Pergamon Press (1983). 
T. Winograd, Procedures as a Representation for Data in a Computer Program for Understanding Natural 
Language. Ph.D. Thesis, MAC TR-84, M.I.T. Artificial Intelligence Lab. (1971). 
T. Winograd, A procedural model of language understanding, in Computer Models of Thought and Language 
(Edited by Shank and Colby), pp. 152-186 (1973). 
564 R. E HADLEY 
27. T. Winograd, What does it mean to understand language. Cognifive Sci. 290-242 (1980). 
28. T. Winograd, Augmented transition network grammars, in Language as a Cognirive Process (Edited by T. Win- 
ograd), pp. 195-267. Addison-Wesley, New York (1983). 
29. W. Woods, R. Kaplan and B. Nash-Webber, The LUNAR Science Natural Language Information System: Final 
Reporr. BBN Report No. 2378, Bolt, Baranek and Newman Inc., Cambridge, Mass. (1972). 
APPENDIX 
In this appendix SHADOW’s grammar is presented. It may ease the comprehension of this grammar to bear the 
following in mind: 
The term ‘V-form’ should be understood as referring to a verb group, which may include auxiliaries, the negative 
operator ‘not,’ and certain particles such as ‘by’ and ‘to.’ The definition of ‘noun phrase’ (NP) is such that a noun 
phrase may be complex, missing altogether, or represented by an interrogative pronoun (‘who’ or ‘what’) in the subject 
position. However, at least one noun phrase must be explicitly present in the top-level of a sentence. The adverbial- 
phrase procedure has been designed so that it recognizes both “real ” adverbial phrases and empty strings (in cases 
where no adverbial phrase is present). Adverbial phrases may be embedded in relative clauses as well as in the main 
clause. 
There are also a few restrictions that have not been encoded in the grammar shown below, but which should be 
assumed. They are the following: The determiner ‘no’ may determine only those noun groups that follow a verb group. 
The rule ‘QNP -+ NP’ may only be used when the question phrase produces the question code ‘is it true that.’ 
S - QUES-PHRASE + QNP + V-FORM + NP + ADVERBIAL-PH 
S - QUES-PHRASE + QNP + AUX + NP + VERB + ADVERBIAL-PH 
QUES-PHRASE - which / how many / what are the 1 
who are the ( what is the / 
who is the / is it true that / 
who 1 what I is 
NP - PROPER-NOUN 
NP - DET + ADJ* NOUN + REL-CLAUSE 
NP - SIMP-NP + PREP + NP 
NP - empty string 
SIMP-NP - DET + ADJ* + NOUN 
DET - the I every / a 1 some / no 
QNP - NP 
QNP - ADJ* + NOUN + REL-CLAUSE 
QNP - ADJ* + NOUN + PREP + NP 
V-FORM - ACTIVE-FORM / PASSIVE-FORM 
ACTIVE-FORM - VERB 1 AUX + VERB 
PASSIVE-FORM - AUX + PPART + by 
AUX - AUX-WORD + AUX* ) empty string 
AUX-WORD - not 
AUX-WORD - is j are / was 1 were 1 have I 
has / have 1 been 1 being / do I does I 
did 
VERB - teach I require I offered I instructs 
(all tenses and participles are 
included in the list of accepted 
verbs) 
PPART --+ taught I required / offered I instructed 
I belonged to / prerequired I was I had 
REL-CLAUSE - REL-PRONOUN + V-FORM + NP 1 EMPTY STRING 
REL-PRONOUN - that I which I who 
ADJ --+ DEPT.NAME I empty string 
ADJ - ADJ* 
DEPT.NAME ---+ mathematics I computing I philosophy 
PROPER-NOUN - PROF-NAME 1 COURSE-NAME 1 DEPT-NAME 
PROF.NAME - some actual names will go here 
COURSE-NAME - actual course names will go here 
NOUN -+ course I professor / prerequisite / 
people I member / instructor 
(and others, including plurals of these) 
PREP - in I with I for I of I from 
ADVERBIAL-PH - SIMPLE-ADV / COMPLEX-ADV 
SIMPLE-ADV - T-PREP + DETERM + ORDERWORD + TIMENOUN 
COMPLEX-ADV - T-PREP + DET + TIMENOUN + COMPEX-ADV 
COMPLEX-ADV - empty string 
T-PREP --+ in I during 
DETERM - the I empty string 
ORDERWORD - this 1 next I last / coming 
present / previous 
/ future I past 
TIMENOUN - year / spring 1 summer I fall I semester 
