Computational fluid dynamics simulation of precipitation processes by Wang, Liguang
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2004
Computational fluid dynamics simulation of
precipitation processes
Liguang Wang
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Wang, Liguang, "Computational fluid dynamics simulation of precipitation processes " (2004). Retrospective Theses and Dissertations.
1202.
https://lib.dr.iastate.edu/rtd/1202
Computational fluid dynamics simulation of precipitation processes 
by 
Liguang Wang 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
Major: Chemical Engineering 
Program of Study Committee: 
Rodney O. Fox, Major Professor 
R. Dennis Vigil 
Michael G. Olsen 
James C. Hill 
Ricky A. Kendall 
Iowa State University 
Ames, Iowa 
2004 
Copyright © Liguang Wang, 2004. All rights reserved. 
UMI Number: 3158377 
INFORMATION TO USERS 
The quality of this reproduction is dependent upon the quality of the copy 
submitted. Broken or indistinct print, colored or poor quality illustrations and 
photographs, print bleed-through, substandard margins, and improper 
alignment can adversely affect reproduction. 
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 
copyright material had to be removed, a note will indicate the deletion. 
UMI 
UMI Microform 3158377 
Copyright 2005 by ProQuest Information and Learning Company. 
All rights reserved. This microform edition is protected against 
unauthorized copying under Title 17, United States Code. 
ProQuest Information and Learning Company 
300 North Zeeb Road 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346 
ii 
Graduate College 
Iowa State University 
This is to certify that the doctoral dissertation of 
Liguang Wang 
has met the dissertation requirements of Iowa State University 
br the Maj r Program 
Signature was redacted for privacy.
Signature was redacted for privacy.
iii 
Table of Contents 
List of Tables vii 
List of Figures viii 
1 Introduction 1 
2 Fundamentals 3 
Reactive Turbulence Flow Theory 3 
Governing Equations 3 
Reynolds-Averaged Equations 3 
Closure Problem for Velocity Field 5 
Closure Problem for Chemical Species Field 8 
Population Balance Equation (PBE) 9 
PBE for Turbulent Flow 11 
Moment Transformation of the Population Balance 12 
Inversion of Moment Sequences to Li and W{ 13 
Precipitation Process 15 
Nucleation 15 
Growth 16 
Aggregation 16 
Breakage 17 
Literature Review 17 
3 Reappearance of Azimuthal Waves in Turbulent 
Taylor-Couette Flow 20 
Abstract 20 
Introduction 20 
Experimental Apparatus and Equipment 23 
Experimental Procedure 24 
Results and Discussion 25 
Transition from Wavy Vortex Flow to Turbulent Vortex Flow 26 
Reemergence of Azimuthal Waves 28 
Time History of Axial Velocity 29 
iv 
Interaction Between Turbulence and Azimuthal Waves 30 
Summary and Conclusion 31 
4 Proper Orthogonal Decomposition Analysis of Taylor-Couette Flow .... 45 
Abstract 45 
Introduction 45 
Introduction to Proper Orthogonal Decomposition 47 
Experimental Methods 50 
Results and Discussion 51 
Transition From Laminar Vortex Flow to Wavy Vortex Flow 52 
Transition From Wavy Vortex Flow to Turbulent Vortex Flow 52 
The Reemergence of Azimuthal Waves in TVF 53 
Conclusions 54 
5 CFD Simulation of Aggregation and Breakage Processes in Laminar Taylor-
Couette Flow 62 
Abstract 62 
Introduction 62 
General Aggregation-Breakage Equation 64 
Moment Transformation 65 
Application of QMOM 66 
Length-Based QMOM 67 
Aggregation Kernel 67 
Collision Efficiency 68 
Fragmentation 70 
Experimental Methods 71 
Particle Image Velocimetry 71 
Couette-Taylor Apparatus for Aggregation Experiments 72 
Materials for Aggregation Experiments 73 
Optical Particle Size Measurements 73 
Image Analysis 75 
Results and Discussion 77 
Flow-Field Validation 77 
Particle Aggregation 78 
Summary and Conclusions 84 
6 CFD Simulation of Shear-Induced Aggregation and Breakage in Turbulent 
Taylor-Couette Flow 106 
Abstract 106 
V 
Introduction 106 
Theory 108 
General aggregation-breakage equation 108 
Quadrature Method of Moments 109 
Aggregation Kernel 110 
Fragmentation 110 
Collision Efficiency Ill 
Instantaneous Turbulence Dissipation Rate 112 
Experimental Methods 115 
Results and Discussion 117 
Validation of Turbulence Model 117 
Evolution of Floe Structure 118 
CFD-QMOM Simulation 118 
QMOM Simulation Results Using Mean Shear 120 
Summary and Conclusions 120 
7 Application of In-Situ Adaptive Tabulation to CFD Simulation 
of Nano-Particle Formation by Reactive Precipitation 132 
Abstract 132 
Introduction 132 
Theory 134 
Poorly-Micromixed, Plug-Flow Reactor Model 136 
In-Situ Adaptive Tabulation 142 
Results 147 
Conclusions 149 
8 Comparison of Micromixing Models for CFD Simulation 
of Nanoparticle Formation 162 
Abstract 162 
Introduction 162 
PDF Methods for Reactive Precipitation 164 
Results and Discussion 176 
Conclusions 181 
9 Conclusions and Future Directions 201 
Analysis of Taylor-Couette Flow 201 
CFD Simulation of Aggregation Breakage Processes 202 
Aggregation-Breakage in Laminar Taylor-Couette Flow 202 
Aggregation-Breakage in Turbulent Taylor-Couette Flow 202 
vi 
Application of ISAT 203 
A New Micromixing Model 203 
Future Directions 204 
Bibliography 206 
vii 
List of Tables 
5.1 The different flow regimes for different Reynolds number ratios R  . . .  .  87 
5.2 Fragment distribution functions 87 
5.3 The fitted parameters in the simulations 87 
7.1 Non-zero initial conditions for notional particles in the Lagrangian PDF 
model 151 
7.2 Source terms 151 
7.3 Source terms for transformed variables 151 
7.4 ISATAB performance for different values of the error tolerance 152 
7.5 ISATAB performance for different values of the error tolerance 152 
8.1 Non-zero initial conditions for notional particles in the transported PDF 
model 185 
8.2 Two-environment model (2E) 185 
8.3 Three-environment model (3E) 185 
8.4 Four-environment model (4Ea) 186 
8.5 Four-environment model (4Eb) 187 
8.6 DQMOM-IEM(2) model 187 
8.7 DQMOM-IEM(3) model 188 
8.8 DQMOM-IEM(4) model 188 
8.9 Initial conditions for one-environment model (IE) 189 
8.10 Initial conditions for two-environment model 189 
8.11 Initial conditions for three-environment model 189 
8.12 Initial conditions for four-environment models 189 
8.13 Two sets of initial conditions for DQMOM-IEM(2) model 190 
8.14 Two sets of initial conditions for DQMOM-IEM(3) model 190 
8.15 Two sets of initial conditions for DQMOM-IEM(4) model 190 
8.16 Composition variables and source terms 191 
8.17 The relative error for different DQMOM-IEM models 191 
viii 
List of Figures 
3.1 Schematic of the Taylor-Couette experimental apparatus and particle 
image velocimetry system 32 
3.2 Location of nine basis points 32 
3.3 Spatial Correlation Ru>u '  around nine basis points at R = 30 33 
3.4 Spatial Correlation i?„v around nine points at R = 30 34 
3.5 Lzu u  versus R plotted near the inner cylinder, at the annulus center, and 
near the outer cylinder for basis point locations (Top, a) inflow boundary, 
(Middle, b) vortex center, and (Bottom, c) outflow boundary 35 
3.6 A sequence of six instantaneous velocity vector fields in laminar wavy 
vortex flow at R = 6. Meaning of symbols: + = vortex center, f = 
inflow boundary. | = outflow boundary. 36 
3.7 A sequence of six instantaneous velocity fluctuation vector fields in lam­
inar wavy vortex flow at R = 6. Note that vectors are normalized by 
inner cylinder rotational speed 37 
3.8 A sequence of six instantaneous velocity vector fields in laminar wavy 
vortex flow at R = 16. Meaning of symbols: + = vortex center. | =
inflow boundary. j. = outflow boundary. Note that vectors are normalized 
by inner cylinder rotational speed 38 
3.9 A sequence of six instantaneous velocity fluctuation vector fields in lam­
inar wavy vortex flow at R = 16. Note that vectors are normalized by 
inner cylinder rotational speed 39 
3.10 A sequence of six instantaneous velocity vector fields in laminar wavy 
vortex flow at R = 18. Meaning of symbols: + = vortex center. f = 
inflow boundary. I = outflow boundary 40 
3.11 A sequence of six instantaneous velocity fluctuation vector fields in lam­
inar wavy vortex flow at R = 18. Note that vectors are normalized by 
inner cylinder rotational speed 41 
ix 
3.12 A sequence of six instantaneous velocity vector fields in laminar wavy 
vortex flow at R = 30. Meaning of symbols: + = vortex center, f = 
inflow boundary, j. = outflow boundary. Note that vectors are normalized 
by inner cylinder rotational speed 42 
3.13 Examples of measured axial velocity profiles for four Reynolds numbers. 
The x-axis represents time (s) and the y-axis represents the axial position. 
For a given R, the radial position is fixed. For R = 6 and 20, radial 
position is in 25th row in the vector field, and for R = 16 and 18, radial 
position is in 5th row 43 
3.14 Reynolds stress plots for R =18, 30, 38, and 200. t: inflow boundary. 
outflow boundary 44 
4.1 The dependence of the no. of modes needed to contain 95% of the total 
energy on R 55 
4.2 Development of first four engenvalues with R 55 
4.3 Development of first four engenvalues with R 56 
4.4 Mean velocity field and first three eigen-functions at R = 12 57 
4.5 Reconstruction of instantaneous velocity vector field at R = 12. (a) an 
instantaneous velocity vector field; (b) the instantaneous velocity vec­
tor field reconstructed by the first three modes; (c) the instantaneous 
velocity vector field reconstructed by the first and third modes; (d) the 
instantaneous velocity vector field reconstructed by the first and second 
modes; outflow boundary; f: inflow boundary 58 
4.6 The first three eigenmodes at R = 16 59 
4.7 The first three eigenmodes at R — 18 60 
4.8 The first three eigenmodes at R = 30 61 
5.1 The ratio of core and collision radii as a function of the Debye shielding 
ratio of the large aggregate. Data points are taken from Kusters et al. 
[1997] 88 
5.2 Values of collision efficiency a\j as a function of £. Data points are taken 
from Kusters et al. [1997] 89 
5.3 Global representation of the optical set-up 90 
5.4 Illustration of how the particles image can be captured in the experiments. 91 
5.5 Objective locations relative to a vortex; (1) R = 3.48, (2) R = 6.96, and 
(3) R = 10.44 92 
5.6 The raw bitmap image obtained by image analysis system (left) and the 
corresponding binary image after thresholding (right) 93 
X 
5.7 Comparison of experimental and predicted velocity vector field at R = 4 
and R = 12. Top: simulation. Bottom: PIV 94 
5.8 Comparison of experimental and predicted axial profiles of axial velocity 
Uz and radial velocity Ur at r = 3.94 cm at R = 4. Solid line: 2D-CFD 
predictions. Open circle: PIV experiment 95 
5.9 Comparison of experimental and predicted axial profiles of mean axial 
velocity (Uz) and mean radial velocity (Ur) at r = 3.96 cm at R = 12. 
Solid line: 2D-CFD predictions. Open circle: PIV experiment 96 
5.10 An example of particle track in case 1 97 
5.11 Left: The shear an inert particle experiences for R = 3.48. Right: The 
histogram of shear rates in the reactor for R = 3.48 98 
5.12 Micrographs of floes at R = 10.44 after (a: top left) 0, (b: top right) 
50, (c: middle left) 110, (d: middle right) 150, (e: bottom left) 190, and 
(f: bottom right) 270 minutes. Doublets are produced initially, then com­
pact small floes coexist with the primary particles. Later on aggregate-
aggregate collisions produce larger aggregates until steady state is reached. 99 
5.13 Evolution of d±z with the time at different shears (R = 3.48,6.96, and 
10.44) and at $o = 2.3 ± 0.1 x 10-4. Open symbols: Experiment; Lines: 
Simulation. Symmetric fragment distribution function is used in the 
simulations 100 
5.14 The time evolution of c/43 at different particle volumes and flow history. 
All three cases followed the same experimental procedures with the same 
Re. After ° was done, • was repeated after a large shear was applied to 
the fluid. Half solid concentration was used in A 101 
5.15 Relationship between A obtained from the image analysis system with P 
at t — 362 min and R = 6.96 . The exponent of the relationship gives 
information on Dpf. (Note 1 pixel = 1.48 yum.) 102 
5.16 The time evolution of the perimeter-based fractal dimension Dp f  for R = 
3.48, 6.96, and 10.44 103 
5.17 Nine sample points. Black dots (indexed by number) indicate the loca­
tions of the sample points 104 
5.18 The variation of shear rate at point 1 in wavy vortex flow. The shear 
rates are normalized by the mean experimental shear rate at point 1. 
Note that the shear rate experienced by a particle will be a combination 
of the shear profile in Figs. 5.11 and 5.18 105 
xi 
6.1 Typical Lagrangian time series of normalized turbulence frequency w* at 
A = 34 121 
6.2 The relationship between and n 122 
6.3 Comparison of experimental and predicted mean velocity vector fields at 
R = 160. Top: simulation. Bottom: PIV 123 
6.4 Comparison of experimental and predicted Reynolds stress at R = 160. 
Top: (uf) stress comparison. Bottom: (u'j?) stress comparison 124 
6.5 Comparison of experimental and predicted axial profiles of axial velocity 
(uz) (in left column) and radial velocity (ur) (in right column) at r = 
3.94 cm at R = 34, 100, 160 and 220. Solid line: 2D-CFD predictions. 
Open circle: PIV experiment 125 
6.6 The time evolution of the perimeter-based fractal dimension Dp f  for R — 
3.48, 6.96, 10.44, 34.8, and 69.6 126 
6.7 Computational domain used in the simulation of aggregation-breakage 
problems 127 
6.8 Evolution of £?io and with the time at different shear rates. (Left: 
R = 34.8; Right: R = 69.6.) Open symbols: experiments; Solid lines: 
CFD simulation; Dashed lines: CFD simulation without fluctuation in e. 
Error bars indicate range observed for 2 repetitions of the experiment. . 128 
6.9 Sensitivity of the predicted mean size on model parameters. Top: Sensi­
tivity on Df, Bottom: Sensitivity on ka 129 
6.10 Sensitivity of the predicted mean size on model parameters. Top: Sensi­
tivity on b'; Bottom: Sensitivity on y 130 
6.11 Evolution of dio and (Z43 with the time at different shear rates. (Left: 
R — 34.8 and (G) = 34.96 s-1; Right: R = 69.6 and (G) = 71.69 s™1.) 
Open symbols: experiments; Solid lines: CFD simulation; Dashed lines: 
spatial average shear 131 
7.1 Sketch of the poorly-micromixed plug flow reactor model 153 
7.2 Flowchart for implementation of ISATAB in a CFD code 153 
7.3 Effect of error tolerance on average relative global error. Top: Nucleation 
and growth. Bottom: Nucleation, growth, and aggregation. Solid lines 
represent power-law fits 154 
7.4 Effect of error tolerance on predictions with nucleation, grow, and aggre­
gation. Top: too. Bottom: <£43 155 
xii 
7.5 Number of retrieves, grows and adds against the total number of queries 
for plug-flow reactor calculation.  Top: e t o i  = 5 x 10~4 .  Bottom: e t o i  = 
6 x 10-6 156 
7.6 Effect of initial reactant concentrations on mo- Top: High concentrations. 
Bottom: Low concentrations 157 
7.7 Effect of initial reactant concentrations on d\z 158 
7.8 Effect of micromixing time r on the mean nucleation rate 158 
7.9 Effect of micromixing time r on the mean growth rate 159 
7.10 Effect of micromixing time r on mo 159 
7.11 Effect of micromixing time r on mean particle size c?43 160 
7.12 Effect of Reynolds number on mo 160 
7.13 Effect of Reynolds number on CZ43 161 
8.1 Sketch of the poorly micromixed plug-flow reactor model 192 
8.2 In the four-environment model (4Eb), environment 1 initially contains 
unmixed fluid with £ = 1 and environment 4 contains unmixed fluid 
with £ = 0. Precipitation reactions occur in environments 2 and 3 when 
0 < £ < 1 192 
8.3 In the DQMOM-IEM(2) model, environment 1 initially contains unmixed 
fluid with £ = 1 and environment 2 contains unmixed fluid with £ = 0. 
Precipitation reactions occur in environments 1 and 2 when 0 < £ < 1. . 192 
8.4 Evolution of the mixture-fraction variance (£'2) for multi-environment 
and transported PDF models 193 
8.5 Evolution of the third and fourth standardized central moments of the 
mixture fraction for the DQMOM-IEM and transported PDF models. 
Top: Third standardized central moment fi3. Bottom: Fourth stan­
dardized central moment [X4. Note that the results from both ICs in 
DQMOM-IEM(3) and (4) are plotted 194 
8.6 Evolution of the fifth and sixth standardized central moments of the 
mixture fraction for the DQMOM-IEM and transported PDF models. 
Top: Fifth standardized central moment/is- Bottom: Sixth standardized 
central moment //g- Note that the results from both ICs in DQMOM-
IEM^) and (4) are plotted 195 
8.7 Evolution of the third and fourth standardized central moments of the 
mixture fraction for the multi-environment micromixing models. Top: 
Third standardized central moment ^3. Bottom: Fourth standardized 
central moment yu.4 196 
xiii 
8.8 Evolution of the mean reaction-progress variable (Y) for the multi-environment 
and transported PDF models 197 
8.9 Evolution of mean particle number density (mo) for the multi-environment 
and transported PDF models 197 
8.10 Evolution of mean particle size (d^) for the multi-environment and trans­
ported PDF models 198 
8.11 Evolution of the mean nucleation rate (B) for the multi-environment and 
transported PDF models 198 
8.12 Scatter plot of superstaturation Ac conditioned on the mixture fraction 
£ at t = 0.5 for the IE, DQMOM-IEM(2), and transported PDF models 
(high concentrations) 199 
8.13 Scatter plot of reaction-progress variable Y conditioned on the mixture 
fraction £ at t = 0.5 for the IE, DQMOM-IEM(2), and transported PDF 
models (high concentrations) 199 
8.14 Scatter plot of particle number density mo conditioned on the mixture 
fraction £ at t = 0.5 for the IE, DQMOM-IEM(2), and transported PDF 
models (high concentrations) 200 
9.1 At R = 34, the evolution of mean particle size d\o and in two different 
runs (measured by in-situ image capturing system) 205 
1 
1 Introduction 
The unique chemical, electronic, magnetic, optical, and other properties of nanoscale particles 
have led to their evaluation and use in a broad range of industries, such as biotechnology, 
catalysis, data storage, energy storage, microelectronics, etc. Reactive precipitation, which 
involves mixing-limited reaction, nucleation, growth, aggregation, and breakage is often of key 
importance in these applications. The product properties, such as particle size distribution 
and morphology, result from micromixing and rapid reactive precipitation. On the other hand, 
aggregation-breakage phenomena are strongly affected by the local shear rate, supersaturation, 
etc. Because of the complexity of precipitation processes and their interaction with the flow 
field, computational fluid dynamics (CFD) and suitable models for precipitation are required 
for chemical reactor design and scale-up. The main scopes of my dissertation are as follows: 
1) Since the aggregation-breakage experiments were carried out in a Taylor-Couette reactor, 
it is necessary to investigate the transition to turbulence problem in such a device. The velocity 
vector field in a meridional plane was measured using particle image velocimetry. Various 
approaches including spatial correlation and proper orthogonal decomposition were used to 
analyze the velocity data to reveal the spatio-temporal character for the different flow regimes 
in the Taylor-Couette flow. 
2) An experimental and computational investigation of the effects of the local fluid shear 
rate on the aggregation and breakage of ~10 yum latex spheres suspended in an aqueous so­
lution undergoing laminar or turbulent Taylor-Couette flow was carried out, according to the 
following program. First, computational fluid dynamics (CFD) simulations were performed and 
the flow-field predictions were validated with data from particle image velocimetry experiments. 
Subsequently, the quadrature method of moments (QMOM) was implemented into the CFD 
code to obtain predictions for mean particle size that account for the effects of local shear rate 
on the aggregation and breakage. These predictions were then compared with experimental data 
for latex sphere aggregates (using an in-situ optical imaging method) and with predictions using 
spatial average shear rates. 
3) In CFD, the calculation for the chemistry part and for the flow field part is usually simply 
split. The computational time for the chemistry part takes a huge percentage of the total time 
(>99% normally for complex chemistry in combustion or precipitation). A novel algorithm 
- in-situ adaptive tabulation - has been first applied for precipitation in a CFD code using 
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transported probability density function (PDF) methods, and successful speed up was achieved 
with satisfying accuracy. 
4) Mixing in the precipitation process is of central importance in design and performance 
evaluation of industrial crystallizers. The transported PDF method is considered a state-of-the-
art technique to describe the micromixing phenomena. However, it is computationally intensive 
and difficult to formulate in a realistic case. Eulerian based multi-environment presumed PDFs 
can be simply incorporated in many commercial CFD codes, hence is extremely promising to use 
in CFD for a real industrial problem. The objective of this work is to compare multi-environment 
presumed PDFs and a recently proposed direct-quadrature-method-of-moments-interaction -by-
exchange-with-the-mean (DQMOM-IEM) micromixing model with transported PDF predictions 
for the simulation of reactive precipitation including simultaneous mixing-limited reaction, nu­
cleation and growth in a plug-flow reactor (PFR). DQMOM is applied to calculate the turbulent 
spurious dissipation rate for the multi-environment micromixing models. The results show that 
the DQMOM-IEM model agrees well with the transported PDF simulations, even when the 
number of nodes used in DQMOM is small (e.g., 2-4). Given the computational efficiency of the 
DQMOM-IEM model relative to the transported PDF methods, this model offers great promise 
as a practical CFD tool for simulating plant-scale reactors. 
3 
2 Fundamentals 
Reactive Turbulence Flow Theory 
Governing Equations 
The mass and momentum conservation governing equations with constant density are 
^ + u • Vu = --Vp + vV2u, (2.1) 
dt p 
^  + u-V<t> = DV2(t> + S{(f>),  (2.2) 
and the continuity equation is 
V • u = 0, (2.3) 
where u is the velocity vector, p is the pressure, p is the fluid density, <j) is the scalar vector (i.e., 
concentration, temperature, moments of the particle size distribution (PSD)), v is the kinematic 
viscosity, D is the molecular diffusivity of 0, and S(0) is the chemical source term. 
Reynolds-Averaged Equations 
In the turbulent flow, fluids motion is characterized by instability, intermittency and tran­
sition. These non-linear partial differential equations appear to be insoluble, except through 
numerical simulations. The primary emphasis in this thesis is on the Reynolds-averaged Navier-
Stokes equation. The principal variables are expressed as 
u = (u) + u', (2.4) 
(2-5) 
= W -t- (2.6) 
where the fluctuations are represented by the functions u', p',  and </>•. By definition, each of the 
Reynolds-averaged fluctuations vanishes. 
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The Reynolds-averaged Navier-Stokes equation is written as 
^ + (u). V(u) = . (H + T*). (2.7) 
where the turbulent stress or Reynolds stress is defined as 
r* = -p(u'u'). (2.8) 
It is noteworthy that though the same Greek letters are used, the stresses in the last term of 
Eq. 2.7 have very different physical origins. Whereas (r) represents viscous transfer of momen­
tum and therefore molecular or diffusive in nature, r* is due to the velocity fluctuations and 
is fundamentally convective. The effect of turbulence is formally equivalent to augmenting the 
viscous stress tensor. Strategies for the basic issue of how the Reynolds stress is to be modelled 
are discussed in the Sec.  Closure Problem for Velocity Field.  
The Reynolds-averaged reactive scalars conservation equation is 
^ + u - V(&) = -V - ((J,) + J,*) + (S(#>. (2.9) 
where Ji = — by Pick's law and the turbulent flux of species is 
j; = (u'#>. (2.io) 
Once again, the effect of turbulence is to augment the flux relative to the mass-average velocity. 
The calculation of scalar f lux J* is  unclosed and needs to be modelled (see Sec.  Closure Problem 
for Chemical Species Field).  
In order to illustrate the effect of turbulence fluctuation on the calculation of reaction rates, 
two different reaction rate laws (1st and 2nd order) are considered here: 
For a first-order reaction with the reaction rate expression as Si = —ky<p t ,  the Reynolds-
averaged rate is 
(Si)  = -h(((f>i) + </>•) = -ki((  fa) + (<•/>•}) = -ki(<f>i).  (2.11) 
Thus, the reaction rate is unaffected by Reynolds-averaging. However, for a second-order reac­
tion with Si — - koçf, the Reynolds-averaged rate becomes 
(5,) = -k2((<j>i)2 + (f/>'-2)). (2.12) 
The new term (èf) is unclosed and needs to be modelled. In general, any nonlinear reaction 
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rate law (S(4>)) will lead to additional terms when the concentrations are Reynolds-averaged, 
which will be discussed in more detail later. 
By the early 1950's, four main categories of turbulence models had evolved: 1. Alge­
braic (Zero-Equation) Models, 2. One-Equation Models, 3. Two-Equation Models, 4. Stress-
Transport Models. This thesis introduces all four classes of turbulence models. The primary 
objective is to examine how turbulence models are derived and their limitations. The review is 
not intended to be a catalog of all turbulence models. 
Closure Problem for Velocity Field 
Zero-Equation Models 
When we go over the relationships derived above, a closure problem becomes evident. The 
number of Reynolds-averaged equations equals to the number of Reynolds-averaged variables, 
however, the velocity and species concentration fluctuations (u', $[) are unknowns (Therefore, 
the no. of the unknowns are greater than the no. of Reynolds-averaged transport equations 
and hence the closure problem has to be solved). Thus, the cost of ensemble-averaging is the 
need to find additional relations among the unknowns. The earliest attempts at developing a 
mathematical description of turbulent stresses sought to mimic the molecular gradient-diffusion 
process. We suppose that the main flow is in the z direction, and that y is the distance from 
a wall. It is assumed that (uz) depends mainly on y. According to the eddy diffusion concept, 
the turbulent fluxes in the y direction are expressed by using the Boussinesq eddy-viscosity 
approximation as 
(2
'
13) 
where vt is the kinematic eddy viscosity. Now, the problem of evaluating the turbulent fluxes 
is reduced to that of evaluating vt- For computational simplicity, the kinematic eddy viscosity 
is often computed in terms of a mixing length proposed by Prandtl in 1925. It is assumed that 
d(u z)  
d y (2.14) 
where I  is the "mixing length". I  and l \d(u z)/dy\  are viewed as length and velocity scales for 
eddy motion. In contrast to the molecular viscosity, which is an intrinsic property of the fluid, 
the eddy viscosity (and hence the mixing length) depends on the flow. Because of this, the eddy 
viscosity and mixing length must be specified in advance. Note that this model is rarely used 
in CFD calculations today! We refer to a model based on the mixing-length hypothesis as an 
algebraic model or a zero-equation model of turbulence. By definition, an «.-equation model 
means a model that requires solution of n additional differential transport equations in addition 
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to those Reynolds-averaged conservation equations for the mean flow. 
Reynolds Stress Equation 
The eddy viscosity models have serious limitations though they are successful in some aspects 
(e.g., the law of wall). One problem is that the parameters in tu must be determined by 
fitting velocity measurements. Another is that it can not describe key features of a number 
of flows [Kays and Crawford, 1993]. It is evident that more powerful approaches are needed 
for engineering computations. By mathematical derivation from Navier-Stokes equation, the 
differential equation for the Reynolds stress (u[u'j) is 
^ = - E + E 
k  k  k  ( 2  15) 
( ( < & ) +  ( " : ^ ) ) + -  2 " Ç  ( ë ë )  •  
Note that {u'^u'j) depends on (u^u'-u^). Thus, there still exists closure problem. For information 
on the additional relationships for closure, refer to Speziale [1991]. 
Turbulent Kinetic Energy 
The turbulent kinetic energy is defined as 
K=-^(uf ) .  (2 .16)  
i  
The transport equation for K can be derived from Eq. 2.15: 
= -V •  jK  - (u'uz) : Vu - e, (2.17) 
where 
+ /^u'\ , (2.18) 
e= i/((Vu') : Vu')4). (2.19) 
The left-hand side represents accumulation and convection. j% is the flux of turbulence kinetic 
energy relative to u. The second term on the right-hand side is called "production term", which 
is interpreted as the rate at which K is produced from the main flow. The dissipation per unit 
mass e is called a sink. Eq. 2.17 is often used to simulate the boundary layers. 
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One-Equation Models 
In this approach, it is assumed that eddy viscosity is a function of K and a turbulent length 
scale It- Its main limitation is that the function It has to be specified. For more information, 
refer to Wilcox [2000] and Spalaxt and Allmara [1992]. 
Two-Equation Models 
Two-Equation models of turbulence have served as the foundations for much of the turbulence 
model research during the past two decades. Among them, the k-e model is most popular. The 
exact equation for e can be derived by taking the following moment of the Navier-Stokes equation: 
2
-E4w"i,1=o' 
(2.20) 
where N(ui) is the Navier-Stokes operator. The transport equation for e is far more complicated 
than for K and involves several new unknown double and triple correlations of fluctuating 
velocity, pressure and velocity gradients. One of the closure approximations is shown in the 
standard k-e model as follows. 
Kinematic eddy viscosity: 
VT = C/j/c2/e, (2.21) 
Turbulent kinetic energy: 
dk dk dui 
(V + L>T/(T K)JR~ j  (2.22) 
Dissipation rate: 
de de e dui d (2.23) 
Closure coefficients: 
C e i = 1.44, C e2 = 1.92, = 0.09, = 1.0, = 1.3 (2.24) 
8 
Closure Problem for Chemical Species Field 
Scalar Flux and Scalar Dissipation Rate 
Like the Reynolds stresses, the scalar flux obeys a transport equation that can be derived 
from the Navier-Stokes and scalar transport equations. The equation of a reacting scalar <j)a is 
^ + (225) 
+P? + 7T f — ef + (uiSa{<f>)),  
where contains the triple correlation term and molecular term that are responsible for spatial 
transport of J*. P" is the production term, 7rf is the pressure-scrambling term, and ef is the 
scalar flux dissipation. (UiSa(4>)) describes the correlation between the fluctuating velocity and 
chemical source term and is unclosed. Like the derivation of transport equations for turbulent 
kinetic energy and turbulent dissipation rate, the transport equation for the variance of an inert 
scalar (ij>a) and scalar dissipation rate e^ can be derived. Also new unclosed terms appear in 
the equation and need to be modelled. More information can be found in Fox [2003]. 
Closure Problem for Chemical Source Term 
As noted previously, the chemical source term S((f))  in Eq. 2.9 is one of the major issues 
when modelling turbulent reacting flows. The simplest closure for the chemical source term is 
to assume that the joint composition PDF can be represented by its moments. In general, this 
assumption has limitations to predict a few of complex competitive reactions [Fox, 2003]. An­
other important approach introduces probability density function (PDF). The joint-composition 
PDF of the scalars in a reacting flow is defined as 
./>(i/>;x, t)dil> = P[ipa < <j)a(x, t)  <tpa + dipa ,oi  = A, B, ...]. (2.26) 
Thus, the chemical reaction term can be calculated exactly as follows 
Z- + OC f  + OO 
(S(0)) = / •••/ S('0)/4,(i/>;x,£)ch/>. (2.27) 
J 0 J 0 
PDF methods are categorized as transported PDF and presumed PDF. The presumed form of 
the presumed PDF in terms of a finite collection of delta functions may be inadequate for complex 
chemistry. For transported PDF methods, the shape of the joint scalar PDF is computed from 
its transport equation. However, transported PDF codes are more CPU intensive than presumed 
PDF closures. The detailed information of presumed multi-environment PDF can be found in 
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Chapter 3. In transported PDF methods, the joint PDF is represented by a large number of 
"notional particles". The notional particle move in real and composition space by well-defined 
stochastic models. A detailed description of PDF formulation and solution using Monte-Carlo 
methods can be found in Pope [1985a], Here we limit the discussion to the final transport 
equation of the joint  composit ion density function /^,(^;  x, t) .  
W + +  SrK-WW = ~~A l < r ' V ^ W / *]  "  l< r 'V '<A> +  Ato) / # ]  • 
(2.28) 
The composition PDF evolves by convective transport in physical space due to mean velocity 
and the scalar conditioned fluctuating velocity. The transport in composition space is done 
by micromixing and chemical reactions. One of the most employed micromixing models is the 
interaction-with-mean (IEM) model [Costa and Trevissoi, 1972a,b]: 
(nV^ |V)  =  %^W-^) ,  (2 .29)  
where (<&) is the local scalar mean and T«p is the local micromixing time. The only term in 
Eq. 2.28 that is unclosed is the scalar-conditioned velocity fluctuation (ui\tp). This term is 
modelled using a gradient-diffusion method: 
WV,) = (2-30) 
where IV is the turbulent diffusivity and depends on k and e. More information about trans­
ported PDF methods can be found in Raman [2003]; Wouters [1998]. 
Population Balance Equation (PBE) 
Reactive precipitation involves four fundamental processes: mixing-limited reaction, nucle­
ation, growth, and aggregation. New particles are created by nucleation while growth and 
aggregation lead to the size enlargement of particles. Breakage of particles can be caused by the 
local fluid shear imposed on them. A detailed review can be found in Dirksen and Ring [1991]. 
The population balance, or particle number continuity equation, is usually applied to describe 
particulate flow phenomena. Assuming a spatially distributed particulate process that can be 
described adequately with the particle size, v, as the only internal coordinate, the population 
balance can be written for as [Hulburt and Katz, 1964; Randolph and Larson, 1988; Friedlander, 
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2000]: 
— n(v;t)  /  a(v,  e)/?(v, e)n(e; t)de + / a(e)b(v\e)n(e-, t)de -  a(v)n(v,t) ,  (2.31) 
where n(u; x, t)  is the number-density function and n = dN/dv; where dN is the number of 
particles per unit volume of suspension in the size range v to v + dv. Note that the molecular 
diffusion term as a result of particle's random motion is neglected. a(v, e) is the collision ef­
ficiency between particles with volume v and e, /?(?;, e) is the volume-based aggregation kernel 
that describes the frequency that particles with volume v and e collide, a(v) is the volume-based 
breakage kernel that is the frequency of breakage of a particle of volume v, and 6(u|e) is the 
fragment distribution function. The terms on the right-hand side of Eq. 2.31 represent birth and 
death of particles due to aggregation and breakup, respectively. According to McCabe [1929], 
the crystal growth rate G is independent of particle size, thus 
B(n) and D(n) are the birth and death rate due to nucleation, aggregation and breakage. 
Nucleation is taken to be a process of appearance of nuclei of zero size. It follows that 
â<°"> = G Ê- (2.32) 
Bo = Bq5(L) (2.33) 
where 5(L) is the Dirac delta function. 
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PBE for Turbulent Flow 
As we reviewed in the previous section, Reynolds-averaged approach can be applied to 
Eq. 2.31 to get the Reynolds-averaged PBE: 
Note that the aggregation and breakage kernels depend on the shear field, which is fluctuating. 
As a result of time averaging, several new terms appear in the PBE. The fourth term on the 
left-hand side, the fluctuating growth term, depends on the correlation between the fluctuating 
size distribution function n' and the local concentrations of the species converted to crystal. It 
results in a tendency for spread to occur in the particle size range-a turbulent diffusion through 
v space. 
The first term on the right-hand side is a well-known term that represents the change in (n) 
resulting from turbulent diffusion. This term can be modelled using 
where is the eddy diffusivity. The last two terms are the contributions to coagulation resulting 
from the fluctuating concentrations. The importance of these terms for turbulent flows has not 
been carefully studied. 
If the fluctuating terms are taken out due to the large number of particles per computational 
cells and turbulent diffusivity Dt is introduced, the commonly used PBE for turbulent flow is 
^ + <u>. 
a(v , e)(/3(u, e) + j5 '(v,  e)){n'(v; t)n'(e; t))de.  (2.34) 
(2.35) 
-^- + (u)'V(n) + -—™— = V-(DTV(n)) + ~ J  a{v-e,  e)/3(u-e, e){n(v-e; i))(n(e; t))de 
For convenience, () is not added to represent Reynolds-averaged scalars. However, readers 
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should keep in mind scalars appeared in the turbulence models are actually Reynolds-averaged. 
Discretized population balance (DPB) is a popular method to solve the PBE for the well 
mixed flow system [Hounslow et al., 1988; Lister et al., 1995b; Tsantilis and Pratsinis, 2000]. A 
finite-element algorithm was developed by Nicmanis and Hounslow [1998] to solve the PBE and 
was found to be two orders of magnitude more accurate than DPB. Wojcik and Jones [1998] 
present a bivariate dynamic model of MSMPR precipitation with agglomeration (aggregation 
and breakage) using the dual particle coordinate (size and primary particle number) population 
balance approach with finite difference method. For a multiple internal coordinates PBE, Monte 
Carlo approach is an alternative to posing and solving PBE for particulate processes [Ramkr-
ishna, 1981; Gooch and Hounslow, 1996; Tandon and Rosner, 1999; Kruis et al., 2000]. However, 
the previous approaches requires many scalars in order to get reasonable results. Moment meth­
ods seems to be a tractable approach for it requires only several lower order moments (4-6)of 
the PSD. 
Moment Transformation of the Population Balance 
In many engineering systems, knowledge of the complete particle distribution is unnecessary. 
Instead, some average or total quantities are sufficient to represent the particle distribution. We 
can then apply the moment transformation method to solve the PBE. Define the jth moment 
of the distribution as 
roo 
— / n(v;x. , t) iPdv, (2.37) 
J o 
where j  can be 0, 1/3, 2/3, 1, 4/3, and 5/3. In the crystallization area, the length-based moments 
m' are often used. One may define a new coordinate v = L3, and it is easy to get rrij — rn':i-. 
The population balance (Eq. 2.36) can be averaged in the particle size space by multiplying v^dv 
on both sides and integrating from 0 to oo. For example, the third term in the PBE can be 
integrated by parts to give 
roo Q 
J ~Qjr{Gn) =—03 :>Bo — 3jGm'3 j_ l  =Bo — (2.38) 
where Bo is the number flux entering the internal coordinate region at L = 0 (nucleation rate in 
the case of crystallization). We then have a set of moment equations describing the precipitation 
process: 
^ + (U) - Vnij = V - (DrVmj) + O^Bq + + B, - D,. (2.39) 
For brevity, the expressions for Bj and Dj due to aggregation and breakage can be found in 
Chapter 5. The terms Bj and Dj can be calculated by using Quadrature Method of Moments 
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(QMOM). The QMOM approach treats the partilce number density as 
n = ^  Wi5(L -  Li).  (2.40) 
Details about QMOM can be found in Chapter 5. The following is only to show that how 
abscissas L, and weights wt can be determined from the lower-order moments. 
Inversion of Moment Sequences to L< and W{ 
Inversion of the first six moments (mo — 7715) to generate the abscissas and weights involves 
two steps [McGraw, 1997]. First, a symmetric tridiagonal matrix J is constructed using the 
product-difference (PD) algorithm [Gordon, 1968]. The PD algorithm is shown as follows. Set 
up a triangular array of elements P(i,j). Elements in the first column are 
Since the final weights can be multiplied by the original mo, let m* = mi/mo i=0,l,...5. we set 
P(l, 2) = m J = 1. Then the remaining components of the array are calculated by 
(2.41) 
The second column contains 
P(i,2) = (-l)<-1mi_i, 2 — 1,2, ...6. (2.42) 
f(w) = MW - l)f(i + W - 2) - P(W - 2)P(t + 1, J - 1). (2.43) 
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But in the inversion process, only the elements of the first row are needed, which are shown as 
follows 
P( l , l )  =  l ,  
P(l,2) = l, 
P(l,3) = to*, 
P ( l ,4 )=m^-m^,  
P(l, 5) = mlml — TO22, 
P(l, 6) = + 2m\m\m\ — m^2 — m\2 m\ + m^m^), 
P(l, 7) — rn*(rn2 - + 2m2rn*3m\ - m\m*± - + mXrn^mt,). 
A new vector a is then constructed by 
a(n) = 
= 1 
P(l,n + l)/(P(l,ra)P(l,n — 1)) n = 2,..., 6 
Finally, the matrix elements of J are obtained as sums and products of a(n) 
(2.44) 
(2.45) 
an  = a(2n) + a(2n -  1),  n = 1,2,3,  (2.46) 
bn  = ^ /a(2n + l)a(2n), n = 1,2,3. (2.47) 
Then the PD algorithm is completed and the symmetric tridiagonal matrix J is 
J = 
^ a\ bi 0 ^ 
bl 0,2 &2 
^ 0 62 <33 j 
(2.48) 
The second step is to calculate the quadrature abscissas and weights from the Jacobi matrix J. 
The abscissas L, (i = 1,2, 3) are simply the eigenvalues of J, and the weights w, (1 = 1, 2, 3) are 
obtained from the corresponding eigenvectors Uj. 
Wi = rnov-t (2.49) 
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where vu is the first component of eigenvector v l .  Thus, from the first six moments, we obtain 
the three Li and three vh- By inserting the values of L, and Wi back into Eq. 2.39, the birth 
and death rates due to the aggregation process can be calculated. 
Precipitation Process 
Nucleation 
The nucleation process can be classified into three main categories: (1) primary homogeneous, 
(2) primary heterogeneous, and (3) secondary nucleation. Homogenous nucleation occurs in the 
absence of a solid interface; heterogeneous nucleation occurs in the presence of a solid interface 
and secondary nucleation occurs in the presence of a solute-particle interface. 
Homogeneous nucleation 
Classical theories assume that solute molecules combine to produce nuclei in the homogeneous 
nucleation process. Then, the free energy AG of the nuclei is the sum of the free energy due to 
the formation of new solid volume and the free energy due to the new solid surface. 
AG = - (—~\ kBT In(5) + 7a, (2.50) 
\vm J 
where vp(= k vL3) is the volume and a(= kaL2) is the surface area of the aggregate, v r n  is the 
molecular volume of the precipitated embryo and 7 is the surface free energy per unit area. The 
volume shape factor kv and surface shape factor ka can be experimentally determined if complex 
crystal morphology is involved [Marchisio, 2001]. When the supersaturation S < 1.0, AG{L) is 
posit ive and the formation of a  solid phase is  non-spontaneous.  However,  when S > 1, AG(L) 
has a positive maximum at a critical size (L*). After L > L*, the curve drops below zero, and 
precipitation is spontaneous. The expression for nucleation rate B is as follows: 
where D is the diffusion coefficient of the solute, and d is the molecular diameter. 
Heterogeneous Nucleation 
Most primary nucleation are likely to be heterogeneous nucleation induced by other surfaces. 
The rate of heterogenous nucleation has the same form as that in Eq. 2.51. The difference is that 
(2.51) 
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7si of the solid/liquid interface is replaced by 7SS of the solid/solid interface. Because 7s,s < 7s;, 
the heterogeneous nucleation occurs at a lower critical supersaturation. 
Secondary Nucleation 
Secondary nucleation is due to the presence of solute particles present in solution. It can be 
classified into three categories: apparent, true, and contact. Secondary nucleation is involved 
with the surface of crystal seeds, wall surfaces, hydrodynamic shear forces, etc. [Dirksen and 
Ring, 1991]. 
Growth 
In a typical crystal growth process, a series of stages are involved: transport of solute from the 
bulk solution to the crystal surface, adsorption on the crystal surface, diffusion over the surface, 
attachment to a step, diffusion along a step, integrate into the crystal at a kink site, release 
of coordination solvent molecules away from crystal surface. Surface adsorption, spiral growth, 
and surface nucleation are most commonly proposed as crystal surface growth mechanisms. 
Aggregation 
Aggregation occurs when two or more particles collide and adhere. Smoluchowski [1917] pro­
vided the first account of orthokinetic coagulation kinetics by assuming that during encounters 
between two spheres they approach one another on rectilinear paths and that no forces act on 
the spheres until the two spheres contact and adhere. Hence, the collision frequency expression 
derived by Smoluchowski is given by 
where is the collision frequency function for aggregates i and j, in which aggregate i means 
that the aggregate contains i primary particles. Gs is the local shear rate. is the collision 
radii of aggregate i. rii is the number density of aggregate i. The collision efficiency ranges from 
0 to unit. In laminar and turbulent systems, the aggregates follow the flow stream when they 
arc in the smallest eddies. As long as the aggregates are smaller than the length of smallest 
eddies (Kolmogorov scale), the aggregation kinetics can still be expressed by the same formula 
as the laminar aggregation. The Kolmogorov scale is given by 
Jij — fiijW'i'ïlj — ^Gs{Ri \ Rj ) Ï I i H j - (2.52) 
(2.53) 
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At a characteristic value of turbulent dissipation rate e of 0.1 Wkg \ r j  equals to 56 /tin in 
water. In turbulent case, Gs — (e/v)1^, and Eq. 2.52 becomes 
Ji j  =  + Rj) 3 r i in j .  (2.54) 
In the approximate expression derived by Saffman and Turner [1956], we have 
J i j  =  1 . 2 9 4 +  R j ) 3 n i r i j  (2.55) 
which has a different numerical constant 1.294 instead of 1.333 in Eq. 2.54. The collision fre­
quency function is assumed to be 
The aggregation kernel is more complicated in the reactive precipitation processes. The 
expression to calculate it can be found in Baldyga et al. [2002]. 
Particle breakage functions can be factored into two parts. The breakage kernel, a ( L ) ,  is 
the rate coefficient for breakage of a particle of size L, and b(\\L) defines the probability that 
a fragment of size A is formed from the breakage of an L-sized particle. The commonly used 
breakage kernels are power law breakage kernel and exponential breakage kernel, and the frag­
ment distribution functions frequently reported in the literature are symmetric fragmentation, 
erosion, uniform, and normal distribution. 
Literature Review 
CFD has already been a powerful technique to predict the precipitation. It was applied in 
various chemical reactors such as rectangular jet reactor [Seckler et al., 1995; Leeuwen et al., 
1996], coaxial flow pipeline, stirred tank [Wei and Garside, 1997; Al-Rashed and Jones, 1999; 
Baldyga and Orciuch, 2001], and a Taylor-Couette cell. 
Mixing in the precipitation process is of the central importance in design arid performance 
evaluation of industrial crystallizers. A detailed review from a chemical reaction engineering 
viewpoint can be found in Tavare [1986]. The presumed beta PDF was applied to simulate the 
micromixing in Baldyga and Orciuch [2001]. Transported PDF methods were used by Falk and 
Schaer 1999] with method of moments in FLUENT to simulate silica aggregation process. 
f i i j  = 1.294G, ( R j  +  R j ) 3 .  (2.56) 
Breakage 
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A latex particle aggregation experiment was carried out in a Taylor Couette cell by [Oles, 
1992; Serra et al., 1997; Krutzer et al., 1995]. The authors used a volumn average shear rate 
to characterize the flow shear. It is noteworthy that in the work of Krutzer et al. [1995], the 
experimental collision efficiency agrees well with that predicted by Van de Ven and Mason [1977] 
in the laminar couette flow with the outer cylinder rotating and inner cylinder at rest. While 
in the laminar Taylor vortex flow regime, the functional dependence of collision efficiency on 
flow number is different between theory and experiment. The authors concluded that "because 
of the heterogeneity of the flow field, the average shear rate found by linear averaging over the 
volume is not a suitable parameter". This is because the aggregation rate is not proportional to 
7 but to 7°'77 or 70'82. Turbulent coagulation of polymer particles was studied by means of end-
over-end rotation [Adachi et al., 1994]. It is evident that the information for turbulence is hard 
to obtain in such a device. In a stirred tank, the aggregation experiments and PBE simulation 
were carried out by Spicer and Pratsinis [1996a]. By fitting the experimental data, the authors 
were able to determine the model parameters for coagulation and fragmentation. Electrostatic 
repulsion energy and Van der Waals attraction energy are incorporated in the calculation of 
collision efficiency by Gardner and Theis [1996]. Kramer and Clark [1999] proposed a breakage 
model in the simulation of orthokinetic coagulation based on flow-induced normal stresses by 
considering local flow strain-rate. Tontrup et al. [2000] studied aggregation of Titania in a stirred 
reactor. Turbidity measurements are used to characterize aggregation of diluted suspensions. 
Thus in situ PSD information was obtained. Kusters's core-shell model was applied to calculate 
the collision efficiency. DPB simulation results were found to agree well with the experimental 
data. 
Hartel et al. [1986]; Hartel and Randolph [1986] investigated calcium oxalate crystal aggre­
gation in a Taylor-Couette flow, which was modelled by a PBE for mixed-suspension, mixed-
product-removal (MSMPR) reactor and mean shear rate in the cell. Mumtaz et al. [1997] devel­
oped a model to calculate the collision efficiency for calcium oxalate monohydrate precipitation. 
Physical models for deposition of species on the cementing site and hydrodynamic tensile force 
are combined to determine the success of collisions with different orientations to the shear field. 
Later, Bramley et al. [1996, 1997]; Collier and Hounslow [1999] investigated calcite growth and 
aggregation in a shaken flask and a stirred tank respectively. By trying size-independent, Brow-
nian motion, and shear kernels, the best kernel was found to be size-independent since it best 
fits the experimental results, though the kernel should be size-dependent physically. Relations 
between the aggregation rate constant /3q, growth rate G and stirrer speed N were correlated; 
/3o was found to be directly proportional to G and inversely proportional to N. The rate of 
aggregation is affected by the hydrodynamics of the system. Most of aggregation experiments 
were done in a stirred tank, where complex fluid dynamics are involved. Researchers usually 
took a mean shear rate into account for aggregation. Recently, Mumtaz and Hounslow [2000] 
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took advantage of the known analytical fluid dynamic solution in a laminar pipe flow to account 
for it's effect on a precipitation process with a constant aggregation kernel. 
The coagulation frequency is the key ingredient in the PBE of coagulation kinetics. The 
inverse problem is formulated to extract the coagulation frequency from transient PSD. More 
details can be found in Wright et al. [1990]; Tobin et al. [1990]; Wright and Ramkrishna [1992]. 
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3 Reappearance of Azimuthal Waves in Turbulent 
Taylor-Couette Flow 
A paper submitted to Chemical Engineering Science 
L. Wang, M. G. Olsen, and R. D. Vigil 
Abstract 
Velocity field data was acquired for Taylor-Couette flow in the annular gap between an inner 
rotating cylinder and a stationary concentric outer cylinder using particle image velocimetry 
(PIV) in a meridional plane of the annulus. Data were acquired for several azimuthal Reynolds 
numbers with the ratio of the azimuthal and critical Reynolds numbers ranging from 6 to 
200, corresponding to flow states ranging from laminar wavy Taylor vortex flow to turbulent 
Taylor vortex flow. Spatial correlations of velocity fluctuations were found to exhibit a sharp 
decrease as R increases from 16, indicating the disappearance of azimuthal waves and the onset of 
turbulence, reaching a minimum at R = 18. However, correlation lengths subsequently increase 
with increasing R, displaying a secondary peak from 20 < R < 38, suggesting the reappearance 
of azimuthal waves. The reemergence of azimuthal waves was confirmed through other methods 
including analysis of the axial velocity. At still higher Reynolds numbers, correlation lengths 
decay once again. The magnitude and Reynolds number associated with the secondary peak in 
the fluctuation velocity correlations were found to be dependent on the location of the basis point 
used in the calculations. Specifically, correlation lengths were longest near the outer cylinder in 
the inflow boundary and near the inner cylinder in the outflow boundary. This was shown to 
be due to the spatial dependence of Reynolds stresses in turbulent Taylor-Couette flow. 
Introduction 
Wall-driven fluid flow in the annulus between a rotating inner cylinder and fixed concentric 
outer cylinder has been studied extensively for nearly a century. This canonical flow system 
exhibits a series of well-known instabilities as the angular velocity of the inner cylinder is in­
creased, and the study of these instabilities has led to a better understanding of the transition 
to turbulence problem. 
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The behavior of a Newtonian fluid confined to the annulus (with a stationary outer cylinder) 
can be parameterized by the azimuthal Reynolds number, which is defined as 
(3.1) 
where w is the inner cylinder angular velocity, rj is the radius of the inner cylinder, d = rt — rQ 
is the annular gap width, and v is the kinematic viscosity. As Re is increased to a critical value, 
Rec, the flow undergoes a transition from laminar circular Couette flow to laminar vortex flow 
(LVF) [Taylor, 1923]. In this regime, the inflow and outflow boundaries between neighboring 
laminar vortices are flat and perpendicular to the cylinder axis. As Re is further increased, the 
system exhibits a sequence of distinct time-independent and time-dependent flow regimes before 
the onset of turbulence. The first of these secondary instabilities occurs when LVF gives way 
to wavy vortex flow (WVF) [Coles, 1965; Krueger et al., 1966; Davey et al., 1968; Eagles, 1974; 
Gorman et al., 1981; Gorman and Swinney, 1982; DiPrima and Sweeney, 1981; Kataoka, 1985], 
which is characterized by travelling azimuthal waves superimposed on the inflow and outflow 
boundaries of the Taylor vortices. As Re is increased still further, the amplitude of the azimuthal 
waves begins to vary with time, giving rise to quasiperiodic regimes known as modulated wavy 
vortex flow (MWVF) [Gorman and Swinney, 1982; DiPrima and Sweeney, 1981; Kataoka, 1985; 
Gorman and Swinney, 1979; Fenstermacher et al., 1979] and chaotic wavy flow (CWF) [Takeda, 
1999]. The latter flow regimes are distinguished by the absence or presence, respectively, of a 
broad peak in the velocity power spectra. 
Upon further increasing Re, azimuthal waves disappear altogether, marking the onset of 
"weakly turbulent" or "soft turbulent" flow [Coles, 1965; Takeda, 1999; Walden and Donnelly, 
1979], although the axial periodicity associated with the Taylor vortices remains. This turbulent 
vortex flow (TVF) becomes increasingly complex as Re increases until the vortex structures 
themselves eventually become indiscernible [Smith and Matsoukas, 1998]. However, despite the 
loss of coherent structures in the velocity spectra and the disappearance of azimuthal waves 
evident at the onset of the turbulent vortex flow regime, wavy azimuthal structures reappear 
above the TVF transition over a significant range of Re before once again disappearing [Takeda, 
1999; Walden and Donnelly, 1979]. 
Although the reappearance of azimuthal waves for Re above the threshold for the onset of 
TVF has been reported by more than one investigator, it is not clear whether or not these 
previous independent observations correspond to the same phenomena. For example. Walden 
and Donnelly collected time-resolved point source radial velocity data at the outer cylinder 
wall using Couette devices with fixed radius ratio (rj = r,/r0) but with variable aspect ratios 
F = Ljd , where L is the length of the annular chamber [Walden and Donnelly. 1979]. They 
state unequivocally that the reemergence of wavy modes above the turbulent vortex transition 
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occurs only for sufficiently large aspect ratio (F > 25) and they attribute this limitation to 
the influence of end effects in short devices. Nonetheless, Takeda, using an ultrasonic method 
to obtain time-resolved axial profiles of axial velocity, reported the reappearance of azimuthal 
waves for a device with a radius ratio close to that used by Walden and Donnelly (rj = 0.904) but 
with T = 20 [Takeda, 1999]. Furthermore, both investigators report the existence of these waves 
in nearly the same range of reduced Reynolds numbers, (Walden and Donnelly: 28 < R < 36, 
T > 25; Takeda: 23 < R < 36, T = 20). However, the ratio of the angular velocity of the 
reemerging waves to the angular velocity of the inner cylinder, Ljrj<jjcyi, differed significantly in 
the two investigations (Walden and Donnelly: ur/wcyi = 1.435; Takeda: ur/wcyi — 3.5), thereby 
casting doubt that the observed waves represent the same phenomenon. 
Because Takeda obtained highly resolved spatiotemporal data, he was able to convincingly 
identify and reconstruct the reemergent azimuthal waves using one- and two-dimensional Fourier 
analysis as well as proper orthogonal decomposition. In contrast, Walden and Donnelly were 
essentially limited to a temporal analysis because they obtained only point source data (although 
they were able to collect simultaneous data at four axial locations). Consequently, the spatial 
nature of the reemergent waves has not been previously investigated for large aspect ratio devices 
(i.e. F > 25). In this work we remedy this deficiency by presenting time-resolved two-dimensional 
( r ,  z ,  t )  p a r t i c l e  i m a g e  v e l o c i m e t r y  ( P I V )  m e a s u r e m e n t s  o f  r a d i a l  a n d  a x i a l  v e l o c i t i e s  ( u r  a n d  u z )  
for a range of reduced Reynolds numbers corresponding to WVF, the transition to TVF, and 
the subsequent reappearance and disappearance of azimuthal waves for a Couette device with 
T = 34. 
Although spectral analysis of time-dependent Taylor vortex flow has proven to be a powerful 
tool for characterization of the various flow regimes and transitions between them, such analysis 
require time and space resolved velocimetry data. Such data is difficult to acquire, particularly 
if more than one velocity component is sought. Although a variety of techniques have been used 
to acquire spatiotemporal data for time-dependent Taylor vortex flow, [Gollub and Swinney, 
1975; Walden and Donnelly, 1979; Fenstermacher et al., 1979; Gorman and Swinney, 1982; 
Brandstater and Swinney, 1987; Wereley and Lueptow, 1994; Takeda, 1999], most of these suffer 
from significant drawbacks such as providing only single velocity component data or requiring 
invasive measurements. One attractive alternative capable of providing space- and time-resolved 
multi-component velocity data in more than a single spatial dimension is PIV. 
Wereley and Lueptow [1998, 1999] used PIV to measure time-resolved axial and radial ve­
locities in a meridional plane for both wavy and non-wavy vortex flow. They found that wavy 
vortex flow is characterized by azimuthally wavy deformation of the vortices both axially and 
radially, and as Re increases, the axial motion of the vortex centers decreases monotonically, 
while the radial motion of the vortex centers has a maximum at a moderate Re. In subsequent 
work, the entire three-dimensional velocity field for WVF was constructed by combining mea­
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surements in latitudinal (r — 6) planes with their previous measurements in meridional (r — z) 
planes [Akonur and Lueptow, 2003]. To our knowledge, the PIV data presented here are the 
first reported for the transition to weakly turbulent vortex flow, and they show unequivocally 
that azimuthal waves reappear over a significant range of Reynolds above the critical value for 
the onset of TVF. To our knowledge, the PIV data presented here are the first reported for the 
transition to weakly turbulent vortex flow, and they show unequivocally that azimuthal waves 
reappear over a significant range of Reynolds above the critical value for the onset of TVF. 
Experimental Apparatus and Equipment 
The Taylor-Couette flow apparatus used in the present research consists of two concentric 
Plexiglas cylinders. The rotating inner cylinder and fixed outer cylinder have diameters 2ri = 
6.985 cm and 2r0 = 9.525 cm, respectively. The resulting gap width is d = r0—ri = 1.270 cm, and 
the radius ratio is rj = ri/r0 = 0.733. The inner cylinder has acrylic end caps fitted with stainless 
steel drive shafts on the central axis. A compumotor control system (CMA, Minneapolis, MN) 
is used to drive the inner cylinder. The cylinder aspect ratio, F, is 34. Leakage paths between 
stationary components are sealed with o-rings. Two o-rings are used as a mechanical seal to 
block the leakage path between the rotating and stationary interface of the driving shaft. 
Optical distortions were eliminated by enclosing the outer cylinder in a square plexiglass box 
and using a working fluid having a refractive index matched to that of the plexiglass [Parker 
and Merati, 1996]. The working fluid is a mixture of water, glycerol, sodium iodide, and small 
quantities of sodium thiosulfate. The solution is made by first adding sodium iodide and trace 
amounts of sodium thiosulfate into a mixture of water (90% by volume) and glycerol (10% by 
volume) until the solution is saturated. Additional 90% water-glycerol mixture is subsequently 
added to the solution until the refractive index of the fluid matches the refractive index (1.4905) 
of plexiglass. The final salt concentration is approximately 60% by weight. 
A schematic of the apparatus and PIV system is shown in Fig. 3.1. A double-pulsed Nd:YAG 
laser is used to illuminate a meridional plane in the annular gap. The beam is formed into a 
thin sheet by a spherical plano-convex lens followed by a cylindrical plano-concave lens and then 
reflected by a mirror towards the test section. The laser sheet is at its smallest thickness of 
approximately 0.5 mm in the test area. The laser sheet is carefully aligned in the meridional 
plane to avoid a possible anomalous apparent radial velocity component caused by the azimuthal 
path of the particles through the laser sheet. The flow is seeded with small tracer particles that 
reflect and scatter the laser light, and a high-resolution CCD camera perpendicular to the 
laser sheet is used to capture the particle images in the illuminated plane. LaVision Davis 6.0 
software is used to both control the image acquisition and to analyze the resulting images for 
velocity data. The maximum data collection rate for the system is 4 velocity vector fields per 
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second. For each of the Reynolds numbers studied, between 100 to 800 image pairs measuring 
1248 pixels axially and 508 pixels radially were captured. Velocity vectors were calculated on a 
grid measuring 78 vectors in the axial direction and 36 vectors in the radial direction using an 
interrogation region of 32 by 32 pixels with 50% overlap between adjacent interrogation regions 
resulting in a spatial resolution of 0.4 mm. The time between laser pulses for an image pair was 
such that the particles are displaced by 8 image pixels between the laser pulses resulting in an 
experimental uncertainty of approximately 2% Prasad et al. [1992]. In all PIV images presented 
in this work, the boundary at the top of the image represents the inner cylinder wall and the 
boundary at the bottom represents the inside wall of the outer cylinder. 
Silver-coated hollow glass spheres with an average diameter of 13 /jm were used as seed 
particles at a concentration of 8.2 x 10-6 by weight. The particles have a density of 1.60 g/cm3, 
slightly less than the density of the working fluid, 1.72 g/cm3. The kinematic viscosity of the 
fluid was measured as 1.65 x 10~6 m2/s. The room and fluid temperature is kept at 24.0 °C ± 
0.1 °C. 
Experimental Procedure 
The critical Reynolds number for the onset of LVF for our system occurs near Rec = 84.5 
[Taylor, 1923]. Once the value of Rec is known, it can be used to scale Re to define a Reynolds 
number ratio, 
*=£ <3-2> 
In the work presented here, R was varied between 6 and 200, including both WVF and TVF 
regimes. 
Multiple flow states, each with different numbers of Taylor vortices (or axial wave numbers) 
can be observed at a given R depending upon the flow history [Coles, 1965]. To ensure that 
the number of vortices in the device was identical for each R studied, each experiment was 
performed using the following startup protocol. The rotation rate of the inner cylinder was 
increased from rest to R — 55 at a constant angular acceleration of 0.314 rad/s2. The inner 
cylinder rotation rate was maintained at this angular velocity for at least 3 minutes, resulting 
in a flow state consisting of 14 vortex pairs, as confirmed by visual observation. The rotation 
rate of the inner cylinder was then reduced at a constant angular deceleration of 0.126 rad/s2 
or increased at a constant angular acceleration of 0.314 rad/s2 until the desired value of the 
R was reached. The number of vortex pairs at the new angular velocity was counted. In all 
experiments presented, the axial wave number was constant with 14 vortex pairs present in 
the annulus. After the desired value of R was reached, the flow was allowed to equilibrate for 
approximately 10 minutes before PIV data were collected. 
These experiments were not performed solely to examine instantaneous velocity fields. Al­
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though such results can be valuable for discerning large-structure behavior, they are primarily 
qualitative in nature. The reason for obtaining ensembles containing up to 800 realizations is 
to perform detailed statistical analyses of the flow field. This ensemble size does have some 
limitations compared to larger ensembles containing perhaps 2 x 104 or more measurements, as 
can be obtained using hot-film anemometry or LDV. However, because the current ensemble 
contains planar velocity fields and not single point measurements, quantities that are either 
impossible or difficult to measure using other techniques can be readily calculated. Spatial cor­
relations of velocity fluctuations were determined at various locations in the vector field using 
nine representative basis points for each vector field. The spatial correlation is defined by 
where ( x , y )  are coordinates of a basis point, A  is the area over which the spatial correlation is 
computed, and (X, Y) are displacements from the basis point. 
There are 31 rows of vectors in the radial direction, and if the bottom row (the closest row 
to the outer cylinder wall) is specified as the first row, then the 31st row is closest to the inner 
cylinder. Of the nine basis points, three were located near the inner cylinder, three near the 
outer cylinder, and three along the gap centerline. The spatial correlation for the points near 
the inner cylinder is performed at the 25th row, at the 15th row for the centerline points, and at 
the 5th row for the points near the outer cylinder. The axial coordinates of each of these points 
were chosen so that a basis point was located, with relation to the mean flow, at the inflow 
boundary, in the middle of a vortex, and at the outflow boundary for each of the three rows. 
The locations of all nine basis points relative to the mean velocity vector field (for R — 160) are 
shown in Fig. 3.2. All vector fields were rendered dimensionless by normalizing the measured 
velocity by the inner cylinder rotational speed. 
Results and Discussion 
Contour plots of the ensemble-averaged spatial correlation fields and at R  = 30 for each of 
the nine basis points are plotted in Figs. 3.3 and 3.4, respectively. In this work, u represents the 
axial velocity (z-direction) and v represents the radial velocity (r-direction). The shape of the 
correlation field is a horizontally oriented ellipse, which suggests that there are relatively longer 
correlation distances of u-velocity in the axial direction than in the radial direction. Conversely, 
the shape of the correlation is a vertically oriented ellipse. 
In an effort to compare the characteristics and behavior of spatial correlations for different 
values of R, correlation lengths were calculated from contours of correlation values greater or 
equal to an arbitrary value, rn. Since the data points are discrete in nature (separated by 0.4 
(-^> ^ i y) 
( u ' i ( x , y ) u ' j { X , Y ; x , y ) )  (3.3) 
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mm from each other because of the velocity vector resolution), m is often located between two 
adjacent points. In such cases, the location of m is simply linearly interpolated. The quantity 
Lzuu, defined as the correlation length of the Ru'uvrime correlation in the ^-direction, can then 
be calculated by determining the distance between one edge of the contour to the other at r = 0 
(major axis of the ellipse). The threshold correlation value m for determining two end points 
was arbitrarily chosen as 0.7 for this work (calculations using other threshold values of m, such 
as 0.8 and 0.5 yield qualitatively identical results). 
The dependence of Lzuu on R is shown in Fig. 3.5(a)-(c) for the basis points at the vortex 
inflow boundary, at a vortex center, and at the vortex outflow boundary (similar results were 
observed for Lzvv, Lruu, and Lrvv). In Fig. 3.5(a)-(c), Lzuu undergoes a sudden drop as R 
is increased from 16 and reaches a minimum at R = 18. As R is increased above 18, Lzuu 
increases over a small range of R before decreasing again. In the high R region, Lzuu decreases 
very slowly as R increases. Moreover, Lzuu for the different basis points are different at a given 
R. At the inflow boundary, the basis point near the outer cylinder has the largest Lzuu in the 
secondary peak at R = 20, whereas in the outflow boundary, the basis point near the inner 
cylinder displays a secondary peak in correlation length at R = 30. The Reynolds number at 
which the secondary peak disappears is dependent on the measurement location. At the inflow 
and outflow boundaries, the secondary peak disappears near R = 38, but along the center of 
a vortex, the peak remains identifiable to R = 75. When R is increased above 100, at the 
inflow boundary the basis point near the inner cylinder has the largest Lzuu, and in the outflow 
boundary the basis point near the outer cylinder has the largest Lzuu. 
The transition from LVF to WVF occurs at Rew = 5.5Rec, and the transition from WVF to 
TVF occurs at Ret — 18Rec These were identified by observation of sequences of instantaneous 
velocity fields. M WVF was not observed in our experiments. In view of the known values of R 
for the flow pattern transitions described above, the shape of the correlation length Lzuu vs. R 
plots shown in Fig. 3.5(a)-(c) can be interpreted as follows: (1) the sharp drop-off in correlation 
length at small R is due to the WVF to TVF transition and (2) the secondary peak in correlation 
length is indicative of the re-emergence of azimuthal waves after the onset of TVF. 
Transition from Wavy Vortex Flow to Turbulent Vortex Flow 
A sequence of six instantaneous velocity fields velocity fluctuation fields for R = 6 (which falls 
within the laminar wavy vortex flow regime) are shown in Fig. 3.6 and 3.7. The time interval 
between the vector fields is 0.75 s. In the WVF regime, the vortex expands and contracts 
periodically due to the superimposed waves on the toroidal vortices [Gollub and Swinney, 1975], 
as shown in Fig. 3.6. The middle vortex is observed to contract and then enlarge, as shown by 
the arrows that indicate the locations of the inflow and outflow boundaries that coincide with the 
edges of each vortex. Also, it can be seen that the locations of the vortex centers (indicated by 
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the crosses) oscillate both axially and radially due to the effects of the superimposed azimuthal 
waves. Furthermore, unlike in the LVF regime, the inflow and outflow boundaries are not 
perpendicular to the z-axis in the WVF regime, especially at the inflow boundary, which exhibits 
an angle of up to 45° with the z-axis. 
Since the calculated correlation fields are correlations of velocity fluctuations, plots of the 
instantaneous velocity fluctuation fields, as shown in Fig. 3.7, can aid in the interpretation of the 
correlation results. In Fig. 3.7, superimposed waves characteristic of the WVF regime can be 
seen to manifest themselves in the velocity fluctuation fields as large vortices at both the inflow 
and the outflow boundaries. In the sequence of velocity fields shown, the roller structures at the 
outflow boundary appear stronger than those at the inflow boundary. The dimensions of the 
rollers are quite large, having roughly the same dimensions as the gap width, and this contributes 
to the large correlation lengths observed at this Reynolds number ratio. In the laminar WVF 
regime at this low Reynolds number ratio, the velocity fluctuations can be attributed entirely 
to the azimuthal waves and therefore the velocity fluctuation field plots are very smooth, with 
no indication of the presence of turbulent eddies. 
At R  = 16, the flow is still in the WVF regime, as show in Fig. 3.8, and consequently the 
velocity field for this R look similar to those for R = 6. To aid in interpreting the spatial 
correlations that result from the instantaneous velocity fields, it is convenient to decompose the 
instantaneous velocity u into three parts: 
U — U + Uj* + U\y- (3.4) 
where û is the time-averaged mean velocity, u'T is the instantaneous velocity fluctuation due 
to turbulence, and u'w is the instantaneous velocity fluctuation caused by azimuthal waves. In 
laminar WVF, the observed velocity fluctuations are due entirely to the contribution of the 
azimuthal waves, u'w , and the bulk fluid motion due to the waviness leads to long correlation 
lengths. 
In Fig. 3.9 large structures similar to those observed in Fig. 3.7 appear in the velocity 
fluctuation field at the vortex inflow and outflow boundaries. These are an indication of the 
presence of azimuthal waves at R = 16. However, comparing Fig. 3.9 to Fig. 3.7 , one observes 
some smaller structures and some random velocity fluctuations, which is evidence that although 
the flow at R = 16 is still in the WVF regime, the transition to turbulence has begun. Despite 
the onset of turbulent fluctuations, the turbulence is quite weak, and the observed velocity 
fluctuations are still dominated by the bulk motion due to the azimuthal waves. Thus, the 
measured correlation lengths at R= 16, as shown in Fig.3.5(a)-(c), are still relatively large. 
Between R  —  16 and R  = 18, there is a dramatic decrease in L z u u .  A sequence of six instan­
taneous velocity fields at R = 18 is shown in Fig. 3.10. The locations of the inflow and outflow 
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boundaries and the vortex centers remain almost unchanged, and vortex contraction, expansion, 
and undulation have almost disappeared. Notice that the inflow and outflow boundaries remain 
flat and perpendicular to the cylinder walls, which is also not consistent with WVF. Indeed, the 
instantaneous velocity fields shown in Fig. 3.10 look nearly identical to those in the LTVF regime 
except that the vortex center shifts slightly from image to image at R — 18. Without the large-
scale coherent motion caused by the azimuthal waves (see Fig. 3.11), the correlation lengths at 
R = 18 drop drastically. In effect, u'w = 0 , and the velocity fluctuations are dominated by the 
contribution of the turbulent eddies. 
Reemergence of Azimuthal Waves 
As the Reynolds number of a turbulent flow increases, one might expect correlation lengths 
to decrease as the length scale of the turbulent eddies becomes smaller. However, Fig. 3.5(a)-(c) 
shows a sudden rise in Lzuu for R above R ~ 18. This is related to the reemergence of azimuthal 
waves in TVF, a phenomenon first reported by Walden and Donnelly [1979], and later others 
[Takeda, 1999; Lewis and Swinney, 1999]. 
Figure 3.12 is a sequence of six instantaneous velocity vector fields at R — 30. As for the 
WVF at R = 6 and R = 16, the presence of azimuthal waves can be observed in the velocity 
fields by the changing positions of the inflow and outflow boundaries the changing positions of 
the vortex centers. Also, the inflow and outflow boundaries are twisted and not perpendicular 
to the inner and outer cylinder walls as they were for R = 18. However, the magnitude of the 
motion of the inflow and outflow boundaries and the vortex centers is smaller than at the lower 
Reynolds number WVF, indicating that the azimuthal waves observed in TVF are weaker than 
those in the WVF regime. 
The reemergence of these waves explains the increase in Lzuu as i? is increased from R = 18 
to R = 30. The bulk fluid motion due to the azimuthal waves leads to an increase in Lzuu, but 
these correlation lengths are shorter than for laminar WVF because of the presence of turbulent 
eddies and the weakness of the reappearing waves. As R is further increased to R = 38, the 
azimuthal waves once again decay, turbulent fluctuations increase, and Lzuu decreases as in 
Fig. 3.5(a)-(c). 
The evidence presented above for the reemergence of azimuthal waves above the transition 
from WVF to TVF is generally consistent with the results of Walden and Donnelly [1979]; 
Takeda [1999] discussed earlier. However, as was previously mentioned, there is some ambiguity 
concerning whether or not the waves observed by these investigators represent the same phenom­
ena. Takeda's experiments were carried out using a flow cell with a relatively short aspect ratio, 
F, below the threshold reported by Walden and Donnelly as being required for observing reemer­
gent waves. Furthermore, Walden and Donnelly could not investigate the spatial character of the 
reemergent structures because their experiments provided only temporal data, whereas Takeda 
29 
acquired spatio-temporal data that allowed him to show unequivocally (using Fourier and proper 
orthogonal decomposition analysis) that fast, small-amplitude azimuthal waves reemerge over a 
finite range of R after the onset of TVF. In the work reported here, a flow cell was used with 
an aspect ratio above the threshold reported by Walden and Donnelly for observing reemergent 
waves. In contrast to Walden and Donnelly, however, we acquired highly resolved instantaneous 
two-component velocity measurements with relatively poor temporal resolution. Consequently, 
our data is not well-suited for a space-time Fourier analysis similar to that performed by Takeda, 
but it does unequivocally demonstrate that wavy vortices disappear at the onset of TVF, they 
subsequently reemerge and then once again disappear as the Reynolds number ratio increases. 
The most significant difference between the apparatus used in the experiments reported here 
and those carried out by either Walden and Donnelly or Takeda is that the present experiments 
were carried out using a much lower cylinder radius ratio, r) = 0.733 (compared to ry = 0.904 for 
Takeda and T] = 0.876 for Walden and Donnelly). We are not aware of any previous experimental 
investigation of the WVF-TVF transition for this radius ratio, but Lewis and Swinney [1999] 
did acquire velocity measurements for high values of R in an apparatus with a similar radius 
ratio, rj = 0.724, (but with a much shorter aspect ratio, F = 9.8 — 11.4). Their experiments 
reveal the presence of azimuthal waves up to R = 12,500. Above R = 12, 500, they found that 
correlation lengths slowly decrease as turbulent scales become smaller. 
Time History of Axial Velocity 
Traditional flow visualization techniques can be mimicked from the velocity data by con­
structing a contour plot of axial velocity magnitude along an axial line segment in the gap using 
time as the abscissa. Figure 3.13 shows examples of such plots for R = 6, 16, 18, and 20 and 
shows the presence of azimuthal waves in the TVF regime. The axial velocity results are color-
coded: red for positive values and blue for negative values. A horizontal band of the same flow 
direction colors corresponds to a single Taylor vortex. Curves on the borders of the horizontal 
band with time correspond to the contraction, expansion, and undulation of the Taylor vortex 
induced by a travelling azimuthal wave. 
A change in the flow structure can be observed in Fig. 3.13 as R increases. For R in the 
laminar WVF regime, such as R = 6 and R = 16, the presence of large amplitude azimuthal 
waves is evident from the periodic changes in velocity. Compared to -R = 6, the wave amplitude 
at R = 16 is smaller, and this, combined with the onset of turbulence, causes the correlation 
lengths at R — 16 to be smaller than at R. = 6. These results are contrasted by those observed 
at R = 18, where the axial velocity at any location remains almost unchanged with time and the 
periodic behavior associated with the presence of azimuthal waves is nearly absent. However at 
R = 20 the axial velocity once again oscillates periodically, demonstrating the reemergence of 
azimuthal waves in the TVF regime. The fact that these changes in axial velocity are periodic 
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and not chaotic suggests that they are the result of azimuthal waves as opposed to turbulent 
structures. The plot for R = 20 does show that the axial velocity is somewhat noisy (due to 
turbulence) compared to the axial velocity at lower Reynolds numbers. These plots give a visual 
description of the flow transitions that occur as the Reynolds number ratio is increased from 
R — 16 to R = 20. Within this range the flow first undergoes transition from WVF to TVF with 
the almost complete disappearance of waves at R = 18. At higher values of R, the azimuthal 
waves are reestablished. The reemergent waves have smaller amplitude than the waves in the 
laminar WVF regime have frequencies that scale differently with R than do the waves in the 
laminar regime. is defined as the apparent frequency of the azimuthal waves, which can be 
readily obtained from plots similar to Fig. 3.13 at various R. w, = 0.452(1 was found for R — 6, 
8, 10, 12, 14, and 16 in the WVF regime. However, at R = 20, 24, and 30, cvi = 0.923S7 was 
found in the TVF regime. There are two possible explanations for this behavior: either the 
azimuthal waves in the TVF regime have approximately double the frequency of those in the 
WVF regime when observed from a point on the surface of the inner cylinder, or there are twice 
the number of waves. 
Figure 3.13 also shows the conspicuous absence of M WVF. Note that for R = 6 and R = 16, 
both of which lie in the WVF regime, the wave amplitude does not change with time. In contrast, 
MWVF is characterized by amplitude modulation, which is absent in all plots. Although not 
presented here, the temporal axial velocities at fixed radial position were also analyzed for 
R = 5.5, 8, 10, 12, and 14. The results at these Reynolds numbers were similar to those at 
R = 6 and R = 16, displaying a wave amplitude unchanged with time. Therefore, no evidence 
of MWVF was observed in our device following our experimental procedure. This finding is 
consistent with predictions that for sufficiently low radius ratios, MWVF becomes unstable and 
there is a direct transition from LVF to TVF [Coles, 1965]. 
Interaction Between Turbulence and Azimuthal Waves 
In Figure 3.5(a)-(c), for both the inflow and outflow boundary the height of the secondary 
peak in correlation length (corresponding to reemergence of azimuthal waves) at R = 30 is 
dependent on the measurement location. For the outflow boundary, the peak is highest near 
the inner cylinder and lowest at the outer cylinder, while for the inflow boundary, the peak is 
highest near the outer cylinder and lowest near the inner cylinder. The reasons for this behavior 
can be explained by the spatial dependence of the turbulent velocity fluctuations. 
In the outflow boundary, the inner cylinder is a low turbulence region and the outer cylinder 
is a high turbulence region, and vice verse for the inflow boundary, (i.e. the inner cylinder is a 
high turbulence region and the outer cylinder is a low turbulence region). This can be observed 
in Fig. 3.14, which depicts the measured radial velocity fluctuations throughout the inflow and 
outflow boundaries for R = 18, 30. 38 and 200. In this figure, the normalized fluctuation velocity 
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(u'A is defined as 
(%/) = (3.5) 
nu 
Notice that at the lower Reynolds numbers (R = 18, 30, and 38) the («') fluctuations show a 
strong spatial dependence, being strongest near the outer cylinder in the outflow boundary and 
the inner cylinder in the inflow boundary. Only when R is large (i.e. R = 200) does (v1) become 
homogeneously distributed. 
Previously, we introduced the hypothesis that the velocity fluctuations can be decomposed 
into a large length scale azimuthal wave component and a shorter length scale turbulence com­
ponent. A comparison of Fig. 3.5(a)-(c) with Fig. 3.14 provides additional supporting evidence 
for this idea. For example, Fig. 3.5(c) shows that the secondary peak in correlation length at 
an outflow boundary is highest near the inner cylinder and smaller near the outer cylinder and 
in the middle of the gap. Fig. 3.14 shows that velocity fluctuations at an outflow boundary for 
R = 18, 30, and 38 are smallest near the inner cylinder, indicating that this is a low turbulence 
region. It follows that azimuthal waves are the primary cause of velocity fluctuations near the 
inner cylinder in an outflow boundary. Turbulent velocity fluctuations are greatest near the 
outer cylinder in the outflow boundary. At this location, the turbulent fluctuations dominate 
the fluctuations due to waviness, thereby shortening axial velocity correlation lengths. For inflow 
boundaries, the opposite behavior is observed. 
Summary and Conclusion 
The transition to turbulence in a Taylor-Couette cell was studied using PIV. The results 
suggest that as the flow undergoes transition from laminar WVF to TVF the azimuthal waves 
disappear and then reemerge within a narrow range of R (20 < R < 38). Further increases in R 
lead to a weakening of the reemergent waves until they disappear for R > 38 . Previous inves­
tigators have demonstrated the existence of reemergent azimuthal waves, but their studies have 
been performed using devices with low aspect ratios (thereby introducing possible complica­
tions associated with end effects) or by performing experiments using point source measurement 
techniques that provided only limited spatial information. Although spatiotemporal data for 
two velocity components in two spatial dimensions was acquired in the experiments described in 
here, any spatiotemporal analysis is limited by the fact that the temporal resolution of the data 
is less than 4 Hz. Nevertheless, the high spatial resolution of the data provide unambiguous and 
visual confirmation of the reemergence of a wavy mode beyond the onset of turbulence in Taylor 
vortex flow, similar to that observed by previous investigators using devices with much higher 
radius ratios. 
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Figure 3.1 Schematic of the Taylor-Couette experimental apparatus and 
particle image velocimetry system. 
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Figure 3.2 Location of nine basis points 
1) Outflow Inner point (01), 2) Outflow Center point (OC), 3) Outflow Outer point (OO). 4) 
Vortex Inner point (VI), 5) Vortex Center point (VC), 6) Vortex Outer point (VO), 7) Inflow 
Inner point (II), 8) Inflow Center point (IC), 9) Inflow Outer point (10). Note that vectors were 
normalized by inner cylinder rotational speed. 
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Figure 3.3 Spatial Correlation Ru'u, around nine basis points at R — 30. 
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Figure 3.4 Spatial Correlation RvIvI around nine points at R = 30. 
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Figure 3.5 Lzuu versus R plotted near the inner cylinder, at the annu­
lus center, and near the outer cylinder for basis point locations 
(Top, a) inflow boundary, (Middle, b) vortex center, and (Bot­
tom, c) outflow boundary. 
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Figure 3.6 A sequence of six instantaneous velocity vector fields in laminar 
wavy vortex flow at R = 6. Meaning of symbols: + = vortex 
center. î = inflow boundary. 4, = outflow boundary. 
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Figure 3.7 A sequence of six instantaneous velocity fluctuation vector fields 
in laminar wavy vortex flow at R = 6. Note that vectors are 
normalized by inner cylinder rotational speed. 
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Figure 3.8 A sequence of six instantaneous velocity vector fields in laminar 
wavy vortex flow at R — 16. Meaning of symbols: + = vortex 
center. î = inflow boundary. | = outflow boundary. Note that 
vectors are normalized by inner cylinder rotational speed 
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Figure 3.9 A sequence of six instantaneous velocity fluctuation vector fields 
in laminar wavy vortex flow at R = 16. Note that vectors are 
normalized by inner cylinder rotational speed. 
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Figure 3.10 A sequence of six instantaneous velocity vector fields in lam­
inar wavy vortex flow at R = 18. Meaning of symbols: + = 
vortex center. î = inflow boundary. | = outflow boundary. 
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(3) turbulent fluctuations (4) 
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a turbulent eddy 
Figure 3.11 A sequence of six instantaneous velocity fluctuation vector 
fields in laminar wavy vortex flow at R — 18. Note that vectors 
are normalized by inner cylinder rotational speed. 
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Figure 3.12 A sequence of six instantaneous velocity vector fields in lam­
inar wavy vortex flow at R = 30. Meaning of symbols: + — 
vortex center. | = inflow boundary. | = outflow boundary. 
Note that vectors are normalized by inner cylinder rotational 
speed. 
43 
Vx: -0.0085 -0.0068 -0.0052 -0.0035 -0 0019 -0.0003 0.0014 0.0030 0.0047 0.0063 0.0079 
R=16 
Vx: -0.0413 -0.0333 -0.0254 -0.0174 -0.0094 -0.0014 0.0065 0.0145 0.0225 0.0304 0.0384 
mfeur* HÊh*# 
R=18 
Vx: -0.0486 -0.0396 -0.0306 -0.0216 -0.0126 -0.0035 0.0055 0.0145 0.0235 0.0325 0.0416 
g ' . " * . * * * * # * * *  # - ^ 4  - % # # # * #  #  
R=20 
Vx: -0.0312 -0.0253 -0.0195 -0.0136 -0.0078 -0.0019 0.0040 0.0096 0.0157 0.0215 00274 
# A 
-
t(s) 24.75 
Figure 3.13 Examples of measured axial velocity profiles for four Reynolds 
numbers. The x-axis represents time (s) and the y-axis repre­
sents the axial position. For a given R, the radial position is 
fixed. For R = 6 and 20, radial position is in 25th row in the 
vector field, and for R = 16 and 18, radial position is in 5th 
row. 
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Figure 3.14 Reynolds stress plots for R  =18, 30, 38, and 200. t: inflow 
boundary. outflow boundary. 
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4 Proper Orthogonal Decomposition Analysis of Taylor-Couette Flow 
A paper in preparation 
Abstract 
Large-scale structures in a meridional plane in the Taylor-Couette flow were studied through 
the use of the proper orthogonal decomposition (POD). Extensive experimental measurements 
were obtained by using particle image velocimetry (PIV). The measurements were acquired 
for laminar vortex flow (LVF), wavy vortex flow (WVF), and turbulent vortex flow (TVF). The 
analysis clearly shows the flow transitions with the increasing of the rotational speed of the inner 
cylinder. Besides that, a hump of second and third eigenvalues in the TVF regime indicates 
the reemergence of azimuthal waves. As a result, large-scale meridional structures in the Taylor 
vortex flow are uncovered for different flow regimes. 
Introduction 
The fluid flow in the annulus between a rotating inner cylinder and fixed concentric outer 
cylinder has been extensively investigated for more than a century. The basic flow, known as 
Couette flow, continues to be a paradigm for experimental and theoretical studies of hydro-
dynamic stability and transition. Most research has been directed toward the stability of the 
flow with only minor attention to the supercritical velocity field that develops in the annulus. 
However, an understanding of the velocity field is crucial to engineering problems such as mixing 
and separation processes in the Couette device. The traditional approaches to study the transi­
tion problems are flow visualization, spectral analysis, torque and heat/mass transfer [Kataoka, 
1985]. Since the velocity field data obtained by particle image velocimetry are spatio-temporal, 
it is convenient to use proper orthogonal decomposition to identify dominant spatial features of 
the underlying dynamics and to relate these features to specific physics in the Couette flow. 
The behavior of a Newtonian fluid confined to the annulus (with a stationary outer cylinder) 
without axial flow can be characterized by the azimuthal Reynolds number. Re = r^wd/v, where 
n is the radius of the inner cylinder, w is the inner cylinder angular velocity, d = r0 - r< is the 
gap width between the outer cylinder of radius r0 and r;, and n is the kinematic viscosity. 
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As Re is increased to a critical value, Re c ,  the flow undergoes the first transition from 
laminar circular Couette flow to laminar vortex flow (LVF) [Taylor, 1923]. A limited number of 
measurements of the velocity field for laminar vortex flow have been made at single points. Only 
one component  ( the radial  veloci ty  (u r ) ,  the  axial  veloci ty  (v z ) ,  or  the azimuthal  veloci ty  (vy))  
was measured using laser Doppler velocimetry (LDV) in [Gollub and Freilich, 1976; Heinrichs 
et al., 1988; Wereley and Lueptow, 1994]. All of these velocity measurements were used to 
validate the perturbation expansion of [Davey, 1962]. Particle image velocimetry (PIV) was used 
to measure vr and vz in a meridional plane for laminar vortex flow by [Wereley and Lueptow, 
1998]. The measured velocity field matched Davey's theoretical field. As Re is further increased 
above Rec, the system exhibits a sequence of distinct time-independent and time-dependent 
flow regimes before the onset of turbulence is reached. The first of these secondary instabilities 
occurs when LVF gives way to wavy vortex flow (WVF). WVF is characterized by travelling 
azimuthal waves superimposed on the inflow and outflow boundaries of the Taylor vortices. 
The flow field is unsteady and the vortices periodically expand and contract, compared to LVF, 
which is steady and axis-symmetric. Upon further increasing Re, WVF undergoes a transition to 
weakly turbulent wavy vortex flow, where turbulent eddies are superimposed on the wavy vortex 
structure. At still higher Reynolds number Ret, the azimuthal waves disappear and the flow is 
in the turbulent vortex flow (TVF) regime. The phenomena of the reemergence of azimuthal 
waves occurs when Re is in a range slightly above Ret [Walden and Donnelly, 1979; Lewis and 
Swinney, 1999; Takeda and Fischer, 1994; Wang et al., 2004b]. 
Few measurements of the velocity field for higher-order supercritical Couette flow regimes 
have been made. These measurements are substantially more difficult because of the temporal 
and spatial dependence of the velocity field. An optical heterodyne technique and laser Doppler 
velocimetry (LDV) was used to measure the local radial velocity by Gollub and Swinney [1975]; 
Fenstermacher et al. [1979], respectively, to measure a radial component of the local velocity 
as a function of time. The radial velocities were Fourier-transformed to obtain power spectra. 
Three distinct regimes (WVF, M WVF, TVF) were identified by observing the frequency peaks 
in the power spectrum. The chaotic flow is contrary to Landau's picture of an infinite sequence 
of instabilities, each adding a new frequency to the motion. Similarly, LDV was used to measure 
the radial velocity in Brandstater et al. [1983]; Brandstater and Swinney [1987]. The data 
were used to determine the dimension of strange attractors. The attractor dimension increases 
from 2 at the onset of turbulence (R = 11.7, Rt = 20 ~ 22 in their study when frequencies 
for azimuthal waves disappear) to about 4 at R 50% above the onset of turbulence. It was 
difficult to determine dimensions of greater than 5 for the severe requirement on the quantity 
and accuracy of necessary data. It was emphasized in their study that the observed non-
periodic behavior in the MWVF regime corresponds to low-dimensional deterministic chaos, not 
stochastic behavior. Wereley and Lueptow [1994] measured the two-dimensional (r,z) spatial 
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distribution of the time-averaged azimuthal velocity (ug)  for WVF, M WVF, and TVF using 
LDV. However, no instantaneous velocity measurements were reported in their study. More 
recently, a few limited spatio-temporal measurements of wavy vortex flow have been reported. 
Takeda [1999] measured the one-dimensional space-time (z, t) dependence of the axial velocity 
(uz) in wavy vortex flow using an ultrasonic Doppler velocity profile method. They suggested 
that the axial velocity dependence on axial position and time for wavy vortex flow could be 
decomposed into three fundamental wavenumber-frequency modes. Kose [1994] used ultra fast 
NMR imaging to measure the two-dimensional (r, z) dependence of the radial velocity for wavy 
vortex flow, and the spectral analysis of radial velocity was used to visualize the spatial structures 
of the wavy components in a cross-sectional plane. Limited information about the velocity field 
has also been provided by numerical simulations of laminar vortex flow and wavy vortex flow 
[Jones, 1981; Marcus, 1984; Jones, 1985; Riechelmann and Nanbu, 1997; Schroder and Keller, 
1990]. but the relevance of most of these studies to real systems is hampered by the fact that 
they were focused on the computational methods themselves, simulated nonphysical conditions, 
or provided minimal information about the velocity field. 
Since time-dependent flow has both characteristic frequencies and spatial structures, it is 
desirable to obtain velocity measurements in a volume or in a plane with data collection rates 
that allow spatiotemporal variations to be observed. Accordingly, Wereley and Lueptow [1998, 
1999] used particle image velocimetry (PIV) to measure time-resolved axial and radial velocities 
in a meridional plane for both wavy and non-wavy vortex flow. They found that wavy vortex 
flow is characterized by azimuthal wavy deformation of the vortices both axially and radially, 
and as Re increases, the axial motion of the vortex centers decreases monotonically, while the 
radial motion of the vortex centers has a maximum at a moderate Re. In subsequent work, the 
entire three-dimensional velocity field for WVF was constructed by combining measurements in 
latitudinal (r — q) planes with their previous measurements in meridional (r — z) [Akonur and 
Lueptow, 2003]. 
In this work, v r  and v z  in a meridional plane was measured using PIV. It has allowed for 
the first time experimentalists to resolve the spatial and temporal details of velocity developed 
in the transition to turbulence in Couette cell. Coherent structures provide a method for low-
dimensional representation of the Couette flow. 
Introduction to Proper Orthogonal Decomposition 
The proper orthogonal decomposition (POD) provides a basis for the modal decomposition 
of an ensemble of functions, such as data obtained in the course of the experiments. The most 
striking property of POD is its optimality: it provides the most efficient way of capturing the 
dominant components of an infinite-dimensional process with only a few modes. Lumley [1967] 
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introduced the POD could be used to extract energetic, and coherent structures from turbulent 
velocity fields. Since then, it was used to analyze turbulent structures for experiments data 
and simulation data [Berkooz et al., 1993; Holmes et al., 1996; Delville et al., 1999; Gordeyev 
and Thomas, 2000; Patte-Rouland et al., 2001; Gordeyev and Thomas, 2002; Bi et al., 2003]. 
Depending on the discipline, the POD is also known as K-L decomposition, principal components 
analysis, singular systems analysis and singular value decomposition. This section reviews the 
definitions and properties of POD relevant to this work. Readers can find more information 
related to POD in Holmes et al. [1996]. 
First, we assume data to be a set of random vectors: 
where U =[U I ,U 2,—,U N ] t  ,  and N = 2n, where n is the no. of vectors in the velocity field. Because 
the PIV measurement gives uand v velocities in the meridional plane, the spatial resolution is 
2 xn. M is the no. of vector fields. Then, the covariance matrix, indicating the dispersion of 
the vectors' distribution, was calculated. It is this matrix which provides the eigenvalues and 
eigenmodes we are interested in. The covariance matrix is approximated by: 
Therefore, the covariance matrix is an N x TV matrix. For large N, the matrix operation is quite 
time-consuming. However, the method of snapshots described by Sirovich [1987] overcame this 
disadvantage, and the covariance matrix becomes: 
where • denotes the dot product of two vectors. Now the matrix is MxM. Assume M < N,  and 
its eigenvalues and eigenvectors are computed more easily. Since the matrix C is symmetric, its 
eigenvalues A; are nonnegative and it's eigenvectors, <pi, i = 1,..., M, form a complete orthogonal 
set. The orthogonal eigenmodes are defined as 
(4.1) 
(4.2) 
Cij  = Ui-Uj  i , j  = 1, . . . ,  M (4.3) 
M 
(4-4) 
where <plk is the it.h component of the A:t.h eigenvector. Here eigenmodes are referred as coherent 
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structures of the data. Next step is to normalize the eigenmodes, which is proceeded as follow 
i>k = Vk/Wk-^k (4-5) 
Now the eigenfunctions are orthonormal and form an optimal basis for the expansion of a 
spatiotemporal data set: 
M 
u(x, t )  % ^2ai( t ) ipi(x)  (4.6) 
2 = 1 
r 2 by minimizing the L norm of the error. The "energy" of the data is defined as being the sum 
of the eigenvalues of the covariance matrix 
M 
£ = (4.7) 
i—1 
Based on the eigenmodes' associated eigenvalue, an energy percentage is assigned to each eigen-
mode, the dimensionless will be used in the following text, which is defined as 
^k = -j=r (4-8) 
If the eigenvalues are ordered from the largest to the smallest, the associated eigenfunctions 
have an order from most to least energetic. The coefficients <%,(() are calculated as being the 
result of the projection of the eigenfunctions onto the instantaneous velocity fields: 
= = (4
-
9) 
An approximation was constructed using the first K  most energetic eigenfunctions. 
K 
u(x, t )  % (4.10) 
i—1 
Because ipi is an orthonormal base, the coefficients has the dimension of velocity. The 
eigenvalue has the dimension of the kinetic energy for the following relation: 
ôi jXi  =  ai ( t )  •  a . j ( t )  (4.11) 
The effects of the eigenmodes can be investigated by reconstructing the instantaneous vector 
fields with some of these eigenmodes. Each eigenmodes represents a behavior of the flow phys­
ically, though they may or may not appear as spatial structures directly in a lab experiments. 
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An actual structure possibly consists of a linear combination of eigenmodes. 
Experimental Methods 
The flow cell used for the experiments was similar to that used by Wang et al. [2004b]. It 
consisted of a pair of concentric Plexiglas cylinders with the inner one rotating and the outer 
one at rest. The inner cylinder had a radius of r, = 3.49 cm and the outer cylinder had a radius 
of r0 = 4.76 cm, resulting in a gap width of d — 1.27 cm, and a radius ratio of rj = ri/r0 = 0.733. 
The two cylinders were held concentric by Plexiglas end caps, which also provided the fixed-end 
boundary conditions at the two axial extremes of the annulus. The cylinder aspect ratio (F), 
which is defined as the ratio of the length of the annulus to the gap width, is 34. The inner 
cylinder was driven by a compumotor control system (CMA, Minneapolis, MN, USA). 
The working fluid was a sodium iodide-glycerol-water mixture with silver-coated hollow glass 
beads (Potters Industries, NJ) added as PIV seed particles in a weight concentration of about 
8.2 x 10-6. The particles had a density of 1.6 g/cm3 and an average diameter of 13 fj,m. The 
temperature of the working fluid and room was kept at 24.0 °C and varied no more than 0.1 °C 
over the cause of a experiment. The density of the working fluid is 1.72 g/cm3 and the fluid 
has the same reflective index as that of Plexiglas in eliminate the reflection distortion. The 
nominal kinematic viscosity of the fluid is 1.65 x 10~6 m2/s as measured using a Canon-Fenske 
viscometer. The seed particles were assumed to follow the flow quite closely because the Stokes 
number was several orders of magnitude less than 0.14, the maximum Stokes number for which 
a particle can follow the flow instantaneously [Bring, 1982]. 
The critical Reynolds number for the onset of laminar vortex flow for our system with no 
axial flow is expected to occur near Rec = 84.5 [Taylor, 1923]. The results of flow visualization 
studies and our PIV experiments have verified the onset of LVF at this Reynolds number. Once 
the value of Rec is known, it can be used to scale Re to define a Reynolds number ratio, 
R 
= m- <'112> 
In the work presented here, R was varied between 4 and 220, which includes all LVF, WVF and 
TVF regimes (Note that from Wang et al. [2004b], MWVF was not observed in our experiment.). 
It is well known that multiple flow states, each with different numbers of Taylor vortices (or 
different axial wave numbers) can be observed at a given Reynolds number depending upon the 
flow history [Coles, 1965]. In order to ensure that the number of vortices in the device was 
identical for each Reynolds number studied, each experiment was performed using the following 
startup protocol. After filling the annulus with the working fluid, the rotation rate of the inner 
cylinder was increased from rest to R = 55 at a constant angular acceleration of 0.314 rad/s2. 
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The inner cylinder rotation rate was maintained at this angular velocity for at least 3 minutes, 
resulting in a flow state consisting of 14 vortex pairs, as confirmed by visual observation. The 
rotation rate of the inner cylinder was then reduced at a constant angular deceleration of 0.126 
rad/s2 or increased at a constant angular acceleration of 0.314 rad/s2 until the desired value of 
the Reynolds number ratio was reached. Care was taken to count the number of vortex pairs at 
the new angular velocity. In all experiments presented in this work, the axial wave number was 
constant with 14 vortex pairs always present in the annulus. After the desired value of R was 
reached, the flow was allowed to equilibrate for approximately 10 minutes before PIV data were 
collected. 
The flow velocities were measured using a Lavision Inc. particle image velocimetry system 
based on cross-correlating a pair of images to avoid directional ambiguities. A dual Nd:YAG 
laser system was used to illuminate a meridional plane in the middle of the reactor through 
the outer cylinder. The laser sheet had a thickness of about 0.5 mm. A Lavision Inc. Cross-
Correlation CCD camera with resolution of 1248 by 1016 pixels was positioned to capture the 
images of the illuminated plane and its maximum data collection rate was 4 velocity vector fields 
per second. Velocity were calculated on a rectangular grid of 31 points in the radial direction 
and 78 points in the axial direction using an interrogation region of 32 by 32 pixels with 50% 
overlap between adjacent interrogation regions. 100-800 image pairs were captured when the 
flow is in the WVF and TVF regimes. However, for the simpler LVF regime, only 20-30 image 
pairs were captured. Detailed information about the experiment set up and procedures can be 
found in Wang et al. [2004b]. 
Results and Discussion 
In our previous work [Wang et al., 2004b], transition points have been determined as fol­
lowing: Transition from LVF to WVF at Rw = 5.5; Transition from WVF to TVF at Rt — 18. 
In this work, we first present the number of modes needed to have more than 95% of the total 
energy. In the LVF regime, the Taylor vortices are stationary and one mode is enough to contain 
95% of the total energy. Since travelling waves contain some flow kinetic energies in the WVF 
regime, three modes are usually enough to represent 95% of the total energy. In Fig. 4.1, the 
dependence of no. modes needed to capture 95% of the total energy on R is plotted from R = 10 
to  220.  Here 200 real izat ions were used in  POD to determine the no.  of  modes needed in  al l  R 
in the TVF regime. It is not surprising that the no. of modes drops due to the transition from 
WVF to TVF from R = 16 to 18, when the azimuthal waves in the WVF regime disappear. 
While in the TVF regime, even with the reemergence of azimuthal waves, Ag and À3 has a hump 
(see Fig. 4.2) in the range of R from 20 to 70 ( this could possibly decrease the no. of modes), 
the steady increase of the no. of modes was observed due to the fact that more turbulence could 
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bring more structures into the flow and hence more modes are necessary in order to accurately 
represent the flow. At R is around 120, the increasing rate of no. of modes with R becomes 
smaller, which is possibly due to that the turbulence has fully developed. 
Transition From Laminar Vortex Flow to Wavy Vortex Flow 
In the LVF regime, Taylor vortices are closed to each other and remain stationary. This 
characteristic means the first mode captures almost all of the flow energy, as can be seen in 
Fig. 4.3, where Ai is 97.3% and 95.5% for R = 4 and 5 respectively. When R is increased, 
the flow is in the WVF regime. The travelling waves contain a significant percentage of flow 
energy. For example, at R = 5.5, Ai drops to 69.8% while A2 is 18.6%. In the WVF regime, 
we can observe that Ai increases with R, A% and A3 decrease with R, while A4 does not change 
much with R. Since mode 1 represents the mean flow, and mode 2 and 3 represent the flow 
fluctuation caused by the azimuthal waves, we can conclude that in the WVF regime, travelling 
waves become relative weaker as R increases when compared to the mean flow. Note here that 
A4 is about 1 order of magnitude smaller than A3 . Therefore, A4 can be considered as some 
instrumental noise or fluid chaos fluctuations, and does not contribute to the azimuthal waves. 
As a example, the plots of mean flow and its first three modes at R = 12 are shown in Fig. 4.4. 
It is obvious that has the same structure (Taylor vortices) as the mean flow. ip2 and i/>3 
have large vortices locating at the inflow and outflow boundary of the Taylor vortices. We know 
that these first three modes can represent more than 95% of the total flow energy. Therefore, 
it is evident that y02 and are the flow structures that represent the azimuthal waves in the 
WVF regime, and their roles in determining the instantaneous velocity field can be shown by 
subtracting one of them in the reconstruction of the instantaneous vector fields. In Fig. 4.5(a), a 
instantaneous velocity vector field is plotted. By using the first three modes ( > 95% of the total 
energy), the reconstructed instantaneous velocity field is shown in Fig. 4.5(b). The reconstructed 
velocity field is almost the same as the original field. On the other hand, mode 2 was subtracted 
in the reconstruction, and the resulting velocity field is plotted in Fig. 4.5(c). It is evident that 
the inflow boundary is shifted compared to the original field. The reconstructed velocity field in 
Fig. 4.5(c) has smaller right vortex as compared to the original field. Correspondingly, the field 
without mode 3 is shown in Fig. 4.5(d). Since the mode 3 (3.5%) containing less energy than 
mode 2 (7.7%). the excluding of it does not have as significant effect as that of mode 2 on the 
reconstructed field. 
Transition From Wavy Vortex Flow to Turbulent Vortex Flow 
This transition is characterized by the disappearance of the azimuthal waves. Without 
the fluctuations caused by the waves in the flow, we expect that Ag and A3 decreases, and A; 
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increases. Such trends are actually reflected in Fig. 4.2 when R goes from 16 to 18. In fact, at 
R = 18, the first mode has 95.9% of the total energy (Mode 1 has 89.0% of the total energy 
at R = 16), but the more significant changes occur in À2 and A3, which are 5.2% and 2.3% 
respectively at R = 16, and 1.3% and 0.9% respectively at R = 18. On the other hand, this 
transition can also be reflected in the figures of eigenmodes. In Fig. 4.6 and 4.7, the plots of the 
first three eigenmodes at R = 16 and R = 18 are shown respectively. The eigenmodes at R = 16 
is similar to those at R = 12. ip2 and •03 are characterized by the large fluctuation vortices 
formed at the inflow and outflow boundaries. However, at R = 18, the fluctuation vortices in 
and V3 are smaller than those at R = 16, which indicates that the large scale caused by 
azimuthal waves are gone. Besides that, the fluctuation vortices at R = 18 not only appear at 
the inflow and outflow boundaries but also in the Taylor vortex centers, which means turbulence 
eddies containing significant kinetic energies are present in the flow. 
The Reemergence of Azimuthal Waves in TVF 
Once the flow is in the TVF regime, as R increases Ai decreases, which is caused by the fact 
that more and more turbulent eddies of different sizes are superimposed on the mean Taylor 
vortices. We know that eventually, when R is increased to a certain number, Taylor vortices will 
be totally broke up by turbulent eddies and TVF will not exist [Smith and Townsend, 1982]. 
On the other hand, however, we observed that the development of Ag and A3 with R in the TVF 
regime has a hump when R ranges from 20-70. This phenomena is related with the reemergence 
of azimuthal waves in TVF, as we already discussed in Wang et al. [2004b]. The reappearance 
of azimuthal waves causes mode 2 and 3 carry more energy, just like the case when the flow 
transits from TVF to WVF. One example of eigenmodes in this reemergence region are shown 
in Fig. 4.8 at 11=30. In the figure of mode 2 at R=30, larger scale fluctuation vortices can be 
observed than that at R = 18. On the other hand, when R becomes larger, turbulence becomes 
more strongly demonstrated in the flow. The azimuthal waves also becomes more turbulent as 
R increases. Around R = 70, turbulence dominates in the flow and azimuthal waves disappear. 
After the re-emergent azimuthal waves disappear, the velocity of the impinging jets in the 
inflow and outflow boundaries becomes bigger. Starting from R = 120, the fluctuation vortices 
still locate in the inflow and outflow boundaries (see •02 and i/>3 Fig. 4.8) and have the same 
dimension as the gap width. We postulate that such structures are formed by the strong im­
pinging jets. On the other hand, small scale turbulent fluctuation vortices appear in the higher 
modes. This kind of structures lead to a homogenously distributed Reynolds stresses for high 
Reynolds number. 
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Conclusions 
Spatio-temporal velocity fields {v r ,v z , t )  have been measured and analyzed using proper or­
thogonal decomposition to explore transition from laminar flow to turbulence in a Taylor-Couette 
cell. The proper orthogonal decomposition was used to identify and extract spatial dominant 
flow structures from the velocity field. The results show that a low number of POD modes can 
capture the overall characteristics of the motion, which on average, appears to be laminar Taylor 
vortices. However, large number of modes are required to capture the fine details of the flow 
structures. The results of POD analysis show clear differences between various flow regimes. 
The dominant modes also indicates the differences in the underlying flow structures in various 
flow regimes. These structures are first shown because previous studies have been based on 
the point source measurement techniques and at most velocity field is one-dimensional in their 
studies. 
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Figure 4.2 Development of first four engenvalues with R.  
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Figure 4.3 Development of first four engenvalues with R. 
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Figure 4.4 Mean velocity field and first three eigen-functions at Ft. = 12. 
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Figure 4.5 Reconstruction of instantaneous velocity vector field at R = 12. 
(a) an instantaneous velocity vector field; (b) the instantaneous 
velocity vector field reconstructed by the first three modes; (c) 
the instantaneous velocity vector field reconstructed by the first 
and third modes; (d) the instantaneous velocity vector field re­
constructed by the first and second modes: outflow boundary: 
f : inflow boundary. 
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Figure 4.6 The first three eigenmodes at R = 16. 
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Figure 4.7 The first three eigenmodes at R = 18. 
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Figure 4.8 The first three eigenmodes at R = 30. 
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5 CED Simulation of Aggregation and Breakage Processes in Laminar 
Taylor-Couette Flow 
A paper accepted by Journal  of  Col loid and Interface Science 
L. Wang, D. L. Marchisio, R. D. Vigil and R. O. Fox 
Abstract 
An experimental and computational investigation of the effects of local fluid shear rate on the 
aggregation and breakage of ~10 firn latex spheres suspended in an aqueous solution undergoing 
laminar Taylor-Couette flow was carried out, according to the following program. First, compu­
tational fluid dynamics (CFD) simulations were performed and the flow field predictions were 
validated with data from particle image velocimetry experiments. Subsequently, the quadra­
ture method of moments (QMOM) was implemented into the CFD code to obtain predictions 
for mean particle size that account for the effects of local shear rate on the aggregation and 
breakage. These predictions were then compared with experimental data for latex sphere ag­
gregates (using an in-situ optical imaging method) and with predictions using spatial average 
shear rates. The mean particle size evolution predicted by CFD and QMOM using appropriate 
kinetic expressions that incorporate information concerning the particle morphology (fractal di­
mension) and the local fluid viscous effects on aggregation collision efficiency matches well with 
the experimental data. 
Introduction 
Aggregation and breakage processes occur in many important technological problems in bi­
ology. immunology, crystallization, and colloid and polymer science [Sôhnel and Chianese, 1991; 
Tavare, 1995; Roco, 1999, 2001; Martin and Kohli, 2003]. At least three different mechanisms 
can be operative during the aggregation of a given set of particles including perikinetic coagu­
lation due to Brownian motion (for particles with diameters smaller than 1 /jm), shear-induced 
orthokinetic coagulation (particles in the range 1 - 40 /zrn), and differential sedimentation ag­
gregation (typically important for particles larger than 40 /jm) [Logan and Wilkinson, 1991]. As 
aggregates become larger, eventually particle breakup becomes important and in some cases the 
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competition between aggregation and breakup can lead to a steady-state particle size distribu­
tion [Vigil and Ziff, 1989]. 
Orthokinetic aggregation is governed by the local shear rate [Smoluchowski, 1917], and there­
fore the properties of aggregates produced by this mechanism depend sensitively on shear history. 
For this reason any experimental study of orthokinetic aggregation should ideally use methods 
that do not introduce unwanted shear disturbances. However, most previous studies of shear-
sensitive aggregation were performed using invasive methods that require extraction of fluid 
samples [Spicer and Pratsinis, 1996a] or the use of extra flow loops followed by sample extrac­
tion. Because the attractive van der Waals force between primary particles is relatively weak 
compared to local shear stresses imposed on aggregates as they are being extracted from the 
aggregation reactor, it is difficult to accurately measure particle size distributions in residence 
in the reactor. In contrast, in this work particle size distributions are measured in situ using a 
non-invasive optical technique. 
A detailed review of the theoretical and mathematical aspects of hydrodynamic instabilities 
in Taylor-Couette devices can be found in Kataoka [1985]. For a fixed outer cylinder and a 
Newtonian working fluid it is well known that as the angular velocity (constant) of the inner 
cylinder is increased from rest, the flow undergoes centrifugal-driven instability from laminar 
circular Couette flow, in which the only non-zero velocity component is in the azimuthal direc­
tion, to laminar Taylor vortex flow, which consists of pairs of toroidal vortices wrapped around 
the inner cylinder and filling the annular gap. This flow transition occurs at a specific value of 
the azimuthal Reynolds number, Re, defined as 
Ae= (5.1) 
where w is the inner cylinder angular velocity, r,; is the radius of the inner cylinder, d = rQ  — ri  is 
the annular gap width, and v is the kinematic viscosity. The critical azimuthal Reynolds number 
at which Taylor instability occurs, Rec, depends upon the specific geometry (i.e. cylinder radii) 
of the flow device used. Further increases in Re beyond Rec lead to a series of higher-order 
instabilities that include both time-independent and time-dependent flow regimes. At sufficiently 
high values  of  Re,  the  Taylor  vort ices  become turbulent .  An azimuthal  Reynolds  number rat io  R 
(= Re/Rec) is used to characterize the flow, and Table 5.1 shows the ranges of R corresponding 
to various flow regimes [Wang et al., 2004b]. In this work we restrict our investigation to the 
laminar Taylor vortex regime. 
Taylor vortex flow has several characteristics that are desirable for chemical reaction pro­
cesses and for investigation of the effects of shear on a dispersed phase. For example, in com­
parison to standard mixing devices such as stirred reactors, Taylor vortex flow has a relatively 
uniform distribution and continuity of shear. Furthermore, since this canonical flow can be sim­
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ulated using computational fluid dynamics (CFD) techniques, it provides a convenient system 
for carrying out aggregation experiments that can then be used to validate CFD-based simula­
tion techniques for predicting particle size distributions for aggregation in arbitrary flows, such 
as the quadrature method of moments introduced by several of the present authors [Marchisio, 
2001]. 
Accurate particle aggregation and breakage models must incorporate the dependency of 
particle growth kinetics on fluid shear, aggregate structure, and their mutual interactions. Most 
previous studies of fractal aggregate dynamics in stirred tanks or Taylor-Couette reactors either 
neglect the detailed fluid shear by using average values [Kusters et al., 1997; Flesch et al., 
1999; Selomulya et al., 2003; Rahmani and Masliyah, 2003] or they ignore the coupling of the 
particle morphology with the aggregation kinetics [Marchisio et al., 2003b]. Only recently have 
attempts to elucidate the role of particle morphology on the aggregation rate been reported 
[Lattuada et al., 2003; Zurita-Gotor and Rosner, 2003] . In this work we attempt to address 
both of these shortcomings by using the following approach. First, CFD is used to predict the 
velocity and fluid shear field in a Taylor-Couette device and the predictions are validated via 
particle image velocimetry (PIV) experiments. Next, the quadrature method of moments is used 
to solve the aggregation and breakage population balance equations using appropriate kinetic 
expressions that incorporate information concerning the particle morphology (fractal dimension) 
and the local shear. The resulting predictions for the evolution of the mean particle size are 
then compared with measured values obtained from in-situ optical measurements of the particle 
size distribution. 
General Aggregation-Breakage Equation 
The general Reynolds-averaged form for the aggregation-breakage equation [Hulburt and 
Katz, 1964; Randolph and Larson, 1988; Friedlander, 2000] in a closed system is given by 
d n (Qt^ + (U) • Vn(y; t )  - V • (DTVn(v,  t ) )  = 
1  f v  
-  / a(v  -  e, e)[3(v  - e, e)n(v  -  e; t )n(e;  t )de 
* J o 
roc poo 
— n(v; t )  /  a(v ,e)8(v ,e)n(e; t )de + / a(e)b(v\e)n(e; t )de -  a(v)n(v , t ) ,  (5.2) 
J 0 Jv 
where n(v;  t )  is the Reynolds- aver aged number-density function in terms of the particle volume, 
(U) is the Reynolds-averaged mean velocity, DT is the turbulent diffusivity ( Dp is replaced 
by species diffusivity in laminar flow), a(v, e) is the collision efficiency between particles with 
volume v and e, f3(v, e) is the volume-based aggregation kernel that describes the frequency 
that particles with volume v and e collide, a(v) is the volume-based breakage kernel that is 
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the frequency of breakage of a particle of volume v,  and b(v |e) is the fragment distribution 
function. The terms on the right-hand side of Eq. 5.2 represent birth and death of particles 
due to aggregation and breakup, respectively. Equation 5.2 can also be cast in an analogous 
form using length rather than volume as the internal coordinate, assuming that particles can 
be characterized by a single length scale, as is often the case in crystallization processes. The 
relationship between the volume and length-based particle size distributions is determined by 
the relat ionship between v and L.  Specif ical ly ,  i t  is  expected that  v is  proport ional  to  LD f ,  
where DF is the volume-based fractal dimension. 
Moment Transformation 
Because no known general solution to Eq. 5.2 exists even for cases with restrictive simplify­
ing assumptions (e.g. spatial homogeneity in the concentration and velocity fields), numerous 
approaches to obtaining numerical solutions have been proposed. For the case in which perfect 
mixing is assumed (so that the momentum and species conservation equations decouple), a pop­
ular approach is to discretize Eq. 5.2. In such cases, typically at least 20 particle size classes 
must be tracked in order to obtain accurate solutions. The assumption that mixing effects can 
be neglected, however, is not valid for particle synthesis processes that involve mechanistic steps 
that occur on time scales shorter than the mixing time, such as nucleation. In such cases Eq. 5.2 
couples strongly to the velocity field and CFD techniques must be employed. Even for relatively 
simple flows, such as the laminar Taylor vortex flow studied here, these calculations require the 
use of grids composed of thousands of nodes. Consequently, implementation of the discretized 
population balance approach within a CFD code is not currently a tractable approach. Hence, 
in order to reduce the number of scalars that must be calculated at each grid point, a more ap­
propriate method for predicting the characteristics of the particle size distribution based upon 
Eq. 5.2 is to track the behavior of low-order moments of the size distribution, where the moments 
are defined as 
Accordingly, mo is the total particle density and mi is the total particle volume. For the specific 
case that particle density remains constant, mi is conserved in a closed system. Applying the 
above definition of the moments to Eq. 5.2 yields 
mk( t )  — /  n{v\ t )v kdv.  
J o  
(5.3) 
+ (U) • Vm k  - V • {DTVm k )  = 
q(m,  e)0(u,  e)[(u + e) h  -  u k  -  e k]n(u:t )n(e;  t )dude 
+ 
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where the first term on the right-hand side was derived by using the variable u = v — e. Except 
for special restrictive forms for the aggregation and breakage kernels, the moments are coupled, 
thereby introducing a closure problem. As has recently been shown [McGraw, 1997], this closure 
problem can be overcome by invoking a quadrature approximation for the moments (quadrature 
method of moments or QMOM) thereby enabling accurate calculation of low-order moments 
of the particle size distribution using as few as three quadrature points. Such a method is 
well-suited for use in computationally demanding CFD codes. 
Application of QMOM 
In the QMOM a quadrature approximation for the moments of the size distribution is em­
ployed as follows [McGraw, 1997]: 
poo ^ 
m k  = n(v)v kdv ~ 2_^w i v i i  (5.5) 
'
a i=l 
where N is the order of the quadrature formulae. Application to Eq. 5.4 results in the following 
closed transport equation for the mk [Barrett and Webb, 1998]: 
dm k (x , t )  ,  ,  dm k (x ,  t )  _  d_ 
dt  dxi  dxi  a  
dm k{x, t )  
dxi  
—  ^ 2  w i  5 Z  y j )  v i  
+ ^2 aib\k^Wi - 53 QiWiVi, (5.6) 
where the collision efficiency oy = a ( v l : v j ) ,  the aggregation kernel f i i j  = the breakage 
kernel a, = a(u,), and 
b)  <fc) 
r+oo 
= /o 1 
v kb ( v \ v i )dv.  (5.7) 
The weights, Wj, and abscissas, , are then found by solving the non-linear system of algebraic 
equat ions that  resul t  f rom appl icat ion of  the quadrature  approximation to  Eq.  7.2 for  k = 
0,..., 2N— 1 via use of the product-difference (PD) algorithm. However,the PD algorithm requires 
that k be integer. Since the particle number density in Eq. 5.6 is parameterized by particle 
volume, this restriction would require that conservation equations for high-order moments be 
used to solve for weights and abscissas of the size distribution. Consequently, the quadrature 
approximation would be heavily biased by the largest particles and conventional measures of 
mean particle size, such as the volume-averaged size, would be expected to be less accurate than 
if only low-order moments were used to find the weights and abscissas. From the standpoint of 
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the physical meaning of the moments, the fractional moments (k  = 0,1/3,2/3,1,4/3, and 5/3) 
would be more suitable choices if they were compatible with the PD algorithm. 
Length-Based QMOM 
One solution to the dilemma described above is to recast the quadrature approximation in 
terms of a length coordinate rather than a volume coordinate. More precisely, one may define a 
new coordinate L3 = v (note that L does not necessarily represent length except for the specific 
case of cubic particles) so that a new set of moments based upon the new coordinate can be 
defined as 
poo poo rii(j\ roo 
mk = J n{v)vkdv = J -^-L3k3L2dL = j n'(L)LadL = m!a, (5.8) 
where a = 3k. The moment transport equations then become: 
dm' a (x , t )~ 9m' a (x , t )  dm' a (x , t )  _  d_ 
D T - dxi  
~ 2 
W
'i X! a'ijPijWj + L))alZ - Li ~Lj i j 
+ 53 W>i ~ 53 i i 
Equation 5.9 is mathematically identical to the length-based QMOM formulation in Marchisio 
et al. [2003b], but we can claim here that the assumption of DF = 3 can be removed and that 
Eq. 5.9 can be applied for arbitrary Df so long as particle density is constant, implying that 
volume is always conserved in Eq. 5.6. The abscissas (Li) and weights (ro-) of the quadrature 
approximation can be readily determined from the first six moments by applying the PD algo­
rithm [McGraw, 1997]. (The algorithm is reported in Appendix A.) The Rosenbrock integrator 
stiff./ in Press et al. [1992a] is used to solve the ordinary differential equations governing the six 
moments when average spatial shear rates are used to model the aggregation-breakage processes. 
Aggregation Kernel 
Experiments have shown that aggregates formed by shear coagulation are usually ramified 
[Oles, 1992; Selomulya et al., 2002]. The orthokinetic aggregation collision frequency, d, was 
derived by Smoluchowski [1917] for laminar flow: 
i ï j  =  P'{U,Lj )  =  ,3 ' ( i<i ,v j )  =  -G(R c , i  +  -R c . j ) 3 .  (5.10) 
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where G  is the local shear rate and R cj is the collision radius of an z-sized particle. The collision 
radius  of  an aggregate  is  proport ional  to  the number of  pr imary par t ic les  in  the aggregate ,  i ,  
according to the following relation 
where RQ is the radius of the primary particles, Df is the mass fractal dimension, and k is the 
lacunarity usually taken to be unity [Kusters et al., 1997; Flesch et al., 1999; Wiesner, 1992]. 
Hence the solid volume u; for a fractal aggregate is related to its characteristic size RC>1 by Logan 
and Wilkinson [1991] 
where V Q  is the volume of the primary particle. Although the use of the fractal exponent Df is 
strictly justified for aggregates composed of a large number of primary particles, we will assume 
that it can be extended to all aggregate sizes in order to simplify the calculations. Inserting 
Eq. 5.12 into Eq. 5.10, we obtain 
where £o = vr/6 is the shape factor of the primary particles. Note that when Df = 3, Eq. 5.13 
is the same as Eq. 5.10. 
Collision Efficiency 
As two spherical particles approach one another in a sheared fluid, the viscous fluid layer 
between them produces resistance forces. On the other hand, porous aggregate structures can 
allow fluid penetration into the aggregate, thus decreasing the viscous resistance [Kusters et al., 
1997; Vanni, 2000]. In aggregation processes, viscous resistance is reflected in the collision ef­
ficiency, q, which is the ratio of the actual frequency that particles collide and stick to each 
other and the theoretical aggregation frequency given by Eq. 5.10. Because the first step in the 
formation of clusters from monomers is doublet formation, the collision efficiency for doublets 
can be estimated by using solid particle models [Van de Ven and Mason, 1977; Adler, 1981; Hi-
gashi tani  e t  a l . ,  1982] .  Specif ical ly ,  for  col l is ions between equal ly  s ized par t ic les ,  a 1 -  = k Fl~ 0 A 8  
(10 < Fl < 105 ), where the flow number 
(5.11) 
(5.12) 
(5.13) 
Fl = 6irf i (Ri  + RjfG/8A* (5.14) 
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can be interpreted as the ratio between shear and van der Waals forces. The Hamaker constant 
A* used in this work is 3.5 x 10~20 J, and the pre-factor k = 0.43 was obtained by fitting the 
particle numbers with time in the doublet formation stage. In the aggregation stages that follow 
formation of doublets, the permeable floes model [Kusters et al., 1997], was used to calculate 
the collision efficiency between aggregates. [Kusters et al., 1997] designated their approach 
as a shell-core model that represents aggregates as spherical porous floes with solid cores and 
permeable shells. The shell radius is used to detect collisions with other aggregates whereas the 
ratio between the radii of the core and shell is used to estimate the effect of the suspending fluid. 
Since the outer shell is permeable to fluid, the collision efficiency is greatly enhanced against 
the solid impermeable particle model. In order to determine the core radius, Debye's shielding 
ratio £ is introduced: 
( = A  ( 5 . 1 5 )  
where R is the outer radius of the shell (obtained by Eq. 5.12) and the floe permeability, k, is 
related to its floe density ip (= 1-porosity) by 
where cs  = 0.724 for doublets and is taken as 0.5 for larger aggregates, and the floe density <p 
decreases with floe size and can be calculated according to a power law: 
Pi = poC%/ao)°'-3, (5-17) 
where ^0 = 1 for monomers. The core radius RfL can be approximated by (when £ > 20) 
Rh 1 — £-1tanh£ 
R 1 + 1.5£-2 - 1.5£~3 tanh(f) ' (5.18) 
For smaller values of the shape factor £ < 20, the core radius can be estimated from Fig. 5.1 which 
is due to Kusters et al [Kusters et al., 1997]. The core radius is obtained from the minimum 
center-to-center distance of the impermeable cores minus the minimum distance of approach 
between the surfaces of the cores [Kusters, 1991]. Following the shell-core model, the calculated 
aVj is shown in Fig. 5.2 for both A < 0.1 and A = 1 [Kusters et al., 1997], where A = Ri/Rj 
(assuming Rj > Rj). Estimates of a for A > 0.2 can be obtained in Fig. 5.2 corresponding 
to A = 1 according to Kusters et al. [1997]. The region 0.1 < A < 0.2 is the transition range 
where is intermediate between the values for A < 0.1 and A = 1. Note that this shell-core 
model does not take into account the van der Waals attraction between floes, and therefore the 
resulting collision efficiency is zero under certain circumstances (i.e. A < 0.1, when £ > 10.89). 
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For such cases, the collision efficiency follows from the values calculated for encounters between 
impermeable floes. In the impermeable floes model, the only attractive interaction between two 
floes that is considered is that between the two nearest primary particles since other particles 
are separated by too large a distance for the attraction force to be effective. In this case, the 
flow number is defined as 
+ y (5.19) 
and the collision efficiency can be calculated similarly to the solid particle model. During the 
simulation, the collision effieciency from the impermeable floes model is used whenever it is 
larger than the collision efficiency calculated with the shell-core model. 
Fragmentation 
Exponential breakage kernel 
Although breakage of aggregates can occur by a variety of mechanisms, here we only consider 
fragmentation induced by hydrodynamic stresses. Consequently, large aggregates are more sus­
ceptible to breakage than are small aggregates. Several investigators [Kusters, 1991; Delichatsios 
and Probstein, 1976] have proposed that the breakup rate is exponentially distributed so that 
where Au is the rms velocity difference across the distance di ,  and is the critical velocity 
difference at which breakage occurs. For laminar flow, the local shear rate can be approximated 
as G=f' <5-21> 
due to the small size of the aggregates. Substituting for Au and Au/, in Eq. 5.21 yields the 
following form for the breakup kernel: 
,  , ' 2 \ ^  
a i  =  ( — J  G  exp G (5.22) 
where is the critical shear rate that causes breakup. The latter can be related to floe size 
based on the relationship observed experimentally [Tambo and Watanabe, 1979: Francois, 1987] 
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and through simulation [Potanin, 1993]: 
(5.23) 
where B is a fitting parameter related to the binding strength between monomer particles and 
the aggregate morphology. 
Power-law breakage kernel 
Another form of the breakage rate kernel that has found application to a wide variety of 
fragmentation phenomena is the power law distribution: 
Th value of the breakage exponent is commonly taken as 7 = 2. The breakage rate coefficient b 
has the following form for shear-induced fragmentation Pandya and Spielman [1982]: 
where y is a constant inversely proportional to the floe strength and b'  is determined empirically. 
b' and y will be determined by fitting the CFD simulation to the experimental data. A more 
detailed discussion about the use of power-law breakage kernels can be found in Marchisio et al. 
[2003b]; Peng and Williams [1994]; Schuetz and Piesche [2002]. 
Fragment Distribution Functions 
The fragment distribution functions used in this work are reported in Table 5.2. The suitable 
function is chosen depending on if it can fit the experimental data well. 
Experimental Methods 
Particle Image Velociinetry 
The Taylor-Couette flow apparatus used in the PIV experiments consists of two concentric 
Plexiglas cylinders. The rotating inner cylinder and fixed outer cylinder have radius n = 3.19 
cm and ra = 4.76 cm, respectively. The couette cell is 43.2 cm long. 
The curvature of the plexiglass cylinders can cause difficulties in making optical measure­
ments due to the distorting effects of refraction. These distortions were eliminated by enclosing 
(5.24) 
b = b'G\ (5.25) 
the outer cylinder in a square plexiglass box and using a working fluid having a refractive index 
matched to that of the plexiglass [Parker and Merati, 1996]. The working fluid is a mixture 
of water, glycerol, sodium iodide, and small quantities of sodium thiosulfate. The solution is 
made by first adding sodium iodide and trace amounts of sodium thiosulfate into a mixture of 
water (90% by volume) and glycerol (10% by volume) until the solution is saturated. Additional 
90% water-glycerol mixture is subsequently added to the solution until the refractive index of 
the fluid matches the refractive index (1.4905) of plexiglass. The final salt concentration is 
approximately 60% by weight. 
A double-pulsed Nd:YAG laser is used to illuminate a meridional plane in the annular gap. 
The laser sheet is at its smallest thickness of approximately 0.5 mm in the test area. The laser 
sheet is carefully aligned in the meridional plane to avoid a possible anomalous apparent radial 
velocity component caused by the azimuthal path of the particles through the laser sheet. The 
flow is seeded with small tracer particles that reflect and scatter the laser light, and a high-
resolution CCD camera perpendicular to the laser sheet is used to capture the particle images 
in the illuminated plane in the middle of the flow cell. 
Silver-coated hollow glass spheres (Potters Industries, NJ, USA) with an average diameter 
of 13 /xm were added into the working fluid as seed particles at a concentration of 8.2 x 10-6 by 
weight. The particles have a density of 1.60 g/cm3, which is slightly less than the density of the 
working fluid, 1.72 g/cm3. The nominal kinematic viscosity of the fluid is 1.65 x 10-6 m2/s as 
measured using a Canon-Fenske viscometer. The room and fluid temperature is kept at 24.0°C. 
The fluid temperature varied by no more than 0.1° C before and after each experiment. Lavision 
Davis 6.0 software was used to both control the image acquisition and to analyze the resulting 
images for velocity data. The maximum data collection rate for the system was four velocity 
vector fields per second. 
Couette-Taylor Apparatus for Aggregation Experiments 
The fluid test section is a Taylor-Couette cell, which consists of two co-axial concentric 
cylinders mounted horizontally on an optic table. The inner cylinder has radius of 3.49 cm and 
is constructed of polished stainless steel. The transparent outer cylinder is constructed from 
precision glass Pyrex tubing and has an inside radius of 4.86 mm. The length of the cylinder is 
43.2 cm and the annular gap width between cylinders is 1.37 cm. For this apparatus, Rec = 82.8. 
A shaft on the inner cylinder is rotated by a precision motor with a digital controller. At low 
angular Reynolds numbers, the spatial mean shear rate in the device can be estimated using the 
following expression [Serra et al., 1997]: 
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where L J  is the angular velocity of the inner cylinder and r; and r 0  are the inner and outer cylinder 
radii, respectively. In the experiments presented in this report, the inner cylinder rotational 
speed was varied between 0.1 and 0.3 revolutions/sec, which corresponds to mean shear rates 
G ranging between 1.86 and 5.59 s-1. These inner cylinder angular velocities produce laminar 
Taylor vortices (non-wavy and wavy) for this particular device geometry [Wang et al., 2004b]. 
The relative importance of flow-induced particle collisions compared to collisions caused by 
Brownian diffusion is quantified by the Péclet number, 
P e = ^ ,  ( 5 . 2 7 )  
where T] is the dynamic viscosity, K the Boltzmann constant, T the temperature, do the particle 
radius, and G the shear rate. For this study Pe = 945 even at the lowest shear rate considered 
(G = 1.86 s_1), and therefore perikinetic aggregation can be neglected. In addition, particles can 
be assumed to closely follow the flow because the Stokes number is several orders of magnitude 
less than 0.14, which is the maximum Stokes number for which particle inertia can be neglected 
[Bring, 1982]. 
Materials for Aggregation Experiments 
Surfactant-free polystyrene latex spheres used in this work were purchased from the Inter-
facial Dynamics Corporation (batch 9321). These spheres, which are suspended in a stabilizing 
solution, have a diameter of 9.6 fxm ± 7.4%. The surface charge of the latex particles depends 
on the pH of the medium. The isoelectric point of the latex particles is at a pH of approximately 
3.8. The latex stock sample was placed in an ultrasonic bath (VIA, Tekmar sonic disruptor) for 
1 minute prior to aggregation in order to break up any doublets and triplets in the suspension. 
A 4.2% w/w stock suspension of latex spheres was then mixed with a sodium chloride solution 
(using nanopure water) so that the concentration of NaCl in the resulting suspension was 1.29 M. 
To avoid sedimentation and radial migration effects, the density of the solution was adjusted 
by adding sodium chloride until it matched the density of the latex particles, p=1.055 g/cm3. 
The viscosity of the fluid is 1.097 x 10~3 kg/ms, as measured using a Canon-Fenske viscometer. 
As a result of the presence of the salt in the solution, the electric double layer was reduced 
approximately to the Debye-Hiickel length of 10~s m. All experiments were carried out at 
24.0 °C. 
Optical Particle Size Measurements 
A schematic view of the optical system used to obtain in situ particle size measurements 
is presented in Fig. 5.3. A progressive scan monochrome CCD camera (JAI CV-A11, 659x494 
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pixels, 30 Hz frame rate) was used to capture images. In order to provide sufficient spatial 
resolution for imaging the latex spheres, which have diameters of approximately 9.6 fim, the 
camera was fitted with a microscope objective lens (5x magnification) mounted to an extension 
tube (InfiniTube In-Line Assembly, Edmund Optics). The resulting working distance is 34 mm, 
the depth of field is 14 fxm, and the image resolution is 1.48 /^m/pixel. Particles out of focus 
by more than 3-4 times the depth of field are virtually invisible, sometimes causing slight blurs 
that can easily be removed by applying simple image processing techniques. Hence, acquisition 
of particle size distribution data from image analysis is not adversely affected by the presence 
of aggregates in front of or behind the detection volume (see Fig. 5.4). The field of view of 
this lens/camera combination is 0.98x0.74 mm. Since the circumference of the inner cylinder 
is 219.2 mm, the maximum detection area approximately corresponds to a 1.6 0 arc. Since it 
is reasonable to assume that even a 5 ° arc can be approximated as a straight line,the effects 
of curvature on the images can be neglected, as shown in Fig. 5.4. Image lighting is produced 
by a fiber optic illuminator and is carried through the InfiniTube in-line assembly unit via a 
fiber optic light guide. The light then passes through the objective, the transparent glass outer 
cylinder, and is reflected by the polished stainless steel inner cylinder, which acts as a back-
scattering mirror. Therefore, the entire imaging system operates as a microscope. The most 
significant limitation of this design is that the detection volume must be near the outer cylinder 
or else the particles are distorted so that they have a spindle appearance. Consequently, the 
distance between the detection volume and the inner surface of the outer cylinder was chosen to 
be 1.0 mm. At this radial location there is minimal shape distortion. However, when the solid 
volume fraction is very high, insufficient light passes through the solution, leading to blurred 
images. Therefore, solid loadings were limited to 4.2xlO-4 in this work. Because the vortex 
axial wavelength varies with azimuthal Reynolds number and the camera location was held 
fixed, the location of the central portion of the images relative to the vortex under study also 
changed with Re, as shown in Fig. 5.5 for the three azimuthal Reynolds numbers considered. 
Note that in Fig. 5.5 the inner cylinder wall resides along the bottom edge of the vortices and the 
outer cylinder wall is located along the top edge. The distance between the inner surface of the 
outer cylinder and the focal point of the objective is 1.0 mm. Captured images were recorded 
on a PC using the imaging software Globe Lab Image, GLI/2. Due to data retrieval speed 
limitations of the CCD camera and hard drive writing speed limitations, the maximum image 
capture frequency was 14 frames/sec. At least 400 images were captured at each measurement 
time point (which took approximately 27 seconds) in order to ensure that the resulting particle 
size distributions and fractal dimension measurements described in the next section had good 
statistical properties. Note that the time to capture 400 images is short compared to the growth 
of the mean aggregate size, which occurs on a time scale of several hours. 
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Image Analysis 
Once all images were recorded, an off-line image analysis procedure was applied to extract 
aggregate information using the image tools in Matlab 6.1. The raw data files, which consist of 
gray scale bitmap images, were converted to binary images by means of a thresholding operation. 
An example raw bitmap image is shown in Fig. 5.6 along with the corresponding binary image 
after thresholding. The aggregates, which appear as black in the raw images, were then converted 
to white in the binary images. Because it is possible that only part of an aggregate can appear 
along the edge of an image, a function was called to delete objects on the image border. After 
removal of aggregates straddling the image border, the projected perimeter and area of the 
remaining aggregates were calculated. In this work, circle equivalence diameter LD was used, 
which was calculated from the cross-sectional projection area A of the aggregate by LD = 
2^/A/tt. After the PSD was obtained, d^(= m'Jrn'^) was used to characterize the mean particle 
size evolution of the aggregation process, where the jth moment is defined as 
where T I ' ( L D )  is the number-density function. The PSD measurement method described here 
was partially validated by comparison with Coulter counter measurements, which are discussed 
later. 
The relationship between the projected area A and perimeter P of an aggregate is given by 
Spicer and Pratsinis [1996a] 
where the perimeter is related to the projected area of the aggregate by the projected fractal 
dimension Dpf. Note that this definition implies that Dpf ranges between a value of 2 (corre­
s p o n d i n g  t o  a  l i n e a r  a g g r e g a t e )  t o  1  ( c o r r e s p o n d i n g  t o  a  E u c l i d e a n  a g g r e g a t e ) .  V a l u e s  o f  D p j  
near 2 are characteristic of highly ramified floe structures. Spicer and Pratsinis [1996a] used 
Eq. 5.29 to characterize polystyrene sphere floes and found values of Dpf ranging from 1.1 to 1.4. 
The projected area fractal dimension, Dpf, is directly related to the surface fractal dimension, 
Ds [Mandelbrot et al., 1984]. However, there is no straightforward relationship between Dpf and 
the mass fractal dimension Df of a floe [Meakin, 1988]. Nevertheless, measurement of Dpf is 
straightforward, provides comparable insight into particle morphology, and circumvents pitfalls 
associated with obtaining mass fractal dimension measurements, such as the need to perform 
ex-situ light scattering experiments. 
(5.28) 
A oc (5.29) 
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Coulter Counter Measurements 
In order to provide some validation of the optical particle size measurement technique de­
scribed above, particle size distribution measurements of a sample consisting of latex spheres 
with known diameters were compared to Coulter counter (Multisizer 3, Beckman Coulter) mea­
surements of the same sample. However, a direct comparison is complicated by the fact that 
the two particle sizing techniques measure different properties of a particle, and thus they pro­
vide values for diameters representing different kinds of averages. Since the difference between 
the different measures of particle diameter is small only if the sample population has a low 
polydispersity [Delgado and Matijevic, 1991; Tang et al., 2000], particle standards should ide­
ally be spherical for comparison between techniques. The latex monomer spheres meet this 
requirement only at the beginning of the aggregation process before large aggregates have been 
formed. Further complicating this comparison is the fact that due to the weak attractive forces 
between monomers, aggregates are easily broken up as they enter the small aperture tube of 
the Coulter Counter, thereby resulting in an underestimate of the actual mean particle size in 
the Taylor-Couette test section. In our experiments, such breakage processes were significant 
for large aggregates. Therefore, validation of the optical particle size measurements by com­
parison with Coulter counter data is limited to the early stages of aggregation when the mean 
particle size is still near the mean monomer diameter. The number-based equivalent diameters 
dio (=m[/m'0) of the latex monomer suspension stock sample were measured to be 9.55 and 
9.66 /im for the optical method and Coulter counter, respectively. These data are consistent 
with the value 9.6 /im provided by the manufacturer (based upon measurements of particles in 
SEM images). The volume-averaged mean particle diameter, CZ43, was found to be 11.43 and 
10.97 /im by the optical method and Coulter counter, respectively. The coefficient of variation 
(c.v.) (wideness of the distribution) [Randolph and Larson, 1988] 
c.v. = - l)1/2, (5.30) 
was found to be 0.23 and 0.15 for the two methods. The broader particle size distribution 
measured by the image analysis method was caused by the limitation of the depth of field (14 /im) 
of the objective, which is a common difficulty for image-capturing methods. This happens 
because some part of the image for an aggregate is in focus whereas another part of the same 
aggregate is out of the depth of field and is therefore blurred. Hence, after applying thresholding 
the blurred part of the aggregate image is discarded and the cluster size is underestimated. 
Nevertheless, the comparable results for ^43 and c.v. imply reasonable consistency between the 
optical imaging and Coulter counter techniques. 
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Results and Discussion 
Flow-Field Validation 
Axisymmetric 2D steady-state simulations of a meridional section of the Couette-Taylor 
device were carried out using the commercial finite-volume CFD software FluentG.O for conditions 
corresponding to both laminar Taylor vortex flow as well as laminar wavy vortex flow. Although 
the steady-state hypothesis is not valid for wavy vortex flow, which is time-dependent, it is useful 
to compare time-averaged PIV velocity field measurements with steady-state CFD predictions 
for this flow pattern. The two specific flow conditions studied correspond to azimuthal Reynolds 
number ratios R = Re/Rec = 4 (laminar Taylor vortex flow) and 12 (laminar wavy vortex flow), 
where Rec = 84.5 is the critical azimuthal Reynolds number for the transition between circular 
Couette flow and laminar Taylor vortex flow for the particular geometry under consideration. 
Grid resolution studies for the two Reynolds number ratios considered showed that 30 radial 
nodes were needed in each case, with at least 5 nodes placed within a distance of 1 mm from 
the inner cylinder (due to steep gradients near this boundary) and the remaining nodes spread 
uniformly in the remainder of the annular gap. The minimum number of uniformly distributed 
axial grid points needed were 120 and 180 for R = 4 and R — 12, respectively. 
Since PIV measurements are acquired midway along the length of the apparatus, end effects 
can be neglected and it is sufficient to simulate only two vortex pairs for comparison with the PIV 
data. Hence, the axial dimension of the simulation domain was fixed by the axial vortex wave 
length measured in the PIV experiments, which was found to be 2.18 cm. Periodic boundary 
conditions were used for the axial direction and cylinder walls were taken to be no-slip. 
Because Taylor vortex flow can exhibit axial wave number multiplicity, the following protocol 
was used to ensure that the number of vortices (14) remained constant for the different inner 
cylinder rotation rates investigated. First, the inner cylinder was accelerated from rest at a 
constant angular acceleration rate of 0.314 rad/s~2 until R = 55. Subsequently, the inner 
cylinder angular velocity was decreased to the desired value at a constant deceleration rate of 
0.126 rad/s~2[Wang et al., 2004b]. The velocity vector fields (in r-z plane) for one pair of Taylor 
vortices in the middle of Taylor-Couette cell were measured by PIV. 
A direct comparison of the CFD-predicted velocity field with PIV measurement data is 
shown in Fig. 5.7. In the laminar Taylor vortex case (R — 4) the PIV velocity vector field shown 
represents a time average of 20 fields to reduce measurement noise. Similarly, the PIV data for 
the wavy vortex case (R = 12) represents the time average of 200 fields. Inspection of Fig. 5.7 
suggests good agreement between the CFD predictions and experiments. Comparisons of the 
spatial distributions of individual velocity components shown in Figures 5.8 and 5.9 further 
support the conclusion that the CFD calculations accurately represent time-independent laminar 
Taylor vortex flow as well as the time-averaged velocity field for laminar wavy vortex flow. 
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Although wavy vortex flow is time-dependent and cannot be properly represented by a steady-
state simulation, Fig. 5.9 suggests that such simulations may provide excellent predictions for the 
time-averaged shear at every grid point. These local time-averaged shear rates could plausibly 
be used in aggregation and breakage kernel calculations. 
Spatial Average Shear Rate 
Most previous studies of particle aggregation in laminar Taylor vortex flow have made use 
of Eq. 7.46, which is a spatial average shear rate, to calculate aggregation and breakage rates 
[Flesch et al., 1999; Oies, 1992; Serra et al., 1997]. Alternatively, the average shear rate can be 
estimated from torque measurements [Selomulya et al., 2002]. According to Eq. 7.46, the spatial 
mean shear rates for operating conditions studied in this work are 1.86, 3.72, and 5.59 s_1, 
respectively. The mean shear rates obtained from corresponding CFD calculations, however, 
are 2.20, 4.49, and 6.74 s-1, which suggests that Eq. 7.46 provides only a rough estimate. Of 
more significance, however, is the fact that the shear rate variations experienced by particles 
within the flow are very large. For example, consider the operating conditions for which Eq. 7.46 
predicts G = 1.86 s-1. Since this case corresponds to laminar Taylor vortex flow, the flow is 
axisymmetric and two-dimensional particle tracking calculations can be performed in the CFD 
code, assuming that the particles have sufficiently low Stokes numbers so that they perfectly 
follow the fluid. An example of a particle track (with initial position at the same radial location 
as for the optical particle size measurements) is shown in Fig. 5.10. The corresponding shear 
history experienced by a particle following this path is shown in Fig. 5.11. Because the shear is 
significantly larger in the region near the inner cylinder than in the region near the outer cylinder 
or in the middle of the annular gap, particles experience order of magnitude changes in shear rate 
as they circulate in the vortices. Furthermore, a volume-fraction-based histogram of shear rates 
in the annulus (also shown in Fig. 5.11) shows that the shear rate distribution is wide (similar 
to a log-normal distribution) rather than Gaussian with a peak centered on the mean value. 
Since aggregation and breakage processes are not linearly dependent on G, significant error is 
likely introduced when only the spatial average shear rate is used in calculating aggregation 
and breakage rates. These problems can only be overcome by using a CFD-based approach to 
simulate aggregation and breakage. 
Particle Aggregation 
Figure 5.12 shows a series of images of latex aggregates acquired at different times at the same 
position in the Couette cell during a single experiment. Initially monomers predominate, followed 
by the appearance of dimers and trimers. Once the latter are formed, large aggregates begin to 
appear. The compact shape of the large aggregates suggests that either the collision efficiency 
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is low so that many collisions occur before sticking occurs (thereby providing more opportunity 
for interpénétration of aggregates) and/or hydrodynamic breakup causes rearrangement and 
ripening of aggregates into compact clusters. 
Effect of Azimuthal Reynolds Number 
Figure 5.13 shows the evolution of d^ with time for three Reynolds number ratios (R = 3.48, 
6.96, and 10.44) and with corresponding initial particle number densities m'0 = 4.02 x 1011, 
4.378 x 10n, and 4.02 x 1011, respectively (measured using the Coulter counter). The first stage 
of aggregation is the formation of doublets, which lasts up to 60 minutes, as can be inferred 
from Fig. 5.13. Subsequently, larger aggregates are formed during an exponential type growth 
stage [Kusters et al., 1997] before reaching a plateau. The final mean aggregate size is strongly 
dependent on the azimuthal Reynolds number, and hence the shear rate in the annulus, as can 
be seen in Fig. 5.13. In particular, if we use Eq. 7.46 to calculate the spatial average shear 
rate, we find that as G increases, the steady-state value of d,43 decreases. This result provides 
strong evidence that shear-induced breakup of aggregates is important since higher shear rates 
also produce more frequent collisions (and therefore more opportunity to form large aggregates). 
In contrast, during the first two stages of aggregation larger mean shear rates result in larger 
mean particle size growth rates, which suggests that aggregates have not yet grown sufficiently 
large to be vulnerable to shear-induced breakage. Although the dependence of the steady-state 
aggregate size on the mean shear rate provides evidence that breakup limits particle growth, it 
is possible that the steady state is reached because there are simply too few monomer spheres 
for further growth to occur. In order to determine whether aggregate growth is limited by the 
monomer concentration, experiments were performed using a fixed Reynolds number ratio but 
with different latex particle volume fractions (1.08 x 10~4 and 2.17 x 10~4). Note here that 
the latex particles used in this set of experiments were not fresh stock latex particles, which 
contains trace amount of stabilizing surfactant. Instead, they were prepared by thoroughly 
washing with nanopure water. In this case, the most important effect of the adsorbed polymer 
is to limit the attraction between particles by keeping them a finite distance apart, where van 
der Waals attraction is lower. Contact between particles then lead to weaker aggregates, which 
can easily be broken by shear [Elimelech et al., 1995]. Hence, it is not surprising that the 
assymptotic d±3 in Fig. 5.13 is smaller than that in Fig. 5.14. Figure 5.14 shows the evolution of 
the mean aggregate size for the two experiments, both of which were performed using R = 10.44. 
In the first experiment (with data points marked with open circles and open squares), the 
particle suspension with volume fraction of 2.17 x 10~4 was used. After the mean particle size 
approached a steady state (open circles), the rotational speed of the inner cylinder was increased 
to 3 revolution/sec (R = 104.4) for several minutes so that J43 was reduced to approximately 
27.94 /xm. Subsequently, the inner cylinder speed was reduced so that the Reynolds number 
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ratio was once again R  =  10.44 and more optical measurements were performed (open squares). 
Notice that the growth rate of the mean particle size during the second phase of the experiment 
is greater than during the first part of the experiment. A possible explanation is that the 
aggregates that survive after applying the increase in inner cylinder speed are more compact 
(and therefore more robust) than when they are formed starting from a monomer solution at 
low shear. Hence, aggregates formed by these small compact clusters are harder to break up 
and the resulting aggregation rate is faster. However, we also have to point out that after 
experiencing the same shear for sufficiently long time, the aggregates formed in the first phase 
of the experiment may have the same Hoc structure as the second phase, which would explain 
the similar steady state particle size obtained for these two phases of experiment. The open 
triangles in Fig. 5.14 represent data points for the experiment using the lower latex monomer 
concentration (volume fraction of 1.08 x 10-4). Although the aggregation rate is slower in this 
case due to the decreased particle collision probability, it reaches almost the same final mean 
aggregate size as the high-concentration experiment. The insensitivity of the steady-state mean 
aggregate size to solid phase volume fraction provides strong evidence that the halt in the growth 
of aggregates is not caused by low particle density. 
Evolution of Floe Structure 
Figure 5.15 shows an example of the relationship between aggregate projected area and 
projected perimeter on a log-log plot for data taken at a particular time sample point. The 
value of Dpf can be obtained from the slope of the fitted line. Figure 5.16 shows how the 
perimeter-based fractal dimension evolves in time for the three Reynolds number ratios studied. 
In all cases Dpf initially increases as the population of small floes grows. This increase occurs 
because chains of 3 or 4 monomers may be sufficiently small so that even conformations with low 
coordination numbers are not susceptible to breakage. However, at later times Dpf decreases 
as fragmentation becomes significant and disrupts ramified clusters. Comparison of Fig. 5.16 
with Fig. 5.13 shows that even as the mean particle size reaches a plateau, the perimeter-
based fractal dimension decreases. This suggests that even after particles cease growing, they 
undergo a restructuring process so that they become more compact. A similar restructuring 
process was observed by Selomulya et al. [2002] using smaller particles and higher shear rate. 
Figure 5.16 also shows that the steady-state values of Dpf increase with decreasing Reynolds 
number ratio (and therefore mean shear rate). This finding is consistent with the expectation 
that aggregate breakup is less significant at low shear rates and hence the clusters are more 
ramified. Although the perimeter fractal dimension is not static nor is it constant over the entire 
particle size distribution, to simplify the QMOM calculations Df = 3 is assumed in the doublet 
formation stage, because only primary particles collide and stick at this stage. As was mentioned 
previously, no exact relationship exists between perimeter and mass fractal dimensions. Hence a 
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fractal dimension of Df = 2.5 was used for subsequent growth stages as this value is consistent 
with other values reported in the literature for latex particle aggregation in Taylor-Couette flow 
[Serra and Casamitjana, 1998]. 
QMOM Simulation Results Using Mean Shear 
In addition to the experimental data plotted in Figure 5.13, QMOM predictions using spatial 
average shear rates are plotted for comparison (calculated using the spatial average shear rates 
calculated from the CFD simulations). The QMOM method was implemented using three 
nodes so that the conservation equations for the first six moments were used to find the weights 
and abscissas for each node. The use of three nodes in the QMOM was found to be optimal 
from the standpoint of balancing accuracy and computational costs [Marchisio, 2001]. As was 
discussed previously, the comparison of QMOM predictions for ^43 with experimental data for 
this quantity are strictly limited only to the case in which Df = 3.0, which is not the case of 
this work. However, since the aggregates are nevertheless compact and have a fractal dimension 
not greatly different than the Euclidean value, comparison of the QMOM predictions with 
experimental data is useful. The initial conditions of the six moments were obtained by using 
a Coulter counter. (For cases R = 3.48 and 10.44: m'Q = 4.020 x 1011 ; m[ = 3.840 x 106; 
m'2 = 38.64; m'3 = 4.140 x 10~4; m'4 = 4.784 x 10"9; m'5 = 6.150 x 10~14. For R = 6.96: 
m'0 = 4.378 x 1011; m[ = 4.181 x 106; m'2 = 42.08; m'3 - 4.509 x HT4; m'A = 5.209 x 10~9; 
m'5 = 6.698 x 10"14.) 
Power-Law Breakage Kernel 
Figure 5.13 shows the predicted and experimental time evolution of d^ for the three Reynolds 
number ratios R = 3.48, 6.96, and 10.44 (the corresponding average shear rates from CFD are 
2.2, 4.49, and 6.74 s-1 respectively) and the resulting modeling parameters b' = 4.90 x 102, 
y — 3.62. Note that the steady state for each shear rate is reached by adjusting b (see Eq. 5.25). 
Thus, the agreement between model and experiment is good for all shear rates. The parameters 
b' and y are fitted from b by the power law relation as described in Eq. 5.25. However, the 
parameters b' and y thus obtained through the spatial average shear are inaccurate because of 
the spatial shear distribution in the reactor. 
Exponential Breakage Kernel 
Also shown in Figure 5.13 are QMOM predictions (using spatial average shear rates) for 
c?43 with the exponential breakage kernel and a symmetric fragmentation distribution function. 
These predictions do not agree with the experimental data as closely as the power law breakage 
kernel predictions. The value of the fitted parameter B depends upon the spatial average shear 
82 
rate and can be correlated by a power law [Flesch et al., 1999; Spicer and Pratsinis, 1996b]: 
B = A'Gy '. (5.31) 
The value of A '  was found to be equal to 7.74 x 10-2 and the value of y '  =  0.22. Overall, the 
QMOM predictions (using two different breakup kernels) for the evolution of the mean particle 
size closely match experimental data when the spatial average shear rate is used. Although 
this result might suggest that detailed calculations of local shear rates are unnecessary, such 
a conclusion is unwarranted. As was discussed above, the use of spatial average shear rate 
neglects large shear fluctuations experienced by a particle. The reason that large errors are not 
introduced into the particle size predictions by use of the spatial average shear rate is because the 
time scale of the aggregation process for this particular experimental system is long compared 
with the fluctuation time scale. For systems with faster aggregation, one expects larger error 
associated with the use of spatial average shear rate. 
Although the predictions of the power law and exponential models did not greatly differ 
quantitatively, the power law model gave slightly better agreement with experimental data and 
produced curves that qualitatively appear to be a better match (the exponential kernel has 
inflections not present in the data nor in the power law predictions). It should be noted that we 
also solved the QMOM using an erosion fragmentation model (breakup events are binary and 
always produce a monomer), but the resulting breakup rate was too slow to arrest the growth 
due to aggregation and hence the erosion kernel was eliminated from further consideration. 
Since the QMOM predictions using spatial average shear rate and a power-law breakage kernel 
gave the best predictions, the power law breakage kernel was chosen for further testing and 
incorporation into the CFD simulations. 
CFD simulation 
The transport equations for the first six moments were implemented in Fluent by using com­
piled user-defined functions. Readers can find more detail in Marchisio et al. [2003b]; Anony­
mous [2002]. The computational procedure was as follows. First, the flow field was solved until 
a steady-state solution was reached. The convergence criteria required that all normalized resid­
uals be smaller than 10~6. Next, the moments (m'0, m'5) were calculated. Their initial values 
were defined to be uniform throughout the computational domain and then a time-dependent 
simulation was initiated with a fixed time step of 2 s. The same results were obtained when a 
fixed time step of 1 s was used. However, time steps larger than 2 s yields inaccurate results. The 
convergence criteria for all scalars required that the normalized residuals be smaller than 10~f>. 
During the time-dependent computation, the particle size at the observation point was saved to 
a file at every time step. In Fig. 5.13, the CFD predictions for the evolution of are plotted 
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against the experiments (and the QMOM predictions using spatial average shear rates) at three 
rotational speeds of the inner cylinder. It can be seen that the CFD predictions are in excellent 
agreement with the experimental data regarding d& evolution. Three important parameters 
(Df, b', and y) were used in the simulations (both the CFD and QMOM with spatial average 
shear cases). The mass fractal dimension mainly influences the aggregation rate. Smaller mass 
fractal dimensions are associated with more ramified clusters with large collision cross sections 
and therefore they lead to increased aggregation rates. That is, Df influences the slope of the 
exponential growth stage. The parameters b' and y determine the breakage rate, and hence they 
c a n  b e  a d j u s t e d  t o  m a n i p u l a t e  t h e  s t e a d y - s t a t e  c l u s t e r  s i z e .  S p e c i f i c a l l y ,  t h e  l a r g e r  t h a t  b '  a n d  y  
are, the sooner the growth of aggregates is arrested by breakup. As was mentioned previously, 
it was assumed that Df = 2.5. The fitted values of the breakup parameters used in the CFD 
simulations were b' = 640 and y = 2.8 ± 0.03. The values of the breakup parameters used in the 
CFD simulations are different from those obtained using the QMOM with spatial average shear 
rates. 
As was previously mentioned (see Sec. 5), time-averaged values of the shear rate are used 
to calculate the aggregation and breakage kernels for simulations carried out under operating 
conditions corresponding to the wavy vortex flow regime. As a consequence, large spatiotemporal 
variations in shear associated with the passing of azimuthal waves is neglected. In what follows, 
we assess the effect of azimuthal waves on the local shear rate and consequently the impact on 
predictions of mean particle size. In order to compare local shear rates predicted by the CFD 
simulations and those found from the PIV experiments (R = 12 case), we define 9 positions in 
a vortex (shown in Fig. 5.17), based upon the time-averaged velocity field. Three (1, 2, and 3) 
locations are positioned in the outflow boundary, where fluid flows towards the outer cylinder. 
Locations 7, 8, and 9 are in the inflow boundary, and the remaining locations (4, 5, and 6) are 
positioned in the middle of the vortex. The distance between two locations that have the same 
axial coordinate is (r0 — r,)/4. Hence, the rate-of-strain tensor [Anonymous, 2002] is given by 
Since only radial and axial velocities were measured in the PIV experiments, the azimuthal 
velocity gradient was taken from the FLUENT simulations. In addition, axisymmetry of the 
velocity field is still assumed (d()/d6 = 0), and a central-difference scheme was used to calculate 
the shear rate from experimental velocity data. Thus, an example of shear variation with 
(5.32) 
and the shear rate G  can be defined as 
(5.33) 
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time at location 1 (see Fig. 5.17) is shown in Fig. 5.18. The shear rate at this location has 
approximately 50% variation around the mean value. Furthermore the shear rates calculated 
from the PIV experimental data are larger than the CFD simulation predictions by a factor of 
1.68 on average over the 9 sample points. Thus, since the R = 6.96 and 10.44 cases are in the 
wavy vortex flow regime, it is reasonable to assume that the actual shear rate is approximately 
1.68 times the CFD-predicted value for these cases. Therefore, the parameters b' and y should 
be adjusted to reflect these larger shear rates. The estimated parameters thus obtained are 
b' = 1269, and y = 1.85. It is clear that accurate prediction of shear field is very important in 
the aggregation breakage kinetics. Due to the high computational cost, azimuthal waves were 
not resolved in our work. 
Lastly, the value of the breakage parameters b' and y determine the viability of extending 
the CFD model to higher Reynolds number (e.g. turbulent flow). In turbulent flow, the instan­
taneous shear rate can be approximated (for particles smaller than the Kolmogorov scale) by 
G = (e/V)1/2, where e is the instantaneous turbulent dissipation rate following a fluid particle. 
Lagrangian time series for e can be extracted from direct numerical simulation [Yeung, 2001] 
and are highly intermittent. In other words, fluctuations in e can be many times larger than 
the mean value (e) predicted by a turbulence model. Since the breakage rate depends on the 
instantaneous value of G (i.e., b'Gy = b*ey/2), the value of the exponent y will play a crucial role 
in determining how breakage scales with Reynolds number. It should be noted, however, that 
the relaxation time, namely the time required for a particle to respond to the local value of the 
shear rate, can be much higher than the characteristic time of intermittency, resulting in some 
cases in a cancelation of the effect of instantaneous changes of e . From Table 5.3, it is clear 
that very different values of y are found, depending on the value used for the shear (i.e., G, (G), 
or G). Thus, the CFD model must take into account the fluctuations in e and their dependence 
on Reynolds number in order to accurately predict particle size distributions in turbulent flow. 
Summary and Conclusions 
An experimental facility for measuring orthokinetic aggregation has been developed and 
tested. By making use of a CCD camera and an in-line optical assembly, non-intrusive mea­
surements of particle size distributions have been performed. The evolution of a surfactant-free 
polystyrene sphere aggregation process under various mean shear rates in the laminar Taylor 
vortex flow regime has been investigated. The mean aggregate particle size, d.43, grows before 
reaching a steady-state value, which depends upon the value of the mean shear. Specifically, 
the steady-state value of d43 decreases with increasing shear rate, which suggests that aggre­
gate breakup is the reason that particle growth ceases. Further evidence of this is provided 
by the fact that the steady-state value of (Z43 is independent of the total initial monomer con­
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centration. In contrast, if the cessation of particle growth was due only to the presence of too 
few particles rather than breakup of aggregates, one would expect the steady-state value of ^43 
to depend on the total initial monomer concentration. The two-dimensional perimeter-based 
fractal dimension of the floes, Dpf, was used to quantify aggregate structure. A comparison of 
time plots of the mean particle size di3 and Dpf shows that initially aggregates have a ramified, 
open structure that becomes more compact as breakup-induced restructuring occurs even after 
the mean aggregate size has reached steady state. Such restructuring is consistent with the 
observations of other investigators. Although the experiments described here were performed 
in a batch mode because of the slow growth of aggregates, the Taylor-Couette reactor could 
prove to be convenient for studying faster aggregation processes. In particular, by operating 
the Taylor-Couette reactor in a steady-state continuous mode so that a weak axial flow causes 
axial translation of the Taylor vortices with minimal disruption [Wereley and Lueptow, 1999], 
optical PSD measurements can be obtained at leisure at various axial locations in the reactor. 
If the reactor is operated in the laminar Taylor vortex regime, each axial location will sample 
particles with identical residence times. Such measurements are impossible with other common 
continuous flow devices, such as stirred tank reactors. Velocity field measurements obtained by 
PIV were used to validate the CFD model implemented on Fluent. Thus the shear field can be 
obtained accurately for the simulation of aggregation and breakage. The simulation of particle 
size enlargement can be done by using average shear, and it can provide useful information 
about the parameters in the model. However, use CFD is necessary for accurate simulation of 
simultaneous aggregation and breakage processes, especially when reactions occur on short time 
scales. 
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Appendix 
The Product Difference (PD) algorithm is used here to find weights («;•) and abscissas (Lx) 
from the moments of the distribution. The first step is the construction of a matrix P with 
components Pij starting from the moments. The components in the first column of P are 
Pi,l — I i 1, 2 JV -f 1. (5.34) 
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where ôn is the Kronecker delta. The components in the second column of P are 
Pi,2 = ! £ 1 , . . . , 2N. (5.35) 
Since the final weights can be corrected by multiplying by the true m'0, the calculations can be 
done assuming a normalized distribution (i.e., m'0 = 1). Then the remaining components are 
found from the PD algorithm: 
Pi,j = P\,j-iPi+i,j-2 — Pij—^Pi+ij—i j £  3 , . . . ,  2 N + 1 and i G 1,..., 2N + 2 — j. (5.36) 
The coefficients of the continued fraction (ai) are generated by setting the first element equal 
to zero (cti = 0), and computing the others according to the following recursive relationship: 
at = i G  2 , . . . ,  2 i V .  ( 5 . 3 7 )  
A symmetric tridiagonal matrix is obtained from sums and products of a, : 
di — a2i + û2i-i i G 1,... ,N (5.38) 
and 
bi — \/a2i+la2i i G  1 ,  •  •  • ,  J V  1 ,  ( 5 . 3 9 )  
where o, and 6, are, respectively, the diagonal and the co-diagonal of the Jacobi matrix. Once 
the tridiagonal matrix is determined, generation of the weights and abscissas is done by finding 
its eigenvalues and eigenvectors. In fact, the eigenvalues are the abscissas and the weights can 
be found as follows: 
Wj = (5.40) 
where Vj\ is the first component of the jth eigenvector Vj. 
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Table 5.1 The different flow regimes for different Reynolds number ratios 
R  
R  <  1 1 < R < 5.5 5.5 < R < 18 18 < R 
laminar Couette flow laminar vortex flow wavy vortex flow turbulent vortex flow 
Table 5.2 Fragment distribution functions 
Mechanism b(v |e) 
Symmetric fragmentation 
( 2 if y = e/2, 
[0 otherwise. 
2 (1~ k ) vk 
Erosion < 
1 if v  = vo, 
1 if v = e - v0, 
0 otherwise. 
v0 + (Vi -  V0 ) k  
Table 5.3 The fitted parameters in the simulations 
D f  =  2.5 Mean Shear ( G )  CFD ((G)) CFD & PIV ( G )  
6', y  (Power Law Breakage) 490, 3.62 640,2.8 1269, 1.85 
A', y '  (Exponential Breakage) 7.74 x KM, 0.22 
- -
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Figure 5.1 The ratio of core and collision radii as a function of the Debye 
shielding ratio of the large aggregate. Data points are taken 
from Kusters et al. [1997]. 
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Figure 5.2 Values of collision efficiency a'^ as a function of £. Data points 
are taken from Kusters et al. [1997]. 
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Figure 5.3 Global representation of the optical set-up. 
91 
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Figure 5.4 Illustration of how the particles image can be captured in the 
experiments. 
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•0.25 : 0.651 
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1.28 1.45 1.65 
(1) (2) 0) 
Figure 5.5 Objective locations relative to a vortex; (1) R = 3.48, (2) 
R = 6.96, and (3) R = 10.44 
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* * 
Figure 5.6 The raw bitmap image obtained by image analysis system (left) 
and the corresponding binary image after thresholding (right). 
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R=4 — 0.1 Outer cylinder Simulation 
Inner cylinder 
R=12 — 0.1 Outer cylinder Simulation 
Inner cylinder 
R=4 Outer cylinder PIV R=12 Outer cylinder PIV 
Inner cylinder Inner cylinder 
Figure 5.7 Comparison of experimental and predicted velocity vector field 
at R = 4 and R — 12. Top: simulation. Bottom: PIV. 
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Figure 5.8 Comparison of experimental and predicted axial profiles of axial 
velocity Uz and radial velocity Ur at r = 3.94 cm at R = 4. Solid 
line: 2D-CFD predictions. Open circle: PIV experiment. 
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Figure 5.9 Comparison of experimental and predicted axial profiles of 
mean axial velocity (Uz) and mean radial velocity (Ur) at 
r = 3.96 cm at R = 12. Solid line: 2D-CFD predictions. Open 
circle: PIV experiment. 
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Figure 5.10 An example of particle track in case 1. 
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Figure 5.11 Left: The shear an inert particle experiences for R — 3.48. 
Right: The histogram of shear rates in the reactor for 
R = 3.48. 
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«I* 
Figure 5.12 Micrographs of floes at R = 10.44 after (a: top left) 0, (b: top 
right) 50, (c: middle left) 110, (d: middle right) 150, (e: bot­
tom left) 190, and (f: bottom right) 270 minutes. Doublets 
are produced initially, then compact small floes coexist with 
the primary particles. Later on aggregate-aggregate collisions 
produce larger aggregates until steady state is reached. 
100 
200 
150 -
OR=3.48 
• R=6.96 
X R= 10.44 
- Power Law, Average G 
• Exponential, Average G 
- Power Law, CFD 
10000 20000 
t(s) 
30000 40000 
Figure 5.13 Evolution of with the time at different shears 
(R = 3.48,6.96, and 10.44) and at $o = 2.3 ± 0.1 x 10-4. 
Open symbols: Experiment; Lines: Simulation. Symmetric 
fragment distribution function is used in the simulations. 
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Figure 5.14 The time evolution of (Z43 at different particle volumes and 
flow history. All three cases followed the same experimental 
procedures with the same Re. After o was done, • was re­
peated after a large shear was applied to the fluid. Half solid 
concentration was used in A. 
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Figure 5.15 Relationship between A obtained from the image analysis sys­
tem with P at t = 362 min and R = 6.96 . The exponent 
of the relationship gives information on Dpf. (Note 1 pixel = 
1.48 /xm.) 
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Figure 5.16 The time evolution of the perimeter-based fractal dimension 
Dpf for R = 3.48, 6.96, and 10.44. 
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Figure 5.17 Nine sample points. Black dots (indexed by number) indicate 
the locations of the sample points. 
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Figure 5.18 The variation of shear rate at point 1 in wavy vortex flow. The 
shear rates are normalized by the mean experimental shear 
rate at point 1. Note that the shear rate experienced by a 
particle will be a combination of the shear profile in Figs. 5.11 
and 5.18. 
106 
6 CFD Simulation of Shear-Induced Aggregation and Breakage in 
Turbulent Taylor-Couette Flow 
A paper submitted to Journal  o f  Col lo id  and  In ter face  Sc ience  
L. Wang, R. D. Vigil and R. O. Fox 
Abstract 
An experimental and computational investigation of the effects of local fluid shear rate on the 
aggregation and breakage of ~10 yum latex spheres suspended in an aqueous solution undergoing 
turbulent Taylor-Couette flow was carried out. First, computational fluid dynamics (CFD) 
simulations were performed and the flow field predictions were validated with data from particle 
image velocimetry experiments. Subsequently, the quadrature method of moments (QMOM) 
was implemented into the CFD code to obtain predictions for mean particle size that account 
for the effects of local shear rate on the aggregation and breakage. These predictions were then 
compared with experimental data for latex sphere aggregates (using an in-situ optical imaging 
method). Excellent agreement between the CFD-QMOM and experimental results was observed 
for two Reynolds numbers in the turbulent-flow regime. 
Introduction 
Aggregation and breakage occur in many processes such as precipitation, crystallization, 
separation, and reaction in multiphase flow. Due to the difficulties in describing the evolution 
of the particle size distribution (PSD) and the incomplete understanding of the aggregation 
and breakage mechanism, including the role of hydrodynamics, simulation of such processes is 
complicated. In our previous paper [Wang et al., 2004a], computational fluid dynamics (CFD) 
was coupled with the population balance equations (PBE) to describe the evolution of the 
particulate phase and this approach was successful in simulating the aggregation and breakage 
processes in laminar Taylor-Couette flow. The success of method is primarily due to the ability 
of CFD to obtain the shear rate field which is important to determine local aggregation and 
breakage rates. However, it should be pointed out that the spatial inhomogeneity of the shear 
rate is often neglected in the investigation of shear-induced aggregation and breakage processes 
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[Spicer and Pratsinis, 1996b; Flesch et al., 1999; Selomulya et al., 2003; Rahman! and Masliyah, 
2003]. As shown in Wang et al. [2004a], significant error is likely introduced when only the 
spatial average shear is used in calculating aggregation and breakage rates. 
Several methods have been developed to solve population balances which consist of sets of 
nonlinear integro-differential equations [Randolph and Larson, 1988]. The discretized population 
balance (DPB) approach is based on the discretization of the internal coordinates (i.e., particle 
size) [Hounslow et al., 1988; Lister et al., 1995a; Ramkrishna, 2000]. The main advantage of 
the DPB method is that the PSD is calculated directly. However, a large number of scalaxs are 
usually required to get reasonably accurate results. Therefore, it is computationally prohibitive 
to implement the DPB method in a detailed CFD code. Another method to solve PBEs is the 
Monte Carlo method [Smith and Matsoukas, 1998]. This stochastic approach is also not com­
putationally tractable within a CFD framework because of the large number of scalars required. 
More recently, the quadrature method of moments (QMOM) has been used to solve the PBE 
for particle aggregation and breakage phenomena [McGraw, 1997]. The closure problem arising 
from the aggregation and breakage terms for the conventional method of moments [Hulburt and 
Katz, 1964] has been successfully solved with the use of a quadrature approximation, where 
weights and abscissas of the quadrature approximation can be found by the product-difference 
algorithm [Gorton, 1968]. The QMOM approach requires only a small number of scalars (i.e., 
4-6 lower order moments of the PSD) and hence is suitable for use with CFD. 
A Taylor-Couette device consists of two concentric cylinders. The hydrodynamic instabilities 
inside the gap between the two cylinders have been studied for more than a century [Kataoka, 
1985]. For a fixed outer cylinder and a Newtonian working fluid, it is well known that as the 
angular velocity of the inner cylinder increases from rest, the flow undergoes a series of transitions 
that give rise to flow states including laminar vortex flow, wavy vortex flow, modulated wavy 
vortex flow, and turbulent vortex flow. These flow transitions occur at specific values of the 
azimuthal Reynolds numbers, Re, defined as 
(6.1) 
where u is the inner cylinder angular velocity, r, is the radius of the inner cylinder, d = r0  —is 
the annular gap width, and v is the kinematic viscosity. The critical azimuthal Reynolds number 
at which Taylor instability occurs, Rec, depends upon the specific geometry (i.e. cylinder radii 
and length) of the flow device used [Taylor, 1923]. Consequently, it is convenient to define an 
azimuthal Reynolds number ratio 11 (= Re/Rec) to parameterize the flow. As were found in 
Wang et al. [2004b], the flow is in the laminar vortex flow regime when !</?.< 5.5, and in 
the wavy vortex flow regime when 5.5 < R < 18, and in the turbulent vortex flow regime when 
R > 18 for our apparatus. We have also found that in the wavy vortex flow regime, the local 
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shear rate varies with time due to azimuthal waves present in the flow and this phenomena must 
be taken into account in the simulation of aggregation and breakage processes [Wang et al., 
2004a]. Therefore, turbulent intermittence (causing fluctuations in e, hence in the local shear 
rate) is accounted for in this study when the flow is in the turbulent vortex flow regime. 
Although a comprehensive understanding of the physical mechanisms governing particle ag­
gregation and breakup in a sheared suspension is lacking, the incorporation of local shear and 
particle morphology into PBEs result in significant improvements in the prediction of particle 
size distributions [Wang et al., 2004a]. Since the CFD and PBE approach were successful in the 
simple laminar Taylor-Couette flow in Wang et al. [2004a], one immediately wonders if the same 
approach can be extended to more complex turbulent Taylor-Couette flow. Moreover, because 
most industrial processes are operated in turbulent flow, this is a question with significant prac­
tical implications. Hence in this work, we attempt to answer the question by using the following 
approach. First, CFD is used to predict the velocity and turbulent dissipation rate in a Taylor-
Couette reactor and the turbulence model is validated with particle image velocimetry (PIV) 
data. Next, QMOM is used to solve the PBE for the aggregation and breakage processes using 
appropriate kinetic expressions that incorporate information concerning the particle morphology 
(fractal dimension) and the local shear. The resulting predictions for the evolution of the mean 
particle size are then compared with measured values obtained from the in-situ optical image 
capturing system described in our earlier work [Wang et al., 2004a]. 
Theory-
General aggregation-breakage equation 
The general Reynolds-averaged form for the aggregation-breakage equation [Randolph and 
Larson, 1988; Hulburt and Katz, 1964; Friedlander, 2000; Marchisio, 2001] in a closed system is 
given by 
+ (U) - Vn(L; t )  -  V • (D T  Vn(L;  t ) )  =  
# a((^ _ ay/3, aw - a3)1/3,amc&3 - a3)l/3;fma;t) 
2 (# - a3)2/3 
roo roc 
— n (L: t )  J  a(L ,X)@(L,X)n(X; t )dX +  J a(X)b(L\X)n(X; t )d ,X  -  a(L)n(L; t ) ,  (6.2) 
where n(L;  t )  is the Reynolds-averaged number-density function in terms of the particle size 
(note that this length-based PBE is derived [Wang et al.. 2004a] from the volume-based PBE 
by assuming v — L3, hence L does not necessarily represent particle length except for the 
specific case of cubic particles), (U) is the Reynolds-averaged mean velocity, DT is the turbulent 
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diffusivity, a(L,  A) is the collision efficiency between particles with size L and A, j3 (L , A) is the 
length-based aggregation kernel that describes the frequency that particles with size L and A 
collide, a(L) is the volume-based breakage kernel that is the frequency of breakage of a particle 
of volume L, and b(L|A) is the fragment distribution function. The terms on the right-hand side 
of Eq. 6.2 represent birth and death of particles due to aggregation and breakup, respectively. 
Quadrature Method of Moments 
In this work, the moments are defined as 
00 
n(L)L a dL (6.3) 
where a = 0,1,...,5. In the QMOM, a quadrature approximation for the moments of the size 
distribution is employed as follows [McGraw, 1997]: 
P O O  I V  
m a = / n{L)L a dL&S2wiLf ,  (6.4) 
7o i=i 
where N is the order of the quadrature formulae. The weights, %%, and abscissas, Lu  are then 
found by solving the non-linear system of algebraic equations that result from application of the 
quadrature approximation to Eq. 6.4 for k = 0,..., 2N — 1 via use of the product-difference (PD) 
algorithm. The resulting closed transport equation for the ma is [Wang et al., 2004a] 
dma(x,t) <9mc,(x,*) d 
i 
Df dma(x.,t) 
dxi 
= am + 4)"/'-^-4" 
+ ^ 2 ait>i^U>i ~ 53 aiwiLii  (6-5) 
where ma  is the Reynolds-averaged moments in terms of the particle size L, is the collision 
efficiency between particles with size Ri and Rj, flij is the aggregation kernel that describes 
the frequency that particles with size Ri and Rj collide, a, is the breakage kernel that is the 
frequency of breakage of a particle of size R{, and bi is the fragment distribution function. Note 
that Eq. 6.5 is derived from the volume-based PBE such that it can be applied for arbitrary 
fractal dimension of the floes so long as particle density is constant [Wang et al., 2004a]. Also 
note that the abscissas Li calculated by the PD algorithm do not necessarily represent particle-
length except for the specific case of cubic particles, as we previously mentioned. 
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Aggregation Kernel 
In turbulent flows, the ratio between particle size and the Kolmogorov scale, r j ( =  
is crucial. When particles are smaller than the Komolgorov scale (as is the case in this work) 
the aggregation kernel can be approximated [Saffman and Turner, 1956; Adachi et al., 1994; 
Marchisio et al., 2003b] by 
= /3(^, z,j) = 1.294 (a,,; + acjf, (6.6) 
where e is the turbulent dissipation rate, and RCti is the collision radius of an z-sized particle. 
RCii can be calculated by Wang et al. [2004a]; Flesch et al. [1999]; Wiesner [1992]; Kusters et al. 
[1997] 
i = 2-3/*/ ^, (6.7) 
where D f  is the mass fractal dimension and R o  is the radius of the primary particles. Note that 
since e is determined by the flow field and Df can be measured experimentally, Eq. 6.6 contains 
no adjustable parameters. 
Fragmentation 
Power-law breakage kernel 
One form of the breakage rate kernel that has found application to a wide variety of frag­
mentation phenomena is the power law distribution [Spicer and Pratsinis, 1996b; Pandya and 
Spielman, 1982; Peng and Williams, 1994; Schuetz and Piesche, 2002]: 
a; = 6(2#^- (6.8) 
The value of the breakage exponent is commonly taken as 7 = 2. The breakage rate coefficient 
b has the following form for shear-induced fragmentation [Pandya and Spielman, 1982]: 
b = b'Gy , (6.9) 
where y is a constant inversely proportional to the floe strength and b' is determined empirically. 
In this work, y = 1.85 is used for latex spheres, as was determined from our previous investigation 
under laminar-flow conditions [Wang et al., 2004a]. The constant b' is assumed to be independent 
of Reynolds number, and will be determined by fitting the CFD simulation to the experimental 
data. A more detailed discussion about the use of power-law breakage kernels can be found 
in Marchisio et al. [2003b]; Peng and Williams [1994]; Schuetz and Piesche [2002]; Kramer and 
I l l  
Clark [1999]. 
Fragment distribution 
A symmetric binary fragmentation function is used in this work, resulting in 5-"' = 2(3_Q)/3L?. 
Such a breakup function was also used successfully for latex particle aggregation-breakage in 
Wang et al. [2004a] ; Selomulya et al. [2003]; Zhang and Li [2003]. 
Collision Efficiency 
For suspended particles in water, the inter-particle forces include the attractive Van Der 
Waals force, the repulsive electrical double layer force and the repulsive hydrodynamic force. 
The latter arises mainly from the distortion of the fluid between approaching particles. When 
particles approach each other they do not follow rectilinear paths, as assumed in Smoluchowski's 
equation [Smoluchowski, 1917]. The collision efficiency, a, defined as the ratio of the actual 
frequency that particles collide and stick together and the theoretical aggregation frequency 
given by Smoluchowski's equation [Smoluchowski, 1917], is then less than unity. 
No rigorous analysis accounting for hydrodynamic interactions between particles in turbulent 
flow has been carried out thus far. Since the collisions between small particles in the smaller 
eddies can be treated as collisions in simple laminar shear flow, a first approximation for turbu­
lent aggregation is to multiply Eq. 6.6 by the collision efficiency computed for simple laminar 
shear flow (with G = (e/z/)1/2) to obtain the actual collision frequency. 
The collision efficiencies for solid spherical particles in simple laminar shear flow can be 
derived from calculations of the relative particle trajectories [Van de Ven and Mason, 1977; 
Adler, 1981; Higashitani et al., 1982]. The collision efficiency in simple laminar shear flow is a 
function of the flow number 
Fl = 67r/i<?(^ + ^ )3, (6.10) 
8A* v ' 
where the Hamaker constant A* used in this work is 3.5 x 10-20 J [Kusters et al., 1997]. For 
collisions between equally sized particles, 
otij = ka  Fl'0AS  (10 <Fl< 105). (6.11) 
The pre-factor ka  is a function of primary particle size (kn  is 0.79, 0.87, and 0.95, respectively, 
when Ri = Rj='2, 1, and 0.5 jim in Van de Ven and Mason [1977]). 
The collision efficiencies computed by Eq. 6.11 can be applied to aggregation between solid 
spheres (i.e., to the doublet formation stage). On the other hand, for encounters between 
floes, the only attractive interaction that is typically considered is that between the two nearest 
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primary particles, since other particles in the floes are separated by too large a distance for the 
attraction force to be significant. Defining the flow number as [Kusters et al., 1997] 
.  67rfj,G(Rj + Rj)3  2 RjRj 
the collision efficiency can be calculated in a fashion similar to the solid particle model. This 
model is known as the impermeable floes model in Kusters [1991]. The constant ka = 0.3 is 
used in this work by minimizing the differences between the simulation and experiment results. 
It was found that the final aggregate size in the turbulent regime is independent of monomer 
size and is instead controlled by the Kolmogorov scale 77 [Serra et al., 1997]. Therefore, it is 
assumed that if 2(Ri + Rj) > 0.5*7, the collision efficiency a(Ri,Rj) is zero, which is equivalent 
to setting a maximal particle size for the aggregation and breakage processes. Another model, 
known as the shell-core model reported in Kusters [1991], is validated for the aggregation of 
floes with lower fractal dimension (ramified floes). The shell-core model envisions the aggregate 
has a solid core and permeable outer shell allowing fluid to penetrate, resulting in the decline of 
repulsive hydrodynamic force between approaching particles. 
Instantaneous Turbulence Dissipation Rate 
Turbulence Frequency 
As we pointed out in Wang et al. [2004a], a Lagrangian time series for e can be extracted from 
direct numerical simulation (DNS) [Yeung, 2001] and are highly intermittent. In other words, 
fluctuations in e can be many times larger than the mean value (e) predicted by a turbulence 
model. Since the aggregation and breakage rates depend on the instantaneous value of G (i.e., 
b'Gy — b*ev/2), the value of the exponent (i.e., y) will play a crucial role in determining how 
aggregation and breakage scales with Reynolds number. Thus, the CFD model should take into 
account the fluctuations in e and their dependence on Reynolds number in order to accurately 
predict particle size distributions in turbulent flow, at least for processes that occur on time 
scales shorter than the fluctuation time scale. 
For a fixed turbulence kinetic energy k, in the present paper we model the Lagrangian 
turbulence frequency u*(t) (uj* = w/(w), ui = t~{t)/k) using the stretched-exponential form Fox 
[1997] 
"
l e > | 6 1 3 )  
where = I by definition, and Cw, and 71 are model parameters controlling the shape 
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of the PDF of C J . The parameters %, and Cu are equal to 10/9 and 0.35, respectively [Fox, 1997]. 
In particular, 71 determines the decay rate of the PDF for large w and is known to decrease 
slowly with Reynolds number, and a suitable power-law fit is given by Fox and Yeung [2003] 
71 = 1.24-Ref0'26, (6.14) 
where, using standard isotropy relations, we obtain 
Re x  = —fi=.  (6.15) 
v^(^) 
The constant C\  can be fit to the DNS data as [Fox and Yeung, 2003] 
C x  = 2MRel 5 7 7 .  (6.16) 
The white noise dW (t) = \fdtw , where wis a standard normal random number. (See Kloeden 
and Platen [1992] for a discussion on numerical methods for generating dW(t).) 
Lagrangian PDF Models 
In the Lagrangian PDF model, the fluid-particle variables are represented by notional parti­
cles. The notional particle position vector X(t) evolves by a modelled velocity as [Pope, 1985b] 
dX = [{U(X, t ) )  +  VT T (X , t ) ]d t  +  (2V T {X, t ) )^ 2 dW x { t ) .  (6.17) 
Note that the turbulent diffusivity IY(X, t )  is modelled by 
 ^= trW (6'18) 
where = 0.09 and S C T  = 0.7. This model can be used to describe the position of a solid 
particle in turbulent Taylor-Couette flow. 
The particle transport equations in physical space are cast in the Cartesian coordinate frame 
corresponding to (z, y, x). However, for an axisymmetric domain, the Navier-Stokes equations 
are solved using a cylindrical coordinate frame corresponding to (z, r, 9). Hence a random walk 
correction must be applied. In particular, the corresponding x component of the random walk 
is modelled as 
dx  = a/2TV dt .  (6.19) 
Since the Cartesian y  component is the radial projection of the random walk in Cylindrical 
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coordinates, the following correction in the y coordinate of the particles is used: 
r = vv2 + x2i  (6.20) 
where r is the corrected y position. The corrected position is always further away from the axis 
than the original particle position. The notional particles are thus kept from reaching the axis. 
This correction algorithm is applied after normal particle tracking has been completed. 
The PDF simulation algorithm is as follows: 
1. The fluid dynamics (2D, axisymmetric) of the Taylor-Couette reactor are simulated by 
using FLUENT (see Sec. 6 for details), and the grid positions and corresponding velocities, 
k, and (e), are written into a data file for a pair of co-rotating Taylor vortices in the middle 
of the reactor. 
2. Initially particles are evenly distributed in the computational domain (900 particles per 
cell). This number of particles is sufficiently large so that any further increase will not 
improve the simulation statistics significantly. Every particle contains information con­
cerning its position, X, and turbulence frequency w*. A value UJ* = 1 is used for the initial 
conditions of particles. 
3. The particle position and w* are governed by Eq. 6.17 and 6.13 respectively. The time 
increment dt = 0.0002 is specified in the simulations to ensure that the turbulence fre­
quency is sufficiently accurate. Periodic boundary conditions are applied along the z-axis 
and stationary wall boundary conditions are applied along the r-axis. 
4. After applying Eq. 6.17, the cell mean (u*n)i is calculated as 
where iVj is the number of particles in the ith cell. 
Typical Lagrangian Time Series and Mean Correlation 
A typical time series for R  =  34 found from the Lagrangian PDF models is shown in Fig. 6.1. 
It is clear that the normalized quantity iv*(= s(t)/(e)) fluctuates with time and the instanta­
neous s can surge up to approximately 10 times (e). Such intermittency in e should be taken 
into account in the CFD models. Since the intermittency time scale is much smaller than the 
aggregation-breakage processes in this work, it is prohibitive to simulate the processes by using 
the transported PDF methods to account for the intermittency. However, the relationship be­
for all X(t + dt )  in the it h cell, (6.21) 
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tween ( e n )  and ( e ) n  determined from the transported PDF models can be incorporated into the 
CFD models to account for the intermittency. 
In every computational cell i ,  we can obtain the values of k f { t )  for 
= (6.22) 
where (w*)™ = 1. Similarly, k t{t) is found to satisfy 
(6.23) 
For every time step, we can obtain an average value k ^  of k f ( t )  over the entire computational 
domain. It is found that k1^ changes little in the interested range of R (34< R <220). Hence, 
here we report the k^ for R = 34. When n = 0.41, k\ = 0.94. (/3jj is proportional to G082, as 
we combine Eq. 6.6 and Eq. 6.12.) When 0.4< n <1.7, the value of k1^ at various n are shown in 
Fig. 6.2. The values of k^ for this study is then equal to 0.984 for n = 0.925. However, note that 
the Reynolds numbers investigated is fairly small (R is just above the transition to turbulent 
vortex flow). For example, at R = 34, 2.32 < Re\ < 7.56. When R is larger, we would expect a 
larger effect of intermittency on the aggregation-breakage processes. 
Experimental Methods 
The Taylor-Couette cell is horizontally mounted on an optic table [Wang et al., 2004a]. 
The inner cylinder has radius of 3.49 cm and is constructed of polished stainless steel. The 
transparent outer cylinder is constructed from precision glass Pyrex tubing and has an inside 
radius of 4.86 cm. The length of the cylinder is 43.2 cm and the annular gap width between 
cylinders is 1.37 cm. For this apparatus, Rec = 82.8. A shaft on the inner cylinder is rotated 
by a precision motor with a digital controller. As we have discussed in Wang et al. [2004a], 
orthokinetic aggregation is dominant under the current experimental conditions. 
Surfactant-free polystyrene latex spheres used in this work were purchased from the Inter-
facial Dynamics Corporation (batch 9321). These spheres, which are suspended in a stabilizing 
solution, have a diameter of 9.6 /im ± 7.4%. The spheres are completely washed using nanopure 
water before use in the experiments. The resulting particle number density is measured using 
a Coulter Counter (Multisizer 3, Beckman Coulter). The latex stock sample was placed in an 
ultrasonic bath (VIA, Tekmar sonic disrupter) for 2.5 minute prior to aggregation in order to 
break up any doublets and triplets in the suspension. A suspension of latex spheres was then 
mixed with a sodium chloride solution (using nanopure water) so that the concentration of NaCl 
in the resulting suspension was 1.29 M. To avoid sedimentation and radial migration effects, the 
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density of the solution was adjusted by adding sodium chloride until it matched the density of 
the latex particles, p=1.055 g/cm3. The viscosity of the fluid is 1.097 x 10~3 kg/ms, as measured 
using a Canon-Fenske viscometer. As a result of the presence of the salt in the solution, the 
electric double layer was reduced approximately to the Debye-Hiickel length of 10~8 m and the 
electric double layer force is negligible compared with van der Waals force and hydrodynamic 
repulsive force. All experiments were carried out at 24.0 °C. After the reactor is filled with the 
particle suspension, the rotational speed of the inner cylinder is slowly increased to the desired 
value. Then an in-situ optical particle image capturing system is used to record the particle size 
distribution information at different times [Wang et al., 2004a]. 
Once all images were recorded, an off-line image analysis procedure was applied to extract 
aggregate information using the image tools in Matlab 6.1. After removal of aggregates strad­
dling the image border, the projected perimeter and area of the remaining aggregates were 
calculated. In this work, circle equivalence diameter Lp was used, which was calculated from 
the cross-sectional projection area A of the aggregate by LD — 2^ A/IT. After the PSD was 
obtained, d^(= 7714/7713) and dio(= mi/mo) were used to characterize the mean particle size 
evolution of the aggregation process, where the jth moment is defined as 
where n(Ly) is the number-density function. The relationship between the projected area A 
and perimeter P of an aggregate is given by Spicer and Pratsinis [1996a] 
where the perimeter is related to the projected area of the aggregate by the projected fractal 
dimension Dpf. Note that this definition implies that Dpf ranges between a value of 1 (corre­
s p o n d i n g  t o  a  E u c l i d e a n  a g g r e g a t e )  t o  2  ( c o r r e s p o n d i n g  t o  a  l i n e a r  a g g r e g a t e ) .  V a l u e s  o f  D p f  
near 2 are characteristic of highly ramified floe structures. Spicer and Pratsinis [1996a] used 
Eq. 6.25 to characterize polystyrene sphere floes and found values of Dpf ranging from 1.1 to 1.4. 
The projected area fractal dimension, Dpf, is directly related to the surface fractal dimension, 
Ds [Mandelbrot et al., 1984]. However, there is no straightforward relationship between Dpf and 
the mass fractal dimension Df of a floe [Meakin, 1988]. Nevertheless, measurement of Dpj is 
straightforward, provides comparable insight into particle morphology, and circumvents pitfalls 
associated with obtaining mass fractal dimension measurements, such as the need to perform 
ex-situ light scattering experiments. 
7ti j  =  /  n (L D )L 3 D dL 
Jo 
(6.24) 
aocf/va", (6.25) 
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Results and Discussion 
Validation of Turbulence Model 
Particle image velocimetry (PIV) was used to capture the velocity field in a meridional 
plane (r-z plane). Readers can find more information about PIV measurements in Wang et al. 
[2004a,b]. Here the experimental data are used to validate the turbulence model in a commercial 
CFD code FLUENT 6.1. The experimental results were obtained by averaging from 200 to 800 
instantaneous velocity vector fields at the Reynolds number ratio (34 < R < 220) investigated 
in this work. 
The dimensions of the simulated reactor geometry are r; = 3.49 cm, r 0  = 4.76 cm and 
length L = 43.2 cm. For this apparatus, Rec = 84.5. The obtained number of vortex pairs 
in the simulation is 14, which is the same as appeared in the experiment. A 2D steady-state 
simulation in the meridian plane of the reactor under the hypothesis of axial symmetry is carried 
out. Different meshes were tested in order to find a grid-independent solution. The final mesh has 
20 grids in the radial direction and 680 in the axial direction for a total of 13,600 nodes. All grids 
are uniformly distributed. The convergence criteria is 10~6. Further increasing the grid density 
in either direction yields little improvement in the final solutions. Different turbulence models 
and near-wall treatments were tested in FLUENT and the comparison showed that depending 
on R, several combinations of turbulence models and near wall treatments give good agreement 
with the experimental data. However, the Reynolds Stress Model (RSM) with standard wall 
functions gives the most satisfying results and will be used to model the flow field. 
In Fig. 6.3 the mean velocity vector field of axial velocity (u z )  and radial velocity (u r )  at 
R = 160 are compared with CFD predictions. It is clear that the simulation reproduces the same 
Taylor vortex structure as the experiment. The comparison has been also carried out for other 
important properties ((u'2) and (uf)) of the turbulent flow and the results are shown in Fig. 6.4. 
The prediction of (uf) Reynolds stress is similar to the experiment, however, (u'j?) Reynolds 
stress from the experiment is more homogeneously distributed than that from the simulation. 
The reason for such discrepancies in the stresses between simulation and experiment is that the 
turbulence model smoothes out all fluctuating turbulent vortices by taking the time-average. 
One solution is to use large-eddy simulation to obtain instantaneous hydrodynamic fields, which 
is beyond the scope of this work. A more detailed comparison of simulation predictions and 
experiments is shown in Fig. 6.5, where the axial profiles of axial (ur) and radial (uz) velocity 
at R — 34. 100, 160, and 220 are plotted at a fixed radial position located at one third of the 
annular gap starting from the inner cylinder. The point-wise comparison shows good agreement 
for turbulent Taylor vortex flow simulation at R ranging from 31 to 220. In general, the RSM 
predicts the mean velocity field reasonably well. It can also quantitatively predict the magnitude 
and distributions of the (u^) Reynolds stress. However, it can not predict the distribution of 
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the (u{?) Reynolds stress. Overall, the RSM showed good agreement with the experiment and 
adequately captured the inhomogeneous nature of the flow field. 
Evolution of Floe Structure 
In order to demonstrate that aggregates formed in turbulent flow are more compact than 
t hose formed in laminar flow, the evolution of the perimeter-based fractal dimension Dpj is 
plotted in Fig. 6.6, where R = 3.48 is in the laminar vortex flow regime, R = 6.96 and 10.44 are 
in the wavy vortex flow regime [Wang et al., 2004a], and R = 34.8 and 69.6 are in the turbulent 
vortex flow regime. Similar to the laminar cases, Dpf initially increases as the population of 
small floes grows and decreases at later time as fragmentation becomes more significant and 
disrupts ramified clusters. On the other hand, Dpf in turbulent flow approaches approximately 
the same value as in the wavy vortex flow regime, which indicates after sufficiently long time the 
aggregates formed in the laminar flow have the same compactness as those formed in turbulent 
flow. However, as we found previously [Wang et al., 2004a], in laminar flow even as the mean 
particle size reaches a plateau, the perimeter-based fractal dimension decreases. This indicates 
that even after particles stop growing, they undergo a restructuring process so that they become 
more compact. On the other hand, comparison of Fig. 6.6 with Fig. 6.8 shows that the decrease 
in Dpf occurs mainly in the particle growth stage. This suggests that restructuring and breakup 
of ramified aggregates in turbulent flow occur much faster than in laminar flow. Hence, it is rea­
sonable to assume that aggregates formed in the turbulent vortex flow regime are more compact 
than in the laminar (wavy and non-wavy) vortex flow regime. Since aggregates in turbulent flow 
are more compact, the shell-core model for the collision efficiency may be inappropriate and the 
impermeable floe model appears to be a better choice. For the CFD simulation, we have chosen 
Df = 2.6, as this value is consistent with other values reported in the literature for latex sphere 
aggregation in Taylor-Couette flow [Serra and Casamitjana, 1998]. 
CFD-QMOM Simulation 
The transport equations for the first six moments (mo,..., m^) were implemented in FLUENT 
by using compiled user-defined functions. The computational procedure was as follows. First, 
the flow field was solved with the steady-state solver. Note that since all Taylor vortex pairs 
formed in the flow apparatus are nearly identical, it is desirable to simulate one vortex pair 
by using periodic boundary conditions on both ends in order to reduce the computational time 
[Wang et al., 2004a]. However, the computation of a single vortex pair was unstable and did not 
converge to 10~6 under the same conditions as in Sec. 6 with FLUENT. Hence, an alternative 
procedure that takes advantage of symmetry in the flow was used. The computational geometry 
is shown in Fig. 6.7, where a symmetric boundary condition is used for the left end. Thus, 
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only 3.5 vortex pairs appear in this domain during the computation, which takes approximately 
1/4 the time needed to simulate the entire reactor. On the other hand, since at R = 34.8 we 
observed 13 vortex pairs formed in the reactor and at R = 69.6 15 pairs were formed, care 
must be taken to account for variation in the axial wave number. This was accomplished by 
varying the simulated reactor length. For example, at R = 34.8, a reactor length of 11.62 cm 
was used while for R = 69.6, the length was set to 10.08 cm. The mesh has 20 grids in the 
radial direction and 140 in the axial direction for a total of 2,800 nodes. Next, the moments 
(mo, ..., TO5) were calculated. Their initial values were defined to be uniform throughout the 
computational domain (The initial moments measured using a Coulter counter (Multisizer 3, 
Beckman Coulter) and the image capturing system are too = 2.540 x 1011 ; mi = 2.592 x 106; 
TO2 = 29.37; 7713 = 3.754 X 10-4; 7714 = 5.542 x 10—9; 7715 = 9.923 x 10~14) and then a time-
dependent simulation was initiated with a fixed time step of 5 s. The same results were obtained 
when a fixed time step of 2.5 s was used. The convergence criteria for all scalars required that 
all the normalized residuals be smaller than 10~6. During the time-dependent computation, d\o 
and CZ43 at the observation point was written to a file. In Fig. 6.8, the CFD predictions for the 
evolution of dio and ^43 are plotted against the experimental values at R = 34.8 and 69.6. It 
is clear that the CFD predictions are in good agreement with the experimental data regarding 
the mean particle size evolution. Furthermore, in order to illustrate the effect of the exclusion 
of fluctuation in e, k7^ is set to be unit, and the predictions are also shown in Fig. 6.8 (dashed 
lines). We can see that the predictions with or without fluctuation in e are close, because the 
values of e is close to unity due to weak turbulence at low R. However, at higher R and particle 
number density, we would expect a larger effect of intermittency on the processes. 
Four important parameters (k a  = 0.3, D f { =  2.6), £/(= 32), and y(= 1.85)) were used in the 
simulations. The aggregation growth stage is sensitive to ka and Df. Generally speaking, the 
smaller Df, the faster the aggregation is in the initial stage, and vice versa. On the other hand, 
when ka is bigger, the collision efficiency is bigger, hence faster aggregation is expected. The 
sensitivity of the predictions to changes in Df and ka is shown in Fig. 6.9. The breakage rate 
can be adjusted by varying the parameters b' and y, thereby affecting the steady-state floes size. 
The effect of varying b' and y on the evolution of mean particle size can be seen in Fig. 6.10. 
Since  in  turbulent  f low col l i s ion  ef f ic iency  i s  much lower  than  in  laminar  f low,  the  va lues  of  b '  
are also smaller in turbulent flow than in laminar flow. However, it is remarkable to point out 
that the value of y(= 1.85) is identical to the values found in our previous work on laminar flow 
[Wang et al., 2004a], and thus is independent of Reynolds number over the range amenable to 
our experimental setup. When b' and y are larger (the floes strength is smaller), the breakage 
rate increases (See Eq. 6.8 and 6.9). which results in smaller steady-state mean particle size. 
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QMOM Simulation Results Using Mean Shear 
In order to illustrate the errors caused by using the mean shear in the aggregation-breakage 
simulation, QMOM predictions using the spatial average shear rates are plotted for comparison 
(calculated using the spatial average shear rates from the CFD simulations). Note that the 
same parameter values used in the CFD calculations are used in the simulation using mean 
shear. The differences between CFD predictions and mean shear simulations are evident, as 
shown in Fig. 6.11. In particular, the simulation using mean shear predicts faster aggregation 
and larger steady-state size than the CFD simulations. These results are consistent with our 
earlier work in laminar flow [Wang et al., 2004a], and underscore the important role played by 
the inhomogeneous shear field. 
Summary and Conclusions 
Velocity fields obtained by PIV were used to validate the turbulence model in FLUENT for 
turbulent Taylor-Couette flow. Thus, a sufficiently accurate inhomogeneous shear field can be 
obtained for the simulation of aggregation and breakage processes. The instantaneous turbulence 
dissipation rate was modelled by using a Lagrangian particle approach and the intermittency in 
e was included in the CFD model. The aggregation-breakage kernels include the effect of viscous 
retardation and aggregate structure. The QMOM was coupled with the CFD code to solve the 
PBE describing the aggregation and breakage in Taylor-Couette flow. The predictions of dio 
and c?43 were found to agree well with the experimental data obtained through an in-situ non­
invasive image capturing system. This work demonstrates how CFD can be used to accurately 
simulate the simultaneous aggregation and breakage processes over a wide range of Reynolds 
numbers by taking into account the heterogeneity of the flow field. 
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Figure 6.1 Typical Lagrangian time series of normalized turbulence fre­
quency ui* at R = 34. 
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Figure 6.3 Comparison of experimental and predicted mean velocity vector 
fields at R = 160. Top: simulation. Bottom: PIV. 
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Figure 6.4 Comparison of experimental and predicted Reynolds stress at 
R = 160. Top: (uf) stress comparison. Bottom: (uÇ2) stress 
comparison. 
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Figure 6.5 Comparison of experimental and predicted axial profiles of axial 
velocity (u2) (in left column) and radial velocity (ur) (in right 
column) at r = 3.94 cm at R — 34, 100, 160 and 220. Solid 
line: 2D-CFD predictions. Open circle: PIV experiment. 
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Figure 6.6 The time evolution of the perimeter-based fractal dimension 
DPF for R = 3.48, 6.96, 10.44, 34.8, and 69.6. 
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Figure 6.7 Computational domain used in the simulation of aggrega­
tion-breakage problems. 
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Figure 6.8 Evolution of dio and d.43 with the time at different shear rates. 
(Left: R  —  34.8; Right: R  = 69.6.) Open symbols: experi­
ments; Solid lines: CFD simulation; Dashed lines: CFD simu­
lation without fluctuation in e. Error bars indicate range ob­
served for 2 repetitions of the experiment. 
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Figure 6.9 Sensitivity of the predicted mean size on model parameters. 
Top: Sensitivity on Df ; Bottom: Sensitivity on ka .  
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7 Application of In-Situ Adaptive Tabulation to CFD Simulation 
of Nano-Particle Formation by Reactive Precipitation 
A paper published by Chemical Engineering Science 
Liguang Wang and Rodney 0. Fox 
Abstract 
Reactive precipitation involves four fundamental processes: mixing-limited reaction, nucle-
ation, growth, and aggregation. A novel algorithm, in-situ adaptive tabulation (ISAT), has 
been implemented in a code for micromixing simulations, which is often applied together with 
computational fluid dynamics (CFD), using full probability density function (PDF) methods to 
incorporate these fundamental processes in the formation of nano-particles by reactive precip­
itation in a plug-flow reactor (PFR). The quadrature method of moments (QMOM) is applied 
to solve population balance equations (PBE) for turbulent aggregation of the growing particles. 
The various performance issues (error control, accuracy, number of records, speed-up) for ISAT 
are discussed. Based on a large number of simulations, an error tolerance of 10-4-10-5 is found 
to be satisfactory for carrying out time-evolving full PDF simulations of nano-particle formation 
by reactive precipitation. Our results show that CFD simulation of reactive precipitation re­
quires a much smaller computational effort when the ISAT algorithm is implemented than when 
direct integration (DI) is used. Finally, the effects of initial species concentrations, micromixing 
time, and turbulent shear rate on the reactive precipitation of barium sulfate are studied. 
Introduction 
Precipitation processes are widely used in the chemical industry for the formation of nano-
particles of magnetic and electronic materials, catalysts, ceramics, filler, and pharmaceutical 
powders. During reactive precipitation, high levels of supersaturation are generated. Thus 
primary nucleation predominates and consequently nano-scale particles are formed [Sôhuel and 
Chianese, 1991; Bandyopadhyaya et al., 2001; Schwarzer and Peukert, 2002]. The product 
properties, such as crystal size distribution (CSD) and morphology, result from mixing and 
rapid reactive precipitation. In order to understand the effect of various factors, such as species 
133 
concentrations, local shear rate, and mixing time, on the precipitation process and improve the 
process, it is useful to simulate particle formation in turbulent flow using a CFD code. 
A population balance equation (PBE) is usually applied to model particulate flow phenom­
ena. Several numerical methods, namely the discretized population balance (DPB) method by 
Hounslow et al. [1988]; Lister et al. [1995b], and the method of moments (MOM) by Leeuwen 
et al. [1996]; Wei and Garside [1997]; Piton et al. [2000]; Marchisio et al. [2001a]; Baldyga and 
Orciuch [2001]; Frenklach [2002]; Zauner and Jones [2002], have been applied to investigate si­
multaneous nucleation, growth, and aggregation. The discretized population balance (DPB) 
method requires a large number of variables (e.g. ranging from 20 to 200 for problems of dif­
ferent complexities) to simulate the number density function and its time evolution. Hence it 
is computationally prohibitive to implement the DPB method in a detailed computational fluid 
dynamics (CFD) code. On the other hand, the QMOM transforms the population balance into 
a set of equations of low-order moments (usually the number of moments < 6) [McGraw, 1997; 
Marchisio et al., 2003c]. Knowledge of the CSD is lost, but lower-order moments contain most of 
the useful information regarding the particle number (mo), surface area (mg), solid volume (m3), 
and mean particle size (<£43 = m^/mg), which are used in the QMOM method to approximate 
aggregation phenomena. In contrast to the DPB [Miihlenweg et al., 2002], the QMOM method 
is still tractable when used in CFD simulations [Marchisio et al., 2003b]. 
Even with QMOM, due to the complex precipitation kinetics, it is still computationally 
expensive to calculate the source terms for the reaction progress variable and six moments. 
Recently a novel algorithm - in-situ adaptive tabulation (ISAT) - has been proposed to efficiently 
incorporate detailed chemistry in CFD simulations [Pope, 1997]. Most reported applications of 
ISAT have been interested in combustion chemistry [Pope, 1997; Shah and Fox, 1999; Raman 
et al., 2001, 2003]. Typically, the computational speed-up found using ISAT for statistically 
stationary flows is greater than a factor of forty. In this work, the ISAT algorithm has been 
implemented for reactive precipitation in time-evolving flows, and validated using a full PDF 
model for a poorly-micromixed PFR. A Lagrangian PDF method is then used to simulate the 
precipitation of barium sulphate, and results for the effect of micromixing on the precipitation 
process are reported. All the computations have been performed in serial mode on a SunFire 
6800 (900 MHz). 
The remainder of the paper has been organized as follows. Section 2 contains a general 
discussion of the PBE, moments transformation, nucleation, growth and aggregation kinetics. 
Also, information on how to implement aggregation kinetics using QMOM is reviewed. In Sec. 
3, an overview of the full PDF model for a PFR is presented. Section 4 discusses how the ISAT 
algorithm is implemented in our CFD code along with a detailed error analysis. In Sec. 5, the 
effect of several important parameters, such as the initial species concentrations, micromixing 
time, and Reynolds number, are studied. 
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Theory 
Population Balance Equation 
The population balance, or particle number continuity equation, can be applied to describe 
particulate flow phenomena. Here, we assume that the flow is fully turbulent and that the 
particle Reynolds numbers {Rev = d^e1/3/^, dp: particle diameter, e: turbulent dissipation 
rate, v: fluid kinetic viscosity) are small so that all particles follow the instantaneous flow. 
Assuming a spatially distributed particulate process that can be described adequately with the 
particle size, L, as the only internal coordinate, the Reynolds-averaged population balance can 
be written as [Randolph and Larson, 1988; Seckler et al., 1995]: 
^ + (U) • Vn + = V - (DrVn) + B ( n )  - D{n). (7.1) 
In this equation, n(L;x,i) is the Reynolds-averaged number-density function, i.e., the average 
number of particles per unit volume of suspension in the size range L to L + dL. Equation 7.1 
can be derived by adopting the Reynolds-averaged approach explained in Bird et al. [I960]. 
According to McCabe [1929], the crystal growth rate G is independent of particle size. The 
term (Gn) represents the Reynolds-averaged growth rate and correlation between the particle 
number density and the local supersaturation (see Sec. 3). B{n) and D(n) are the birth and 
death rates due to nucleation and aggregation. Nucleation is taken to be a process of appearance 
of nuclei of zero size. Note that nucleation and growth can be sensitive to micromixing, and 
thus a closure is required to describe the correlation between the local supersaturation and the 
other flow variables [Piton et al., 2000; Marchisio et al., 2001a]. In this work, we account for 
micromixing using a Lagrangian PDF model described in Sec. 7. The Reynolds-averaged mean 
velocity (U) and the turbulent diffusivity Dt are provided by a separate turbulence model, and 
will be assumed to be known. The focus of this work will thus be on methods for treating Eq. 7.1 
in CFD simulations. 
Moment Transformation 
In many engineering systems, knowledge of the complete CSD is unnecessary. Instead, some 
average or total quantities are sufficient to represent the CSD. We can then apply the moment 
transformation method to solve the PBE. The jth moment of the distribution is defined as 
m,j(x. , t)  = / n(L;x, t)V dL. 
J o  
(7.2) 
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The population balance (Eq. 7.1) can be averaged in particle-size space by multiplying U dL 
on both sides and integrating from 0 to oo. We then have a set of unclosed moment equations 
describing the precipitation process: 
^ + (U) • Vrri j  = V - (DrVrri j )  +  0jB + j(Gm^ i) + Bj  -  D j }  (7.3) 
where B is the nucleation rate. The derivation of B and D starts from the aggregation model 
by Hulburt and Katz [1964] in terms of particle volume, then the volume-based equations can 
be converted to a length-based formula [Hounslow et al., 1988]. Applying the moment transfor­
mation method, we have 
i roc roc 
Bj(x ,t)  = -  / /  (3(u, X)(u3  + A3)J/3n(A;x,£)n(u;x,£) du dA, (7.4) 
^  J o  J o  
and 
poo poo 
Dj(x .,t)  = / /  j3(u, A)uJn(A; x, t)n(u; x, t)  dA du, (7.5) 
J o  J o  
where (3(u, A) is the aggregation kernel. The particle number density function n(L; x, t)  is an 
unknown and an approximation method must be introduced to close the set of moment equations. 
Quadrature Method of Moments 
The focus of the QMOM approximation is the aggregation integrals of Eqs. 7.4 and 7.5 
because these two equations involve the unknown particle size distribution n(L;x,t). An ap­
proximation is required to get the values of the birth and death rates numerically. QMOM 
approximates the particle number density function by an Appoint Gaussian [Lanczos, 1988] 
quadrature: 
N  
n{L; x, t)  = ^  W i (x. , t)S(L - L;(x,£)). (7.6) 
i=i  
Inserting Eq. 7.6 into Eqs. 7.2, 7.4, and 7.5, we obtain 
N  
mk{x,t)  = ^ w,:(x,Z)fj(x, Z), (7.7) 
z'-l 
N iV 
fc—1 i~ 1 
and 
N  N  
^ Y L L K W K Y L ^ L ^ L K Y W I -  (7-9) 
k = 1  i ~  1  
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The essence of the quadrature-based closure is the fact that the abscissas Zj and weights wt can 
be completely determined in terms of the lower-order moments. Physically, the abscissas Li can 
be thought to represent the characteristic particle sizes, while W{ represents the corresponding 
particle number density for size Li particles. That is, the QMOM method deals with particle 
aggregation by characteristic sizes and numbers instead of treating the complete CSD. 
In the implementation of QMOM, in order to determine the N abscissas and N weights, only 
the first 2N moments (namely mo, ni\,..., m2,v-i ) are necessary. Once abscissas and weights 
have been computed from the known moments in the previous time step, the birth and death 
rates (Bo,...,B2n-i,Dq,...,D2n-i) due to aggregation can be calculated, hence the set of CFD 
equations needed to describe precipitation are closed [Marchisio et al., 2003a]. Inversion of the 
first 2N moments (mo,..., 7712/v-i) to generate the abscissas and weights involves two steps 
[McGraw, 1997]. First, a symmetric tridiagonal Jacobi matrix is constructed from the 2N 
moments using the product-difference (PD) algorithm [Gordon, 1968]. The second step is to 
calculate the quadrature abscissas and weights from the Jacobi matrix. The abscissas Li (i = 
1,..., N) are simply the eigenvalues, and the weights Wi (i = 1,..., N) are obtained from the 
corresponding eigenvectors. More details can be found in Barrett and Webb [1998]; Rosner and 
Pyykônen [2002]; Marchisio et al.  [2003a,c].  Thus, from the first  2N moments, we obtain L%  
and wi. By inserting these values into Eqs. 7.8 and 7.9, the birth and death rates due to the 
aggregation process can be calculated. The effect of the choice of N on the accuracy of the 
approximation has been studied elsewhere [Marchisio et al., 2003a], In this work, we will use 
N = 3, which was shown to give good accuracy at low computational cost. 
Poorly-Micromixed, Plug-Flow Reactor Model 
In order to test the implementation of ISAT for precipitation and aggregation, we will use a 
poorly-mixed, plug-flow reactor model. For this model, it will be assumed that the turbulence 
fields (e.g., k and e) are homogeneous and stationary. As shown in Fig. 7.1, the mean velocity 
distribution is assumed to be flat in the z-direction with (Ux) = (Uy) = 0. Hence, the residence 
time will be the same for all fluid particles. The turbulent diffusion term in the y-direct ion is 
assumed to be dominant with respect to the other two directions. Letting tz = z + (Uz)t*, the 
joint composition PDF y, tz) is governed by 
where Ma  is the micromixing term, and Sa{ij)) is the source term for scalar <ba .  (The set of 
scalars needed to describe reactive precipitation and aggregation are defined below.) The rate 
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of "mesomixing" is controlled by the turbulent diffusivity coefficient, which is given by 
Dr=^k-, ,7.11, 
dct e 
where = 0.09, Scj- = 0.7, k is the turbulent kinetic energy, and e is the turbulent dissipation 
rate.  In general,  for non-premixed initial conditions, /0(V>;y,0) will  be a function of y. 
A dimensionless form of Eq. 7.10 is derived by setting t  = t z /(k/e) and x = ey/(C\kL 5): 
lit - rTSi? ™5ZsE[(m° + e$°iv,)) (7.12) 
where Ft  = C^,/(SctC1) = 0.1286. In this work, we use the IEM model to represent micromix-
ing: 
Ma = (%( W - V'a), (7.13) 
where = 1 is the nominal value of the mechanical-to-scalar time-scale ratio. Note that in 
Eq. 7.12 the source term Sa{ip) appears in closed form. 
The governing equation for the expected value of any scalar (cf>a) can be found from Eq. 7.12 
by multiplying it by tpa and integrating over composition space: 
However, the expected value of the source term (Sa((f>)) is unclosed. Thus, in order to compute 
the expected values, we can simulate Eq. 7.12 directly using a Lagrangian PDF model. 
Lagrangian PDF Model 
A Lagrangian PDF model is able to resolve turbulence-chemistry interactions without any 
closure for S(0). It has been widely applied elsewhere [Fox, 2003]. Here it is used to simulate 
Eq. 7.12. The description of the simulation algorithm is as follows: 
1. Initially 6000 notional particles are evenly distributed along the x axis: 0 < x < 2. This 
number of particles is found to be large enough to make the spatial distribution of the 
scalars independent of particle number. As described below, the x axis is divided into 
cells, which are needed to compute spatially dependent statistics. Every notional particle 
contains information concerning its position X and a so-called composition vector <j> — 
[Y, mo,..., Tris, £]t (see definition of the scalar components below). The initial conditions 
for £, cAO, and cbo (see definitions for a one-step reaction below) are shown in Table 7.1. All 
other scalars are initially zero. Note that these values will be used unless noted otherwise. 
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2. The notional particle position and composition vector are governed by the following equa­
tions: 
dX(*) = y/2T^dW(t),  (7.15) 
= C<j, [{</>)k(t) — 0W] + rS((f>), for X(t) in the fcth cell (7.16) 
where r = kje = 1 sec unless noted otherwise, and {4>)k is the mean composition in the 
fcth cell. Equation 7.15 is a stochastic diffusion equation, approximated numerically by 
X(t + St) = X{t) + wy/2TTôt,  (7.17) 
where w is a standard normal random number. The time step St = 0.001 is specified in the 
simulations to ensure that the temporal micromixing calculation is sufficiently accurate. 
Periodic boundary conditions are applied along the x axis. 
3. In Eq. 7.16, the first term on the right-hand side represents micromixing and the second 
term represents the source term. (</>)*, is the mean value in the &th uniformly-distributed 
computational cell. Here, the total cell number is equal to 100 to ensure sufficient resolution 
of the mean scalar gradients. After applying Eq. 7.17, the cell mean (</>)* is calculated as 
i 
(4>)k{t) — t t  f° r  all X(t + St) in the fcth cell. (7.18) 
fc n=l 
where Nf; is the number of particles in the /cth cell. 
4. In order to apply IS AT, the micromixing term and the source term are time split. The 
contribution due to micromixing is found first from 
0f(i) = {(f>)k{t) + [4>{t) -  {(f>)k{t)}e~c*5 t .  (7.19) 
Then, in the source-term fractional time step, the following differential equation must be 
integrated numerically: 
= rS((j>) with initial condition <${t). (7.20) 
The source terms S((f>) are listed in Table 7.2 where p is the particle density, kv  is the 
shape factor of the particle, and M is the molecular weight. The wide range of time scales 
of the source terms makes numerical integration very expensive. In general, an initial 
value stiff ODE solver is required to find <t>(t + St). However, the computational cost for 
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updating each composition vector of the 6000 notional particles over many time steps with 
direct integration (DI) is prohibitive. The ISAT algorithm described in the next section 
overcomes this difficulty by replacing DI with a simple linear interpolation. 
With QMOM, the source terms for the system of moment equations are closed. The only 
r e maining step is to provide expressions for the nucleation rate B, the growth rate G, and 
the aggregation rate /3(Li,Lj), in terms of the components of the composition vector. The 
expressions used in this work are defined below. 
Reaction Kinetics 
For a one-step, non-premixed reaction: 
A +  B-+C,  
the local species concentration can be calculated by the following expressions [Marchisio et al., 
2001a]: 
where £ is the mixture fraction, = CBO / (CAO + CBO), and Y  is the reaction progress variable, 
whose chemical source term is defined below. In the inflow streams, Y = 0 and £ = 0 or 1. CAO 
and cbo are thus the species concentrations in the inflow streams. 
Precipitation Kinetics 
Barium sulfate precipitation kinetics are used in this study (A = Ba2+ and B = SO^-). The 
models constants are: p = 4500 kg/m3, kv = 5, M = 0.224 kg/mol. The nucleation kinetics 
[Baldyga et al., 1995b] are 
• When Ac < 10 mol/m3, heterogeneous nucleation occurs: 
CA =  cao(£ -  Ç s Y ) ,  
CB = CBo[(l -£) - (1 ~ £s)y] 
(7.21) 
(7.22) 
B(CA, eg) = 2.83 x lO^fAc)^ [l/(nr*- s)], (7.23) 
• When Ac > 10 mol/rn3, homogeneous nucleation occurs: 
5(ca,cb) = 2.53 x 10 3(Ac)15 [l/(m3- s)], (7.24) 
140 
where the supersaturation is defined by Ac = a/^acb — y/k,1 [mol/m3], and the solubility product 
of barium sulfate is ks = 1.14 x 10~4 mol2/m6 at room temperature. 
The growth rate is controlled by the transport of the ions A and B through solution by 
convection and diffusion, or by such a process in the crystal surface as surface spiral growth 
or surface nucleation, or by a combination of these steps [Nielsen and Toft, 1984]. Concerning 
barium sulfate, the growth kinetics used in this work are described by a two-step diffusion-
adsorption model [Baldyga et al., 1995b]: 
where Ac s  = ^/casCbs — y/kl [mol/m3], k r  = 5.8 x 10-8 (m/s)(m6/mol2) [Nielsen, 1984], and kd 
is the mass transfer coefficient. is size-dependent but remains nearly constant for particles 
smaller than 10 /um according to Nagata [1975]. As a consequence, kd was fixed to fall in the 
range between 10-7 and 10~8 (m/s)(m3/mol) [Baldyga et al., 1995b]. More results in the field 
of mass transfer to microparticles can be found in Arment ante and Kirwan [1989]. In this work, 
kd is fixed to be 10~7 (m/s)(m3/mol). c;., is the concentration of species i near the surface of 
the crystal at the limit of the adsorption layer. The growth rate is calculated from 
Thus, the value of the growth rate G is the root of Eq. 7.26. This is found using a combination of 
Newton-Raphson and the bisection method [Press et al., 1992b]. Other barium sulfate nucleation 
and growth kinetics can be found in Aoun et al. [1996]; Wei and Garside [1997]; Aoun et al. 
[1999]; Schwarzer and Peukert [2002]; Jones [2002]. For example, more complex expressions 
are required to study the effect of non-stoichiometric conditions on the precipitation process or 
the activity coefficients should be introduced for high concentrations. Our implementation of 
ISAT is independent of the exact form of the kinetics needed. Thus, the use of other kinetics to 
describe the process is straightforward. 
Aggregation Kinetics 
Aggregation occurs when two or more particles collide and adhere. Smoluchowski [1917] pro­
vided the first account of orthokinetic coagulation kinetics by assuming that during encounters 
between two spheres they approach one another on rectilinear paths and that no forces act on 
the spheres until the two spheres contact and adhere. Hence, the collision frequency expression 
(-f(cA) eg) — k r(Ac s) — kd{c^ cas) — kd(c# cbs) [m/s], (7.25) 
(7.26) 
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derived by Smoluchowski is given by 
Ji j  =  f i i jT l iTl j  =  — ~f s  (Ri  + Rj  ) Tt{  f l j , (7.27) 
where fcj is the collision frequency for aggregates i  and j ,  where aggregate i  contains i  primary 
particles, 7S is the local shear rate, Ri is the collision radius of aggregate i, and rii is the 
number density of aggregate i. The collision efficiency depends on parameters such as shear rate, 
supersaturation, particle size, particle material, and ionic strength [Kusters et al., 1997; Mumtaz 
and Hounslow, 2000]. However, since this computational work does not include comparison with 
experimental data, the collision efficiency is assumed to be unity. 
In turbulent systems, the aggregates follow the flow streamlines when they are in the smallest 
eddies. As long as the aggregates are smaller than the length of smallest eddies (Kolmogorov 
scale), the aggregation kinetics can be expressed by the same formulae as for laminar aggregation. 
The Kolmogorov scale is given by 
" = W  '  < 7 - 2 8 >  
where v  is the kinematic viscosity of the fluid phase. For example, at a characteristic value 
s = 0.1 W/kg, rj = 56 yum in water. In turbulent flow, js = (e/tv)1/2, and Eq. 7.27 becomes 
Jij  = ^ {Ri + Rj)3nirij .  (7.29) 
In the approximate expression derived by Saffman and Turner [1956], we have 
Jij = 1.294 ^ (R4 + Rj)3nirij, (7.30) 
which has a slightly different numerical constant (1.294 instead of 1.333). In this work, the 
collision frequency function is assumed to be 
^(^,^j) = 1.294-y,(^ + 6j)3. (7.31) 
Unless stated otherwise, 7,5 = 1200 s™1 in all test cases. For future reference, the complete set 
of source terms are summarized in Table 7.2. Also note that in this work only the orthokinetic 
aggregation is accounted for and the perikinetic aggregation is not included, though the Brownian 
motion is also important for submicron particles. However, the inclusion of different aggregation 
kernels is straightforward in the code for mixing simulations. 
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In-Situ Adaptive Tabulation 
As noted earlier, computation of the source terms in Eq. 7.20 using DI is repetitive and 
expensive. An attractive alternative is to store the DI results in a table as they are computed 
(in-situ tabulation), along with information concerning the accuracy of local linear interpolation. 
As additional DI steps are performed, the existing table can be updated to minimize the number 
of stored records while controlling the accuracy. In this work, we implement the general ISAT 
algorithm developed by Pope [2000a] to the specific case of particle nucleation, growth and 
aggregation. Implementation issues associated with reactive precipitation are discussed first, 
followed by an overview of ISAT performance for this application. 
Implementation for the Reactive Precipitation 
ISATAB is a Fortran library which implements the ISAT algorithm for a vector-valued func­
tion f(x). (Details are given in Pope [2000a].) A subroutine to evaluate f(x) and the matrix 
containing its partial derivatives g(x) must be provided by the user. A code flowchart is shown in 
Fig. 7.2. In the present application, x represents the initial composition vector, and f(x) is the 
composition vector at t + St. At every time step, the source-term evaluation is returned by ISA-
TAB either by DI of Eq. 7.20, or by linear interpolation. For DI, the source terms are provided 
to a Rosenbrock ODE solver [Press et al., 1992a]. Likewise, the Jacobian matrix of the source 
terms 3{(f>) is evaluated and used by ISATAB to estimate the accuracy of local interpolation. 
Variable Transformation 
In most reported applications of ISAT, the composition variables correspond to mass or 
mole fractions that sum to unity. For reactive precipitation, this is not the case. For example, 
the moments m, can vary over many orders of magnitude. For this reason, a transformed 
composition vector defined as 
Y 4>\ 
ln(m0) In (02) 
ln(mi) ln(03) 
ln(m2) ln(04) 
ln(m3) ln(^5) 
In (7714) ln(f/>ti) 
111(7715) ln(07) 
£ ^8 
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has been found to produce much more efficient tabulation than using directly. The transformed 
source terms for </>* are given in Table 7.3. If initially the moments m, are equal to zero, then 
In(rn,;) will be undefined. Under such conditions, the first several time steps are calculated using 
DI with non-transformed variables until all mi are non-zero. The algorithm then reverts to ISAT 
for all subsequent calculations. 
The variable transformation in Eq. 7.32 renders the source terms to be all of the same order of 
magnitude. The ellipsoids of accuracy (EOA) used to control the interpolation error in ISATAB 
[Pope, 1997] will then have principal axes that are order unity or smaller. On the other hand, if 
one of the variables (e.g., mo) is of several order of magnitude bigger than the other variables, 
then the corresponding principal axis of the EOA will be extremely large, and the hyper-ellipsoid 
will be approximately a straight line. This would cause the number of retrieves from the table 
to be small, and hence almost every step will be performed by DI. We have found that the 
performance of ISAT is then very poor as compared to when the transformed variables are used. 
Computation of f(x) and g(x) 
For given x (= </>*(£)), a user-defined subroutine returns the value of f(x) and g(x) for 
ISATAB. The Rosenbrock stiff ODE solver [Press et al. ,  1992a] is used to find f(x) (= <j>*(t + 
(%)) from Eq. 7.20. Since the Lagrangian PDF method uses a fixed time step 5t, an ODE 
driver subroutine, odeint, is provided with adaptive step size control [Press et al., 1992a], and it 
integrates from t to t+dt with accuracy 1 x 10~5. A user-supplied subroutine, derivs, is needed to 
calculate the source terms, while another subroutine, stiff, is the time-stepper routine in which 
a fourth-order explicit Rosenbrock scheme is used to integrate the ODEs while monitoring the 
local truncation error to adjust the step size [Press et al., 1992a]. In order to use the ODE 
solver, the user must provide the source terms S* (</>*) and their Jacobian matrix J(0*), whose 
components are 
•W) = (7-33) 
In this work, the matrix J(</>*) is calculated numerically from S*(</>*) using ADIFOR 2.0 [Bischof 
et al., 1998]. 
The next task is to return g to ISATAB on request. The components of g are defined by 
In general, the vector f and matrix g must be found by solving the following system of (8 + 64) 
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coupled ODEs [Pope, 1997]: 
^ = S*(f) with f(0) = x = (7.35) 
^| = J(f)g with g(0) = I. (7.36) 
However, for small St,  we have found that the Jacobian matrix can be well-approximated by 
J(f) ~ J* = ^ [J(4>*(t)) + J(<P(t + St))} = 1 [J(x) + j(f(x))], (7.37) 
i.e., by a piece-wise constant Jacobian matrix. We can then solve for g analytically: 
g = e-™, (7.38) 
and thereby avoid numerical integration of 64 coupled stiff ODEs (Eq. 7.36), which we found to 
be cost prohibitive. 
The matrix exponential subroutine, dgpagrn, from Expokit [Sidje, 1998] can be used to eval­
uate g from Eq. 7.38 . This routine uses an irreducible rational Pade approximation to the 
exponential function combined with scaling-and-squaring. We have verified that the results 
found using Eq. 7.38 are in good agreement with results from Eq. 7.36. The gain in compu­
tational efficiency using Eq. 7.38 was found to be substantial. Indeed, it was the determining 
factor in the overall speed-up obtained using ISATAB for this application. 
Linear Interpolation 
Let (x*, f', g4) represent a tabulated point in composition space. If x lies in the EOA 
surrounding xt, then the linear approximation to f(x) is 
f'(x) = f' + gi(x-xi). (7.39) 
Since in this work, ISATAB is used to treat composition variables other than chemical species, 
precautions were taken to make the code stable. For example, the reaction progress variable 
Y must always increase with time. Hence, after ISAT returns the updated variables f'(x). the 
value of y is compared with the old value. If the updated value of Y is less than the old one, 
DI is used for this step instead of Eq. 7.39. This simple consistency check was found to greatly 
improve the stability of the tabulation process with little addition cost. 
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Error Control 
As previously discussed, the ISAT algorithm updates the particle compositions at every time 
step by linear interpolation instead of DI once an EOA containing x is found. Thus, ISAT leads 
to estimation errors in the results. In this section, we discuss several parameters associated 
with error control, and find the optimum error and table control parameter values for reactive 
precipitation. In determining the error, ISATAB works with scaled variables [Pope, 2000a]. 
For the best performance, the scale factors should be chosen appropriately so that differences 
in the scaled variables are of order unity. Taking the magnitude of the transformed moments 
(02 ^7) into consideration, scale factors of 100 are specified for 150 for </>6, and 200 for 
4>7. Because the mixture fraction is constant, it doesn't matter what value is set for its scale 
factor and 1 is specified. A scale factor of 0.1 is set for the reaction progress variable. 
For a query point x close to a tabulated point x*, the error in the (scaled) linear approxi­
mation is defined to be the difference between the exact and linearized mapping: 
where M is a scaling matrix [Pope, 1997]. This error is acceptable if it is less than the user-
prescribed error tolerance etoi• For example if only Y has error, then e = 10 j Y - Y11. The 
absolute error is magnified by the scale factor so that the linear approximation will be more 
exact for Y. On the other hand, moments are less exact as compared to when no scale factor is 
used. Thus a smaller etoi is required to yield accurate results. However, a smaller eto[ slows down 
the computations. Above all, scale factors were chosen according to the ISATAB performance 
results and, after numerous tests, the above-cited scale factors were found to be among the best 
combinations and were used in all subsequent calculations. 
Obviously, decreasing etoi will increase the accuracy, but a bigger table and more DI are 
required; hence more computing time. So a key issue in the application of ISAT is to select an 
optimum etoi to satisfy both accuracy and speed. The effect of varying etoi from 5 x 10~4 to 
6 x 10-6 on the relative global error is discussed next. The definition of the relative global error 
is 
shows (g as a function of etoi for the full PDF simulations. Figure 7.3a was obtained when 
only nucleation and growth processes were included, while the Fig. 7.3b was obtained when 
nucleation, growth, and aggregation were included. 
e =  M ( f ( x ) - f ( x ) )  ,  (7.40) 
where <£tn' (e, kSi) is the composition vector of the nth cell on the &th time step with ISAT and 
an error tolerance etoi, and 4>(n'(DI, kSt) is the corresponding vector found using DI. Figure 7.3 
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Linear interpolation from the data in Fig. 7.3 yields the following power-law dependency: 
EG = < 
184.2e?:?1 nucleation and growth, 
(7.42) 
195.le^1 nucleation, growth, and aggregation. 
These results show that the average relative global error can be successfully controlled by speci­
fying the value of et0i- When etoi is less than 10~4, eg is of the order of 10-2 for both cases, which 
is deemed to be satisfactory. On the other hand, eg decreases with decreasing etoi- Figure 7.4 
presents the expected values of mo and d,a(= m^/mg) for DI and ISAT in the nucleation, growth 
and aggregation case. Note in this paper, all reported variables including mo, d,i3(= 7714/7713) ,  
B, and G are spatial average values, which are averaged across the x axis. We observe that 
when etoi = 5 x 10~5, the values of mo and d±z are very close to the DI results. From these two 
figures, the results are deemed to be sufficiently accurate when etoi — 5 x 10~5. When a bigger 
error tolerance {e.g., etoi — 5 x 10-4) is specified, a relatively large error is observed as compared 
to DI. 
ISAT Performance 
An overview of ISATAB performance for reactive precipitation is presented in the Tables 7.4 
and 7.5. Note that it takes longer to compute cases with aggregation than without aggregation. 
For example, nucleation, growth and aggregation with DI requires 1.28 x 105 sec, compared to 
2.64 x 104 sec without aggregation. 
The speed-up factor for ISAT can be defined as follows: 
„ . TT CPU time for queries using DI . . 
Pœ 
" 
P
~ CPU time for queries using ISAT' ( ^ 
From the Tables 7.4 and 7.5, and Fig. 7.3, we observe that when a bigger error tolerance is 
specified, more retrieves occur, a smaller table is created, and hence the code runs faster but is 
less exact. For example, in Table 7.5, we can compare etoi = 5 x 10~4 with etoi = 6 x 10~6. For 
the former, retrieves occur on 99.54% of the total queries and the table has 8.23 x 104 records, 
while for the latter retrieves occur on 73.51% of the total queries and the table has 1.05 x 106 
records. Figure 7.5 shows the number of retrieves, grows, and adds as a function of the total 
number of queries when different etoi are used. In Fig. 7.5a, we observe that the number of 
retrieves increases faster than adds and grows after about 10,000 queries, and soon retrieves 
dominant the adds and grows. As a result, the code using ISAT runs considerably faster than 
DI. For smaller etoi, retrieves increased along with adds and grows, as is observed in Fig. 7.5b. 
Therefore, there is a trade-off between accuracy and speed. From the results, f.toi = 5x 10~5 is a 
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suitable compromise for the simulations. A speed-up factor of 3.8 is achieved for the nucleation 
and growth case. When dealing with nucleation, growth, and aggregation case, the speed-up 
factor is 11.4. 
It is important to point out the vast range of the values of the different variables encountered 
in reactive precipitation problems. For example, mo is on order of magnitude 1014, while 7715 is 
as small as 10-17. The temporal evolution of Y and the moments ml found with etoi = 5 x 10-5 
and with DI have been compared, and found to be in very good agreement. For example, mo 
and d13 are shown in Fig. 7.4. We can conclude that the implementation of ISATAB as described 
above successfully captures the time evolution of all variables regardless of their magnitude. In 
the next section, sample results are shown for various values of the model parameters for which 
we have validated the accuracy of ISAT. 
Results 
Effect of Initial Concentrations 
The nucleation and growth rates are determined by the supersaturation Ac = — yfk~s, 
wherein 
CACB = CAOCBO(£ - £s^)[l - £ - (1 - (7.44) 
Higher initial species concentrations produce larger supersaturation, and hence higher growth 
and nucleation rates if mixing remains the same. When the initial concentrations of BaCl2 and 
Na2S04 are increased to 200.0 mol/m3 and 22.2 mol/m3 respectively, according to Eq. 7.24 
homogeneous nucleation will occur at a much higher rate as compared to the low initial con­
centrations, i.e., when the initial concentrations of BaCl2 and Na2SO^ are set to 80.0 mol/m3 
and 8.9 mol/m3 respectively. From Fig. 7.6, we can see that mo for high concentrations is three 
orders magnitude larger than that for low concentrations, even though the concentrations of 
BaCl2 or NaySOj are only 1.5 times bigger. This results from the fact that the nucleation rate 
is an exponential function of supersaturation. On the other hand, the growth rate is a linear 
function of concentration according to Eq. 7.25. Therefore, if the precipitation process is thought 
to be composed of two parallel chemical processes (nucleation and growth), they must compete 
to exhaust the materials transported by turbulence and micromixing. 
At high concentrations, nucleation (especially homogeneous nucleation) dominates the growth, 
and a larger number of particles is produced, but the particle size must be smaller as compared 
with the lower concentrations (see Fig. 7.7). During aggregation, smaller particles collide and 
stick together to form bigger particles. For the evolution of mo, the contribution of aggregation 
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to its source term is 
^  N  N  
(7.45) 
Hence, due to aggregation, mo will decrease when the nucleation rate is smaller than Bo - A). 
We can observe this behavior for both cases in Fig. 7.6. Since high concentrations produce a 
much larger number of particles, which makes the possibility of collision between particles higher, 
aggregation plays an important role in the evolution of mo for high concentrations. Although for 
high concentrations, particles are smaller than for low concentrations (which reduces the collision 
frequency), the larger particle number density for high concentrations obviously overcomes this 
decline. As a result, the decrease of mo at high concentrations is more obvious than at low 
concentrations. Notice that at low concentrations, mo does not change much when it reaches the 
top (Fig. 7.6), which indicates that aggregation is minor in such a low particle number density. 
Therefore, in Fig. 7.7, the increase of is mainly determined by molecular growth mechanisms 
at low concentrations, and at high concentrations, aggregation becomes more important in 
controlling the particle size. On the other hand, B3 — £>3 = 0 in the source term of m3, which 
implies that mass is conserved in the aggregation process. This behavior is accurately reproduced 
using ISAT. 
Effect of Mixing Time 
From the results obtained by varying the mixing time r (= k/e) at a constant residence 
time, it is found that the mixing time has a significant effect on the model predictions. Note 
that varying r changes both the mesomixing and micromixing rates relative to the source terms 
(see Eq. 7.16) without changing the residence time. Also, the dimensionless turbulent diffusivity 
coefficient IV remains constant ( = 0.1286, see its definition in Eq. 7.12), On the other hand, 
the shear rate js in the aggregation kinetics is dependent on e, and from our dimensionless 
governing equation, we have 
where Re 1 is the turbulent Reynolds number [Pope, 2000b]. In order to maintain Re\ constant 
for the aggregation kinetics, we should have 
(7.46) 
k = (Rei\fu)y/e. (7.47) 
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Then, inserting Eq. 7.47 into the expression for r, we obtain 
T = 
~ ~ -ReiiAV0-5. (7.48) 
It is obvious that we can vary e to get different mixing time r while keeping Re i constant. At 
the beginning of the mixing and reaction, smaller r means fast mixing between the two streams, 
hence it will produce higher nucleation and growth rates (see Figs. 7.8 and 7.9). mo is mainly 
determined by homogeneous nucleation and the time needed for the mixing to maintain high 
enough reactant concentrations to make it happen. Therefore, although T — 0.1 has higher 
nucleation, it has less time to maintain the high nucleation rate and thus it has the smallest 
mo (see Fig. 7.10). Compared to r = 1.0, r = 1.5 has a smaller number of particles because 
it has a smaller nucleation rate but the high species concentrations do not stay long enough to 
compensate it. Therefore, it produces fewer particles at tz = 5 sec (see Fig. 7.10). On the other 
hand, the crystal growth rate is not as sensitive to reactant concentrations as nucleation in which 
two different mechanisms are involved. Faster mixing gives particles sufficient reactants to make 
them grow faster, and more importantly, faster mixing does not always produce more particles. 
Hence, faster mixing tends to produce a larger mean particle size (see Fig. 7.11). Usually, since 
the amounts of chemical reactant are fixed, if nucleation produces more particles, the mean 
particle size must be smaller. Above all, since complex precipitation kinetics are involved, there 
is no simple conclusion that could be made for cases with different mixing times. However, one 
would expect some reversal of the controlling process for mixing times between r = 1.0 and 
T = 1.5. 
Effect of Reynolds Number 
In all test cases, the mean particle size at the end of the reactor is of the order of 1 fj,m. 
Such small particles are well below the local Kolmogorov scale and can follow the streamline 
closely in a turbulent flow, and the local shear rate determines how often particles collide. The 
higher the local shear rate is, the larger the particles collision frequency. In the dimensionless 
equations, the shear rate is actually the Reynolds number, as defined in Eq. 7.46. Similarly, we 
can vary Re\ while keeping r constant. Thus, the aggregation rate will increase with increasing 
turbulence levels. From the Figs. 7.12 and 7.13, when Rc\ is increased while other conditions 
remain the same, it can be seen that aggregation is enhanced. Therefore, the mean particle size 
increases faster and the mean number of particles decreases faster at higher Reynolds numbers. 
On the other hand, since at the beginning of the reaction, the particle size and particle number 
density are small, aggregation has a minor effect on the prediction of mo and d.^ near the inlet. 
Note that in a real case, when Re is increased, it will increase the collision frequency, on the 
other hand, the higher energy dissipation rate will decrease the collision efficiency. Therefore, 
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there is a competition between these two factors. In this work, since the effect of turbulent 
dissipation rate on collision efficiency is neglected (a constant collision efficiency is assumed), 
only the variation of the collision frequency with Re\ is taken into account. 
Conclusions 
The results presented here demonstrate that the implementation of the ISAT algorithm 
successfully maintains the accuracy while significantly reducing computational time for reactive 
precipitation simulations compared with the time needed for DI. On the basis of many tests, 
we recommend that €t0i in the range of 10-4-10-5 is satisfactory for simulations of reactive 
precipitation. In this work, a speed-up of up to 42.3 over DI is achieved for barium sulfate 
precipitation. When the reactions are stiffer like in the cases of higher reactant concentrations 
or more complicated precipitation kinetics with breakage, we expect that the ISAT algorithm 
will have even greater speed-up. Aggregation is an important and indispensable part of reactive 
precipitation. Initial species concentrations, mixing time, and turbulent levels all affect the 
rate of aggregation. Thus it is necessary to incorporate aggregation kinetics in models for the 
turbulent precipitation and QMOM is able to capture the effect of aggregation phenomena 
accurately. Finally, the implementation of ISAT is not limited to precipitation using models 
employing moment methods. It can also be applied to CFD simulations of precipitation using 
the discretized population balance methods. 
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Table 7.1 Non-zero initial conditions for notional particles in the La­
grangian PDF model 
£ CAO CBO 
0 < x  < 0.2 1 100.0 mol/m3 0 
0.2 < x  < 2 0 0 11.1 mol/m3 
Table 7.2 Source terms 
Y M&,CAO^(C a '  C e > )^ 4  
m 0  B(CA,CB) +  Bo — Do 
mi G(c a,  cb)02 + B\  — D\  
m 2  2G(CA, CB)03 + B2 — D2 
m 3  3G(ca,  CB)</>4 + -B3 — DS 
TO4 W) 4G(CA, CB)^5 + Bi  — D4 
TO5 5G(CA, CB)^6 + B5 — D5 
£ 0 
Table 7.3 Source terms for transformed variables 
y 
ln(m0) [B(C a ,  Cb) + B0 - Do] 
ln(mi) e -^3 [G(CA,CB )^ 2  + -Bi -  Di]  
ln(TO2) e -* 4  [2G(CA,cb)^ 3  + S 2  — D 2 ]  
ln(m3) 
In(TOi) 
[3G(cA,cs)^4 + S3 - D3] 
[4G(Ca, Cb)<^5 + B~i  - Z> 4 ]  
ln(m5) e [5G(ca,cb)^>6 +  B5 — Dg] 
£ 0 
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Table 7.4 ISATAB performance for different values of the error tolerance 
Nucleation and Growth 
t tol 5 x KM 1 x 10-4 5 x 10-5 1 X 10-5 7.5 x 10-6 DI 
CPU time (s) 3.74 x 103 6.07 x 103 7.82 x 103 1.83 x 104 2.18 x 104 2.64 x 104 
ISAT (s) 2.48 x 103 4.79 x 103 6.52 x 103 1.70 x 104 2.04 x ÎO4 2.47 x 104 
Non-ISAT (s) 1.26 x 103 1.28 x 103 1.30 x 103 1.35 x 103 1.37 x 103 1.31 x 103 
Queries 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 
Retrieve % 99.55 97.34 95.13 81.68 77.56 -
Records 1.02 x 104 8.13 x 104 1.64 x 105 6.43 x 105 8.17 x 105 -
Time/query (s) 8.59 x 10-5 1.66 x HT4 2.26 x 10-4 5.88 x 10-^ 7.07 x 10"4 8.56 x ID"4 
Speed-up 10.0 5.2 3.8 1.5 1.2 -
Table 7.5 ISATAB performance for different values of the error tolerance 
Nucleation, Growth and Aggregation 
^tol 5 x 10~4 1 x 10~4 5 x 10-5 1 X 10-5 6 x 10~6 DI 
CPU time (s) 4.34 x 103 8.61 x 103 1.25 x 104 3.75 x 104 5.65 x 10^ 1.28 x 105 
ISAT (s) 3.00 x 103 7.24 x 103 1.12 x 104 3.61 x 104 5.51 x 104 1.27 x 105 
Non-ISAT (s) 1.34 x 103 1.37 x 103 1.38 x 103 1.42 x 103 1.46 x 103 1.39 x 103 
Queries 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 2.82 x 107 
Retrieve % 99.54 97.29 95.07 81.56 73.51 -
Records 1.03 x 104 8.23 x 104 1.65 x 10% 6.46 x 10^ 1.05 x 106 
Time/query (s) 1.04 x 10"4 2.51 x ID'4 3.87 x ID'4 1.25 x 10_a 1.91 x 10"3 4.40 x 10-3 
Speed-up 42.3 17.5 11.4 3.5 2.3 
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Figure 7.1 Sketch of the poorly-micromixed plug flow reactor model. 
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Figure 7.2 Flowchart for implementation of ISATAB in a CFD code. 
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Figure 7.3 Effect of error tolerance on average relative global error. Top: 
Nucleation and growth. Bottom: Nucleation, growth, and ag­
gregation. Solid lines represent power-law fits. 
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8 Comparison of Micromixing Models for CFD Simulation 
of Nanoparticle Formation 
A paper published by AIChE Journal 
Liguang Wang and Rodney O. Fox 
Abstract 
Reactive precipitation is an important research topic in chemical reaction engineering because 
of its numerous industrial applications in the formation of nanoparticles. Recently, computa­
tional fluid dynamics (CFD) has been successfully coupled with micromixing models and proba­
bility density function (PDF) methods to predict the effect of mixing on the particle size distri­
bution (PSD). The micromixing model is generally based on the presumed PDF method. The 
objective of this work is to compare multi-environment presumed PDFs and a recently proposed 
direct-quadrature-method-of-moments-interaction-by-exchange-with-the-mean (DQMOM-IEM) 
micromixing model with transported PDF predictions for the simulation of reactive precipi­
tation including simultaneous mixing-limited reaction, nucleation and growth in a plug-flow 
reactor (PFR). DQMOM is applied to calculate the turbulent spurious dissipation rate for the 
multi-environment micromixing models. The results show that the DQMOM-IEM model agrees 
well with the transported PDF simulations, even when the number of nodes used in DQMOM 
is small (e.g., 2-4). Given the computational efficiency of the DQMOM-IEM model relative to 
transported PDF methods, this model offers great promise as a practical CFD tool for simulating 
plant-scale reactors. 
Introduction 
The unique chemical, electronic, magnetic, and optical properties of nanoscale particles have 
led to their evaluation and use in a broad range of industries, such as biotechnology, catalysis, 
data storage, energy storage, and microelectronics [Sôhnel and Chianese, 1991; Tavare, 1995; 
Roco, 1999, 2001; Martin and Kohli, 2003]. Reactive precipitation, which involves mixing-limited 
reaction, nucleation, growth, and aggregation, is often of key importance in the processes that 
produce particles for these applications. The product properties, such as particle size distribution 
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and morphology, result from micromixing and rapid reactive precipitation. When modeling these 
reactors using computational fluid dynamics (CFD), it is important to choose an appropriate 
micromixing model in order to efficiently and accurately simulate reactive precipitation. 
The calculation of the chemical source term S(</>) is one of the major issues when modeling 
turbulent reacting flows [Fox, 2003]. The conventional closure for the chemical source term is 
to assume that the joint composition probability density function (PDF) can be represented by 
its moments. In general, this assumption has severe limitations and cannot predict complex 
competitive reactions [Fox, 2003]. Another important approach works with the composition 
PDF directly. The joint composition PDF of the scalars in a reacting flow is defined as 
where A, B, etc., are the chemical "species" appearing in the reacting flow problem. For reactive 
precipitation, these "species" can include the moments of the particle size distribution [Piton 
et al., 2000]. The composition vector <f> has length Ns, as does its state-space counterpart t/>. If 
ffj, is known, the Reynolds-average chemical source term can be calculated exactly as follows: 
In general, modeling approaches that attempt to find appropriate forms for are known as 
PDF methods. PDF methods can be categorized as presumed and transported [Fox, 2003]. 
Several differences between the two types of models exist in terms of the discretization of 
the composition space, spatial transport, and the numerical scheme adopted. For example, the 
presumed form of the PDF in terms of a finite collection of delta functions may be inadequate 
for complex chemistry. For transported PDF methods, the shape of the joint scalar PDF is 
computed from its transport equation. However, transported PDF codes are generally much 
more CPU intensive than presumed PDF codes. 
In order to solve the population balance equation (PBE) which is used to describe particulate 
flow phenomena, discretized population balance (DPB) methods [Hounslow et al., 1988; Lister 
et al., 1995b] or the method of moments (MOM) [Leeuwen et al., 1996] can be applied. Previous 
results in different devices have shown that mixing plays an important role in the evolution of 
supersaturation and hence on nucleation and growth [Fitchett and Tarbell, 1990; Baldyga et al., 
1995a; Phillips et al., 1999; Marchisio et al., 2001a]. MOM is generally used in CFD because it 
requires only a few lower-order moments (usually < 6) to describe the PBE. Several presumed 
PDF methods coupled with CFD have been used to study turbulent precipitation including 
nucleation and growth using MOM. A four-environment presumed PDF method has been used to 
investigate turbulent precipitation in a single-jet tubular reactor [Piton et al., 2000]. Comparison 
x
,  t)dijj  = P[ipa  < 0Q (x,  t)  < ipa  + dtpa ,a = A,B,. . . ] ,  (8.1) 
r+oo r+oo 
( S  ( 0 ) )  =  /  • • • • / S ( V > ) / 0 ( t / > ; x , t )  d i / >  
J o  J o  
(8.2) 
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between a three-environment presumed PDF and transported PDF methods for tubular flow 
precipitation has been made and some discrepancies were found in the predictions of mo and 
in Marchisio et al. [2001b]. Since transported PDF methods [Pope, 1985a; Dopazo, 1994; Fox, 
1996] are considered to be the state-of-the-art technique for solving micromixing and chemical 
reactions in turbulent flows, an important question to consider is whether multi-environment 
models can be constructed to yield equivalent results. This is the question to be answered in 
this work. 
PDF Methods for Reactive Precipitation 
A poorly-micromixed, plug-flow reactor model (see Fig. 8.1) will be used to compare the 
predictions of precipitation for different PDF methods [Wang and Fox, 2003]. For this model, it 
is assumed that the turbulence fields (e.g., k and e) are homogeneous and stationary. As shown 
in Fig. 8.1, only (Uz) is non-zero and constant in the reactor. Further details on the model can 
be found in Wang and Fox [2003]. 
Transported PDF Model 
In transported PDF methods, the joint PDF is represented by a large number of "notional 
particles". The notional particles move in real and composition space by well-defined stochastic 
models [Pope, 1985a]. A detailed description of the PDF formulation and solution using Monte-
Carlo methods can be found in Fox [2003]. Here we limit the discussion to the final transport 
equation of the joint composition PDF x, t) ,  made dimensionless by sett ing t z  = z + (U z)t*, 
t — tz/(k/e), and x = ey/(Cik1,5) (see Wang and Fox [2003] for details): 
where IV = (Sc-rC\) — 0.1286 is the dimensionless turbulent diffusivity. Note that in 
Eq. 8.3 the source term Sa{^}) appears in closed form. 
In this work, we will use the IEM model to represent micromixing in the transported PDF 
simulations. The dimensionless IEM model can be written as 
where — 2 is the nominal value of the mechanical-to-scalar time-scale ratio. The reader should 
keep in mind that many other transported PDF micromixing models are available in the liter­
ature [Fox, 2003]. Thus, when comparing the transported PDF results with multi-environment 
(8.3) 
(8.4) 
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PDF results it is imperative that the IEM model also be used in the multi-environment PDF 
model. As shown in Fox [2003], the problem of finding an equivalent multi-environment PDF 
model starting from a particular transported PDF micromixing model is relatively straightfor­
ward. However, the inverse problem of finding a transported PDF micromixing model from a 
particular multi-environment PDF model is still open. In this work, we will first compare results 
for the IEM model found by transported and multi-environment PDF methods. We will then 
show that consistent formulations of other multi-environment micromixing models are possible, 
and compare these results to the transported PDF results. The goal of these latter comparisons 
is to show that the choice of the micromixing model can have a strong effect on CFD predic­
tions for reactive precipitation, and thus care must be taken to validate the models with simple 
inert-scalar mixing problems before they are used for reacting-scalar CFD. 
Due to the high dimensionality of the state-space vector, Eq. 8.3 can not be solved directly 
using standard discretization methods. Instead, a Monte-Carlo simulation is employed with 
approximately 6000 notional particles (see Wang and Fox [2003] for details). Every notional 
particle contains information concerning its position X and composition <f>. The initial conditions 
for mixture fraction £, and reactant concentrations CAO and CBO are shown in Table 8.1. All 
other scalars are initially zero. The time step At = 0.001 is specified in the simulations. Spatial 
gradients in the ^-direction are resolved using nceu = 100 equally-spaced grid cells in the periodic 
domain x 6 [0,2], Thus, each grid cell contains approximately np — 60 notional particles, 
which can be used to generate a histogram estimate for f$(tp; x, t) at fixed x and t [Fox, 2003]. 
Alternately, the joint PDF can be visualized using scatterplots at fixed t using all (or a random 
subset) of the 6000 notional particles. This latter representation is particularly convenient when 
looking at conditional variables (e.g., reaction progress Y conditioned on mixture fraction £), 
and we will use it to compare the different models in Sec. 8. The multi-environment PDF 
simulations discussed below use the same mesh density and time step as the transported PDF 
simulations. Solutions have been compared for different mesh densities and time steps, and the 
parameters given above were found to be mesh independent. In the simulations, the calculations 
for turbulent diffusion and the chemical source terms are simply time split. During the source-
term sub-step calculation, a stiff initial value ODE solver (Rosenbrock method) is used [Press 
et al., 1992a], Alternatively, in-situ adaptive tabulation (ISAT) can be used to efficiently evaluate 
the source terms as described in Wang and Fox [2003]. 
Mult i-Environment PDF Methods 
In multi-environment PDF methods, the presumed composition PDF has the form 
Nt N ,  
(8.5) 
7 1  —  1 Q = 1 
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where Ne  is the number of environments, pn  is the probability of environment n, and (4>)n  
is the mean composition vector in environment n [Fox, 2003]. For a 1-D inhomogeneous flow 
corresponding to Fig. 8.1, the presumed PDF governing equations are as follows: 
where (s)„ = pn(<t>)n  is the probability-weighted mean composition vector in environment n, 
7Gn is the rate of change of pn due to micromixing, and 7Mn is the rate of change of (s)n 
due to micromixing. As discussed below, the choices of Gn and M„ are subject to constraints 
to conserve the sum of the probabilities and the mean compositions. However, many different 
consistent forms exist and result in different multi-environment micromixing models [Fox, 2003]. 
As discussed in Sec. 8, the correction terms an and bn are needed to ensure that the composition 
moments of order two and higher are correctly predicted in the presence of mean scalar gradients. 
Finally, S({0)„) is the (closed) source term evaluated at node composition (<£)„. Note that 
the extension of Eqs. 8.6 and 8.7 to 3-D inhomogeneous flows with turbulent convection is 
straightforward [Fox, 2003]. 
The specification of Gn  and M„ depend on the definition of the micromixing model. Nonethe­
less, the conservation of probability requires that 
(8.6) 
^ +p^S((4,)„) + b*, (8.7) 
y^Pn — 1» (8.8) 
71=1 
and thus 
(8.9) 
71 = 1 
The mean composition vector can be found from Eq. 8.5, and is given by 
(8.10) 
Since micromixing must leave the means unchanged [Fox, 2003], we require that 
EMn = °- (8.11) 
Similar constraints apply to the correction terms an  and brt. 
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Summing Eq. 8.7 over n yields the transport equation for the mean compositions: 
where the mean chemical source term is defined by 
Ne 
(S#)) = %]pnS((<f)»). (8.13) 
n=1 
The micromixing computations are performed at the sub-grid level during the CFD calculation. 
Example expressions for 7Gn and 7M„ for several different micromixing models [Fox, 2003] are 
listed in Tables 8.2-8.8. Consistent with the transported PDF simulations, the mixture-fraction 
variance dissipation rate eç is calculated by 
-£ç = C^'2), (8-14) 
where 0$ = 2. The correction terms an  and bn are determined using the direct quadrature 
method of moments (DQMOM) [Marchisio and Fox, 2004], which will be described next. 
Direct Quadrature Method of Moments 
DQMOM can be applied to derive the correction terms needed in Eqs. 8.6 and 8.7 [Marchisio 
and Fox, 2004]. DQMOM begins with the joint composition PDF transport equation (Eq. 8.3). 
The derivation starts by inserting Eq. 8.5 into Eq. 8.3, and the following linear equation for the 
Ns scalars is found [Fox, 2003] : 
Ne E 
71=1 
Ns \ Ns 
\ma 
In 
a=l / Q~ 1 
1 - Y ^ma j 
Ne Ns Ns ( N, SSS (8-15) 
where the right-hand side depends on the mean scalar gradients: 
**  3  < 8 1 6 )  
The N t :[N s  1- 1) unknowns (an .  b\n ,  ..., ^vsn) are found by solving Eq. 8.15 with the same 
number of unique combinations of lower-order integer moments. The latter are specified by 
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choosing unique sets of (TOI,  . . m  Ns) where MA G (0,1,2,...). Note that in the absence of 
mean scalar gradients, capn = 0 and thus an = 0 and bn = 0 satisfy Eq. 8.15. Hence, as noted 
earlier, the correction terms are only needed in the presence of mean scalar gradients. 
As an example of how a set of moments creates a linear equation, assume all ma  = 0 in 
Eq. 8.15. It then follows that 
Ne 
£ 
n=l 
Ns N s  
1 - mQ ma n 
a=l a—I 
&n — a l  + a2 + ' '  '  + &Ne  i  (8.17) 
d AT. S 5^*)" N s  mQ n botn — 0, 3=1 
and 
Ne Ns Ns d2  N, SSS IS/"™'1 PnC°""=0-
Thus, we obtain (as expected) 
Ne 
^ ^  Ira — 0. 
(8.18) 
(8.19) 
(8.20) 
n=1 
As another example, consider the first-order moment where only m\ = 1. Following the same 
steps as in Eqs. 8.17-8.19, we find 
Ne 
5>m=0, (8.21) 
71 = 1 
which indicates that the mean value of scalar 1 is conserved. The other first-order moments 
yield 
Ne 
ba n  = 0 for a — 1,..., N s .  (8.22) 
71 = 1 
Thus, DQMOM conserves both the probabilities and the scalar means as required. 
The zero- and first-order moments must be satisfied in every case, and yield N s  + 1 linear 
equations. The remaining (Ne — 1)(ATS + 1) linear equations must be found from higher-order 
moments. In general, depending on the value of Ne, second-order (either only one rna 2 or two 
distinct mn = 1), and possibly third-order moments will be required to get a full-rank coefficient 
matrix A to solve the linear equation of the form 
A a = c, (8.23) 
where the vector of unknowns is defined by a = jai, • • • ,a ? f e ,  & n ,  &12, • • • • Of course, 
A and c are found from Eq. 8.15. However, the user must find a linearly-independent set of 
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moments for which the rank of A is equal to Ne(N s  + 1). Readers can find more information 
related to problems that can arise in choosing linearly independent moments in Marchisio and 
Fox [2004]. 
For the reactive precipitation case considered in this work, N s  = 8 and the scalars differ 
in value by several orders of magnitude [Wang and Fox, 2003]. It should thus be noted that 
Eq. 8.15 is scalable, which means that we can scale (<pa) by a factor Ca, and then use the 
scaled value to compute its gradient. After finding ban for the scaled variables, the correction 
term for the original scalar is simply equal to Caban. For reactive precipitation, this scaling 
scheme is extremely useful to avoid numerical errors in the linear solver needed to compute a 
from Eq. 8.23. However, linearly dependent scalars will result in a singular covariance matrix, 
making the calculation unstable. Moreover, as reported in our earlier work [Marchisio and Fox, 
2004], Eq. 8.15 does not ensure scalar boundedness. Another difficulty that occurs with certain 
multi-environment micromixing models (e.g., engulfment models) is that the composition (</>)„ 
is fixed, but pn is allowed to change for particular values of n. Typically, the latter correspond to 
regions of "pure" or "unmixed" fluid (e.g., feed streams) in which no chemical reactions occur. 
In order to overcome these difficulties, additional constraints must be added to DQMOM. 
In order to keep (<p)n constant during micromixing, we must set b„ = an(<f>)n. In order to 
overcome the problems associated with boundedness, the following two constraints are required: 
(1) each scalar is treated independently (i.e., no cross moments are employed) and (2) an = 0 
for all n. These two constraints result in the following simplified form of Eq. 8.15: 
Ne Ne 
^(4>a)™a~ lban = {rna-l)Y^(<i>a)nc'~'1PnCao l.n for a = 1, . . . , jVs, (8.24) 
n=1 n=l 
where ma  = 1,2,...,Ne .  Thus, the correction terms ba n  for each scalar are found separately. 
When written in matrix form, the coefficient matrix on the left-hand side of Eq. 8.24 is a 
Vandermonde matrix, which often arises when reconstructing PDFs from their moments [Press 
et al., 1992a], Although Vandermonde matrices are notoriously ill-conditioned for large Ne, this 
will not be a problem in applications of multi-environment PDF models since they are most 
attractive when Ne is small. 
Note that by using Eq. 8.24, the first Ne  moments of each scalar are forced to agree with 
the exact moments found from the joint PDF transport  equation (i .e. ,  Eq. 8.3) in the absence of 
chemical source terras. When chemical source terms are present, the moment transport equation 
will not be closed, and thus the exact moments will only be predicted in the limit where Nr is 
very large. (Nevertheless, as shown in Sec. 8, excellent approximations for the moments can be 
found with small Ne.) Similar statements can be made concerning the Monte-Carlo simulations 
in transported PDF methods where the number of notational particles per grid cell plays the 
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same role as Ne .  However, in Monte-Carlo simulations of inert scalars the moments are in fact 
not predicted exactly due to statistical errors. Thus, since no statistical errors are present in 
the multi-environment models, they should yield superior predictions for inert scalar mixing as 
compared to transported PDF methods,  especially in the l imit  of small  Ne .  
Multi-Environment Micromixing Models 
A number of different multi-environment micromixing models are proposed in Fox [2003]. 
The correction terms used in these models were chosen to predict the correct mixture-fraction 
variance, and thus did not make use of DQMOM. Since these models are based on various 
mechanistic descriptions of micromixing (e.g., engulfment and deformation), it is of interest to 
determine what correction terms result from DQMOM. Note that in each of the models given 
below, the micromixing rate 7 is chosen such that the mixture-fraction variance predictions for 
all of the models are the same as for the transported PDF simulations. 
One-Environment (IE) 
In this model, complete micromixing is assumed at every grid point, and no correction 
terms are needed. We report this model here as a reference case for comparison against multi-
environment PDF models that include micromixing. Table 8.9 reports the initial conditions for 
the IE model (and hence of the initial mean compositions). 
Two-Environment (2E) 
In this model, matter is only transferred by engulfment from environment 2 to environment 
1. Hence (</>)2 is constant, and no reactions occur in environment 2. Since (<f)}2 is forced to be 
constant, b% - «2(^)2- Because 01+02 = 0 and bi+bg = 0, 01 — -02 and bi = -bg — —02(^)2• 
Thus, the only remaining unknown parameter is no- Since it is a scalar, we can choose only one 
of the second-order moments in DQMOM (e.g., mi — 2 in Eq. 8.15). Following Fox [2003], we 
choose to control the mixture-fraction variance and set the mixture fraction in environment 2 
equal to zero. The resulting model variables are shown in Table 8.2, and initial conditions are 
given in Table 8.10. 
Three-Environment (3E) 
In this model, environments 1 and 2 transfer matter by engulfment to environment 3 where 
reactions occur. Since (<f>) 1 and (0)2 must remain constant, bi = oi(^»)j and b? - «2(^)2; 
hence by — -«i (</>)t — 02(0)2- Given that aj - —«i - 02, DQMOM can be used to determine 
the two remaining unknowns: a y and 02. Note that these are again scalar quantities, so we 
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may choose at most two higher-order moments for use with Eq. 8.15. Consistent with the 2E 
model, we choose to control the second and third moments of the mixture fraction (e.g., m 1 = 2 
and mi — 3 in Eq. 8.15). Following Fox [2003], we will let the mixture fraction be unity in 
environment 1 and zero in environment 2. Thus, spatial gradients in the mixture fraction are 
only present in environment 3.  Letting a = 1 denote the mixture fraction, we find &u = a\, 
b\2 = 0 and 613 = —a\. Using these values in Eq. 8.15 yields 
(1 - (£>3)V + (0ïa2 = 2p3cii3 for mi = 2, 
(8.25) 
(1 - 3(0i + 2(£)l)ai + 2<0ia2 = 6(£)3P3Cii3 for mi = 3, 
which can be solved to find ai and 0%: 
(A3 
al — ttt ^2^3^113 — 7slP3) ; : {z (8'26) 
a-2 = 2—T-T2—P3C113 = 7S2P3-
\W3 
The resulting model variables are shown in Table 8.3, and initial conditions are given in Ta­
ble 8.11. 
Four-Environment (4Ea and 4Eb) 
In these models, environments 2 and 3 are formed by engulfment between environments 1 
and 4. Reactions occur in environments 2 and 3. In model 4Ea, environments 2 and 3 exchange 
probability (see definitions of G2 and G3), while in model 4Eb they do not. Note that the 
forms of correction terms will be the same for both models. Since (0)i and (0)< must remain 
constant, bi = ai(0)i and b,j = 04(0)4; hence b% + b3 = —01(0)1 - 04(0)4. For this case, 
the compositions in environments 2 and 3 are free to move according to the combined effects of 
micromixing, the source terms, and the correction terms. In order to ensure boundedness for 
the scalars, we will invoke the constraint an = 0 for all n, and use Eq. 8.24 with ma = 1 and 2 
to find ba2 and ba3. This process yields 
6.2 - (8.27) (^a)s - (dW3 
Note that although this is a four-environment model and one would expect to be able to control 
moments up to order four using DQMOM, because two environments have fixed compositions 
we can only control the moments up to order two. The resulting model variables are shown in 
Tables 8.4 and 8.5, and initial conditions are given in Table 8.12. 
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As an example of the multi-environment PDF model equations, consider the 4Eb model 
shown in Fig. 8.2. The micromixing and correction terms in Table 8.5 yield the following 
equations: 
lf = IV + (8'28) 
d(s)i 
dt 
r 32<s}i 
=  I V  D T >  
k 
- -7(1 -pi)(s)v 
a(s)2 
dt 
k 
+ —7 [(1 -Pi) ( s ) 1  -P3<s)2+P2(s)3] + b2 + P2~ S ((0)2), 
d(s)s 
dt 
r  82(s)3  
-
Ft 9*2 
k 
+ -7 [P3<S>2 -P2<8>3 + (1 -P4)<8>4] + bs +P3-S((0)s), 
d( s)4 
dt 
r 92(S>4 
= I> dx* 
k 
- -7(1 -P4)<8>4, 
(8.29) 
where the relation p± = 1 — p\ — p2 — P3 is used to eliminate the equation for p\. 
DQMOM-IEM(7Ve) Micromixing Model 
In all of the multi-environment PDF models discussed above, the concentrations of the 
scalars in some of the environments remain unchanged throughout the micromixing process, 
which requires that the correction terms calculated by DQMOM be treated differently. These 
multi-environment PDF models were originally constructed by invoking different micromixing 
mechanism (e.g., engulfment and deformation). However, these mechanisms are not consistent 
with the IEM model that is used in the transported PDF simulations. Therefore, differences be­
tween the results found with the multi-environment PDF and the transported PDF methods are 
to be expected for arbitrary values of Ne. Hence, in order to make quantitative comparisons be­
tween the two methods, it is necessary to introduce the DQMOM-IEM(iVe) micromixing model. 
As shown in Fox [2003], the forms of the exchange terms in the DQMOM-IEM micromixing 
model are particularly simple: 
Gn  = 0 and Mn = pn«0) - (0)„). (8.30) 
The definition of (0) in terms of (s)n (Eq. 8.10) can be used to re-express the micromixing model 
in terms of pn and (s)n (see Tables 8.11-8.15). The correction terms b„ are found directly from 
Eq. 8.24. In theory, since the micromixing models are exactly the same, as Ne increases the 
predictions from the DQMOM-IEM(iVe) micromixing model should exactly approach those from 
the transported PDF model (Eq. 8.3). We will investigate the rate of convergence of the two 
173 
methods in Sec. 8. 
When applying the DQMOM-IEM(Ne) micromixing model to inhomogeneous flows, we have 
found that since Gn = an = 0 the initial/boundary conditions for pn cannot be everywhere null. 
Indeed, for the mixing problem under consideration, if pn(x,0) = 0 then pn(x,t) will remain 
null for all t. In order to overcome this difficulty, we have found that it suffices to initialize 
pn(:r, t) such that it is non-zero (e.g., unity) on some sub-domain in % 6 [0,2]. The corresponding 
weighted scalars (s)„ can then be chosen to yield the desired initial scalar distribution. However, 
specifying that pn(x,0) be non-zero does not uniquely determine its value. For example, in 
Table 8.13 two sets of initial conditions are shown that yield the same initial moments. In the 
first set, pn{x, 0) varies with x and the initial mixture fractions (<?;)„(x, 0) are constant for each 
n. In the second set, pn is constant and (£)n(x, 0) is allowed to vary with x. As shown in the 
Appendix, the second choice leads to unrealizable solutions for which (£)n(:r, t) lies outside of 
the interval [0,1] for certain values of x. In general, we have found that unrealizable solutions 
only occur when (£)n(:r, 0) is allowed to vary with x. Thus, in addition to satisfying pn(:r, 0) > 0 
on a sub-domain in x, we must also require that (£)„(.-r, 0) be constant for each n. Note that 
for Ne > 2, these conditions do not uniquely determine pn(x, 0) and (£)„(:c, 0). Thus, in order 
to investigate how the choice of initial conditions affects the model predictions, we will use the 
two sets of initial conditions reported in Table 8.14 (Ne = 3) and Table 8.15 (Ne = 4). 
DQMOM-IEM(2) 
In this two-environment micromixing model, environments 1 and 2 exchange matter with 
each other; hence, reactions occur in both environments (see Fig. 8.3). Model variables are 
shown in Table 8.6, and two sets of initial conditions are given in Table 8.11. (Recall that the 
second set  is  unrealizable as mentioned above.)  Applying Eq. 8.24, the correction terms for (sa) 
are found to be 
L PiCQQI + P2caa2 L ,n 
= w. - w, = -b"2- <8'31) 
Note that ba \  is not defined when (4>a)i = {<t>a)2 (i.e., when the compositions in the two nodes 
coincide). In our simulations, we find that this occurs only on isolated points in the ^-domain. 
In order to overcome this difficulty, whenever it occurs we simply compute b„ using the average 
of the two-neighboring grid points in the z-domain. Another approach is to use the perturbation 
method discussed in the Appendix. 
DQMOM-IEM(S) 
For this micromixing three-environment model, the model variables are shown in Table 8.7 
and two sets of initial conditions are given in Table 8.14. In the first set, the longer region (0.2 < 
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x < 2, £ = 0) is represented by two environments with p2 = 3/4, (()2 — 0 and p3 = 1/4, (()3 = 0 
when 0.2 < a; < 2. In the second set, the longer region is represented by two environments 
with p2 = P3 = 1/2. Like the DQMOM-IEM(2) micromixing model, the correction terms are 
obtained by applying Eq. 8.24 for each scalar. Note that with Ne = 3, the correction terms will 
ensure that the first three moments of the mixture fraction are identical for all realizable sets of 
initial conditions. However, differences in the moments of order four and higher are expected. 
DQMOM-IEM(4) 
For this four-environment micromixing model, model variables are shown in Table 8.8 and two 
sets of initial conditions are given in Table 8.15. In the first set, the shorter region (0 < x < 0.2) 
is represented by two environments with pi = 3/4, (£)i = 1 and p2 = 1/4, (£)2 = 1 when 
0 < x < 0.2. On the other hand, the longer region (0.2 < x < 2.2) is split into two equal 
regions where p3 = 1, (£)3 = 0 when 0.2 < x < 1.1; and p4 = 1, (£)4 = 0 when 1.1 < x < 2. 
In the second set, both region are represented by two environments with pn = 1/2. Note 
that other possible sets of initial conditions exist (e.g., the longer region could be represented 
by p2 = p3 = P4 = 1/3) and lead to realizable solutions. Similar to the DQMOM-IEM(2) 
micromixing model, the correction terms are found by applying Eq. 8.24 for each scalar. Note 
that with Ne = 4, the correction terms will ensure that the first four moments of the mixture 
fraction are identical for all realizable sets of initial conditions. However, differences in the 
moments of order five and higher are expected. 
As an explicit example of the transport equations, consider the DQMOM-IEM(2) micromix­
ing model. In this case, the relation p2 = 1 — pi can be used to eliminate the equation for p2. 
The transport equations can then be manipulated to yield 
dpi =  d2pi 
dt dx2  '  (8.32) 
+ *7(PI(S)2 -P2(s>!) + bi  +Pi*S«0)i), (8.33) 
and 
= TT^^L + ^7(P2(S)1 -PI(s)2) + b2 + P2*S({0>2), (8.34) 
where bi and b2 are determined by DQMOM (i.e., Eq. 8.31). 
Reactive-Precipitation Source Terms 
As previously mentioned, MOM can be applied to solve the PBE for simultaneous nucle­
ation and growth [Randolph and Larson, 1988]. The dimensionless Reynolds-averaged transport 
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equation for the moments of the particle size distribution can be written as 
(8.35) 
where B is the nucleation rate and G is the crystal growth rate. The first five moments are of 
particular interest, as they are related to the total particle number density (mo), the total particle 
surface area (t^mg), the total solids volume (kvm3), and the mean particle size (c / 4 3  =  1714 /1713);  
where ka is surface shape factor and kv is volume shape factor. In general, both shape factors 
depend on crystal morphology. Note that the non-linear terms in Eq. 8.35 for nucleation and 
growth are not closed. These terms are strongly effected by micromixing [Piton et al., 2000], 
which can be modeled using PDF methods (e.g., transported or multi-environment PDF models). 
Using MOM and a multi-environment micromixing model, a set of seven composition vari­
ables must be used for each environment, resulting in a composition vector of the form (f> = 
[£, y, mo,..., 7714]T. In addition to the mixture fraction and moments, Y is the reaction-progress 
variable defined below. In Table 8.16, the source terms that are used for each scalar are re­
ported. These source terms are used in Eqs. 8.3 and 8.7 to account for reactive precipitation. 
In this study, barium sulfate precipitation kinetics are used (A = Ba2+ and B = SO|~) with 
non-premixed inlet concentrations of CAO = 100.0 mol/m3 and CBO = 11.1 mol/m3, unless stated 
otherwise. The other model constants needed to define the source term for Y are p = 4500 kg/m3, 
kv = 5, and M = 0.224 kg/mol. 
The nucleation [B(£, F)] and growth [G(£, Y)] rates appearing in Table 8.16 can be calculated 
by using the reactant concentrations for a one-step, non-premixed reaction: 
The local species concentration are related to local mixture fraction £ and reaction-progress 
variable Y by the following expressions [Marchisio et al., 2001a]: 
where £S = CBO/(CAO + CBO). In the inflow streams, the reaction-progress variable is null (Y = 
0) and the mixture fraction is either £ = 0 or 1. Thus, cao and cbo are just the species 
concentrations in the inflow streams. As shown below, the nucleation and growth rates depends 
on the supersaturation, which is a function of ca and eg, and hence of ( and Y. Based on the 
initial conditions, = (£) = 0.1; hence, Y will approach unity when reactant B is depleted. 
A + B —>• C. 
ca = cao(£ - LY),  (8.36) 
CB = cbo[1 - £ - (1 - £S)Y] (8.37) 
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The nucleation rate used in this study is obtained from Baldyga et al. [1995b]: 
• When Ac < 10 mol/m3, heterogeneous nucleation occurs: 
B ( £ , Y )  =  2.83 x 1010(AC)1é775 [l/(M3 S)], (8.38) 
• When Ac > 10 mol/m3, homogeneous nucleation occurs: 
B { £ , Y )  =  2.53 x 10~3(AC)15 [l/(M3 s)], (8.39) 
where the supersaturation is defined by Ac = (CACB)1//2 — klJ2 [mol/m3], and the solubility 
product of barium sulfate is k3 = 1.14 x 10~4 mol2/m6 at room temperature. 
The growth kinetics [Baldyga et al., 1995b] are described by a two-step diffusion-adsorption 
model ([Nielsen and Toft, 1984]): 
G(£,Y) = k r(Ac s)2  = kd(cA  - cA s) = kd(cB  - CBS) [m/s], (8.40) 
where Acs = (casCbs)1^2 — kXJ2  [mol/m3], k r  = 5.8 x 10~8 (m/s)(m6/mol2) [Nielsen, 1984], and 
kd is the mass transfer coefficient. cas is the concentration of specie a near the surface of the 
crystal at the limit of the adsorption layer. According to Nagata [1975], kd is size-dependent but 
remains nearly constant for particles smaller than 10 //m. As a consequence, kd should fall in 
the range between 10~7 and 10 8 (m/s)(m3/mol) [Baldyga et al., 1995b]. (More discussion on 
mass transfer to microparticles can be found in Armentante and Kirwan [1989].) In this work, 
kd is fixed to be 10~7 (m/s)(m3/mol). Other expressions for the nucleation and growth kinetics 
of barium sulfate can be found in Aoun et al. [1996, 1999]; Wei and Garside [1997]; Schwarzer 
and Peukert [2002]; Jones [2002]. For example, more complex expressions are required to predict 
accurately the effect of non-stoichiometric conditions on the reactive precipitation process, and 
activity coefficients should be introduced for high feed concentrations [Baldyga and Orciuch, 
2001]. However, the qualitative predictions of all available kinetics expressions are similar, as 
is their sensitivity to micromixing. Thus, the conclusions drawn in this work concerning (for 
example) the agreement between the transported PDF and the DQMOM-IEM models should 
apply to all kinetic models used for reactive precipitation of barium sulfate. On the other hand, 
agglomeration processes can be an important step in the evolution of particle size. Quadrature 
method of moments can be used to simulate this process [Marchisio et al., 2003a; Wang and 
Fox, 2003]. 
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Results and Discussion 
Mixture-Fraction Moments 
Because they can be written in closed form, it is useful first to compare the mixture-fraction 
moments predicted by the various models. Since £ is an inert scalar, its spatial mean value 
({£){x, <)) depends only on the initial conditions (£)(x, 0) (which is the same for all models) and 
turbulent diffusivity: 
Thus, as expected, all of the multi-environment PDF models exactly reproduce the solution to 
this expression. On the other hand, the transported PDF model predicts a statistically equivalent 
solution that approaches the exact solution as the number of particles increases. Consistent with 
statistical sampling theory, the statistical error scales like rip1/2. 
By construction, for all of the micromixing models (Ne  > 2) the mixture-fraction variance 
((£/2)) is governed by 
^ = rT^ + 2rr(W)2-2(a (8.42) 
with initial condition (£'2)(x, 0) = 0. (For Ne  = 1, the variance is null for all t .)  Thus, due to 
the gradient in the mixture-fraction mean, variance is produced in the reactor and then decays 
for large t. In Fig. 8.4, the x-average mixture-fraction variances calculated using the various 
PDF models are presented. Note that all reported variables including (£'2), mo, c/43, S, and 
Y are averaged across the x axis in this work in order to generate line plots. Nevertheless, 
surface plots of (Ç'2)(x, t) have also be compared and found to agree for the various models. As 
expected, (£/2) calculated from different multi-environment PDF models are all identical and 
very close to the (statistically noisy) transported PDF result. Spatial contour plots of (£) and 
(£'2) calculated from the multi-environment and transported PDF models were also found to 
agree. Finally, results for (£) and (£/2) found with different initial conditions for the DQMOM-
IEM micromixing models were found to be identical. 
As we mentioned previously, the DQMOM correction terms ensure that the first Ne  moments 
(1,2,..., Nr ) are exactly the same in the transported PDF and the DQMOM-IEM(Are) models. 
For example, in the DQMOM-IEM(3) model, (£), (£2) and (£3) are exactly the same as in 
the transported PDF model. The expression to calculate the central moments of the mixture 
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fraction using the multi-environment PDF model is 
Ne (8.43) 
= 53Pn {(On -  (0)m  • 
71—1 
Note that because the multi-environment PDF models do not involve random processes, the 
moments found from Eq. 8.43 will be free of statistical error. On the other hand, in the trans­
ported PDF method, it is straightforward to get the cell values of (£m) and (£'m) using ensemble 
averages. However, these estimates are subject to statistical error, and for large m the number 
of notional particles must often be increased to control this error. For m > 3, the standardized 
central moments are defined by 
( ê ' m )  
Vm = (£/2)m/2 ' (8-44) 
where the Gaussian values are ^3 = 0, /U4 = 3, /U5 = 0 and /Ug = 15. Recall that the mixture-
fraction PDF in a turbulent flow is known to approach a Gaussian PDF for large t [Eswaran and 
Pope, 1988]. However, it is also well known that the IEM model does not generate a Gaussian 
PDF in a scalar mixing layer [Tsai and Fox, 1998], which is quite similar to the reactor geometry 
used in this work. 
In Fig. 8.5, fis and m for the DQMOM-IEM(ATe) models are plotted together with the re­
sults from the transported PDF model. In order to control the statistical error in the central 
moments, it was necessary to employ 500 notional particles per grid cell in the transported PDF 
model. Given that the mean composition fields can be adequately estimated with 60 notional 
particles, the use of 500 particles requires a nearly ten-fold increase in the computational cost. 
As noted above, the IEM model does not produce long-time Gaussian statistics for this flow. 
However, as expected, the mixture-fraction moments of order Ne and smaller found from the 
DQMOM-IEM(iVe) model agree well with the transported PDF model. Note that the same 
cannot necessarily be said for all moments. For example, non-integer moments, or integer mo­
ments of order Ne+ 1 and higher, are not constrained to follow the exact solution. Nevertheless, 
as shown in Fig. 8.6, /J5 and (J,Q found from DQMOM-IEM(iVe) with Ne < 4 are also in good 
agreement with the transported PDF model (at a fraction of the computational cost!). 
By construction, the mixture-fraction moments of the DQMOM-IEM model follow closely 
the transported PDF model. (Recall that both utilize the IEM model to close the micromixing 
term.) In contrast, the multi-environment models presented in Sec. 8 do not employ the IEM 
model and hence it can be expected that the central moments predicted by these models will 
differ from the transported PDF model. As shown in Fig. 8.7, the third and fourth standardized 
central moments for the various models are quite different from the transported PDF results. In 
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general, the 2E model predicts smaller central moments than the other models, and the results 
for the 3E and 4E models are very similar. While none of these models approach the Gaussian 
limit for large times, the reader should appreciate the fact that it should be possible to employ 
alternative definitions for Gn and M1-™) that generate Gaussian statistics in the lower-order 
central  moments.  Obviously,  the number of moments that can be controlled is l imited by Ne .  
For example, with Ne = 3 it should be possible to define a multi-environment micromixing 
model for which ^3 approaches zero. This flexibility in choosing the micromixing functions can 
be contrasted with transported PDF methods for which the development of micromixing models 
is much more difficult [Fox, 2003]. 
Based on the results presented for the mixture fraction, we can conclude that the DQMOM-
IEM model yields a surprising accurate representation of inert  scalar mixing even for small  Ne  
at a fraction of the computational cost of the transported PDF model. However, in order for 
the multi-environment PDF models to be useful for reactive precipitation, the same must be 
true for reacting scalars. We will examine this subject next by applying the models to reactive 
precipitation of barium sulfate. 
Predictions for Reactive Precipitation 
In Figs. 8.8-8.10, the evolution of (Y), (mo), and (dy) averaged across the x axis are pre­
sented for a characteristic mixing time of k/e = 1 s. From these figures, we can immediately 
draw the conclusion that, since the curves are signicantly different for each model, reactive pre-
cipation under these feed conditions is sensitive to micromixing. Next, we can note that the 
DQMOM-IEM(Ne) results are very close to the transported PDF results for all  values of Ne .  
Indeed, the results for different Ne all fall onto nearly the same curve. On the other hand, the 
predictions of the IE and 2E models are far from those of the transported PDF simulation. 
As a general rule, as the number of environments increases (i.e., 3E and 4E), the predictions 
become closer to the transported PDF results. Recall from Sec. 8 that only for the 4E models 
did the DQMOM correction terms control the second-order moments of the reacting scalars (see 
Tables 8.4 and 8.5). Also, due to its formulation, it can be noted that the 4Eb model reduces to 
the DQMOM-IEM(2) model in the limit where pi — pa = 0. It is thus not surprising that the 
4Eb model results are closest to the transported PDF results in Figs. 8.8-8.10. 
The convergence of the DQMOM-IEM(iVe) models towards the transported PDF model for 
increasing Ne can be investigated by defining the relative error for each scalar: 
where (<^Q)DQMOM(A;Ai) is the average value across the x axis on the £th time step using the 
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DQMOM-IEM model, and {(f>a)P D F  (kAt) is the corresponding average found using the trans­
ported PDF model (i.e., the curves shown in Figs. 8.8-8.10). Note that for the mixture fraction 
(a = 1), this error would be zero if their were no statistical or numerical errors (e.g., due to grid 
spacing and number of notional particles used in transported PDF simulations). In Table 8.17, 
the relative errors are shown for Ne—2-4. It is obvious that when more environments are used 
in the DQMOM-IEM model, smaller relative errors are found. Observing the source terms for 
Y and in Table 7.2, we see that they differ only by a constant, which explains why Y and 
ma have the same relative error. As is obvious from Figs. 8.8-8.10, the relative errors reported 
in Table 8.17 are much smaller than the relative error between the multi-environment and the 
transported PDF models. Hence, there is little incentive to try to decrease the relative error 
by using larger values of Ne before making comparisons with experimental data to determine 
which micromixing model performs the best. 
Although the DQMOM-IEM models predict similar results for reactive precipitation, we 
should comment that the predictions might be more sensitive to Ne for other cases. However, 
it should still hold that using more environments will result in more accurate results. On the 
other hand, as previously stated, Ne should be kept relatively small so that the Vandermonde 
matrix resulting from Eq. 8.24 does not become ill-conditioned, leading to numerical difficulties. 
Homogeneous nucleation determines the characteristics of the precipitation near the inlet 
of the reactor (see Fig. 8.11). In Figs. 8.8 and 8.9, we can observe that the highest rate of 
increase in (Y) happens after the highest rate of increase in (mo). Homogeneous nucleation 
produces a large number of particles and thus the superstaturated species can find a large solid 
surface area for growth. From the modeling point of view, when mo increase significantly, a 
large value of m% (crystal  surface area) is expected. Correspondingly the source term for Y 
becomes large (see Table 7.2), which means that appreciable species consumption occurs in the 
reactor. For different models, the prediction of the mean nucleation rate (B) are different (see 
Fig. 8.11). Depending on the presumed shape of the joint PDF, the mixture fractions in the 
environments are different for different multi-environment PDF models, although their mean 
mixture fraction and mixture-fraction variance are identical. For example, with the 2E model 
the peak mean nucleation rate is significantly higher than the other models. This is mainly due 
to the fact that the "engulfing" environment stays in the homogeneous nucleation regime for a 
longer period than is seen for the other models. In general, we can conclude that the value of the 
mixture fraction in an environment largely determines the degree of supersaturation, and thus 
the nucleation and growth rates near the inlet. The choice of the micromixing model can thus 
have a strong effect on the predictions. As noted above, the choice of the micromixing model can 
only be made by comparison with carefully designed reactive-precipitation experiments using a 
canonical turbulent flow (e.g. homogeneous turbulence). 
To explore the question of why the results for the DQMOM-IEM models are so close to the 
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transported PDF model, we present scatter plots (see Figs. 8.12-8.14) of mo, Y ,  and Ac condi­
tioned on the value of mixture fraction £ at a representee dimensionless time of t = 0.5 (scatter 
plots for other time are similar to t = 0.5) for high inlet concentrations of ca — 200.0 mol/m3, 
cb = 22.2 mol/m3. The higher concentrations are used to enhance the homogeneous nucleation 
rate, and thereby make the system more sensitive to micromixing. In these figures, predictions 
from the IE, DQMOM-IEM(2), and transported PDF models are shown. Note that the scatter 
plots are constructed by random sampling of particles across the x axis for fixed t. Thus, for 
the IE model there is one "particle" per node; for the 2E model there are two; and for the 
transported PDF model there are np = 60. It is obvious that the DQMOM-IEM(2) model 
predicts scatter plots very similar to those from the transported PDF model; hence, the pre­
dictions for reactive precipitation from these two models are close. The only obvious difference 
between the DQMOM-IEM(2) and transported PDF results is that the latter has more scat­
ter around the conditional mean. In fact, the DQMOM-IEM(2) model appears to correspond 
roughly to the mixture-fraction conditional mean (0|£). As more environments are added (e.g., 
DQMOM-IEM(3)), the DQMOM-IEM model will develop scatter about the conditional mean 
and gradually approach the transported PDF result for large Ne. In contrast, the predictions of 
the IE model are poor as compared with the transported PDF, which means that a micromixing 
model is needed to simulate this reaction. We have also compared other conditional plots for 
variables such as m% and growth rate (G) at different times, etc., and the results are analogous 
to those shown in Figs. 8.12-8.14. 
Cases with different mixing times (k/e = 0.2,0.5,1.5 s), lower concentrations (CA = 80.0 mol/m3, 
cb = 8.9 mol/m3), excess species (Case 1: ca = 200.0 mol/m3, cb — 11.1 mol/m3; Case 2: 
ca = 100.0 mol/m3, cb = 22.2 mol/m3; Case 3: ca = 10.0 mol/m3, cb = 111.1 mol/m3) have 
also been tested. For all of these cases, it was found that the predictions of the DQMOM-IEM 
model match closely the results from the transported PDF model. We can thus conclude that the 
DQMOM-IEM model yields an equivalent representation of reacting scalar mixing for reactive 
precipitation even for small Ne. The conclusion that the DQMOM-IEM(7Ve) models yield results 
very close to the transported PDF model is remarkable given the fact that the multi-environment 
PDF models take a completely different simulation approach from the transported PDF model, 
resulting in a considerable difference in CPU time. For example with reactive precipitation, 
a transported PDF simulation with np = 60 required approximately 408 minutes, while the 
DQMOM-IEM(2) model required approximately 13 minutes on a SunFire 6800 (900MHz) for 
the same time step on an identical mesh. Moreover, since the multi-environment micromixing 
models are formulated in an Eulerian frame, they can be easily integrated into existing finite-
volume CFD codes. We should note here that some commercial CFD codes runs much slower if 
spatial gradients are used for the micromixing, but this is a numerical algorithm problem that 
must be addressed by commercial CFD code developers. On the other hand, the computation 
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of complex chemistry can be very expensive and cause instability. As shown else where, in 
situ adapative tabulation (ISAT) algorithm can be used as a solution to source term instability 
and to speed up the computation [Wang and Fox, 2003]. The multi-environment micromixing 
models should thus be ideally suited for CFD simulations of nanoparticle formation by reactive 
precipitation in plant-scale chemical reactors. 
Conclusions 
CFD simulation of turbulent reactive precipitation of barium sulfate with nucleation and 
growth in a poorly micromixed plug-flow reactor has been investigated in this work. The pre­
dictions of multi-environment and transported PDF models are compared. For the first time, 
DQMOM is formulated and applied to approximate the composition PDF transport equation. 
When properly chosen, the resulting DQMOM correction terms enforce agreement between se­
lected lower-order moments of the mixture-fraction PDF and the exact moment transport equa­
tions. Likewise, for reacting scalars, the multi-environment PDF model provides a closure for 
the chemical source term, and the DQMOM correction terms enforce the correct behave of the 
lower-order moments under the influence of turbulent diffusivity. Results for reactive precipita­
tion show that the DQMOM-IEM model agrees closely with a transported PDF model in which 
the IEM model has been used to close the molecular mixing term. Since the multi-environment 
PDF model is much less computationally intensive than the transported PDF model, it is easy 
and extremely promising to couple the simple Eulerian-based multi-environment PDF models 
with a commercial CFD code for realistic industrial problems. Future work in turbulent reactive 
precipitation should focus on obtaining detailed experimental data in homogeneous turbulence 
that can be used to determine which multi-environment micromixing model provide the best 
description of reactive precipitation. 
Appendix 
This appendix is to illustrate how the choice of the initial conditions affects the boundedness 
of the mixture fraction, and how the initial singularity in the Vandermonde matrix (Eq. 8.24) is 
handled in the numerical implementation. As an example of initial conditions (ICs) which lead 
to unrealizable results, we will use the second set in Table 8.13 for DQMOM-IEM(2). Moreover, 
since micromixing makes the problem less severe, the analysis is done with 7 = 0. Hence, 
only turbulent diffusion and the DQMOM correction terms are considered. The corresponding 
governing equations are shown in Eqs. 8.33 and 8.34. A simple explicit central-difference scheme 
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can be used to solve the set of ODEs for (s)&: 
(S)fc|iA t  =  + £~2 ((S)fc,i+1 ~ 2(S)l , i  + (S)k,i-1) 
+ for A = 1,2, (8.46) 
\V2,i \sh,i 
where (s)^At is the updated value of {s)k{~ Pk(Ok) at grid i  and time t  + Ai, Ax is the 
(constant) grid spacing, and At is the time step. 
The first issue that must be addressed is the fact that (£)i and (£)2 have the same initial 
conditions and governing transport equations, and thus will have the same value at every grid 
point. Hence, the final term on the right-hand side of Eq. 8.46 is singular, and a perturbation 
method must be used to separate (£)i and (£)2 for 0 < t. In general, any set of initial conditions 
with zero scalar variance will lead to a singular Vandermonde matrix in DQMOM-IEM. In order 
to make the Vandermonde matrix non-singular, the following perturbation is employed: 
where e is a small positive number. As noted in the main text, for ICs where (cj>)k is constant for 
each k, this perturbation suffices to generate well-behaved realizable concentration vectors for all 
environments n. However, as shown below, a boundedness problem arises for initial conditions 
wherein (£)k depends of x at t = 0 (e.g., the second ICs in Table 8.13). 
For the second ICs in Table 8.13, we have pi = P2 = 0.5 for all t .  Therefore, dividing Eq. 8.46 
by pk, we obtain 
(OfctiAt = (01,i  + ^2 ((Ofc.i+i ~2(Ql,i  + ^ + (-1)* (8-48) 
The explicit, central-difference scheme to compute c^h,i is 
= 4^2 ((OL+i - %_i)' G" ^ = I' 2. (8.49) 
The initial conditions require that (Ç)® - be either 0 or 1, and thus will be very large at the 
node value i corresponding to x = 0.2. Therefore, the boundedness problem will arise during 
the initial time steps. Later, due to turbulent diffusion, the mixture-fraction gradients decrease 
and finally reach zero when the scalars are fully mixed. Thus, the final term in Eq. 8.48 will be 
insignificant for 0 -C t .  
Observing the final term in Eq. 8.48, for small t  the numerator is always non-negative and 
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very large near x = 0.2. In addition, due to the ICs, the denominator ((()% - — (£)i,i) will be 
proportional to e where 0 < e « 1. Thus, for t — 0, the final term on the right-hand side of 
Eq. 8.48 will be dominant: 
(0# - (02,i Af for t = 1,2. (8.50) 
\?/2 , i  \S/l,i 
If 1 —e = (^)g ' < (Ç)i i = 1, the right-hand side of this expression with k = 1 will be positive, and 
(0i,i will go out of bounds (i.e., become greater than unity). Similarly, if O — (£)i,j < (£)2,i = e, 
(£)i,i will become negative. On the other hand, if 1 — e = (£)i j < (£)°,i = ^ the right-
hand side with k = 2 will be positive, and (£)2,i will become greater than unity. Similarly, if 
0 = (£)2,i < (£)i,i = (C)2,i will become negative. Thus, in either case (i.e., (()°^ < {£)1ti or 
^ (£)2,i)> one °f the mixture fractions will become unrealizable on the first time step. 
In the absence of micromixing, the transported PDF model will predict that the mixture 
fraction in each notional particle remains at its initial value. Thus, for large t, ten percent of the 
particles will have £ = 1 and the other ninety percent will have £ = 0. In the multi-environment 
PDF model, this condition would correspond to two delta functions, one with p\ = 0.1 and 
(£)i = 1, and the other with p\ = 0.9 and (£)i = 0. For the second ICs in Table 8.13, we 
can note that this condition will not be attainable using DQMOM-IEM(2) since p\ = p? = 0.5. 
However, the results above will hold for all initial values ofp&, and thus the boundedness problem 
will subsist even when p\ = 0.1 and p? = 0.9 are used as the ICs. In fact, we have found that the 
boundedness problem can only be avoided by choosing ICs such that c°aak i — 0 for all scalars. 
This will  occur only when the init ial  composition vectors (<p)k{x,0) are independent of x. 
Note that the perturbation method given in Eq. 8.47 can lead to unrealizable results if the 
composition variables happen to lie on the boundary of the realizable domain. In order to handle 
this problem, in our numerical implementation, the DQMOM correction terms are added only 
when (Ç)k G [ei, 1 — ei], where ei is a small positive number (e.g., 10~4). Using this approach for 
the second ICs in Table 8.13, we have found that the predictions of the mixture-fraction variance 
are systematically smaller than those from the first ICs (which agree with the transported PDF 
results). On the other hand, if the readability is not controlled, the mixture-fraction variance 
predictions for the second ICs match those from the first ICs. Thus, in order to check if the 
results are affected by the realizability control algorithm for certain ICs, we can compare the 
results for the mixture-fraction variance with those obtained by not controlling for realizability. 
Other numerical problems can arise and should be handled carefully in the numerical im­
plementation. For example, pk and (Ç}k are bounded by 0 and 1, the reaction-progress variable 
Y and the moments m; should be non-negative. Our method to handle this issue is not to 
calculate correction terms when (0) is close to its theoretical bounds, as illustrated for (£) in 
the previous paragraph. In the time-dependent code, decreasing Ai was also found to make the 
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code more stable. This is most likely due to the explicit time-stepping algorithm, and further 
improvements would most likely result by using an implicit algorithm. 
Finally, when the compositions in different environments are close to each other for a partic­
ular x location, the perturbation method can be applied. (This was found to occur at isolated 
points along the x axis for every set of ICs investigated.) However, the perturbation value e 
should be chosen carefully so that it does not cause scalars to go out of bounds. For example, 
different values of e can be specified, and the results compared to make sure they are indepen­
dent of the chosen value. Another approach to handle non-distinct compositions at a particular 
x location is to use the average correction terms from adjacent grid points (i.e., x + Ax and 
x - Ax). 
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Table 8.1 Non-zero initial conditions for notional particles in the trans­
ported PDF model 
t  CAO CBO 
0 < x < 0.2 1 100.0 mol/m3 0 
0.2 < x < 2 0 0 11.1 mol/m3 
Table 8.2 Two-environment model (2E) 
Model Variables 7(3», I 
PI 1P1P2 -7sP l  
(s)i 7Pl(s>2  -7sPl<0>2 
(S>2 -7PI(S>2 7,Pl<0)2 
P2 = 1 - Pi, <£' 2 )  =  PlP2(£) l ,  {<t>)2 = (S)2/P2 
7  -  7s  -  Y DX 
Table 8.3 Three-environment model (3E) 
Model Variables 7M(") 
Pi -7Pi( l  - pi) 7s lP3  
P2  -7P2(1 -p2) 7S2P3  
(s)l -7(1 Pi ) (s) 1  7»1P3<0>1  
(=>2  
-7 (1  -P2) N 2  7 ,2P3<0)2  
7[(1 — Pi)(s)1 + (1 P2) (s) 2] -P3(7s l (0 ) i  +7 ,2 (0 )2 )  
P3 = 1 "PI -P2, (<A)„ = (s)jpn with n = 1,2 
Pl ( l -P l ) ( l - ( f}3)2+P2( l--P2) (Ç} 3  
7„ = w 
=Pl(l "Pi) -^PlP3(^3+P3(l -P3)(^3 
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Table 8.4 Four-environment model (4Ea) 
Model Variables 7G», O'Tll t)n 
Pi -7Pi(l - pi) 0 
P2 1 1 S
 
+
 
0 
P3 7[P2 -P3 +P4(1 - Pi)} 0 
(s)i -7(1 -Pi)(s)i 0 
(8)2 T[(1 - Pl)(s)l - (®)2 + <s)3] B2 
(s)S 7[(S>2 - (s>3 + (1 -p4)(s)4] b3 
(s>4 -7(1 -p4)(s)4 0 
P4 = 1 - Pl - P2 - P3, {<t>)n = {s)Jpn with 71 = 1,4 
-Y =  ,  Pl(l-Pl)(l-(Ç>2)2+(P2+P3)((5)2-(Ç>3)2+P4(1-P'l)(Ç>3 
(£'2> =Pl(l -Pl) +P2(1 -P2)(0l +P3(1 -P3)(C>3 
-ZP1P2(^2 - 2^1^3(6)3 - 2p2P3(f>2(()3 
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Table 8.5 Four-environment model (4Eb) 
Model Variables 7^, ®ni bn 
Pi "7Pi(l - Pi) 0 
P2 7Pl(l - Pl) 0 
P3 7P4(1 - p i )  0 
(s)i -7(1 -pi)(s)1 0 
(®) 2 7[(1 -pi)(s)1 -p3(s)2+p2(s>3] b2 
(S>3 7[Ps(s)2 -P2(s)3 + (1 -p4)(s)4] b3 
W4 -7(1 -p4)(s)4 0 
PA = 1 - Pl ~ P2 ~ P3, (<£)„ = (S)„/Pn with 71 = 1,4 
- 
eî 
Pl(l-Pl)(l-(C)2)2+2P2P3((Ç>2-(03)2+P4(l-P4){Ç)3 
(C'2> =Pl(l "Pl) +P2(1 -P2)(C)2 +P3(1 -P3X03 
-2P1P2(^2 - 2PlP3(f)3 - 2P2P3((>2(()3 
Table 8.6 DQMOM-IEM(2) model 
Model Variables 7(7», 7MW O-ni bra 
Pi 0 0 
(s)i ?(pi(s)2 -P2M1) bi 
(s)s 7(P2(s)i -P1W2) b2 
P2 = 1 - Pl, (£'2)=PlP2((£)l - (02)2) (0)r, = (S)n/Pn with 71 = 1,2 
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Table 8.7 DQM0M-IEM(3) model 
Model Variables am b n  
Pi 0  0  
P2 0  0  
(s)i 7(PI((s)2 + (3)3) - (1 - Pi)(s)i) b i  
W a  7(P2( ( s > 1  +  ( s ) 3 )  -  ( 1  - p 2 ) ( s ) 2 )  b 2  
(s) s  7(P3( ( s ) i  +  ( s ) 2 )  -  ( 1  - p 3 ) ( s ) 3 )  b 3  
P 3  =  1  -  P l  -P2, (^'2)=Hl=lPn(Ol -  (Hl=lPn(On) ,  ( < / > ) „  =  (s)n /Pn w i t h  n  =  1 ,  3 
7  -  2 ( ( ^ )  
Table 8.8 DQMOM-IEM(4) model 
Model Variables 
- y C » ,  û n ,  b n  
Pi 0  0  
P2 0  0  
P3 0  0  
(s)i 7(pi((s>2 + (s)3 + (s)4) - (1 Pi)(s) 1 ) b i  
(S)2 7(P2((s>! + (s)3 + (s)4) - (1 -p2)(s)2) b 2  
W3 7(ps((s)i + (s)2 + (s)4) - (1 -p3)(s)3) b 3  
( S > 4  7(P4((s)i + (s)s + (8)3) - (1 -P4)(s)4) b 4  
P4 = 1 "Pl -P2 "PS, (Ç'2)=Z;^lPn(0n ~ (ELlPn(On) , {<f>)n = (s) n / p n  with 71-1,4 
- 2<f^> 
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Table 8.9 Initial conditions for one-environment model (IE) 
Pi <0i 
0 < x < 0.2 1 1 
0.2 < 2 < 2 1 0 
Table 8.10 Initial conditions for two-environment model 
Pi P2 ( t) l  
0 < x < 0.2 1 0 1 0 
0.2 < x < 2 0 1 1 0 
Table 8.11 Initial conditions for three-environment model 
Pi P2 P3 «>i (&2 (os 
0 < x < 0.2 1 0 0 1 0 1/2 
0.2 < x < 2 0 1 0 1 0 1/2 
Table 8.12 Initial conditions for four-environment models 
Pi P2 P3 Pi (oi (oz (f)3 (^4 
0 < x < 0.2 1 0 0 0 1 1 0 0 
0.2 < a: < 2 0 0 0 1 1 1 0 0 
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Table 8.13 Two sets of initial conditions for DQMOM-IEM(2) model 
Pi pi <01 (02 
0 < X < 0.2 1 0 1 0 
0.2 < z < 2 0 1 1 0 
0 < x < 0.2 1/2 1/2 1 1 
0.2 < x < 2 1/2 1/2 0 0 
Table 8.14 Two sets of initial conditions for DQMOM-IEM(3) model 
Pi P2 P3 <01 (02 (03 
0 < x < 0.2 1 0 0 1 0 0 
0.2 < z < 2 0 3/4 1/4 1 0 0 
0 < x < 0.2 1 0 0 1 0 0 
0.2 < x < 2 0 1/2 1/2 1 0 0 
Table 8.15 Two sets of initial conditions for DQMOM-IEM(4) model 
Pi P2 P3 Pi (01 (02 (03 (04 
0 < x < 0.2 3/4 1/4 0 0 1 1 0 0 
0.2 < x < 1.1 0 0 1 0 1 1 0 0 
1.1 < z < 2 0 0 0 1 1 1 0 0 
0 < % < 0.2 1/2 1/2 0 0 1 1 0 0 
0.2 < x < 2 0 0 1/2 1/2 1 1 0 0 
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Table 8.16 Composition variables and source terms 
01 0 
02 Y Hfc30(4,y)m2 
03 mo B ( ( , Y )  
04 g4(^) m\ G{Ç,Y)m0 
05 %((A) 7712 2G($,y)mi 
06 m3 3G((,y)m2 
07 a?#) 7714 4G((,y)m3 
Table 8.17 The relative error for different DQMOM-IEM models 
Ea, % t Y mo mi m,2 7713 7714 
DQMOM-IEM(2) 0.25 8.71 1.96 3.27 5.61 8.71 12.4 
DQMOM-IEM(3) 0.26 4.91 1.10 2.15 3.56 4.91 6.30 
DQMOM-IEM(4) 0.26 3.78 0.61 1.22 2.82 3.78 5.23 
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Stream A •-
f 
Periodic B.C. 
Figure 8.1 Sketch of the poorly micromixed plug-flow reactor model. 
pure fluid reactions occur pure fluid 
Env. 1 Env. 2 Env. 3 Env. 4 
£ = 1  ^ = 0  
Figure 8.2 In the four-environment model (4Eb), environment 1 initially 
contains unmixed fluid with £ = 1 and environment 4 contains 
unmixed fluid with £ = 0. Precipitation reactions occur in 
environments 2 and 3 when 0 < £ < 1. 
reactions occur 
Env. 2 Env. 1 
1 0 
Figure 8.3 In the DQMOM-IEM(2) model, environment 1 initially contains 
unmixed fluid with £ = 1 and environment 2 contains unmixed 
fluid with £ = 0. Precipitation reactions occur in environments 
1 and 2 when 0 < £ < 1. 
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Figure 8.4 Evolution of the mixture-fraction variance 
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Figure 8.5 Evolution of the third and fourth standardized central moments 
of the mixture fraction for the DQMOM-IEM and transported 
PDF models. Top: Third standardized central moment /x3. 
Bottom: Fourth standardized central moment /j,4. Note that the 
results from both ICs in DQMOM-IEM(3) and (4) are plotted. 
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Figure 8.6 Evolution of the fifth and sixth standardized central moments 
of the mixture fraction for the DQMOM-IEM and transported 
PDF models. Top: Fifth standardized central moment /U5. Bot­
tom: Sixth standardized central moment /.IQ. Note that the 
results from both ICs in DQMOM-IEM(3) and (4) are plotted. 
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Figure 8.7 Evolution of the third and fourth standardized central moments 
of the mixture fraction for the multi-environment micromixing 
models. Top: Third standardized central moment /i3. Bottom: 
Fourth standardized central moment £4. 
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Figure 8.8 Evolution of the mean reaction-progress variable ( Y )  for the 
multi-environment and transported PDF models. 
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Figure 8.9 Evolution of mean particle number density (mo) for the 
multi-environment and transported PDF models. 
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Figure 8.10 Evolution of mean particle size (d^) for the multi-environment 
and transported PDF models. 
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Figure 8.11 Evolution of the mean nucleation rate ( B )  for the 
multi-environment and transported PDF models. 
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Figure 8.12 Scatter plot of superstaturation Ac conditioned on the mix­
ture fraction £ at t = 0.5 for the IE, DQMOM-IEM(2), and 
transported PDF models (high concentrations). 
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Figure 8.13 Scatter plot of reaction-progress variable Y conditioned on the 
mixture fraction £ at t = 0.5 for the IE, DQMOM-IEM(2), and 
transported PDF models (high concentrations). 
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Figure 8.14 Scatter plot of particle number density mo conditioned on the 
mixture fraction £ at t = 0.5 for the IE, DQMOM-IEM(2), 
and transported PDF models (high concentrations). 
9 Conclusions and Future Directions 
In this chapter, the major objectives met in this thesis work are discussed. Further, the 
aspects of the precipitation processes studied in the preceding chapters are summarized. Future 
direcitons with regard to CFD and precipitation are identified. 
Analysis of Taylor-Couette Flow 
The transition to turbulence in a Taylor-Couette cell was studied using PIV. The results 
suggest that as the flow undergoes transition from laminar WVF to TVF the azimuthal waves 
disappear and then reemerge within a narrow range of R (20 < R < 38). Further increases 
in R lead to a weakening of the reemergent waves until they disappear for R > 38 . Previous 
investigators have demonstrated the existence of reemergent azimuthal waves, but their studies 
have been based upon point source measurement techniques providing highly resolved temporal 
information but limited spatial information. We present spatiotemporal data for two velocity 
components in two spatial dimensions but with temporal resolution less than 4 Hz. The data 
provide unambiguous and visual confirmation of the reemergence of a wavy mode beyond the 
onset of turbulence in Taylor vortex flow. 
Spatio-temporal velocity fields (vr,vz,t) have been analyzed using proper orthogonal decom­
position to explore transition from laminar flow to turbulence in a Taylor-Couette cell. The 
proper orthogonal decomposition was used to identify and extract spatial dominant flow struc­
tures from the velocity field. The results show that a low number of POD modes can capture the 
overall characteristics of the motion, which on average, appears to be laminar Taylor vortices. 
However, large number of modes are required to capture the fine details of the flow structures. 
The results of POD analysis show clear differences between various flow regimes. The dominant 
modes also indicates the differences in the underlying flow structures in various flow regimes. 
These structures are first shown because previous studies have been based on the point source 
measurement techniques and at most velocity field is one-dimensional in their studies. 
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CFD Simulation of Aggregation Breakage Processes 
An experimental facility for measuring orthokinetic aggregation has been developed and 
tested. By making use of a CCD camera and an in-line optical assembly, non-intrusive mea­
surements of particle size distributions have been performed. The evolution of a surfactant-free 
polystyrene sphere aggregation process under various mean shear rates in the laminar and tur­
bulent Taylor vortex flow regime has been investigated. 
Aggregation-Breakage in Laminar Taylor-Couette Flow 
The mean aggregate particle size, ^43, grows monotonically before reaching a steady-state 
value, which depends upon the value of the mean shear. Specifically, the steady-state value of 
c?43 decreases with increasing shear rate, which suggests that aggregate breakup is the reason 
that particle growth ceases. Further evidence of this is provided by the fact that the steady-
state value of CZ43 is independent of the total initial monomer concentration. In contrast, if 
the cessation of particle growth was due only to the presence of too few particles rather than 
breakup of aggregates, one would expect the steady-state value of ^43 to depend on the total 
initial monomer concentration. 
The two-dimensional perimeter-based fractal dimension of the floes, D p f ,  was used to quan­
t i f y  a g g r e g a t e  s t r u c t u r e .  A  c o m p a r i s o n  o f  t i m e  p l o t s  o f  t h e  m e a n  p a r t i c l e  s i z e  G Z 4 3  a n d  D p j  
shows that initially aggregates have a ramified, open structure that becomes more compact as 
breakup-induced restructuring occurs even after the mean aggregate size has reached steady 
state. Such restructuring is consistent with the observations of other investigators. Although 
the experiments described here were performed in a batch mode because of the slow growth 
of aggregates, the Taylor-Couette reactor could prove to be convenient for studying faster ag­
gregation processes. In particular, by operating the Taylor-Couette reactor in a steady-state 
continuous mode so that a weak axial flow causes axial translation of the Taylor vortices with 
minimal disruption [Wereley and Lueptow, 1999], optical PSD measurements can be obtained 
at leisure at various axial locations in the reactor. If the reactor is operated in the laminar 
Taylor vortex regime, each axial location will sample particles with identical residence times. 
Such measurements are impossible with other common continuous flow devices, such as stirred 
tank reactors. 
Aggregation-Breakage in Turbulent Taylor-Couette Flow 
Velocity field measurements obtained by PIV were used to validate the CFD model im­
plemented on Fluent. Thus the shear field can be obtained accurately for the simulation of 
aggregation and breakage. The simulation of particle size enlargement can be done by using 
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average shear, and it can provide useful information about the parameters in the model. How­
ever, use CFD is necessary for accurate simulation of simultaneous aggregation and breakage 
processes, especially when reactions occur on short time scales. 
Velocity fields obtained by PIV were used to validate the turbulence model in Fluent for the 
Taylor-Couette reactor. Thus, sufficiently accurate shear field can be obtained for the simulation 
of aggregation breakage processes. Instantaneous turbulence dissipation rate was modelled by 
using Lagrangian particle approach and the intermittency in e was taken into account in the 
CFD models. The aggregation-breakage models include the effect of viscous retardation and 
aggregate structure. QMOM was coupled with a CFD code to solve the PBE describing the 
aggregation and breakage. The predictions of dw and ri-ts was found to agree well with the 
experimental data obtained through an in-situ non-invasive image capturing system. CFD is a 
valid approach to accurately simulate the simultaneous aggregation and breakage processes by 
taking into account the heterogeneity of the flow field. 
Application of ISAT 
The results presented here demonstrate that the implementation of the ISAT algorithm 
successfully maintains the accuracy while significantly reducing computational time for reactive 
precipitation simulations compared with the time needed for DI. On the basis of many tests, 
we recommend that etoi in the range of 10_4-10~5 is satisfactory for simulations of reactive 
precipitation. In this work, a speed-up of up to 42.3 over DI is achieved for barium sulfate 
precipitation. When the reactions are stiffer like in the cases of higher reactant concentrations 
or more complicated precipitation kinetics with breakage, we expect that the ISAT algorithm 
will have even greater speed-up. Aggregation is an important and indispensable part of reactive 
precipitation. Initial species concentrations, mixing time, and turbulent levels all affect the 
rate of aggregation. Thus it is necessary to incorporate aggregation kinetics in models for the 
turbulent precipitation and QMOM is able to capture the effect of aggregation phenomena 
accurately. Finally, the implementation of ISAT is not limited to precipitation using models 
employing moment methods. It can also be applied to CFD simulations of precipitation using 
the discretized population balance methods. 
A New Micromixing Model 
CFD simulation of turbulent reactive precipitation of barium sulfate with nucleation and 
growth in a poorly micromixed plug-flow reactor has been investigated in this dissertation. The 
predictions of multi-environment and transported PDF models are compared. For the first time, 
DQMOM is formulated and applied to approximate the composition PDF transport equation. 
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When properly chosen, the resulting DQMOM correction terms enforce agreement between se­
lected lower-order moments of the mixture-fraction PDF and the exact moment transport equa­
tions. Likewise, for reacting scalars, the multi-environment PDF model provides a closure for 
the chemical source term, and the DQMOM correction terms enforce the correct behave of the 
lower-order moments under the influence of turbulent diffusivity. Results for reactive precipita­
tion show that the DQMOM-IEM model agrees closely with a transported PDF model in which 
the IEM model has been used to close the molecular mixing term. Since the multi-environment 
PDF model is much less computationally intensive than the transported PDF model, it is easy 
and extremely promising to couple the simple Eulerian-based multi-environment PDF models 
with a commercial CFD code for realistic industrial problems. Future work in turbulent reactive 
precipitation should focus on obtaining detailed experimental data in homogeneous turbulence 
that can be used to determine which multi-environment micromixing model provide the best 
description of reactive precipitation. 
Future Directions 
Since accurate simulation of aggregation and breakage processes requires accurate simulation 
of the flow field, the first thing I want to talk about is the validation of the turbulence models. 
By comparison with the PIV experiment, the CFD simulation can predict the mean velocity 
well. However, there are some differences between the predicted kinetic energy field and the 
simulation. By observing the instantaneous velocity vector field obtained by PIV, we can see 
the flow contains a lot of turbulence eddies of different sizes. Large eddy simulation is a probable 
approach to tackle this problem. On the other hand, we also observe that different particles (fresh 
stock particles or washed particles) gave different final steady state size in the Taylor-Couette 
reactor when all other conditions and procedures were the same. Note that the repeatability 
of the experiments is reasonably good when the same particles were used (see Fig. 9.1). The 
reason accounting for this phenomena can attribute to the physical properties (i.e., surface 
group, surfactant adsorption) on the particle surface. These properties are believed to have close 
relationship with the aggregation breakage kinetics and further investigation on them seems to 
be interesting. 
Aggregation of nanoscale particles could be a key step in the particle growth. For example, 
Judat and Kind [2004] reported that barium sulphate crystals grow according to a self-assembled 
aggregation mechanism followed by a fast recrystallization process, which is a different point view 
of crystal growth by molecular integration into the crystal surface. On the other hand, aggrega­
tion in the reactive processes is rather more complicated than latex particle aggregation. Local 
supersaturation, shear, ions, et al could play important roles in determining the aggregation 
kinetics. All these factors should be considered if reacive precipitation is simulated. 
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Figure 9.1 At R = 34, the evolution of mean particle size riio and d±3 in two 
different runs (measured by in-situ image capturing system). 
Therefore, in order to understand the precipitation processes, we have to have the whole 
knowledge of how molecules transport or mix in the whole reactor, how the molecules group 
into nuclei, how the nuclei grow by molecular integration, how nanoscale particles approach each 
other and stick together, how big aggregates are broken up into smaller pieces. These processes 
occur in different scales ranging from the size of a molecular to a typical industrial crystallizer. 
On the other hand, the time-scale can be from millisecond (especially for nucleation process) 
to several minutes. To completely understand every parts involved in the precipitation and 
accurately model them all together requires further research. 
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