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ABSTRACT
Likelihood-free inference provides a framework for performing rigorous Bayesian infer-
ence using only forward simulations, properly accounting for all physical and observa-
tional effects that can be successfully included in the simulations. The key challenge
for likelihood-free applications in cosmology, where simulation is typically expensive, is
developing methods that can achieve high-fidelity posterior inference with as few simu-
lations as possible. Density-estimation likelihood-free inference (DELFI) methods turn
inference into a density estimation task on a set of simulated data-parameter pairs,
and give orders of magnitude improvements over traditional Approximate Bayesian
Computation approaches to likelihood-free inference. In this paper we use neural
density estimators (NDEs) to learn the likelihood function from a set of simulated
datasets, with active learning to adaptively acquire simulations in the most relevant
regions of parameter space on-the-fly. We demonstrate the approach on a number
of cosmological case studies, showing that for typical problems high-fidelity poste-
rior inference can be achieved with just O(103) simulations or fewer. In addition to
enabling efficient simulation-based inference, for simple problems where the form of
the likelihood is known, DELFI offers a fast alternative to MCMC sampling, giving
orders of magnitude speed-up in some cases. Finally, we introduce pydelfi – a flex-
ible public implementation of DELFI with NDEs and active learning – available at
https://github.com/justinalsing/pydelfi.
Key words: data analysis: methods
1 INTRODUCTION
Likelihood-free inference (LFI) is emerging as a new
paradigm for performing Bayesian inference under very com-
plex generative models, using only forward simulations. This
approach has great appeal for cosmological data analysis,
since all effects that can be incorporated into forward simu-
lations can be accounted for exactly in the inference pipeline,
without having to resort to approximate calibrations and
likelihood assumptions that may lead to biased inferences
and/or mis-stated uncertainties.
The main challenge for likelihood-free applications in
cosmology, where simulation is expensive, has been develop-
ing methods that can give high-fidelity posterior inference
? E-mail: justin.alsing@fysik.su.se
from a feasibly small number of forward simulations. Tra-
ditional approaches to likelihood-free inference have been
based on Approximate Bayesian Computation (ABC), which
involves (variants on) drawing parameters from some pro-
posal, simulating mock data, and accepting/rejecting the
parameters based on whether the simulated data fall within
some -ball around the observed data (see Lintusaari et al.
2017 for a review). Whilst ABC has enabled a number of
applications in astronomy and cosmology (Schafer & Free-
man 2012; Cameron & Pettitt 2012; Weyant et al. 2013;
Robin et al. 2014; Lin & Kilbinger 2015; Hahn et al. 2017;
Kacprzak et al. 2017; Carassou et al. 2017; Davies et al.
2017; Ishida et al. 2015; Akeret et al. 2015; Jennings et al.
2016), ABC methods generally require a vast number of sim-
ulations, scaling exponentially with the number of model pa-
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rameters, making them unfeasible when simulation is even
modestly expensive.
Density-estimation likelihood-free inference (DELFI;
Bonassi et al. 2011; Fan et al. 2013; Papamakarios & Mur-
ray 2016; Lueckmann et al. 2017; Papamakarios et al. 2018;
Lueckmann et al. 2018; Alsing et al. 2018b) aims to train
a flexible density estimator for the target posterior from a
set of simulated data-parameter pairs, and can yield high-
fidelity posterior inference from orders-of-magnitude fewer
simulations than traditional ABC-based methods. In this
paper we introduce pydelfi – a general purpose implemen-
tation of density-estimation likelihood-free inference using
neural density estimators (NDEs) to learn the sampling dis-
tribution of the data as a function of the model parame-
ters, employing active learning to adaptively run simulations
in the most relevant regions of parameter space on-the-fly
(based on Papamakarios et al. 2018; Lueckmann et al. 2018).
We show that with NDEs and active learning, high-fidelity
posteriors can be obtained for typical cosmological inference
tasks from just a few thousand forward simulations. This
opens up new possibilities for likelihood-free applications in
cosmology.
The structure of this paper is as follows: In §2 we review
density-estimation likelihood-free inference methods using
neural density estimators and adaptive acquisition of simula-
tions with active learning. In §3 we review data compression
schemes for accelerating likelihood-free inference; approx-
imate score-compression, deep network parameter estima-
tors, and information maximizing neural networks (IMNN;
Charnock et al. 2018). In §4 we introduce pydelfi, briefly
outlining the implementation details and features of the
code. Tutorials and documentation for the code can be found
at https://github.com/justinalsing/pydelfi. In §5–7 we
validate and demonstrate the performance of the pydelfi
approach on some simple case studies from cosmology: anal-
ysis of the JLA supernova data (Betoule et al. 2014) (against
a known likelihood for validation), tomographic cosmic shear
pseudo-C` analysis, and inference of the HI ionization rate
around z ∼ 6 from high-redshift Lyman-α forests. We con-
clude with some discussion in §8.
2 DENSITY ESTIMATION
LIKELIHOOD-FREE INFERENCE
In this section we provide a pedagogical review of density-
estimation likelihood-free inference (§2.1) with neural den-
sity estimators (§2.2-2.3) and active learning to adaptively
acquire simulations on-the-fly (§2.4). The methodology de-
scribed in this section is based on Papamakarios & Murray
(2016), Papamakarios et al. (2018), Lueckmann et al. (2018)
and Alsing et al. (2018b).
2.1 DELFI, three ways
Density-estimation likelihood free inference turns infer-
ence into a density estimation task on a set of simulated
parameter-data (summary1) pairs {θ, t}. There are princi-
1 Throughout the text we use d to denote uncompressed data, t
to denote compressed data summaries, and θ to denote param-
pally three ways to approach this density-estimation infer-
ence task (shown schematically in Figure 1):
(1) Fit a model to the joint density p(θ, t), then obtain
the posterior by evaluating the joint density at the observed
data to, p(θ |t) ∝ p(θ, t = to) (Alsing et al. 2018b).
(2) Fit a model to the conditional density p(θ |t), then
obtain the posterior by evaluating at the observed data to.
(Papamakarios & Murray 2016; Lueckmann et al. 2017).
(3) Fit a model to the conditional density p(t|θ), obtain
the likelihood by evaluating at the observed data, and mul-
tiply by the prior to get the posterior p(θ |t) ∝ p(t|θ) × p(θ)
(Papamakarios et al. 2018; Lueckmann et al. 2018).
Option 3 – learning the sampling distribution of the
data as a function of the parameters – has some key advan-
tages over the other two approaches. Firstly, by learning the
sampling distribution of the data conditional on the param-
eters, it does not matter how the parameters for running
forward simulations were chosen. This gives complete free-
dom as to how simulations are acquired, so any schemes
for adaptively acquiring simulations in the most relevant
parts of parameter space can be employed without complica-
tion (see §2.4). In contrast, for options 1 and 2, parameters
must either be drawn from the prior, or else drawn from
some proposal density q(θ) and the resulting learned tar-
get density subsequently re-weighted by p(θ)/q(θ). This re-
weighting step can result in instabilities during training, or
high variance importance weights (and low effective sample
sizes) after sampling, or both (see Papamakarios et al. 2018
for discussion). By learning the likelihood function rather
than the posterior, it is also more straightforward to explore
different prior assumptions a posteriori without similar im-
portance re-weighting issues.
Secondly, for applications where data are compressed
to a small number of highly informative summaries, these
will often tend to be asymptotically Gaussian, so for many
problems the sampling distribution of the data summaries
may be well-captured by a relatively simple density model
(eg., a Gaussian mixture with a modest number of mixture
components, or similar), even when the posterior (option 2)
or joint distribution (option 1) is complicated.
In light of these considerations, we suggest implement-
ing DELFI by learning the sampling distribution of the data
(summaries) as a function of the model parameters as a sen-
sible default approach2. With this choice made, DELFI can
be broadly summarized as follows:
eters. We write as though data are always compressed to some
summaries t for likelihood-free inference, although this need not
always be the case if the data are low-dimensional (relative to the
number of simulations that can be performed – see §3 for discus-
sion). We often use “data” and “data summaries” interchangeably
in the text, being explicit where necessary to avoid confusion.
2 However, we note that option 1 comes with its own unique ad-
vantage in that it provides an analytical estimate of the Bayesian
evidence for free, provided an analytically integratable joint-
density parameterization such as a Gaussian mixture is used (Als-
ing et al. 2018b). This may be preferred when the evidence is
the primary target. Note the evidence estimated this way will
be with respect to the compressed summaries, rather than the
un-compressed data vector.
MNRAS 000, 1–20 (2019)
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Figure 1. Schematic for the three ways of performing density-estimation likelihood-free inference from a set of simulated data (summary)
parameter pairs {t, θ }: (1) learn a flexible parametric model for the joint density p(θ, t), (2) learn a flexible parametric model for the
conditional density p(θ |t) (as a function of t), (3) learn a flexible parametric model for the conditional p(t |θ) (as a function of θ). In
each case, the goal is to learn the (conditional) density in the relevant region of parameter space, and take a slice at the observed data
(summaries) to yield the target posterior or likelihood.
(i) Run simulations at different parameter values θ to ob-
tain simulated parameter-data pairs {θ, t},
(ii) Fit a parametric conditional density estimator
p(t|θ;w) to the simulations {θ, t},
(iii) Evaluate the estimated conditional density at the ob-
served data to to obtain the (learned) likelihood function
p(to |θ;w).
An efficient algorithm for performing DELFI must then ad-
dress three key questions:
(i) How do we parameterize the conditional density esti-
mator p(t|θ;w) in a sensible way?
(ii) How do we run simulations in the most relevant parts
of parameter space for the ultimate target, p(to |θ;w), to best
use the available resources?
(iii) If the uncompressed data vector d is high-
dimensional, how can we compress it effectively to some
small set of informative summaries d → t to reduce the
dimensionality of the density-estimation task, and hence re-
duce the number of simulations required?
In this paper we use neural density estimators (NDEs) as
a flexible and efficient conditional density estimation frame-
work for DELFI (based on Papamakarios & Murray 2016;
Papamakarios et al. 2018; Lueckmann et al. 2018), employ-
ing ensembles of networks (with different initializations and
architectures) to give robustness against small training sets
and architecture choice. We give an overview of NDEs and
network ensembles in §2.2 and 2.3.
For efficient acquisition of simulations, we use active
learning, allowing the NDEs to call the simulator to run
new simulations on-the-fly, based on the current likelihood-
surface approximation. We discuss active learning strategies
in §2.4.
We review key data compression schemes for accelerat-
ing DELFI in §3 (approximate-score compression, and deep
network compression schemes).
2.2 Neural density estimators
Neural density estimators (NDEs) provide flexible paramet-
ric models for conditional probability densities p(t|θ;w), pa-
rameterized by neural networks with weights w, which can
be trained on a set of simulated data-parameter pairs {t, θ}.
In this section we review two classes of NDEs that have
proven useful in the context of likelihood-free inference: mix-
ture density networks (MDNs; Bishop 1994) and masked au-
toregressive flows (MAFs; Papamakarios et al. 2017). Note
this section assumes basic background knowledge of neural
networks – see eg., Bishop (2006) for a comprehensive re-
view.
2.2.1 Mixture Density Networks (MDN)
Mixture density networks constitute a class of models for
the conditional density p(t|θ;w) where the distribution for t
at any given θ is given by a mixture model, and the relative
weights and properties of the mixture components are all
free functions of θ, parameterized by a neural network with
weights w. For example, a Gaussian mixture density net-
work3 defines the following conditional density estimator,
p(t|θ;w) =
nc∑
k=1
rk (θ;w)N
[
t | µk (θ;w),Ck ≡ Σk (θ;w)ΣTk (θ;w)
]
,
(1)
ie., an nc component Gaussian mixture model where the
component weights {rk (θ;w)}, means {µk (θ;w)}, and covari-
ance factors4 {Σk (θ;w)} are all functions of θ parameterized
by a neural network with weights w.
3 We will henceforth take MDN to mean Gaussian MDN (al-
though other mixture models may be useful in certain situations).
4 To avoid redundancy from the positive-definiteness of the co-
variance matrices, it is practical if the neural network parameter-
MNRAS 000, 1–20 (2019)
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The MDN model is shown schematically in Figure 2;
the network takes in parameters θ and outputs the means,
weights and covariances of the mixture model for p(t|θ) cor-
responding to that input θ. The MDN network architecture
typically has a number of intermediate dense hidden layers
with some non-linear activation function (eg., tanh). In the
output layer, the output nodes corresponding to the means
have linear activations, as do the off-diagonal elements of the
covariance matrices, whilst the diagonal covariance elements
are passed through an exponential activation to ensure pos-
itive definiteness, and the mixture component weights are
passed through a softmax activation5 to ensure they are pos-
itive and sum to unity.
Note that a mixture density network parameterization
of p(t|θ) with a single Gaussian component defines a Gaus-
sian likelihood where the mean and covariance are functions
of the parameters – a common approximate likelihood used
in many cosmological data analysis problems. Adding ad-
ditional components immediately results in a more flexible
density estimator and hence likelihood assumptions; Gaus-
sian mixtures can represent any smooth probability density
(given enough components).
2.2.2 Masked Autoregressive flows (MAF)
Any probability density can be factorized as a product of
one-dimension conditionals via applications of the chain
rule:
p(t|θ) =
dim(t)∏
i=1
p(ti |t1:i−1, θ). (2)
Neural autoregressive density estimators construct paramet-
ric densities for this set of one-dimensional conditionals,
where the parameters of each of the conditionals are param-
eterized as a neural network (Uria et al. 2016). For example,
one could model each conditional p(ti |t1:i−1, θ) as a Gaus-
sian whose mean and variance are free functions of (t1:i−1, θ),
parameterized by a neural network. Masked Autoencoders
for Density Estimation (MADEs; Germain et al. 2015), de-
picted in Figure 3, do precisely this: the means and variances
of each conditional density are parameterized by the neural
network, where crucially the weights of the neural network
layers are masked in such a way that the output nodes for
p(ti |t1:i−1, θ) only depend on (t1:i−1, θ) (ie., the autoregres-
sive property is preserved). See Germain et al. (2015) for
details of how to construct the binary network weight mask.
As with MDNs, the hidden layers of the MADE have some
non-linear activation functions (eg., tanh), whilst the output
nodes associated with the conditional means have linear ac-
tivation, and the output nodes associated with the variances
have exponential activations (ensuring positivity).
By learning the means and variances of the autoregres-
sive conditionals, a MADE can be thought of as learning the
transform of the random variate t back to the unit normal:
t|θ → u(t, θ;w) ∼ N(0, I),
ti |θ → ui = (ti − µi(t1:i−1, θ;w))/σi(t1:i−1, θ;w), (3)
izes only the (upper triangular) Cholesky factors of the compo-
nent covariances.
5 Softmax: x→ exp(x)/Σ exp(xi ).
where w are the (masked) weights of the neural network. The
parametric density estimator for a MADE is hence given by,
p(t|θ;w) =
∏
i
p(ti |t1:i−1, θ;w)
= N [u(t, θ;w)|0, I] ×
 ∂u(t, θ;w)∂t 
= N [u(t, θ;w)|0, I] ×
dim(t)∏
i=1
σi(t, θ;w) (4)
Single MADE density estimators have two key limitations.
Firstly, they are sensitive to the order of the factorization
in Eq. (2); some densities may have simple (eg., unimodal)
conditionals in one factorization-order, but not in another,
and this is typically not known a priori (see Papamakarios
et al. 2017 for an illustration). Secondly, the assumption of
simple (eg., Gaussian) conditionals may be overly restrictive.
Masked Autoregressive Flows (MAF; Papamakarios
et al. 2017) address both of these limitations by construct-
ing a stack of MADEs, where the output u of each MADE is
taken as input for the next, with random re-ordering of the
chain-rule factorization between each MADE. With multi-
ple stacked MADEs and re-ordering, MAFs constitute very
flexible neural autoregressive density estimators suitable for
likelihood-free inference (Papamakarios et al. 2018). MAFs
then define the following conditional density estimator:
p(t|θ;w) =
∏
i
p(ti |t1:i−1, θ;w)
= N [u(t, θ;w)|0, I] ×
Nmades∏
n=1
dim(t)∏
i=1
σni (t, θ;w), (5)
where u is the output from the final MADE.
2.2.3 Training neural density estimators
To fit a neural density estimator to a set of simulated sam-
ples {θ, t}, we want to find the weights of the neural network
that minimize the Kullback-Leibler divergence between the
parametric density estimator p(t|θ;w) and the target p∗(t|θ):
DKL(p∗ | p) =
∫
p∗(t|θ) ln
(
p(t|θ;w)
p∗(t|θ)
)
dt (6)
Since we do not have access to the target density, only sam-
ples from it {t, θ}, we take the (negative log) loss function
to be:
−lnU(w|{θ, t}) = −
Nsamples∑
i=1
ln p(ti |θi ;w), (7)
ie., a Monte Carlo estimate of the KL-divergence (up to an
additive w-independent constant), which is equivalent to the
negative log-likelihood of the simulated data {t, θ} under the
conditional density estimator p(t|θ;w).
For (Gaussian) MDN conditional density estimators,
the loss is hence given by:
−lnU(w|{θ, t}) = −
∑
i
nc∑
k=1
pik (θi ;w)N
[
ti | µk (θi ;w),Σk (θi ;w)
]
.
(8)
For MAF conditional density estimators, the loss is
MNRAS 000, 1–20 (2019)
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p(t|✓;w) =
X
comp., k
rk(✓;w)N
h
t|µk(✓;w),Ck(✓;w) = ⌃k⌃Tk
i
<latexit sha1_base64="ILk/e+dkQirQ6MUyyC/s3omw7HM=">AAADBnichVJPaxQxFM+MVev6p1s92kNwEVZYlplSUCiFYi+eSku7bWEzDplsZjdMMhmSN8oyzsmL X8WLB4t49TN489uYma5S28o+CPm933sv709eUkhhIQh+ef6tldt37q7e69x/8PDRWnf98YnVpWF8xLTU5iyhlkuR8xEIkPysMJyqRPLTJNtr7KfvuLFC58cwL3ik6DQXqWAUHBWvextFnygKsyStoMYfMEm0nNi5cheBGQeKt/Efh/f1C7yDiS1VXLWcURXTqhgOyHZW19jEWX9JPBm0CqOy2q+J5CmM/5telcvfG/xV9url3juX7Udiqmic3UC 9PSZGTGcQxd1eMAxawddBuAA9tJCDuPuTTDQrFc+BSWrtOAwKiCpqQDDJ6w4pLS8oy+iUjx3MqeI2qtpvrPFzx0xwqo07OeCWvRxRUWWbQp1n05K9amvIm2zjEtJXUSXyogSes4tEaSkxaNzsBJ4IwxnIuQOUGeFqxWxGDWXgNqfjhhBebfk6ONkchsEwPNzq7b5ejGMVPUXPUB+F6CXaRW/QARoh5n30PntfvXP/k//F/+Z/v3D1vUXME/SP+D9 +Az9i+m4=</latexit><latexit sha1_base64="ILk/e+dkQirQ6MUyyC/s3omw7HM=">AAADBnichVJPaxQxFM+MVev6p1s92kNwEVZYlplSUCiFYi+eSku7bWEzDplsZjdMMhmSN8oyzsmL X8WLB4t49TN489uYma5S28o+CPm933sv709eUkhhIQh+ef6tldt37q7e69x/8PDRWnf98YnVpWF8xLTU5iyhlkuR8xEIkPysMJyqRPLTJNtr7KfvuLFC58cwL3ik6DQXqWAUHBWvextFnygKsyStoMYfMEm0nNi5cheBGQeKt/Efh/f1C7yDiS1VXLWcURXTqhgOyHZW19jEWX9JPBm0CqOy2q+J5CmM/5telcvfG/xV9url3juX7Udiqmic3UC 9PSZGTGcQxd1eMAxawddBuAA9tJCDuPuTTDQrFc+BSWrtOAwKiCpqQDDJ6w4pLS8oy+iUjx3MqeI2qtpvrPFzx0xwqo07OeCWvRxRUWWbQp1n05K9amvIm2zjEtJXUSXyogSes4tEaSkxaNzsBJ4IwxnIuQOUGeFqxWxGDWXgNqfjhhBebfk6ONkchsEwPNzq7b5ejGMVPUXPUB+F6CXaRW/QARoh5n30PntfvXP/k//F/+Z/v3D1vUXME/SP+D9 +Az9i+m4=</latexit><latexit sha1_base64="ILk/e+dkQirQ6MUyyC/s3omw7HM=">AAADBnichVJPaxQxFM+MVev6p1s92kNwEVZYlplSUCiFYi+eSku7bWEzDplsZjdMMhmSN8oyzsmL X8WLB4t49TN489uYma5S28o+CPm933sv709eUkhhIQh+ef6tldt37q7e69x/8PDRWnf98YnVpWF8xLTU5iyhlkuR8xEIkPysMJyqRPLTJNtr7KfvuLFC58cwL3ik6DQXqWAUHBWvextFnygKsyStoMYfMEm0nNi5cheBGQeKt/Efh/f1C7yDiS1VXLWcURXTqhgOyHZW19jEWX9JPBm0CqOy2q+J5CmM/5telcvfG/xV9url3juX7Udiqmic3UC 9PSZGTGcQxd1eMAxawddBuAA9tJCDuPuTTDQrFc+BSWrtOAwKiCpqQDDJ6w4pLS8oy+iUjx3MqeI2qtpvrPFzx0xwqo07OeCWvRxRUWWbQp1n05K9amvIm2zjEtJXUSXyogSes4tEaSkxaNzsBJ4IwxnIuQOUGeFqxWxGDWXgNqfjhhBebfk6ONkchsEwPNzq7b5ejGMVPUXPUB+F6CXaRW/QARoh5n30PntfvXP/k//F/+Z/v3D1vUXME/SP+D9 +Az9i+m4=</latexit><latexit sha1_base64="ILk/e+dkQirQ6MUyyC/s3omw7HM=">AAADBnichVJPaxQxFM+MVev6p1s92kNwEVZYlplSUCiFYi+eSku7bWEzDplsZjdMMhmSN8oyzsmL X8WLB4t49TN489uYma5S28o+CPm933sv709eUkhhIQh+ef6tldt37q7e69x/8PDRWnf98YnVpWF8xLTU5iyhlkuR8xEIkPysMJyqRPLTJNtr7KfvuLFC58cwL3ik6DQXqWAUHBWvextFnygKsyStoMYfMEm0nNi5cheBGQeKt/Efh/f1C7yDiS1VXLWcURXTqhgOyHZW19jEWX9JPBm0CqOy2q+J5CmM/5telcvfG/xV9url3juX7Udiqmic3UC 9PSZGTGcQxd1eMAxawddBuAA9tJCDuPuTTDQrFc+BSWrtOAwKiCpqQDDJ6w4pLS8oy+iUjx3MqeI2qtpvrPFzx0xwqo07OeCWvRxRUWWbQp1n05K9amvIm2zjEtJXUSXyogSes4tEaSkxaNzsBJ4IwxnIuQOUGeFqxWxGDWXgNqfjhhBebfk6ONkchsEwPNzq7b5ejGMVPUXPUB+F6CXaRW/QARoh5n30PntfvXP/k//F/+Z/v3D1vUXME/SP+D9 +Az9i+m4=</latexit>
network weights
w0
<latexit sha1_base64="x5WIEP8vZ 92RtMHgRbOMjTcQWGg=">AAAB83icdVDLSgMxFM3UV62vqks3wSK4GjJ1auuu6 MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpRH 6sAorq2vrG8XN0tb2zu5eef+go+JUEtomMY9lL8CKciZoWzPNaS+RFEcBp91gc pX73TsqFYvFrZ4m1I/wSLCQEayN5HkR1uMgzO5nAzQoV5BdO2s4qA5z4p7XLnL iOm7VhY6N5qiAJVqD8rs3jEkaUaEJx0r1HZRoP8NSM8LprOSliiaYTPCI9g0VO KLKz+aZZ/DEKEMYxtI8oeFc/b6R4UipaRSYyTyj+u3l4l9eP9Vhw8+YSFJNBV kcClMOdQzzAuCQSUo0nxqCiWQmKyRjLDHRpqaSKeHrp/B/0qnaDrKdG7fSvFzW UQRH4BicAgfUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeVcJIK</ latexit><latexit sha1_base64="x5WIEP8vZ 92RtMHgRbOMjTcQWGg=">AAAB83icdVDLSgMxFM3UV62vqks3wSK4GjJ1auuu6 MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpRH 6sAorq2vrG8XN0tb2zu5eef+go+JUEtomMY9lL8CKciZoWzPNaS+RFEcBp91gc pX73TsqFYvFrZ4m1I/wSLCQEayN5HkR1uMgzO5nAzQoV5BdO2s4qA5z4p7XLnL iOm7VhY6N5qiAJVqD8rs3jEkaUaEJx0r1HZRoP8NSM8LprOSliiaYTPCI9g0VO KLKz+aZZ/DEKEMYxtI8oeFc/b6R4UipaRSYyTyj+u3l4l9eP9Vhw8+YSFJNBV kcClMOdQzzAuCQSUo0nxqCiWQmKyRjLDHRpqaSKeHrp/B/0qnaDrKdG7fSvFzW UQRH4BicAgfUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeVcJIK</ latexit><latexit sha1_base64="x5WIEP8vZ 92RtMHgRbOMjTcQWGg=">AAAB83icdVDLSgMxFM3UV62vqks3wSK4GjJ1auuu6 MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpRH 6sAorq2vrG8XN0tb2zu5eef+go+JUEtomMY9lL8CKciZoWzPNaS+RFEcBp91gc pX73TsqFYvFrZ4m1I/wSLCQEayN5HkR1uMgzO5nAzQoV5BdO2s4qA5z4p7XLnL iOm7VhY6N5qiAJVqD8rs3jEkaUaEJx0r1HZRoP8NSM8LprOSliiaYTPCI9g0VO KLKz+aZZ/DEKEMYxtI8oeFc/b6R4UipaRSYyTyj+u3l4l9eP9Vhw8+YSFJNBV kcClMOdQzzAuCQSUo0nxqCiWQmKyRjLDHRpqaSKeHrp/B/0qnaDrKdG7fSvFzW UQRH4BicAgfUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeVcJIK</ latexit><latexit sha1_base64="x5WIEP8vZ 92RtMHgRbOMjTcQWGg=">AAAB83icdVDLSgMxFM3UV62vqks3wSK4GjJ1auuu6 MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpRH 6sAorq2vrG8XN0tb2zu5eef+go+JUEtomMY9lL8CKciZoWzPNaS+RFEcBp91gc pX73TsqFYvFrZ4m1I/wSLCQEayN5HkR1uMgzO5nAzQoV5BdO2s4qA5z4p7XLnL iOm7VhY6N5qiAJVqD8rs3jEkaUaEJx0r1HZRoP8NSM8LprOSliiaYTPCI9g0VO KLKz+aZZ/DEKEMYxtI8oeFc/b6R4UipaRSYyTyj+u3l4l9eP9Vhw8+YSFJNBV kcClMOdQzzAuCQSUo0nxqCiWQmKyRjLDHRpqaSKeHrp/B/0qnaDrKdG7fSvFzW UQRH4BicAgfUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeVcJIK</ latexit>
w1
<latexit sha1_base64="C43dsdriQRTA6wejHv/AfhItRss=">AAAB83icdV DLSgMxFM3UV62vqks3wSK4GiZ1auuu6MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpR3nwyqsrK6tbxQ3S1vbO7t75f2DjopTSW ibxDyWvQArypmgbc00p71EUhwFnHaDyVXud++oVCwWt3qaUD/CI8FCRrA2kudFWI+DMLufDdCgXHHs2lkDOXWYE/e8dpETF7lVFyLbmaMClmgNyu/eMCZpRIUmHC vVR06i/QxLzQins5KXKppgMsEj2jdU4IgqP5tnnsETowxhGEvzhIZz9ftGhiOlplFgJvOM6reXi395/VSHDT9jIkk1FWRxKEw51DHMC4BDJinRfGoIJpKZrJCMs cREm5pKpoSvn8L/SadqI8dGN26lebmsowiOwDE4BQjUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeW9JIL</latexit><latexit sha1_base64="C43dsdriQRTA6wejHv/AfhItRss=">AAAB83icdV DLSgMxFM3UV62vqks3wSK4GiZ1auuu6MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpR3nwyqsrK6tbxQ3S1vbO7t75f2DjopTSW ibxDyWvQArypmgbc00p71EUhwFnHaDyVXud++oVCwWt3qaUD/CI8FCRrA2kudFWI+DMLufDdCgXHHs2lkDOXWYE/e8dpETF7lVFyLbmaMClmgNyu/eMCZpRIUmHC vVR06i/QxLzQins5KXKppgMsEj2jdU4IgqP5tnnsETowxhGEvzhIZz9ftGhiOlplFgJvOM6reXi395/VSHDT9jIkk1FWRxKEw51DHMC4BDJinRfGoIJpKZrJCMs cREm5pKpoSvn8L/SadqI8dGN26lebmsowiOwDE4BQjUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeW9JIL</latexit><latexit sha1_base64="C43dsdriQRTA6wejHv/AfhItRss=">AAAB83icdV DLSgMxFM3UV62vqks3wSK4GiZ1auuu6MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpR3nwyqsrK6tbxQ3S1vbO7t75f2DjopTSW ibxDyWvQArypmgbc00p71EUhwFnHaDyVXud++oVCwWt3qaUD/CI8FCRrA2kudFWI+DMLufDdCgXHHs2lkDOXWYE/e8dpETF7lVFyLbmaMClmgNyu/eMCZpRIUmHC vVR06i/QxLzQins5KXKppgMsEj2jdU4IgqP5tnnsETowxhGEvzhIZz9ftGhiOlplFgJvOM6reXi395/VSHDT9jIkk1FWRxKEw51DHMC4BDJinRfGoIJpKZrJCMs cREm5pKpoSvn8L/SadqI8dGN26lebmsowiOwDE4BQjUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeW9JIL</latexit><latexit sha1_base64="C43dsdriQRTA6wejHv/AfhItRss=">AAAB83icdV DLSgMxFM3UV62vqks3wSK4GiZ1auuu6MZlBfuAzlAyaaYNzWSGJKOUob/hxoUibv0Zd/6NmbaCih4IHM65l3tygoQzpR3nwyqsrK6tbxQ3S1vbO7t75f2DjopTSW ibxDyWvQArypmgbc00p71EUhwFnHaDyVXud++oVCwWt3qaUD/CI8FCRrA2kudFWI+DMLufDdCgXHHs2lkDOXWYE/e8dpETF7lVFyLbmaMClmgNyu/eMCZpRIUmHC vVR06i/QxLzQins5KXKppgMsEj2jdU4IgqP5tnnsETowxhGEvzhIZz9ftGhiOlplFgJvOM6reXi395/VSHDT9jIkk1FWRxKEw51DHMC4BDJinRfGoIJpKZrJCMs cREm5pKpoSvn8L/SadqI8dGN26lebmsowiOwDE4BQjUQRNcgxZoAwIS8ACewLOVWo/Wi/W6GC1Yy51D8APW2yeW9JIL</latexit>
wn 1
<latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdV DLSsNAFJ3UV62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBC ZtHLFI9HwkCaOctBVVjPRiQVDoM9L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98Ewwk lIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+ewROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCg uqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPIAn8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdV DLSsNAFJ3UV62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBC ZtHLFI9HwkCaOctBVVjPRiQVDoM9L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98Ewwk lIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+ewROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCg uqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPIAn8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdV DLSsNAFJ3UV62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBC ZtHLFI9HwkCaOctBVVjPRiQVDoM9L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98Ewwk lIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+ewROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCg uqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPIAn8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdV DLSsNAFJ3UV62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBC ZtHLFI9HwkCaOctBVVjPRiQVDoM9L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98Ewwk lIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+ewROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCg uqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPIAn8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit>
wn
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Figure 2. Schematic of the mixture density network parameterization of the conditional density p(t |θ). The means, weights and co-
variances of a Gaussian mixture model for p(t |θ) are free functions of the parameters θ, parameterized by the weights, w, of the neural
network. The neural network takes θ as input and outputs the parameters of the mixture model for those parameters.
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<latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdVDLSsNAFJ3U V62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBCZtHLFI9HwkCaOctBVVjPRiQVDoM9 L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98EwwklIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+e wROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCguqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPI An8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdVDLSsNAFJ3U V62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBCZtHLFI9HwkCaOctBVVjPRiQVDoM9 L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98EwwklIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+e wROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCguqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPI An8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdVDLSsNAFJ3U V62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBCZtHLFI9HwkCaOctBVVjPRiQVDoM9 L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98EwwklIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+e wROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCguqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPI An8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit><latexit sha1_base64="RkVZiDF4c0sYFKRlscR/Did7O2M=">AAAB+XicdVDLSsNAFJ3U V62vqEs3g0VwY0lqauuu6MZlBfuANoTJdNIOnUzCzKRSQv7EjQtF3Pon7vwbJ20FFT0wcDjnXu6Z48eMSmVZH0ZhZXVtfaO4Wdra3tndM/cPOjJKBCZtHLFI9HwkCaOctBVVjPRiQVDoM9 L1J9e5350SIWnE79QsJm6IRpwGFCOlJc80ByFSYz9I7zMv5Wd25pllq1I7b9hWHebEuahd5sSxnaoD7Yo1Rxks0fLM98EwwklIuMIMSdm3rVi5KRKKYkay0iCRJEZ4gkakrylHIZFuOk+e wROtDGEQCf24gnP1+0aKQilnoa8n85zyt5eLf3n9RAUNN6U8ThTheHEoSBhUEcxrgEMqCFZspgnCguqsEI+RQFjpskq6hK+fwv9Jp1qxrYp965SbV8s6iuAIHINTYIM6aIIb0AJtgMEUPI An8GykxqPxYrwuRgvGcucQ/IDx9gkb9ZP3</latexit>
wn
<latexit sha1_base64="jBGPCwlklOhV33/N3g8DHG+Yk7w=">AAAB9XicdVDLSgMxFL1T X7W+qi7dBIvgqszUqa27ohuXFewD2loyaaYNzWSGJGMpQ//DjQtF3Pov7vwbM20FFT0QOJxzL/fkeBFnStv2h5VZWV1b38hu5ra2d3b38vsHTRXGktAGCXko2x5WlDNBG5ppTtuRpDjwOG 1546vUb91TqVgobvU0or0ADwXzGcHaSHfdAOuR5yeTWT8Rs36+YBfLZ1XHrqCUuOfli5S4jltykVO05yjAEvV+/r07CEkcUKEJx0p1HDvSvQRLzQins1w3VjTCZIyHtGOowAFVvWSeeoZO jDJAfijNExrN1e8bCQ6UmgaemUxTqt9eKv7ldWLtV3sJE1GsqSCLQ37MkQ5RWgEaMEmJ5lNDMJHMZEVkhCUm2hSVMyV8/RT9T5qlomMXnRu3ULtc1pGFIziGU3CgAjW4hjo0gICEB3iCZ2 tiPVov1utiNGMtdw7hB6y3T7/4k1Q=</latexit><latexit sha1_base64="jBGPCwlklOhV33/N3g8DHG+Yk7w=">AAAB9XicdVDLSgMxFL1T X7W+qi7dBIvgqszUqa27ohuXFewD2loyaaYNzWSGJGMpQ//DjQtF3Pov7vwbM20FFT0QOJxzL/fkeBFnStv2h5VZWV1b38hu5ra2d3b38vsHTRXGktAGCXko2x5WlDNBG5ppTtuRpDjwOG 1546vUb91TqVgobvU0or0ADwXzGcHaSHfdAOuR5yeTWT8Rs36+YBfLZ1XHrqCUuOfli5S4jltykVO05yjAEvV+/r07CEkcUKEJx0p1HDvSvQRLzQins1w3VjTCZIyHtGOowAFVvWSeeoZO jDJAfijNExrN1e8bCQ6UmgaemUxTqt9eKv7ldWLtV3sJE1GsqSCLQ37MkQ5RWgEaMEmJ5lNDMJHMZEVkhCUm2hSVMyV8/RT9T5qlomMXnRu3ULtc1pGFIziGU3CgAjW4hjo0gICEB3iCZ2 tiPVov1utiNGMtdw7hB6y3T7/4k1Q=</latexit><latexit sha1_base64="jBGPCwlklOhV33/N3g8DHG+Yk7w=">AAAB9XicdVDLSgMxFL1T X7W+qi7dBIvgqszUqa27ohuXFewD2loyaaYNzWSGJGMpQ//DjQtF3Pov7vwbM20FFT0QOJxzL/fkeBFnStv2h5VZWV1b38hu5ra2d3b38vsHTRXGktAGCXko2x5WlDNBG5ppTtuRpDjwOG 1546vUb91TqVgobvU0or0ADwXzGcHaSHfdAOuR5yeTWT8Rs36+YBfLZ1XHrqCUuOfli5S4jltykVO05yjAEvV+/r07CEkcUKEJx0p1HDvSvQRLzQins1w3VjTCZIyHtGOowAFVvWSeeoZO jDJAfijNExrN1e8bCQ6UmgaemUxTqt9eKv7ldWLtV3sJE1GsqSCLQ37MkQ5RWgEaMEmJ5lNDMJHMZEVkhCUm2hSVMyV8/RT9T5qlomMXnRu3ULtc1pGFIziGU3CgAjW4hjo0gICEB3iCZ2 tiPVov1utiNGMtdw7hB6y3T7/4k1Q=</latexit><latexit sha1_base64="jBGPCwlklOhV33/N3g8DHG+Yk7w=">AAAB9XicdVDLSgMxFL1T X7W+qi7dBIvgqszUqa27ohuXFewD2loyaaYNzWSGJGMpQ//DjQtF3Pov7vwbM20FFT0QOJxzL/fkeBFnStv2h5VZWV1b38hu5ra2d3b38vsHTRXGktAGCXko2x5WlDNBG5ppTtuRpDjwOG 1546vUb91TqVgobvU0or0ADwXzGcHaSHfdAOuR5yeTWT8Rs36+YBfLZ1XHrqCUuOfli5S4jltykVO05yjAEvV+/r07CEkcUKEJx0p1HDvSvQRLzQins1w3VjTCZIyHtGOowAFVvWSeeoZO jDJAfijNExrN1e8bCQ6UmgaemUxTqt9eKv7ldWLtV3sJE1GsqSCLQ37MkQ5RWgEaMEmJ5lNDMJHMZEVkhCUm2hSVMyV8/RT9T5qlomMXnRu3ULtc1pGFIziGU3CgAjW4hjo0gICEB3iCZ2 tiPVov1utiNGMtdw7hB6y3T7/4k1Q=</latexit>
w = (w0,w1, . . . ,wn)
<latexit sha1_base64="elhZP1/NOHWw+4U31K+Hor4kEwc=">AAACJ3icdVDLSgMxF M3UV62vqks3wSJUKGWmTm1dKEU3LivYB7SlZNJMG5rJDElGKUP/xo2/4kZQEV36J2bailX0QODccx+59zgBo1KZ5ruRWFhcWl5JrqbW1jc2t9LbO3XphwKTGvaZL5oOkoRRTmqKKk aagSDIcxhpOMOLON+4IUJSn1+rUUA6Hupz6lKMlJa66bO2h9TAcaPbMTyF2e+oa+bgXGTl2j1fydycFPHxYTedMfPFo7JllmBM7OPiSUxsyy7Y0MqbE2TADNVu+knPwaFHuMIMSdmy zEB1IiQUxYyMU+1QkgDhIeqTlqYceUR2osmdY3iglR50faEfV3CizndEyJNy5Dm6Ml5T/s7F4l+5VqjccieiPAgV4Xj6kRsyqHwYmwZ7VBCs2EgThAXVu0I8QAJhpa1NaRO+LoX/k 3ohb5l568rOVM5ndiTBHtgHWWCBEqiAS1AFNYDBHXgAz+DFuDcejVfjbVqaMGY9u+AHjI9PIRmmww==</latexit><latexit sha1_base64="elhZP1/NOHWw+4U31K+Hor4kEwc=">AAACJ3icdVDLSgMxF M3UV62vqks3wSJUKGWmTm1dKEU3LivYB7SlZNJMG5rJDElGKUP/xo2/4kZQEV36J2bailX0QODccx+59zgBo1KZ5ruRWFhcWl5JrqbW1jc2t9LbO3XphwKTGvaZL5oOkoRRTmqKKk aagSDIcxhpOMOLON+4IUJSn1+rUUA6Hupz6lKMlJa66bO2h9TAcaPbMTyF2e+oa+bgXGTl2j1fydycFPHxYTedMfPFo7JllmBM7OPiSUxsyy7Y0MqbE2TADNVu+knPwaFHuMIMSdmy zEB1IiQUxYyMU+1QkgDhIeqTlqYceUR2osmdY3iglR50faEfV3CizndEyJNy5Dm6Ml5T/s7F4l+5VqjccieiPAgV4Xj6kRsyqHwYmwZ7VBCs2EgThAXVu0I8QAJhpa1NaRO+LoX/k 3ohb5l568rOVM5ndiTBHtgHWWCBEqiAS1AFNYDBHXgAz+DFuDcejVfjbVqaMGY9u+AHjI9PIRmmww==</latexit><latexit sha1_base64="elhZP1/NOHWw+4U31K+Hor4kEwc=">AAACJ3icdVDLSgMxF M3UV62vqks3wSJUKGWmTm1dKEU3LivYB7SlZNJMG5rJDElGKUP/xo2/4kZQEV36J2bailX0QODccx+59zgBo1KZ5ruRWFhcWl5JrqbW1jc2t9LbO3XphwKTGvaZL5oOkoRRTmqKKk aagSDIcxhpOMOLON+4IUJSn1+rUUA6Hupz6lKMlJa66bO2h9TAcaPbMTyF2e+oa+bgXGTl2j1fydycFPHxYTedMfPFo7JllmBM7OPiSUxsyy7Y0MqbE2TADNVu+knPwaFHuMIMSdmy zEB1IiQUxYyMU+1QkgDhIeqTlqYceUR2osmdY3iglR50faEfV3CizndEyJNy5Dm6Ml5T/s7F4l+5VqjccieiPAgV4Xj6kRsyqHwYmwZ7VBCs2EgThAXVu0I8QAJhpa1NaRO+LoX/k 3ohb5l568rOVM5ndiTBHtgHWWCBEqiAS1AFNYDBHXgAz+DFuDcejVfjbVqaMGY9u+AHjI9PIRmmww==</latexit><latexit sha1_base64="elhZP1/NOHWw+4U31K+Hor4kEwc=">AAACJ3icdVDLSgMxF M3UV62vqks3wSJUKGWmTm1dKEU3LivYB7SlZNJMG5rJDElGKUP/xo2/4kZQEV36J2bailX0QODccx+59zgBo1KZ5ruRWFhcWl5JrqbW1jc2t9LbO3XphwKTGvaZL5oOkoRRTmqKKk aagSDIcxhpOMOLON+4IUJSn1+rUUA6Hupz6lKMlJa66bO2h9TAcaPbMTyF2e+oa+bgXGTl2j1fydycFPHxYTedMfPFo7JllmBM7OPiSUxsyy7Y0MqbE2TADNVu+knPwaFHuMIMSdmy zEB1IiQUxYyMU+1QkgDhIeqTlqYceUR2osmdY3iglR50faEfV3CizndEyJNy5Dm6Ml5T/s7F4l+5VqjccieiPAgV4Xj6kRsyqHwYmwZ7VBCs2EgThAXVu0I8QAJhpa1NaRO+LoX/k 3ohb5l568rOVM5ndiTBHtgHWWCBEqiAS1AFNYDBHXgAz+DFuDcejVfjbVqaMGY9u+AHjI9PIRmmww==</latexit>
. . .<latexit sha1_base64="byjPsyhtMxJUail5iiggp/j5F 50=">AAAB7HicdVBNS8NAFNz4WetX1aOXxSJ4CklNbb0VvXisYNpCG8pmu2mXbjZh90Uopb/BiwdFvPqDvPlv3LQVVHRg YZh5w743YSq4Bsf5sFZW19Y3Ngtbxe2d3b390sFhSyeZosyniUhUJySaCS6ZDxwE66SKkTgUrB2Or3O/fc+U5om8g0nK gpgMJY84JWAkvzdIQPdLZceuntddp4Zz4l1UL3PiuV7Fw67tzFFGSzT7pXeTo1nMJFBBtO66TgrBlCjgVLBZsZdplhI6J kPWNVSSmOlgOl92hk+NMsBRosyTgOfq98SUxFpP4tBMxgRG+reXi3953QyiejDlMs2ASbr4KMoEhgTnl+MBV4yCmBhCqO JmV0xHRBEKpp+iKeHrUvw/aVVs17HdW6/cuFrWUUDH6ASdIRfVUAPdoCbyEUUcPaAn9GxJ69F6sV4XoyvWMnOEfsB6+wR fko8O</latexit><latexit sha1_base64="byjPsyhtMxJUail5iiggp/j5F 50=">AAAB7HicdVBNS8NAFNz4WetX1aOXxSJ4CklNbb0VvXisYNpCG8pmu2mXbjZh90Uopb/BiwdFvPqDvPlv3LQVVHRg YZh5w743YSq4Bsf5sFZW19Y3Ngtbxe2d3b390sFhSyeZosyniUhUJySaCS6ZDxwE66SKkTgUrB2Or3O/fc+U5om8g0nK gpgMJY84JWAkvzdIQPdLZceuntddp4Zz4l1UL3PiuV7Fw67tzFFGSzT7pXeTo1nMJFBBtO66TgrBlCjgVLBZsZdplhI6J kPWNVSSmOlgOl92hk+NMsBRosyTgOfq98SUxFpP4tBMxgRG+reXi3953QyiejDlMs2ASbr4KMoEhgTnl+MBV4yCmBhCqO JmV0xHRBEKpp+iKeHrUvw/aVVs17HdW6/cuFrWUUDH6ASdIRfVUAPdoCbyEUUcPaAn9GxJ69F6sV4XoyvWMnOEfsB6+wR fko8O</latexit><latexit sha1_base64="byjPsyhtMxJUail5iiggp/j5F 50=">AAAB7HicdVBNS8NAFNz4WetX1aOXxSJ4CklNbb0VvXisYNpCG8pmu2mXbjZh90Uopb/BiwdFvPqDvPlv3LQVVHRg YZh5w743YSq4Bsf5sFZW19Y3Ngtbxe2d3b390sFhSyeZosyniUhUJySaCS6ZDxwE66SKkTgUrB2Or3O/fc+U5om8g0nK gpgMJY84JWAkvzdIQPdLZceuntddp4Zz4l1UL3PiuV7Fw67tzFFGSzT7pXeTo1nMJFBBtO66TgrBlCjgVLBZsZdplhI6J kPWNVSSmOlgOl92hk+NMsBRosyTgOfq98SUxFpP4tBMxgRG+reXi3953QyiejDlMs2ASbr4KMoEhgTnl+MBV4yCmBhCqO JmV0xHRBEKpp+iKeHrUvw/aVVs17HdW6/cuFrWUUDH6ASdIRfVUAPdoCbyEUUcPaAn9GxJ69F6sV4XoyvWMnOEfsB6+wR fko8O</latexit><latexit sha1_base64="byjPsyhtMxJUail5iiggp/j5F 50=">AAAB7HicdVBNS8NAFNz4WetX1aOXxSJ4CklNbb0VvXisYNpCG8pmu2mXbjZh90Uopb/BiwdFvPqDvPlv3LQVVHRg YZh5w743YSq4Bsf5sFZW19Y3Ngtbxe2d3b390sFhSyeZosyniUhUJySaCS6ZDxwE66SKkTgUrB2Or3O/fc+U5om8g0nK gpgMJY84JWAkvzdIQPdLZceuntddp4Zz4l1UL3PiuV7Fw67tzFFGSzT7pXeTo1nMJFBBtO66TgrBlCjgVLBZsZdplhI6J kPWNVSSmOlgOl92hk+NMsBRosyTgOfq98SUxFpP4tBMxgRG+reXi3953QyiejDlMs2ASbr4KMoEhgTnl+MBV4yCmBhCqO JmV0xHRBEKpp+iKeHrUvw/aVVs17HdW6/cuFrWUUDH6ASdIRfVUAPdoCbyEUUcPaAn9GxJ69F6sV4XoyvWMnOEfsB6+wR fko8O</latexit>
…
da
ta
 (s
um
m
ar
ies
),
t <latexit sha1_base64="5stcGrXqsoASK8xcqONY8G/32M8=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhhrNBtebW3TnIKvEKUoMCzUH1qz+MWRpxhUxSY3qem6CfUY2CST6r9FPDE8omdMR7lioaceNn88QzcmaVIQljbZ9CMld/b2Q0MmYaBXYyT2iWvVz8z+ulGF77mVBJilyxxUdhKgnGJD+fDIXmDOXUEsq0sFkJG1NNGdqSKrYEb/nkVdK+qHtu3bu/rDVuijrKcAKncA4eXEED7qAJLWCg4Ble4c0xzovz7nwsRktOsXMMf+B8/gD3JZEY</latexit><latexit sha1_base64="5stcGrXqsoASK8xcqONY8G/32M8=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhhrNBtebW3TnIKvEKUoMCzUH1qz+MWRpxhUxSY3qem6CfUY2CST6r9FPDE8omdMR7lioaceNn88QzcmaVIQljbZ9CMld/b2Q0MmYaBXYyT2iWvVz8z+ulGF77mVBJilyxxUdhKgnGJD+fDIXmDOXUEsq0sFkJG1NNGdqSKrYEb/nkVdK+qHtu3bu/rDVuijrKcAKncA4eXEED7qAJLWCg4Ble4c0xzovz7nwsRktOsXMMf+B8/gD3JZEY</latexit><latexit sha1_base64="5stcGrXqsoASK8xcqONY8G/32M8=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhhrNBtebW3TnIKvEKUoMCzUH1qz+MWRpxhUxSY3qem6CfUY2CST6r9FPDE8omdMR7lioaceNn88QzcmaVIQljbZ9CMld/b2Q0MmYaBXYyT2iWvVz8z+ulGF77mVBJilyxxUdhKgnGJD+fDIXmDOXUEsq0sFkJG1NNGdqSKrYEb/nkVdK+qHtu3bu/rDVuijrKcAKncA4eXEED7qAJLWCg4Ble4c0xzovz7nwsRktOsXMMf+B8/gD3JZEY</latexit><latexit sha1_base64="5stcGrXqsoASK8xcqONY8G/32M8=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+8A2lMl00g6dTMLMjVBC/8KNC0Xc+jfu/BsnbRbaemDgcM69zLknSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHFtRKwecJpwP6IjJULBKFrpsR9RHAdhhrNBtebW3TnIKvEKUoMCzUH1qz+MWRpxhUxSY3qem6CfUY2CST6r9FPDE8omdMR7lioaceNn88QzcmaVIQljbZ9CMld/b2Q0MmYaBXYyT2iWvVz8z+ulGF77mVBJilyxxUdhKgnGJD+fDIXmDOXUEsq0sFkJG1NNGdqSKrYEb/nkVdK+qHtu3bu/rDVuijrKcAKncA4eXEED7qAJLWCg4Ble4c0xzovz7nwsRktOsXMMf+B8/gD3JZEY</latexit>
…
…
µ1(✓;w)
<latexit sha1_base6 4="YmIFU8mckwtPdVJ9705m9T0lMxE=">AAAC DHicbVDLSsNAFJ34rPVVdelmsAp1UxIRFNwU3 LisYB/QhDKZTNqhk0mYuVFK6Ae48VfcuFDErR /gzr9x0mahrQeGOZx7Lvfe4yeCa7Dtb2tpeWV 1bb20Ud7c2t7Zreztt3WcKspaNBax6vpEM8Ela wEHwbqJYiTyBev4o+u83rlnSvNY3sE4YV5EBp KHnBIwUr9SdaO079RcPxaBHkfmc2HIgFy5EYG hH2YPk1Pjsuv2FHiROAWpogLNfuXLDWKaRkwC FUTrnmMn4GVEAaeCTcpuqllC6IgMWM9QSSKmv Wx6zASfGCXAYazMk4Cn6u+OjEQ639Q48xX1fC 0X/6v1UggvvYzLJAUm6WxQmAoMMc6TwQFXjII YG0Ko4mZXTIdEEQomv7IJwZk/eZG0z+qOXXdu z6uN4yKOEjpER6iGHHSBGugGNVELUfSIntEre rOerBfr3fqYWZesoucA/YH1+QMR8puH</late xit><latexit sha1_base6 4="YmIFU8mckwtPdVJ9705m9T0lMxE=">AAAC DHicbVDLSsNAFJ34rPVVdelmsAp1UxIRFNwU3 LisYB/QhDKZTNqhk0mYuVFK6Ae48VfcuFDErR /gzr9x0mahrQeGOZx7Lvfe4yeCa7Dtb2tpeWV 1bb20Ud7c2t7Zreztt3WcKspaNBax6vpEM8Ela wEHwbqJYiTyBev4o+u83rlnSvNY3sE4YV5EBp KHnBIwUr9SdaO079RcPxaBHkfmc2HIgFy5EYG hH2YPk1Pjsuv2FHiROAWpogLNfuXLDWKaRkwC FUTrnmMn4GVEAaeCTcpuqllC6IgMWM9QSSKmv Wx6zASfGCXAYazMk4Cn6u+OjEQ639Q48xX1fC 0X/6v1UggvvYzLJAUm6WxQmAoMMc6TwQFXjII YG0Ko4mZXTIdEEQomv7IJwZk/eZG0z+qOXXdu z6uN4yKOEjpER6iGHHSBGugGNVELUfSIntEre rOerBfr3fqYWZesoucA/YH1+QMR8puH</late xit><latexit sha1_base6 4="YmIFU8mckwtPdVJ9705m9T0lMxE=">AAAC DHicbVDLSsNAFJ34rPVVdelmsAp1UxIRFNwU3 LisYB/QhDKZTNqhk0mYuVFK6Ae48VfcuFDErR /gzr9x0mahrQeGOZx7Lvfe4yeCa7Dtb2tpeWV 1bb20Ud7c2t7Zreztt3WcKspaNBax6vpEM8Ela wEHwbqJYiTyBev4o+u83rlnSvNY3sE4YV5EBp KHnBIwUr9SdaO079RcPxaBHkfmc2HIgFy5EYG hH2YPk1Pjsuv2FHiROAWpogLNfuXLDWKaRkwC FUTrnmMn4GVEAaeCTcpuqllC6IgMWM9QSSKmv Wx6zASfGCXAYazMk4Cn6u+OjEQ639Q48xX1fC 0X/6v1UggvvYzLJAUm6WxQmAoMMc6TwQFXjII YG0Ko4mZXTIdEEQomv7IJwZk/eZG0z+qOXXdu z6uN4yKOEjpER6iGHHSBGugGNVELUfSIntEre rOerBfr3fqYWZesoucA/YH1+QMR8puH</late xit><latexit sha1_base6 4="YmIFU8mckwtPdVJ9705m9T0lMxE=">AAAC DHicbVDLSsNAFJ34rPVVdelmsAp1UxIRFNwU3 LisYB/QhDKZTNqhk0mYuVFK6Ae48VfcuFDErR /gzr9x0mahrQeGOZx7Lvfe4yeCa7Dtb2tpeWV 1bb20Ud7c2t7Zreztt3WcKspaNBax6vpEM8Ela wEHwbqJYiTyBev4o+u83rlnSvNY3sE4YV5EBp KHnBIwUr9SdaO079RcPxaBHkfmc2HIgFy5EYG hH2YPk1Pjsuv2FHiROAWpogLNfuXLDWKaRkwC FUTrnmMn4GVEAaeCTcpuqllC6IgMWM9QSSKmv Wx6zASfGCXAYazMk4Cn6u+OjEQ639Q48xX1fC 0X/6v1UggvvYzLJAUm6WxQmAoMMc6TwQFXjII YG0Ko4mZXTIdEEQomv7IJwZk/eZG0z+qOXXdu z6uN4yKOEjpER6iGHHSBGugGNVELUfSIntEre rOerBfr3fqYWZesoucA/YH1+QMR8puH</late xit>
 1(✓;w)
<latexit sha1_base6 4="fcOTBVReEoppjjWrR6SLK305yHA=">AAAC D3icbVDLSsNAFJ3UV62vqEs3warUTUlEUHBTc OOygn1AE8JkOmmHTjJh5kYpoX/gxl9x40IRt2 7d+TdO2iy09cIwh3Pu5Z57goQzBbb9bZSWlld W18rrlY3Nre0dc3evrUQqCW0RwYXsBlhRzmLaA gacdhNJcRRw2glG17neuadSMRHfwTihXoQHMQ sZwaAp3zxxFRtE2HdqbiB4X40j/bkwpICv3Aj DMAizh8mpb1btuj0taxE4Baiiopq++eX2BUkj GgPhWKmeYyfgZVgCI5xOKm6qaILJCA9oT8MYR 1R52fSeiXWsmb4VCqlfDNaU/T2R4UjlTnVnbl HNazn5n9ZLIbz0MhYnKdCYzBaFKbdAWHk4Vp9 JSoCPNcBEMu3VIkMsMQEdYUWH4MyfvAjaZ3XH rju359XGURFHGR2gQ1RDDrpADXSDmqiFCHpEz +gVvRlPxovxbnzMWktGMbOP/pTx+QN38JzU</ latexit><latexit sha1_base6 4="fcOTBVReEoppjjWrR6SLK305yHA=">AAAC D3icbVDLSsNAFJ3UV62vqEs3warUTUlEUHBTc OOygn1AE8JkOmmHTjJh5kYpoX/gxl9x40IRt2 7d+TdO2iy09cIwh3Pu5Z57goQzBbb9bZSWlld W18rrlY3Nre0dc3evrUQqCW0RwYXsBlhRzmLaA gacdhNJcRRw2glG17neuadSMRHfwTihXoQHMQ sZwaAp3zxxFRtE2HdqbiB4X40j/bkwpICv3Aj DMAizh8mpb1btuj0taxE4Baiiopq++eX2BUkj GgPhWKmeYyfgZVgCI5xOKm6qaILJCA9oT8MYR 1R52fSeiXWsmb4VCqlfDNaU/T2R4UjlTnVnbl HNazn5n9ZLIbz0MhYnKdCYzBaFKbdAWHk4Vp9 JSoCPNcBEMu3VIkMsMQEdYUWH4MyfvAjaZ3XH rju359XGURFHGR2gQ1RDDrpADXSDmqiFCHpEz +gVvRlPxovxbnzMWktGMbOP/pTx+QN38JzU</ latexit><latexit sha1_base6 4="fcOTBVReEoppjjWrR6SLK305yHA=">AAAC D3icbVDLSsNAFJ3UV62vqEs3warUTUlEUHBTc OOygn1AE8JkOmmHTjJh5kYpoX/gxl9x40IRt2 7d+TdO2iy09cIwh3Pu5Z57goQzBbb9bZSWlld W18rrlY3Nre0dc3evrUQqCW0RwYXsBlhRzmLaA gacdhNJcRRw2glG17neuadSMRHfwTihXoQHMQ sZwaAp3zxxFRtE2HdqbiB4X40j/bkwpICv3Aj DMAizh8mpb1btuj0taxE4Baiiopq++eX2BUkj GgPhWKmeYyfgZVgCI5xOKm6qaILJCA9oT8MYR 1R52fSeiXWsmb4VCqlfDNaU/T2R4UjlTnVnbl HNazn5n9ZLIbz0MhYnKdCYzBaFKbdAWHk4Vp9 JSoCPNcBEMu3VIkMsMQEdYUWH4MyfvAjaZ3XH rju359XGURFHGR2gQ1RDDrpADXSDmqiFCHpEz +gVvRlPxovxbnzMWktGMbOP/pTx+QN38JzU</ latexit><latexit sha1_base6 4="fcOTBVReEoppjjWrR6SLK305yHA=">AAAC D3icbVDLSsNAFJ3UV62vqEs3warUTUlEUHBTc OOygn1AE8JkOmmHTjJh5kYpoX/gxl9x40IRt2 7d+TdO2iy09cIwh3Pu5Z57goQzBbb9bZSWlld W18rrlY3Nre0dc3evrUQqCW0RwYXsBlhRzmLaA gacdhNJcRRw2glG17neuadSMRHfwTihXoQHMQ sZwaAp3zxxFRtE2HdqbiB4X40j/bkwpICv3Aj DMAizh8mpb1btuj0taxE4Baiiopq++eX2BUkj GgPhWKmeYyfgZVgCI5xOKm6qaILJCA9oT8MYR 1R52fSeiXWsmb4VCqlfDNaU/T2R4UjlTnVnbl HNazn5n9ZLIbz0MhYnKdCYzBaFKbdAWHk4Vp9 JSoCPNcBEMu3VIkMsMQEdYUWH4MyfvAjaZ3XH rju359XGURFHGR2gQ1RDDrpADXSDmqiFCHpEz +gVvRlPxovxbnzMWktGMbOP/pTx+QN38JzU</ latexit>
 2(t1,✓;w)
<latexit sha1_base6 4="JkDwSAhTn4RhGk47ricbTgZ4704=">AAAC FHicbVDLSsNAFJ3UV62vqEs3g1WoKCUpgoKbg huXFewDmhAm00k7dPJg5kYpoR/hxl9x40IRty 7c+TdO2i609cIwh3Pu5Z57/ERwBZb1bRSWlld W14rrpY3Nre0dc3evpeJUUtaksYhlxyeKCR6xJ nAQrJNIRkJfsLY/vM719j2TisfRHYwS5oakH/ GAUwKa8sxTR/F+SLxaBTz7DDt+LHpqFOrPgQE DcuWEBAZ+kD2MTzyzbFWtSeFFYM9AGc2q4Zlf Ti+macgioIIo1bWtBNyMSOBUsHHJSRVLCB2SP utqGJGQKTebHDXGx5rp4SCW+kWAJ+zviYyEKn eqO3OLal7Lyf+0bgrBpZvxKEmBRXS6KEgFhhj nCeEel4yCGGlAqOTaK6YDIgkFnWNJh2DPn7wI WrWqbVXt2/Ny/WgWRxEdoENUQTa6QHV0gxqoi Sh6RM/oFb0ZT8aL8W58TFsLxmxmH/0p4/MHat 2eVw==</latexit><latexit sha1_base6 4="JkDwSAhTn4RhGk47ricbTgZ4704=">AAAC FHicbVDLSsNAFJ3UV62vqEs3g1WoKCUpgoKbg huXFewDmhAm00k7dPJg5kYpoR/hxl9x40IRty 7c+TdO2i609cIwh3Pu5Z57/ERwBZb1bRSWlld W14rrpY3Nre0dc3evpeJUUtaksYhlxyeKCR6xJ nAQrJNIRkJfsLY/vM719j2TisfRHYwS5oakH/ GAUwKa8sxTR/F+SLxaBTz7DDt+LHpqFOrPgQE DcuWEBAZ+kD2MTzyzbFWtSeFFYM9AGc2q4Zlf Ti+macgioIIo1bWtBNyMSOBUsHHJSRVLCB2SP utqGJGQKTebHDXGx5rp4SCW+kWAJ+zviYyEKn eqO3OLal7Lyf+0bgrBpZvxKEmBRXS6KEgFhhj nCeEel4yCGGlAqOTaK6YDIgkFnWNJh2DPn7wI WrWqbVXt2/Ny/WgWRxEdoENUQTa6QHV0gxqoi Sh6RM/oFb0ZT8aL8W58TFsLxmxmH/0p4/MHat 2eVw==</latexit><latexit sha1_base6 4="JkDwSAhTn4RhGk47ricbTgZ4704=">AAAC FHicbVDLSsNAFJ3UV62vqEs3g1WoKCUpgoKbg huXFewDmhAm00k7dPJg5kYpoR/hxl9x40IRty 7c+TdO2i609cIwh3Pu5Z57/ERwBZb1bRSWlld W14rrpY3Nre0dc3evpeJUUtaksYhlxyeKCR6xJ nAQrJNIRkJfsLY/vM719j2TisfRHYwS5oakH/ GAUwKa8sxTR/F+SLxaBTz7DDt+LHpqFOrPgQE DcuWEBAZ+kD2MTzyzbFWtSeFFYM9AGc2q4Zlf Ti+macgioIIo1bWtBNyMSOBUsHHJSRVLCB2SP utqGJGQKTebHDXGx5rp4SCW+kWAJ+zviYyEKn eqO3OLal7Lyf+0bgrBpZvxKEmBRXS6KEgFhhj nCeEel4yCGGlAqOTaK6YDIgkFnWNJh2DPn7wI WrWqbVXt2/Ny/WgWRxEdoENUQTa6QHV0gxqoi Sh6RM/oFb0ZT8aL8W58TFsLxmxmH/0p4/MHat 2eVw==</latexit><latexit sha1_base6 4="JkDwSAhTn4RhGk47ricbTgZ4704=">AAAC FHicbVDLSsNAFJ3UV62vqEs3g1WoKCUpgoKbg huXFewDmhAm00k7dPJg5kYpoR/hxl9x40IRty 7c+TdO2i609cIwh3Pu5Z57/ERwBZb1bRSWlld W14rrpY3Nre0dc3evpeJUUtaksYhlxyeKCR6xJ nAQrJNIRkJfsLY/vM719j2TisfRHYwS5oakH/ GAUwKa8sxTR/F+SLxaBTz7DDt+LHpqFOrPgQE DcuWEBAZ+kD2MTzyzbFWtSeFFYM9AGc2q4Zlf Ti+macgioIIo1bWtBNyMSOBUsHHJSRVLCB2SP utqGJGQKTebHDXGx5rp4SCW+kWAJ+zviYyEKn eqO3OLal7Lyf+0bgrBpZvxKEmBRXS6KEgFhhj nCeEel4yCGGlAqOTaK6YDIgkFnWNJh2DPn7wI WrWqbVXt2/Ny/WgWRxEdoENUQTa6QHV0gxqoi Sh6RM/oFb0ZT8aL8W58TFsLxmxmH/0p4/MHat 2eVw==</latexit>
µ2(t1,✓;w)
<latexit sha1_base6 4="0UjyJV7dAGm5UItc2etJkKh6gjc=">AAAC EXicbVDLSsNAFJ34rPUVdelmsAoVpCRFUHBTc OOygn1AE8JkOmmHTh7M3Cgl9Bfc+CtuXCji1p 07/8ZJm4W2XhjmcM693HOPnwiuwLK+jaXlldW 19dJGeXNre2fX3NtvqziVlLVoLGLZ9YligkesB RwE6yaSkdAXrOOPrnO9c8+k4nF0B+OEuSEZRD zglICmPLPqhKlXr4Jnn2HHj0VfjUP9OTBkQK6 ckMDQD7KHyalnVqyaNS28COwCVFBRTc/8cvox TUMWARVEqZ5tJeBmRAKngk3KTqpYQuiIDFhPw 4iETLnZ9KIJPtFMHwex1C8CPGV/T2QkVLlT3Z lbVPNaTv6n9VIILt2MR0kKLKKzRUEqMMQ4jwf 3uWQUxFgDQiXXXjEdEkko6BDLOgR7/uRF0K7X bKtm355XGsdFHCV0iI5QFdnoAjXQDWqiFqLoE T2jV/RmPBkvxrvxMWtdMoqZA/SnjM8f/sedCg ==</latexit><latexit sha1_base6 4="0UjyJV7dAGm5UItc2etJkKh6gjc=">AAAC EXicbVDLSsNAFJ34rPUVdelmsAoVpCRFUHBTc OOygn1AE8JkOmmHTh7M3Cgl9Bfc+CtuXCji1p 07/8ZJm4W2XhjmcM693HOPnwiuwLK+jaXlldW 19dJGeXNre2fX3NtvqziVlLVoLGLZ9YligkesB RwE6yaSkdAXrOOPrnO9c8+k4nF0B+OEuSEZRD zglICmPLPqhKlXr4Jnn2HHj0VfjUP9OTBkQK6 ckMDQD7KHyalnVqyaNS28COwCVFBRTc/8cvox TUMWARVEqZ5tJeBmRAKngk3KTqpYQuiIDFhPw 4iETLnZ9KIJPtFMHwex1C8CPGV/T2QkVLlT3Z lbVPNaTv6n9VIILt2MR0kKLKKzRUEqMMQ4jwf 3uWQUxFgDQiXXXjEdEkko6BDLOgR7/uRF0K7X bKtm355XGsdFHCV0iI5QFdnoAjXQDWqiFqLoE T2jV/RmPBkvxrvxMWtdMoqZA/SnjM8f/sedCg ==</latexit><latexit sha1_base6 4="0UjyJV7dAGm5UItc2etJkKh6gjc=">AAAC EXicbVDLSsNAFJ34rPUVdelmsAoVpCRFUHBTc OOygn1AE8JkOmmHTh7M3Cgl9Bfc+CtuXCji1p 07/8ZJm4W2XhjmcM693HOPnwiuwLK+jaXlldW 19dJGeXNre2fX3NtvqziVlLVoLGLZ9YligkesB RwE6yaSkdAXrOOPrnO9c8+k4nF0B+OEuSEZRD zglICmPLPqhKlXr4Jnn2HHj0VfjUP9OTBkQK6 ckMDQD7KHyalnVqyaNS28COwCVFBRTc/8cvox TUMWARVEqZ5tJeBmRAKngk3KTqpYQuiIDFhPw 4iETLnZ9KIJPtFMHwex1C8CPGV/T2QkVLlT3Z lbVPNaTv6n9VIILt2MR0kKLKKzRUEqMMQ4jwf 3uWQUxFgDQiXXXjEdEkko6BDLOgR7/uRF0K7X bKtm355XGsdFHCV0iI5QFdnoAjXQDWqiFqLoE T2jV/RmPBkvxrvxMWtdMoqZA/SnjM8f/sedCg ==</latexit><latexit sha1_base6 4="0UjyJV7dAGm5UItc2etJkKh6gjc=">AAAC EXicbVDLSsNAFJ34rPUVdelmsAoVpCRFUHBTc OOygn1AE8JkOmmHTh7M3Cgl9Bfc+CtuXCji1p 07/8ZJm4W2XhjmcM693HOPnwiuwLK+jaXlldW 19dJGeXNre2fX3NtvqziVlLVoLGLZ9YligkesB RwE6yaSkdAXrOOPrnO9c8+k4nF0B+OEuSEZRD zglICmPLPqhKlXr4Jnn2HHj0VfjUP9OTBkQK6 ckMDQD7KHyalnVqyaNS28COwCVFBRTc/8cvox TUMWARVEqZ5tJeBmRAKngk3KTqpYQuiIDFhPw 4iETLnZ9KIJPtFMHwex1C8CPGV/T2QkVLlT3Z lbVPNaTv6n9VIILt2MR0kKLKKzRUEqMMQ4jwf 3uWQUxFgDQiXXXjEdEkko6BDLOgR7/uRF0K7X bKtm355XGsdFHCV0iI5QFdnoAjXQDWqiFqLoE T2jV/RmPBkvxrvxMWtdMoqZA/SnjM8f/sedCg ==</latexit>
µi(t1:i 1,✓;w)
<latexit sha1_base6 4="ITN5HuEv6dUrtykxzWG1XJ9/YJ8=">AAAC F3icbVDLSsNAFJ3UV62vqks3g1WooCURQdFNw Y3LCvYBTQiT6aQdOnkwc6OU0L9w46+4caGIW9 35N07aLLT1wjCHc+7lnnu8WHAFpvltFBYWl5Z XiqultfWNza3y9k5LRYmkrEkjEcmORxQTPGRN4 CBYJ5aMBJ5gbW94nenteyYVj8I7GMXMCUg/5D 6nBDTllmt2kLi8Cm5qXfITa3yMbS8SPTUK9Gf DgAG5sgMCA89PH8ZHbrli1sxJ4Xlg5aCC8mq4 5S+7F9EkYCFQQZTqWmYMTkokcCrYuGQnisWED kmfdTUMScCUk07uGuNDzfSwH0n9QsAT9vdESg KVOdWdmUU1q2Xkf1o3Af/CSXkYJ8BCOl3kJwJ DhLOQcI9LRkGMNCBUcu0V0wGRhIKOsqRDsGZP nget05pl1qzbs0r9II+jiPbQPqoiC52jOrpBD dREFD2iZ/SK3own48V4Nz6mrQUjn9lFf8r4/A GNDZ92</latexit><latexit sha1_base6 4="ITN5HuEv6dUrtykxzWG1XJ9/YJ8=">AAAC F3icbVDLSsNAFJ3UV62vqks3g1WooCURQdFNw Y3LCvYBTQiT6aQdOnkwc6OU0L9w46+4caGIW9 35N07aLLT1wjCHc+7lnnu8WHAFpvltFBYWl5Z XiqultfWNza3y9k5LRYmkrEkjEcmORxQTPGRN4 CBYJ5aMBJ5gbW94nenteyYVj8I7GMXMCUg/5D 6nBDTllmt2kLi8Cm5qXfITa3yMbS8SPTUK9Gf DgAG5sgMCA89PH8ZHbrli1sxJ4Xlg5aCC8mq4 5S+7F9EkYCFQQZTqWmYMTkokcCrYuGQnisWED kmfdTUMScCUk07uGuNDzfSwH0n9QsAT9vdESg KVOdWdmUU1q2Xkf1o3Af/CSXkYJ8BCOl3kJwJ DhLOQcI9LRkGMNCBUcu0V0wGRhIKOsqRDsGZP nget05pl1qzbs0r9II+jiPbQPqoiC52jOrpBD dREFD2iZ/SK3own48V4Nz6mrQUjn9lFf8r4/A GNDZ92</latexit><latexit sha1_base6 4="ITN5HuEv6dUrtykxzWG1XJ9/YJ8=">AAAC F3icbVDLSsNAFJ3UV62vqks3g1WooCURQdFNw Y3LCvYBTQiT6aQdOnkwc6OU0L9w46+4caGIW9 35N07aLLT1wjCHc+7lnnu8WHAFpvltFBYWl5Z XiqultfWNza3y9k5LRYmkrEkjEcmORxQTPGRN4 CBYJ5aMBJ5gbW94nenteyYVj8I7GMXMCUg/5D 6nBDTllmt2kLi8Cm5qXfITa3yMbS8SPTUK9Gf DgAG5sgMCA89PH8ZHbrli1sxJ4Xlg5aCC8mq4 5S+7F9EkYCFQQZTqWmYMTkokcCrYuGQnisWED kmfdTUMScCUk07uGuNDzfSwH0n9QsAT9vdESg KVOdWdmUU1q2Xkf1o3Af/CSXkYJ8BCOl3kJwJ DhLOQcI9LRkGMNCBUcu0V0wGRhIKOsqRDsGZP nget05pl1qzbs0r9II+jiPbQPqoiC52jOrpBD dREFD2iZ/SK3own48V4Nz6mrQUjn9lFf8r4/A GNDZ92</latexit><latexit sha1_base6 4="ITN5HuEv6dUrtykxzWG1XJ9/YJ8=">AAAC F3icbVDLSsNAFJ3UV62vqks3g1WooCURQdFNw Y3LCvYBTQiT6aQdOnkwc6OU0L9w46+4caGIW9 35N07aLLT1wjCHc+7lnnu8WHAFpvltFBYWl5Z XiqultfWNza3y9k5LRYmkrEkjEcmORxQTPGRN4 CBYJ5aMBJ5gbW94nenteyYVj8I7GMXMCUg/5D 6nBDTllmt2kLi8Cm5qXfITa3yMbS8SPTUK9Gf DgAG5sgMCA89PH8ZHbrli1sxJ4Xlg5aCC8mq4 5S+7F9EkYCFQQZTqWmYMTkokcCrYuGQnisWED kmfdTUMScCUk07uGuNDzfSwH0n9QsAT9vdESg KVOdWdmUU1q2Xkf1o3Af/CSXkYJ8BCOl3kJwJ DhLOQcI9LRkGMNCBUcu0V0wGRhIKOsqRDsGZP nget05pl1qzbs0r9II+jiPbQPqoiC52jOrpBD dREFD2iZ/SK3own48V4Nz6mrQUjn9lFf8r4/A GNDZ92</latexit>
 i(t1:i 1,✓;w)
<latexit sha1_base6 4="l12EK39fQZi2KTtRhGA6NctEuSc=">AAAC GnicbVDLSgMxFM3UV62vqks3wSpU0DIRQdFNw Y3LCvYBnTJk0kwbmnmQ3FHK0O9w46+4caGIO3 Hj35hpu9DWCyGHc+7lnnu8WAoNtv1t5RYWl5Z X8quFtfWNza3i9k5DR4livM4iGamWRzWXIuR1E CB5K1acBp7kTW9wnenNe660iMI7GMa8E9BeKH zBKBjKLRJHi15AXVEGNyWX4oSMjrHjRbKrh4H 5HOhzoFdOQKHv+enD6MgtluyKPS48D8gUlNC0 am7x0+lGLAl4CExSrdvEjqGTUgWCST4qOInmM WUD2uNtA0MacN1Jx6eN8KFhutiPlHkh4DH7ey Klgc6cms7Mop7VMvI/rZ2Af9FJRRgnwEM2WeQ nEkOEs5xwVyjOQA4NoEwJ4xWzPlWUgUmzYEIg syfPg8ZphdgVcntWqh5M48ijPbSPyoigc1RFN 6iG6oihR/SMXtGb9WS9WO/Wx6Q1Z01ndtGfsr 5+AABhoMM=</latexit><latexit sha1_base6 4="l12EK39fQZi2KTtRhGA6NctEuSc=">AAAC GnicbVDLSgMxFM3UV62vqks3wSpU0DIRQdFNw Y3LCvYBnTJk0kwbmnmQ3FHK0O9w46+4caGIO3 Hj35hpu9DWCyGHc+7lnnu8WAoNtv1t5RYWl5Z X8quFtfWNza3i9k5DR4livM4iGamWRzWXIuR1E CB5K1acBp7kTW9wnenNe660iMI7GMa8E9BeKH zBKBjKLRJHi15AXVEGNyWX4oSMjrHjRbKrh4H 5HOhzoFdOQKHv+enD6MgtluyKPS48D8gUlNC0 am7x0+lGLAl4CExSrdvEjqGTUgWCST4qOInmM WUD2uNtA0MacN1Jx6eN8KFhutiPlHkh4DH7ey Klgc6cms7Mop7VMvI/rZ2Af9FJRRgnwEM2WeQ nEkOEs5xwVyjOQA4NoEwJ4xWzPlWUgUmzYEIg syfPg8ZphdgVcntWqh5M48ijPbSPyoigc1RFN 6iG6oihR/SMXtGb9WS9WO/Wx6Q1Z01ndtGfsr 5+AABhoMM=</latexit><latexit sha1_base6 4="l12EK39fQZi2KTtRhGA6NctEuSc=">AAAC GnicbVDLSgMxFM3UV62vqks3wSpU0DIRQdFNw Y3LCvYBnTJk0kwbmnmQ3FHK0O9w46+4caGIO3 Hj35hpu9DWCyGHc+7lnnu8WAoNtv1t5RYWl5Z X8quFtfWNza3i9k5DR4livM4iGamWRzWXIuR1E CB5K1acBp7kTW9wnenNe660iMI7GMa8E9BeKH zBKBjKLRJHi15AXVEGNyWX4oSMjrHjRbKrh4H 5HOhzoFdOQKHv+enD6MgtluyKPS48D8gUlNC0 am7x0+lGLAl4CExSrdvEjqGTUgWCST4qOInmM WUD2uNtA0MacN1Jx6eN8KFhutiPlHkh4DH7ey Klgc6cms7Mop7VMvI/rZ2Af9FJRRgnwEM2WeQ nEkOEs5xwVyjOQA4NoEwJ4xWzPlWUgUmzYEIg syfPg8ZphdgVcntWqh5M48ijPbSPyoigc1RFN 6iG6oihR/SMXtGb9WS9WO/Wx6Q1Z01ndtGfsr 5+AABhoMM=</latexit><latexit sha1_base6 4="l12EK39fQZi2KTtRhGA6NctEuSc=">AAAC GnicbVDLSgMxFM3UV62vqks3wSpU0DIRQdFNw Y3LCvYBnTJk0kwbmnmQ3FHK0O9w46+4caGIO3 Hj35hpu9DWCyGHc+7lnnu8WAoNtv1t5RYWl5Z X8quFtfWNza3i9k5DR4livM4iGamWRzWXIuR1E CB5K1acBp7kTW9wnenNe660iMI7GMa8E9BeKH zBKBjKLRJHi15AXVEGNyWX4oSMjrHjRbKrh4H 5HOhzoFdOQKHv+enD6MgtluyKPS48D8gUlNC0 am7x0+lGLAl4CExSrdvEjqGTUgWCST4qOInmM WUD2uNtA0MacN1Jx6eN8KFhutiPlHkh4DH7ey Klgc6cms7Mop7VMvI/rZ2Af9FJRRgnwEM2WeQ nEkOEs5xwVyjOQA4NoEwJ4xWzPlWUgUmzYEIg syfPg8ZphdgVcntWqh5M48ijPbSPyoigc1RFN 6iG6oihR/SMXtGb9WS9WO/Wx6Q1Z01ndtGfsr 5+AABhoMM=</latexit>
p(t1|✓;w) = N [µ1(✓;w), 1(✓;w)]
<latexit sha1_base64="TQZM6Ov3hMwEbwah uZ7ydi2SuKI=">AAACdXichVFNa9tAEF0p/UjcLze5BEphG6fFheJKJdBAKQR6ySmkUCcBrxCj 9chesiuJ3VGDUf0P+ut669/opdeubB+SONCBZd++eY+ZnckqrRxF0e8g3Lh3/8HDza3Oo8dPnj 7rPt8+c2VtJQ5lqUt7kYFDrQockiKNF5VFMJnG8+zyS5s//47WqbL4RrMKEwOTQuVKAnkq7f6s +pTG/AcXWanHbmb8JWiKBJ+4MEDTLG+u5m/55+VLgm5O5kJjTiNh6jTur/uu2d5x4dTEwP90wq rJlJK024sG0SL4OohXoMdWcZp2f4lxKWuDBUkNzo3iqKKkAUtKapx3RO2wAnkJExx5WIBBlzSLq c35a8+MeV5afwriC/a6owHj2oa9su3U3c615F25UU35YdKooqoJC7kslNeaU8nbFfCxsihJzzw AaZXvlcspWJDkF9XxQ4hvf3kdnH0YxNEg/nrQO9pfjWOTvWB7rM9i9pEdsWN2yoZMsj/BbvAq2 Av+hi/D/fDNUhoGK88OuxHh+3+dlcAP</latexit><latexit sha1_base64="TQZM6Ov3hMwEbwah uZ7ydi2SuKI=">AAACdXichVFNa9tAEF0p/UjcLze5BEphG6fFheJKJdBAKQR6ySmkUCcBrxCj 9chesiuJ3VGDUf0P+ut669/opdeubB+SONCBZd++eY+ZnckqrRxF0e8g3Lh3/8HDza3Oo8dPnj 7rPt8+c2VtJQ5lqUt7kYFDrQockiKNF5VFMJnG8+zyS5s//47WqbL4RrMKEwOTQuVKAnkq7f6s +pTG/AcXWanHbmb8JWiKBJ+4MEDTLG+u5m/55+VLgm5O5kJjTiNh6jTur/uu2d5x4dTEwP90wq rJlJK024sG0SL4OohXoMdWcZp2f4lxKWuDBUkNzo3iqKKkAUtKapx3RO2wAnkJExx5WIBBlzSLq c35a8+MeV5afwriC/a6owHj2oa9su3U3c615F25UU35YdKooqoJC7kslNeaU8nbFfCxsihJzzw AaZXvlcspWJDkF9XxQ4hvf3kdnH0YxNEg/nrQO9pfjWOTvWB7rM9i9pEdsWN2yoZMsj/BbvAq2 Av+hi/D/fDNUhoGK88OuxHh+3+dlcAP</latexit><latexit sha1_base64="TQZM6Ov3hMwEbwah uZ7ydi2SuKI=">AAACdXichVFNa9tAEF0p/UjcLze5BEphG6fFheJKJdBAKQR6ySmkUCcBrxCj 9chesiuJ3VGDUf0P+ut669/opdeubB+SONCBZd++eY+ZnckqrRxF0e8g3Lh3/8HDza3Oo8dPnj 7rPt8+c2VtJQ5lqUt7kYFDrQockiKNF5VFMJnG8+zyS5s//47WqbL4RrMKEwOTQuVKAnkq7f6s +pTG/AcXWanHbmb8JWiKBJ+4MEDTLG+u5m/55+VLgm5O5kJjTiNh6jTur/uu2d5x4dTEwP90wq rJlJK024sG0SL4OohXoMdWcZp2f4lxKWuDBUkNzo3iqKKkAUtKapx3RO2wAnkJExx5WIBBlzSLq c35a8+MeV5afwriC/a6owHj2oa9su3U3c615F25UU35YdKooqoJC7kslNeaU8nbFfCxsihJzzw AaZXvlcspWJDkF9XxQ4hvf3kdnH0YxNEg/nrQO9pfjWOTvWB7rM9i9pEdsWN2yoZMsj/BbvAq2 Av+hi/D/fDNUhoGK88OuxHh+3+dlcAP</latexit><latexit sha1_base64="TQZM6Ov3hMwEbwah uZ7ydi2SuKI=">AAACdXichVFNa9tAEF0p/UjcLze5BEphG6fFheJKJdBAKQR6ySmkUCcBrxCj 9chesiuJ3VGDUf0P+ut669/opdeubB+SONCBZd++eY+ZnckqrRxF0e8g3Lh3/8HDza3Oo8dPnj 7rPt8+c2VtJQ5lqUt7kYFDrQockiKNF5VFMJnG8+zyS5s//47WqbL4RrMKEwOTQuVKAnkq7f6s +pTG/AcXWanHbmb8JWiKBJ+4MEDTLG+u5m/55+VLgm5O5kJjTiNh6jTur/uu2d5x4dTEwP90wq rJlJK024sG0SL4OohXoMdWcZp2f4lxKWuDBUkNzo3iqKKkAUtKapx3RO2wAnkJExx5WIBBlzSLq c35a8+MeV5afwriC/a6owHj2oa9su3U3c615F25UU35YdKooqoJC7kslNeaU8nbFfCxsihJzzw AaZXvlcspWJDkF9XxQ4hvf3kdnH0YxNEg/nrQO9pfjWOTvWB7rM9i9pEdsWN2yoZMsj/BbvAq2 Av+hi/D/fDNUhoGK88OuxHh+3+dlcAP</latexit>
p(t2|t1,✓;w) = N [µ2(t1,✓;w), 2(t1,✓;w)]
<latexit sha1_base64="n8eeVS+59pKLC6h6 UaTx16GqNzY=">AAAChHicjVFRSxtBEN47q7WprbF97MvStJiChLtUsSAVwRefioVGhdxxzG3m ksXdu2N3Tglnfon/yjf/jXtJHqxa6MCy337ffMzsTFoqaSkI7j1/5dXq2uv1N623G+/eb7a3Pp zZojICB6JQhblIwaKSOQ5IksKL0iDoVOF5ennc6OdXaKws8j80LTHWMM5lJgWQo5L2bdmlpM9v OCXhDo/SQo3sVLsrogkSHPBIA03SrL6efeM/Fy8Bqv41ixRmNIx0lfS7/zA/8jrZyrGG/0qOjB xPKE7anaAXzIM/B+ESdNgyTpP2XTQqRKUxJ6HA2mEYlBTXYEgKhbNWVFksQVzCGIcO5qDRxvV8i DP+1TEjnhXGnZz4nH3sqEHbpmGX2XRqn2oN+ZI2rCj7EdcyLyvCXCwKZZXiVPBmI3wkDQpSUwd AGOl65WICBgS5vbXcEMKnX34Ozvq9MOiFv3c7R1+W41hnn9hn1mUh22dH7ISdsgETnudte4EX+ mv+jv/d31uk+t7S85H9Ff7hAyIgwpo=</latexit><latexit sha1_base64="n8eeVS+59pKLC6h6 UaTx16GqNzY=">AAAChHicjVFRSxtBEN47q7WprbF97MvStJiChLtUsSAVwRefioVGhdxxzG3m ksXdu2N3Tglnfon/yjf/jXtJHqxa6MCy337ffMzsTFoqaSkI7j1/5dXq2uv1N623G+/eb7a3Pp zZojICB6JQhblIwaKSOQ5IksKL0iDoVOF5ennc6OdXaKws8j80LTHWMM5lJgWQo5L2bdmlpM9v OCXhDo/SQo3sVLsrogkSHPBIA03SrL6efeM/Fy8Bqv41ixRmNIx0lfS7/zA/8jrZyrGG/0qOjB xPKE7anaAXzIM/B+ESdNgyTpP2XTQqRKUxJ6HA2mEYlBTXYEgKhbNWVFksQVzCGIcO5qDRxvV8i DP+1TEjnhXGnZz4nH3sqEHbpmGX2XRqn2oN+ZI2rCj7EdcyLyvCXCwKZZXiVPBmI3wkDQpSUwd AGOl65WICBgS5vbXcEMKnX34Ozvq9MOiFv3c7R1+W41hnn9hn1mUh22dH7ISdsgETnudte4EX+ mv+jv/d31uk+t7S85H9Ff7hAyIgwpo=</latexit><latexit sha1_base64="n8eeVS+59pKLC6h6 UaTx16GqNzY=">AAAChHicjVFRSxtBEN47q7WprbF97MvStJiChLtUsSAVwRefioVGhdxxzG3m ksXdu2N3Tglnfon/yjf/jXtJHqxa6MCy337ffMzsTFoqaSkI7j1/5dXq2uv1N623G+/eb7a3Pp zZojICB6JQhblIwaKSOQ5IksKL0iDoVOF5ennc6OdXaKws8j80LTHWMM5lJgWQo5L2bdmlpM9v OCXhDo/SQo3sVLsrogkSHPBIA03SrL6efeM/Fy8Bqv41ixRmNIx0lfS7/zA/8jrZyrGG/0qOjB xPKE7anaAXzIM/B+ESdNgyTpP2XTQqRKUxJ6HA2mEYlBTXYEgKhbNWVFksQVzCGIcO5qDRxvV8i DP+1TEjnhXGnZz4nH3sqEHbpmGX2XRqn2oN+ZI2rCj7EdcyLyvCXCwKZZXiVPBmI3wkDQpSUwd AGOl65WICBgS5vbXcEMKnX34Ozvq9MOiFv3c7R1+W41hnn9hn1mUh22dH7ISdsgETnudte4EX+ mv+jv/d31uk+t7S85H9Ff7hAyIgwpo=</latexit><latexit sha1_base64="n8eeVS+59pKLC6h6 UaTx16GqNzY=">AAAChHicjVFRSxtBEN47q7WprbF97MvStJiChLtUsSAVwRefioVGhdxxzG3m ksXdu2N3Tglnfon/yjf/jXtJHqxa6MCy337ffMzsTFoqaSkI7j1/5dXq2uv1N623G+/eb7a3Pp zZojICB6JQhblIwaKSOQ5IksKL0iDoVOF5ennc6OdXaKws8j80LTHWMM5lJgWQo5L2bdmlpM9v OCXhDo/SQo3sVLsrogkSHPBIA03SrL6efeM/Fy8Bqv41ixRmNIx0lfS7/zA/8jrZyrGG/0qOjB xPKE7anaAXzIM/B+ESdNgyTpP2XTQqRKUxJ6HA2mEYlBTXYEgKhbNWVFksQVzCGIcO5qDRxvV8i DP+1TEjnhXGnZz4nH3sqEHbpmGX2XRqn2oN+ZI2rCj7EdcyLyvCXCwKZZXiVPBmI3wkDQpSUwd AGOl65WICBgS5vbXcEMKnX34Ozvq9MOiFv3c7R1+W41hnn9hn1mUh22dH7ISdsgETnudte4EX+ mv+jv/d31uk+t7S85H9Ff7hAyIgwpo=</latexit>
p(ti|t1:i 1,✓;w) = N [µi(t1:i 1,✓;w), i(t1:i 1,✓;w)]
<latexit sha1_base64="xVbQV355crKglotj Mz8HD48eY/M=">AAAClniclVHbattAEF2plyROL07zEujLUqfgQmukEkjS0hISSvtUHIiTgCXE aD2yl+xKYnfUYlR9Un+mb/2brGw/pEkpdGDZs+fMbWfSUklLQfDb8+/df/BwbX2js/no8ZOn3a 1n57aojMCRKFRhLlOwqGSOI5Kk8LI0CDpVeJFenbT6xTc0Vhb5Gc1LjDVMc5lJAeSopPuz7FMi +Q9OSR2+k2/C5jWP0kJN7Fy7K6IZErznkQaapVn9vXnFPyxfAlT9tYkUZjSOdJXI/j9T3MjgZC unGv4jJDJyOqM46faCQbAwfheEK9BjKxsm3V/RpBCVxpyEAmvHYVBSXIMhKRQ2naiyWIK4gimOH cxBo43rxVgb/tIxE54Vxp2c+IK9GVGDtm3DzrPt1N7WWvJv2rii7CCuZV5WhLlYFsoqxang7Y7 4RBoUpOYOgDDS9crFDAwIcpvsuCGEt798F5y/HYTBIDzd6x3trsaxzp6zF6zPQrbPjtgXNmQjJ rxt79A79k78Hf+j/8n/vHT1vVXMNvvD/OE19EfJ3g==</latexit><latexit sha1_base64="xVbQV355crKglotj Mz8HD48eY/M=">AAAClniclVHbattAEF2plyROL07zEujLUqfgQmukEkjS0hISSvtUHIiTgCXE aD2yl+xKYnfUYlR9Un+mb/2brGw/pEkpdGDZs+fMbWfSUklLQfDb8+/df/BwbX2js/no8ZOn3a 1n57aojMCRKFRhLlOwqGSOI5Kk8LI0CDpVeJFenbT6xTc0Vhb5Gc1LjDVMc5lJAeSopPuz7FMi +Q9OSR2+k2/C5jWP0kJN7Fy7K6IZErznkQaapVn9vXnFPyxfAlT9tYkUZjSOdJXI/j9T3MjgZC unGv4jJDJyOqM46faCQbAwfheEK9BjKxsm3V/RpBCVxpyEAmvHYVBSXIMhKRQ2naiyWIK4gimOH cxBo43rxVgb/tIxE54Vxp2c+IK9GVGDtm3DzrPt1N7WWvJv2rii7CCuZV5WhLlYFsoqxang7Y7 4RBoUpOYOgDDS9crFDAwIcpvsuCGEt798F5y/HYTBIDzd6x3trsaxzp6zF6zPQrbPjtgXNmQjJ rxt79A79k78Hf+j/8n/vHT1vVXMNvvD/OE19EfJ3g==</latexit><latexit sha1_base64="xVbQV355crKglotj Mz8HD48eY/M=">AAAClniclVHbattAEF2plyROL07zEujLUqfgQmukEkjS0hISSvtUHIiTgCXE aD2yl+xKYnfUYlR9Un+mb/2brGw/pEkpdGDZs+fMbWfSUklLQfDb8+/df/BwbX2js/no8ZOn3a 1n57aojMCRKFRhLlOwqGSOI5Kk8LI0CDpVeJFenbT6xTc0Vhb5Gc1LjDVMc5lJAeSopPuz7FMi +Q9OSR2+k2/C5jWP0kJN7Fy7K6IZErznkQaapVn9vXnFPyxfAlT9tYkUZjSOdJXI/j9T3MjgZC unGv4jJDJyOqM46faCQbAwfheEK9BjKxsm3V/RpBCVxpyEAmvHYVBSXIMhKRQ2naiyWIK4gimOH cxBo43rxVgb/tIxE54Vxp2c+IK9GVGDtm3DzrPt1N7WWvJv2rii7CCuZV5WhLlYFsoqxang7Y7 4RBoUpOYOgDDS9crFDAwIcpvsuCGEt798F5y/HYTBIDzd6x3trsaxzp6zF6zPQrbPjtgXNmQjJ rxt79A79k78Hf+j/8n/vHT1vVXMNvvD/OE19EfJ3g==</latexit><latexit sha1_base64="xVbQV355crKglotj Mz8HD48eY/M=">AAAClniclVHbattAEF2plyROL07zEujLUqfgQmukEkjS0hISSvtUHIiTgCXE aD2yl+xKYnfUYlR9Un+mb/2brGw/pEkpdGDZs+fMbWfSUklLQfDb8+/df/BwbX2js/no8ZOn3a 1n57aojMCRKFRhLlOwqGSOI5Kk8LI0CDpVeJFenbT6xTc0Vhb5Gc1LjDVMc5lJAeSopPuz7FMi +Q9OSR2+k2/C5jWP0kJN7Fy7K6IZErznkQaapVn9vXnFPyxfAlT9tYkUZjSOdJXI/j9T3MjgZC unGv4jJDJyOqM46faCQbAwfheEK9BjKxsm3V/RpBCVxpyEAmvHYVBSXIMhKRQ2naiyWIK4gimOH cxBo43rxVgb/tIxE54Vxp2c+IK9GVGDtm3DzrPt1N7WWvJv2rii7CCuZV5WhLlYFsoqxang7Y7 4RBoUpOYOgDDS9crFDAwIcpvsuCGEt798F5y/HYTBIDzd6x3trsaxzp6zF6zPQrbPjtgXNmQjJ rxt79A79k78Hf+j/8n/vHT1vVXMNvvD/OE19EfJ3g==</latexit>
ui = (ti   µi)/ i
<latexit sha1_base64="1qpFwgyVcTAFLjoFCCrH2de 0OPc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDFahLqyJCLoRCm5cVrAPaEKYTCft0JkkzNwIJRTc+CtuXCji1p9w59 84fSy0euDCmXPuZe49YSq4Bsf5sgoLi0vLK8XV0tr6xuaWvb3T1EmmKGvQRCSqHRLNBI9ZAzgI1k4VIzIUrBUOrsd +654pzZP4DoYp8yXpxTzilICRAnsvCzi+whUI+IknzeP41NO8J0nAA7vsVJ0J8F/izkgZzVAP7E+vm9BMshioIFp3 XCcFPycKOBVsVPIyzVJCB6THOobGRDLt55MbRvjIKF0cJcpUDHii/pzIidR6KEPTKQn09bw3Fv/zOhlEl37O4zQDF tPpR1EmMCR4HAjucsUoiKEhhCpudsW0TxShYGIrmRDc+ZP/kuZZ1XWq7u15uXY4i6OI9tEBqiAXXaAaukF11EAUPa An9IJerUfr2Xqz3qetBWs2s4t+wfr4BheSlm8=</latexit><latexit sha1_base64="1qpFwgyVcTAFLjoFCCrH2de 0OPc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDFahLqyJCLoRCm5cVrAPaEKYTCft0JkkzNwIJRTc+CtuXCji1p9w59 84fSy0euDCmXPuZe49YSq4Bsf5sgoLi0vLK8XV0tr6xuaWvb3T1EmmKGvQRCSqHRLNBI9ZAzgI1k4VIzIUrBUOrsd +654pzZP4DoYp8yXpxTzilICRAnsvCzi+whUI+IknzeP41NO8J0nAA7vsVJ0J8F/izkgZzVAP7E+vm9BMshioIFp3 XCcFPycKOBVsVPIyzVJCB6THOobGRDLt55MbRvjIKF0cJcpUDHii/pzIidR6KEPTKQn09bw3Fv/zOhlEl37O4zQDF tPpR1EmMCR4HAjucsUoiKEhhCpudsW0TxShYGIrmRDc+ZP/kuZZ1XWq7u15uXY4i6OI9tEBqiAXXaAaukF11EAUPa An9IJerUfr2Xqz3qetBWs2s4t+wfr4BheSlm8=</latexit><latexit sha1_base64="1qpFwgyVcTAFLjoFCCrH2de 0OPc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDFahLqyJCLoRCm5cVrAPaEKYTCft0JkkzNwIJRTc+CtuXCji1p9w59 84fSy0euDCmXPuZe49YSq4Bsf5sgoLi0vLK8XV0tr6xuaWvb3T1EmmKGvQRCSqHRLNBI9ZAzgI1k4VIzIUrBUOrsd +654pzZP4DoYp8yXpxTzilICRAnsvCzi+whUI+IknzeP41NO8J0nAA7vsVJ0J8F/izkgZzVAP7E+vm9BMshioIFp3 XCcFPycKOBVsVPIyzVJCB6THOobGRDLt55MbRvjIKF0cJcpUDHii/pzIidR6KEPTKQn09bw3Fv/zOhlEl37O4zQDF tPpR1EmMCR4HAjucsUoiKEhhCpudsW0TxShYGIrmRDc+ZP/kuZZ1XWq7u15uXY4i6OI9tEBqiAXXaAaukF11EAUPa An9IJerUfr2Xqz3qetBWs2s4t+wfr4BheSlm8=</latexit><latexit sha1_base64="1qpFwgyVcTAFLjoFCCrH2de 0OPc=">AAACA3icbVDLSsNAFJ3UV62vqDvdDFahLqyJCLoRCm5cVrAPaEKYTCft0JkkzNwIJRTc+CtuXCji1p9w59 84fSy0euDCmXPuZe49YSq4Bsf5sgoLi0vLK8XV0tr6xuaWvb3T1EmmKGvQRCSqHRLNBI9ZAzgI1k4VIzIUrBUOrsd +654pzZP4DoYp8yXpxTzilICRAnsvCzi+whUI+IknzeP41NO8J0nAA7vsVJ0J8F/izkgZzVAP7E+vm9BMshioIFp3 XCcFPycKOBVsVPIyzVJCB6THOobGRDLt55MbRvjIKF0cJcpUDHii/pzIidR6KEPTKQn09bw3Fv/zOhlEl37O4zQDF tPpR1EmMCR4HAjucsUoiKEhhCpudsW0TxShYGIrmRDc+ZP/kuZZ1XWq7u15uXY4i6OI9tEBqiAXXaAaukF11EAUPa An9IJerUfr2Xqz3qetBWs2s4t+wfr4BheSlm8=</latexit>
u1 = (t1   µ1)/ 1
<latexit sha1_base64="iWodAPdavBjOWYQRdKAaoZm NgNk=">AAACBXicbVDLSgMxFM3UV62vUZe6CFahLqwTEXQjFNy4rGAf0BmGTJppQ5PMkGSEMnTjxl9x40IRt/6DO //G9LHQ6oGQk3Pu5eaeKOVMG8/7cgoLi0vLK8XV0tr6xuaWu73T1EmmCG2QhCeqHWFNOZO0YZjhtJ0qikXEaSsaX I/91j1VmiXyzgxTGgjckyxmBBsrhe5+FiJ4BSvGXifQF/Z5fOpr1hM4RKFb9qreBPAvQTNSBjPUQ/fT7yYkE1Qaw rHWHeSlJsixMoxwOir5maYpJgPcox1LJRZUB/lkixE8skoXxomyRxo4UX925FhoPRSRrRTY9PW8Nxb/8zqZiS+Dn Mk0M1SS6aA449AkcBwJ7DJFieFDSzBRzP4Vkj5WmBgbXMmGgOZX/kuaZ1XkVdHtebl2OIujCPbAAagABC5ADdyAO mgAAh7AE3gBr86j8+y8Oe/T0oIz69kFv+B8fANuQJXj</latexit><latexit sha1_base64="iWodAPdavBjOWYQRdKAaoZm NgNk=">AAACBXicbVDLSgMxFM3UV62vUZe6CFahLqwTEXQjFNy4rGAf0BmGTJppQ5PMkGSEMnTjxl9x40IRt/6DO //G9LHQ6oGQk3Pu5eaeKOVMG8/7cgoLi0vLK8XV0tr6xuaWu73T1EmmCG2QhCeqHWFNOZO0YZjhtJ0qikXEaSsaX I/91j1VmiXyzgxTGgjckyxmBBsrhe5+FiJ4BSvGXifQF/Z5fOpr1hM4RKFb9qreBPAvQTNSBjPUQ/fT7yYkE1Qaw rHWHeSlJsixMoxwOir5maYpJgPcox1LJRZUB/lkixE8skoXxomyRxo4UX925FhoPRSRrRTY9PW8Nxb/8zqZiS+Dn Mk0M1SS6aA449AkcBwJ7DJFieFDSzBRzP4Vkj5WmBgbXMmGgOZX/kuaZ1XkVdHtebl2OIujCPbAAagABC5ADdyAO mgAAh7AE3gBr86j8+y8Oe/T0oIz69kFv+B8fANuQJXj</latexit><latexit sha1_base64="iWodAPdavBjOWYQRdKAaoZm NgNk=">AAACBXicbVDLSgMxFM3UV62vUZe6CFahLqwTEXQjFNy4rGAf0BmGTJppQ5PMkGSEMnTjxl9x40IRt/6DO //G9LHQ6oGQk3Pu5eaeKOVMG8/7cgoLi0vLK8XV0tr6xuaWu73T1EmmCG2QhCeqHWFNOZO0YZjhtJ0qikXEaSsaX I/91j1VmiXyzgxTGgjckyxmBBsrhe5+FiJ4BSvGXifQF/Z5fOpr1hM4RKFb9qreBPAvQTNSBjPUQ/fT7yYkE1Qaw rHWHeSlJsixMoxwOir5maYpJgPcox1LJRZUB/lkixE8skoXxomyRxo4UX925FhoPRSRrRTY9PW8Nxb/8zqZiS+Dn Mk0M1SS6aA449AkcBwJ7DJFieFDSzBRzP4Vkj5WmBgbXMmGgOZX/kuaZ1XkVdHtebl2OIujCPbAAagABC5ADdyAO mgAAh7AE3gBr86j8+y8Oe/T0oIz69kFv+B8fANuQJXj</latexit><latexit sha1_base64="iWodAPdavBjOWYQRdKAaoZm NgNk=">AAACBXicbVDLSgMxFM3UV62vUZe6CFahLqwTEXQjFNy4rGAf0BmGTJppQ5PMkGSEMnTjxl9x40IRt/6DO //G9LHQ6oGQk3Pu5eaeKOVMG8/7cgoLi0vLK8XV0tr6xuaWu73T1EmmCG2QhCeqHWFNOZO0YZjhtJ0qikXEaSsaX I/91j1VmiXyzgxTGgjckyxmBBsrhe5+FiJ4BSvGXifQF/Z5fOpr1hM4RKFb9qreBPAvQTNSBjPUQ/fT7yYkE1Qaw rHWHeSlJsixMoxwOir5maYpJgPcox1LJRZUB/lkixE8skoXxomyRxo4UX925FhoPRSRrRTY9PW8Nxb/8zqZiS+Dn Mk0M1SS6aA449AkcBwJ7DJFieFDSzBRzP4Vkj5WmBgbXMmGgOZX/kuaZ1XkVdHtebl2OIujCPbAAagABC5ADdyAO mgAAh7AE3gBr86j8+y8Oe/T0oIz69kFv+B8fANuQJXj</latexit>
u2 = (t2   µ2)/ 2
<latexit sha1_base64="oxeK91ZwOYUNvAp36oAaYv6 pKhM=">AAACA3icbVDLSgMxFM3UV62vUXe6CVahLqwzg6AboeDGZQX7gM4wZNJMG5pkhiQjlKHgxl9x40IRt/6EO/ /G9LHQ1gMXTs65l9x7opRRpR3n2yosLa+srhXXSxubW9s79u5eUyWZxKSBE5bIdoQUYVSQhqaakXYqCeIRI61ocDP2 Ww9EKpqIez1MScBRT9CYYqSNFNoHWejBa1jRoXfmc/M4PfcV7XEUeqFddqrOBHCRuDNSBjPUQ/vL7yY440RozJBSH ddJdZAjqSlmZFTyM0VShAeoRzqGCsSJCvLJDSN4YpQujBNpSmg4UX9P5IgrNeSR6eRI99W8Nxb/8zqZjq+CnIo000 Tg6UdxxqBO4DgQ2KWSYM2GhiAsqdkV4j6SCGsTW8mE4M6fvEiaXtV1qu7dRbl2PIujCA7BEagAF1yCGrgFddAAGDy CZ/AK3qwn68V6tz6mrQVrNrMP/sD6/AG/fZWT</latexit><latexit sha1_base64="oxeK91ZwOYUNvAp36oAaYv6 pKhM=">AAACA3icbVDLSgMxFM3UV62vUXe6CVahLqwzg6AboeDGZQX7gM4wZNJMG5pkhiQjlKHgxl9x40IRt/6EO/ /G9LHQ1gMXTs65l9x7opRRpR3n2yosLa+srhXXSxubW9s79u5eUyWZxKSBE5bIdoQUYVSQhqaakXYqCeIRI61ocDP2 Ww9EKpqIez1MScBRT9CYYqSNFNoHWejBa1jRoXfmc/M4PfcV7XEUeqFddqrOBHCRuDNSBjPUQ/vL7yY440RozJBSH ddJdZAjqSlmZFTyM0VShAeoRzqGCsSJCvLJDSN4YpQujBNpSmg4UX9P5IgrNeSR6eRI99W8Nxb/8zqZjq+CnIo000 Tg6UdxxqBO4DgQ2KWSYM2GhiAsqdkV4j6SCGsTW8mE4M6fvEiaXtV1qu7dRbl2PIujCA7BEagAF1yCGrgFddAAGDy CZ/AK3qwn68V6tz6mrQVrNrMP/sD6/AG/fZWT</latexit><latexit sha1_base64="oxeK91ZwOYUNvAp36oAaYv6 pKhM=">AAACA3icbVDLSgMxFM3UV62vUXe6CVahLqwzg6AboeDGZQX7gM4wZNJMG5pkhiQjlKHgxl9x40IRt/6EO/ /G9LHQ1gMXTs65l9x7opRRpR3n2yosLa+srhXXSxubW9s79u5eUyWZxKSBE5bIdoQUYVSQhqaakXYqCeIRI61ocDP2 Ww9EKpqIez1MScBRT9CYYqSNFNoHWejBa1jRoXfmc/M4PfcV7XEUeqFddqrOBHCRuDNSBjPUQ/vL7yY440RozJBSH ddJdZAjqSlmZFTyM0VShAeoRzqGCsSJCvLJDSN4YpQujBNpSmg4UX9P5IgrNeSR6eRI99W8Nxb/8zqZjq+CnIo000 Tg6UdxxqBO4DgQ2KWSYM2GhiAsqdkV4j6SCGsTW8mE4M6fvEiaXtV1qu7dRbl2PIujCA7BEagAF1yCGrgFddAAGDy CZ/AK3qwn68V6tz6mrQVrNrMP/sD6/AG/fZWT</latexit><latexit sha1_base64="oxeK91ZwOYUNvAp36oAaYv6 pKhM=">AAACA3icbVDLSgMxFM3UV62vUXe6CVahLqwzg6AboeDGZQX7gM4wZNJMG5pkhiQjlKHgxl9x40IRt/6EO/ /G9LHQ1gMXTs65l9x7opRRpR3n2yosLa+srhXXSxubW9s79u5eUyWZxKSBE5bIdoQUYVSQhqaakXYqCeIRI61ocDP2 Ww9EKpqIez1MScBRT9CYYqSNFNoHWejBa1jRoXfmc/M4PfcV7XEUeqFddqrOBHCRuDNSBjPUQ/vL7yY440RozJBSH ddJdZAjqSlmZFTyM0VShAeoRzqGCsSJCvLJDSN4YpQujBNpSmg4UX9P5IgrNeSR6eRI99W8Nxb/8zqZjq+CnIo000 Tg6UdxxqBO4DgQ2KWSYM2GhiAsqdkV4j6SCGsTW8mE4M6fvEiaXtV1qu7dRbl2PIujCA7BEagAF1yCGrgFddAAGDy CZ/AK3qwn68V6tz6mrQVrNrMP/sD6/AG/fZWT</latexit>
… …
… …
Autoregressive conditionals
Density estimator
p(t|✓;w) = N [u(t,✓;w)|0, I]⇥ |@u(t,✓;w)
@t
| =
Y
i
p(ti|t1:i 1,✓;w)
<latexit sha1_base64="LMOQOjT2gWtzVaYz pjcVAtsnLpA=">AAADE3icnVJNi9QwGE7r1zp+zerRS3BUZmEdWhEUF2HBi15kBWd3YVJKmqYz YdMmJG+Voc1/8OJf8eJBEa9evPlvTGdmZdwRBF9I8uT9ePIkbzIthYUo+hmE585fuHhp63Lvyt Vr12/0t28eWlUbxsdMSWWOM2q5FBUfgwDJj7XhtMwkP8pOnnfxo7fcWKGqNzDXPCnptBKFYBS8 K90OdvSQlBRmWdGAwy0mmZK5nZd+ITDjQPEePk1453bw/WfLLaOyeeWI5AVMTuO1W+Pa3aTaWy dqcbT7m/mlI0ZMZ5BgAqLktiWFoawhmhoQVP7PAW6jGpxrsZevjcpTgfUQ/NxiSJv4qXgQ/4sw7 Q+iUbQwvAniFRiglR2k/R8kV6wueQVMUmsncaQhaTpRTHLXI7XlmrITOuUTDyvqL540i546fM9 7clwo40cFeOFdr2hoaTulPrOTaM/GOuffYpMaiidJIypdA6/Y8qCilhgU7j4IzoXhDOTcA8qM8 Foxm1HfDfDfqOcfIT575U1w+HAUR6P49aPB/t3Vc2yh2+gOGqIYPUb76AU6QGPEgvfBx+Bz8CX 8EH4Kv4bflqlhsKq5hf6w8Psvfk3/qw==</latexit><latexit sha1_base64="LMOQOjT2gWtzVaYz pjcVAtsnLpA=">AAADE3icnVJNi9QwGE7r1zp+zerRS3BUZmEdWhEUF2HBi15kBWd3YVJKmqYz YdMmJG+Voc1/8OJf8eJBEa9evPlvTGdmZdwRBF9I8uT9ePIkbzIthYUo+hmE585fuHhp63Lvyt Vr12/0t28eWlUbxsdMSWWOM2q5FBUfgwDJj7XhtMwkP8pOnnfxo7fcWKGqNzDXPCnptBKFYBS8 K90OdvSQlBRmWdGAwy0mmZK5nZd+ITDjQPEePk1453bw/WfLLaOyeeWI5AVMTuO1W+Pa3aTaWy dqcbT7m/mlI0ZMZ5BgAqLktiWFoawhmhoQVP7PAW6jGpxrsZevjcpTgfUQ/NxiSJv4qXgQ/4sw7 Q+iUbQwvAniFRiglR2k/R8kV6wueQVMUmsncaQhaTpRTHLXI7XlmrITOuUTDyvqL540i546fM9 7clwo40cFeOFdr2hoaTulPrOTaM/GOuffYpMaiidJIypdA6/Y8qCilhgU7j4IzoXhDOTcA8qM8 Foxm1HfDfDfqOcfIT575U1w+HAUR6P49aPB/t3Vc2yh2+gOGqIYPUb76AU6QGPEgvfBx+Bz8CX 8EH4Kv4bflqlhsKq5hf6w8Psvfk3/qw==</latexit><latexit sha1_base64="LMOQOjT2gWtzVaYz pjcVAtsnLpA=">AAADE3icnVJNi9QwGE7r1zp+zerRS3BUZmEdWhEUF2HBi15kBWd3YVJKmqYz YdMmJG+Voc1/8OJf8eJBEa9evPlvTGdmZdwRBF9I8uT9ePIkbzIthYUo+hmE585fuHhp63Lvyt Vr12/0t28eWlUbxsdMSWWOM2q5FBUfgwDJj7XhtMwkP8pOnnfxo7fcWKGqNzDXPCnptBKFYBS8 K90OdvSQlBRmWdGAwy0mmZK5nZd+ITDjQPEePk1453bw/WfLLaOyeeWI5AVMTuO1W+Pa3aTaWy dqcbT7m/mlI0ZMZ5BgAqLktiWFoawhmhoQVP7PAW6jGpxrsZevjcpTgfUQ/NxiSJv4qXgQ/4sw7 Q+iUbQwvAniFRiglR2k/R8kV6wueQVMUmsncaQhaTpRTHLXI7XlmrITOuUTDyvqL540i546fM9 7clwo40cFeOFdr2hoaTulPrOTaM/GOuffYpMaiidJIypdA6/Y8qCilhgU7j4IzoXhDOTcA8qM8 Foxm1HfDfDfqOcfIT575U1w+HAUR6P49aPB/t3Vc2yh2+gOGqIYPUb76AU6QGPEgvfBx+Bz8CX 8EH4Kv4bflqlhsKq5hf6w8Psvfk3/qw==</latexit><latexit sha1_base64="LMOQOjT2gWtzVaYz pjcVAtsnLpA=">AAADE3icnVJNi9QwGE7r1zp+zerRS3BUZmEdWhEUF2HBi15kBWd3YVJKmqYz YdMmJG+Voc1/8OJf8eJBEa9evPlvTGdmZdwRBF9I8uT9ePIkbzIthYUo+hmE585fuHhp63Lvyt Vr12/0t28eWlUbxsdMSWWOM2q5FBUfgwDJj7XhtMwkP8pOnnfxo7fcWKGqNzDXPCnptBKFYBS8 K90OdvSQlBRmWdGAwy0mmZK5nZd+ITDjQPEePk1453bw/WfLLaOyeeWI5AVMTuO1W+Pa3aTaWy dqcbT7m/mlI0ZMZ5BgAqLktiWFoawhmhoQVP7PAW6jGpxrsZevjcpTgfUQ/NxiSJv4qXgQ/4sw7 Q+iUbQwvAniFRiglR2k/R8kV6wueQVMUmsncaQhaTpRTHLXI7XlmrITOuUTDyvqL540i546fM9 7clwo40cFeOFdr2hoaTulPrOTaM/GOuffYpMaiidJIypdA6/Y8qCilhgU7j4IzoXhDOTcA8qM8 Foxm1HfDfDfqOcfIT575U1w+HAUR6P49aPB/t3Vc2yh2+gOGqIYPUb76AU6QGPEgvfBx+Bz8CX 8EH4Kv4bflqlhsKq5hf6w8Psvfk3/qw==</latexit>
{✓, t}
<latexit sha1_base64="SoIMM2vqMxfKYVOD3zA5omxWpYk=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwISURQZdFNy4r2Ac0oUwmk3boZBJmboQS8gFu/BU3LhRx6we482+ctF lo64FhDueey733+IngGmz726qsrK6tb1Q3a1vbO7t79f2Dro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/clPUew9MaR7Le5gmzIvISPKQUwJGGtYbbub6sQj0NDJf5sKYAcnPsBsRGPthBrmbG5fdtGfAy8QpSQOVaA/rX24Q0zRiEqggWg8cOwEvIwo4FSyvualmCaETMmIDQyWJmPay2TE5PjFKgMNYmScBz9TfHRmJdLGtcRY76sVaIf5XG6QQXnkZl0kKTNL5oDAV GGJcJIMDrhgFMTWEUMXNrpiOiSIUTH41E4KzePIy6Z43Hbvp3F00WtdlHFV0hI7RKXLQJWqhW9RGHUTRI3pGr+jNerJerHfrY26tWGXPIfoD6/MHDZycPA==</latexit><latexit sha1_base64="SoIMM2vqMxfKYVOD3zA5omxWpYk=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwISURQZdFNy4r2Ac0oUwmk3boZBJmboQS8gFu/BU3LhRx6we482+ctF lo64FhDueey733+IngGmz726qsrK6tb1Q3a1vbO7t79f2Dro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/clPUew9MaR7Le5gmzIvISPKQUwJGGtYbbub6sQj0NDJf5sKYAcnPsBsRGPthBrmbG5fdtGfAy8QpSQOVaA/rX24Q0zRiEqggWg8cOwEvIwo4FSyvualmCaETMmIDQyWJmPay2TE5PjFKgMNYmScBz9TfHRmJdLGtcRY76sVaIf5XG6QQXnkZl0kKTNL5oDAV GGJcJIMDrhgFMTWEUMXNrpiOiSIUTH41E4KzePIy6Z43Hbvp3F00WtdlHFV0hI7RKXLQJWqhW9RGHUTRI3pGr+jNerJerHfrY26tWGXPIfoD6/MHDZycPA==</latexit><latexit sha1_base64="SoIMM2vqMxfKYVOD3zA5omxWpYk=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwISURQZdFNy4r2Ac0oUwmk3boZBJmboQS8gFu/BU3LhRx6we482+ctF lo64FhDueey733+IngGmz726qsrK6tb1Q3a1vbO7t79f2Dro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/clPUew9MaR7Le5gmzIvISPKQUwJGGtYbbub6sQj0NDJf5sKYAcnPsBsRGPthBrmbG5fdtGfAy8QpSQOVaA/rX24Q0zRiEqggWg8cOwEvIwo4FSyvualmCaETMmIDQyWJmPay2TE5PjFKgMNYmScBz9TfHRmJdLGtcRY76sVaIf5XG6QQXnkZl0kKTNL5oDAV GGJcJIMDrhgFMTWEUMXNrpiOiSIUTH41E4KzePIy6Z43Hbvp3F00WtdlHFV0hI7RKXLQJWqhW9RGHUTRI3pGr+jNerJerHfrY26tWGXPIfoD6/MHDZycPA==</latexit><latexit sha1_base64="SoIMM2vqMxfKYVOD3zA5omxWpYk=">AAACDHicbVDLSsNAFJ3UV62vqks3g0VwISURQZdFNy4r2Ac0oUwmk3boZBJmboQS8gFu/BU3LhRx6we482+ctF lo64FhDueey733+IngGmz726qsrK6tb1Q3a1vbO7t79f2Dro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/clPUew9MaR7Le5gmzIvISPKQUwJGGtYbbub6sQj0NDJf5sKYAcnPsBsRGPthBrmbG5fdtGfAy8QpSQOVaA/rX24Q0zRiEqggWg8cOwEvIwo4FSyvualmCaETMmIDQyWJmPay2TE5PjFKgMNYmScBz9TfHRmJdLGtcRY76sVaIf5XG6QQXnkZl0kKTNL5oDAV GGJcJIMDrhgFMTWEUMXNrpiOiSIUTH41E4KzePIy6Z43Hbvp3F00WtdlHFV0hI7RKXLQJWqhW9RGHUTRI3pGr+jNerJerHfrY26tWGXPIfoD6/MHDZycPA==</latexit>
Training data
Loss function U =  
X
i
ln p(ti|✓i;w)
<latexit sha1_base64="+9RDsrLB/WD3uqreiMM4jdH3vNc=">AAACNnicbVDLSgMxFM3Ud31VXboJFqGClhkRFEQQ3bgRKlgtdErJpJk2NMkMyR2ljPNVbvwOd924UMStn2CmVv B1IeTknHPJvSeIBTfgukOnMDE5NT0zO1ecX1hcWi6trF6ZKNGU1WkkIt0IiGGCK1YHDoI1Ys2IDAS7DvqnuX59w7ThkbqEQcxaknQVDzklYKl26byOj/AO9k0i2xz7kkBPy1SozN+OK6NnEKaQWe0O+0EkOmYg7eVDjwGx7CH+Mt1mW7hdKrtVd1T4L/DGoIzGVWuXHv1ORBPJFFBBjGl6bgytlGjgVLCs6CeGxYT2SZc1LVREMtNKR2tneNMyHRxG2h4FeMR+70iJNPm41p nPaH5rOfmf1kwgPGilXMUJMEU/PwoTgSHCeYa4wzWjIAYWEKq5nRXTHtGEgk26aEPwfq/8F1ztVj236l3slY9PxnHMonW0gSrIQ/voGJ2hGqojiu7RED2jF+fBeXJenbdPa8EZ96yhH+W8fwBrqavI</latexit><latexit sha1_base64="+9RDsrLB/WD3uqreiMM4jdH3vNc=">AAACNnicbVDLSgMxFM3Ud31VXboJFqGClhkRFEQQ3bgRKlgtdErJpJk2NMkMyR2ljPNVbvwOd924UMStn2CmVv B1IeTknHPJvSeIBTfgukOnMDE5NT0zO1ecX1hcWi6trF6ZKNGU1WkkIt0IiGGCK1YHDoI1Ys2IDAS7DvqnuX59w7ThkbqEQcxaknQVDzklYKl26byOj/AO9k0i2xz7kkBPy1SozN+OK6NnEKaQWe0O+0EkOmYg7eVDjwGx7CH+Mt1mW7hdKrtVd1T4L/DGoIzGVWuXHv1ORBPJFFBBjGl6bgytlGjgVLCs6CeGxYT2SZc1LVREMtNKR2tneNMyHRxG2h4FeMR+70iJNPm41p nPaH5rOfmf1kwgPGilXMUJMEU/PwoTgSHCeYa4wzWjIAYWEKq5nRXTHtGEgk26aEPwfq/8F1ztVj236l3slY9PxnHMonW0gSrIQ/voGJ2hGqojiu7RED2jF+fBeXJenbdPa8EZ96yhH+W8fwBrqavI</latexit><latexit sha1_base64="+9RDsrLB/WD3uqreiMM4jdH3vNc=">AAACNnicbVDLSgMxFM3Ud31VXboJFqGClhkRFEQQ3bgRKlgtdErJpJk2NMkMyR2ljPNVbvwOd924UMStn2CmVv B1IeTknHPJvSeIBTfgukOnMDE5NT0zO1ecX1hcWi6trF6ZKNGU1WkkIt0IiGGCK1YHDoI1Ys2IDAS7DvqnuX59w7ThkbqEQcxaknQVDzklYKl26byOj/AO9k0i2xz7kkBPy1SozN+OK6NnEKaQWe0O+0EkOmYg7eVDjwGx7CH+Mt1mW7hdKrtVd1T4L/DGoIzGVWuXHv1ORBPJFFBBjGl6bgytlGjgVLCs6CeGxYT2SZc1LVREMtNKR2tneNMyHRxG2h4FeMR+70iJNPm41p nPaH5rOfmf1kwgPGilXMUJMEU/PwoTgSHCeYa4wzWjIAYWEKq5nRXTHtGEgk26aEPwfq/8F1ztVj236l3slY9PxnHMonW0gSrIQ/voGJ2hGqojiu7RED2jF+fBeXJenbdPa8EZ96yhH+W8fwBrqavI</latexit><latexit sha1_base64="+9RDsrLB/WD3uqreiMM4jdH3vNc=">AAACNnicbVDLSgMxFM3Ud31VXboJFqGClhkRFEQQ3bgRKlgtdErJpJk2NMkMyR2ljPNVbvwOd924UMStn2CmVv B1IeTknHPJvSeIBTfgukOnMDE5NT0zO1ecX1hcWi6trF6ZKNGU1WkkIt0IiGGCK1YHDoI1Ys2IDAS7DvqnuX59w7ThkbqEQcxaknQVDzklYKl26byOj/AO9k0i2xz7kkBPy1SozN+OK6NnEKaQWe0O+0EkOmYg7eVDjwGx7CH+Mt1mW7hdKrtVd1T4L/DGoIzGVWuXHv1ORBPJFFBBjGl6bgytlGjgVLCs6CeGxYT2SZc1LVREMtNKR2tneNMyHRxG2h4FeMR+70iJNPm41p nPaH5rOfmf1kwgPGilXMUJMEU/PwoTgSHCeYa4wzWjIAYWEKq5nRXTHtGEgk26aEPwfq/8F1ztVj236l3slY9PxnHMonW0gSrIQ/voGJ2hGqojiu7RED2jF+fBeXJenbdPa8EZ96yhH+W8fwBrqavI</latexit>
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Figure 3. Schematic of the conditional masked autoencoder for density estimation (MADE) parameterization of the conditional density
p(t |θ). The means and variances of the autoregressive conditionals are parameterized by the neural network, with the hidden layers
carefully masked to ensure the autoregressive properties are satisfied. A masked autoregressive flow (MAF) is a stack of MADEs, where
the output of each MADE is fed as input to the next, and the order of the autoregressive factorization is changed between MADEs.
given by:
−lnU(w|{θ, t}) = −
∑
i
ln
[N (u(ti,θi ;w) | 0, I)
+
Nmades∑
n=1
dim(t)∑
m=1
lnσnm(ti, θi ;w)
]
.
(9)
The neural density estimators are then trained in the usual
way by minimizing the negative log-loss with respect to the
network weights, or inferring a posterior density over the
weights given the training data (and some network weight
prior).
Over-fitting can be mitigated by any of the standard
regularization methods used for neural networks, such as
early-stopping or dropout. Early-stopping splits the train-
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ing data into a training and validation set, and terminates
training when the loss ceases to improve for the validation
set. Dropout masks some subset of the hidden units, cho-
sen at random, at each training iteration (Srivastava et al.
2014). Further regularization can be achieved using ensem-
bles of networks, or Bayesian networks, as described in the
next section.
2.3 Bayesian networks, deep ensembles and
stacked density estimators
Whilst training sufficiently complex NDEs on sufficiently
large training sets provides a robust approach to likelihood-
free inference in practice (Papamakarios & Murray 2016;
Papamakarios et al. 2018), some simple sophistications can
improve robustness to the choice of network architecture and
small training sets (ie., when simulation is expensive).
Training individual NDEs (by minimizing the log-loss)
on small training sets runs the risk of finding single lo-
cal minima that may not best represent the training data.
Furthermore, it may be difficult to choose an appropriate
NDE network architecture for the problem at hand a pri-
ori; there is a trade-off to be made between ensuring suffi-
cient model complexity to fit the unknown data distribution,
whilst avoiding over-fitting.
One simple resolution is to train an ensemble of NDEs
(Lakshminarayanan et al. 2017; Lueckmann et al. 2018)
{pα(t|θ;w)}, with a range of network architectures (and ini-
tializations). This ensemble can then be used to form a
stacked density estimator for the learned likelihood-surface
by stacking the individual trained NDEs,
p(t|θ;w) =
NNDEs∑
α=1
βα pα(t|θ;w), (10)
where the weights βα are given by the relative likelihoods
for each NDE, or their cross-validation scores (Smyth &
Wolpert 1998, 1999). Stacked density estimators constructed
this way are found to outperform a single best density es-
timator chosen from an ensemble of fits (Smyth & Wolpert
1998, 1999), and stacking ensembles of trained neural net-
works is common practice in machine learning for improving
predictive accuracy.
As well as increasing robustness in the small training-set
regime and against architecture choice, training ensembles
of NDEs also allows for straightforward estimation of the un-
certainty in the learned likelihood surface (ie., the weighted
variance of the NDEs in the ensemble). This can be exploited
in active learning schemes that use the uncertainty in the
current likelihood-surface approximation to decide where to
run new simulations, as described below.
A second approach to making neural networks robust
in the small training-set regime is to train the networks in
a Bayesian context, inferring a posterior distribution for the
network weights given the training data, p(w|{t, θ}) (see eg.,
Burden & Winkler 2008). This helps to regularize the net-
works in two ways; firstly, it allows us to put a prior over the
network weights, eg., imposing some sparse regularization.
Secondly, the inferred network-weight posterior can be used
to define an expectation value of the network output, and
also to assess uncertainty in the network output that can be
exploited in active learning schemes, in a similar spirit to
ensembles of networks. Bayesian networks are reported to
be robust to over-fitting and remove the need for additional
over-fitting mitigation strategies.
Bayesian networks have the appeal over network ensem-
bles that they allow the user to control the regularization in
an interpretable way through the prior, and provide prin-
cipled uncertainties and expectation values for the network
output. Ensembles on the other hand have the advantage
that they are trivial to implement; optimizing an ensem-
ble of networks is typically simpler and cheaper in practice
than inferring the posterior over the weights for a single
large network (although fast approximate inference schemes
such as variational inference help). Ensembles also make
easy work of model averaging over different network archi-
tectures, which is more difficult (although still possible) in
the Bayesian framework. Recent developments in Bayesian
inference and subsequent marginalization over network ar-
chitectures may prove useful in this context (Higson et al.
2018; Dikov et al. 2019).
2.4 Adaptive acquisition of simulations with
active learning
When performing likelihood-free inference in situations
where forward simulation is expensive, the goal is to achieve
the highest fidelity posterior inference with the fewest sim-
ulations possible. We therefore want to preferentially run
simulations in the most interesting regions of the param-
eter space, which are not known a priori. Active learning
allows the neural density estimators to call the simulator
independently during training, automatically deciding on-
the-fly where the best parameters to run new simulations
are based on their current state of knowledge/ignorance of
the target posterior. Here we present two key active learn-
ing approaches for adaptive acquisition of simulations for
DELFI: sequential neural likelihood (based on Papamakar-
ios et al. 2018), and Bayesian optimization style acquisition
rules (based on Lueckmann et al. 2018).
2.4.1 Active learning with Sequential Neural Likelihood
(SNL)
The Sequential Neural Likelihood (SNL; Papamakarios et al.
2018) approach runs simulations in a series of batches, where
the parameters for each batch of new simulations are drawn
from a proposal density based on the current posterior ap-
proximation, and the NDEs are re-trained after each new
simulation batch. This way, the algorithm adaptively learns
the most relevant parts of the parameter space to run new
simulations and hence improve the ongoing posterior infer-
ence.
How to define an optimal proposal density based on
the current posterior approximation is an open question.
Papamakarios et al. (2018) used the current posterior ap-
proximation directly as their proposal for new simulations,
which is a natural choice. An alternative is to use the geo-
metric mean of the prior and the current posterior approxi-
mation as the proposal density, inspired by optimal proposal
schemes for sequential Approximate Bayesian Computation
(Alsing et al. 2018a); this has the nice property that it bet-
ter samples the tails of the distribution, and may hence give
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more robust convergence there (we find this to be the case
in experiments).
2.4.2 Active learning with Bayesian optimization
A second approach is to use Bayesian-optimization style
acquisition rules for running new simulations (Lueckmann
et al. 2018). In this scheme, the next simulation is run at the
parameters that maximize some deterministic acquisition
function A(θ), that encodes a trade-off between relevance
(ie., being in a region of high posterior-density), and un-
certainty in current learned posterior-density-surface. This
active learning approach requires two ingredients: (1) some
way of quantifying uncertainty in the current learned poste-
rior surface, and (2) some carefully chosen acquisition rule.
Training an ensemble of NDEs (as described in §2.3)
provides a straightforward estimate of the variance of the
learned likelihood surface (the weighted variance of the
NDEs in the ensemble), as do Bayesian networks (the vari-
ance of the network output under the network weight pos-
terior). Defining an optimal acquisition rule poses a more
challenging problem. A simple, pragmatic acquisition rule
is just the current variance of the estimated posterior den-
sity (Lueckmann et al. 2018). This has the appeal that it is
cheap and simple to compute, but has the disadvantage that
it does not attempt to quantify the expected improvement in
the density estimator after running a new simulation in any
principled way. Ja¨rvenpa¨a¨ et al. (2018) try to address this
by taking a more formal decision theoretic approach: mini-
mizing the expected integrated variance of the approximate
posterior, under a new simulation draw. Whilst this is clearly
a better-motivated acquisition rule, it can be computation-
ally cumbersome in practice since it involves optimizing over
high-dimensional (parameter-space) integrals.
One might expect well-chosen deterministic acquisi-
tion rules (Bayesian optimization) to be more optimal than
stochastically drawing new simulation parameters from an
adaptive proposal (SNL). However, Durkan et al. (2018) re-
ported that the two approaches gave broadly similar perfor-
mance in a number of experiments in the context of DELFI.
This is an ongoing active area of research.
2.5 Global versus local emulators
For parameter inference tasks where the data have been ob-
served in advance of the analysis, the target is the likelihood
function p(dobs |θ). In this situation, active learning helps us
to selectively run simulations in the most relevant parts of
parameter space to learn the target accurately. However, in
some scenarios we may run many “experiments” that gener-
ate independent realizations of data d from the same data
generating process, and we want to analyze those data as
they are taken. In these situations, it is desirable to aban-
don active learning and build a global emulator for p(d|θ)
over the full prior volume, that can then be used to analyze
any subsequent data d as they are observed. An example of
this situation could be event reconstruction for dark matter
direct detection (eg., Simola et al. 2018): every time an event
occurs it generates some data d (the response of the detec-
tors to the event), and we want to infer the characteristics of
the event (position, energy, etc) from those data. Having a
pre-trained global emulator for p(d|θ) would allow posterior
inference from any event data d to be obtained rapidly, as the
events are observed. DELFI provides a natural framework
for building global emulators for data sampling distributions
for these scenarios.
3 DATA COMPRESSION
Whether data compression is required for performing DELFI
or not depends critically on the the size of the data vec-
tor relative to the number of simulations that can be feasi-
bly performed, given that one needs enough simulations to
learn the sampling distribution of the data (summaries) as
a function of the parameters, over the relevant parameter-
space volume. For problems with modest dimensional data-
vectors, or larger data vectors but where simulation is cheap,
DELFI may be performed directly on the data without fur-
ther compression. However, for large datasets with expensive
simulations it is clearly advantageous to compress the data
down to a small number of informative summary statistics,
so that the density-estimation task need only be performed
on the low-dimensional data-summaries.
In this section we review two key approaches to com-
pressing N data down to p summaries – one per parameter
– whilst aiming to retain as much information about the
parameters as possible: approximate score-compression, and
data compression with deep neural networks.
3.1 Approximate score-compression
When the likelihood function is known, the score function
t = ∇θ ln p(d|θ) yields compression of N data down to p sum-
maries, one per parameter, such that the Fisher information
of the data is preserved (provided the gradient is taken close
to the true parameters, Alsing & Wandelt 2018b; Alsing
et al. 2018b). For Gaussian data where the model depends on
the parameters either through the mean or the covariance,
score-compression is equivalent to moped (Heavens et al.
2000) or the optimal quadratic estimator (Tegmark et al.
1997), respectively.
For likelihood-free applications, the likelihood-function
is obviously not known a priori, but the idea of score-
compression can still provide a guiding hand for defining
compressed data summaries. For many problems, whilst an
exact likelihood is not known, an approximate (eg. Gaus-
sian) likelihood may still be used for defining approximate
score-compressed summaries, the only cost of the approxi-
mation being some loss of information. If no obvious likeli-
hood approximation presents itself and the data space is not
too large, one can learn the conditional density p(d|θ) from
simulations in the neighborhood of some fiducial parameters
θ∗ (with an NDE), and use that to define an approximate
score function. As a third approach, the score-function may
be regressed directly from simulations in a likelihood-free
manner using neural networks (Brehmer et al. 2018a,b,c).
3.1.1 Nuisance hardened approximate score-compression
For problems with p interesting parameters θ and m
additional nuisance parameters η, Alsing & Wandelt
(2018a) (building on Zablocki & Dodelson 2016) showed
MNRAS 000, 1–20 (2019)
8 J. Alsing, T. Charnock, S. Feeney, B. Wandelt
that it is possible to find n “nuisance hardened” score-
compressed summaries (one per interesting parameter) that
are insensitive-by-design to the nuisance parameters. This
can be achieved through a simple projection involving the
Fisher matrix (Zablocki & Dodelson 2016; Alsing & Wandelt
2018a),
t¯θ = tθ − FθηF−1ηηtη, (11)
where tθ = ∇θ ln p(d|θ), tη = ∇η ln p(d|θ), the Fisher infor-
mation matrix is given by F = −〈∇(θ,η)∇T(θ,η)ln p(d|θ)〉, and
t¯θ ∈ Rp are the nuisance hardened summaries.
In the context of likelihood-free inference, because the
score-compression and hence the nuisance parameter pro-
jection is approximate, the nuisance parameters should still
be varied in the forward simulations to correctly capture
any residual nuisance-sensitivity of the hardened summaries
and give self-consistent nuisance marginalized posteriors (see
Alsing & Wandelt 2018a for details).
The ability to project nuisance parameters in this way
has profound implications for likelihood-free cosmology: the
complexity of the inference task (and hence number of sim-
ulations required) now only depends on the number of in-
teresting parameters6, which for cosmological applications
is typically relatively small (. 10).
3.2 Deep neural network data compression and
information maximizing networks
An emerging trend in cosmology is to find cosmological pa-
rameter estimators from complex data sets by training deep
neural networks to regress parameters from data simulations
(Ravanbakhsh et al. 2016; Gupta et al. 2018; Ribli et al.
2018; Fluri et al. 2018a; Gillet et al. 2018). The resulting
trained networks can be viewed as radical data compres-
sion schemes, summarizing large data sets down to a set
of parameter estimators whose sampling distributions (and
hence likelihood functions) are unknown. These neural net-
work parameter estimators can be straightforwardly used
as data summaries in a subsequent likelihood-free analysis.
However, they typically require a large number of simula-
tions spanning the full (relevant) parameter volume in order
to train.
Combining the ideas of deep network and score com-
pression, Information Maximizing Neural Networks (IMNN;
Charnock et al. 2018) parameterize the data compression
function t(d) : RN → Rp as a neural network, training the
network on a set of forward simulations such that the re-
tained Fisher information content of the compressed sum-
maries is maximized (see Charnock et al. 2018 for details).
This tends towards optimal non-linear compression when
provided with a sufficiently flexible architecture and repre-
sentative simulations7. IMNNs have some advantages over
other deep network parameter estimators. Firstly, they take
6 Since DELFI involves learning p(t |θ), and when using nuisance
hardened summary statistics, t ∈ Rn and θ ∈ Rn irrespective of
the presence or number of additional nuisance parameters in the
problem.
7 Asymptotic optimality is only expected for unimodal likeli-
hoods and taking an expansion point close to the maximum-
likelihood; this can be iterated if required.
fewer simulations to train, only requiring simulations around
some fiducial parameters rather than spanning the full pa-
rameter volume. Secondly, by construction they implicitly
(attempt to) Gaussianize the compressed summaries (and
provide pseudo-maximum likelihood estimators from the
transformed likelihood). This means that in a subsequent
DELFI analysis, a relatively simple (close to Gaussian) con-
ditional density estimator may be used, requiring fewer sim-
ulations to converge. Thirdly, IMNNs also provide an esti-
mated Fisher matrix that is useful for initializing density
estimators for DELFI (see §4.2.3), and also for projecting
out any nuisance parameters in the compression using Eq.
(11).
Other novel deep network compression schemes train
networks to find data summaries based on their ability
to distinguish (via classification) between different models
(Merten et al. 2018). This is an active area of research.
3.3 Considerations for cosmological data analysis:
two-step data compression
It is standard practice in cosmology to compress large data
sets down to some set of informative summary statistics,
motivated by knowledge of the underlying physics of the
problem. For example, surveys are often compressed down
to power spectra or higher order n-point statistics, super-
novae lightcurves and spectra are compressed down to point
estimates for their apparent magnitudes and redshifts, etc.
Whilst massive data compression using the score or deep net-
works is, in principle, possible at the level of the raw data,
we anticipate that applications of likelihood-free inference
in cosmology will typically first construct a number of “first
level summaries” (eg., the usual n-point statistics etc), and
then perform a second massive compression step on those
summaries (Alsing et al. 2018b).
Whilst this initial compression to some first-level sum-
mary statistics may seem unnecessary (and potentially
lossy), it comes with some advantages over massively com-
pressing maps (or raw data) directly. Even sophisticated sim-
ulations may represent incomplete descriptions of the true
generative data model, limited by computational resources,
incomplete knowledge of the instrument or hard-to-simulate
non-linear physics, etc. The first level compression step al-
lows us to use only aspects of the data that we expect to be
well-modelled by the approximate simulations. For example,
problems involving an N-body step might resort to approx-
imations such as cola (Tassev et al. 2013), which are only
accurate for certain statistics and on certain scales. For cos-
mic microwave background analyses, noise simulations are
typically expensive and approximations may be employed;
cross-correlations between detector frequencies may be well-
modelled, whereas the auto-power spectra may be less reli-
able.
On the other hand, applying flexible deep network com-
pression schemes to the raw data offers the opportunity to
learn highly informative data summaries that are not cap-
tured by standard cosmological estimators. However, this
comes with the risk of learning features/approximations in
the simulations that do not well-describe the data, and
should therefore only be used (cautiously) for very high-
fidelity simulators.
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4 PYDELFI: A PUBLIC CODE FOR DENSITY
ESTIMATION LIKELIHOOD-FREE
INFERENCE
In this section we introduce pydelfi – a flexible public code
for performing density-estimation likelihood-free inference
with NDEs and active learning. We briefly outline some of
the implementation details and key features of the code here,
referring the reader to https://github.com/justinalsing/
pydelfi for tutorials and documentation.
4.1 Overview
Performing density-estimation likelihood-free inference with
pydelfi proceeds as follows:
(1) Specify the architectures – number of layers, hidden
units, and activation functions – for an ensemble of neural
density estimators (MDNs, MAFs or a combination of the
two).
(2) Specify a simulator() function that takes in pa-
rameters and returns a simulated data vector.
(3) If data compression is required, specify a compres-
sor() function that takes in a data vector and returns a
vector of compressed summaries. This could be an imple-
mentation of approximate-score compression, a trained deep
network parameter estimator, information-maximizing net-
work, or otherwise.
(4) Provide the observed data vector and run pydelfi
using either the sequential neural likelihood or Bayesian op-
timization active learning methods, to learn the likelihood
function. These are implemented as described in Algorithms
1 and 2 respectively. Simulation batches are run in paral-
lel with MPI as standard, and the user has control over
the number of simulations to run per round, the number of
rounds to run, and the network training scheme (see below).
The result is a callable likelihood function that improves
during each round of new simulations and network training.
Alternatively, if a suite of simulations has been run be-
forehand (spanning the relevant parameter volume), these
can be fed straight into pydelfi and the ensemble of NDEs
is trained on those (without exploiting the active learning
strategies). For more optimal use of resources, however, it is
advantageous to provide pydelfi with a callable simulator
so that it can exploit active learning to decide where to run
simulations on-the-fly.
In the following sections we give brief details of the
neural network implementation, initialization and training
schemes (§4.2), active learning strategies (§4.3) and data
compression options (§4.4).
4.2 Neural network implementation and training
4.2.1 Training and mitigating over-fitting
All neural networks are implemented in tensorflow
(Abadi et al. 2015). As a default, we train the neural
networks using the stochastic gradient optimizer adam
(Kingma & Ba 2014), with a default batch-size of one tenth
of the training set at each training cycle and a learning rate
of 0.001. Over-fitting is mitigated using early-stopping; dur-
ing each training cycle, some fraction of the training set is set
aside for validation (default 10%), and training is terminated
Algorithm 1 Schematic outline of DELFI with the sequen-
tial neural likelihood method. In the description below, p˜
represents the current posterior approximation, pi denotes
the prior, and to denotes the observed data summaries.
// Create ensemble of NDEs:
NDEs = NDEs(chosen network architectures)
// (fisher pre-training happens here if desired)
// Choose initial proposal density q(0)(θ):
q(0)(θ) = chosen initial proposal
// SNL: run sims in batches with adaptive pro-
posal
for n in 0 : nrounds do
for i in 0 : nbatch do
θi ← q(n)(θ)
di ← simulator(d|θi)
ti = t(di)
{t, θ}training ← ti, θi
// train NDEs, update proposal after each
round
train(NDEs, {t, θ}training)
q(n+1)(θ) = √p˜(θ |to)pi(θ)
Algorithm 2 Schematic outline of DELFI with Bayesian
optimization. In the description below, p˜ represents the cur-
rent posterior approximation, and A denotes the acquisition
function, and to denotes the observed data summaries.
// Create ensemble of NDEs:
NDEs = NDEs(chosen network architectures)
// Choose acquisition rule A(θ |NDEs):
A(θ |NDEs) = chosen acquisition rule
// (fisher pre-training happens here if desired)
// run initial batch of sims with proposal q(0)(θ)
for i in 1 : ninitial do
θi ∼ q(0)(θ)
di ∼ simulator(d|θi)
ti = t(di)
{t, θ}training ← ti, θi
// train the NDEs
train(NDEs, {t, θ}training)
// Bayesian optimization acquisition rounds: run
sims in batches at the optimal acquisition point
for n in 1 : nrounds do
θn = argmax A(θ |NDEs)
for i in 1 : nbatch do
di ← simulator(d|θn)
ti = t(di)
{t, θ}training ← ti, θn
// train NDEs
train(NDEs, {t, θ}training)
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when the validation-loss does not improve after some user-
specified threshold number of epochs (default 20). Learning
rates, cross-validation fractions and early-stopping thresh-
olds can be easily controlled by the user. The use of en-
sembles of networks provides additional protection against
over-fitting.
4.2.2 Ensembles and stacking
The learned likelihood function is constructed by stacking
the NDEs in the ensemble, trained with early-stopping to
avoid over-fitting, weighted by their relative cross-validation
losses.
4.2.3 Initialization: Fisher pre-training
The weights of the neural density estimators are randomly
initialized by default. However, it is advantageous to exploit
any expectations we might have about the sampling distri-
bution of the data summaries to provide educated starting
points for the NDEs that can then converge more quickly to
the target. When using approximate-score (or IMNN) com-
pression, the compressed summaries can be cast into pesudo
maximum-likelihood estimators through a simple shift and
re-scaling (Alsing & Wandelt 2018b):
t→ θ∗ + F−1∗ t. (12)
This hints at a natural first guess for their sampling distri-
bution: Gaussian estimators for the parameters, with covari-
ance F−1. Before running any simulations, one can regress
the NDEs to p(t|θ) = N(t|θ,F−1). This initializes the NDEs
to a rough (linear Gaussian) approximation of the target
density, that can subsequently morph quickly towards the
target when fed even a small number of simulations. We call
this initialization scheme Fisher pre-training. This is out-
lined in Algorithm 3 (assuming score or IMNN compressed
summaries have been cast as pseudo-MLEs). As a default we
draw 106 pre-training data fromN(t|θ,F−1), with parameters
drawn from the prior. The pre-training data are discarded
after the initialization of the NDEs.
In a similar spirit, the NDEs can alternatively be ini-
tialized by running DELFI on any cheap approximate sim-
ulations that might be available, and then discarding the
approximate sims when training on full simulations.
If no good approximate starting point or approximate
simulations are available, the network weights are initialized
randomly by default.
4.3 Active learning
4.3.1 Sequential neural likelihood
We implement SNL as outlined in Algorithm 1. The user
can specify an initial proposal for running the first batch
of simulations. After each round of training, we draw new
parameters for simulating from an updated proposal, q(θ) =√
p˜(θ |to)pi(θ) – the geometric mean of the prior pi and the
current posterior approximation p˜ (inspired by Alsing et al.
2018a).
During each simulation acquisition batch, simulations
are run in parallel with MPI. The number of simulations
per batch is chosen by the user.
4.3.2 Bayesian optimization
We implement active learning with Bayesian optimization
as described in Algorithm 2. The implemented acquisition
function is the estimated posterior variance, calculated from
the ensemble of NDEs; bespoke acquisition functions can be
implemented by the user if needed.
Whilst simulations can be acquired one-by-one in this
set-up, where parallel computing is available it is typically
desirable to run many simulations concurrently. Therefore,
pydelfi runs batches of simulations in parallel (with MPI)
at each derived acquisition point as default.
4.4 Data compression
pydelfi comes with classes for approximate-score com-
pression for common exponential family data-distributions.
Where expectation values, covariances, derivatives, etc.,
need to be estimated from forward simulations, these are run
in parallel with MPI as standard, otherwise pre-computed
or analytical approximations can be fed in. For IMNN com-
pression, a public implementation is available at https:
//github.com/tomcharnock/IMNN.
pydelfi has the flexibility to take any (or no) compres-
sion scheme; bespoke compression schemes can be straight-
forwardly defined by the user and fed into pydelfi.
Algorithm 3 Schematic outline of the Fisher pre-training
step described in §4.2.3. F denotes the approximate Fisher
matrix, qpre−training the parameter-proposal distribution for
the pre-training data (taken to be the prior, by default).
// fisher pre-training:
// generate pre-training data
for i in 1 : npre−training do
θi ∼ qpre−training(θ)
ti ∼ N(t|θ, F−1)
{t, θ}pre−training ← ti, θi
// train the NDEs
train(NDEs, {t, θ}pre−training)
5 CASE STUDY I (VALIDATION): JLA
SUPERNOVAE ANALYSIS
Supernova data analysis is an interesting opportunity for
likelihood-free methods, since the data are impacted by a
large number of systematic biases and selection effects that
need to be carefully accounted for to obtain robust cosmo-
logical parameters. Whilst progress has been made recently
in developing Bayesian hierarchical models (BHMs) that at-
tempt to carefully treat these effects (Mandel et al. 2009;
March et al. 2011; Rubin et al. 2015; Shariff et al. 2016;
Roberts et al. 2017; Hinton et al. 2018), likelihood-free meth-
ods have the advantage that the forward model complexity
is unfettered by practical limitations of implementing and
sampling high-dimensional BHMs.
As a validation test, we perform a simple analysis of
the JLA data (Betoule et al. 2014) under assumptions that
allow us to compare against an exact known likelihood. The
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set-up is identical to Alsing et al. (2018b), which we review
briefly below.
5.1 JLA data and model
The JLA sample is comprised of 740 type Ia supernovae
with estimated apparent magnitudes mB, redshifts z, color
at maximum-brightness C and stretch X1 parameters. We
take the data vector to be the vector of estimated apparent
magnitudes d = (mˆ1B, mˆ2B, . . . , mˆMB ), where uncertainties in z, C
and X1 are implicitly accounted for in the covariance matrix
(see Betoule et al. 2014, also Figure 4).
We take the expected apparent magnitudes of type Ia
supernovae to be given by (Tripp 1998),
mB = 5log10
[D∗L(z; θ)
10pc
]
− αX1 + βC
+ MB + δM Θ(Mstellar − 1010M) (13)
where D∗L is the luminosity distance (at reference h = 1),
θ are the cosmological parameters (see below), α and β are
calibration parameters for the stretch and color, and MB and
δM characterize the host stellar-mass dependent reference
absolute magnitude. Θ is the Heaviside function.
We assume a flat wCDM cosmology parameterized by
matter density Ωm and dark energy equation-of-state p/ρ =
w0.
5.2 Simulations
For this validation case, simulations are just draws from
the (exact) Gaussian sampling distribution of the data, ie.,
drawing Gaussian data from Eq. (14).
5.3 Data compression
For this validation case we assume the data are Gaussian,
ln p(d|φ) = −1
2
(d − µ(φ))TC−1(d − µ(φ)) − 1
2
ln|C|, (14)
with mean given by Eq. (13), and we assume a fixed covari-
ance matrix from Betoule et al. (2014) (see also Alsing et al.
2018b for details of the covariance matrix).
For data compression, we use the score of the Gaussian
likelihood:
t ≡ ∇θL∗ = ∇Tθ µ∗C−1(d − µ∗), (15)
where ‘∗’ indicates evaluation at fiducial parameters θ∗ =
(0.202,−0.748,−19.04, 0.126, 2.644,−0.0525)8.
8 Found in a few iterations of the pseudo maximum-likelihood
estimator, Eq. (12).
5.4 Priors
We assume broad Gaussian priors on the parameters θ =
(Ωm,w0, α, β,MB, δM) with mean and covariance:
µP = (0.3, −0.75, −19.05, 0.125, 2.6, −0.05),
CP =
©­­­­­­­­«
0.42 −0.24 0 0 0 0
−0.24 0.752 0 0 0 0
0 0 0.12 0 0 0
0 0 0 0.0252 0 0
0 0 0 0 0.252 0
0 0 0 0 0 0.052
ª®®®®®®®®¬
, (16)
with additional hard prior boundaries on Ωm ∈ [0, 0.6] and
w0 ∈ [−1.5, 0].
5.5 DELFI set-up
We ran DELFI using the SNL active learning scheme as de-
scribed in §4. An ensemble of six NDEs was used: five MDNs
with 1–5 Gaussian components respectively, each with two
hidden layers of 50 hidden units, and a MAF containing five
MADEs, each with two hidden layers of 50 units. We use
tanh activation functions throughout.
Simulations were run in batches of 250 after an initial
Fisher pre-training step to initialize the network ensemble.
5.6 Results
Fig. 5 (inset) shows the convergence of the DELFI NDE-
ensemble as a function of the number of simulations. Con-
vergence is achieved after O(103) simulations. This is a sub-
stantial improvement on the 20, 000 simulation requirement
reported for the same problem in Alsing et al. (2018b).
This also represents a substantial improvement over the
Bayesian optimization likelihood-free inference (BOLFI) ap-
proach presented in Leclercq (2018). That work reported
6000 simulations were required for the same toy JLA anal-
ysis problem but only inferring two parameters with the
other four held fixed. The BOLFI approach implemented
in that work also requires much stronger assumptions about
the sampling distribution of the data, implicitly assuming
that the data are Gaussian with a known covariance matrix
(but unknown mean).
Fig. 5 shows the recovered DELFI posterior after 1000
simulations (red), against a long-run MCMC chain for val-
idation (black). The DELFI and MCMC posteriors are in
excellent agreement.
5.7 Discussion
This simple validation case gives insight into the relative
performance of DELFI and MCMC sampling for simple
problems where the sampling distribution of the data is
known, and the likelihood can be evaluated exactly for given
model parameters. In the JLA example above, DELFI was
well converged after O(103) forward simulations (which are
of the same cost as likelihood evaluation for this case),
while MCMC sampling typically requires one or two orders-
of-magnitude more likelihood calls to give well-converged
chains. Since training neural density estimators on small
training sets is computationally inexpensive, in the many
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Figure 4. Left: Measured apparent magnitudes (with uncertainties) against their measured redshifts for the JLA supernova sample.
Right: Covariance matrix corresponding to the observed apparent magnitudes.
cases where the cost of DELFI is dominated by making
draws from p(d|θ) DELFI offers a fast and accurate alterna-
tive to MCMC sampling, giving orders of magnitude speed-
up for typical ∼ 6 parameter problems. The number of sim-
ulations required for DELFI to converge for these known-
likelihood problems can be further reduced by training an
NDE that corresponds to the known data sampling distri-
bution, ie., a Gaussian with parameter-dependent mean and
fixed covariance matrix for this case.
The advantage of DELFI over MCMC for these known-
likelihood inference problems is due in part to the data
compression step, turning the inference task into a low-
dimensional conditional density estimation task. For uni-
modal likelihoods, the score provides asymptotically optimal
compressed summaries and is readily available, and applica-
tion of DELFI as a replacement for MCMC is straightfor-
ward. However, for multimodal likelihoods, more care must
be taken in defining approximately sufficient statistics for
the problem at hand.
6 CASE STUDY II: TOMOGRAPHIC COSMIC
SHEAR PSEUDO-C` ANALYSIS
Cosmic shear data are well suited to likelihood-free analy-
ses, containing a large number of effects that may be sim-
ulated (to varying degrees) but are challenging to build
into an accurate likelihood function. Non-linear physics and
baryonic feedback (Rudd et al. 2008; Harnois-De´raps et al.
2015), intrinsic alignments (Joachimi et al. 2015), shape and
photo-z measurement systematics (Massey et al. 2012; Man-
delbaum 2018; Salvato et al. 2018), image blending (Man-
delbaum 2018), reduced shear corrections (Krause & Hi-
rata 2010), non-trivial non-Gaussian sampling distributions
for common summary statistics (Sellentin et al. 2018), the
redshift-dependent source galaxy population model (Kan-
nawadi et al. 2018), etc., all have the potential to bias pa-
rameter inferences if not carefully accounted for. As well
as promising more principled inference, LFI may also open
up the possibility to extract extra information from non-
standard lensing observables (eg., magnification Hildebrandt
et al. 2009; van Waerbeke 2010; Hildebrandt et al. 2013;
Duncan et al. 2013; Heavens et al. 2013; Alsing et al. 2015a)
and non-linear scales via, eg., peak counts (Kratochvil et al.
2010; Fluri et al. 2018b), bispectrum (Cooray & Hu 2001)
etc.
For this simple demonstration, we perform cosmological
parameter inference from tomographic shear pseudo-C`s for
a Euclid-like survey. We focus on the large-scales where the
pseudo-C` likelihood is intractable and standard Gaussian
likelihood approximations are expected to break down.
6.1 Tomographic shear data and model
As light from distant galaxies propagates through the Uni-
verse on its way to us, it gets gravitationally lensed by the
intervening large-scale structure, imprinting a coherent dis-
tortion on the galaxy images observed on the sky. This coher-
ent lensing distortion field provides a unique probe of both
the evolution of the 3D matter distribution, and geometry of
the Universe via the distance-redshift relation. In particular,
the observed shapes of galaxies are modified by the lensing
“cosmic shear” fields, with their ellipticities  picking up an
additive distortion (in the weak lensing limit):
 = int + γ, (17)
where int is the unobserved intrinsic (unlensed) ellipticity,
and γ is the additional shear due to gravitational lensing.
The statistical properties of the shear field γ provide a sen-
sitive probe of cosmology (see eg., Kilbinger 2015 for a re-
view).
A weak lensing survey involves measuring the shapes,
redshifts and angular positions on the sky of a large number
of galaxies, which are then used to constrain cosmological
parameters by eliciting the statistics of the cosmic shear sig-
nal in the data. We will take our data vector to be a set
of (pixelized) shear maps estimated from a lensing survey
d = (γ(1), γ(2), . . . , γ(nz )), with galaxies grouped into nz to-
mographic redshift bins (based on their estimated redshifts).
The estimated shear in a given tomographic bin α and pixel
p is taken to be:
γ
(α)
p =
∑
i∈(p,α)
ˆi/N(α)p , (18)
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Figure 5. 68 and 95% credible regions of the 2D projections of the inferred posteriors from a long-run MCMC chain (black) and DELFI
from 1000 forward simulations (red). The posteriors from DELFI (after just 1000 simulations) and the long-run MCMC chain are in
excellent agreement.
ie., the average estimated ellipticity of the N(α)p galaxies in
that pixel. The unknown intrinsic ellipticities are assumed
to be zero mean random variates with standard deviation
σe, giving Gaussian “shape noise” σ
(α)
p = σe/
√
N(α) on each
pixel (in the limit of many galaxies per pixel). The shape
noise will invariably be anisotropic due to varying number of
sources per pixel, and maps will be substantially masked due
to incomplete sky coverage, masking around bright sources
in the survey etc.
Mock data for this case study are generated for a survey
set-up similar to the upcoming ESA Euclid survey (Laureijs
et al. 2011) (as described in §6.2), and are shown in Figure
6.
6.1.1 Tomographic shear power spectra
In this case study we will focus on extracting information
from the tomographic power spectra of the cosmic shear
fields.
For a given (flat) cosmological model and parameters,
the predicted angular power spectra between tomographic
redshift bins α and β are given by9 (Kaiser 1992, 1998; Hu
1999, 2002; Takada & Jain 2004; Kitching et al. 2017),
Cγγ
`,αβ
=
∫
dχ
χ2
wα(χ)wβ(χ) [1 + z(χ)]2 Pδ
(
`
χ
; z(χ)
)
, (19)
with comoving distance-redshift relation χ(z), matter power
9 In the Limber approximation, (Limber 1954).
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spectrum Pδ(k χ), and lensing weight functions given by
wα(χ) =
3ΩmH20
2
χ
∫ χH
χ
dχ′ nα(χ′) χ
′ − χ
χ′ , (20)
where nα(χ)dχ = pα(z)dz is the redshift distribution for
galaxies in redshift bin α. Cosmological parameters enter
in both the matter power spectrum and distance-redshift
relation. We will assume a flat ΛCDM cosmology with pa-
rameters θ = (σ8,Ωm,Ωb, h, ns).
6.2 Simulations
The simulations for this demonstration proceed as follows:
(i) Simulate Gaussian random tomographic shear maps
(in healpix pixelization (Gorski et al. 2005) with nside = 128,
`max = 3nside − 1 = 383), with power spectrum corresponding
to the input cosmology θ (cf., Eq. (19)).
(ii) Add (anisotropic) shape noise to the healpix maps.
(iii) Apply Euclid-like mask (footprint and star-mask;
Figure 6).
(iv) Compute tomographic pseudo-C` auto- and cross-
band powers from the noisy tomographic maps.
We assume a survey set-up similar to the upcoming ESA Eu-
clid survey (Laureijs et al. 2011): 15, 000 square degrees with
a mean galaxy number density of n¯ = 30 arcmin−2, an over-
all galaxy redshift distribution n(z) ∝ z2exp [−(1.41z/zm)1.5]
with a median zm = 0.9, Gaussian photo-z errors with stan-
dard deviation σz = 0.05 ∗ (1 + z), and five tomographic bins
with equal mean galaxy number density per bin. Modes are
binned into ten log-spaced bands between ` = 10 and ` = 383.
For the shape noise, we add zero-mean Gaussian noise
to each pixel with variance σ2e/N(i)p , where σe = 0.3 and
Np is the number of galaxies in pixel p, tomographic bin
i. Galaxies are Poisson distributed among pixels according
to the mean number density per tomographic slice to give
realistic, anisotropic shape noise.
The mock data for this demonstration are simulated
following the procedure above, assuming a Planck 2018 cos-
mology (Aghanim et al. 2018): σ8 = 0.811, Ωm = 0.315,
Ωb = 0.049, h = 0.674 and ns = 0.965, w0 = −1.03.
6.3 Data compression
We compress the noisy, masked tomographic shear maps
down in two steps. First, we compute from the maps a set of
tomographic auto- and cross- angular pseudo-C` band pow-
ers, for K `-bands and nz tomographic bins:
d˜ = (CˆB1,11, CˆB1,12, . . . , CˆB1,nznz , CˆB2,11, . . . , CˆBK ,nz,nz ) (21)
where
CˆBk,i j =
∑
`∈Bk
∑`
m=−`
aˆ(i)
`m
aˆ(j)∗
`m
, (22)
and {aˆ(i)
`m
} are the E-mode spherical harmonic coefficients
of the noisy, masked, tomographic shear maps. Note that in
the likelihood-free framework, there is no need to deconvolve
the mask or subtract the noise bias from the estimated band
powers; these are all taken care of (exactly) in the forward
simulations.
Secondly, we compress the tomographic band powers d˜
assuming they are approximately Gaussian distributed (ie.,
moped compression Heavens et al. 2000), giving compressed
summaries:
t ≡ ∇θL∗ = ∇Tθ µ∗C−1(d˜ − µ∗), (23)
taking fiducial parameters (σ8,Ωm,Ωb, h, ns) =
(0.8, 0.3, 0.05, 0.7, 0.96) for performing the compression.
We estimate the covariance and mean by running 103 for-
ward simulations. The derivatives are estimated as a forward
difference using 100 pairs of simulations per parameter,
with matched random seeds to suppress sample variance,
and step sizes of 5% for each parameter respectively. The
extra simulation burden here could easily be eliminated by
using analytical models for the mean (masked) band powers
and covariance matrix in place of Monte Carlo estimates
(we use Monte Carlo estimates here for convenience reasons
only).
Note that the requirements on the accuracy of the
mean, covariance and derivatives used for the data com-
pression are much less onerous than for an approximate
Gaussian likelihood-based analysis: any errors in these es-
timated quantities can only lead to sub-optimality in the
compression, in contrast to a likelihood-based analysis where
errors/incorrect-assumptions can bias parameter inferences.
Since the pseudo-C`s are not expected to be exactly
Gaussian distributed (particularly at low `), the second com-
pression step may lose a small amount of information.
6.4 Priors
We assume broad independent Gaussian priors over θ =
(σ8,Ωm,Ωb, h, ns) with means µθ = (0.8, 0.3, 0.05, 0.7, 0.96),
standard deviations σθ = (0.3, 0.3, 0.1, 0.3, 0.3), and hard pa-
rameter limits σ8 ∈ [0.4, 1.2], Ωm ∈ [0, 1], Ωb ∈ [0, 0.3],
h ∈ [0.4, 1], and ns ∈ [0.7, 1.3].
6.5 DELFI set-up
We ran DELFI using the SNL active leaning scheme de-
scribed in §4. An ensemble of six NDEs was used: five MDNs
with 1–5 Gaussian components respectively, each with two
hidden layers of 50 hidden units, and a MAF containing five
MADEs, each with two hidden layers of 50 units. We use
tanh activation functions throughout.
Simulations were run in batches of 200 after an initial
Fisher pre-training step to initialize the network ensemble.
6.6 Results
Figure 7 (inset) shows the convergence of the DELFI NDE-
ensemble as a function of the number of forward simulations;
convergence is achieved after O103 forward simulations. Fig-
ure 7 shows that the input cosmological parameters are well
recovered (within uncertainties).
6.7 Discussion
The forward modelling assumptions described above are the
same as those used in hierarchical modelling approaches to
cosmic shear parameter inference (Alsing et al. 2015b, 2016);
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Figure 6. Schematic of the mock tomographic cosmic shear data. Top: realization of Gaussian tomographic cosmic shear fields (generated
for the fiducial cosmology). The two components of the complex, spin-2 shear field are shown: γ ≡ γ1 + iγ2. Bottom: the realized maps
but with shape noise and mask added. The shape noise levels and mask are taken for a Euclid-like survey. The maps are subsequently
compressed down to a small set of summary statistics in two steps: firstly, maps are compressed to auto- and cross- angular (E-mode)
power spectra, and these power spectra are then further compressed using approximate-score compression (§6.3).
even in this simple demonstration we could make certain
more principled assumptions about the statistical model for
the data than standard Gaussian-likelihood cosmic shear
analyses with relative ease. While the Bayesian hierarchical
approach samples the likelihood of the noisy map data and
infers the tomographic shear fields explicitly as a by-product,
the likelihood-free approach analyzes the compressed data
and implicitly marginalizes over the latent shear maps, tar-
geting the posterior distribution of the cosmological param-
eters only. In this context, the likelihood-free analysis can be
viewed as a fast alternative to sampling a full hierarchical
model, with the caveat that some information may be lost
in the data compression step(s). However, the likelihood-free
framework will allow us to extend the forward model to de-
scribe the data at the catalog or image level – complexity
that would quickly become intractable for hierarchical mod-
elling approaches.
In this simple demonstration we made the simplifying
assumptions of Gaussian shear fields and considered power
spectra only in the first-level compression step. This can
naturally be extended to non-Gaussian lensing simulations,
and higher-order statistics added to the list of first-level sum-
maries.
7 CASE STUDY III: IONIZING
BACKGROUND FROM HIGH-Z LYMAN-α
FORESTS
The Lyman-α (Lyα) forest at z ∼ 6 measured from high
redshift quasar spectra probes the ionizing background and
thermal state of the intergalactic medium (IGM) around the
end of the epoch of reionization (see McQuinn 2016 for a re-
view). At these redshifts, the Universe is largely opaque to
Lyα; the forest is characterized by narrow Lyα transmis-
sion spikes corresponding to small, low density regions (Oh
& Furlanetto 2005), separated by extended Gunn-Peterson
troughs (Gunn & Peterson 1965) where Lyα is completely
absorbed (see Figure 8). The transmitted fraction of the
quasar flux is given by F ≡ e−τLyα , where the optical depth
τLyα ∝ T−0.7∆2b/ΓHI depends on the temperature T , gas den-
sity ∆b and HI ionization rate ΓHI. The statistics of the Lyα
transmission spikes can hence be used to constrain the ion-
ization rate (and thermal state), but the likelihood function
for the observed flux transmission is intractable; likelihood-
free inference is required to draw principled inferences from
these data. For a recent application of ABC in this context,
see Davies et al. (2017).
In this demonstration we will show how DELFI can be
used to infer the ionization rate ΓHI from observed segments
of Lyα forest at z ∼ 6, using hydrodynamical simulations
to forward model the Lyα transmission. In this toy demon-
stration we will recover the HI ionization rate assuming a
uniform ionizing background, fixed thermal state and con-
sider Lyα only. However, we highlight that likelihood-free
methods offer exciting new prospects for constraining poorly
understood inhomogeneous reionization processes and ther-
mal histories from high-z Lyα and Lyβ forest observations
(Davies & Furlanetto 2016; D’Aloisio et al. 2017; Davies
et al. 2017).
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Figure 7. 68 and 95% credible regions of the 2D projections of the inferred DELFI posterior after 1000 simulations, for the cosmic shear
tomographic pseudo-C` case study. Input parameters (blue) are well recovered, within uncertainties.
7.1 Data and simulations
We simulate mock Lyα forest segments for a given ioniza-
tion rate ΓHI using the Sherwood hydrodynamical simulation
suite (Bolton et al. 2016), as follows:
(i) Generate a random skewer through a z = 6 snapshot of
a 40Mpc/h hydro-simulation box (from the Sherwood suite),
ran with a fiducial ionization rate Γ∗HI = 2.56 · 10−13s−1 at
z = 6 (see Bolton et al. 2016 for details of the Sherwood sim-
ulation set-up). The HI fraction is computed in (2048) cells
along the line-of-sight, assuming ionization equilibrium, and
the resulting Lyα transmission fraction F calculated (includ-
ing the effects of peculiar motions and thermal broadening).
(ii) The transmission flux F is then re-scaled by e−Γ∗HI/ΓHI
to impose the ionization rate we want to simulate. Note that
in this simple demonstration we are fixing the instantaneous
temperature and thermal history to their default values from
the Sherwood suite, and also neglect large-scale fluctuations
in ΓHI that are expected to arise from inhomogeneous reion-
ization.
(iii) Add zero mean Gaussian noise to the flux values,
with standard deviation σ = 0.01.
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Figure 8. Typical example of Lyα forest transmission spikes at
z ∼ 6 (red) spanning comoving distance 40Mpc/h, and the same
forest segment with observational noise added.
Mock data are generated from the above simulation pipeline
with a fiducial ionization rate Γ∗HI = 2.56 · 10−13s−1, show in
Figure 8. The same pipeline is then used to generate forward
simulations for inferring ΓHI from those data using DELFI.
7.2 Data compression
In this simple demonstration we compress the flux data-
vector in two stages: First, we compute fifty percentiles of
the 2048 flux values, from 2 to 100 in steps of 2%. This is
motivated by the notion that the most of the information
about the ionization rate should be contained in the PDF of
the flux values, which can be conveniently summarized by a
set of percentiles.
We then compress the vector of percentiles down to a
single summary statistic for ΓHI using an IMNN. We use a
fully-connected network with three dense layers with 128, 64
and 32 hidden units respectively, and leaky-ReLu activation
functions with activation parameter αReLu = 0.01. For the
training set we use 5000 simulations at the fiducial Γ∗HI, and
an additional 5000 random-seed matched simulation pairs
with ΓHI = Γ
∗
HI ± 1 · 10−13 for the derivatives10.
7.3 Priors
We take a uniform prior ΓHI ∈
[
0, 6 · 10−13] s−1.
7.4 DELFI set-up
We ran DELFI using the SNL active learning scheme. We
use an ensemble of five neural density estimators: five MDNs
with 1–5 Gaussian components respectively, each with two
hidden layers of 30 hidden units, and again we use tanh ac-
tivations throughout. Simulations were run in batches of 50
for the SNL scheme after an initial Fisher pre-training step
to initialize the networks.
10 Note that given a hydrosimulation box, generating realizations
of Lyα segments by taking skewers through the box is inexpensive.
We therefore made no attempt to reduce/optimize the number of
simulations needed to train the IMNN in this case study. We leave
detailed exploration of optimal compression of Lyα forsets (eg.,
without pre-compression to percentiles, optimal IMNN architec-
tures, etc) to future work.
7.5 Results
In Figure 9 (right) shows the recovered posterior on the ion-
ization rate ΓHI; the input value (marked in red) is well
recovered. We find the DELFI ensemble of neural density
estimators converges extremely fast in this case, after only
O(102) (Figure 9; left).
8 CONCLUSIONS AND DISCUSSION
Density-estimation likelihood-free inference (DELFI) imple-
mented using NDEs to learn the sampling distribution of
the data (summaries) as a function of the model parame-
ters, and adaptively acquiring simulations with active learn-
ing, provides an efficient framework for likelihood-free in-
ference in cosmology. When combined with massive data
compression, high-fidelity posteriors may be achieved from
just O(103) forward simulations for typical ∼ 6 parameter
inference tasks. Advances in nuisance-parameter hardened
data compression mean that this expected performance may
be preserved irrespective of the presence or number of addi-
tional nuisance parameters that need to be marginalized over
(Alsing & Wandelt 2018a). Even without data compression,
DELFI with NDEs and active learning provides a state-of-
the-art framework for simulation-based inference (although
more simulations will be required for larger, uncompressed
data vectors).
We have introduced pydelfi – a general purpose im-
plementation of DELFI with NDEs and active learning (and
data compression) – available with tutorials and documen-
tation at https://github.com/justinalsing/pydelfi. py-
delfi opens up new possibilities for likelihood-free analy-
ses of complex cosmological data sets, using rich generative
models containing physical and observational effects that
would otherwise be challenging or impossible to include ac-
curately into a traditional likelihood-based analysis.
For standard inference tasks where the form of the
likelihood-function can be assumed known, we note that
pydelfi can actually be faster (and more accurate for
given resources) than MCMC sampling. By turning the in-
ference problem into a low-dimensional density-estimation
task, DELFI effectively builds a fast neural network emula-
tor for the likelihood-function, in a similar spirit to vari-
ational inference. We have shown that this can converge
quickly, after just O(103) simulations for typical problems,
which are typically similar in cost to likelihood evaluations
(for simple likelihoods). Meanwhile, MCMC methods would
typically require many more likelihood calls to yield well
sampled posteriors, for the same number of model param-
eters. The number of simulations to attain convergence for
DELFI in these simple cases may be minimized by using neu-
ral density estimators that correspond exactly to the form
of the known likelihood, eg., a Gaussian with parameter de-
pendent mean and fixed covariance matrix.
An emerging trend in cosmology is to build emulators
for summary statistics for which no robust analytical model
exists, such as the non-linear matter power spectrum on
small scales (Heitmann et al. 2013), 21cm power spectrum
(Schmit & Pritchard 2017; Kern et al. 2017), Lyman-α power
spectrum (Rogers et al. 2018; Bird et al. 2018), weak lens-
ing Minkowski functionals (Marques et al. 2018), and many
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Figure 9. Left: Recovered posterior for the (z = 6) HI ionization rate from the high-z Lyα forest, from DELFI after 300 simulations
(mock data shown in Figure 8). Right: Convergence of the DELFI NDE ensemble for the ionizing background inference task. The DELFI
ensemble of NDEs converges extremely quickly in this low-dimensional case, after only O(102) simulations.
others. DELFI has a deep connection to emulation methods.
Emulators in cosmology have been mostly concerned with
learning the expectation value of some summary statistics as
a function of the model parameters, which would then typi-
cally be plugged into a standard Gaussian likelihood analy-
sis with an estimated covariance matrix. DELFI goes further
and builds an emulator for the sampling distribution of the
summary statistics, as a function of the model parameters,
thereby addressing the expectation emulation and inference
tasks in one go and without resorting to restrictive or ad hoc
likelihood assumptions in the inference step.
Likelihood-free inference also has a deep connection to
Bayesian hierarchical modelling (BHM) approaches to cos-
mological data analysis. BHMs specify a generative model
for the data, which in turn defines a joint likelihood for
the hyper-parameters (eg., cosmological and global nuisance
parameters) and some latent variables (for example, ini-
tial potential fluctuations, true properties and redshifts of
individual objects in a survey, etc). These typically high-
dimensional likelihoods are then sampled using MCMC (or
otherwise), and inference of both the hyper-parameters and
latent-variables reported. BHMs and likelihood-free meth-
ods are of the same spirit in that they both aim to do infer-
ence under as complete a generative model description for
the data as possible. However, sampling high-dimensional
BHMs for complex forward models is hard and computa-
tionally intensive work, and there are often limitations on
how rich the implemented models can be in practice. Here
likelihood-free methods have a clear advantage over BHMs;
simulating forwards is much easier than solving the inverse
problem with MCMC sampling or otherwise, and adding
extra complexity to the forward model has virtually no im-
pact on the difficulty of the inference task for likelihood-free
methods (other than any added cost of running simulations).
On the other hand, while likelihood-free methods may rely
on data compression to be tractable for high-dimensional
data vectors and expensive simulators, sampling methods
can target the posterior for the uncompressed data directly
and yield inferences of the latent variables as a (potentially
useful) by-product.
By relying entirely on forward simulations, the
likelihood-free approach marks a shift in the way observa-
tional cosmology is done in practice. The scientific effort is
reduced to: (1) taking data, (2) building as faithful a forward
model and simulation pipeline as possible for those data, and
(3) if necessary, devising some data compression scheme to
reduce the number of simulations required to achieve ac-
curate posteriors with LFI. Activities that typically make
up a large part of traditional cosmological data analysis ef-
forts – constructing and calibrating intermediate estimators,
building and validating approximate likelihoods, computing
accurate covariance matrices, etc – no longer enter into the
critical path11 of scientific reasoning (although they may
still be relevant for eg., data compression, but without the
same onerous requirements on accuracy as for likelihood-
based methods). All critical assumptions underpinning the
analysis are then concisely and completely summarized by
the forward model specification; this makes for robust sci-
ence, and clear and simple scientific reporting.
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