Abstract This research proposes an exploratory study of a simple, accurate, and computationally efficient movement classification technique for prosthetic hand application. Surface myoelectric signals were acquired from the four muscles, namely, flexor carpi ulnaris, extensor carpi radialis, biceps brachii, and triceps brachii, of four normal-limb subjects. The signals were segmented, and the features were extracted with a new combined time-domain feature extraction method. Fuzzy C-means clustering method and scatter plot were used to evaluate the performance of the proposed multi-feature versus Hudgins' multi-feature. The movements were classified with a hybrid Adaptive Resonance Theory-based neural network.
Background
The human hand is able to complete a complex range of sophisticated movements that enables us to interact with our environment and communicate with one another. The state of the art prosthetic hand has been designed to fairly accurate the natural limb in both form and function [1] . Excluding cosmetic prosthetic hand, there is the functional type which is divided into two categories: body powered and externally powered. In a body-powered prosthesis, motion is transmitted to the prosthesis via a cable control system. For externally powered prosthesis, myoelectric control is the most employed method of control in commercially available bionic limbs. It relies on complex algorithms to make sense of the massive amount of electrical activity in the stump, which is affected by everything from movement in the shoulder or elbow to the heartbeat [2] . Considering upper limb prosthetic devices, the electromyography (EMG) signal is widely used as an input for the actuation of upper limb movements. In fact, the heart of myoelectric control is the fact that the primary source of control information for the system being controlled comes from the EMG signal. Myoelectric control is the technique of using signal processing to extract information from the EMG signal to determine the intended motion of a person and aid him or her in controlling an assisting device [3] . The typical approach to myoelectric control is to use a pattern recognition scheme [4] . This approach recognizes one of several predetermined classes. These classes represent certain motions such as elbow flexion and extension.
A block diagram representing a myoelectric pattern recognition prosthetic hand scheme is shown in Fig. 1 . The test subject ultimately controls the end device with their EMG signals. Prior to any pattern recognition analysis, the EMG data acquisition is accomplished using surface electrodes and a bioinstrumentation device. Included in the EMG data acquisition block is any data segmentation or windowing which involves dividing up the EMG signal into windows. It also includes any preprocessing techniques such as filtering. Many bioinstrumentation devices provide the necessary analog filtering for EMG applications. The core pattern recognition blocks are feature extraction and classification. EMG feature extraction is a very important step and can determine the efficiency and accuracy of the classifier.
Despite significant developments in the prosthetic hand industry in the last decade, commercial prosthetic hands with high accuracy remain expensive. Despite the massive research interest in myoelectric control systems (MCS), only a few studies have conducted quantitative comparisons of the performance and real-time efficiency of the method. The desired system should be able to efficiently perform the essential movements in terms of both movement classification accuracy and computational time. Considering essential hand movements, previous research, survey and assessment conducted from amputees [1, [5] [6] [7] and in reliable prosthetic devices such as the Southampton Hand [8] can be considered as a criterion. They should include flexion and extension of finger, wrist and elbow for doing routine chores. Here, the complex movements of grabbing can be excluded as the system we are headed to design should also be simple enough to deploy in a non-exclusive and inexpensive real-time implementation device, such as an embedded microcontroller. One potential solution is to investigate a simple, accurate, and computationally efficient classification of hand movements for MCS.
A considerable number of studies on soft computing techniques have been published, especially fuzzy logic systems and neural networks, for bio-signal classification in numerous biomedical applications [9] [10] [11] [12] and expert systems for recognition [13] . Some EMG pattern-recognition applications have used linear discriminant analysis (LDA) or a similar Bayesian approach as parametric classification [13] [14] [15] [16] [17] [18] . The k-nearest neighbor (k-NN) is another simple yet accurate non-parametric classifier that does not require training. Regarding MCS, Rasheed et al. [19] introduced an adaptive fuzzy k-NN classifier for EMG decomposition that significantly outperformed adaptive certainty classifiers. The same researchers also introduced another approach of using fuzzy and k-NN in [20] by developing a software program based on MATLAB, which can be used as a motor unit potential classifier. Kim et al. [21] compared k-NN with LDA and quadratic discriminant analysis (QDA) and concluded the significant classification improvement with k-NN. [22] did the same for EEG signals and found k-NN superiority [23] . proposed an exploratory analysis for the most robust classification among several features and classifiers. The result indicated that LDA is more robust than k-NN, QDA, support vector machine, and multilayer perceptron neural network.
With performance and simplicity in learning-based classification approaches both considered, among the efficient neural network-based supervised learning methods are adaptive resonance theory (ART) and ARTMAP, which is a modification of ART for supervised learning structure and was first discussed by Carpenter et al. [24] . Verzi et al. [25] proposed a new fuzzy ARTMAP neural network called hierarchical ARTMAP as a classification approach for a Fig. 1 Myoelectric pattern recognition prosthetic hand scheme probabilistic setting, as well as compared the generalization capability result with Gaussian ARTMAP, old fuzzy ART-MAP, and boosted ARTMAP. Xu et al. [26, 27] proposed a Mahalanobis distance-based modification of the Gaussian ARTMAP network. Mahalanobis distance-based ARTMAP (MART) networks use the Mahalanobis distance for activation and matching functions and rely on the full covariance matrices of clusters rather than just their diagonal part. In the same character recognition tests referred to in the previous section, Xu determined that MART outperformed fuzzy ARTMAP and Gaussian ARTMAP by 3-6 % in almost half the number of output nodes. Several ART-based approaches, including Hierarchical ARTMAP [25] ,Distance Based ARTMAP [26, 28] , Distributed ARTMAP [29, 30] , Fuzzy ARTMAP [30] [31] [32] , ARTMAP-IC [32, 33] and ART-EMAP [34, 35] have been developed and used for object recognition in the last decade. Arora et al. [36] presented a modified ART1-based control strategy for a below-elbow prosthesis using 2 EMG channels for classification of 4 movements from only 2 subjects with focus on finding the optimal vigilance parameter (q) for improving classification result. They came up with some promising classification result based on vigilance parameter but the problem was that it was subjective and from one participant to another, improvement was not the same. Besides, there was no single value of q at which the classification success is maximum for all the cases and a different value of q for the best classification success was occurred each time.
Objective
The current study intends to propose a pattern-recognition approach for the classification of 5 essential hand movements from 12 subjects and 4 EMG signal, in a manner in which the functionality and accuracy of a myoelectric prosthetic hand control system can be improved. Investigation and evaluation are first conducted on the feature extraction methods for the proposed simple and accurate multi-feature. An ensemble classification method of movements with the use of an ART-based neural network is then designed. The performance of the proposed classification method is evaluated and compared with those of other high-accuracy methods in terms of classification accuracy and computation time. Finally, a simple, accurate, and computationally efficient classification approach of hand movements for MCS is achieved (Fig. 2 ).
Materials and methods

EMG data acquisitions
The datasets have been used in this research were acquired based on SENIAM protocol for EMG acquisition [37] for the same essential movements. The detailed information of acquisition has been summarized in Table 1 .
Dataset 1: evaluating redundancy of EMG features
The EMG data that were used for the first aim of this study were obtained from the University of Essex [38] , particularly from two forearm muscle channels, namely, flexor carpi ulnaris (FCU) and extensor carpi radialis (ECR), as shown in Fig. 3 . One healthy subject was asked to perform five essential upper-limb movements, including wrist flexion/extension (movement 1), elbow flexion (movement 2), finger flexion/extension (movement 3), co-contraction (movement 4), and isometric contraction (movement 5), as shown in Fig. 4 . It should be mentioned that only these 5 Sampling rate SEMG signals were sampled at 1500 Hz Fig. 3 Anatomy of 4 different muscles used in EMG dataset; modified from [23] movements can undertake the necessity of a prosthetic hand empowerment. While, the dataset not only consists of flexion/extension of finger, elbow and wrist; which based on previous survey are crucial prosthetic hand movements; it is also included co-contraction and isometric contraction that are two essential contractions [5, 39] .
Dataset 2: investigating optimal EMG multi-feature and classification
The EMG data that were used for the second aim were obtained from an approved experimental procedure in a previous MCS study in the School of Electronics and Computer Science of the University of Southampton [39] . Such a study was based on the SENIAM protocol on surface EMG acquisition [37] . The main data result from the 12 normal-limb subjects aged 20-30 years old consists of 1 trial of 5 essential movements' acquisition-wrist flexion/ extension, finger flexion/extension, elbow flexion, co-contraction, and isometric contraction-from four muscles, namely, FCU, ECR, biceps brachii (BB), and triceps brachii (TB), with a speed of 60 beats per minute controlled by a metronome, as shown in Fig. 3 .
Data segmentation
The width of the analysis window is a critical parameter. The lower limit for the window width is restricted by the low statistical variance of the features extracted from small windows that yield low classification accuracy. The upper limit is given by the time required to acquire and process the signal to obtain the final decision. Englehart and Hudgins determined that the analysis windows of approximately 256 ms led to acceptable classification accuracy values and allowed the system to be more robust and responsive than the analysis windows with a short length [40] . Another approach on time window optimization, which was conducted by Du and Vuskovic, indicated that increasing the length from 100 to 400 ms increases the classification accuracy to 20 % [41] . Asghari and Hu used a similar approach [42] , in which they proved that increasing the segment length from 200 to 500 ms would lead to an upsurge in performance by 3 %. In the current study, the EMG signals for each hand motion were partitioned into 400-point segments that corresponded to 265.6 ms of contraction.
Choosing the data windowing technique is important for data segmentation after the window length is decided on. An overlapping technique was applied according to the literature and in consideration of real-time constraints, which are the concern of the current study and are discussed in [6] . In [42] , overlapped segmentation was proven to make a controller four times faster without a noticeable degradation in accuracy. Figure 5 shows that the overlapping (increment) time should be greater than the processing time [6, 40] because the processor must have enough time to execute programs for the feature segment and generate a decision before the next segment arrives. Moreover, the processing time should often be less than 50 ms. The overlapping segment length in the current study is 200 points, which correspond to 132.5 ms.
Feature extraction methods description
As mentioned in the introduction, one of the primary aims of this study is to develop an accurate yet simple offline pattern recognition myoelectric classification scheme for a rehabilitation prosthetic hand. The selected classifier in a pattern recognition scheme can be argued to be of little importance if the extracted features are not clustered in feature space, that is, the success of classification depends more on the features extracted than on the classifier itself. Emphasis was placed on using features that provide a wellseparated feature space, with focus on easy implementation and the use of a time-saving extraction method. The focus is time-domain features, as discussed in the literature review chapter; these features are primarily based on the statistical characteristics of signals. No transformation is included, so the implementation is easy. An enormous amount of data is present in the 265 ms (400 points) EMG recordings. For a classifier to be computationally efficient, it must use an adequate method of feature extraction. This method quantifies large data sets into a few features that optimally distinguish that set of data from other sets and enable a classifier to group that data set with related data sets. Time-domain features were selected as the main feature extraction method in this study. Moreover, several modifications in the multi-feature have been made by addition of the mean frequency (MNF).
A review of these features follows. Figure 6 shows that all five successive movements have been used. The descriptions of the feature methods were combined and used as a multi-feature.
Mean absolute value (MAV) first presented by Hudgins [43, 44] . It is defined as an average of the absolute value of all the EMG signal amplitude in a segment, formulated like this:
Waveform length (WL) is a scale shows how complex is the EMG signal [42, 43] . The feature is presented in a simple formulation as the cumulative length of the EMG waveform over the time segment: 
Zero crossing (ZC) is the time-domain definition of EMG segment frequency information [43] . It counts the number of times the signal crosses zero. A threshold would be defined to avoid the natural noises and fluctuations caused by low-voltage.
Root mean square (RMS) is again a well-known feature analysis regarding EMG signal [21, 45] . It is also alike to the standard deviation method. The mathematical definition of RMS feature can be expressed as:
Slope sign change (SSC) is linked to ZC and WAMP features [43, 46] . It is another method to represent frequency information of the EMG signal. It is a number of times that the slope of the EMG signal changes sign. For the same reason as ZC we defined a threshold here, too. The mathematical expression is:
Mean frequency (MNF) is an average frequency which is calculated as sum of the product of the EMG power spectrum and the frequency divided by the total sum of the spectrum intensity e.g. [42] . Central frequency (fc) and spectral center of gravity are other calling names of the MNF feature [41] . It can be calculated as
where fj is frequency of the spectrum at frequency bin j, Pj is the EMG power spectrum at frequency binj, and M is length of the frequency bin. The whole process of feature combination and selection depicts in Fig. 7 . It should be considered that the proposed feature extraction and evaluation in Figure 7 has been repeated in each round of cross-validation process to improve the reliable classification result and decrease error and bias.
Feature evaluation
As been shown in the Fig. 6 , the amplitude of the myoelectric signal fluctuated progressively and for this reason, the amplitude varied in the EMG segments. Moreover, each of feature extraction methods scales the EMG amplitude in a different value range. To overcome this inconsistency, the signal amplitude after feature extraction was normalized within a fixed range of [0, 1] in all channels (Figs. 10, 11, 12 ). It should be also considered that no transformation of features was done as the simplicity and computational efficiency is the priority in this research.
Dataset 1: fuzzy C-mean clustering and scatter plot Fuzzy c-means (FCM) is an iterative data clustering technique in which a dataset is grouped into n clusters with every data point in the dataset belonging to every cluster to a certain degree. This iteration is based on minimizing an objective function that represents the distance from any given data point to a cluster centre weighted by that data point's membership grade. In other words, FCM clusters the data based on their nature into the specified groups.
It starts with an initial guess for the cluster centers, and then FCM iteratively moves the cluster centers to the right location within a data. Formally, clustering an unlabeled data X ¼ fx1; x2; . . .; xNgc & R h , where N represents the number of data vectors and h the dimension of each data vector, is the assignment c of partition labels to the vectors in X. c-Partition of X constitutes sets of (c. N) membership values that can be conveniently arranged as a (c. N) matrix U = [u ik ]. The problem of fuzzy clustering is to find the optimum membership matrix U [47] . The result of FCM clustering would be shown in scatter plots for different feature sets.
Moreover, it should be considered that clustering and scatter plot both are used as a visual way of evaluating feature redundancy and so for a better and more accurate evaluation these features should be employed in a classification process and then the classification accuracy should be compared.
Dataset 2: feature evaluation using linear discriminant analysis
Considering further investigation on evaluating the proposed features, a well known easy implementing linear classifier-, LDA has been used. LDA is a classification method originally developed in 1936 by R. A. Fisher. It is simple, mathematically robust and often produces models whose accuracy is as good as more complex methods. LDA is based upon the concept of searching for a linear combination of variables (predictors) that best separates the two classes (targets). To capture the notion of separability, Fisher defined the following score function.
Variance of Z within groups ð11Þ
Given the score function, the problem is to estimate the linear coefficients that maximize the score, which can be solved by the following equations. The results of the LDA were performed by a 3-fold cross validation in each subject and the classification accuracy was computed as an average accuracy based on the results from cross validation testing of all subjects. It should also be considered that to illustrate the optimal feature extraction method, a comparison of the proposed multi-feature performance versus a number of the existing combinations of time domain features will be discussed. For this reason, two successful EMG feature sets were selected that are (1) Hudgins's feature set: MAV, WL, ZC, and SSC [43] , and (2) Du's feature set: IEMG, VAR, WL ZC, SSC, and WAMP [48] .
Classification
Classification is the most important stage that affects the final performance of the myoelectric pattern-recognition system. At this stage, the classifier should be able to learn the different muscle contraction patterns selected to actuate the prosthetic device. The ART neural network was selected over other techniques as the signal classifier because it can generalize complex data. The final model is also simple and accurate enough to meet the real-time constraints. Several ART-based approaches, including hierarchical ARTMAP [25] , Distance based ARTMAP [26, 49] , Distributed ARTMAP [29, 30] , Fuzzy ARTMAP , Llobet et al. 2002 , Nachev et al. 2010 ), ARTMAP-IC [32, 33] and ART-EMAP [34, 35] were developed and used for object recognition in the past decade.
In this study, four ART-based classification techniques, namely, Fuzzy ARTMAP, Distributed ARTMAP, ART-EMAP, and ARTMAP-IC, are employed as classifiers. A new hybrid classifier called Best-ART outperforms these four methods.
In order to calculate the performance of our approach, the whole EMG data is divided into training and test sets, and k-fold cross-validation is used subsequently. The training set is used to build a classification model and the test set is used to verify it. We choose k-fold cross-validation which is a well-known method for evaluation. k-Fold cross validation is used by numerous researchers to reduce the bias related with random sampling of the training and test sets. In k-fold cross validation, the whole data set is randomly split into k mutually exclusive subsets (folds) of approximately equivalent size. The classification model is trained and tested k times. In other words, it is trained on all but one of the folds and tested on the remaining single fold. The cross-validation accuracy (CVA) is the average of the k individual accuracy measures where k (3 in this case) is the number of folds used. According to detailed information from [50] and considering the number of experiments, reducing computation time which is one of our goal in this research, also size of the dataset (not that sparse to increase number of folds or using leave-one-out), a repeated 3-fold cross validation has been used. It is almost the same method as 3-fold cross validation but we repeated it for 400 times, to decrease type-I error and obtain a more reliable performance.
Combined ART-based classification (Best-ART)
The rationale behind the growing interest in multiple classifier systems is the recognition that the classical approach in designing a pattern recognition system, which focuses on determining the best individual classifier, involves several serious drawbacks. The most common type of multiple classifier system includes an ensemble of classifiers and a function for the parallel combination of classifier outputs. However, a large number of methods to create and combine multiple classifiers were proposed in the last few years [21] . From the ARTMAP-based classification architecture that has been reviewed in Sect. 2.5.4 of the literature review section, a MATLAB code has been developed to select the best technique among four ARTbased classification techniques, namely, Fuzzy ARTMAP, Distributed-ARTMAP, ART-EMAP, and ARTMAP-IC. The ensemble algorithm is based on the classification accuracy percentage for each subject. An improvement is achieved by this coding approach, which consists of all four ARTMAP classifiers that select the best technique based on the classification accuracy for each subject of the data set. Training and classification with the use of the technique then continues. The maximum rule has been used as combination, which is one of the biased rules and has an effective computation time. This classification approach is abbreviated as Best-ART in the result and discussion sections. Figure 7 shows the entire process of the combined ART-based classifiers.
To test the feasibility of the ART network, the classification accuracy in the test set was first computed for the classifiers trained with the data from each recording session of the 12 subjects. Englehart et al. [51] found that a high classification accuracy does not guarantee good classifier performance and usability. Thus, other parameters, such as the computation time of the proposed algorithm, should be considered in evaluating classifier performance. To test the hypothesis that the ART classifier can accurately perform, the training time, classification time, and elapsed time (the time it takes for the whole program in MATLAB to execute including segmentation, feature extraction and classification) of the proposed classifier are obtained, and a comparison is made between the ART method and k-NN and LDA as two efficient and common classification methods.
ARTMAP learning process
ARTMAP is often applied using the simplified version shown in Fig. 8 . It is obtained by combining an ART unsupervised neural network [49] with a map field and actually specialized for pattern classification approach. It consists of two fully related layers of nodes: A M node input layer F1 and a N node competitive layer F2. A set of real-valued weights W ¼ fw ij 2 0; 1 ½ : i ¼ 1; 2; . . .; M; j ¼ 1; 2; . . .; Ng is associated with the F 1 to F 2 layer connections. Each F 2 node j represents a recognition category that learns a prototype vector wj = (w 1j , w 2j ,…, w Mj ). The F 2 layer is connected through learning associative links to an L node map field F ab , where L is the number of classes in the output space Fig. 9 .
A set of binary weights W ab =fw ab jk 2 0; 1 ½ : j ¼ 1; 2; . . .; N; k ¼ 1; 2; . . .; Lg is associated with F 2 to F ab connections. The vector w j ab = (w j1 ab , w j2 ab , …,w jL ab ) links the F 2 node j to one of the L output classes. During training, ARTMAP classifiers perform supervised learning of the mapping between training set vectors a = (a 1 , a 2 , …, a m ) and output labels t = (t 1 , t 2 , …, t L ), where t K = 1 if K is the target class label for a, and zero elsewhere [52] .
The general ARTMAP learning algorithm is as follow:
Initialization
• All the F2 nodes are uncommitted, all weight values w ij are initialized to 1 and all weight values w jk ab are set to 0.
• An F2 node becomes committed when it is selected to code an input vector a, and is then linked to an F ab node.
Input pattern coding
• Complement Coding (Normalization)
• Training pair (a, t)
A ¼ a; a 
• The vigilance parameter is reset to its baseline value.
Prototype selection
• F2 Activation function
• Greatest activation value 
• Vigilance test
• If the test is passed, then node J remains active and resonance is said to occur.
• If not the network inhibits the active F2, presents new training pair (a,t) or goes to step5.
Class prediction
• Pattern t is fed directly to the map field F ab
• The F2 category y learns to activate the map field via associative weights W ab .
• Incorrect class prediction : Match tracking
Learning
• Learning input a involves updating prototype vector W J • if J corresponds to a newly-committed node, creating an associative link to F ab The prototype vector of F2 node J is updated according to:
Step 2
K-nearest Neighbor (KNN) as classifier
The nearest neighbor classification rule assigns a pattern, which is of unknown classification, to the class with the nearest neighbor. This idea has been extended to k-NN, where this classification algorithm predicts the category of the test sample on the basis of k training samples, which are the nearest neighbors to the test sample, and then classifies the test sample to the category that has the highest category probability. Suppose that j is the number of training categories, as c1, and the sum of the training samples is N.
Class X is the same feature vector as in all the training samples. When di is one of the neighbors in the training set, yðd i ; c j Þ 2 f0; 1g indicates whether di belongs to class cj, and Sim(X, di) is the similarity function for X and di. The probability density function P(X, cj) for the feature data X, given class cj, can then be written as Eq. (23). Sim X; d i ð Þ can be calculated with the Euclidean distance, city block, correlation, cosine, and hamming methods. In this study, the Euclidean distance method was selected because it is often used in EMG-based systems as the distance metric. The k-value is a user-defined constant number of neighbor group elements. An unlabeled vector is classified by assignment of the label that occurs most frequently among the k training samples nearest that query point. If k is significantly large, then the large classes will outperform the small ones. By contrast, the advantages of the k-NN algorithm will not be evident if k is significantly small [19] . Based on this result and on the survey conducted by Kim et al. [21] on the best k-value in terms of classification accuracy, the k-value was initially fixed at 5; it had the highest average recognition rate and the lowest standard deviation.
Linear discriminant analysis (LDA) as classifier
This study will use LDA, which is a well-known and easy to implement linear classifier, as explained in ''Dataset 2: Feature evaluation using Linear Discriminant Analysis'' section. The distance for LDA used in this thesis is the default Euclidian distance. Moreover, based on information on the cross validation in [50] a threefold cross validation was used for learning ARTMAP networks, LDA, and the k-NN classifier because the data set is large enough. The least possible computational time is also used.
Result and discussion
For developing ART-based, LDA and KNN classifiers, the feature vectors are extracted by using proposed multi-feature from each EMG signal frame (10000 distinct samples) as described in ''Feature extraction methods description'' section and shown in Fig. 6 . As a result we produced 2500 feature vectors (5 movements) for each EMG channel. Then 1700 EMG signal patterns were randomly taken for training the neural network, LDA and KNN. The remaining 800 signal patterns were kept aside and used for testing the validity of the developed models. The class distribution of the samples in the training and testing data set is summarized in Table 2 .
Evaluating redundancy of EMG features: Fuzzy C-mean clustering and scatter plot
The purpose here is to test the capability of the features in separating data into natural clusters. Therefore, how distinct the data will be after going through each feature extraction method will be analyzed by examination of the scatter plots. As a modification for FCM, the number of clusters is set to 5 (number of movements), and the data of 2 channels, namely, FCU and ECR, for one sample subject from data set#1 are considered. The result will be the comparison of single features-mean absolute value (MAV), zero crossings (ZC), slope sign changes (SSC), waveform lengths (WL), root mean square (RMS), and mean frequency (MNF) scatter plots along with the proposed multi-feature and Hudgins' multi-feature [14] -as the most effective and employed multi-features in MCS prosthetics. Figures 10, 11, 12, 13, 14 show the results of the FCM employed in each feature method. These features can be categorized into groups based on single features, similarities in scatter plots, as shown in Figs. 10, 11, 12 , and class separability.
• Figure 10 shows that RMS slightly outperforms MAV and WL in being discriminative; thus, RMS is the best single feature among all the six single features. • ZC and SSC are a part of the second group (Fig. 11) , which also has the same technique in separating classes and shows good performance as a single feature but is not as discriminative as those in the first group. SSC is a better discriminator than ZC.
• The third group consists of MNF only, which is a poor single feature extractor. Its scatter plot (Fig. 12) indicates that it has the least discrimination performance as long as it is not combined with other features.
With the discrimination performance of multi-features and the scatter plot observation in Figs. 13 and 14 considered, the main discussion focuses on how separable and distinct can the proposed multi-feature (consisting of MAV, ZC, WL, SSC, RMS, and MNF) perform versus Hudgins' multi-feature (consisting of MAV, ZC, WL, and SSC) [43] .
Initially, both feature groups may be concluded to have almost the same class separability and distinction. Further assessment, with focus on the border of class#1, class#2, and class#3, clearly indicates that the proposed multi-feature outperforms the Hudgins' multi-feature in the case of discriminative patterns between class#1 and class#3. In the proposed multi-feature (Fig. 14) , the two classes are separate from each other. By contrast, Fig. 12 shows that the two classes overlap for Hudgins' multi-feature. Moreover, Hudgins' multi-feature had an error in discriminating class#3, whereas the other single feature methods and the proposed multi-feature method discriminate it in approximately the same neighborhood. Hudgins' multi-features clustered it near class#1, which resulted in an error. Both clustering and scatter plot can therefore be used as visual methods to evaluate feature performance and indicate the superiority of the multi-feature consisting of MAV, ZC, SSC, WL, RMS, and MNF over Hudgins' multi-feature. For further investigation and for an efficient evaluation, these features should be employed in a classification process. The classification accuracy should then be compared.
Evaluating performance of EMG features: LDA classification
Presented in this section is the outcome of the LDA classifier for the 4 channels of EMG data, 5 movement classes, and for all 12 subjects of data set#2, including the evaluation of the different features.
1. Proposed multi-feature: MAV, ZC, WL, SSC, RMS, and MNF, as discussed in the methodology section and compared with the two best known and used multifeatures. [53] .
Regarding the single features, Table 3 and Fig. 15 (in terms of classification performance) show that the result agrees with the feature comparison done in the previous FCM evaluation. The features are again categorized into groups as follows.
• RMS, WL, and MAV are a part of the first group, which has the best average classification accuracy among all features at 65.28, 63.29, and 56.54 %, respectively. This result means that they are more capable of extracting features for movement classification than other single features do.
• ZC and SSC are a part of the second group, which also has the same poor manner of separating classes. SSC (24.29 ± 4.59 %) has a better classification performance than ZC (14.35 ± 4.50 %).
• The third group consists of MNF only, which is a poor single feature extractor. The classification accuracy of MNF with the use of LDA as classifier is as low as 11.39 ± 2.12 %. Table 3 and Fig. 15 show and consider the classification performance of multi-feature. Based on LDA classification accuracy results, the conclusion is that the proposed multifeature, which has an average accuracy of 82.51 ± 5.56 % over all the 12 subjects, outperforms Du's multi-feature (76.46 ± 4.09 %) and Hudgins' multi-feature (75.84 ± 3.23 %) by at least 6 % average classification accuracy. Therefore, based on the FCM scatter plots and LDA classification evaluation, the proposed multi-feature consisting of MAV, ZC, WL, SSC, RMS, and MNF can be used as an optimal choice for feature extraction because it has acceptable class separability, redundancy, and classification accuracy compared with those of Hudgins and Du.
Classification results and discussion
Presented in this section is the classification result comparison of the main data set (data set 2) that considers 12 Table 4 and Fig. 16 , and in terms of classification accuracy, ART-based classifiers outperform k-NN and LDA. By contrast, Best-ART with 89.09 % ± 3.27 % has the best accuracy among all ART-based methods and is superior to those of k-NN (83.98 ± 3.70 %) and LDA (82.52 ± 5.81 %). Our method also showed better classification accuracy comparing to average of 2 subjects classification accuracy achieved by [36] . However, Lock et al. [51] explained that a high classification accuracy can result in good performance if the classifier also has good performance in terms of computation time parameters. Further classifier evaluation indicates that this outcome is the result of computational time comparison, including training time (TT), classification time (CT), and elapsed time (ET) between ART-based classifiers and k-NN and LDA. Moreover, ET is the time it takes for the CPU to run the entire process of classification of hand movements, from initialization to the end of classification (using a tictoc command in MATLAB). A desktop computer with Core i3 processor, 2 GB RAM and MATLAB software has been used as the platform to collect this data. Table 5 and Figs. 17a and 17b show the average TT, CT, and ET results over all 12 subjects included in the Southampton data set; the first two are in ms and the last one is in s. With the TT among the ART-based classifiers considered, all subjects need the same time for training features, except for Fuzzy-ARTMAP, which takes a little longer (94.26 ms) to train. However, comparison of Best-ART (as the best ART method) with k-NN and LDA shows that the former outperforms the latter two. Best-ART takes 73.41 ms, which is approximately half of the TT needed for k-NN and LDA.
Regarding the CT, the trend for ART-based classifiers is almost the same as that of the TT, except for Distributed-ARTMAP, which takes 43.5 ms less to classify than the others do.
The difference between Best-ART and k-NN and LDA is highly significant, with Best-ART considered superior. Best-ART takes an average of 49.57 ms to classify the correct movements, and this is approximately one-fifth of k-NN (230.91 ms) and one-seventh of LDA (344.2 ms).
Finally, when it comes to the average ET, ART-based classifiers show better classification performance in a significantly shorter time than LDA and k-NN do, as shown in Fig. 15b . ART-based classifiers only take approximately 4 s to perform the entire process of hand movement classification, whereas k-NN executes it in 6.58 s, and LDA even takes longer with an average time of 7.92 s.
Classifiers' statistical analysis using ANOVA
As the final step of classifier evaluation, a statistical analysis test, one-way ANOVA, and post hoc comparison test were conducted to investigate the difference in classification accuracy of the proposed algorithms from a statistical point of view. These tests were also conducted to check the significance of classifier performance, namely, that of Best-ART over k-NN and LDA. Regarding data set 2, a significant difference in classification accuracy exists among the three classifiers at 0.05 significance level, 
Conclusion
The main objective of this research was to propose a simple pattern recognition approach in efficiently classifying hand movements from EMG signals. A new combination of time-domain features, namely, MAV, ZC, SSC, WL, RMS, and MNF, was investigated and evaluated. The result indicated the good performance of this research multifeature in terms of both class separability (comparing scatter plots) and LDA classification accuracy. The proposed method has an accuracy of 82.51 % against Hudgins' 75.84 % and Du's 76.46 %. This optimal multi-feature was used in a pattern recognition system in which five distinct hand movements were classified with a hybrid ART-based neural network classification approach. A second evaluation process was utilized on classification methods for the main data set and the additional data set. Regarding the classification accuracy of the main data set (Ahmad 2009 ), single session results obtained from 12 healthy subjects indicated an average accuracy of 89.09 % for Best-ART, 83.98 % for k-NN, and 82.52 % for LDA. By contrast, the classification accuracy obtained from four healthy subjects in the additional data set (Theodoridis 28/07/11) is 95.7 % for Best-ART, 89.42 % for k-NN, and 88.86 % for LDA. This result clearly indicated the performance superiority of the ARTbased classifier over the other two. Further investigation was conducted through computation time evaluation of the proposed ART-based methods, LDA, and k-NN. Regarding TT (ms), CT (ms), and ET (s), the evaluation on both data sets indicated the significantly less computation time of the ART-based methods compared with LDA and k-NN.
The evaluation results demonstrated the superiority of the proposed pattern recognition approach for hand movement classification in terms of feature redundancy, 
