Abstract-In this letter, we consider the problem of clustering, given the similarity matrix of a set of data points or nodes; this problem is a.k.a. graph clustering. Spectral clustering techniques are typically used to solve this problem. The performance of the existing spectral clustering techniques is not satisfactory for many applications. To improve the performance, we take a bio-inspired approach to the graph clustering problem and enable fictitious queues with self-organizing capability to group similar nodes into the same cluster; we call the resulting scheme, Self-Organizing-Queue (SOQ) clustering scheme. Experimental results have demonstrated the superiority of our SOQ scheme over the existing spectral clustering techniques and K-means algorithm.
Self-Organizing-Queue Based Clustering 1 If there are an even number of students in the line, we let the odd-indexed middle student be the middle of the line. to the tail of the line. This procedure repeats until no change of grouping. Fig. 1 shows the grouping result at the beginning of each slot and the move to be made during each slot ; at , the procedure stops and the two classes are separated. Our SOQ clustering scheme is based on this grouping strategy. In the remainder of the letter, we call such a line/row (of people/nodes) as a queue; a queue has a head and a tail.
II. DESCRIPTION OF SOQ CLUSTERING SCHEME Algorithm 1 shows the key steps in SOQ. In Algorithm 1, Current_Queue is a variable, pointing to a queue called 'Current Queue'; Current_Person is a variable, pointing to a member in a queue called 'Current Person'; Next_Queue is a variable, pointing to a queue called 'Next Queue'. Similarity matrix has a dimension of and each entry in denotes the similarity measure between Node and Node . If the input is a dissimilarity matrix, one possible option is to convert the dissimilarity matrix into a similarity matrix by adding a negative sign to the dissimilarity matrix. Algorithm 1 outputs queues/clusters, each with an index set of queue members.
Algorithm 1: SOQ.
Input: a set of nodes and similarity matrix . 
8) Endwhile
Output: the resulting queues/clusters.
From Algorithm 1, it can be seen that the key features of SOQ are: 1) self organizing, i.e., each person/node has the ability to 1070-9908/$31.00 © 2012 IEEE decide where it wants to join; 2) sequential process, i.e., each time only one queue is selected as Current_Queue; 2 3) similarity matrix can be asymmetric, and the entries in can take any real value, including negative values. Note that none of the existing spectral clustering algorithms allows asymmetric similarity matrix and similarity matrix with negative entries.
There are many variations of SOQ, depending on how to implement Step 1, 3, 4, 5, and 7. Next, we show some examples including the default setting used in the basic version of SOQ.
In
Step 1 (Initialization), the default setting is to divide the set of nodes into queues by random selection, and assign the queue with the most members to Current_Queue. Another way of obtaining initial queues is to use a spectral clustering technique [1] ; any spectral clustering technique is applicable here.
Step 3 (WHO), we can choose any member of Current_Queue as Current_Person; the default setting is to choose the head of Current_Queue as Current_Person.
Step 4 (HOW), Current Person can use the following default criterion (called Most Friends) to choose Queue as the Next Queue to join:
where is the set of indices of members in Queue . Note that Current Person itself is not counted in its Current_Queue in (1) since Current Person is looking for a queue with most friends excluding itself.
Step 5 (WHERE), we can place Current_Person at any position in Next_Queue; the default setting is to place Current_Person at the tail of Next_Queue.
Step 7 (WHEN), the default criterion to stop the algorithm is that none of the queues has membership change.
Algorithm 1 has a limitation: when the Current Person joins the Next Queue, the Current Queue may become empty; then the number of clusters will be reduced to rather than the target value . To address this, we propose CESOQ (one Cluster being Empty SOQ) as shown in Algorithm 2; specifically, we insert Step 5.1 between Step 5 and Step 6 in Algorithm 1. In Algorithm 2, the Crosstalk Density between Queue and Queue is defined as:
Algorithm 2: CESOQ.
Input and Step 1 through 5 are the same as Algorithm 1.
5.1) If (Current_Queue is empty)
Use Algorithm 1 to partition each of the non-empty queues into two clusters (a pair of clusters).
Find the pair of clusters with minimum crosstalk density.
One of the two clusters with minimum crosstalk density replaces its original queue, and the other cluster replaces the empty queue.
Endif
Step 6 through 8 and Output are the same as Algorithm 1. 2 Allowing multiple queues to be selected as Current Queues causes non-convergence in all our experiments. Algorithm 2 has a limitation: within-cluster-talk of a cluster may be smaller than cross-talk between clusters. To address this, we propose MSSOQ (Merge Split SOQ) as shown in Algorithm 3; specifically, we insert Step 1.1 and 1.2 between Step 1 and
Step 2, and append new Steps 9-15 to Step 8 in Algorithm 2.
Algorithm 3: MSSOQ.
Input and Step 1 are the same as Algorithm 2.
1.1) .
1.2) While (Flag2)
Step 2 through
Step 8 are the same as Algorithm 2. III. EXPERIMENTAL RESULTS In this section, we test the performance of MSSOQ with synthetic data and real-world data, and compare it with the existing main-stream clustering algorithms, i.e., K-means, un-normalized spectral clustering (SC for short) [1] , the normalized spectral clustering algorithm by Ng, Jordan, Weiss (NJW for short) [3] , and ncut [4] .
A. Experiments With Synthetic Data 1) Description of Synthetic Data Set:
The synthetic data set consists of 2-D Gaussian-distributed sample points. To simulate four clusters, we use four 2-D Gaussian distributions with the same standard deviation of 0.05 and mean ( 0.3, 0), (0, 0), (0.3, 0), and (0.6, 0), respectively, and each 2-D Gaussian distribution corresponds to one cluster; the two dimensions of the 2-D Gaussian are independent and identically distributed. The number of samples for the four clusters are 105, 15, 15, and 15, respectively, and the total number of points is 150. Fig. 2(a) shows the 2-D positions of the 150 sample points. Note that in this synthetic data set, the size of the first cluster is much larger than other clusters; this is challenging for many clustering algorithms since these clustering algorithms only perform well when all the clusters have similar sizes.
For spectral clustering algorithms, a similarity matrix is needed. Denote the generated 2-D points by , with for . We generate the similarity measure between any two points and by , where in this set of experiments. In this way, we obtain a similarity matrix . In order to make a fair performance comparison, we randomly permute . Fig. 2(b) shows the similarity matrix before random permutation; the darker of the entry at Row and Column , the larger similarity measure between point and point . Fig. 2(c) shows the similarity matrix (of the sample points) with randomly permuted entries.
2) Clustering Performance: The input of SC, NJW, ncut, and MSSOQ is the similarity matrix (of the sample points) with randomly permuted entries. Fig. 3 shows the clustering results of ncut and MSSOQ. The results obtained by SC, NJW are similar to ncut. Each similarity matrix shown in Fig. 3 is permuted  according to the clustering results. E.g., Fig. 3(b) shows that to belong to Cluster 1, to belong to Cluster 2, to belong to Cluster 3, and to belong to Cluster 4; after re-mapping to the original order given in Fig. 2(a) , we find that all the 150 points are correctly grouped into the corresponding clusters; hence, MSSOQ achieves zero clustering error. We run the algorithms 20 times, each with different randomly permuted input; and we obtain 20 clustering results; by comparing to the ground truth in Fig. 2(a) , we obtain the error rate for each experiment. For the 20 experiments, we calculate the mean clustering error rate and 95% confidence interval, which are listed in the second column of Table I, where denotes the mean clustering error rate and denotes upper/lower bound of the confidence interval, respectively. Table I demonstrates that MSSOQ significantly outperforms K-means, SC, NJW, and ncut for this synthetic data set.
3) Time Complexity: We run the algorithms 20 times, each with different randomly permuted input; and obtain the run-time of each experiment. For the 20 experiments, we calculate the mean time complexity and 95% confidence interval, which are listed in the second column of Table II, where denotes the mean run-time and denotes upper/lower bound of the confidence interval, respectively. Table II shows that MSSOQ has a higher time complexity than K-means, SC, NJW, and ncut for this synthetic data set. Though MSSOQ consumes more time than the existing ones, the time complexity is still acceptable.
B. Experiments With Real-World Data

1) Description of Real-World Data Set:
The real-world data set used in this set of experiments consists of images of handwritten digits, which is described in [5] and is downloadable at [6] . The 10 digits data set is used in our experiment. There are 10 clusters in the data set, with 100 members in each cluster. The dimension of the similarity matrix is 1000 by 1000.
2) Clustering Performance: We run the algorithms 20 times, each with different randomly permuted input; and we obtain 20 clustering results; by comparing to the ground truth, we obtain the error rate for each experiment. For the 20 experiments, we calculate the mean clustering error rate and 95% confidence interval, which are listed in the third column of Table I. Table I   TABLE II  TIME COMPLEXITY (IN UNIT OF demonstrates that MSSOQ significantly outperforms K-means, SC, NJW, and ncut for this set of handwritten digits.
To identify what causes incorrect clustering in MSSOQ, we find that the handwritten digit 9 in Fig. 4(b) is very similar to the handwritten digit 3 in Fig. 4(a) , and hence this sample of digit 9 is clustered into the cluster of digit 3. We also find that all the clustering algorithms under our study mis-classified this sample. We examine other mis-classified instances and find out that most of the instances mis-classified by MSSOQ are also mis-classified by K-means, SC, NJW, and ncut.
3) Time Complexity: We run the algorithms 20 times, each with different randomly permuted input; and obtain the run-time of each experiment. For the 20 experiments, we calculate the mean time complexity and 95% confidence interval, which are listed in the third column of Table II . Though MSSOQ consumes more time than the existing ones, the time complexity is still acceptable.
