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Abstract
Equivalence classes of solutions of the Diophantine equation a2 + mb2 = c2
form an infinitely generated abelian group Gm, where m is a fixed square-free
positive integer. Solutions of Pell’s equation x2 −my2 = 1 generate a subgroup
Pm of Gm. We prove that Pm and Gm/Pm have infinite rank for all m > 1. We
also give several examples of m for which Gm/Pm has nontrivial torsion.
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1 Introduction
Solutions (a1, b1, c1) and (a2, b2, c2) of the Diophantine equation
a2 +mb2 = c2 (1.1)
produce another solution under the binary operation:
(a1, b1, c1) ∗ (a2, b2, c2) = (a1a2 −mb1b2, a1b2 + a2b1, c1c2). (1.2)
The operation (1.2) induces an abelian group structure on Gm, the set of equivalence
classes of solutions of (1.1), as made precise in the following definition (for an alterna-
tive definition in terms of equivalence classes of ordered triples of integers, see [2, 7]).
Definition 1. Let Fm = Q[
√−m] = {a+ b√−m : a, b ∈ Q} be the quadratic field
associated with a square-free positive integer m. Let Sm denote the multiplicative
subgroup of Fm\{0} consisting of all nonzero elements such that a2 +mb2 is a square
of a rational number. We let Gm = Sm/Q∗.
1
An equivalence class [a + b
√−m] ∈ Gm can be represented by a primitive triple
[x, y, z] with x2 + my2 = z2 (a triple [x, y, z] is primitive if (x, y, z) ∈ Z × Z × N
and gcd(x, y, z) = 1). This representation is unique up to the equivalence [x, y, z] ∼
[−x,−y, z]. The group operation on Gm induced by the operation in (1.2) can be
written as
[x, y, z] + [a, b, c] =
[
xa−myb
g
,
xb+ ya
g
,
zc
g
]
, (1.3)
for [x, y, z], [a, b, c] ∈ Gm and g = gcd(xa−myb, xb+ ya, zc).
For m > 1, the group Gm has been studied by various authors [2, 6, 7, 9], who have
shown, among other results, that Gm is infinitely generated and has nontrivial torsion
Z/3Z only when m = 3.
In this paper, we study the subgroup of Gm generated by the solutions of Pell’s
equation
X2 −mY 2 = 1. (1.4)
Let Pm ⊆ Gm denote the subgroup generated by all primitive triples [1, Y,X ] such that
(1, Y,X) is a solution of (1.1), or equivalently (X, Y ) is a solution of (1.4). In Section
2, we show that Pm has infinite rank for all square-free m > 1 (Proposition 3). We
are interested in determining the rank and torsion of Gm/Pm. In Section 3, we prove
that Gm/Pm has infinite rank for all square-free m > 1 (Proposition 15). In Section 4,
several examples of quotient groups Gm/Pm with nontrivial 2-torsion are given (Table
1) by constructing a homomorphism from Gm to the ideal class group of the imaginary
quadratic field Q[
√−m].
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2 Preliminary results
Here and throughout this paper,m is a square-free integer greater than 1. The following
lemma determines when primitivity of triples is preserved under the group operation
(1.3) in Gm.
Lemma 2. Let [a, b, c] and [x, y, z] be primitive triples in Gm, and p be a prime.
i) If p ∤ gcd(c, z), then p ∤ gcd(xa−myb, xb+ ya, zc).
ii) If gcd(xa−myb, xb+ ya, zc) = g > 1, then g = d22ǫ, where d ∈ N and ǫ ∈ {0, 1}.
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Proof. i) On the contrary, suppose a prime p is a common factor of xa−myb, xb+ ya,
and zc. Then there exist nonzero integers s and t such that ps = xa − myb and
pt = xb+ ya. It follows that
p(ta− sb) = yc2; (2.1)
p(tx− sy) = bz2. (2.2)
If p | y then p ∤ z (since [x, y, z] is primitive), and so p | b by (2.2), which implies that
p ∤ c (since [a, b, c] is primitive). This is a contradiction, since p | zc. Therefore p ∤ y.
Similarly, p ∤ b. But then p | gcd(z, c) by (2.1) and (2.2), which is a contradiction.
ii) Let p be a prime and k ≥ 0 such that p2k+1 | g and p2k+2 ∤ g. We need to show
that p = 2. One writes p2k+1s = xa − myb and p2k+1t = xb + ya for some nonzero
integers s and t at least one of which relatively prime with p. Hence
p2k+1(ta− sb) = yc2 and p2k+1(tx− sy) = bz2, (2.3)
and as in the proof of (i), we must have p ∤ y, p ∤ b, p2k+1 | c2, and p2k+1 | z2. Therefore,
z = puz1, c = p
vc1, where u, v ∈ N and gcd(z1, p) = gcd(c1, p) = 1. Then we can
rewrite formulas (2.3) in the forms
p2k+1(ta− sb) = yp2vc21 and p2k+1(tx− sy) = bp2uz21 . (2.4)
By comparing the exponents of p on both sides of the equations in (2.4), we conclude
that p | (ta− sb) and p | (tx− sy), hence p | s(xb− ya) and p | t(xb− ya). Since either
gcd(p, t) = 1 or gcd(p, s) = 1, we deduce that p | xb − ya. Since p | xb + ya, we must
have p | 2ya, and so p = 2.
The general positive integer solution of Pell’s equation is given by (x, y) = (an, bn),
where
an + bn
√
m = (a1 + b1
√
m)n, (2.5)
with (a1, b1) being the least positive solution; [11, Theorem 7.26]. Since a
2
n −mb2n = 1,
we have gcd(an, bn) = 1 for all n ∈ N. The least positive solution (a1, b1) is found via
the periodic continued fraction expansion of
√
m. Let η = [u0; u1, u2, . . .] denote the
infinite continued fraction
η = u0 +
1
u1 +
1
u2 + · · ·
.
The simple continued fraction expansion of
√
m has the form
√
m = [u0; u1, . . . , ur, u1, . . . , ur, u1, . . .] = [u0; u1, . . . , ur],
where r denotes the length of the shortest period in the expansion of
√
m; [11, The-
orem 7.21]. The ith convergent of [u0; u1, u2, . . .] is the truncated continued fraction
hi/ki = [u0; u1, . . . , ui] with gcd(hi, ki) = 1. All positive solutions of (1.4) are of
the form (hn, kn). Let l = r if r is even and l = 2r if r is odd. Then, one has
(an, bn) = (hnl−1, knl−1).
Notation. From now on, m > 1 is a square-free integer and a, b are such that
(a, b) = (a1, b1) is the least positive solution of the Pell’s equation (1.4).
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Proposition 3. The rank of Pm is infinite.
Proof. It follows from (2.5) that b2n = 2a2n−1b2n−1 , and so a2n−1 | b2n and b2n−1 | b2n for
all n ∈ N. A simple finite induction shows that a2j | b2i for all i > j ≥ 0. On the other
hand gcd(a2i , b2i) = 1, and so gcd(a2i , a2j) = 1 for all i > j ≥ 0. We claim that the
triples [1, b2n , a2n], n ∈ N, are linearly independent over Z. To see this, suppose that
there exists a finite set Ω ⊆ N and nonzero integers kn, n ∈ Ω, such that the primitive
representation of ∑
n∈Ω
kn[1, b2n , a2n ]
is the identity element [1, 0, 1]. For each n ∈ Ω, let [xn, yn, zn] be the primitive rep-
resentation of kn[1, b2n , a2n]. Then zn | (a2n)|kn|. Moreover, zn 6= 1, since otherwise
[1, b2n , a2n ] would be an element of finite order which is possible only if m = 3 and
[1, b2n , a2n ] = [1, 1, 2] (see [7]), which we can remove and still have infinitely many
triples. Since gcd(zi, zj) = 1 for all i 6= j in Ω, it follows from Lemma 2 that the
third component in the primitive representation of
∑
n∈Ω[xn, yn, zn] is
∏
n∈Ω zn 6= 1.
Therefore, the triples [1, b2n , a2n ], n ∈ N, are linearly independent over Z, and so the
rank of Pm is infinite.
2.1 The recursion An+1 = 2aAn − An−1
The sequence an, n ∈ N, defined by (2.5) satisfies the recursion:
An+1 = 2aAn − An−1, n ≥ 2, (2.6)
The following proposition follows from straightforward calculations, and therefore its
proof is omitted (for example, see [5, Ch. 2]).
Proposition 4. Let Fn, Gn be the solutions of the recursion (2.6) with F0 = 0, F1 = 1,
and G0 = 2, G1 = 2a. Let r, s be distinct solutions of the quadratic equation
x2 − 2ax+ 1 = 0. (2.7)
Then we have:
i) Fn = (r
n − sn)/(r − s) and Gn = rn + sn.
ii) Gn = 2an.
iii) F2n = FnGn.
iv) G2n − 4(a2 − 1)F 2n = 4.
v)
(
Fn+1 −Fn
Fn −Fn−1
)
=
(
2a −1
1 0
)n
.
All identities hold modulo an odd prime p if r, s are distinct solutions of (2.7) modulo
p.
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In Section 3, we are interested in odd primes p such that p ∤ an for all n ∈ N, since
such primes are not divisors of third components of triples in Pm. Prime factors and
non-factors of terms of recursions of degree 2 have been studied in [14]. Every prime p
divides Fn for some n > 0. The least such n is called the rank of p and is denoted by
ρ = ρ(p), and p | Fn if and only if ρ | n.
Lemma 5. ρ(p) is odd if and only if p ∤ an for all n ∈ N.
Proof. If ρ is even, then identity (iii) of Proposition 4 with n = ρ/2 implies that
p | FnGn, hence p | Gn, since p ∤ Fn. The converse follows similarly (note that
p ∤ gcd(Fn, Gn) by identity (iv) of Proposition 4).
2.2 The polynomial f(x) = x8 − 2ax4 + 1
By replacing x by x4 in (2.7), we obtain the polynomial f(x) = x8 − 2ax4 + 1 which
plays an important role in the next section. Here, we determine when f(x) is reducible,
and we show that its splitting field over the rationals does not contain the splitting
field of x8 + 1. Let α = 4
√
a+ b
√
m be a real root of f(x). Then clearly:
f(x) = (x± α)(x± 1/α)(x± iα)(x± i/α).
Proposition 6. 2(a + 1) is never a perfect square; moreover, the following properties
are equivalent:
i) 2(a− 1) is a perfect square.
ii) OQ[√m] contains units of norm -1.
iii) The negative Pell’s equation X2 −mY 2 = −1 has integer solutions.
iv) f(x) is reducible over Q.
v) f(x) = (x4 − √2(a− 1)x2 − 1)(x4 + √2(a− 1)x2 − 1) := P−(x)P+(x), and
P−(x), P+(x) ∈ Q[x] are both irreducible.
Proof. If 2(a + 1) = t2 for t ∈ Z, then t is even and it follows from a2 −mb2 = 1 that
mb2 = t4/4 − t2 = t2((t/2)2 − 1). Since m is square-free, one must have t | b, and so
(t/2)2 −m(b/t)2 = 1. This contradicts the assumption that (a, b) is the least positive
solution of (1.4). Similarly, if 2(a−1) = t2 for t ∈ Z, one must have (t/2)2+1 = m(b/t)2,
that is the negative Pell’s equation has integer solutions, which is equivalent to OQ[√m]
having units of norm -1.
If 2(a − 1) is a perfect square, then it is straightforward to check that f(x) =
P−(x)P+(x) as in (v). Since P−(x) = (x±α)(x± i/α) and P+(x) = (x± 1/α)(x± iα),
and α2 /∈ Q, both are irreducible over Q.
It is left to show that if f(x) is reducible then 2(a− 1) is a perfect square. Clearly
f(x) cannot have a degree-1 factor in Q[x] since none of its roots are rational. It follows
that f(x) cannot have degree-3 or degree-5 factors either. Suppose f(x) has a degree-2
factor, and so g(x) = (x− γ1)(x− γ2) where γ1, γ2 are two roots of f(x). It is easy to
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check that {γ1, γ2} = {±α,±1/α} is the only nontrivial case to consider. In this case,
one must have γ1 + γ2 ∈ Q, which gives α± 1/α ∈ Q. But note that then
2(a+ 1) = α4 + 2 + 1/α4 = ((α± 1/α)2 ∓ 2)2,
which contradicts the fact that 2(a + 1) is never a perfect square. Finally suppose
f(x) has a degree-4 factor g(x) = (x − γ1)(x − γ2)(x − γ3)(x − γ4) in Q[x]. A simi-
lar analysis shows that the only nontrivial case to consider is when {γ1, γ2, γ3, γ4} =
{µα,−µα, η/α,−η/α}, where µ, η ∈ {1, i}. In both cases one has 2α2 ± 2/α2 =
γ21 + γ
2
2 + γ
2
3 + γ
2
4 ∈ Q. It follows that
2(a± 1) = (α2 ± 1/α2)2
is a perfect square. Since 2(a+ 1) is not perfect square, we conclude that 2(a− 1) is a
perfect square, and the proof is completed.
Definition 7. Let K be the splitting field of f(x), or if f(x) is reducible, let K be
the splitting field of P−(x). Also let L = Q[ζ16], where ζ16 is the primitive 16th root of
unity.
Next three lemmas imply that L * K.
Lemma 8. Suppose that f(x) = x8 − 2ax4 + 1 is reducible. Then L * K.
Proof. In this case, K is the splitting field of P−(x) = x4 −
√
2(a− 1)x2 − 1 = (x ±
α)(x ± i/α), which is irreducible in Q[x] by Proposition 6. A simple application of
[3, Proposition 7.147] shows that the Galois group Gal(K/Q) ∼= D4. Since the Galois
group Gal(Q[ζ16]/Q) is isomorphic to the product of two cyclic groups of order 2
and 4 ([3, Proposition 7.68]), we have L * K by the fundamental theorem of Galois
theory.
If f(x) is irreducible, then its splitting field K is a linear vector space over Q[
√
m]
with the basis
B = {1, α, α2, α3, i, iα, iα2, iα3}.
To see this, it is sufficient to show that 1, α, α2, and α3 are linearly independent over
Q[
√
m]. First note that if α3 = x + yα + zα2 for some x, y, z ∈ Q[√m], then by
multiplying by α, we must have 1, α, and α2 linearly dependent over Q[
√
m]. However,
1, α, α2 are linearly dependent if and only if the ring of integers of Q[
√
m] has units of
norm -1, which is disallowed by Proposition 6.
Lemma 9. Suppose that f(x) is irreducible in Q[x]. Then
√
2 ∈ K if and only if a+1
or a− 1 is a perfect square, in which case √2 = hα2 for some h ∈ Q[√m].
Proof. Suppose on the contrary that there exist x, y, z, t ∈ Q[√m] such that
√
2 = x+ yα+ zα2 + tα3.
It follows that
2 = x2 + z2α4 + 2ytα4 + (2xy + 2ztα4)α + (y2 + t2α4 + 2xz)α2 + (2xt + 2yz)α3.
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It follows that:
x2 + z2α4 + 2ytα4 = 2; (2.8)
2xy + 2ztα4 = 0; (2.9)
y2 + t2α4 + 2xz = 0; (2.10)
2xt + 2yz = 0. (2.11)
There are two cases:
Case 1: z = 0. Equation (2.10) states that y2+t2α4 = 0, hence y = t = 0. Equation
(2.8) then gives x2 = 2, but
√
2 /∈ Q[√m] for m > 2, a contradiction. Recall that if
m = 2, then a = 3 and f(x) is reducible.
Case 2: z 6= 0. From equations (2.9) and (2.11), it follows that xyt = −zt2α4 and
xty = −y2z, and so y2z = zt2α4. It follows that y2 = t2α4, and so y = ±tα2. Since
{1, α2} is linearly independent over Q[√m], we must have t = y = 0, which implies
that xz = 0 and so x = 0. It then follows from (2.8) that z2α4 = 2. Therefore,
z2 = 2(a− b√m). Let z = s+ t√m where s, t ∈ Q. We have
s2 +mt2 = 2a, st = −b⇒ mt4 − 2at2 + b2 = 0⇒ t2 = a± 1
m
.
Since (a + 1)(a − 1)/m = b2, it follows that either a + 1 or a − 1 must be a perfect
square. In this case
√
2 = hα2, where h = ±z ∈ Q[√m].
Lemma 10. Suppose that f(x) is irreducible in Q[x]. Suppose also that a+1 or a− 1
is a perfect square. Then
√
2 +
√
2 /∈ K.
Proof. We have
√
2 = hα2 for some h ∈ Q[√m] by Lemma 9. On the contrary, suppose√
2 +
√
2 = x+ yα+ zα2 + tα3,
where x, y, z, t ∈ Q[√m]. After squaring and regrouping, we must have
x2 + z2α4 + 2ytα4 = 2; (2.12)
2xy + 2ztα4 = 0; (2.13)
y2 + t2α4 + 2xz = h; (2.14)
2xt + 2yz = 0. (2.15)
There are two cases:
Case 1: z = 0. It follows from equations (2.13) and (2.15) that eiher x = 0 or
y = t = 0. The latter contradicts (2.14), hence x = 0. Then equations (2.12) and
(2.14) turn into:
ytα4 = 1, y2 + t2α4 = h.
Eliminating y yields t4 − hα−4t2 + α−12 = 0 which cannot have real solutions since
∆ = h2α−8 − 4α−12 = α−8(h2 − 4α−4) = −2α−12 < 0, since h = √2α−2.
Case 2: z 6= 0. Equations (2.13) and (2.15) imply that y = ±tα2, but then y = t = 0
and equations (2.12) and (2.14) turn into:
2xz = h, x2 + z2α4 = 2.
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Eliminating x yields 2z4 − 4α−4z2 + α−8 = 0. The solutions of this equation are
z2 = (2±√2)/(2α4). It follows that 2±√2 = 2z2α4 ∈ Q[√m] which is impossible for
m > 2.
Corollary 11. L * K.
Proof. If f(x) is reducible, then the claim follows from Lemma 8. If f(x) is irreducible,
Lemmas 9 and 10 show that
√
2 +
√
2 /∈ K. However the real part of 2ζ16 is
√
2 +
√
2,
and so L * K in this case as well.
3 Rank of the quotient group Gm/Pm
Our goal in this section is to show that the quotient group Gm/Pm has infinite rank
for all square-free m > 1. We begin with the following definition.
Definition 12. Let Λm be the set of odd rational primes p for which (
m
p
) = (−m
p
) = 1
and 1 +my2 = (pz)2 has no integer solutions.
Recall that the condition that 1+my2 = (pz)2 has no integer solutions is equivalent
to p ∤ an for all n ∈ N.
Lemma 13. If p > a2 is a prime such that p 6= 1 (mod 16) and f(x) = x8 − 2ax4 + 1
splits completely modulo p, then p ∈ Λm.
Proof. If x is a root of f(x) modulo p, then so is −x and 1/x. Therefore, there exist
u, v ∈ Zp such that the roots of f(x) modulo p are ±u,±v,±u−1,±v−1. It follows that
f(x) = (x± u)(x± v)(x± u−1)(x± v−1),
and so u2 + v2 + u−2 + v−2 = 0 (mod p). Therefore, u2(1 + (u−1v)2)(1 + (uv)−2) = 0
(mod p). We conclude that either (u−1v)2 = −1 (mod p) or (uv)2 = −1 (mod p). In
either case we must have p = 1 (mod 4). Moreover,
a2 − 1 = u8 − 2au4 + a2 = (u4 − a)2,
which implies that (−m
p
)
=
(−1
p
)(
a2 − 1
p
)
= 1,
since −mb2 = −(1− a2).
To show that 1+my2 = (pz)2 has no integer solutions, we need to show that p ∤ an
for all n ∈ N. Let r = u4, s = u−4. We note that r, s are solutions of equation (2.7)
and rs = 1. Moreover, r 6= s (mod p); otherwise, u8 = r2 = rs = 1 (mod p), while
0 = f(u) = u8 − 2au4 + 1 = 2 − 2au4 (mod p), which would imply that u−4 = a
(mod p). It would follow that 1 = u−8 = a2 (mod p), which would contradict the
assumption that p > a2. Hence r 6= s (mod p). Now let ρ = ρ(p) be the rank of p.
Since p = 1 (mod 4) and p 6= 1 (mod 16), then p = 8k + 5 or p = 16k + 9 for some
integer k. From identity (i) of Proposition 4, one has
(r − s)F2k+1 = r2k+1 − s2k+1 = s2k+1(u16k+8 − 1) = 0 (mod p),
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which implies that p | F2k+1. It follows that ρ | (2k + 1), hence p ∤ an for all n ∈ N by
Lemma 5. It follows that p ∈ Λm by definition.
One can use the Frobenius Density Theorem to show that Λm is infinite. More
precisely, we have the following.
Proposition 14. There exist infinitely many primes p 6= 1 (mod 16) such that f(x)
splits completely modulo p.
Proof. Let K and L be as in Corollary 11. Then K and L are normal extensions of Q
and therefore, by the Inclusion Theorem (see [15] or Corollary 5.5 of [8]), there exist
infinitely many primes that completely split in K but not in L. It follows that there
exist infinitely many primes p such that f(x) factors into linear factors in Zp but x8+1
does not. The statement follows from the Cyclotomic Reciprocity Law, which states
that x8+1 splits completely modulo an odd prime p if and only if p = 1 (mod 16).
Proposition 15. Gm/Pm has infinite rank for all m > 1.
Proof. Lemma 13 and Proposition 14 show that |Λm| = ∞. Using the ideal class
number h of the field Q[
√−m], for each p ∈ Λm, one obtains positive integers k, x,
and y such that gcd(x, y) = 1, and x2 +my2 = (2δpk)2 with δ = 0 or 1. To be more
precise, if −m = 5 (mod 8), Theorem 12.7.1 of [1] provides coprime integers u and v
such that
ph = u2 + uv +
1
4
(m+ 1)v2 = u2 + uv +
(v
2
)2
+m
(v
2
)2
, (3.1)
and hence, if h = 2t we have either p2t = (u+v/2)2+m(v/2)2 or (2pt)2 = (2u+v)2+mv2,
depending on whether v is even or odd respectively. If h is odd, squaring equation (3.1)
yields:
p2h =
(
(u+ v/2)2 −m
(v
2
)2)2
+m
(
uv +
v2
2
)2
,
and if v is odd, then (2ph)2 = ((2u+v)2−mv2)2+m(2uv+v2)2. Note that it is possible
to have k < h/2 when h is even, or k < h when h is odd because of possible common
factors among the components of the triples obtained above. For the other congruence
classes of m, Theorem 12.7.1 gives coprime integers u and v such that ph = u2 +mv2,
and similarly we get an element of Gm by squaring this equation if h is odd.
So far, for each prime p ∈ Λm, we have a primitive triple [xp, yp, zp] such that the
only odd prime factor of zp is p. We claim that the cosets Pm+[xp, yp, zp] in Gm/Pm are
linearly independent over Z. On the contrary, suppose there exists a finite set Ω ⊆ Λm
and nonzero integers kp, p ∈ Ω, such that
∑
p∈Ω
kp[xp, yp, zp] ∈ Pm.
Note that the third component of the primitive representation of kp[xp, yp, zp] is divisible
by p, since otherwise [xp, yp, zp] would have to be an element of finite order which is
impossible except if [xp, yp, zp] = [1, 1, 2] ∈ P3; however, this contradicts p | zp.
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Let [x0, y0, z0] be the primitive representation of
∑
p∈Ω kp[xp, yp, zp]. Since 2 is the
only possible common divisor of zp1 and zp2 for distinct p1, p2 ∈ Ω, Lemma 2 im-
plies that z0 is divisible by p for all p ∈ Ω. Since [x0, y0, z0] ∈ Pm, there exist triples
[1, y′i, x
′
i] ∈ Gm and nonzero integers li, i = 1, . . . , k, such that the primitive repre-
sentation of
∑k
i=1 li[1, y
′
i, x
′
i] is [x0, y0, z0]. Since p | z0, we must have p | x′i for some
1 ≤ i ≤ k. But then the equation 1 + my2 = (pz)2 has the solution y = y′i and
z = x′i/p, which contradicts p ∈ Λm. Therefore, the cosets Pm+[xp, yp, zp], p ∈ Λm, are
linearly independent over Z. Since |Λm| =∞, we conclude that the rank of Gm/Pm is
infinite.
4 Examples of nontrivial torsion
In this section, we show examples of m for which Gm/Pm has nontrivial torsion. We
construct a homomorphism fm : Gm → Cl(Fm), where Cl(Fm) stands for the ideal
class group of the imaginary quadratic field Fm = Q[
√−m].
Definition 16. Let [a, b, c] represent a primitive triple in Gm. Let
fm([a, b, c]) =
[〈
c, a+ b
√−m〉] ,
where the integral ideal
〈
c, a+ b
√−m〉 is the set of all linear combinations of c and
a+ b
√−m with coefficients in OFm (the ring of integers in Fm), and
[〈
c, a + b
√−m〉]
is the corresponding ideal class in the ideal class group Cl(Fm).
Notice that fm is well-defined, since
〈
c, a+ b
√−m〉 = 〈c,−a− b√−m〉.
Proposition 17. The map fm : Gm → Cl(Fm) is a group homomorphism.
Proof. Suppose that [a, b, c] + [x, y, z] = [α, β, γ], where gcd(α, β, γ) = 1. Since
[〈
cz, (ax−mby) + (ay + bx)√−m〉] = [〈γ, α + β√−m〉] ,
the statement follows if we show that the product of ideals
〈
c, a+ b
√−m〉 〈z, x+ y√−m〉 〈cz, (a− b√−m)(x− y√−m)〉 (4.1)
is a principal ideal of OFm. The ideal
〈
cz, (a− b√−m)(x− y√−m)〉 is the conjugate
of
〈
cz, (ax−mby) + (ay + bx)√−m〉, hence its class is the inverse of [〈γ, α+ β√−m〉]
in the ideal class group. A straightforward computation shows that the product in (4.1)
can be written as 〈cz〉I, where the ideal I is
〈
cz, 2za, 2cx, 2(ax−mby), z(a+ b√−m), c(x+ y√−m), (ax−mby) + (ay + bx)√−m〉 ,
as linear combinations with coefficients in OFm . Since gcd(c, a) = gcd(z, x) = 1, we
have 2z = (cz)2n1+(2az)n2 for some n1, n2 ∈ Z, which allows us to replace 2za by 2z in
the presentation of I. Similarly, we can replace 2cx by 2c. Let d = gcd(c, z, ax−mby)
so that for some integers N1, N2, and N3, we have
2d = 2cN1 + 2zN2 + 2(ax−mby)N3. (4.2)
Since (ax−mby)2 +m(ay + bx)2 = (cz)2 and gcd(a, c) = 1, one has d | (ay + bx), and
so I = 〈d〉I1, where
I1 =
〈
cz
d
, 2,
z
d
(a + b
√−m), c
d
(x+ y
√−m), ax−mby
d
+
ay + bx
d
√−m
〉
. (4.3)
If m = 1, 2 (mod 4), then both c and z are odd. Therefore, 1 is a linear combination
of cz/d and 2, which implies that I = 〈d〉 and the proof is completed in this case.
Thus, suppose that m = 3 (mod 4). By subtracting certain multiples of 2 from the
generators of I1, we can rewrite I1 in one of the following forms.
I1 =


〈2〉
〈2, 1〉 = OFm
〈2, √−m〉 = OFm
〈2, 1 +√−m〉 = 〈2〉〈1, 1+
√−m
2
〉 = 〈2〉
In each of these cases, I is a principal ideal and the proposition follows.
Remark 18. Since 〈c〉 〈c, a+ b√−m〉 = 〈a+ b√−m〉 〈c, a− b√−m〉, it follows that
fm([a, b, c]) = fm([a,−b, c]) and the image of fm consists of elements of order 2 (these
are the so-called ambiguous classes). In particular, the homomorphism fm in general
is not onto.
The next lemma shows that fm gives an invariant for the elements of the quotient
group Gm/Pm for certain values of m.
Lemma 19. Let m be a positive square-free integer such that the ring of integers of
the real quadratic field Q[
√
m] contains units of norm −1. Then
Pm ⊆ ker(fm).
Proof. Let (a0, b0) be the least positive solution of
x2 −my2 = −1. (4.4)
According to theorems 7.25 and 7.26 of [11], for every generator [1, y, z] of Pm, one has
z + y
√
m = a2n + b2n
√
m = (a0 + b0
√
m)2n,
for some n ∈ N. Therefore, z = a2n +mb2n, y = 2anbn. It follows from a2n −mb2n = ±1
that 〈
z, 1 + y
√−m〉 = 〈a2n +mb2n, 1 + 2anbn√−m〉
=
〈
(an + bn
√−m)(an − bn
√−m), (an ± bn
√−m)2〉
= 〈an ± bn
√−m〉〈2an, an + bn
√−m〉
= 〈an ± bn
√−m〉OFm ,
where the last equality follows from
(an + bn
√−m)2 − (2an)(bn
√−m) = a2n −mb2n = ±1.
Therefore, fm maps every generator of Pm to a principal ideal of OFm, and the lemma
follows.
11
Existence of units of norm −1 in Lemma 19 is crucial as shown by the next example.
Example 20. Let m = 6 and [1, 2, 5] ∈ P6. The group Cl(F6) ∼= Z/2Z is generated by
the class of ideal 〈2, √−6〉 (see [1, Section 12.6]). Since f6([1, 2, 5]) = [〈5, 1+2
√−6〉] =
[〈5, 2−√−6〉] and
〈2〉〈5, 2−√−6〉 = 〈2−√−6〉〈2, 2 +√−6〉 = 〈2−√−6〉〈2,√−6〉,
we see that [1, 2, 5] /∈ ker(f6).
Next, we show that G5/P5 has nontrivial 2-torsion.
Example 21. For m = 5, the least solution of (4.4) is given by (a0, b0) = (2, 1).
We have [2, 1, 3] ∈ G5 and [2, 1, 3] + [2, 1, 3] = [−1, 4, 9] ∈ P5. On the other hand,
f5([2, 1, 3]) = [〈3, 2+
√−5〉], 〈3, 2+√−5〉 = 〈3, 1−√−5〉 and 〈2〉〈3, 1−√−5〉 = 〈1−√−5〉〈2, 1+√−5〉 we have f5([2, 1, 3]) = [〈2, 1+
√−5〉]. The ideal class [〈2, 1+√−5〉]
is a generator of the ideal class group of Q[
√−5] (see section [1, Section 12.6]) and
hence by the lemma above [2, 1, 3] /∈ P5. It follows that the class [2, 1, 3] + P5 ∈ G5/P5
is a nontrivial element of order 2.
Example 21 can be generalized as follows.
Lemma 22. Suppose there exists a primitive triple [a, b, c] ∈ Gm such that m > c and
a2 −mb2 = −1. Then the ideal 〈c, a + b√−m〉 is not principal.
Proof. Suppose on the contrary that there exists z ∈ OFm such that 〈c, a+ b
√−m〉 =
〈z〉. It follows from the assumptions that c2 = 2a2+1, and so amust be even andm = 1
(mod 4). Therefore, there exist x, y ∈ Z such that z = x + y√−m. Choose γ, β ∈ Z
such that cγ + bβ = 1. Then 〈c, a+ b√−m〉 = 〈c, aβ +√−m〉 with b2(a2β2 +m) = cL
for some L ∈ Z. It means that the ideal 〈c, a + b√−m〉 has {c, aβ + √−m} as an
integral basis (see[1, Section 6.5]). Using the norm, we see that
x2 +my2 = N
(〈
x+ y
√−m〉) = N (〈c, a+ b√−m〉) = c,
by [1, Theorem 7.1.5]. This contradicts the given condition m > c (primitivity of
[a, b, c] implies y 6= 0).
As a corollary to Lemmas 19 and 22, in Table 1, several examples ofm and primitive
triples [a, b, c] + Pm ∈ Gm/Pm of order two are given.
Remark 23. The triple [70, 13, 99] ∈ G29 dos not satisfy the requirement m > c of
Lemma 22; however, since 99 = x2+29y2 has no integer solutions, the proof of Lemma
22. implies that [70, 13, 99] + P29 has order two in G29/P29.
Examples in Table 1 are found by searching through the decreasing convergents
hn/kn, n ∈ N, of the continued fraction expansion of
√
2. Suppose a2 − mb2 = −1
and a2 + mb2 = c2, then c2 − 2a2 = 1. Moreover, gcd(c, a) = 1 and c is odd, hence
gcd(c − a, c + a) = 1. It follows from the recursive formulas for the numerators and
denominators of the convergents hn/kn that c ± a are consecutive denominators of
the increasing convergents of
√
2 i.e., c − a = k2s−2 and c + a = k2s for some s ∈
12
m a b c
5 2 1 3
145 12 1 17
985 408 13 577
5654885 2378 1 3363
192099601 13860 1 19601
261029261 80782 5 114243
Table 1
N. Therefore, if there are infinitely many square-free denominators k2s of
√
2, one
concludes that there are infinitely many m for which the conditions of Lemma 22 are
met, since by letting m equal the square free part of k2s−2k2s, we have m ≥ k2s > c.
Hence the infinitude of square-free denominators k2s would imply the infinitude of the
quotient groups Gm/Pm with nontrivial 2-torsion.
Remark 24. Denominators k2s, s ≥ 0, of increasing convergents of
√
2 satisfy the recur-
rence relation k2(s+1) = 6k2s − k2s−2, s ∈ N, with k0 = 1, k2 = 5. It is a difficult prob-
lem in general to determine if solutions of second-order linear difference equation have
infinitely many square-free terms. For example, the existence of infinitely many square-
free Fibonacci numbers follows from nonexistence of Wall-Sun-Sun primes, which is an
open problem; [13].
It is also worth mentioning that the example in Remark 23 corresponds to three
consecutive convergents of
√
2
41
29
,
99
70
,
239
169
with 992 − 702 = 29132 and 2392 − 21692 = −1.
It is well known that the equation z2 − 2y4 = −1 has no solutions in positive integers
other than (z, y) = (1, 1) and (239, 13); [10]. Therefore, it is natural to suspect that
the example of [70, 13, 99] ∈ G29 is the only example from the sequence of decreasing
convergents of
√
2, where the condition m > c of Lemma 22 is violated.
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