ABSTRACT In the cognitive radio ad hoc networks (CRAHNs), the spectrum availability may change from time to time and hop by hop. Thereby, the performance analysis and optimization for CRAHNs become so intricate that pure divide-and-conquer strategies by layered principles strand. Focusing on the five-layer involved performance analysis of CRAHNs, we set up a cross-layer design framework mathematically and solve it through vertical decomposition approaches. After the convex relaxation, a partial Lagrangian formula, which captures network objective and constraints from the physical layer to application layer, is devised. Then, a cross-layer optimization scheme through a vertical decomposition method (COVD) is proposed, which leads to a novel cross-layer architecture. Through the dual decomposition and primal decomposition, the complex joint optimization problem is decoupled into three subproblems with control parameters flowing back and forth. Although COVD achieves the optimal solution for the joint optimization issue, it incurs high cost in terms of overhead and complexity. Furthermore, we propose a cross-layer optimization design by heuristic algorithm, which reduces the computation complexity by a step-bystep division approach. Finally, simulation results demonstrate the efficiency of the proposed schemes. Complexity analysis and violation of the current protocols are also provided.
allocation, routing, traffic engineering and QoS guarantee in CRAHNs from a cross-layer perfective, providing the mathematical derivation and corresponding protocol design.
The rest of the paper is organized as follows. Sec. II presents the related work of this topic and summarizes our main contributions, and the system model is formulated under the layered architecture in Sec. III. Sec. IV describes a generalized utility optimization problem (GUOP) mathematically in CRAHNs with various constraints covering from the physical layer to the application layer, while Sec. VI is devoted to solving the GUOP with the Cross-layer Optimization design through Vertical Decomposition (COVD) method. Sec. V proposes a computation reduced solution by heuristic algorithm (COHA). Then, Sec. VII simulates the performance evaluation under various conditions, and compares it with other traditional schemes. In Sec. VIII, the complexity issue and violations of the proposed cross-layer methods to the current layered protocols are additionally discussed. Finally, Sec. IX concludes the paper.
II. RELATED WORK AND CONTRIBUTIONS
In the cognitive ad hoc system, ad hoc nodes act as the secondary users (SUs) and are supposed to route data in the heterogeneous context of static, semi-dynamic, highly dynamic situations [8] due to the diverse activities of the primary users (PUs) (i.e., licensed users). There are several studies in the literatures that focus on the research of the joint design of spectrum sensing and access. For instance, in [9] the authors investigated the sensing and access methods jointly and demonstrated that the channel rate adaptive sensing design achieved better performance. Meanwhile, [10] showed that there was a tradeoff between sensing and the achievable throughput and obtained the optimal sensing duration and detection threshold.
Cross-layer design principles have been extensively studied by the wireless networking research community in the recent past. In [11] , many alternative decompositions were comprehensively studied, leading to a choice of different layering architectures. Moreover, the availability of frequency agile devices motivates researches on new algorithms and models to study cross-layer interactions incorporating spectrum management-related functionalities. As illustrated in Fig. 1 , a great many types of cross-layer optimization prototypes implemented in CRAHNs are summarized. Next, we explicate them by differentiating from the aspect of layer number.
Typical two-layer involved cross-layer optimization in CRAHNs aims at the joint optimization of routing and channel assignment (JRCA), e.g., [4] - [6] . [4] proposed a JRCA approach based on delay prediction and adopted a heuristic algorithm for solution. A mobility prediction based JRCA protocol was proposed in [5] , where each link was selected hop by hop and an interference-avoiding channel was assigned simultaneously during a route setup.
Several prototypes of the three-layer involved cross-layer issue for CRAHNs are studied in [12] - [17] , which are classified into four types as the blue lines numbered in Fig.1 . Next, we elaborate on them sequentially. A joint scheduling, routing and congestion/rate control for CRAHNs was studied in [12] and [13] . Cammarano et al. [12] presented a network utility maximization formulation including scheduling, routing and congestion/rate control for CRAHNs, and decomposed it into several subproblems which composes an ideal distributed cross-layer scheme for different layers of the protocol stack. [14] investigated a joint QoS-aware admission control, channel and power allocation scheme in the CR cellular network with the interference limitation for PUs; however, after formulating a non-linear NP-hard problem, it proposed two approximation algorithms which were only close-optimum solutions. Shi did a good job in [15] presenting a cross-layer approach to formulate joint optimization at PHY, LINK and network (NET) layers. However, he only gave a mathematical description of the joint relationship among layers and solved it in a branch-and-bound procedure with an accuracy from optimality, besides, it was based on an underlay spectrum sharing model. X. Zhu [16] performed the joint flow control and radio resource allocation in OFDMAbased cognitive radio network using stochastic optimization methods.
One class of four-stack involved cross-layer issue in CRAHNs is to study the joint routing, spectrum allocation/ scheduling and power control with QoS considerations (F1). [18] proposed a ROSA algorithm aiming at maximizing the network throughput by performing the joint routing, spectrum allocation and power control through a queuing state description involved utility function. Another class is to solve the joint QoS aware flow control, routing, spectrum allocation/ scheduling (F2), e.g., [19] , [20] , etc.
Although the design difficulty and complexity increase with the layer number, there are great potentials for five-layer involved cross-layer optimization. For instance, omitting the traffic control as F1 is short at QoS provision, while without power control as F2, it is unable to obtain the multi-channel diversity thoroughly. As far as we know, there is little work giving the accurate decomposition of the cross-layer design in CRAHNs, especially for five layer involved problems. Meanwhile, some researcheres just propose step-by-step solutions or without proves.
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Based on our earlier work in [21] , we focus on building a novel cross-layer network architecture and finding out an alternative decomposition method to optimize the complex problem of joint flow control, routing selection, dynamic spectrum allocation and transmission power control globally settled with QoS guarantee in the overlay CRAHNs. Our contributions can be summarized:
• We formulate a GUOP in CRAHNs with various constraints that captures the access management elements from the access power control, frequency assignment, routing selection, flow control to QoS guarantee through a mixed integer nonlinear programming.
• We propose a cross-layer optimization design through the vertical decomposition (COVD) structure to decouple the objective and constraints. After the vertical decomposition, the networking in the multi-hop CRN is decomposed into several subproblems: optimal spectrum scheduling and power allocation with dual factor (OPT2), multiple routing at the network layer (OPT3) and traffic engineering with QoS guarantee through subgradient methods (OPT4).
• In order to reduce computation complexity, a crosslayer optimization design through heuristic algorithm (COHA) is proposed by minimal rate satisfied routing selection scheme and power adjustment process accordingly basing on a pre-spectrum-allocation caculation. Also, it works as a benchmark for the proposed optimal cross-layer solution.
• Simulations in this work are implemented through a system-level model, and we observe that the proposed COVD achieves better performance for different layers' matrices with the comparison of COHA and other traditional schemes.
• Finally, we provide in-depth discussions on both the algorithm complexity and the modification of the current layered protocols for the proposed methods.
III. SYSTEM MODEL
To clarify the presentation of the cross-layer formulation, we define the system model using a layered module vertically from the PHY layer to the APP layer.
A. PHYSICAL (PHY) LAYER
We consider a multi-hop CRAHNs where SUs are denoted in a set I = {1, 2, ..., I } surrounding the PUs. The total spectrum band B is divided into N orthogonal subchannels, marked as the set N = {1, 2, ..., N }, and the bandwidth for each subchannel n, n ∈ N is b n . Meanwhile, the link topology of SU i is cast by a maximal propagation domain, which is indicated by the link set 
The topology of one session s k is depicted in Fig.2 . Assume that the power of SU i allocated on n th subchannel l th link of session s k is p s k n,i,l , and the maximal power budget for SU i is P c i .
Fig. 2.
The topology of one session s k .
B. MAC LAYER
We use t p (t) to depict the spectrum access activity of PUs, which is known to SUs through decent sensing process.
where t p (f n ) = 0 represents PUs occupy the frequency f n , otherwise the frequency is currently available for secondary access. The access strategies for SUs are indicated by , and σ 2 denotes the noise variance at the receiver. 1 Considering the dynamic and heterogeneous spectrum environment, 2 we introduce a concept of spectrum lifetime (SLT) to describe the spectrum availability time span. Let the stability of the frequency f n currently defined as K f n (t), which accords the exponential ditribution of e −α n t [23] , where α n is the losing availability factor independent of time t. Then, the probability density function (PDF) of K f n (t) is given by:
Accordingly, the average life time of spectrum f n LT f n is derived by a definite integral of p f n ,
Particularly, a short SLT brings about frequent spectrum handover, resulting in a high delay, even the link failure on the end-to-end route [24] . Incorporating the concept of SLT, we can perceive the connection stability instead of pure observation of the instantaneous connection status.
C. NETWORK (NET) LAYER
In the multi-hop CRAHNs, R={R s 1 ,R s 2 ,..., R s K } describes the set of acyclic path topologies with each node, where (i,−),l . where '−' means the direction of in-flow while '+' means that of out-flow. Thereby, R s k (t) maps the routing topology at time t, and it refreshes hop-by-hop until the sourcedestination connection is accomplished. Note that acyclic paths topologies are required in CRAHNs to avoid useless data transmission and reduce redundant routing expenditure.
D. TRANSPORT (TRANS) LAYER
The transport layer is responsible for managing the rate of data transmission of each link so as to guarantee the QoS requirement and to prevent a fast flow rate from overwhelming the restricted channel rate. Let G = {G s 1 ,G s 2 ,..., G s K } represent the set that maps the practical flows across the CRAHN topology, where
is the flow rate of link l on n th subchannel entering (or exiting from) node i. We assume that each relay node does not breed new data, i.e., the rate of outer flow is no larger than that of in flow, i.e., g
E. APPLICATION (APP) LAYER
In the APP layer, the cognitive system should be able to provide the QoS guarantee for SUs while respecting the PUs' interference constraints. Assume that the spectrum sensing results are accurate and sound, the PUs' interests can be ensured only when no interference is allowed for the licensed users in the overlay fashion. Therefore, we are able to target to maximize the SUs' services. In this paper, we focus on the QoS measurement in terms of minimal rate requirement (MRR). For specification, we set the minimal rate for session s k of SUs as R s k min .
F. THE DEFINITION OF PROBABILISTIC CAPABILITY
Different from traditional wireless networks, the conventional throughput in (3) is not enough to interpret the network performance in the CRN with the peculiarity of dynamic spectrum.
where
n,i,l . In fact, the spectrum stability will cause the throughput waver, routing reselection, etc. Therefore, we are motivated to define a probabilistic capability s k i,l which multiplies the physical capacity by SLT as in (4) .
This probabilistic frequency usage based metric reflects both the spectrum availability and the quality, thus it constitutes a valid measure for CRAHNs. It can also be taken as a physical spectrum dynamics-sensitive utility function. Correspondingly, let's define the average probabilistic capability of the system as (5) according to the average lifetime of a spectrum. Thereby, it describes the steady capacity that the dynamic system can provide with respect to the spectrum mobility.x
IV. CROSS-LAYER PROBLEM FORMULATION AS A GUOP
Since a large series of QoS requirement, flow control, routing, MAC scheduling and physical resource allocation in the cognitive ad hoc network can be interpreted as a GUOP with constraints, the optimal network performance depends on the interplay between/across layers. Before formulating the network utility, we define a metric of probabilistic throughput s k i,l , given by the flow rate multiplied by SLT as
Different from
i,l defines from the concept of flow rate transportable across each link rather than the physical capacity. Moreover, due to the fact that the flow rate is upper bounded by the physical rate, i.e., g s k
(n,i,+/−),l , there is a derivative proposition holds in (7) .
To reveal the intricate relationship between and across different layers in CRAHNs, we interpret the optimization problem in the overlay fashion as a combination of the stacks from PHY to APP layer, namely, a global probabilistic throughput VOLUME 5, 2017 optimization as OPT with constraints C1-C9.
arg min
C8
:
Among the constraints, C1 describes the MRR of services in the APP layer and C2-C4 enforces the flow rate control in the TRANS layer, i.e., C2 restricts the relationship between the outer flow and in flow, and by C3 and C4 the flow speed is also constrained by the link capacity physically. Recalling that the routing path does not have cyclic, we use C5 to ensure that each link is allowed to be involved in one session no more than once. C6 restraints that SUs are not allowed to access the subchannels once there is the active PU on the subchannel. C7 aims at ensuring that each subchannel is excessively allocated among SUs. C8-C9 are constraints that the instantaneous power available to SUs is no more than P c i and stays positive. Besides, P * , T * , R * , G * denote the system solution of power allocation, spectrum access, routing selection and flow control problem.
Maximizing the utility with several-layer constraints is NP-hard [25] due to the complexity and uncertainty of OPT. First, the collection of physical resource allocation, MAC scheduling, routing feasibility, congestion control and elastic QoS requirement complex the formulation. Second, the equal and unequal constraints complicate the optimization. Thus, making a throughout optimization almost impossible by routine calculations. Third, continuous and discrete restrictions mix the problem, which makes it mathematically intractable. Therefore, we do not wish to solve it through centralized computation. Instead, we adopt decomposition theory to realize the several stacks involved optimization. For convenience, we are motivated to first relax T i,l (f n ) in the constraints C6-C7 from the discrete value 0 or 1 to a real number in [0, 1], and r s k i,l in C5 to a continuous number in [-1, 1] as (8) . Then, decomposition theory can be employed in the next section to derive a relaxed optimization function of OPT with C5-C7 updated by C5 and C6-C7.
C5
V. VERTICAL DECOMPOSITION FOR OPTIMIZATION
Obviously, the above OPT problem includes couplings both in the objective function and the constraints. One of the possible solutions for such complex optimization is to decouple it by decomposition method. We derive a cross-layer optimization design through vertical decomposition (COVD) in this section, by which the couplings are decoupled and decomposed into several portable subproblems.
A. VERTICAL DECOMPOSITION BY DECOUPLING
Observing from OPT:(C1-C9) mathematically, we find that C4 couples the optimization problem via a constraint that the total traffic across links must be below the offered link capacities. Specifically, the link capacities are restricted by by the power allocation and frequency scheduling conditions C6-C9, while each traffic flow across links is simultaneously restrained by the end-to-end QoS requirement C1 and flow property C2-C3. Moreover, the OPT function incorporates the route selection and flow rate and mixes the optimization problem. Taken together, they make OPT:(C1-C9) so complicated that it can not be easily solved by linear programming. One possible solution is to utilize vertical decomposition method which makes the highly coupled OPT traceable by breaking it down into simpler subproblems. Simultaneously the interconnections between protocol layers may expose in different ways to distribute the computation. Introducing several vectors of Lagrangian multiplier α
we first take a partial Lagrangian function of OPT as (10) , as shown at the top of the next page. Observing that the physical capacity and link rate are globally coupled across the network as in C4, we derive the optimization function of OPT into minimizing the sum of the resulting values of two subproblems D 1 and D 2 by dual decomposition [26] .
Taking a dual decomposition with respect to χ s k n,i,l , we have one master problem D 1 , i.e., a joint routing selection and flow control problem with MRR, followed by a subproblem D 2 , i.e., the resource allocation for each session s k from PHY layer to MAC layer. Supposing that χ 
where s u is iteration step-size and u indicates iteration item. Assuming that g (i,+/−),l is obtained by OPT1 and x
which makes the OPT2 possible to be tackled. Thereafter, the primary coupled constraints of OPT by C4 are temperately decoupled, and we are next to dissolve the derivative problems, i.e., the master problem OPT1 and the subproblem OPT2 separately.
s.t. C1, C2, C3, C4, C5
s.t. C6-C7, C8, C9
Unfortunately, OPT1 is still a coupled optimization problem with coupled objective and constraints. We are encouraged to decompose it through primal decomposition method [26] , since g (i,+/−),l and r arg min
Altogether, Fig. 3 illustrates the logical framework of the cross-layer design by which the GUOP in CRNs is solved through a two-level vertical decomposition. In the first level, through the dual decomposition, OPT is decoupled into a master problem OPT1 and a subproblem OPT2 with the dual factor χ s k n,i,l achieved by the interference of physical capacity and traffic flow rate. Thereinto, OPT1 is a new framework dealing with both data routing and flow control in the TRANS layer considering the QoS requirement from the APP layer, while OPT2 manages MAC layer scheduling and PHY resource allocation jointly. Next, we continue to confront OPT1 but by the primal decomposition in the second level. It is easy to decouple the VOLUME 5, 2017
new framework for the fact that r s k i,l couples the objective and constraints but works independently with the other constraints. Likewise, when r s k i,l is provided, the rest of OPT1 optimization is decoupled into OPT3, i.e., the high-level optimization dealing with traffic engineering with QoS guarantee problem and OPT4, i.e., the low-level optimization tackling multiple routing at the NET layer with dedicated flow rate. Thereby, we are able to resolve the original optimization problem OPT by two level iterations, i.e., iteration between OPT3 & OPT4, and iteration between OPT1 & OPT2, which are dissolved separately by three subproblems as follows. In order to resolve = (P * , T * ) from OPT2, we consult to its Lagrangian formulation of D 2 , since D 2 is a strictly convex problem [26] . Taking partial derivatives of D 2 with respect to p s k n,i,l and T i,l (f n ), we get that,
Given the Karush-Kuhn-Tucker (KKT) conditions of optimality [27] , we solve the spectrum access and power allocation as (16) (17) . Specifically, each subchannel is assigned to users with the best channel gain while considering the detected frequency state t p (f n ) of PUs, the Lagrange multiplier φ n that relates with subcarrier allocation restriction and the dual factor χ s k n,i,l which restricts the relationship of flow rate and MRR during each iteration. Simultaneously, a budget of power is allocated according to the policy similar to water-filling over each assigned subchannel.+
|hn,i,l|
With the specified BER for M-QAM, we get the bit rate of each subchannel as (18) .
C. ROUTING SELECTION AT THE NETWORK LAYER (OPT4)
In the low level of primal decomposition, the optimal routing selection r
satisfying the KKT conditions as follows. 
Accordingly, in the cross-layer architecture of GUOP, the routing scheme selects the most stable paths rather than the simple minimal-hop routing, meanwhile, the endless hops diffusion is interdicted by aiming at minimizing the routing delay.
D. TRAFFIC ENGINEERING WITH QoS GUARANTEE (OPT3)
After the dual and primal decomposition, we continue to solve D g+/− 1H by a subgradient method, i.e, each optimal point is updated in the direction of the partial derivatives at a certain pace. Herein, v is the iteration index, s v is the positive iteration step size that iterates distributedly and constantly. During the iterations, α s k i,l works as a QoS adjusting factor that not only guarantees the MRR, but also leverages the flow rate. i.e., if the flow rate falls short of R s k min , the edge rate increases; otherwise, the edge rate retreats so as to balance the network fairness. β 
E. CROSS-LAYER VERTICAL DECOMPOSITION IMPLEMENTATION
Following the vertical decomposition and subgradient method, the GUOP for the performance analysis of CRAHNs under QoS constraints can be solved by the Algorithm 1. Therefore, the complex several-layer involved optimization problem is decoupled and achieved by information factor χ 
VI. A CROSS-LAYER OPTIMIZATION DESIGN THROUGH HEURISTIC ALGORITHM (COHA)
In Sec. V, we have derived a cross-layer optimization design through vertical decomposition (COVD) for the GUOP formulation presented in Sec. VI. It can be proved the optimal realization for the formulation in the cognitive radio network; however, such design incurs iterations between the dual problems of OPT1 and OPT2, thus leading to great computation complexity. Thereby, we are motived to develop a computation efficient scheme of the cross-layer optimization design by a heuristic algorithm which works partly as a performance comparison.
With the hop-by-hop routing requests, each node are assumed to own a routing table listing all reachable destinations; however, (3) is unfit to be used as a routing metric since it might lead to an unstable routing due to unexpected spectrum mobility in the cognitive radio condition. Instead, we use the pre-defined global probabilistic capability as the routing metric to form the routing table given the spectrum condition and previous channel state information (CSI) . In what follows, we first present the optimal probabilistic capability maximization rule for spectrum and power allocation.
A. OPTIMAL RESOURCE ALLOCATION FOR PROBABILISTIC CAPABILITY MAXIMIZATION
For the backlogged session s k , the problem of calculating the subchannel and power allocation for the global probabilistic capability optimization on all the feasible hops is considered, which is written as (OPT5) with constraints, arg max
OPT5 is further formulated as a Lagrangian function with nonnegative Lagrangian multipliers i ,φ n . Taking the partial derivative in terms of p s k n,i,l and T i,l (f n ) respectively, we give the KKT conditions as (27) (28) (29) (30) (31) (32) (33) From (28) and (30), we get that the subchannels should be assigned among SUs according to (25) .
Then from (29), (31) and (33), the power allocation on link l to SU i on subchannel n is given by (26) . 
3) Resource allocation from PHY layer to MAC layer: Calculate the power on each subchannel according to (16) 
4) Subgradient method of dual factor
χ s k n,i,l (u) repeat χ s k n,i,l (u + 1) = χ s k n,i,l (u) + s u x s k i,l − n g s k n,(i,+/−),l + , = χ s k n,i,l (u + 1) − χ s k n,i,l (u). until < 10 −6 ;
B. CROSS-LAYER OPTIMIZATION DESIGN THROUGH HEURISTIC ALGORITHM (COHA)
Taking the divide-and-conquer strategy, the cross-layer optimization design by heuristic algorithm (COHA) is performed as Algorithm 2.
By a pre-resource allocation and distributed heuristic algorithm, the optimization of resource allocation and routing becomes realistic. According to the feasible next hop map, the resource allocation algorithm with respect to OPT5 is obtained; then, the routing 
For the current node i, choose from the candidate routing solutions while guaranteeing the minimal rate requirement, l = argmax n,i,l * ,then the power and rate allocation can be achieved using the water filling algorithm.
probabilistic capability while guaranteeing the minimal rate requirements is established. Accordingly, we are able to approach the joint routing selection and traffic engineering scheme through a heuristic algorithm. Routing selection is excused to relay packets to the destination's next hop sufficing the maximal probabilistic capability with consideration of the minimal hops. Meanwhile, the traffic balance is imposed to guarantee load and avoid unfair congestions on each link. After that, transmit power is adjusted on each channel so that the system energy consumption is further reduced.
VII. SIMULATION RESULTS AND DISCUSSIONS
Unlike some of the cross-layer design in CRAHNs simulated in NS2, we set up simulation on MATLAB in order to tackle the physical layer issues, e.g. channel state and power allocation. In this section, details of the proposed methods are evaluated through simulations, and comparisons are made with the traditional ones.
A. PARAMETER SETTING
Consider an overlay cognitive radio simulation scenario within an 800m*800m square region, where SUs scatter ran-
Algorithm 3 Joint Subchannel Assignment and Power
Assign the subchannels to SUs for maximal probabilistic capability
The optimal power is allocated by 
B. PERFORMANCE EVALUATION OF COVD
In order to verify the performance of the proposed COVD, we test the system performance metrics of different protocol layers, e.g., system throughput, total power consumption, packet loss rate (PLR), routing issues and QoS satisfaction level of sessions, as shown from Fig. 4 to Fig. 8 . Fig. 4 depicts the system throughput of different SUs with the variance of subchannel numbers. Roughly, more SUs implies more access requirements, and the gaps between cases with different SUs stay an absolute increase when the channel number is larger than 20, which means that the total throughput increases linearly only when the available channel number exceeds the traffic flows. The corresponding power consumption is shown in Fig. 5 , where we can see that when the subchannels are less than 50, the total power is higher for different cases. The reason behind lies in that fewer subchannels cannot provide the bandwidth requirement for sessions, therefore the algorithm has to count on high power. This situation changes when the subchannels are over 50, meanwhile, we can observe that the cases with fewer SUs maintain lower total power due to the fewer flows in the system.
The system PLR for different SUs is illustrated in Fig. 6 . When the subchannel number is larger than 40, the PLR of 20 SUs is approximately higher than that of 30 SUs and 40 SUs. This is caused by the fact that more SUs bring more forwarding nodes, thus the multi-user diversity helps to save the packet from losing. However, the PLR stays high when the subchannels reduce gradually, which gives the evidence that no scheduling method can mitigate the system shortage caused by lack of physical resource. Similar trends can be found in Fig. 7 for the system QoS satisfaction level of sessions. Also, this reinforces that the PLR in the MAC layer has some insight for QoS level in the APP layer. Here, QoS satisfaction level indicator is assumed as the ratio between the maximal rate and the MRR. Observing from Fig. 4 to Fig. 7 , we notice that the lines jitter with the variance of SUs. This is mostly caused by several diversifications, e.g., dynamics of both channel availability and channel state, and the burst of user service. This situation is more distinct when SUs reduce. The reason is that, when the number of SUs is larger, the dynamics is mitigated by multi-user and multi-service diversity. Besides, we show the routing topology for the 30-node network with 5 sessions in Fig. 8 . 
C. THE IMPACT OF FREQUENCY DYNAMICS WITH α n
Besides, we simulate the impact of the stability of frequency K f n (t) which is adopted as a negative exponential of α n . Herein, the throughput and PLR are measured by varying the losing available factor α n from 0 to 1 in Fig. 9 . With the increase of α n , the system throughput decreases while the PLR aggrandizes. This is because that a bigger α n means a higher frequency dynamics, which results in unavailability of channels and invalid channel handoff. All the phenomena are more rigorous for 40 subchannels than 20 subchannels because, in the latter scenario, higher losing available factor of frequency causes more significant influence without abundantly available subchannels. In this paper, we set α n as 0.2 for instance and suppose it independent of time for simulation simplification. However, in the practical cognitive system, the frequency dynamic may vary with time.
D. PERFORMANCE COMPARISON WITH TRADITIONAL SCHEMES
After testing the system performance of COVD from several perspectives, we present performance comparisons with COHA and traditional schemes in terms of routing selection, the spectrum efficiency (SE) and energy efficiency (EE). Two four-layer involved schemes are executed as the traditional counterparts.
Baseline 1 (Joint Routing, Spectrum Allocation/Scheduling and Power Control With QoS Considerations (F1) [18] ) 3 : For each hop, the set of feasible next hops of the session s k is found, whose link capacity is calculated through Algorithm 1 of [18] . Then the next hop is selected to maximize the total utility.
Baseline 2 (QoS Aware Joint Flow Control, Routing, Spectrum Allocation/Scheduling (F2) [19] ): First, channel and next hop are selected simultaneously on the basis of minimizing the perceived transmission delay with MRR constraint, but fixed power allocation is distributed. Then, flow control is employed to secure the flow conservation law as well as to maintain the QoS of the newly admitted flows. 3 These two baselines employ similar algorithm frameworks to those in [18] and [19] respectively but the queue state part is omitted to keep consistent with the assumptions in this work. For a 40-node 8-session network, we present the SE and EE comparisons of four schemes in Fig. 10 and Fig. 11 . The transmission pairs of sessions and MRR are listed in TABLE 2. To provides a steady performance for the dynamic spectrum environment, here we use averaged spectrum efficiency and averaged Energy efficiency by (34) and (35) as metrics.
where X s k (t) denotes the instantaneous rate for each service which is treated as the minimal rate across each routing path of service s k , and τ is a given period of time. Both figures show the advantages of the proposed schemes to two baselines, meanwhile, the optimal solution by COVD stays the dominating superiority to the heuristic COHA. Although the proposed COVD and COHA schemes take the spectrum mobility into consideration, there is a certain gap between. The reason behind is that in order to reduce computation complexity, COHA selects the route according to the pre-allocated power and subcarrier calculation while removing the tedious iterations. However, such resource preallocation method is inefficient in both SE and EE. The inefficiency is even serious for highly dynamic spectrum environment. From Fig. 10 , we see that with the growth of subchannel number, COVD approaches a saturated spectrum efficiency, while other schemes keep increasing. This is because that for an 8-session case, both the multi-user diversity and spatial diversity of COVD approach the limit. Similarly, the gap between COVD and COHA in Fig. 11 becomes small as the channel number grows. The reason behind is that COHA enjoys higher channel selection diversity from more available channels. As to the two baselines, in Fig. 10 , Baseline 2 keeps a higher SE than Baseline 1, due to the reason that joint channel and routing selection plays a vital part in the SE performance. However, EE of Baseline 1 in Fig. 11 becomes higher than that of Baseline 2 for 70 channels. This is because employing power allocation, the spatial diversity begins to take a more important part in EE. Taking one routing path of (17, 14) as an example, we observe that the routing of four schemes differs in Fig. 12 . Mostly, COVD selects the stable and minimal delay route, COHA chooses the route with the maximal probability capacity. Contrarily, the two baselines make the routing decision according to the instantaneous CSI. Then, the total hops of 8 sessions are summarized in TABLE 3, where the hops of COVD cost the least hops. Meanwhile, COHA and Baseline 1 costs more hops, since they employ previous CSI as the routing reference. Fig. 12. Routing selection of (17,14) for four schemes. 
VIII. REMARKS
In this section, both the computation complexity and the protocol violation in terms of new interfaces brought by the proposed cross-layer design is discussed.
A. COMPUTATION COMPLEXITY
To evaluate the computation complexity, here, two ways are considered: processing analysis and execution time.
1) PROCESSING ANALYSIS
Assume that the computation complexities of all the procedures, inclusive of the subchannel allocation, the power allocation, the flow control and the routing selection can be estimated independently for each scheme. Here, for one loop of each session, M p denotes the sum complexity of the subchannel allocation and power allocation procedures, M g represents the complexity of flow control, while M r is used to measure that of the routing selection procedure. Thus, for each session in CRAHNs the computation complexity of COVD scheme is given by
where M b is the iteration complexity between D 1 and D 2 , and K denotes the number of sessions. Here, M b and M g depend on the iteration initialization and their step sizes,
measures the calculation complexity of routing metric for each hop of COVD, and so do f r2 (K ), f r3 (K ), f r4 (K ), which correspond to the other three methods respectively. Besides, f * (·) is the reference computation complexity of different operations on computers for different processes with the subscript having the same meaning with the subscript of M * . Next, the computation complexity of COHA is given by (37). Since COHA is a suboptimal algorithm achieved by the step-by-step process, its complexity is reduced to the sum of several separate parts, i.e., routing table establishment, routing selection, flow control and power adjustment procedure.
where M a indicates the complexity of the additional power adjustment process. Herein, K · M p is the complexity cost for establishing the routing table
. which correspond to the other two processes.
2) EXECUTION TIME Furthermore, the complexity comparison is simulated by the execute time on computers as in Fig. 13 , with the 
B. VIOLATION TO CURRENT LAYING PROTOCOL
Recalling all the vertical decomposition process in Sec. V-A, we analyze the two problems of D 1 and D 2 from the protocol design aspect as illustrated in Fig. 14 . The first problem is to tackle routing selection, flow control and QoS guarantee, with physical capacity constraints through interfaces of TRANS-NET-MAC, APP-TRANS-NET and TRANS-MAC-PHY respectively; meanwhile, the second problem is to schedule the spectrum and power allocation with QoS requirement cast on the link rate as influence through interfaces of TRANS-MAC-PHY and APP-TRANS respectively. Here, we notice that TRANS works as a reference layer that all the events of Algorithm 1 are able to and have to visit for information iteration. TRANS can be thereby taken as the inline layer between two main problems mentioned above, coupling the network operation in CRNs, and ensuring the implementation of COVD method. The direct communications between adjacent layers are not taken consideration. Fig. 14 shows that the proposed COVD brings one new interface, i.e., TRANS-PHY. At the same time, COVD requires five back-and-forth control information flow (CIF) feedbacks, including four CIFs already existing and one new. Based on the above analyses, we can draw the conclusion that it is the violation of the current layered architecture brought by COVD in the way of creating a new protocol gap for the cross-layer interface that provides a shortcut to the function optimization in CRNs. Besides, in order to exchange the cross-layer signals and information, a dedicated common channel is required. 
C. PROTOCOL AND INTERFACE ANALYSIS
We can conclude that it requires three CIFs interfaces for Algorithm 2 as depicted in Fig. 15 , i. e., NET-PHY, APP-NET and TRANS-PHY. According to the feasible next hop map, a pro-resource allocation algorithm is obtained through PHY-MAC; then, the routing table is established at each node with NET-PHY. Additional information tunnel is required between APP-NET which makes the routing satisfying QoS requirement possible. Finally, a new bypass between TRANS and PHY layer is needed to finish the traffic balance and power adjustment process for energy saving in the interaction of APP NET -TRANS-PHY. Similarly, we find that NET works as the reference layer that the events in Algorithm 2 are able to and have to visit for information iteration. Therefore, NET is regard as the inline among layers for COHA algorithm which harmonizes and leases the network operation among layers. VOLUME 5, 2017
IX. CONCLUSIONS
In this paper, a generalized utility optimization problem (GUOP) in CRAHNs with various constraints of stacks from the physical layer to the application layer is presented. Different from the traditional spectrum sharing approaches, we proposed a cross-layer design approach. By calculating in an iterative loop between and across layers with information flowing back and forth performing different tasks, the proposed COVD is able to solve a five-layer involved networking problem globally and optimally. Simulation experiments show the optimality of COVD, however since it may incur significant cost in terms of overheads and complexity as discussed in Sec.VIII, it is better to be used as a global optimization performance benchmark for other several-layer involved performance optimization problems. Besides, a computation reduced heuristic algorithm of COHA is proposed and simulation results reveal that the proposed dynamic spectrum availability aware cross-layer design outperforms traditional schemes.
