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Abstract 
 
The isolation of single layers of van der Waals materials has shown that their properties 
can be significantly different compared to their bulk counterparts. These observations, illustrates 
the importance of interface interactions for determining the materials properties even in weakly 
interacting materials and raise the question if materials properties of single layer van der Waals 
materials can be controlled by appropriate hetero-interfaces. To study interface effects in 
monolayer systems, surface science techniques, such as photoemission spectroscopy and scanning 
probe microscopy/spectroscopy, are ideally suited. However, before these characterization 
methods can be employed, approaches for the synthesis of hetero-van der Waals systems must be 
developed, preferably in-situ with the characterization methods, i.e. in ultra-high vacuum. 
Therefore, in this thesis, we explored novel approaches for creating van der Waals heterostructures 
and characterized fundamental structural and electronic properties of such systems. Specifically, 
we developed an approach to decouple graphene from a Ir(111) growth substrate by intercalation 
growth of a 2D-FeO layer, and we investigate van der Waals epitaxy of MoSe2 on graphite and 
other transition metal dichalcogenide substrates.  
For the Ir(111)/2D-FeO/graphene heterostructure system, we first demonstrated the growth 
of 2D-FeO on Ir(111). The FeO monolayer on Ir(111) exhibits a long range moiré structure 
indicating the locally varying change of the coordination of the Fe atoms with respect to the 
viii 
 
substrate Ir atoms. This variation also gives rise to modulations in the Fe2+-O2- separation, and thus 
in the monolayer dipole. We demonstrated that this structure can be intercalated underneath of 
graphene grown on Ir(111) by chemical vapor deposition. The modulation of the dipole in the 2D-
FeO moiré structure consequently gives rise to a modulated charge doping in the graphene. This 
effect has been studied by C-1s core level broadening. In general, this study demonstrates that 
modulated substrates can be used to periodically modify 2D materials. 
Growth of transition metal dichalcogenides (TMDCs) by molecular beam epitaxy (MBE) 
is a very versatile approach for growing TMDC heterostructures. However, there may be 
unforeseen challenges in the synthesis of some of these materials. Here we show that in MBE 
growth of MoSe2, the formation of twin grain boundaries is very abundant. While this is 
detrimental in our efforts for characterizing interface properties of TMDC heterostructures, 
however the twin grain boundaries have exciting properties. Since the twin grain boundaries are 
aligned in an epitaxial film we were able to characterize their properties by angle resolved 
photoemission spectroscopy (ARPES), which may be the first time a material’s line defects could 
be studied by this method. We demonstrate that the line defects are metallic and exhibit a parabolic 
dispersing band. Because of the 1D nature of the metallic lines, embedded in a semiconducting 
matrix, the electronic structure follows a Tomonaga Luttinger formalism and our studies showed 
strong evidence of the predicted so-called spin charge separation in such 1D electron systems. 
Moreover, a metal-to-insulator Peierls transition has been observed in this system by scanning 
tunneling microscopy as well as in transport measurements. Finally, we have shown that the defect 
network that forms at the surface also lends itself for decoration with metal clusters. Although 
unexpected, the formation of grain boundary networks in MoSe2 marks the discovery of a new 
material with exciting quantum properties.   
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Chapter 1 
Introduction 
 
1.1 Overview and Motivations 
2D materials and heterostructures of stacked 2D materials has developed to a major field 
in materials and condensed matter physics in recent years. Research on their novel and exotic 
phenomena that emerge if layered van der Waals materials are reduced to a single layer or if 
dissimilar materials are ‘stacked’ on top of each other to form hetero-interfaces. In addition to 
fundamental materials properties, the ultimate length scale of these materials and their promising 
properties are hoped to eventually turn into practical applications and devices. 2D materials are 
generally defined as mono- to few- layer components of bulk layered van der Waals materials. 
These layered materials exhibit strong bonding in a 2D-plane and are held together by mainly weak 
van der Waals interactions. The 2D-plane can be a single atom thick, like for example in graphene 
or hex-BN, or can consist of several atomic layers, like for example in transition metal 
dichalcogenides (TMDCs). In the latter, a plane of transition metals is sandwiches in between 
layers of chalcogen (S, Se, or Te) atoms, and the transition metals and chalcogen atoms are bound 
by covalent/ionic bonds. The most studied member of the 2D material family is graphene, i.e. 
carbon bound in a hexagonal pattern with sp2 hybrid orbitals. Graphene is a single layer of the 
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natural occurring graphite. Recently a number of other elemental 2D materials with (partial) sp2 
bonding have been synthesized on support materials. This group of materials is termed 2D-Xenes 
and consists of borophene (crystalline 2D buckled boron sheet),1 germanene (buckled 2D 
hexagonal germanium sheet),2 silicene (low-buckled silicon honeycomb lattice sheet),3 etc. These 
materials have interesting and sometime complementary aspects to graphene, for example, 
germanene exhibit a larger spin-orbit gap (~24meV) than graphene (<0.05meV) which render it a 
potential candidate for spin Hall effect related applications.2 Silicon, which is in the same row of 
the periodic table as carbon, can form the two-dimensional allotrope, silicene, in addition to the 
common 3D sp3-bonded silicon. However, rather than forming a complete flat 2D lattice like 
graphene in a purely sp2 hybrid orbital, silicene forms a buckled structure with the two atoms of 
the unit cell displaced out of a single plane. This buckling enables tuning of the band gap by 
applying external electric field, which makes it remarkable candidate in field-effect transistors 
applications.4 Due to their certain advantages in electronic, optic, mechanical properties, these 
category of 2D materials are still topics of ongoing research from experimental synthesis to 
theoretical modeling simulations.  
In the category of compounds, hex-BN is a graphene analog, where carbon is replaced by 
the two elements neighboring it and thus maintaining the number of valence electrons and sp2 
hybrid bonds. Therefore, boron and nitrogen atoms formed in-plane hexagonal unit cell, exhibiting 
very strong covalent bonds and a wide band gap. The wide band gap, makes hex BN an ideal 
support material for 2D materials like graphene in transport measurements, which has been 
demonstrated to increase dramatically the charge mobility in graphene.5 The slight lattice 
mismatch between graphene and hex-BN gives rise to a moiré pattern in graphene when supported 
on hex-BN, which can be tuned further by adjusting the rotation-angle between the two lattices. 
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Thus the G/h-BN heterostructure induces a weak lateral potential in graphene which has been 
exploited to observe phenomena like Hofstadter’s butterfly in high magnetic field.6  
Another 2D compound of interest is transition metal dichalcogenides (TMDCs) which 
constitute three atomic layers for which the hexagonally arranged transition metal atoms (M) layer 
is sandwiched between two layers of hexagonal chalcogen atoms (X), with a MX2 stoichiometry. 
Most transition metals form MX2 with the S, Se, and Te chalcogen atoms and thus provide a large 
number of 2D materials. This family of 2D materials is very versatile and members exhibit 
properties that vary from semiconducting to metallic. The metallic TMDs generally exhibit many 
body physics phenomena such as charge density wave and/or superconductivity transitions.  
The probably most studied TMDC and for which monolayers were first isolated by 
mechanical cleaving is MoS2. It was also the material for which significantly different electronic 
properties were observed for the monolayer compared to the bulk. While bulk MoS2 is an indirect 
semiconductor, the band structure of single layer MoS2 changes to a direct band gap with a larger 
gap than in the monolayer. While a widening of the gap in the monolayer is expected from quantum 
confinement effects, the change from indirect to direct band gap is best explained by the influence 
of interlayer interactions. The transition from indirect to direct band gap material is observed for 
most of the semiconducting TMDCs and not just MoS2. A direct band gap semiconducting material 
may be exploited in opto-electronic applications7 while monolayer semiconductors have 
applications for field effect transistors. 8  
TMDCs come with slightly different structures. The two most common structures for 
TMDS monolayers are (i) a trigonal prismatic structure that exhibit a honeycomb structure in a 
top-view because the chalcogen atoms in the two layers are sitting on-top of each other (1H 
structure), and (ii) a octahedral structure, with a centered honeycomb structure in the top-view 
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because the chalcogen atoms are offset with respect to each other in the two layers (1T structure). 
Most semiconducting TMDCs adopt the 1H structure, while most metallic TMDCs adopt the 1T 
structure. For some materials the energy difference between the 2H and 1T polymorphs is small 
and thus it may be possible to switch the structure and thus obtain a structural metal-insulator 
transition. For MoS2, for example, such a transition from the semiconducting 1H structure to the 
metallic 1T structure is achieved by charge doping of MoS2 by adsorption of electron donating 
atoms such as Li.9 
While the known TMDs exhibit many properties, none of the bulk TMDs are ferromagnetic. 
However, ferromagnetism has been theoretically predicted for monolayer materials of VS2, VSe2, 
VTe2, and CrSe2. Such a variation of the magnetic ordering for the monolayer compared to the 
bulk would be another manifestation that monolayer materials can exhibit distinctively different 
properties from their bulk counterparts. This indicates that interlayer interactions, albeit weak, are 
critical for determining the materials properties and this also raises the question how hetero-
interfaces affects the materials properties- are they more bulk-like or more monolayer-like? And, 
how can interfaces be used to tune the materials properties of TMDCs?  
A prerequisite for discovering new properties of monolayer materials and exploring the 
influence of interfaces on the materials properties of monolayer materials, is the ability to synthesis 
these systems with good quality. The field of 2D-materials developed from the ability to isolate 
single layers by mechanical exfoliation from bulk materials. However, there are obvious 
limitations to this approach: (i) not all materials are easily exfoliated, (ii) some materials are not 
stable under environmental conditions and even exfoliation in a glove box may cause 
contamination, (iii) stacking of heterostructures may not form thermodynamic equilibrium 
structures (this may be an advantage, though, since it allows to create artificial materials with e.g. 
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different rotation angles between layers), (iv) interfaces between heterostructures may not be clean 
and contain trapped molecules, (v) exfoliation and stacking is not a scalable approach. 
In this dissertation, we explore transfer-less direct growth procedures for heterostructure 
of graphene on ultrathin oxide layer to build a platform to studying graphene and its property 
modulation result from interface charge transfer. Also, fabricating heterostructural TMDCs 
materials through molecular beam epitaxy (MBE) enable a pathway for characterizing van der 
Waals heterostructures and their interface. 
 
1.2 Literatures Review 
In this sub-section, we summarize some previous works that are relevant to the three main 
sections of this dissertation. Specifically, we discuss C-1s core level shifts in graphene as a 
consequence of interface charge transfer, the synthesis of 2D-FeO on transition metal surfaces, 
and the properties of electrons confined in one dimensional systems.  
 
1.2.1 Graphene Doping and Core-Level Shift Characterization 
Determining core-level binding energies by X-ray photoelectron spectroscopy (XPS) can 
give invaluable information of the chemical state and electronic properties of materials. Generally, 
shifts of the core-level binding energies are associated with a change in the charge state of the 
atoms. This variation is a consequence of the screening of the Coulomb interactions between the 
atom-nucleus and the electrons. This utility of XPS to get information about the charge (chemical) 
state of atoms in a material is the most important application of XPS in materials characterization. 
However, changes in peak shape can also be a consequence of final state effects and energy loss 
processes due to collective excitations such as plasmons. In the case of graphene, we discuss peak 
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shifts of the C-1s core level that are neither related to chemical shifts nor final state effects but are 
merely a consequence of the reference energy level shifting. In XPS measurements, the binding 
energies are generally referenced to the Fermi-level rather than vacuum level. Consequently, a 
shift of the Fermi-level, i.e. the reference energy, implies that the measured binding energy shifts 
by the same amount. This scheme is illustrated in Figure 1.1. 
 
 
Figure 1.1 C-1s core level binding energy is referenced to Fermi level. A direct comparable shift 
between Fermi level and C-1s binding energy is illustrated. 
 
Why would the Fermi-level shift? A shift of the Fermi-level suggests a charge transfer to- 
or from- graphene and thus is not charge neutral. Charge transfer occurs at interfaces of dissimilar 
materials as a necessity to align the Fermi-level. For graphene in contact to metals the charge 
transfer has, for example, been computed10 and is consequence of and work function differences 
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modified by interface dipole formation. In most metals, any interface charge transfer does result 
in negligible shift of the Fermi-level because the density of states is usually large so that any 
additional charge does not raise or lower the energy level. Graphene, however, has zero density of 
states at the Dirac point and the density of states increases linearly away from the Dirac point. 
Consequently, the Fermi-level shift ∆EF is directly related to the amount of charge transfer N and 
is equal to the integrated density of states away from the Dirac point. This can be expressed as: N 
= ± D0∆EF2/2 where D0 is constant. 
From this analysis, we see that relatively small charge transfers can result in significant 
Fermi-level shifts. Consequently, as long as the C-1s core-level binding energy remains the same 
relative to the Dirac point of graphene (or the vacuum level), the binding energy measured in XPS 
should change by the same amount as the Fermi-level shift relative to the Dirac point. Therefore, 
XPS could be used as a direct measure of the charge doping of graphene. This scenario, where the 
C-1s binding energy relative to the Dirac point or the vacuum level remain constant regardless of 
charge transfer is called the rigid band model. From a comparison of ARPES measurements of the 
Fermi-level position relative to Dirac point, with C-1s peak positions measured by XPS it can be 
concluded that this rigid band model is valid for moderate charge doping levels.11 However, as 
pointed out above, one of the main utilities of XPS is to measure chemical shifts of core-levels as 
a consequence of chemical charge transfer. Consequently, one would expect that for large charge 
transfers, the rigid band model starts to break down and the C-1s core level binding energy changes 
relative to the Dirac point due to additional screening of the core level by the transferred electrons. 
This indeed has been observed for charge transfers that causes Fermi-level shifts in excess of 0.5 
eV.12 Thus, in conclusion and significant for this dissertation, as long as the Fermi-level shift is 
less than 0.5 eV the rigid band model may be applicable.  
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1.2.2 Two-dimensional Oxide: 2D-FeO 
Ultrathin oxide films on metal supports are widely studied and are known to form structures 
different from bulk,13 and may be considered a form of a 2D material. Ultrathin oxide films on 
metal supports have often been designed as model systems for surface science investigations of 
catalytic properties or support materials for catalysts.14, 15 This has been necessary because most 
bulk oxides are wide band gap semiconductors and thus suffer from charging effects which 
complicates or make studies by many surface science techniques impossible. Ultrathin films 
circumvent this problem. However, recently it has also been shown that these new oxide/metal 
materials may have also different properties compared to bulk oxides and thus are an interesting 
class of materials in their own right.16 
FeO monolayers on late transition metals is special case compared to most other ultrathin 
oxides, it does not only form a simple epitaxial ad-layer but forms a long range moiré structure. 
2D-FeO has been intensively studied on a variety of transition metal substrates over the last 
decades. Iron oxide nano-islands are initially prepared on Pt(111) single crystal.17 Carefully 
characterized with various techniques, such as LEED,18 STM17 and near-edge X-ray absorption 
fine structure (NEXAFS),19 this FeO monolayer was determined a real two-dimensional material 
that exhibits a simple structure where an alternating hexagonal Fe lattice plane and O lattice plane, 
with the oxygen being the outermost layer (see Figure. 1.2). The in-plane structure formed a 
hexagonal lattice with a lattice constant of 3.1 Å.20 Compared to (111) planes of bulk FeO, the Fe-
O interlayer separation in monolayer is highly compressed which is about 50% less than the bulk 
counterpart20. The Fe-O bilayer structure forms a dipole moment normal to the surface due to the 
ionic nature of the atoms. Similar to other 2D materials, for example, graphene grown on transition 
metal substrates, monolayer 2D-FeO also exhibits a moiré superstructure, indicating that the in-
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plane chemical bonding is much stronger than the interactions with the substrate. The periodicity 
of the moiré unit cell depends on the lattice mismatch between transition metal substrate and FeO 
overlayer. Within this moiré unit cell, FeO overlayer is modulated due to different adsorption 
site/registry of iron atoms with respect to the underlying metal substrate atoms. Figure 1.2 shows 
an example of 2D-FeO monolayer on Ir(111) substrate and the moiré superstructure.  
 
 
Figure 1.2 2D-FeO monolayer film on top of Ir(111) single crystal substrate and associated moiré 
superstructure. Three different registry across the moiré unit cell are identified and illustrations 
on the right panel of 2D-FeO structure from top- and side-view. 
 
There are three different high-symmetry registries of the iron atoms with respect to the 
substrate atoms: (i) the ATOP site, where Fe atom is located on top of substrate atom, O in fcc-
hollow sites; (ii) the FCC site, where O-atom is located over  hcp-hollow sites; and (iii) HCP site, 
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where O atoms are on top of iron-substrate atom. These different adsorption sites giving rise to a 
structural modulation within then moiré pattern. A rumpling of the FeO layer is observed which 
also causes the surface dipole to vary via a periodic modulated Fe-O interlayer separation. The 
variation of the dipole in the FeO layer has also been substantiate by DFT calculation.21 DFT 
calculations has determined that the ATOP site interacts the weakest with the substrate and 
consequently exhibiting the longest Fe to metal substrate-atoms separation along with smallest 
surface dipole due to the smallest Fe-O distance. Moreover, the HCP are associate with largest 
surface dipole due to the longest Fe-O distance owing to a strong interaction between the substrate-
atoms and Fe. Thus, structural modulation of the Fe-O distance across the moiré unit cell gives 
rise to a corresponding surface dipole modulation and thus of the surface potential. 
In our study, we explore the interfacing of graphene with a FeO monolayer. In addition to 
using the FeO decoupling the graphene from the metal substrate, we investigate if the periodic 
modulation of the surface potential is also modulating the charge doping in graphene periodically. 
 
1.2.3 One-dimensional Metals 
Humans are considered 3-dimensional beings lives in the 4-dimensional world, one of 
which is always time. Therefore low-dimensional world (0D, 1D, 2D) can be intellectually 
perplexing (the lower the harder) to perceive or even access, and quite often they are exhibiting 
unconventional and exotic phenomena. Despite the difficulties in creating real low dimensional 
materials and to characterize their novel properties, physicists, chemists, and material scientists 
never cease to be excited about low-dimensional solids. So far, several (quasi)- one-dimensional 
electron systems have been experimentally realized. These include, conjugated polymers, such as 
polyacetylene,22 organic crystals, such as TTF-TCNQ (tetrathiafulvalene-
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tetracyanoquinodimethane),23 carbon nanotubes,24 and self-organized metallic nano-chains/wires 
on support surfaces.25, 26 One-dimensional metals, or one-dimensional electron system (1DES) are 
fundamentally different than bulk materials where the electrons are basically weakly interacting 
fermions, and the corresponding experimental results can be understood and interpreted from 
Landau’s Fermi liquid theory.27 The core concept in this theory is that electrons can be described 
as almost-free quasiparticles and relate with the conventional charge carriers in a metal with Fermi 
statistics. The Coulomb interaction with the periodic lattice ultimately determines their particular 
band structure (energy-momentum dispersion relation). 
 
 
Figure 1.3 Comparison for a typical 1DES system and its electronic structure. (a) One-
dimensional electron system in real space, and its corresponding reciprocal space energy 
distribution is shown in (b). (c) An intuitive illustration for the spin charge separation situation 
12 
 
where in the 1DES system, the excited quasiparticles, i.e. spinon, and holon, are propagating in 
opposite direction with different velocities, and the associate energy dispersion where a splitting 
in the bands due to velocity difference are evident away from Fermi surface is showing in (d). 
 
However, when electrons are confined in a one-dimensional scheme, the situation is 
different, and the electrons become strongly correlated fermions and the interactions cause them 
to behave in a highly cooperative way where the movement are constrained only in one dimension, 
i.e. any perturbations will affect large number of electrons in a collective way. Thus Fermi liquid 
theory breaks down and cannot be reconciled with low-dimensional cases. 1D model of interacting 
fermions has been proposed by Tomonaga28 and Luttinger,29 and solved exactly by Mattis and 
Lieb,30 and later on, became the so called Tomonaga-Luttinger Liquid theory (TLL) or Luttinger 
Liquid by Haldane.31  
Spin charge separation is the distinct manifestation of the correlated electron system in 
one-dimension. In 1DES system, spin and charge are collective excited, and propagate separately 
with two different velocities. This gives rise to a splitting in the electronic structure, which can be 
assigned to different quasiparticle bands, i.e., the so-called spinon- and holon- band. These two 
bands merge at the Fermi level, but exhibit a splitting at the bottom of the band depending on the 
quasiparticles’ velocities. An illustrative sketch for situation of spin charge separation in 1DES 
system and its electronic structure is showing in Figure 1.3. 
Another characteristic low-energy property in one-dimensional metals predicted in TLL 
theory is a power-law dependent suppression of density of states (DOS) at Fermi level. The density 
of states ρ(ω) ∝ |𝜔|𝛼  where ω is the binding energy, and the exponent α is dependent on the 
electron interaction range and strength in the 1D metallic system. This property has been observed 
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and reported in several quasi-1D system, such as carbon nanotube,24 and self-assembled metallic 
atoms chain.25 
 
Figure 1.4 1D metal electron system undergo a CDW transition at low temperature. (a) 1D atoms 
chain where exhibit uniform distribution of charges with a periodicity of a, and the corresponding 
energy distribution is in (b). (c) After a CDW transition where a new periodicity 2a formed, and 
accompanied the modulation over charge density, and corresponding energy distribution in (d). 
 
Two -and one- dimensional metallic systems may be unstable towards a charge density 
wave (CDW) transition. In 1D system, such a CDW transition is also known as a Peierls transition. 
CDW are instabilities of the Fermi surface driven by the mechanism of electron-phonon coupling 
of the low-dimensional electrons system.32 Considering the 1DES as an example, Peierls showed 
in 1955 that a mono-atomic metallic chain is unstable and will undergo a metal to insulator 
transition at low temperatures,32 with electrons forming an equally distributed one-dimensional 
chain with a periodicity a. For the special case where the energy band is half filled the Fermi 
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wavevector kF is locate at half of Brillouin zone (BZ) boundary ±π/a. A lattice distortion that 
causes doubling of the periodicity shifts the BZ boundary to π/2a, i.e to the Fermi wavevector. 
Opening of a gap at the new BZ-boundary lowers the electron binding energy and thus reduces the 
system energy. Also, the Fermi-level now falls into a band gap and thus the system becomes an 
insulator, i.e. the CDW transition is associated with a metal-insulator transition. The CDW 
transition is observed at temperatures where the energy cost for the elastic lattice distortion is 
outweighed by the energy reduction due to the opening of an electron energy gap at the Fermi-
level. An illustration is showing in Figure 1.4.  
This periodic modulation of lattice accompanied by electronic charge density, is called 
CDW transition. This may occur when many electrons can be excited with the same nesting vector 
q (q=2kF) of one particular phonon mode, for one-dimensional system, the nesting with respect to 
the translation (|𝑘| = 2𝑘𝐹) of Fermi surface is perfect. Therefore, all 1D system are also expected 
to be subject also to CDW transition at sufficient low temperature, where a ground state can be 
achieved. The metal-insulator transition may also be observed in a transport measurements. 
 
1.3 Outline of Thesis 
In the next two chapters, we discuss sample preparation and characterization methods, 
respectively. For characterization methods we discuss surface science characterization techniques 
including scanning tunneling microscopy (STM), X-ray photoelectron diffraction (XPD), and 
angle resolved photoemission spectroscopy (ARPES). Chapter 4 presents the main results of this 
dissertation. All the results have already been published and thus in chapter 4 we reprint these 
papers with permission from the publishers. In chapter 5 we give a brief the summary and discuss 
an outlook to potential future work. 
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Chapter2 
Preparation Methods 
 
Surface science investigations require, in most cases, extremely clean conditions to keep 
the surface of interest clean from contaminations and thus obtain reproducible and meaningful 
results that are not ‘clouded’ by the effect of surface adsorbates. This often requires that the sample 
preparation in the same one ultrahigh vacuum (UHV) system in which the measurements are 
acquired. Thus, samples cannot be easily transported or shared between laboratories. Consequently, 
a description of sample preparation methods is critical to allow repeating of experiments in 
different labs. In this chapter we briefly describe sample preparation procedures for the growth of 
graphene on Ir(111) and subsequent intercalation of iron and iron oxide, as well as the growth of 
monolayer MoSe2 on van der Waals materials. 
 
2.1 Preparation of Graphene Covered 2D-FeO on Ir(111) Single Crystal Substrate 
Graphene preparation on Ir(111) single crystal via chemical vapor deposition (CVD) 
methods in ultrahigh vacuum (UHV) chambers is a  well-established procedure.1 The iridium 
substrate used here was a (111) oriented and polished single crystal disk purchased commercially. 
The Ir(111) single crystal was mounted on a Tantalum (Ta) sample holder and introduced into a 
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multi-functional preparation and analyze UHV chamber with base pressure in the 10-10 Torr range. 
The UHV chamber was equipped with switchable metal evaporators and basic surface science 
analysis tools (more description see in Chapter 3). The Ir(111) single crystal was clean by several 
repeated cycles of sputtering using 1keV Ar+-ions followed by annealing to 1000°C or higher 
temperature. Very similar sample preparation methodologies were also used for experiments at the 
SuperESCA beamline at the Elettra synchrotron in Italy, where we performed soft X-ray 
photoemission studies (SXPS) as well as X-ray photoelectron (XPD) investigations. The cleanness 
of the sample surface was verified with X-ray photoemission spectroscopy (XPS), where no trace 
of containment could be detected. In addition, at USF, the surface cleanliness was also ensured by 
scanning tunneling microscopy (STM) studies prior to the experiments. The clean Ir(111) substrate 
was then subsequently used for the growth of monolayer films of 2D-FeO, the synthesis of 
graphene, as well as preparation of 2D-FeO/graphene heterostructures. These preparations are 
described in the following sections. 
 
2.1.1 Preparation of Monolayer Epitaxial 2D-FeO on Ir(111) Substrate 
Formation of monolayer 2D-FeO has been initially observed by oxidation of iron films on 
Pt(111) surfaces2 and subsequently has become an important material for the study of ultrathin 
epitaxial oxide films in surface science in particular for model catalysts studies.3-5 The popularity 
is related to the stability and relative easiness of preparation of this monolayer of FeO.  This 
monolayer consist of two hexagonal, Fe and O atomic layers on transition metals. It appears that 
the in-plane interactions in this monolayer are stronger than the interaction to transition metal 
substrate surface, giving rise to long range moiré superstructures, similar to what has been 
observed for graphene on such substrates. FeO formation has been extensively studied on a variety 
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of transition metal substrates, such as Pt(111)6-9, Pd(111)5, Ru(0001)10 etc. Here we are the pioneer 
of synthesis epitaxial 2D-FeO on Ir(111). At USF lab, the procedure for growing epitaxial FeO on 
Ir(111) is following a similar procedure as previously reported for the preparation on other metal 
substrates. 
To form a 2D-FeO monolayer, about one monolayer of iron was first deposited on the 
Ir(111) substrate by vapor deposition. Iron was vaporized in a water-cooled e-beam evaporator 
using a 2 mm iron rod.  Immediately following the iron deposition, the sample was annealed to 
about 600°C in 10-6 Torr oxygen partial pressure for a short time (depending on the efficiency and 
programming of a temperature controller in the e-beam heater to reach the target temperature). For 
experiments at the SuperESCA beamline in Elettra synchrotron, the sample preparation procedures 
regarding growing iron oxide resembled the preparation conditions at USF, with the exception that 
a different iron-source was used. At Elettra the iron was evaporated from an iron filament that was 
directly heated resistively. 
 
 
Figure 2.1 Epitaxial FeO monolayer grown on Ir(111) single crystal substrate. (a) LEED pattern 
displaying a three-fold symmetry due to a well-order FeO film and satellite spots associating a 
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moiré superstructure for a monolayer FeO film. (b) STM image of monolayer FeO/Ir(111) in 3D 
format to address the atomic feature and moiré superstructure. 
 
The successful preparation of a highly ordered 2D-FeO layer was established from low 
energy electron diffraction (LEED) at Elettra and high resolution scanning tunneling microscopy 
(STM) at USF. The low energy electron diffraction (LEED) pattern in Figure 2.1(a) is showing 
the remarkable epitaxial film with clear three-fold symmetry that indicates the well-ordered FeO 
has a unique orientation on Ir(111) with satellite spots associating a moiré superstructure. In Figure 
2.1(b) is a pseudo-3D STM image of the well-ordered FeO ultrathin film on Ir(111) which shows 
atomic corrugation in addition to the long-range moiré structure, where the small corrugation 
represented the oxygen atoms that sit atop and larger corrugation represented a moiré periodic 
pattern. 
 
2.1.2 Preparation of Heterostructure of Graphene Covered 2D-FeO on Ir(111) 
Substrate 
Graphene can be grown on many transition metal oxides in UHV by exposure to low 
pressures of hydrocarbons on a hot substrate.1 Depending on the energy of the d-orbitals of the 
transition metal substrates the interaction between graphene and the substrate is more or less strong. 
However, in any case the graphene is in direct contact with the metal. To decouple it from the 
metal without having to mechanically transfer the graphene, we explored the possibility of 
intercalating a metal oxide, namely 2D-FeO, between graphene and the Ir(111) substrate. For 
synthesizing this sandwich structure of graphene covered FeO on Ir(111), the preparation 
procedure can be generally categorized into four steps.  
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Firstly, CVD graphene growth on pristine Ir(111) single crystal surface forming G/Ir(111) 
structured sample. Secondly, room temperature deposition of iron on G/Ir(111) surface. Thirdly, 
anneal sample to facilitate iron intercalation, therefore creating a G/Fe/Ir(111) heterostructure. 
Finally, introducing oxygen into UHV chamber while ramping up the sample temperature for the 
oxidation of iron underneath graphene, and hereupon the fabrication of heterostructure of 
G/FeO/Ir(111) is complete. A demonstrative sketch of the steps is showing in Figure 2.2. 
Regarding the specific preparation of this heterostructure, the detailed procedures in USF 
lab and Elettra synchrotron bear some difference due to the equipment limitation and conditions. 
 
 
Figure 2.2 Scheme of general steps for preparation of FeO in between of graphene and Ir(111) 
substrate. First, CVD epitaxial graphene is growing with exposure of ethylene at very high 
temperature of the substrate. Second, room temperature deposition of iron on top of graphene. 
Third, anneal sample to facilitate iron intercalation. Finally, oxidized iron underneath graphene 
at high oxygen partial pressure to form the G/FeO/Ir(111) heterostructure. 
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At USF, the CVD graphene growth method follows the established procedure where a 
clean Ir(111) single crystal was heated up to 1000°C and exposed to ethylene at a pressure of 10-7 
Torr for about 10 minutes. The graphene quality can be directly verified with a room temperature 
STM inside the same chamber under vacuum, and STM image in Figure 2.3 shows graphene grown 
on Ir(1111) substrate with long range moiré periodicity visible even for large scale image. 
 
 
Figure 2.3 STM image showing G/Ir(111) surface topography with clear Ir step edge and 
graphene layer covered on top with sizable moiré superstructure. 
 
For intercalating iron underneath of graphene and thus form a G/Fe/Ir(111) heterostructure, 
we deposit iron from e-beam evaporator at room temperature and subsequently annealing the 
sample to around 300°C. Such prepared iron film is protected by the graphene layer and thus makes 
an oxidation of the iron more difficult, i.e. oxygen diffusion underneath of the graphene is 
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kinetically hindered. Consequently more stringent oxidation procedures need to be applied 
compared to the oxidation of bare iron film on Ir(111). In order to oxidize graphene covered iron, 
the sample was exposed to 10-5 Torr oxygen at elevated temperature for minutes. Subsequently, 
the sample was heated to ~500°C in UHV to improve the ordering of the oxide layer. In contrast, 
the preparation procedures in SuperESCA beamline utilized a unique way due to the condition 
advantages in Elettra synchrotron radiation facility where fast-XPS spectra acquisition enabled 
monitoring of the oxidation process in-situ. Fast XPS (100 ms per spectra)11 was enabled by the 
high photon flux at the synchrotron and specifically in-house designed delay-line detector. High 
resolution spectra could also be taken (40meV when the photo energy is 400eV), however with a 
slower rate. Therefore, upon CVD graphene growth on Ir(111) single crystal, the whole iron 
deposition process was in-situ monitored through emerging of Fe-2p core level spectra in fast XPS 
scan mode, and subsequently, observing the annealing process where the suppression of Ir-4f 
surface core level, indicating an intercalation of iron underneath of graphene and on top of iridium, 
i.e. the formation of G/Fe/Ir(111) heterostructure. For the oxidation process, the procedures are 
similar to the conditions used at USF. 
 
2.2 MoSe2 Mono- to Few- layer Growth on van der Waals Substrates 
Van der Waals (vdW) materials are layered materials that consist of atomic- or molecular-
planes with strong covalent/ionic bonds. In bulk materials these planes are held together by mainly 
weak van der Waals attractions. Therefore, vdW materials usually exhibit low-dimensional 
behavior with strong electron correlation effects when its dimension is reduced down to a few 
layers, especially monolayer while maintaining good electronic, optical properties. It also has been 
recently realized that vdW materials with reduced dimensions may serve as a material platform for 
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novel properties and phenomena that could eventually result in new devices and applications.12-14 
Among various vdW materials, the large family of transition metal dichalcogenides (TMDC) such 
as MoS2 or MoSe2 have received most attention. Of particular interest for optical and 
optoelectronic applications was the observation of a direct band gap in many semiconducting 
TMDCs when reduced to a single monolayer15, 16 
While initial work on monolayer vdW materials was conducted by mechanical exfoliation 
of flakes from bulk materials, a direct layer-controlled growth method is required for any potential 
application and also to synthesis less stable materials, CVD growth is a fairly inexpensive approach 
and large (tens of micrometer sized) TMDC monolayer islands have been successfully grown with 
this method.17. Molecular beam epitaxy (MBE) technique18 is less well established for the growth 
of vdW materials, but has advantages in the flexibility for including dopants or for the growth of 
heterostructures. It is also performed under UHV conditions and thus avoids contamination 
especially for more reactive materials, and can be integrated with UHV analysis methods. 
In this thesis, monolayer MoSe2 has been grown by van der Waals epitaxy on top of a bulk 
MoS2 (0001) single crystal by MBE.  The substrate single crystal was commercially purchased 
from 2D Semiconductors Inc.  The substrate was mounted on a Ta plate, which is transferred into 
UHV chamber right after cleaving in air to produce a fresh surface. Prior to MBE growth of MoSe2 
ultrathin film, the MoS2 substrate usually was outgassed in the chamber for at least 4 hours at 
300°C. The growth chamber, was equipped with an ion-vacuum gauge, a residual gas analyzer, 
quartz crystal microbalance, a turbo pump and ion pump, sample manipulator with a heating stage, 
as well as Mo- and Se- sources. In MBE elemental sources are used that deliver the components 
of the film in a molecular beam to the growth substrates, where the components condense into a 
film.  Mo atomic beam is generated by evaporating a 2-mm diameter Mo-metal rod (Alfa Aesar; 
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99.95%, metal basis).  This is done in a home-made e-beam evaporator with the evaporant enclosed 
in a water cooled copper shroud. The layout for this is illustrated in Figure 2.4. 
 
 
Figure 2.4 An illustration of a water-cooled electron beam evaporator. The essential part is 
addressed in zoomed in where the tungsten filament is heated by a direct current through the wire 
(resistively heated) and consequently electrons are emitted by thermionic emission. The emitted 
electrons are accelerated to the Mo-wire, that is held on a positive high voltage (typically 1 -2 kV). 
The thus generated power (electrons’ emission current × high voltage) is dissipated in the Mo rod, 
effectively heating it to very high temperatures enabling its vaporization. 
 
Selenium is very corrosive and hazardous material, special precautions are necessary, 
therefore, for the atomic selenium source, we purchase a hot-wall valved Se cracker source (SSA 
Pro SE-100) from SVT Associates Inc., which enable a reliable and accurate operation of this 
material. This source consists of a heated crucible that contains the Se-shots. The temperature of 
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the Se-crucible can be regulated and thus the vapor pressure can be controlled. Se-vapor can be 
released into the vacuum chamber through a heated corrosion resistant needle valve. Since Se is 
known to vaporize into many atom containing Se-molecules rather than individual atoms, the 
escaping Se-molecules have to be cracked into individual atoms before reaching the surface. This 
is achieved by a heated tube through which the Se-beam is passing through. The tube is heated to 
much higher temperature (usually ~ 500°C) so that Se-molecules that land on it are thermally 
fragmented. Thus at the end of this hot-wall thermal cracker most of the Se is atomized. By co-
deposition of both atoms at the same time in UHV a MoSe2 film can be grown. 
 
 
Figure 2.5 Illustrative layout of growing the vdW heterostructure. MoSe2 ultrathin film was grown 
on MoS2 substrate using molecular beam epitaxy (MBE) in UHV system in (a) and a real MBE 
chamber in use is showing in (b). 
 
While Mo is assumed to stick very well to the substrate, Se has a high vapor pressure and 
can easily re-evaporate from the sample. For this reason a much higher Se-flux (about 10 times 
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higher) is needed, compared to the Mo-flux. Also the re-evaporation rate limits the accessible 
growth temperature.  In our studies we optimized the substrate temperature at 300-350°C for 
growth of MoSe2. An illustration of this MBE growth inside the UHV chamber is showing in 
Figure 2.5(a) and together is showing the realistic MBE chamber in use in Figure 2.5(b). 
 
 
Figure 2.6 Home-made simple gold evaporator using direct resistively heating of a filament for 
evaporation of gold. 
 
2.3 Resistive Heated Metal Sources 
Metals with high vapor pressure and surface tension can be evaporated from a small molten 
bead on a resistively heated wire. This is an inexpensive set-up which only requires a high current 
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electrical vacuum feedthrough and a regulated current power supply. The material that we want to 
evaporate is wind around a typical tungsten heating filament. The tungsten wire is heated by a 
direct current, which causes the other material to melt and its surface tension causes the formation 
of droplet. To collimate the atom beam the evaporator is housed in a quartz or metal tube. A typical 
set-up is illustrated in Figure 2.6.  Depending on the material, the sublimation rate may already be 
large enough to obtain a sufficient deposition rate and thus the solidified droplet does not have to 
be re-melted during operation (note, that the initial formation of the droplet is still desirable to 
obtain stable conditions). In chapter 4 such a simple home built metal source has been used for the 
deposition of small amounts of gold for decorating defect sites on MoSe2 monolayers. 
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Chapter 3 
Experimental Characterization Techniques 
 
3.1 Surface Science Tools for Characterization of 2D Materials 
Many surface sensitive tools have been developed for gaining understanding of surface and 
interface properties for a diverse set of technological applications ranging from semiconductor 
surfaces for microelectronics to adsorption and reaction of molecules relevant in heterogeneous 
catalysis. Monolayer 2D materials if freestanding is all surface and if supported on a substrate are 
thin enough for most surface tools to also investigate the interface between the 2D-material and 
the substrate. Consequently, surface science tools can be employed for studying many properties 
of these materials. Particularly important are photoemission spectroscopy methods both for core-
level spectroscopy as utilized in X-ray photoemission spectroscopy (XPS) and valence band 
photoemission using UV or soft x-ray light. These methods usually require UHV environment, not 
just for preparing and maintaining a clean surface but also to allow the photo-emitted electrons to 
travel long enough distances to measure their kinetic energy. In addition to the use in spectroscopy, 
electrons can also be excellent surface structural probes by utilizing their wave nature. Indeed the 
first experiments to demonstrate the wave nature of electrons were surface diffraction experiments 
that showed that low energy electrons diffracted from a crystalline surface resulted in diffraction 
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patterns that can only be understood by interferences of waves. Nowadays, this is low energy 
electron diffraction (LEED) is a common tool in any surface science laboratory for characterizing 
surface crystalline order and to detect surface reconstructions and relaxations. Analogous to the 
concept in LEED, an external monochromatic electron beam is diffracted from the surface, one 
can also exploit photoelectrons emitted from an atom to obtain information of its local atomic 
structure. Such experiments are an extension of core-level photoelectron spectroscopy and 
consequently is termed X-ray photoelectron diffraction (XPD). The electrons emitted from an atom 
(emitter) are diffracted by the neighbor atoms (scatterers) and the resulting intensity is an 
interference of electron waves from the emitter and scatterers. Thus, the electron intensity that 
forms particular diffraction pattern can gives information of the local structure. Although XPD is 
a local probe, i.e. it does not require long range order, the signal is collected over a large area 
averaging over many emitters and thus requiring that the same local order around all the emitters 
to obtain a measurable signal. This usually requires single crystal samples. 
In addition to spectroscopic measurements and structural diffraction methods, microscopic 
investigations are crucial for obtaining insight on local structures and properties. Advances in 
microscopy have enabled the nanotechnology revolution we are witnessing. In surface microscopy 
the advent of scanning probe techniques, especially scanning tunneling microscopy (STM) has 
revolutionized surface studies. The main advantage of these techniques is to ‘see’ nanostructures 
with atomic detail. However, especially STM is always a convolution of structural and local 
electronic variations which may make an interpretation of atomically resolved STM images not 
straight forward. Also, this convolution of effects does rarely allow for a direct extraction of 
surface structures and thus long-range surface structures rely on surface diffraction for 
determination (with advancement in synchrotron measurements surface X-ray diffraction is 
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currently the best method for determining atomic surface positions). In addition of characterization 
nanostructures without long range order, STM also allows measurement of local electronic 
structures by scanning tunneling spectroscopy (STS). The combined ability of imaging surfaces 
with atomic resolution and obtain local spectroscopic data of the electronic structure of materials 
makes STM, arguably the most powerful instrument in the analysis of nanostructures at surfaces. 
 
 
Figure 3.1 Chart summarize the common techniques for surface science characterization. The 
techniques are categorized for major features in different perspectives. 
 
A list of characterization techniques that are prevalent in surface science as well as 
materials studied in this thesis is given in Figure 3.1. In addition of techniques available at USF, 
synchrotron experiments were used for angle resolved photoemission spectroscopy (ARPES) and 
XPD, at the SOLEIL and Elettra synchrotrons, respectively. 
33 
 
While angle scanned XPD as well as ARPES studies can also be performed with lab-
sources, synchrotron radiation possesses important advantages: (i) The photo-flux is typically 
much higher allowing to focus on a small spot-size and acquiring spectra at much faster rate and 
with higher resolution. (ii) The photon-energy can be monochromatized to a much smaller energy 
width than the natural energy distribution determined by life-time broadening in the lab sources 
and thus enable higher energy resolution. (iii) Synchrotron radiation is naturally linearly polarized 
within the plane of the electron storage ring. This enables polarization dependent studies, e.g. in 
photoemission excitation cross-sections are dependent on molecular orbital direction with respect 
to the light polarization. While lab sources can be polarized, this comes with an additional loss of 
intensity.  (iv) The photon-energy can be tuned. Synchrotron radiation spans the whole spectrum 
from infrared to hard X-rays. Monochromators are used to select specific wavelengths. Using 
gratings optimized for a certain energy range allow to freely select energies within an approximate 
range of 100 to 1000 eV. This is very useful for tuning e.g. the surface sensitivity in photoelectron 
spectroscopy where the electron escape distance depends on the kinetic energy of the photoemitted 
electrons, or to tune emissions whose excitation cross-section may be dependent on the photon 
energy. In the following a detailed description of the three main experimental techniques used in 
this dissertation are described, namely: (i) scanning tunneling microscopy (STM), (ii) X-ray 
photoelectron spectroscopy (XPS) and diffraction (XPD), and (iii) angle resolved photoemission 
spectroscopy (ARPES). 
 
3.2 Scanning Tunneling Microscopy (STM) 
Since its invention in 1981 the scanning tunneling microscope1 has become an 
indispensable tool for surface analysis and enabled nanotechnology at surfaces. The ability to 
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achieve sub-Angstrom resolution, enabled atomic resolution imaging of planar surfaces.  Thus the 
STM provided us with a real space view of atoms and molecules in their nano-environment on a 
solid surface. As people say: “seeing is believing” and STM images are the visually convincing 
proof of the invisible realm for human eyes of the atomic world. Indeed STM images can often be 
quite aesthetically satisfying and help conveying science to non-scientists. In the next sub-section, 
we give a basic description of the principle of operation of this astonishing instrument. 
 
3.2.1 Basic Operation Principles of STM 
The nano-scale world is governed by the rules of quantum mechanism, which sometimes 
can be counterintuitive to our daily experiences of the macroscopic world. The quantum 
mechanical tunneling effect is the essential theory that underlies the operation principle of an STM. 
In the quantum mechanical tunneling effect, electrons (or other sub-atomic particles) can penetrate 
through a potential barrier with a certain probability even if the energy of the electron is less than 
barrier potential height.  Classically, such a penetration of the barrier is forbidden but in the realm 
of sub-atomic particles, quantum mechanics allows us to predict the probability of such tunneling 
events precisely as a function of barrier height and width. Solving Schrödinger’s equation with a 
potential barrier U, the probability of finding electrons on the other side of the barrier, decrease 
exponentially with the barrier width and the square root of the difference between the barrier 
potential and electron energy. In the setup of an STM, the tunnel junction is formed between the 
sample surface and an atomically sharp metal tip. The barrier height in this tunnel junction is given 
by the work function Φ of the sample and the tip. The width of the barrier is given by the tip-
sample separation  d (~5Å)2. By applying a small bias voltage V between the tip and the sample, 
electrons on one side of the tunnel junction will have a higher energy than on the other and thus 
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can tunnel through the barrier with a certain probability. The tunneling current is then given by the 
following expression:3 
𝐼𝑇 ∝  
𝑉
𝑑
 exp (−
𝑘√Φ
ħ2
𝑑) (3.1) 
Where k is a constant. A schematic diagram of the tunnel junction is shown in Figure 3.2. 
Depending on the relative bias voltage polarity, electrons tunnel from the tip into empty states of 
the sample, or vice versa. The relative tunneling probability is measured by the tunneling current, 
which in a typical STM set-up, is between tens of pico-Amperes to nano-Amperes. These low 
currents are amplified and used directly for imaging or more commonly fed into a feedback loop 
and are kept constant at a pre-set value. 
For imaging the surface, the STM tip is raster scanned across the surface and the tunneling 
current is measured at each tip position. The scanning of the tip is accomplished with piezoelectric 
transducers that allow locating the tip in x, y, and z-direction. The piezoelectric transducers 
contract or elongate as a response to voltages applied to electrodes on the piezo crystals. Such 
deformation has a capacity of accuracy down to ±0.05Å4 and this enables imaging of surfaces with 
atomic resolution. 
The two basic scanning mode of an STM are a “constant current” mode, and a “constant 
height” mode. In the constant current mode of operation, the conductive metal tip (usually is 
obtained from electrochemically etched W or mechanically cut PtIr tip) is brought to few angstrom 
distance from the conductive sample surface. With a bias voltage applied between the tip and the 
sample, tunneling current can be detected. To image the surface, the atomically sharp tip is then 
scanned across the surface while a feedback loop applies a voltage to the z-scanner of the 
microscope to keep the tunneling current constant. To generate an image of the surface, the 
feedback loop response is plotted in an x, y map. Given the tunneling current is varying 
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exponentially with the separation distance between the tip and sample surface, the tunneling 
current is very sensitive to topographical features on the surface, but it also sensitive to local 
variations in the density of states. Thus the tunneling current and the feedback loop response that 
tries to keep the current constant is always a convolution of electronic and topographical variations 
of the surface. 
 
 
Figure 3.2 Tunneling diagram illustrating the tunneling effect employed in STM. The local density 
of states of the sample are measured in STM. Depending on the polarity of the bias voltage between 
sample and tip either the empty (a) or filled (b) states of the sample are probed. 
 
In the constant height mode, the feedback loop is turned off and the tunneling current is 
plotted directly in an x, y map. Since there is no feedback loop, the tip can be scanned more rapidly 
across the surface to generate an image. However, the small tip-sample separation requires a very 
flat surface, usually atomically smooth, and negligible thermal drift in the z-direction, which is 
only achievable in a low temperature STM. The two scanning modes are illustrating in Figure 3.3. 
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Figure 3.3 Illustration of essential configuration for an STM. (a) The important component is the 
piezoelectric scanners that can achieve x, y and z direction mechanically precise movement. (b) 
two basic scanning modes of a STM, the constant current mode in which tip moves while 
maintaining the current constant, and the constant height mode where recording the variation in 
the current while maintaining the height (note that the tunneling current varies exponentially with 
the tip-sample separation and its variation being subsequently interpreted to represent the surface). 
 
In addition to the imaging, the atomically sharp STM-tip can also probe the local electronic 
density of states of the sample in a spectroscopy mode, known as scanning tunneling spectroscopy 
(STS). Spectroscopy in general, implies the measurement of a certain quantity as a function of 
energy. In this regard, when scanning tunneling microscopy is used to measure the local density 
of states (LDOS) as a function of electron binding energy, it is STS. For a constant tip-sample 
separation, the tunneling current increases with the applied voltage. The rate at which the tunneling 
current increases depends on the available states for the electrons to tunnel into. Thus, the 
derivative of the tunneling current with respect to the bias voltage is proportional to the density of 
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states of the sample (assuming the density of states of the tip are fairly constant for the energy 
window probed in the measurement). In a measurement, the tip-sample separation is chosen by a 
set-point value for the tunneling current and given voltage. Then the feedback loop is turned off 
and a voltage ramp is applied. The tunneling current is measured as a function of bias voltage, thus 
obtaining an I-V curve. The dI/dV curve can then be determined by numerical differentiation. 
Better measurements can be obtained by directly measuring the dI/dV signal using a lock-
in amplifier. In this method, the bias voltage ramp is modulated with a high frequency sine-wave 
and the in-phase current modulation is measured. This technique was first used by Bining and 
Rohrer.5 Using a lock-in amplifier to monitor the dI/dV signal can also be combined with imaging 
to obtain an x, y map of the local density of states at a certain energy. In this mode, the feed-back 
loop is turned back on and the bias voltage is set to the energy at which the LDOS should be probed. 
While the feedback loop keeps the tunneling current constant, the dI/dV channel of the lock-in 
amplifier is plotted. 
The physics behind the relationship between dI/dV and the LDOS can be derived from the 
previous tunneling current equation for the tunneling effect. A more elaborate equation regarding 
the more realistic tunneling current based on WKB approximation6 is given by 
𝐼 = ∫ 𝜌𝑠(𝑟, 𝐸)𝜌𝑡(𝑟, ±𝑒𝑉 ∓ 𝐸)𝑇(𝐸, 𝑒𝑉, 𝑟)𝑑𝐸
𝑒𝑉
0
 (3.2) 
where ρs and ρt  are the density of states (DOS) of sample and tip respectively, at location r and 
energy E (measured with respect to Fermi levels), T(E, eV, r) is the tunneling transmission 
probability of electrons with energy E and applied bias V. Applying a first order derivative to the 
expression of tunneling current, we get 
𝑑𝐼
𝑑𝑉
= 𝜌𝑠(𝑟, 𝑒𝑉)𝜌𝑡(𝑟, 0)𝑇(𝑒𝑉, 𝑒𝑉, 𝑟) + ∫ 𝜌𝑠(𝑟, 𝐸)𝜌𝑡(𝑟, ±𝑒𝑉 ∓ 𝐸)
𝑑𝑇(𝐸, 𝑒𝑉, 𝑟)
𝑑𝑉
𝑒𝑉
0
𝑑𝐸 (3.3) 
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In this expression of dI/dV, the first term is a product DOS for the sample and tip and the tunneling 
transmission probability T. The tunneling transmission probability T may be approximated to 
increase monotonically with V and therefore contributes as a “background” on which the 
spectroscopic information is superimposed. Acting as higher order information, the second term 
in the equation contributes in the tunneling transmission factor.  
Thus, in sum, the structure in dI/dV measurement can be assigned to the local density of 
states of electrons from the first term, if the DOS of the tip is assumed to be structure-less thus 
negligible. In dI/dV experiments this assumption needs to be tested for every tip by taking 
measurements on well-known substrate- often gold.  In principle, the tunnel process should be 
purely elastic process. However, additional inelastic channels, where vibrational modes of 
adsorbed molecules at surfaces are excited, can contribute to the tunneling. These are however, 
very weak signals and detected as peaks in the second derivative (d2I/dV2). To detect these weak 
inelastic tunneling signal a very stable low temperature STM is required that enables acquisition 
of data over hours to obtain sufficient signal-to-noise ratios.7  
Nevertheless, STM still has its drawbacks and limitations. The convolution of electronic 
and geometric surface properties often prevents a straight forward interpretation of STM images 
and computer simulations may be needed to compare experimental results with modeling the 
surface structures. A prominent limitation of STM is that it depends on conducting samples such 
as metal, small band gap semiconductors or ultrathin oxide (insulator) films on metal, etc. since it 
is tunneling mechanism based application. This limitation has been addressed by the invention of 
atomic force microscopes, which are, however, generally more difficult to operate with atomic 
resolution, yet also versatile in the usage range from materials science to bio-science, organic 
materials to inorganic materials. 
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3.2.2 STM Instrumentation 
The STMs used in this dissertation are commercial systems form Omicron Nanotechnology 
and RHK Inc. All the STMs are housed in UHV systems. Decoupling of the STM from any 
vibration and noise sources is essential. All the STMs used were therefore suspended inside of the 
vacuum chamber on soft springs. Swinging of microscope was damped by an eddy current 
damping system. Figure 3.4 shows a photograph of the room temperature Omicron STM 1 system 
in UHV chamber. 
 
 
Figure 3.4 Omicron STM 1 system in UHV. (a) Direct visual of setup of STM 1 system. (b) The 
spring suspension for vibration isolation and eddy current damping system allows atomic 
resolution of high quality. 
 
Another STM instrument is the low-temperature RHK STM. In addition to assess 
temperature dependent phase transitions, low temperatures are important to increase thermal 
41 
 
stability for spectroscopy measurements. Thermal drift, originating from unavoidable thermal 
gradients in room temperature instruments are largely reduced, which enables better quality in 
acquisition of dI/dV spectra. Since the feedback loop is turned off during acquisition of spectra 
even small changes in the tunneling gap due to thermal drift will alter the spectra significantly.  
 
 
Figure 3.5 Configuration of LT-STM from RHK Technology Inc.8 Specific layout of LT-STM 
system with advanced isolation system that enable a low temperature scanning tunneling 
microscopy. 
 
The RHK instrument is the first low temperature STM that utilizes a closed cycle cryostat. 
The compressor of the closed cycle cryogen line induces significant noise and vibrations and the 
technical challenge is in decoupling these vibrations from the microscope. This is partially 
achieved by coupling the low temperature of the cold finger to the microscope by He-gas so that 
there is no mechanical contact between the cold finger and the microscope. The lowest temperature 
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achievable in this set-up is ~ 15 K.  The different vibration isolation stages of the RHK instrument 
are shown in Figure 3.5. 
 
3.3 X-ray Photoelectron Diffraction (XPD) 
X-ray photoemission spectroscopy (XPS) is widely used to determine chemical states of 
surface and near surface regions of materials. XPS for chemical analysis relies on energy-shifts of 
the core-level as a consequence of the charge state variation of the atoms. The photoemitted 
electrons undergo elastic scattering and diffraction by the surrounding atoms. These photoelectron 
diffraction effects are unimportant in polycrystalline samples and are therefore generally not 
considered in XPS. On well-ordered samples, generally single crystal surfaces, 9, 10 diffraction of 
photoelectrons can give rise to significant variations of the photoelectron intensity as a function of 
emission angle11 and/or photoelectron energy12. If these variations are measured as function of 
emission angle or photon-energy, one speaks of angle- or energy-scanned X-ray photoelectron 
diffraction (XPD) measurements. The latter requires a synchrotron source for continuously varying 
the photon energy and thus the photoelectron kinetic energy, while the former may utilize a lab-X 
ray source or a synchrotron. The experimentally observed variations have to be compared to 
multiple electron scattering simulations of model structures that include the emitter atom and the 
scatterer atoms surrounding the emitter. 
 
3.3.1 Basic Principles of X-ray Photoelectron Diffraction (XPD) 
XPD is inherently a surface sensitive, element-specific local probe. Surface sensitivity 
arises from the short inelastic free mean path length of electrons in matter. The surface sensitivity 
can be tuned, especially with synchrotron radiation, where by selecting the kinetic energy of the 
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photoelectrons and thus their mean free path length through choosing appropriate photon energies. 
XPS core-levels are unique fingerprints of specific elements and thus the emitting atom species is 
known. The photoelectrons are, however, scattered by any element surrounding the emitter during 
the photoemission process. The scattering efficiency depends on the electron configuration and 
has to be taken into account in the simulations. XPD does not require long range order, it requires 
however that the all the emitter atoms in the sample have the same local coordination to obtain a 
signal. If various local arrangements are present, the XPD data will be the numerical mean over 
the different XPD patterns of the different arrangements. The physics behind the photoelectron 
diffraction in angle- or energy-scanned mode is identical. 
 
 
Figure 3.6 Schematic illustration of a photoelectron diffraction process. The unscattered wave is 
expressed as ϕ0, and the secondary waves ϕi, ϕj, that are scattered by atoms i, j, also a double 
scattered case where is represented as the wave ϕk, m, interference projected on stereographic plane 
where the intensity modulated with the angles and can be recorded by the analyzer. 
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As shown in Figure 3.6, an incident photon causes emission of a core level photoelectron. 
For picturing the diffraction process, one best views the photoelectron as a spherical wave that is 
scattered from the surrounding atoms. Thus the original wave and the scattered waves can interfere 
with each other giving rise to a final intensity that is detected far away from the surface. Suppose 
the wave function of the unscattered wave is ϕ0, and the wave scattered by the ith atom near the 
emitter is ϕi, therefore the photoelectron intensity in the emission direction k (electron wave 
vector), can be expressed as: 
𝐼(𝐤) = |ϕ0(𝐤) + ∑ ϕ𝑖(𝒌, 𝑟𝑖)
𝑖
|
2
 (3.4) 
And the unscattered and scattered wave function can be described respectively in the expression: 
 
𝜙0 = 𝐴0(𝜀̂ ∙ ?̂?) (3.5) 
𝜙𝑖 =  𝐴𝑖𝑊𝑖
(𝜀̂ ∙ 𝒓?̂?)
𝑟𝑖
𝑓𝑖(𝜃𝑟𝑖
𝒌 )𝑒𝑥𝑝 (𝑖 (𝑘𝑟𝑖 − 𝒌𝒓𝒊 + 𝜓𝑖(𝜃𝑟𝑖
𝒌 ))) (3.6) 
Where A0 and Ai are factors due to attenuation of intensity resulting from inelastic scattering 
process, Wi is Debye-Waller factor representing atomic displacement in a dynamic way, 𝑓𝑖(𝜃𝑟𝑖
𝒌 ) is 
a complex factor with an expression of, 
𝑓𝑖(𝜃𝑟𝑖
𝒌 ) = |𝑓𝑖(𝜃𝑟𝑖
𝒌 )|exp (𝑖𝜓𝑖(𝜃𝑟𝑖
𝒌 )) (3.7) 
Given that, 
𝒌𝒓𝑖 = 𝑘𝑟𝑖𝑐𝑜𝑠 𝜃𝑟𝑖
𝒌  (3.8) 
Therefore, the scattered wave has a phase component that is proportional to: 
𝜙𝑖~
1
𝑟𝑖
𝑒𝑥𝑝 (𝑖[𝑘𝑟𝑖(1 − 𝑐𝑜𝑠 𝜃𝑟𝑖
𝒌 ) + 𝜓𝑖(𝜃𝑟𝑖
𝒌 )]) 
(3.9) 
Ultimately, the intensity of photoelectrons in the direction of k is in the form of: 
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𝐼(𝒌) = |𝜙0(𝜀̂ ∙ ?̂?)|
2
+ 2𝑅𝑒 ∑[𝜙0
∗(𝑘) ∙ 𝜙𝑖(𝑘, 𝑟𝑖, 𝜃𝑟𝑖
𝒌 )]
𝑖
+ 2𝑅𝑒 ∑[𝜙𝑖
∗(𝑘, 𝑟𝑖, 𝜃𝑟𝑖
𝒌 ) ∙ 𝜙𝑗(𝑘, 𝑟𝑗 , 𝜃𝑟𝑗
𝒌 )]
𝑖≠𝑗
 (3.10) 
Where Re is the real part of the complex expression. In this expression, the first term associate 
with the intensity distribution of photoemission that is without any scattering by neighboring atoms. 
It is the second term that corresponds to the spatial distribution information of atoms with respect 
to the emitter. The last term relates to double scattered situation that includes the information of 
atoms relative to one another.From this expression, the two acquisition modes for XPD can be 
described. Measuring the photoelectron intensity at a fixed emission angle (fixed k) one may 
measure the intensity I (k) as a function of magnitude using the scalar quantity k variation in the 
exponential term 𝑒𝑥𝑝 (𝑖[𝑘𝑟𝑖 (1 − 𝑐𝑜𝑠 𝜃𝑟𝑖
𝒌 )]) for determination of the geometric arrangement of the 
scatterers around the emitter. To vary k, the kinetic energy of the photoelectrons need to be varied 
smoothly which is only possible with a tunable synchrotron radiation source. The other method is 
to detect the photoemission intensity as a function of the emission the angle. In this measurement, 
𝜃𝑟𝑖
𝒌  is changing and thus enables to obtain the structural information. It can be seen that the 
exponential term 𝑒𝑥𝑝 (𝑖[𝑘𝑟𝑖(1 − 𝑐𝑜𝑠 𝜃𝑟𝑖
𝒌 )]) depends on the angle 𝜃𝑟𝑖
𝒌  and thus relates local atomic 
configuration of the scatterers around the emitting atom to the photoelectron intensity variation. 
 
3.3.2 XPD Data Analysis and Interpretation 
XPD has been extensively used for a variety of surface structure determination13, 14 from 
single crystal surfaces15 to epitaxial film16 and  adsorbate structures of molecules.17  Interpretation 
of XPD data are usually requiring multi-electron scattering simulations that are, for example, 
implemented in cluster codes like Electron Diffraction in Atomic Clusters (EDAC)18 are usually 
required. Depending on the photoelectron energy, the diffraction effects may be dominated by 
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back-scattering or forward scattering. For high energetic electrons, which are usually as a result 
by using Mg- or Al- Kα radiation from lab X-ray sources, forward scattering is dominant. In this 
scenario forward focusing effects can be used to get a rough interpretation of XPD patterns. For 
forward focusing photoelectron intensity maxima are expected for directions in which the emitter 
atom and scatterer atoms are aligned. In particular, only weak intensity modulations are expected 
if the scatterer atoms are located at the surface and this may be used to identify a surface layer 
from a subsurface alloy. For low energy photoelectrons excited with soft X-rays, more detailed 
structural models can be obtained, however these require multiple scattering simulations, such as 
EDAC simulation. 
 
 
Figure 3.7 Simulated XPD pattern with EDAC multiple electron scattering code, plot the 
photoemission intensity as function of azimuthal φ and polar θ angles. (a) Simulated C 1s XPD 
pattern of a freestanding graphene sheet excited with 400 eV photons. The pattern exhibit a six-
fold symmetrical feature due to the two (structurally) inequivalent carbon atoms in graphene 
hexagonal unit cell. (b) Simulated Mo 3d XPD pattern of a MoS2 single crystal excited with a 
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laboratory X-ray source. The three-fold symmetry feature is resulting from the different atomic 
species of Mo atoms and S atoms in the hexagonal unit cell. 
 
A typical EDAC simulation code consist of several input parameters. (i) An atomic cluster 
model with defined surface layer and all emitters to be considered in the simulations. Depending 
on the problem, atom-separation or emitter positions may be varied during repetitive matching 
process of the simulations pattern with the experiment pattern. (ii) Type of radiation light source, 
which can be linear or circular polarized and the photon energy is considered in the code. (iii) The 
electron mean free path for the material under investigation, electrons binding energy and energy 
level from which the electrons are emitted. (iv) Other parameters like inner potential, work 
function and the Debye temperature are all taken into account and may be subject to variation to 
optimize the agreement with the experiment. As an example of EDAC simulation, Figure 3.7 is 
showing the EDAC simulated angle-scanned XPD pattern for a freestanding graphene with 
synchrotron light source and MoS2 single crystal with laboratory X-ray source. 
To optimize the structural model in EDAC simulations, it has to be compared with the 
experimental data. In order to quantify the agreement between simulations and experiment 
reliability or R- factors are calculated. The smaller the R-factor value, the better the agreement 
between simulations and experiment. Generally, the R-factor is defined as: 
𝑅 =
∑ (𝜒𝑖
𝑠𝑖𝑚 − 𝜒𝑖
𝑒𝑥𝑝)2𝑖
∑ [(𝜒𝑖
𝑠𝑖𝑚)
2
+ (𝜒𝑖
𝑒𝑥𝑝)
2
]𝑖
 
(3.11) 
Where χ is the normalized intensity as a function of azimuthal angle φ and polar angle θ. Thus, 
systematically varying structural parameters in the model allows to minimize the R-factor and thus 
obtain the most likely structure, where the R-value reaches a minimum. Therefore, R-factor values 
are usually used for final determination between theoretical modeling and experimental results. 
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3.3.3 XPD Instrumentation and Elettra synchrotron Facility 
We have performed angle scanned XPD measurements both in our lab at USF as well as at 
the SuperESCA beamline at the Elettra synchrotron in Italy. Here we briefly describe the key 
features in the experimental setup.  
 
 
Figure 3.8 Layout for XPD experiment inside an UHV analysis chamber. 2D detector enables to 
detect photoelectrons with 20° emission angle in one measurement. Azimuthal rotation of the 
sample enables the detection of the full sector of an angle scanned XPD plot. Subsequent polar 
rotation and repeat of an azimuthal scan allows to build up the same sector at a larger polar angle. 
 
Figure 3.8 shows the XPD experimental setup. A dual anode X-ray source is used that 
enables excitation with either Al- or Mg- Kα radiation (1486.6 eV and 1253.6 eV respectively). 
The kinetic energy of the photoemitted electrons are separated within a hemispherical electrostatic 
analyzer. The emitted electrons are measured with a two dimensional CCD camera based delay 
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line detector that disperses energy in one dimension and spatial/angular electron emission 
information on the other dimension. This enables detection of electrons emitted at +/- 10° of 
emission angles can be detected in one measurement. To obtain a complete angle-scanned XPD 
pattern, the sample-manipulator enables rotation of the sample around a polar- and azimuthal- axes 
with computer controlled stepper motors. 
 
Table 3.1 Specification list of SuperESCA beamline at Elettra synchrotron  
Beamline energy resolution 1× 10-4 @400 eV 
2×10-4 @900 eV 
Beamline resolving power 1× 104 @400 eV 
5×103 @900 eV 
Energy range Min =90 eV 
Max =1800 eV 
Max flux on sample 1×1012 (Ph/s) @400eV 
Spot size on sample Min =5 µm 
Max =100 µm 
 
We also performed XPD studies at the SuperESCA beamlines at the Elettra synchrotron. 
The beamline is optimized for soft X-ray core-level photoemission spectroscopy. The photon 
energy range is between 90 to 1800 eV, which makes it ideally suited for surface science studies. 
Table 3.1 summarizes some specification of SuperESCA beamline. The combination of 
synchrotron radiation and sophisticated energy analyzers enables acquisition of high resolution 
spectra and monitor XPS spectra at a fast repetition rate which enable capturing of dynamic 
changes of the surface. For performance of angle scanned XPD experiments, the sample is 
mounted on a five axes manipulator, which includes azimuthal and polar rotation. The analyzer 
only detects photoelectrons emitted in the axis of the analyzer lens and thus a full XPD pattern is 
obtained by scanning the azimuth and polar angle. To acquire a segment of the XPD plot thus even 
with synchrotron radiation takes several hours. 
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3.4 Angle Resolved Photoemission Spectroscopy (ARPES) 
Angle resolved photoemission spectroscopy (ARPES) is the only spectroscopy technique 
that allows the k-space resolved measurement of the band structure for solids. As a spectroscopy 
technique, it measured the kinetic energy of electrons that photoemitted from a sample as a 
function of emission angle. The kinetic energy of the electrons is directly associated with their 
binding energy and the emission angle is related to the electron momentum inside the crystal 
parallel to the surface. Additional information of the electron momentum normal to the sample 
surface can be obtained by varying the photon-energy and thus the kinetic energy and associated 
momentum vector.  Thus ARPES can map the dispersion of electron bands directly on kx, ky and 
kz in k-space, which renders it a 4D technique (kx, ky, kz, energy). For efficient excitation of the 
valence band and to obtain high enough resolution of the momentum k-vector, excitation sources 
in the ultraviolet to soft x-ray regime are used. Most flexibility in the choice of photon energy and 
also in the brilliance of the light is achieved with synchrotron radiation sources. The high brilliance 
of synchrotron light ensures high energy resolution and the highly focused beam contributes to 
good angular, i.e. momentum, resolution. Similarly, high resolution may be obtained with laser 
sources. However, these are typically limited to low energy light, i.e. ~ 6 eV, and thus the low 
energy of the photons usually restricts measurements around the Γ- point of the surface Brillouin 
zone and bands close to the Fermi-level. An alternative to synchrotron radiation are a gas discharge 
lamps where discrete atom-lines can provide UV-light at specific wavelengths. Typically, helium 
(other noble gases may also be used) is used a discharge gas which can provide the He-I or He-II 
lines with photo energy of 21.2 eV and 40.8 eV, respectively. Generally, to obtain good angular 
resolution, the light will need to be refocused on the sample to a small spot size. Also, discharge 
light is naturally not polarized. For polarization dependent studies a polarizer may be used at the 
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expense of photon flux.  The following Table 3.2 summarizes the various light sources for ARPES. 
 
Table 3.2 Comparison between the light sources that are commonly used in ARPES studies. 
Type Available photo 
energy 
Bandwidth 
(monochromaticity) 
Intensity Polarization 
Synchrotron Variable 0.5 to a few meV tradeoff 
between 
bandwidth and 
intensity 
Fixed 
polarization 
Gas discharge 
lamp (He, Xe, 
Ne, Ar, etc) 
21.2, 40.8, 8.4, 
11.6 (and more) 
eV 
Can be small (<1 
meV) with 
monochromator 
Low 
(sometimes) 
Random 
polarization 
Laser 6-11 eV Can be much 
smaller than 1 meV 
Potentially high Variable 
polarization 
 
3.4.1 Basic Principles of ARPES 
Photoelectron spectroscopy (PES) is the general term, which refers to all the techniques 
based on the application of the photoelectric effect for probing the binding energy of electrons in 
solids. ARPES, is an advanced PES technique that is associate with the fundamental photoelectric 
effect, but which also enables determination of the electron momentum within the material. Figure 
3.9 illustrates the basic geometric experimental setup. The monochromatic photon causes emission 
of a valence electron whose kinetic energy is given from energy conservation as difference 
between the photon energy and the kinetic energy, i.e. by measuring the kinetic energy of the 
escaped electron, the binding energy can be deduced. The electron momentum is known from 
measuring the angle at which it is emitted. Figure 3.9 (b) shows the electron momentum parallel 
to the surface is conserved in the photoemission process, while the normal component is changed 
due to the difference of the potential in vacuum and in the crystal (called the inner potential). For 
many surface science studies and also for studies on 2D materials the electronic states of interest 
are two-dimensional, i.e. the electron momentum vector lies within the surface plane. This makes 
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interpretation of photoemission data particularly simple since as we have mentioned this 
momentum component is conserved in the photoemission process. 
 
 
Figure 3.9 ARPES measurement and conservation laws. (a) Illustration of a typical photoemission 
process where a photoelectron carries information about its momentum associated with emission 
angle. (b) The solid surface as an interface where vertically the wave vector is not conserved due 
to breaking potential step at the surface, whereas the component parallel to the surface is 
conserved. The electron’s wave vectors that inside the solid and outside the solid are indicated 
with lowercase k and uppercase K, respectively. 
 
Thus to obtain the band dispersion of a 2D material as function of kx and ky, the kinetic 
energy is monitored as a function of polar θ and azimuthal φ emission angles as illustrated in 
Figure 3.9 (a).  Converting the emission angles into momentum vectors one can reconstruct the 
band structure, i.e. energy-momentum distribution, or measure constant energy surfaces, 
specifically the Fermi surface. 
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Considering the momentum of the photoelectron in the vacuum, outside the sample is 
uppercased K, and the kinetic energy of photoelectron is Ekin, therefore, 
𝐾 = |𝑲| =
√2𝑚𝐸𝑘𝑖𝑛
ħ
 
(3.12) 
Since the momentum is the sum of two components, i.e. parallel and perpendicular components, 
𝑲∥ = 𝑲𝑥 + 𝑲𝑦 ; 𝑲⊥ = 𝑲𝑧 (3.13) 
Therefore, in a spherical coordination, the relation between the scalar values of momenta and 
energy regarding the emission angles are: 
𝐾𝑥 =
1
ħ
(√2𝑚𝐸𝑘𝑖𝑛𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜑) 
(3.14) 
𝐾𝑦 =
1
ħ
(√2𝑚𝐸𝑘𝑖𝑛𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜑) 
(3.15) 
𝐾𝑧 =
1
ħ
(√2𝑚𝐸𝑘𝑖𝑛𝑐𝑜𝑠𝜃) 
(3.16) 
As shown in Figure 3.9, the two angles are defined polar angle θ, and azimuthal angle φ. 
For the momentum of electron inside the sample which is actually the information that matters, 
indicated with lowercase k. Since a translational symmetry in the surface x-y plane due to the 
absence of potential in the dimension, thus result in the conservation of the parallel component: 
𝑘∥ = 𝐾∥ =
1
ħ
(√2𝑚𝐸𝑘𝑖𝑛𝑠𝑖𝑛𝜃) =
1
ħ
(√2𝑚[𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 + ℎ𝜈 − 𝛷]𝑠𝑖𝑛𝜃) 
(3.17) 
Where Φ is the work function of the material. However vertically is not conserved since the 
presence of surface potential (V0 is unknown) and the breaking of symmetry at the surface. 
Experimentally, Ek, Φ and θ can be directly measured, thus ARPES measurement are basically 
performed by the acquisition of photocurrent (or intensity) as a function of Ebinding, k∥ (kx, ky) 
obtaining the in-plane distribution of occupied electronic bands. If plotting Intensity as a function 
of binding energy in fixed (kx, ky) is called energy distribution curve (EDC). If plotting intensities 
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as a function of k∥ at fixed binding energy is called momentum distribution curve (MDC). 
Depending on the material characteristic and purpose of experiments, both EDC and MDC has its 
own advantages and features in ARPES data analysis. 
The direct mapping of the momentum resolved band structure can be compared to results 
from, for example, DFT simulations and thus ARPES can be used to validate computer simulations. 
A down side of ARPES is the high demand on sample properties and the surface sensitivity 
originating from the low escape depth of the photoemitted electrons. Generally single crystalline 
samples are required with very good surface properties, i.e. few defects and absence of any 
adsorbates. The required cleanliness of the surface as well as the detection of electrons require 
UHV environments for the measurements. Recent advances in synchrotron and electron analyzer 
technology, allows to focus the photon beam to small spot sizes using a Fresnel zone-plate and the 
analyzers can measure wide emission angles without rotating of the sample. With these advances 
ARPES measurements are now possible on microscopic samples or nanomaterials. These new 
generations of ARPES is called nano-ARPES. The data shown in this dissertation were acquired 
at one of these new synchrotron beamlines, namely the ANTARES beamline at the SOLEIL 
synchrotron that has nano-ARPES capabilities. 
 
3.4.2 ARPES Instrumentation and SOLEIL Synchrotron Facility 
The vital technology regarding modern ARPES experiments lies in the 2D electron 
analyzer. The hemispherical analyzer designed for 2D electron detector is schematically showing 
in Figure 3.10. The first thing that a photoelectron go through is a hemispherical capacitor which 
consist of two concentric hemispheres with inner radius R1 and outer radius R2 and were applied 
with a potential bias U. 
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Figure 3.10 Experimental configuration for ARPES experiments. (a) The layout of the 
hemispherical analyzer with the 2D detector in the photoemission experiments, the electrons are 
collected according to the emission angles and energies. (b) An example of the raw data in an 
ARPES measurement showing the valence band structure in the Γ-K direction of a MoS2 single 
crystal using He-II radiation (hν = 40.8 eV) in the laboratory at USF. 
 
Inside this passage, only electrons within certain energy range can go through and reach 
the exit slit. The kinetic energy of electrons that go through the central path is called pass energy 
Ep, given by: 
𝐸𝑝 =
𝑒𝑈
𝑅2
𝑅1 −
𝑅1
𝑅2
 
(3.18) 
In addition, the energy resolution of a hemispherical analyzer is given by: 
∆𝐸 = 𝐸𝑝(
𝑤
𝑅1 + 𝑅2
+ 𝛼2) (3.19) 
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Where w is the width of aperture slit, and α= (θ1+ θ2) is called acceptance angle which means the 
maximum angular deviation for an electron trajectory that ends up entering the analyzer. This is 
determined by the lens system in use. At USF, we utilized Scienta Omicron R3000 analyzer, which 
has a 20° acceptance angle. An illustration of the lens is showing in Figure 3.11 where a more 
detailed view of electron path moving through the lens in modern ARPES analyzer. Figure are 
adapted from Scienta manual. 
 
 
Figure 3.11 Schematic view of electrons trajectories as passing through the lens in an angular 
mode in ARPES hemispherical analyzer. Blue trajectory illustrate a path of photoelectron from a 
particular emission angle from the material surface. Figure is adapted from VG Scienta.19 
 
SOLEIL synchrotron located in the suburban area of Paris, France, is a new generation 
synchrotron. SOLEIL is both a radiation source covering a wide range of photo energy and 
advanced research lab, capable of innovative experimental techniques. The ANTARES (A New 
Tailored Angle REsolved Spectroscopy) beamline is one of the latest beamline started running at 
SOLEIL. Using soft X-rays provided by the synchrotron, it is an endstation dedicated to high 
resolution ARPES. Due to the usage of two undulators, the beamline is featured in high flux and 
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adjustable circular and linear polarization of light source. Particularly, the beamline has micro- 
and nano- ARPES measurement ability that can achieve focusing beam spot on sample surface 
with a spot size of 120 nm and 30 nm respectively. A table of specification for ANTARES 
beamline of SOLEIL is listed in Table 3.3. 
 
Table 3.3 Specification list of ANTARES beamline at SOLEIL synchrotron 
Beamline energy resolution 3×10-5 @ 60 eV 
Beamline resolving power 30000 @ 60 eV 
Energy range Min = 20 eV 
Max = 900 eV 
Max flux on sample 5.4×1013(Ph/s) @ 100 eV with micro spot 
5.0×1011(Ph/s) @ 100 eV with nano spot 
Spot size on sample 
(without zone plate) 
Min = 0.1 µm 
Max =90 µm 
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Chapter 4 
Results 
 
Note to Readers 
In this chapter, the objective is to present the experimental results regarding several two-
dimensional heterostructures systems that have previously published in the Journal of Physical 
Chemistry C 121 (5), 2762-2770 (2017); Nature Communications. 2017; 8:14231; and ACS Nano 
11 (5), 5130-5139 (2017) respectively, and have been reprinted with permission from American 
chemical society. 
 
4.1 Periodic Modulation of Graphene by a 2D-FeO/Ir(111) Moiré Interlayer 
 
4.1.1 Introduction 
The support material of graphene strongly influences its properties. Two well-known 
examples are (i) inhomogeneity of SiO2 causing the formation of charge puddles in graphene
1, 2 
and (ii) the van der Waals heterostructure formed by graphene on hex-BN for which a periodic 
superpotential is formed due to the formation of a moiré structure.3 While the former causes 
degrading effects on the charge mobility of graphene, the latter enables the observation of quantum 
interference effects and of “Hofstadter’s butterfly” in periodically modulated graphene.4, 5 
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Mechanical transfer processes are generally employed to interface graphene with these materials. 
An alternative, potentially scalable approach is the intercalation of semi-conductors6 or oxides7-9 
between a metal growth substrate and graphene. This approach decouples the graphene from the 
metal without the need of transferring it. Graphene can be grown on many late transition metals,10, 
11 and it is well-established that single-crystalline graphene can be grown with high quality on 
Ir(111) by CVD processes in ultrahigh vacuum (UHV).12 Therefore, Ir(111) is a desirable substrate 
for graphene growth and subsequent decoupling of graphene by intercalation of a well-defined 
oxide layer. In this paper we investigate the “intercalation” of a monolayer oxide-technically by 
oxidation of an intercalated Fe layer-but we refer here and henceforth as the intercalation of FeO 
for convenience. Iron oxide is known to form 2D-FeO layers with a long-range moiré 
superstructure on various transition metal substrates, including Pt(111)13-15, Pd(111)16, Au(111)17, 
and Ru(0001).18 Here we investigate if such a 2D-FeO layer also forms on an Ir(111) substrate and 
subsequently if this 2D-FeO layer can also been grown in between graphene and Ir(111). 
Critical for this study is the preparation of a 2D-FeO layer on Ir(111), which has not been 
reported so far. It is, however, known that 2D-FeO layers grow on several transition metal 
substrates with a polar atomic bilayer structure. In this structure, the Fe is adsorbed on the transition 
metal substrate, and an oxygen layer is terminating the 2D-FeO layer on the vacuum side.13 On 
these transition metals, the 2D-FeO layer forms a coincidence lattice with the metal substrate, 
giving rise to a moiré structure. Such a moiré unit cell implies that FeO exhibits varying 
coordination with respect to the transition metal substrate. For 2D-FeO on Pt(111), it has been 
shown that the variation of the coordination of the Fe atom with respect to the Pt substrate atoms 
results in relaxation of the Fe−O bond.19, 20 Because of the ionic character of Fe and O, a relaxation 
of their bond lengths results in a modulation of the dipole moment in the 2D-FeO bilayer with the 
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periodicity of the moiré unit cell. Such variation can, for example, affect the adsorption sites of 
metals, as has been shown for Au adatoms, which adsorb only on specific sites within the moiré 
structure due to charge transfer from the Au atoms to the substrate.21 Generally, a modulation of 
the surface dipole causes a modification of its work function and thus will affect interface charge 
transfer from an adsorbate to the substrate. For 2D-FeO intercalated underneath of graphene, one 
may thus expect a local modification of the charge doping in graphene as a consequence of the 
local work function modulation in the moiré pattern of the 2D-FeO/Ir(111) substrate. This paper 
focuses on the synthesis of the graphene/2DFeO/Ir(111) heterostructure. The first part studies the 
formation and structure of 2D-FeO on Ir(111), and the second part investigates the intercalation of 
2D-FeO underneath graphene. 
 
4.1.2 Experimental Methods 
All studies were performed inside ultrahigh-vacuum (UHV) chambers with base pressures 
in the 10−10 Torr range. The STM studies were performed at the University of South Florida (USF) 
in two UHV chambers. One is equipped with a variable temperature STM operated at room 
temperature for the study of FeO layers on Ir(111) and the other in a multitechnique UHV chamber 
which is equipped with a room temperature STM and X-ray photoelectron spectrometer allowing 
X-ray photoemission spectroscopy (XPS) studies. The Ir sample was cleaned in both systems by 
cycles of 1 keV Ar+ sputtering and annealing to 1000 °C. 
At USF, the samples were prepared by physical vapor deposition of iron from a water-
cooled mini e-beam evaporator using a 2 mm high-purity iron rod. To form an iron oxide layer on 
pristine Ir(111), about a monolayer of iron was deposited at room temperature and subsequently 
annealed in 10−6 Torr of oxygen to ∼600 °C for 2 min. For samples with iron oxide intercalated 
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underneath of graphene, first graphene was grown by exposing the hot Ir(111) crystal up to 
1000 °C with ethylene at a pressure of 10−7 Torr for 10 min. Subsequently, iron was intercalated 
underneath graphene by depositing iron at room temperature and subsequently annealing the 
sample to 300 °C. To oxidize the iron underneath graphene, the sample was exposed to 10−5 Torr 
of O2 at 300 °C for 5 min. To increase ordering of the oxide layer, the sample was annealed to 
500 °C under vacuum. Oxidation was checked by XPS and the surface structure studied by STM. 
STM images were processed using the WSxM software.22 
At the SuperESCA beamline at the Elettra synchrotron radiation facility in Trieste, Italy, 
high-resolution XPS and X-ray photoelectron diffraction (XPD) were performed. The low-energy 
electron diffraction (LEED) patterns reported here were also acquired at SuperESCA. The clean Ir 
sample was prepared by cycles of 2 keV Ar+ sputtering, followed by annealing in 1 × 10−7 Torr of 
O2 at 300−800 °C and a flash annealing to 1000 °C. To remove any residual oxygen, the sample 
was annealed in H2. Prior to the experiments, the cleanliness of the sample surface was checked 
with XPS, which did not detect traces of any contaminant. Epitaxial graphene on Ir was prepared 
by several cycles of ethylene exposure at room temperature, followed by annealing to 1100 °C. 
The iron was evaporated from a resistively heated iron ribbon, and the amount of iron deposited 
was calibrated from the suppression of the surface component of the Ir 4f core level. Before 
oxidation of iron on Ir(111) some samples were annealed to higher temperatures under vacuum, in 
order to mimic the oxidation conditions for intercalated iron underneath of graphene. For the 
oxidation process of iron on the bare Ir(111) surface, oxygen was introduced by leaking 8 × 10−8 
Torr of O2 into the chamber and ramping up the temperature. The oxidation process was monitored 
in situ with fast XPS (individual spectra were acquired approximately every 30 s during 
measurement) for the entire FeO growth process. For oxidation of iron intercalated underneath of 
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graphene, the oxygen pressure had to be increased to 4 × 10−7 Torr at a sample temperature of 
300 °C.  
It is important to note that the slightly different sample preparation conditions at USF and 
Elettra are likely to result in different sample quality. Especially graphene growth on Ir(111) is 
known to be sensitively dependent on the annealing temperature and ethylene dosing. The lower 
achievable annealing temperature in the STM vacuum chamber causes the formation of slightly 
rotationally misaligned graphene and corresponding grain boundaries. These defects can influence 
the iron intercalation and subsequent oxidation of the iron underneath of graphene. Therefore, it is 
important to point out that the intercalation and oxidation processes are characterized at Elettra 
where the graphene preparation conditions were more optimal for obtaining high quality graphene. 
STM studies are primarily complementary to the synchrotron studies for obtaining additional 
confirmation about the achieved structures and heterostructure morphology. The STM data thus 
are primarily to support the XPS characterization. 
The high-resolution XPS measurements were performed with energy resolution below 50 
meV for the Ir 4f and C 1s core levels, of the order of 70 meV for the O 1s and 200 meV for Fe 
2p. The peak intensities were normalized to the photon flux. All the spectra were analyzed with a 
Shirley background subtraction. The core level spectra were fit using DS(α) - Doniach Šunjić 
functions23 and convoluted with a Gaussian broadening. A GL(m) function was used to represent 
the product of Gaussian and Lorentzian functions with the parameter m indicating a ratio between 
these two, where m = 0 is a pure Gaussian and m = 100 is pure Lorentzian. The binding energy 
scale was aligned to the Fermi level position, which was measured under the same conditions as 
the core levels. The high-resolution spectra were measured in normal emission. The XPS and XPD 
measurements were acquired at room temperature. The photon energies were generally chosen to 
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optimize surface sensitivity, i.e., electron kinetic energies around 100 eV (the exact photon 
energies are given in the figures). The XPD measurements of the O 1s core level were performed 
at 750 eV photon energy while scanning the azimuthal angle over an ∼160° segment for different 
polar angles ranging from normal to 70° grazing emission. The diffraction patterns were compared 
with simulation performed using the Electron Diffraction in Atomic Clusters (EDAC) code, which 
implements multiple scattering of electrons in atomic clusters.24 A free-standing FeO monolayer 
was assumed in the simulations. Such a simplified structure neglects any diffraction of the 
photoemitted electrons from the Ir substrate. This simplification is justified because of the lack of 
a single defined coordination between the FeO layer and the Ir substrate within the large moiré 
structure. 
 
4.1.3 Results and Discussion 
This section is divided into three subsections. First, we show that FeO monolayer forms on 
Ir(111), similarly to other late transition metals. Then we turn to the intercalation of Fe between 
the graphene/Ir(111) system. Finally, we discuss the oxidation of Fe and the formation of a 
graphene/FeO/Ir(111) heterostructure. 
4.1.3.1 FeO on Ir(111). The growth of FeO on Ir(111) has been studied with high-energy 
resolution photoemission. Figure 4.1 shows the Ir 4f7/2 and Fe 2p3/2 core levels at various stages of 
sample preparation. The Ir 4f7/2 peak for the clean Ir(111) surface exhibits two components that 
are assigned to the bulk Ir and the surface Ir atoms.25 Upon deposition of metallic Fe the surface 
component is suppressed. The suppression of the surface component of Ir has also been used to 
calibrate the Fe doser, where a proportional suppression of the surface component of Ir with Fe 
coverage has been assumed. Interestingly, upon oxidation of the Fe and annealing to 600 °C the 
65 
 
surface component of Ir is reformed, with however a 0.1 eV shift toward higher binding energy as 
compared to the pristine iridium surface. This indicates that the FeO overlayer is interacting only 
weakly with the Ir substrate. The Fe 2p3/2 shows after oxidation a peak position and shape that is 
consistent with 2+ oxidation state, i.e., the formation of a FeO monolayer.26 
The low-energy electron diffraction (LEED) pattern of the Ir(111) surface before and after 
preparation of FeO layer is shown in Figure 4.2a and 4.2b, respectively. 
 
Figure 4.1 Synchrotron X-ray photoelectron spectroscopy characterization of a 2D-FeO layer 
formation on Ir(111) single crystal. (a) Ir 4f7/2 for clean Ir(111), after deposition of a submonolayer 
of Fe, and after Fe oxidation. (b) Fe 2p3/2 spectra, after room temperature deposition of Fe on 
Ir(111), vacuum annealing to 700 °C and subsequent oxidation. The peak maximum after oxidation 
is at ∼710 eV indicative of the formation of FeO. 
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The LEED pattern consists of the superposition of Ir(111) and FeO-overlayer 1 × 1 spots. 
In addition, satellite spots that are linear combination of the reciprocal lattice vectors of the Ir and 
FeO lattices are observed. The existence of these satellite spots can be understood from multiple 
electron scattering between the Ir substrate and the well-ordered oxide overlayer.27 An alternative 
interpretation is that the superstructure spots originate from the large moiré superstructure unit cell 
of the buckled 2D-FeO overlayer; i.e., superstructure spots represent the reciprocal unit cell of the 
moiré structure. Both descriptions lead to same satellite spot positions that in terms of multiple 
electron scattering can be described by a linear combination of Ir substrate and oxide overlayer 
surface reciprocal lattice vectors g(hk)Ir + g(hk)FeO. Figure 4.2b shows an example for the 
construction of the satellite spots from the corresponding reciprocal lattice vectors of the FeO and 
Ir(111) unit cells. It is interesting to point out that the FeO-spots exhibit an intensity variation that 
suggest 3-fold symmetry of the FeO layer. The observation of such a 3-fold symmetry is only 
expected if the 2D-FeO layer is a single domain with an unique orientation to the Ir(111) substrate. 
From the reciprocal lattice vectors of Ir, FeO, and superstructure spots, we conclude that the unit 
cells of the atomic lattices and the moiré superstructure are aligned with respect to each other. The 
ratio of the reciprocal lattice vectors is measured to gFeO/gIr = 0.88 ± 0.04. Using 2.72 Å as the 
lattice constant for Ir(111), this gives a lattice constant for the FeO lattice of 3.1 ± 0.1. Direct space 
STM images taken in a separate UHV system under different preparation conditions, in particular 
lower annealing temperatures, indicate that FeO lattice and the moiré structure are mostly aligned; 
however, some domains with a small misalignment between the FeO unit cell and the moiré unit 
cell are also observed as shown in Figure 4.2g. These misalignments can be understood if the FeO 
lattice is rotated by ∼1° with respect to the Ir(111) lattice, which can cause the moiré unit cell to 
be rotated by ∼8°. The presence of these slightly misaligned domains in the STM images may be 
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a consequence of the lower annealing temperatures in the STM chamber. Figure 4.2h shows a 
domain with the FeO unit cell and the Ir(111) unit cell aligned. From line scans we measure 6.5 
FeO unit cells per moiré unit cell, suggesting that the proper coincidence unit cell maybe 13 FeO 
unit cells on 15 Ir(111) unit cells. This would imply a FeO unit cell of 3.1 Å. Table 4.1 compares 
the FeO moiré structures found on various densely packed transition metal surfaces. The 
determined lattice constant for FeO monolayer is very similar for all the different transition metal 
substrates including Ir(111). In addition to LEED and STM, we also performed X-ray 
photoelectron diffraction (XPD) studies of the 2D-FeO layer on bare Ir(111). Figure 4.2c shows 
the O 1s XPD pattern from the 2D-FeO layer on Ir(111). The experimental data are well 
reproduced by EDAC simulations. The atom cluster for the EDAC simulation was a free-standing 
2D-FeO layer, schematically shown in Figure 4.2e. The initial Fe−O bilayer separation and unit 
cell parameter are taken from DFT simulations reported in ref 20. In the EDAC simulations we 
first systematically varied the layer separation and calculated R-factors for each simulation with 
respect to the experiment. Figure 4.2f shows the dependence of the R-factor, indicating best 
agreement for a layer separation of 0.66 Å. This value has then been used in a systematic 
simulation of the lattice constant; however, no further reduction of the R-value could be obtained. 
The best R-factor for the optimized structure is 0.235, which indicates good agreement between 
the simple free-standing 2D-FeO model and the experiment. The simulation results are indicated 
in Figure 4.2c together with the experiments to enable a direct comparison. 
4.1.3.2 Iron Intercalation between Graphene and Ir(111). UHV-CVD growth of 
graphene on Ir(111) has been studied extensively.12 Weak interactions between graphene and Ir 
are apparent from the single and narrow C 1s peak shown in Figure 4.3 that can be fitted with a 
single peak at 284.19 eV binding energy. 
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Figure 4.2 LEED, STM, and XPD characterization of FeO monolayer on Ir(111). (a) LEED 
pattern of clean Ir(111) surface. (b) LEED pattern of 2D-FeO overlayer on Ir surface indicating 
that the preferred orientation of 2D-FeO is to be aligned with the Ir(111) substrate and that it 
forms a moiré superstructure. All the LEED images are displayed with inverted contrast. The XPD 
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pattern is shown in (c) for the O 1s core level taken with hv = 750 eV shown in (d). The gray scale 
sector in (c) represents the experimental data obtained by fitting the O1 s peak, superimposed on 
a simulated XPD pattern for a free-standing 2D-FeO layer shown in color scale. The structural 
model for the 2D-FeO layer used for simulating the XPD pattern is illustrated in (e). Reliability 
(R-) factors are calculated for assessing the structure of the model with respect to the 
measurements. In (f) the variation of the R-factor as a function of the bilayer separation between 
Fe and O is displayed. The minimal R-factor is 0.235 for a 0.66 Å separation. An STM image (Vb 
= 1 eV and It = 0.8 nA) of two slightly rotated 2D-FeO domains is shown in (g). In one domain 
the atomic 2D-FeO lattice is rotated by ∼8° with respect to the moiré superstructure. This can be 
reproduced by a small rotation of ∼1° of the 2D-FeO lattice with respect to Ir(111). A domain 
without the 2D-FeO and Ir(111) lattices aligned, and consequently no rotation of the moiré 
structure with respect to the atomic lattice is shown in (h). Counting of the atomic corrugation 
yields a moiré periodicity of 6.5 FeO unit cell. 
 
A small shift of the C 1s peak of 0.04 eV to lower binding energy compared to HOPG (C 
1s binding energy for HOPG is taken as 284.23 eV)28 may be due to a small charge transfer because 
of interface Fermi level alignment as a consequence of work function differences and formation 
of interface dipole.29, 30 Fe deposition at RT on graphene/Ir(111) causes only minor changes to the 
surface component of Ir 4f7/2, indicating that iron remains mainly on top of graphene which 
separates the iron from the Ir surface, as previously observed for metal deposition on 
graphene/Ir(111).31 The C 1s peak is attenuated by the iron adlayer, but the peak position remains 
almost unaltered, apart from the formation of two small additional components. As discussed 
below, the peak positions of the new components are the same as after Fe intercalation, and thus 
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the presence of these components suggests some Fe intercalation already at RT, most likely by 
diffusion through defects and wrinkles present in the graphene layer. 
 
Table 4.1 Summary and comparison of FeO moiré structures found on various densely packed 
transition metal surfaces* 
Transition metal 
substrate 
Substrate in-plane 
unit cell constant (Å) 
FeO unit cell constant 
(Å) 
Moiré periodicity (Å) 
Pt(111) 2.77 3.1 ± 0.2 ~2513, 14, 19-21 
Pd(111) 2.75 3.1 ± 0.1 ~2216 
Ru(0001) 2.71 3.2 ± 0.1 ~2218 
Au(111) 2.88 3.3 ± 0.3 ~3517 
Ir(111) 2.72 3.1 ± 0.1 ~20 
* The reported FeO lattice parameter is constant within the experimental uncertainties for all the different substrates, 
and thus the moiré periodicity for different substrates is mainly given by the substrate lattice constants. 
 
Annealing to 350 °C strongly changes the C 1s peak. The peak associated with graphene 
on Ir disappears completely, and instead a double peak feature at higher binding energy is formed. 
The integrated peak area of the C 1s peak is ∼90% of the peak area before iron deposition, 
indicating that most of the iron is intercalated below graphene. The intercalation of iron is also 
apparent from the almost complete disappearance of the Ir 4f surface component, shown in Figure 
4.3a, which is very similar to the case discussed above for Fe deposition on the bare Ir(111) sample. 
Annealing to ∼700 °C results in further change of the C 1s graphene peak. The two components 
remain, but their relative intensities change. The low binding energy peak can be fitted with 
parameters similar to those found for graphene on Ir(111).32 On the other hand, the higher binding 
energy component is much broader and has a width similar to the case of graphene on Fe(110).33 
The fact that the lower binding energy peak is similar to that of quasi-free-standing graphene on 
Ir(111) suggests that this component belongs to graphene regions that are weakly interacting with 
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the substrate, while the broader peak at higher binding energy is likely due to graphene strongly 
coupled to the substrate.33 The same behavior has been observed for other metals intercalated 
below graphene on Ir(111) exhibiting strong interaction with graphene.34 The presence of strongly 
and weakly interacting graphene regions may be a consequence of the presence of a moiré structure 
if a pseudomorphic Fe monolayer forms on Ir(111). Indeed, the comparison of the LEED patterns 
before and after iron intercalation in Figure 4.4a and b shows that this may be the case. After Fe 
intercalation, the same spots of graphene/Ir(111) are visible, which is consistent with intercalated 
iron forming a pseudomorphic film on Ir(111) with graphene exhibiting the same moiré periodicity. 
 
 
Figure 4.3 Core level spectra for iron deposition, intercalation, and oxidation in graphene/Ir(111). 
(a) Ir 4f7/2 spectra for graphene/Ir(111), after iron deposition at room temperature, Fe 
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intercalation at elevated temperature and after oxidation of the intercalated Fe. (b) C 1s spectra 
for graphene/ Ir(111) and after Fe deposition and intercalation by annealing at 350 and 700 °C 
to form a pseudomorphic layer. C 1s peaks are fitted with Gaussian/Lorentzian functions (GL) and 
Doniach Šunjić functions (DS). (c) Fe 2p3/2 spectra for Fe deposited at room temperature on 
graphene (blue), subsequently annealed in vacuum (green), and then oxidized (red). The increase 
in the Fe signal upon vacuum annealing is a consequence of a change in the Fe film morphology. 
For Fe-deposited on graphene clusters are formed, while upon annealing and intercalation the 
iron spreads uniformly on the Ir(111) surface to form a pseudomorphic film. 
 
The STM images collected after intercalation of a partial monolayer of Fe corroborate these 
conclusions and show that the iron film grows predominantly from Ir step edges as displayed in 
Figure 4.4c. A larger corrugation of the graphene moiré structure is observed in the regions of 
monolayer Fe, which is consistent with graphene being more strongly interacting with Fe than with 
Ir,33 although electronic effects may also be important in the STM measurements. The formation 
of a strongly interacting pseudomorphic monolayer in between graphene and Ir(111) was also 
observed for nickel intercalation35 as well as for Rh, Ru, and Co,34 which are all transition metals 
known to strongly interact with graphene.10, 11 The two components of the C 1s peak can be 
attributed to the differently interacting regions within the moiré unit cell.34 It has been shown that 
the C 1s peak position for weakly interacting systems correlates with the work function of the 
graphene supporting substrate.30 In our measurements the C 1s peak associated with graphene 
weakly interacting with the intercalated Fe monolayer is shifted by ∼0.15 eV to higher binding 
energy with respect to graphene on Ir(111). In the latter case, graphene is weakly p-doped; i.e., the 
Fermi level is ∼0.04 eV below the Dirac point. Therefore, if we assume that the Fermi level shifts 
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by the same amount of the core level, after Fe intercalation the regions of the moiré structure that 
interact weakly with the substrate are n-doped with the Fermi level ∼(0.15 − 0.04) eV = ∼0.11 eV 
above the Dirac point. This is consistent with the fact that the work function of Ir is about 0.5−1.0 
eV higher than that of Fe. Although we do not have an independent measurement of the work 
function of the Fe/ Ir(111) system, the 0.15 eV shift of the carbon peak of the supported graphene 
suggests that the work function is lowered by roughly the same amount compared to that of bare 
Ir(111).30 
 
 
Figure 4.4 LEED and STM characterization of intercalated monolayer iron in between graphene 
and Ir(111). (a) and (b) show a comparison of the LEED pattern before and after monolayer Fe 
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intercalation, respectively (intercalation process was performed by postannealing the sample up 
to 700 °C). The STM image in (c) shows intercalation of a submonolayer amount of Fe. Vb = 0.4 
eV and It = 0.8 nA. The intercalated iron preferentially forms monolayer islands along substrate 
step-edges. The increased corrugation of graphene over Fe islands compared to graphene/Ir(111) 
is highlighted in the cross section. 
 
4.1.3.3 Oxidation of Intercalated Fe. It has been shown that intercalated Fe underneath 
of graphene is protected from oxidation under atmospheric condition at room temperature.36 On 
the other hand, oxygen diffusion under graphene has been observed at low oxygen pressure but at 
elevated temperatures.37 Here we explore the oxidation of iron monolayer and the formation of 
ordered 2D-FeO interlayer between graphene and Ir(111) by oxygen exposure at elevated 
temperatures. The oxidation of Fe after exposure to oxygen in the mid-10−5 Torr range at 300 °C 
is evident from the core level spectra shown in Figure 4.3c. The Fe 2p line shape converts from 
that of metallic Fe to the one of a 2D-FeO layer as described previously. A small remaining 
metallic component may be ascribed to the incomplete oxidation of the Fe monolayer due to the 
lower temperature used in this case. At the same time the Ir 4f surface peak reforms (Figure 4.3a), 
as it has been observed also for the formation of the 2D-FeO layer on Ir(111). As before, the Ir 4f 
surface peak is only slightly shifted with respect to the bare or graphene covered Ir, indicating 
weak interaction between FeO and Ir. Moreover, the Ir 4f peak after oxidation of intercalated Fe 
is similar to that of the 2D-FeO on Ir(111), suggesting the formation of the same Ir−FeO interfaces 
in both cases. LEED and XPD also indicate the formation of ordered structures, but the electron 
diffraction patterns are more blurred in this complex graphene/FeO/Ir(111) structure as compared 
to graphene/Ir(111) or FeO/Ir(111). Figure 4.5a shows the LEED pattern for the 
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graphene/FeO/Ir(111) structure. Three faint diffraction spots associated with the FeO, Ir, and 
graphene lattices are observed. Multiple scattering spots due to formation of moiréstructures 
cannot be identified. This may indicate that there is no correlation between the top-graphene layer 
and the underlying FeO/Ir(111) system, and thus the lack of coincidence between FeO and 
graphene layers results in missing multiple-scattering reciprocal lattice vectors. 
 
 
Figure 4.5 LEED, XPD, and STM characterization of FeO monolayer grown in between graphene 
and Ir(111). The LEED pattern in (a) shows the superposition of the diffraction spots of monolayer 
FeO, Ir(111), and graphene. (b) Comparison of the O 1s XPD pattern of the FeO monolayer on 
Ir(111) with that recorded for the FeO monolayer grown in between graphene and Ir(111). STM 
characterization (Vb = 0.1 eV and It = 1 nA) in (c) resolves the graphene lattice that is corrugated 
by the underlying 2D-FeO moiré structure. Line scans in the Fourier-filtered STM image allow to 
count about 10 graphene unit cells per moiré corrugation, i.e., a periodicity of ∼2.46 nm. 
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The O 1s XPD pattern of FeO intercalated below graphene is also weaker than that of FeO 
on bare Ir(111), as shown in Figure 4.5b. From this comparison it is clear that the two samples 
exhibit the same diffraction features (only the intensity modulation for the graphene-covered FeO 
layer is weaker), indicating the formation of the same 2D-FeO layer with or without graphene on 
top. The weakening of the diffraction pattern could be attributed to the additional scattering of the 
photoelectrons by the carbon atoms of graphene, or it could be also related to the lower order of 
the 2D-FeO layer below graphene due to the lower oxidation temperature. All the XPD patterns 
lack 60° azimuthal repetition, which is apparent even from the limited azimuthal scans. This 
observation combined with the hexagonal LEED pattern for the 2D-FeO layer leaves to conclude 
that the 2D-FeO layer exhibits 3-fold symmetry as the model in Figure 4.2 suggests. Interestingly 
though, it also indicates that there exists only one unique orientation of the 2D-FeO layer with 
respect to Ir(111), i.e., the absence of reflection domains. 
A final confirmation of the formation of a 2D-FeO layer below graphene comes from STM 
imaging, shown in Figure 4.5c. The STM image shows the honeycomb lattice of graphene 
modulated by a long-range periodicity. Counting of the graphene atoms along line scans shows 
that the periodicity between modulations is around 10 graphene unit cells. This implies a slightly 
larger moiré unit cell for FeO/Ir(111) underneath of graphene than what was measured above for 
the uncovered 2D-FeO layer. A periodicity of ∼10 graphene unit cell corresponds to 24.6 Å moiré 
unit cell, similar to the periodicities observed on other transition metal substrates (see Table 4.1). 
This implies a coincidence lattice of 8 FeO unit cells with 9 Ir(111) unit cells. Observing a slightly 
different moiré unit cell for 2D-FeO on Ir(111) with or without graphene cover suggests that there 
may be a slight relaxation of the 2D-FeO lattice parameter for the two cases. As discussed above 
for graphene on bare and Fe-intercalated Ir substrates, the doping of graphene is controlled by its 
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interface. For weakly interacting substrates, the substrate work function determines the charge 
transfer to graphene and thus its Fermi level position. In graphene, significant shifts of the Fermi 
level even for small charge transfer are observed because of its low density of states around the 
Dirac point.29 Although we cannot measure the position of Fermi level directly, we have shown 
previously that the C 1s binding energy is a good indicator of the Fermi level position since the 
core level binding energy is referenced to the Fermi level.30 Recent studies have confirmed the 
relationship between Fermi level and C 1s peak position as long as the Fermi-level shift is smaller 
than ∼0.5 eV.38 
 
 
Figure 4.6 C-1s core level spectra for graphene on Ir(111) and G/FeO/Ir(111). The core level 
shift of ∼0.27 eV to lower binding energy is shown in (a). The origin of this shift is schematically 
illustrated in (b) as a consequence of a Fermi level shift in graphene induced by interface charge 
transfer. The broadening of the C 1s peak for graphene/FeO/Ir(111) compared to G/Ir(111) is 
shown in (c), together with the fitting with two components as described in the text. 
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For larger shifts the linear relationship between C 1s peak position and Fermi-level position 
relative to the Dirac point breaks down. The C 1s core level shifts observed in this study are, 
however, still in a regime where the C 1s position can be used to estimate the Fermi-level position. 
Thus, a shift in the Fermi level results in a comparable shift of the C 1s core level. Figure 4.6a 
shows the C 1s core level for graphene on Ir(111) and after intercalation of a 2D-FeO layer. The 
C 1s peak is shifted by ∼0.27 eV to lower binding energy, which corresponds to a Fermi level shift 
further below the Dirac point, thus making graphene more strongly p-doped with a Fermi level 
shift of ∼0.31 eV below the Dirac point, as schematically illustrated in Figure 4.6b. Such a shift is 
expected if the FeO/Ir substrate has a larger work function than the bare Ir substrate. The work 
function of a material can be tuned by adsorption of a surface dipole layer, and this is the case for 
FeO. The 2D-FeO layer can be approximated as a layer of positive Fe ions adsorbed on Ir and a 
layer of negative O ions on top of Fe. This causes a dipole moment normal to the surface, which 
increases the FeO/Ir work function compared to that of bare Ir. For a fairly strong shift of the Fermi 
level we have to take into account the linear increase of the density of states in graphene close to 
the Dirac point. The integration of the density of states from the Dirac point to the Fermi level 
gives a quadratic dependence of the transferred charges as a function of Fermi level shift. Thus, in 
a simple capacitor model, where the contact potential between graphene and substrate is related to 
the transferred charges, we can estimate the contact potential change that is needed to account for 
the measured charges, which in turn are given by the Fermi level shift as ∆Φ= (2.27∆EF)2. Here 
the factor 2.27 comes from the charge density in graphene and the capacitor geometry, i.e., van 
der Waals distance between graphene and substrate.29, 30 In this approximation the increase of the 
work function for the FeO/Ir system compared to bare Ir should be ∼0.38 eV. After FeO 
intercalation the C 1s peak not only shifts to lower binding energies but also becomes significantly 
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broader compared to graphene on bare Ir(111). As has been shown for 2D-FeO layers on other 
substrates, the surface dipole varies within the moiré unit cell,19, 20 and thus a possible explanation 
of the C 1s broadening is the local variation of the work function within the FeO moiré unit cell. 
If for simplicity we assume only two regions with distinct dipoles in the FeO moiré unit cell, then 
the C 1s peak should also consist of two components. The fitting result of the C 1s peak with two 
components, using the C 1s line shape of graphene on bare Ir(111), is shown in Figure 4.6c. From 
this fitting we obtain peaks at 283.92 and 284.08 eV binding energy. Associating these binding 
energies again with a local shift in the Fermi level due to the variations of the work function in the 
FeO moiré structure indicates a work function variation of ∼0.32 eV within the FeO moiré unit 
cell, which is comparable to the work function variation for the FeO/Pt(111) system.19 
 
4.1.4 Summary 
Monolayer FeO can be grown on Ir(111) similar to the previously reported growth on 
Pt(111), Pd(111), Au(111), and Ru(0001). It forms a well-defined moiré structure with weak 
interaction with the underlying Ir(111) substrate, evidenced by a well-defined surface component 
in the Ir 4f core level. Furthermore, we show that a 2D-FeO layer can also be grown in between 
graphene and Ir, by first intercalating metallic Fe below graphene and subsequently oxidizing it 
by oxygen interdiffusion. Fe intercalation underneath graphene on Ir(111) results in the formation 
of a Fe layer pseudomorphic with the Ir(111) surface. For this intercalated Fe layer the graphene 
C 1s core level exhibits two peaks, which are assigned to strongly and weakly interacting regions 
of graphene with the Fe substrate. The shift to higher binding energy for the weakly interacting 
component with respect to the case of graphene on Ir is in agreement with the lower work function 
of Fe as compared to Ir. Upon oxidation of the intercalated Fe and the formation of a 2D-FeO layer, 
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the C 1s peak shifts to lower binding energy, indicating an increase of the substrate work function, 
in agreement with the polar nature of the 2D-FeO layer with a dipole moment normal to the surface. 
However, previous reports have also shown that the work function of FeO/metal system varies 
within the moiré unit cell due to relaxation of the Fe−O bond lengths. As a consequence of this 
variation of the work function, we observe a broadening of the C 1s peak, interpreted as a periodic 
modulation of the charge doping of graphene by ∼0.32 eV on the length scale of the moiré pattern. 
Such a periodic modification of the electronic structure by a nanometric self-assembled moiré 
superstructure thus induces charge pockets in the graphene, which causes local electron 
confinement in the Dirac cone and may affect the materials properties of graphene for diverse 
situations such as electron transport to localized molecular adsorption. 
 
4.2 Angle Resolved Photoemission Spectroscopy Reveals Spin Charge Separation in Metallic 
MoSe2 Grain Boundary 
 
4.2.1 Introduction 
1D electron systems (1DES) are sought for their potential applications in novel quantum 
devices, as well as for enabling fundamental scientific discoveries in materials with reduced 
dimensions. Certainly, 1D electron dynamics plays a central role in nanoscale materials physics, 
from nanostructured semiconductors to (fractional) quantum Hall edge states.39, 40 Furthermore, it 
is an essential component in Majorana fermions41, 42 and is discussed in relation to the high-Tc 
superconductivity mechanism.43 However, truly 1D quantum systems that permit testing of 
theoretical models by probing the full momentum-energy (k, ω)-space are sparse and consequently 
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angle-resolved photoelectron spectroscopy (ARPES) measurements have only been possible on 
quasi-1D materials consisting of 2D- or 3D-crystals that exhibit strong 1D anisotropy.44-48  
Electrons confined in one-dimension (1D) behave fundamentally different from the Fermi-
liquid in higher dimensions.49-51 While there exist various quasi-1D materials that have strong 1D 
anisotropies and thus exhibit 1D properties, strictly 1D metals, that is, materials with only 
periodicity in 1D that may be isolated as a single wire, have not yet been described as 1D quantum 
liquids. Grain boundaries in 2D van der Waals materials are essentially 1D and recent DFT 
simulations on twin grain boundaries in MoS2
52 and MoSe2
53 have indicated that those defects 
should exhibit a single band intersecting the Fermi level. Therefore, such individual line defects 
are exceptional candidates for truly 1D metals. In the case of quasi-1D Mott-Hubbard insulators 
(MHI),54-57 there is strong evidence for the occurrence of the so called spin-charge separation. 
Recently, strong evidence of another type of separation in these quasi-1D compounds was found, 
specifically a spin-orbiton separation with the orbiton carrying an orbital excitation.54 The 
theoretical treatment of MHI is easier compared with that of the physics of 1D metals. The ground 
state of a MHI has no holons and no spinons and the dominant one-electron excited states are 
populated by one holon and one spinon, as defined by the Tomonaga Luttinger liquid (TLL) 
formalism.50 For 1DES metals the scenario is however more complex, as the holons are present in 
both the ground and the excited states. Zero spin-density ground states have no spinons. 
Consequently, the experimental verification of key features of 1DES, especially the spin-charge 
separation, remains still uncertain44, 58-60 
The theoretical description of 1DES low-energy excitations in terms of spinons and holons, 
based on the TLL formalism, has been a corner stone of 1D electron low-energy dynamics12. The 
rather effective approximation of the relation of energy versus momentum in 1D fermions by a 
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strictly linear dispersion relation, makes the problem accessible and solvable, by calculating 
analytically the valuable many-body low-energy dynamics of the system. This drastic assumption 
has provided an effective tool to describe low-energy properties of 1D quantum liquids in terms 
of quantized linear collective sound modes, named spinons (zero-charge spin excitations) and 
holons (spinless charge excitations), respectively. However, this dramatic simplification is only 
valid in the range of low-energy excitations, very close to the Fermi level. More recently, 
sophisticated theoretical tools have been developed that are capable to extend this description to 
high-energy excitations away from the Fermi-level.51, 61-66 Particularly, the pseudofermion 
dynamical theory (PDT)62-65 allows to compute one-particle spectral functions in terms of spinon 
and holon features, in the full energy versus momentum space ((k, ω)-plane). The exponents 
controlling the low- and high-energy spectral-weight distribution are functions of momenta, 
differing significantly from the predictions of the TLL if applied to the high-energy regime. To the 
best of our knowledge, while other theoretical approaches, beyond the TLL limit, have also been 
recently developed,51, 66 no direct photoemission measurements of spin-charge separation in a pure 
metallic 1DES has been reported so far. Even more important, a theoretical 1D approach with 
electron finite-range interactions entirely consistent with the photoemission data in the full energy 
versus momentum space has never been reported before.49, 50, 67  
Here we present a description of the non-Fermi liquid behavior of a metallic 1DES with 
suitable finite-range interactions over the entire (k, ω)-plane that matches the experimentally 
determined weights over spin- and charge-excitation branches. This has been accomplished by 
carrying out the first ARPES study of a 1DES hosted in an intrinsic line defect of a material and 
by developing a new theory taking electron finite-range interactions within an extended 1D 
Hubbard model into account. The mirror twin boundaries in a monolayer transition metal 
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dichalcogenide68, 69 are true 1D line defects. They are robust to high temperatures and atmospheric 
conditions, thus making them a promising material system, which is amendable beyond ultra high 
vacuum investigations and useful for potential device fabrication. Previously, the structural 
properties of these line defects have been studied by (scanning) transmission electron microscopy53, 
68-70 and by scanning tunneling microscopy (STM) and tunneling spectroscopy.71-73 
 
4.2.2 Results and Discussion  
4.2.2.1 Line Defect Characterization. Figure 4.7 shows STM results of the mono- to 
bilayer MoSe2 grown on a MoS2 single crystal substrate. Three equivalent directions for the MTBs 
are observed in the hexagonal MoSe2 crystal. The high density of these aligned line defects in 
MoSe2 provides a measurable ARPES signal for this 1DES and thus enables the ω(k) 
characterization of this line defect. 
4.2.2.2 Peierls Transition in MoSe2 Grain Boundary. For metallic 1D structures, an 
instability to charge density wave (CDW) is expected (see additional discussion in Appendix A), 
which has been previously reported for MoSe2 grain boundaries by low temperature STM 
studies.73 The CDW in MTBs gives rise to a tripling of the periodicity, as can be seen in the low 
temperature-STM images shown in Figure 4.8a, b. The CDW in 1D metals is a consequence of 
electron-phonon coupling. The real-space periodicity of the CDW is directly related to a nesting 
of the Fermi wave vector, as schematically shown in Figure 4.8c. ARPES measurements of the 
Fermi-surface can thus directly provide justification for the periodicity measured in STM, which 
is shown below. In addition, the CDW transition is a metal-insulator transition and thus changes 
in the sample resistance occur at the CDW transition temperature. Figure 4.8d shows a four-point 
measurement with macroscopic contacts on a continuous mono- to bi-layer film (as shown in 
84 
 
Figure 4.7c). Clear jumps in the resistance are observed for three different samples at ~235 K and 
~205 K, which are attributed to an incommensurate and commensurate CDW transitions, 
respectively. The drop in resistance at lower T is assigned to a depinning of the CDW from defects 
and so-called CDW sliding. CDW sliding is a consequence of the applied potential rather than a 
specific temperature. 
 
 
Figure 4.7 Defect structure of mirror twin grain boundaries (MTBs) in monolayer MoSe2. (a) Ball-
and-stick model of a MTB, indicating that the grain boundary is Se deficient. (b) Arrangements of 
the three equivalent MTB directions gives rise to a cross-hatched grain boundary network. (c) 
Large-scale (150×110 nm2) STM image of 1–2 monolayers of MoSe2 grown by MBE on MoS2. The 
MTBs appear as bright lines forming a dense network of aligned line defects. In higher resolution 
images shown in (d) the defect lines appear as two parallel lines. Imaging at room temperature 
allows resolving atomic corrugation along these lines that are attributed to atom positions in the 
Se-rows adjacent to the defect line, as the overlay of the model illustrates. 
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To study a stable, gapless, 1DES, we determine the spectral weight together with the energy 
dispersion in momentum space, by performing ARPES measurements at room temperature, which 
is well above the CDW transition temperature. This is done on samples consisting predominantly 
of monolayer MoSe2 islands. Figure 4.9 illustrate the Fermi surface of 1D metals, consisting of 
two parallel lines, separated by 2kF, in the absence of interchain hopping. Because of the three 
equivalent real space directions of the MTBs in our sample, super-positioning of three rotated 
1DES results in star-shaped constant energy surface in reciprocal space, as shown in Figure 4.9. 
In the three cases, a perfect nesting is noticeable, namely one complete Fermi sheet can be 
translated onto the other by a single wave vector ±2kF. Even more important, by using high energy 
and momentum resolution ARPES, the Fermi-wave vector could be precisely determined, giving 
a value of kF = 0.30±0.02 Å
-1, which is about 1/3 of the BZ-boundary at π/aMoSe2. Hence a band 
filling of n = 2/3 has been experimentally obtained. The Fermi-wavevector also gives a direct 
prediction of the CDW periodicity of π/kF = 10.5±0.7 Å, which is in good agreement with 3×aMoSe2 
measured in STM (Figure 4.8). 
4.2.2.3 Spin Charge Separation. While the perfect nesting conditions in 1D metals 
predicts a CDW transition, its occurrence is no proof for 1D electron dynamics. For obtaining 
evidence of 1D electron dynamics, a detailed analysis of the spectral function and its consistency 
with theoretically predicted dispersions need to be demonstrated. The photoemission spectral 
function of the 1D state is shown in Figure 4.9e,f. Without any sophisticated analysis and 
considering only the raw ARPES data, it is evident that the experimental results are in complete 
disagreement with the single dispersing band predicted by ground state DFT simulations.53, 73 
Effectively, our data cannot be fit with a single dispersion branch. Using data analysis that applies 
a curvature procedure to raw data,74 as commonly used in ARPES, the experimental band 
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dispersions in the full energy versus momentum space show two clear bands that exhibit quite 
different dispersions. We provisionally associate, which our theoretical results confirms below, 
the upper and lower dispersion with the spinon and the holon branch, respectively. 
 
 
Figure 4.8 Charge density wave (CDW) transition in MTBs. (a) STM images of a single MTB at 
low temperatures (120 K) exhibit three times the periodicity than the atomic corrugation imaged 
at room temperature. In (b) a larger scale low-T STM image and the corresponding cross-section 
along the indicated MTB is shown that measured the periodicity of the CDW as ~1.0 nm. The 
schematic in (c) illustrates the relationship between CDW period and nesting vector q = 2kF. Also 
the opening of a band gap at kF is illustrated. Temperature dependent resistance measurements, 
shown in (d), indicate two CDW transitions. The transitions at 235 and 205 K correspond to 
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incommensurate and commensurate CDW transitions, respectively. Depending on the applied bias 
voltage we also observe a drop in resistance below the CDW transition temperatures, which is 
attributed to CDW-sliding. The inset shows the control measurement on a bare MoS2 substrate 
and shows no transitions. 
 
 
Figure 4.9 ARPES measurement of k-space resolved electronic structure of MTBs. In (a) the band 
structure of a 1D metal is schematically illustrated. The parabolic band disperses in the kx 
direction, which is the momentum vector along the 1D defect. The lack of periodicity in the ky 
direction causes the replication of the parabola forming a parabolic trough and thus the Fermi-
surface consists of two parallel lines. In the case of the three equivalent directions of MTBs that 
are rotated by 120° with respect to each other, three Fermi-surfaces overlap to form the Fermi-
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surface illustrated in (b). The experimental measurement of the Fermi-surface close to the center 
of the second BZ using left and right circular polarized light is shown in (d). By using linear 
polarized light photoemission from a specific MTB-orientation can be emphasized as shown in (c). 
The Band dispersion E(k) is shown in (e) and (f) for the momentum slice indicated in (c). This 
momentum slice was chosen because it lies outside of bands for the other two MTB orientations. 
 
Manifestly, the spin mode follows the low-energy part of the 1D parabola, whereas the 
charge mode propagates faster than the spin mode. The extracted experimental velocity values are 
vh = 4.96 ×10
5 ms-1 and vs = 4.37 ×10
5 ms-1, revealing a ratio vh/vs of the order of ≈ 0.88. Notice 
that these states lie entirely within the band gap of the MoSe2 monolayer, whose VBM is located 
at 1.0 eV below the Fermi-level. DFT simulations cannot predict the electron removal spectrum of 
the 1D electron dynamics. Thus the single dispersing band obtained in previous DFT simulations 
for this system is not expected to be consistent with the experiment. However, the single-band 
DFT results indicate that the electron dynamics behavior can be suitably described by a single 
band Hubbard model and associated PDT. The PDT is a method that has been originally used to 
derive the spectral function of the 1D Hubbard model in the vicinity of high-energy branch-line 
singularities.62-65 It converges with TLL for low energies,75 as reported below, here we use a 
renormalized PDT (RPDT) because the conventional 1D Hubbard does not include finite-range 
interactions. 
4.2.2.4 Low Energy Properties and TLL Electron Interaction Strength. Critical for 
calculating the spectral functions with RPDT is the knowledge of the electron interaction strength, 
which needs to be determined experimentally. Since very close to the Fermi level, in the low-
energy excitations limit, the RPDT converges to the TLL theory, we have evaluated the 
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photoemission weight in the vicinity of the Fermi-level in accordance to TLL theory. A decisive 
low-energy property of 1D metals is, according to that theory,50, 76 the suppression of the DOS at 
the Fermi-level, whose power law exponent is dependent on the electron interaction range and 
strength. Figure 4.10 shows the angle integrated photoemission intensity, which is proportional to 
the occupied DOS, as a function of energy for the 1DES. It is compared with the photoemission 
from a gold sample under the same conditions. The suppression of the DOS for the 1D defects 
compared with Au is apparent in Figure 4.10a. 
 
 
Figure 4.10 Evaluation of the suppression of the density of states at the Fermi level according to 
TLL theory. The suppression of the density of states of MTBs close to the Fermi-level compared 
with the density of states for a regular FL metal (Au) is shown in (a), measured at room 
temperature (to avoid CDW transition). The density of states is obtained by plotting the angle 
integrated photoemission intensity as a function of binding energy ω. The log plot in (b) indicates 
that the density of states increases with ω0.8, as is shown in (c). The data are well fit with α = 0.75, 
but the variation of the fit with the exponent is small and thus the uncertainty in α is estimated to 
be as large as ±0.05. 
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According to the TLL scheme, the suppression of DOS follows a power law dependence 
whose exponent is determined by the electron interaction strength and range in the 1D system. An 
exponent of ~0.8 is extracted from a log-plot shown in Fig. 4.10b. A refined fitting for the exponent 
α that takes the temperature into account77 reveals that the data are best reproduced for α between 
0.75 and 0.80 (Fig. 4.10c). The charge TLL parameter Kc, which provides information on the range 
of the electron interaction,67 is related to α by α= (1 - Kc)2/4Kc. Hence Kc has values between 0.20 
and 0.21. 
4.2.2.5 Comparison of Experiment to the Theoretical Model. Within the 1D Hubbard 
model with on-site repulsion U and hopping integral t, the charge TLL parameter Kc and related 
exponent α values should belong to the ranges Kc ∈ [1/2, 1] and α ∈ [0, 1/8], respectively. However, 
our experimental values are in the ranges Kc ∈ [0.20, 0.21] and α ∈ [0.75, 0.80], which is an 
unmistakable signature of electron finite-range interactions and therefore our system cannot be 
studied in the context of the conventional 1D Hubbard model.67 Consequently, we have developed 
a new theoretical scheme that successfully includes such interactions. The corresponding RPDT 
specifically relies on the spectral function near the branch lines of the non-integrable 1D Hubbard 
model with finite-range interactions being obtained from that of the integrable 1D Hubbard model 
PDT62-65 on suitably renormalising its spectra and phase shifts. 
The renormalization using the PDT approach has two steps. The first refers to the U value, 
which loses its onsite-only character and is obtained upon matching the experimental band spectra 
with those obtained within the 1D Hubbard model for n = 2/3, leading to U = 0.8t. Indeed, the ratio 
Wh/Ws of the observed c band (holon) and s band (spinon) energy bandwidths Wh = εc(2kF) – εc(0) 
and Ws = εs(kF) - εs(0), respectively, is achieved for that model at U/t = 0.8. This renormalization 
fixes the effective U value yet does not affect t. The corresponding c and ć (holon) and s (spinon) 
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branch lines spectra ωc(k) = εc(|k| + kF) for k ∈ [-kF, kF], ωć (k) = εc(|k| - kF) for k ∈ [-3kF, 3kF] and 
ωs(k) = εs(k) for k ∈ [-kF, kF] are plotted in Figure 4.11d-f. 
 
Figure 4.11 Exponents momentum dependence and theoretical and experimental spectral lines. 
(a,b,c) The exponents that control the spectral function near the c, ć and s branch lines, 
respectively, for U/t = 0.8, t = 0.58 eV and electronic density n = 2/3 plotted as a function of k for 
the 1D Hubbard model with finite-range interactions corresponding to α = 0.78 (full lines) and 
the conventional 1D Hubbard model for which α0 ≈ 1.4×10-3 (dashed-dotted lines), respectively. 
For the former model at α = 0.78 the ć  branch line exponent remains positive for all its k range 
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whereas the ranges for which the c and s branch lines exponents are negative coincide with the 
momentum intervals showing ARPES peaks in (e) and (f); (d) The theoretical c, ć and s branch 
line spectra plotted as a function of the momentum k for the 1D Hubbard model with finite-range 
interactions corresponding to α = 0.78 whose full and dashed lines refer to momentum ranges 
with negative and positive exponents, respectively; (e) Energy versus momentum (k//) along the 
𝛤01̅̅ ̅̅  ?̅? direction in the Brillouin zone, plus the same theoretical lines as in (d). The broad spectral 
line and the spectral continuum between the s and c branch lines apparent in (e) are consistent 
with the behavior of 1D metals and our theoretical model. The results of applying a curvature 
procedure to the raw data on panel (e) are shown in panel (f), together with the theoretically 
computed c, ć and s branch lines. 
 
An important difference relative to the n = 1 Mott-Hubbard insulating phase is that for the 
present n = 2/3 metallic phase the energy bandwidth Wc = εc(π) - εc(2kF) does not vanish. That the 
renormalization does not affect t stems from a symmetry that implies that the full c band energy 
bandwidth is independent of both U and n and reads Wh + Wc = 4t. Hence Wh = 4t for the Mott-
Hubbard insulator whereas Wh < 4t for the metal. Combining both the value of the ratio Wh/ Wc 
for the 1D Hubbard model at U/t = 0.8 and n = 2/3 and the exact relation Wh + Wc = 4t with 
analysis of Figure 4.11d-f, one uniquely finds t ≈ 0.58 eV. The parameter α is here denoted by α0 
for the 1D Hubbard model. It reads α0 = (2 - ξc2)/ (8ξc2) ∈ [0, 1/8] with α0 = 0 for U/t → 0 and α0 
= 1/8 for U/t → ∞ where ξc = √2𝐾𝑐 is a superposition of pseudofermion phase shifts. 
The second step of the renormalization corresponds to changing the ξc and phase shift 
values so that the parameter α = (2 - ξc2)/ (8ξc2) has values in the range α ∈ [α0, αmax] where α0 ≈ 
1.4 × 10-3 for U/t = 0.8 and n = 2/3, αmax = 49/32 ≈ 1.53. The effect of increasing α at fixed finite 
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U/t and n from α0 to 1/8 is qualitatively different from that of further increasing it to αmax. The 
changes in the (k, ω)-plane weight distribution resulting from increasing α within the latter interval 
α ∈ [1/8, αmax] are mainly controlled by the finite–range interactions. For U/t = 0.8, n = 2/3 and T 
= 0 the one-electron spectral function of both the conventional 1D Hubbard model (α = α0) and 
corresponding model with finite range interactions (α ∈ [α0, αmax]) consists of a (k, ω)-plane 
continuum within which well-defined singular branch lines emerge. Most of the spectral weight is 
located at and near such singular lines. Near them, the spectral function has a power-law behavior 
characterized by negative k dependent exponents. At T ≈ 300 K such singular lines survive as 
features displaying cusps. Our general renormalization procedure leads to a one-electron spectral 
function expression that for small deviations (ωγ(k) - ω) >0 from the finite-energy spectra ωγ(k) of 
the γ = c, ć , s branch lines plotted in Figure 4.11d-f reads, B(k, ω) ∝ (ωγ(k) - ω)ξγ(k) for α ∈ [α0, 
αmax]. The singular branch lines correspond to the γ = c, ć, s lines k ranges for which their exponents 
ξγ(k) are negative. For U/t = 0.8, n = 2/3 and t = 0.58 eV there is quantitative agreement with the 
(k, ω)-plane ranges of the experimentally observed spectral function cusps for α ∈ [0.75, 0.78]. 
This is fully consistent with the α experimental uncertainty range α ∈ [0.75, 0.80]. The three γ = c, 
ć , s exponents momentum dependence for both the 1D Hubbard model with finite-range 
interactions corresponding to α = 0.78 (full lines) and the conventional 1D Hubbard model for 
which α = α0 ≈ 1.4 × 10-3 (dashed-dotted lines) is plotted in Figure 4.11a-c. 
 
4.2.3 Summary 
The agreement of the theoretical calculations with finite range interactions over the entire 
(k, ω)-plane provides strong evidence for the assignment of the two spectral branches observed in 
the experiments to spin charge separation in a 1D metal. Despite this agreement, alternative 
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explanations for the photoemission spectrum should be noted. Strongly asymmetric line shapes in 
photoemission spectra have been reported and thus an assignment of the cusps to yet unknown 
line-shape effects in 1D materials cannot be entirely excluded. However, the accurate prediction 
of the continuum between the cusp lines and the fit of the c and s branch-line dispersions by the 
1D Hubbard model with finite range interactions makes alternative effects unlikely to reproduce 
exactly such spectral features. Concerning the DOS at the Fermi level, our measurements clearly 
show a suppression of the DOS that can be fit with a power law behavior. DOS suppression has, 
however, also been observed due to final-state pseudogap effects in nanostructures.78, 79 While it 
is difficult to exclude such effects categorically, the expected 1D nature of the line defects and 
thus the breakdown of Fermi-liquid theory requires application of TLL, as has been applied to 
other (quasi) 1D systems in the past,44, 76, 80 to interpret photoemission intensity at the Fermi level. 
Certainly, obtaining the same exponent α for the power law behavior of TLL from the experimental 
fit of the DOS and the spectral features of the 1D Hubbard model with finite range interactions 
support the assignment of the DOS suppression at the Fermi-level to TLL effects. 
We have presented a detailed experimental analysis of the electronic structure of a material 
line defect by angle resolved photoemission. High density of twin grain boundaries in epitaxial 
monolayer MoSe2 could be analyzed by angle resolved photoemission spectroscopy. This enabled 
us to accurately determine the Fermi surface and demonstrate the CDW observed in this material 
is a consequence of Fermi wave vector nesting. Both the suppression of DOS at the Fermi level as 
well as broad spectral features with notable cusps are in agreement with 1D electron dynamics. 
While the low-energy spectra are described by TLL, the dispersion of the cusps in the full energy 
versus momentum space in high-energy range could be only accurately reproduced by a 1D 
Hubbard model with suitable finite range interactions. Consequently, the cusps could be 
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interpreted as spin- and charge- separation in these 1D metals. The accurate description of the 
experiment by RPDT calculations allows us to go beyond the low energy restriction of TLL, 
showing that the exotic 1D physics is valid for both low- and high-energy, with non-linear band 
dispersions and broad momentum values. Unlike other systems that only exhibit strong 1D 
anisotropy, the intrinsic line defects in TMDs have no specific repetition length and can thus be 
viewed as true 1D structures. Moreover, isolated twin grain boundaries of micrometer length have 
been recently reported in CVD-grown TMDs,69 which can be envisaged as remarkable candidates 
for quantum transport measurements on isolated 1D metals. Furthermore, 2D materials can be 
gated and this will exert control of transport properties of these quantum wires. 
 
4.3 Metallic Twin Grain Boundaries Embedded in MoSe2 Monolayers Grown by Molecular 
Beam Epitaxy 
 
4.3.1 Introduction 
The weak interlayer interactions in van der Waals materials allow their exfoliation into 
single layers. These exfoliated materials may then be subsequently reassembled to make 
heteromaterials. While exfoliation from bulk materials may give high-quality sheets, ultimately 
one would like to be able to grow these materials directly into heterostructures. van der Waals 
epitaxy promises the combination of materials with atomically sharp interfaces without restrictions 
of lattice matching conditions, which limits the choice of materials in regular epitaxial growth. In 
van der Waals epitaxy, a van der Waals material is grown on a van der Waals substrate. While the 
interlayer interactions are too weak to force a lattice matching, the interactions are sufficiently 
strong to cause a rotational alignment between film and substrate. Thus, all nucleated grains in the 
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growing film have the same rotational relationship and thus form a single crystalline layer upon 
coalescence.81 Because of this rotational relationship with the substrate, this kind of growth is 
called “epitaxy”, despite lacking lattice matching. Such a scenario does not exclude the possibility 
for formation of antiphase domain boundaries, though. In addition, inversion grain boundaries may 
form for crystal structures with broken inversion symmetry but similar or equivalent adsorption 
for two adsorption structures. For instance, growth of a transition metal dichalcogenide (TMDC) 
on highly oriented pyrolytic graphite (HOPG) or graphene has two equivalent configurations that 
should result in the formation of inversion grain boundaries upon coalescence, as illustrated in 
Figure 4.12. Thus, even in perfect van der Waals epitaxy, formation of such inversion grain 
boundaries may not be avoided for substrates with higher symmetry than the film. One solution is 
to use a substrate that also exhibits the same broken inversion symmetry in the surface layer and 
thus could favor the nucleation of one of the two possible configurations shown in Figure 4.12a. 
In addition to the coalescence of epitaxial equivalent grain orientation, formation of twin grain 
boundaries has also been observed by the coalescence of misaligned grains on nonepitaxial 
substrates,82 illustrating the thermodynamically favored grain boundary configuration. 
While these inversion grain boundaries are expected to occur naturally during growth by 
the coalescence of reflection mirror grains, they may also form spontaneously in some TMDCs (to 
our knowledge this has been so far only observed for MoSe2 and MoTe2) during growth in the 
presence of chalcogen deficiency. For MoSe2 it has been shown by ab initio thermodynamic 
simulations as a function of chalcogen chemical potential that instead of formation of high density 
of vacancies it is thermodynamically favorable to form chalcogen-deficient grain boundaries.53 
The grain boundary shown in Figure 4.12b is such a chalcogen-deficient structure, and thus their 
formation combines incorporation of chalcogen deficiency with maintaining an epitaxial 
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relationship with the substrate. The theoretical prediction of the preferred formation of these 
inversion grain boundaries under low chalcogen chemical potential may explain experimental 
observations that date back to the 1990s for MoSe2 growth. In these early studies, scanning 
tunneling microscope (STM) images of MoSe2 showed a high density of almost periodic line 
structures.83-86  
 
 
Figure 4.12 Two equivalent orientations of MoSe2 islands on HOPG (graphene). Showing in (a). 
If these two grains orientations merge, a mirror twin grain boundary forms as illustrated in (b). 
 
Because of this pseudo-periodicity, these lines were initially believed to be moiré structures. 
Only in 2014 were the bright corrugations in STM images of MoSe2 on HOPG correctly identified 
with the support of transmission electron microscopy as inversion grain boundaries (although the 
atomic structure of these grain boundaries was still likely incorrect and showed a metal deficiency 
rather than chalcogen deficiency).72 The likely correct structure was then identified by high-
resolution transmission electron microscopy (TEM) together with the above-mentioned ab initio 
thermodynamics calculations.53 A nice confirmation that Se deficiency can cause the formation of 
inversion grain boundaries came from a scanning TEM study.70 In this study Se was knocked out 
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with the high-energy electron beam, and the formation of the inversion grain boundary could be 
observed. DFT simulations of grain boundaries showed that this kind of inversion grain boundary 
is particularly interesting electronically. Instead of more or less localized states in the band gap of 
TMDCs, which is observed for most twist grain boundaries, the inversion grain boundary shows a 
single dispersing band that intersects the Fermi level and lies entirely within the band gap of the 
TMDC.53, 87, 88 Thus, this implies the confinement of mobile electrons in a one-dimensional defect 
structure. One consequence of one-dimensional metals is their instability toward a charge density 
wave transition due to the perfect nesting condition at the Fermi surface of a 1D metal; that is, the 
entire Fermi surface can be translated on each other with a single wave vector. Such an instability 
opens a band gap; that is, below a critical temperature a metal-to-insulator transition should be 
observed, which is generally known as a Peierls transition in 1D metals.89 The formation of a 
charge density wave and opening of a gap in the grain boundaries of MoSe2 were first demonstrated 
by low-temperature STM studies.73 The work by some of the authors of this article showed that 
the observed charge density wave periodicity measured in STM is consistent with the Fermi wave 
vector (nesting vector) measured directly by angle-resolved photoemission spectroscopy (ARPES). 
Moreover, ARPES measurements could confirm that these line defects host truly one-dimensional 
metals, which is expressed by their Tomonaga Luttinger liquid behavior.90 Thus, these inversion 
grain boundaries exhibit quite interesting properties. It should be mentioned that, to the best of our 
knowledge, these defects have been observed with a high density only in molecular beam epitaxy 
(MBE)-grown films for MoSe2 and 2H-MoTe2
91 but not for non-Mo TMDCs. This may indicate 
that the formation energy of these line defects is particularly low in Mo-dichalcogenides, but more 
systematic studies of the growth of other TMDCs and/or density functional theory (DFT) 
calculations of the relative stability of these defects need to be conducted to be conclusive. The 
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proposed formation of these line defects because of chalcogen deficiency gives a reasonable 
explanation for their formation. In MBE growth chalcogen vacancies may easily form, and these 
may self-organize into line defects. The pseudo-order for high densities may be related to elastic 
interactions within the monolayer. Alternatively, substrate interactions may play a role; for 
example one could envision that lattice mismatch induced moiré structures could template the 
defect organization. To exclude the effect of the substrate on the formation and order of these line 
defects, we performed studies on various van der Waals substrates (HOPG, MoS2, and MoSe2). 
To further demonstrate that these patterns are defects in the monolayer, we show that they can be 
decorated with metal particles by vapor deposition of gold. Furthermore, we use scanning 
tunneling spectroscopy to investigate the electronic structure of the line defect and to show that 
the band gap of MoSe2 is reduced in very close proximity of the line defect. Transport 
measurements allow us to determine the charge density transition temperatures in the grain 
boundaries and probe the 2D character of the epitaxial MoSe2 film. 
 
4.3.2 Results and Discussion 
This section is divided into several characterization methods. First, we discuss the growth 
of MoSe2 on different van der Waals substrates, and then we demonstrate that the intersections of 
grain boundaries are preferential nucleation sites for metal clusters. The electronic structure at and 
near the grain boundaries is characterized by scanning tunneling spectroscopy (STS). In addition, 
transport measurements were performed in order to demonstrate the decoupling from the MoS2 
substrate and access the grain boundary induced metal-to-insulator (MIT) transitions. Finally, we 
show that the noise in the tunneling current over the metallic grain boundaries is characteristic of 
random telegraphic noise with discrete current channels. 
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4.3.2.1 Growth on Different Substrates. MoSe2 has been grown on three different van 
der Waals substrates in order to characterize if the growth substrate influences the line defect 
density and distribution. We choose HOPG as a substrate with the weakest interaction between 
MoSe2 and the substrate. This is also the substrate used in early studies
83-85 and in the recent 
identification of the grain boundaries.72 For TMDC heterostructure growth we used MoS2, which 
is also the substrate we used for ARPES characterization of the line defects.90 Finally, we used 
MoSe2 for homoepitaxial growth. The growth rate on HOPG is slightly less than those on MoS2 
or MoSe2 under otherwise the same growth conditions. Therefore, since the Mo deposition rate 
was the same, we speculate that a higher re-evaporation rate of Mo-selenide particles from HOPG 
compared to TMDC substrates causes the differences in the growth rate. In STM the contrast of 
the grain boundaries depends strongly on the tunneling conditions. Figure 4.13 shows STM images 
of the same area taken by tunneling into empty conduction band states (positive bias voltage) or 
from filled states (negative bias voltage). The grain boundaries show up as bright lines for filled 
state images and in higher resolution images (shown below) as two parallel bright lines separated 
by a single unit cell width. In addition, island edges are also imaged bright under the same 
tunneling condition, indicating a metallic edge reconstruction. A comparison of grain boundary 
density on different substrates is shown in Figure 4.14. Although the defect concentration is not 
all uniform across the surface, no statistically relevant difference in the defect concentration 
depending on the substrate could be identified for similar growth parameters. The average 
separation of defect lines is measured to be 7.2 ± 1.2, 7.5 ± 0.7, and 8 ± 1.4 nm for HOPG, MoS2, 
and MoSe2 substrates, respectively. The large uncertainties reflect that the line defect density is 
not uniform but varies within STM images and also between individual images. The statistically 
same density of line defects on different substrates and the observation and the fact that the grain 
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boundaries are even observed for homoepitaxially grown MoSe2 verify that the formation of these 
defect lines is a consequence of the thermodynamic conditions during MBE growth and does not 
involve substrate interactions. Thus, the previously proposed spontaneous formation of line defects 
as a consequence of Se deficiency in the layer53 is considered the most likely reason for their 
formation. The structure of the defects has been resolved by a combination of scanning 
transmission electron microscopy (STEM) and DFT. It has been shown that the composition of 
the line defects is MoSe rather than MoSe2 of the film and is formed at the interface between two 
mirror reflection grains. 
 
 
Figure 4.13 Submonolayer MoSe2 islands grown on a MoS2 single crystal substrate. Imaged with 
+1.1 V bias (empty states, left) and −1.1 V bias (filled states, right). Grain boundaries and island 
edges are imaged bright in filled state images. The two STM images were taken subsequently to 
each other and are slightly offset due to thermal drift. 
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While the grain boundaries are a low-energy configuration, it is more difficult to construct 
a low-energy configuration without dangling bonds at the intersection point of the grain boundaries. 
Furthermore, no single alignment of the grain boundaries at the intersection points can be identified, 
but several variations are observed with the line defects offset relative to each other, as illustrated 
in Figure 4.15. This scenario implies that these intersection points of grain boundaries exhibit high 
energies and thus are likely preferred sites for the adsorption and nucleation of atoms. The growth 
of Au clusters confirms this, as is shown in the following section. 
 
 
Figure 4.14 Comparison of line defect density for the MoSe2 layer on three different substrates: 
(a) HOPG (Vgap = −0.6 V; IC = 1 nA), (b) MoS2 (Vgap = −1 V; IC = 0.8 nA), and (c) MoSe2 (Vgap 
= −0.7 V; IC = 0.8 nA). No statistically relevant difference in the grain boundary concentration 
could be observed. 
 
4.3.2.2 Metal Decoration. Layered van der Waals materials generally exhibit a low surface 
free energy because these surfaces do not exhibit any broken bonds on their atomically flat terraces. 
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Consequently, the interaction between TMDCs and adsorbates is weak. At defect sites the 
adsorption energy increases, and this gives rise to longer residence times of an adsorbate at such 
sites and thus increases the probability for several adsorbates to meet and form stable nuclei of 
critical size. Here we investigate the adsorption of gold atoms on MoSe2 layers grown on a MoS2 
substrate. Au is deposited from a Au bead attached to a resistively heated tungsten wire, with the 
sample at room temperature.  
 
 
Figure 4.15 STM image at 15 K of grain boundary network. The grain boundaries appear as two 
parallel lines, which correspond to the atomic position next to the grain boundary, and are 
indicated as red dashed lines in the ball-and-stick models on the right. Also note that the weak 
corrugation along the grain boundaries is due to the charge density wave in the low-temperature 
image. The periodicity of the charge density wave is 3 times the lattice constant. At least six 
different intersection points for the grain boundaries are identified in the STM image, and cartoons 
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of possible atomic configurations that minimize dangling bonds at the intersections are illustrated 
for these intersection points. 
 
For submonolayer MoSe2, i.e., surfaces for which the bare MoS2 substrate is exposed in 
between MoSe2 islands, we observed the anticipated weak adsorption of Au on the MoS2. No Au 
clusters are observed on the MoS2 substrate, but instead the Au diffuses to the step edges of the 
MoSe2 islands where the Au atoms remain long enough to nucleate clusters. Thus, as Figure 4.16a 
shows, the Au clusters mostly decorate the MoSe2 island edges. In addition, smaller Au clusters 
can be seen on top of the MoSe2 islands, indicating that there are more nucleation sites associated 
with grain boundaries. The effect of the grain boundaries and more precisely the intersections of 
the grain boundaries on the nucleation and growth of Au clusters is better seen on a full monolayer 
MoSe2 film. Figure 4.16b shows that all the Au clusters are nucleating at defect sites on such a 
surface. The majority of these defect sites are the intersection of grain boundaries; only a small 
amount is located at step edges formed where second layer MoSe2 has grown. The lack of step 
edge decoration for second-layer MoSe2 islands indicates that the Au atoms on the first layer are 
already growing clusters at the grain boundary network and thus can no longer diffuse far enough 
to decorate the step edges. However, no decoration of the grain boundaries themselves is observed, 
indicating the grain boundary structure does not significantly increase the adsorption energy of 
gold atoms compared to the defect-free MoSe2 basal plane. The Au clusters are distributed on the 
intersection points of the grain boundary network; however, not all intersections are occupied. The 
Au cluster size distribution is shown in Figure 4.16c, indicating that the clusters vary in height 
from two atoms to four atoms tall. A statistical analysis of the occupation of intersection points 
based on the number of grain boundaries that meet at a single point shows that it is less likely for 
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a gold cluster to nucleate at an intersection type where two grain boundaries meet, compared to 
four or six grain boundaries intersection types. The statistical analysis of cluster distribution in 
Figure 4.16b is summarized in Table 4.2. 
 
 
Figure 4.16 Gold clusters on MoSe2. (a) Gold deposition on sub-monolayer MoSe2 (Vgap = −1.15 
V; IC = 0.7 nA) causes mainly the decoration of MoSe2 island edges. (b) Gold deposition on a full 
monolayer of MoSe2 (Vgap = −0.75 V; IC = 0.9 nA) causes decoration of intersection points of the 
grain boundary network. (c) The apparent height distribution of the gold clusters in (b) suggests 
that most clusters are two to four atoms tall based on the separation of (111) planes in gold. 
 
The exclusive nucleation of gold clusters at grain boundary intersections and the regularity 
of the grain boundary network provide a template for nanoparticle growth. This kind of self-
organization of metal clusters is related to that on other nanoscale surface templates. For example, 
self-organization of metal clusters on strain-relief dislocation networks formed on metal 
monolayer,92 or moiré patterns formed in metal-supported graphene31 have been demonstrated. 
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4.3.2.3 Electronic Structure Variation in MoSe2 near Grain Boundaries. The inversion 
grain boundaries have been identified by STS, ARPES, and DFT simulations to be metallic.52, 53, 
73, 90 Unlike twist grain boundaries in TMDCs, which show localized band gap states, the grain 
boundaries exhibit a parabolic band. The Fermi-surface nesting vector for the parabolic band 
agrees with the charge density wave periodicity measured by STM at low temperature.90 Here we 
use STS to characterize the band gap in the vicinity of the grain boundary in the MoSe2 surface. 
Previous STS studies near MoS2 twist grain boundaries have found a significant band gap 
narrowing and no evidence for deep band gap states.93 The band gap narrowing at twist grain 
boundaries was interpreted as mainly a consequence of strain induced by lattice distortion by the 
grain boundary. 
Table 4.2 Statistical analysis of decoration of grain boundary intersection points with gold cluster, 
based on STM data shown in figure 4.16b. 
No. of grain 
boundary 
intersections 
Corresponding 
grain boundary 
configuration 
number in 
Figure 4.15 
No. of grain 
boundary 
intersection 
points 
No. of 
intersection 
points decorated 
with Au clusters 
percentage 
2 1 81 12 5% 
4 2 79 38 48% 
6 3, 4, 5, 6 77 33 43% 
Total  238 83 35% 
 
STS measurements as a function of distance from the grain boundary for MoSe2 
monolayers on MoS2, MoSe2, and HOPG are shown in Figure 4.17. For all three substrates, the 
grain boundaries in MoSe2 are metallic; that is, no gap is measured by STS directly over the grain 
boundary. For only a few lattice constants away from the grain boundary the band gap approaches 
a constant value. However, the behavior differs for different substrates, both in the range over 
which the band gap is modulated away from the grain boundary and the band gap value that is 
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reached far away from the grain boundary. The variation of the band gap of MoSe2 on different 
substrates is a consequence of the interlayer interactions between MoSe2 and the substrate. These 
interactions are discussed in more detail in a separate paper,94 and we only give a brief justification 
for the observed differences here. For MoSe2 on a MoSe2 substrate a band gap like that of bulk 
MoSe2 is expected. In STS, we measure a value of 1.42 ± 0.05 eV for the main conductivity onsets; 
however, we also observe a minor differential conductivity intensity in the conduction band, which 
suggests a smaller gap of ∼1.1 eV. These values agree with literature values95 for the indirect (1.42 
eV) and direct band gaps (1.1 eV) for bulk MoSe2. In the following we use the stronger differential 
conduction for the indirect band gap onset in the conduction band to characterize the band gap 
variation. Screening from the conducting HOPG results in a band gap renormalization of 
monolayer MoSe2, and therefore a smaller gap compared to free-standing monolayer MoSe2 is 
measured; such a band renormalization on conducting substrates has also been previously 
reported.96 For MoSe2 on MoS2 some hybridization of the chalcogen p-orbitals occurs between the 
MoS2 substrate and the MoSe2 film, which also reduces the gap compared to the freestanding 
monolayer.94, 97 Thus, measuring three different band gap values for MoSe2 monolayers on the 
different substrates is expected. In addition, the different energy for the valence band maximum 
(VBM) and conduction band minimum in these samples may also be explained by interface effects. 
For homoepitaxial films the band edges are given by the doping level of the substrate. For MoSe2 
on MoS2 we identified a pinning of the VBM of MoSe2 to the band edge of MoS2 due to the 
hybridization of chalcogen p-orbitals,94 and thus ultimately the doping level of the MoS2 substrate 
determines the band edge position for the MoSe2/MoS2 system. On HOPG, on the other hand, the 
interaction with MoSe2 is very weak, and thus the band alignment is mainly determined by the 
work function and interface dipole in this system. 
108 
 
 
Figure 4.17 Scanning tunneling spectroscopy of MoSe2 in the vicinity of twin grain boundaries on 
different substrates: (a) HOPG, (b) MoS2, and (c) MoSe2. Spectra are recorded at various 
distances from the line defect as illustrated in (d) and are offset with respect to each other for 
clarity. In the STM image (Vgap = −1.2 V; IC = 40 pA), the circles with various colors represent 
the location of the spectra. The first spectrum (indicated by the black circle) was taken on the 
bright lines adjacent to the grain boundary and exhibits metallic character for all substrates. Other 
spectra were taken in about 0.2 nm steps along a straight line indicated in (d). The gaps extracted 
from these spectra are plotted in (e) as a function of distance from the grain boundary for all three 
substrates. 
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The range over which the band gap is modified away from the grain boundary varies for 
different substrates. On MoSe2 the band gap is dramatically reduced to 0.45 eV at about one unit 
cell distance away from the grain boundary but recovers the band gap value of bulk MoSe2 at two 
unit cells away from the grain boundary already. It is important to point out that the tunneling 
spectra profile cannot simply be reproduced by superpositioning of spectra at adjacent points, and 
thus the spectra are true representations of the electronic states at the points of the spectra even if 
the separation between spectra are only on the order of the unit cell. Such a reduced band gap very 
close to the grain boundary may be in agreement with tensile strain induced in the MoSe2 by the 
grain boundary,93 but would imply that on the MoSe2 substrate only the first unit cell adjacent to 
the grain boundary is strained. On the MoS2 substrate a similar reduction in the band gap is 
observed, but it recovers over a two-unit-cell distance away from the grain boundary, which may 
be a consequence of the lower substrate interaction. On HOPG the band gap varies over a wider 
range of ∼1.2 nm. Such a longer range variation is consistent with that observed previously for 
twist grain boundaries in MoS2 on HOPG.
93 We propose that the differences in the ranges are 
associated with the interaction between the substrate and the MoSe2 monolayer; on HOPG the 
MoSe2 monolayer interacts very weakly, which may allow the strain to relax over a longer distance. 
4.3.2.4 In Situ Transport Measurements. The analysis of the STS data showed that the 
MoSe2 monolayer only weakly interacts with the MoS2 substrate. An independent proof of this 
was performed by means of four-tip STM lateral transport measurements. A key advantage of this 
in situ STM-based technique is to realize well-defined contacts. In contrast to lithographical 
contacts, nonintentional doping, e.g., due to repeated dry and wet chemical treatments, is 
minimized. The linear IV curves shown in Figure 4.18a demonstrate that we can realize small-
scale ohmic contacts on these 2D materials at various temperatures. Moreover, the four tips can be 
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flexibly navigated and positioned; thus the dimensionality of the system can be easily probed. For 
an ideal 2D system the resistance should be constant by varying the contact spacing.98 Figure 4.18b 
shows the resistance measured at 300 K for a squared configuration with the spacing varying 
between 10 and 100 μm, clearly supporting the 2D behavior and underlining the extremely weak 
coupling of the 2D film to the substrate. Compared to transport measurements performed earlier90 
using macroscopic contacts we do now not suffer from bulk contributions. 
 
 
Figure 4.18 Four-tip STM/SEM transport results on MoSe2/MoS2. (a) Linear IV curves measured 
with four-point probes (4PP) at around 100 and 300 K. (b) The resistance of around 80 kΩ is 
independent of the probe spacing (separation between the STM-tip probes), indicative of a 2D 
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transport (T = 300 K). (c) Resistivity (averaged) as a function of temperature. The overall trend 
is described by a 2D VRH model. The discontinuities seen at 205 and 227 K (highlighted in the 
inset) are due to the formation of incommensurate and commensurate CDWs along the grain 
boundaries. (d) CDW regime measured along two orthogonal directions as indicated in the SEM 
graph. The anisotropy in the system comes along with a reversed magnitude of the transitions in 
each of the direction. The dashed lines serves as a guide to the eye. 
 
In addition, we measured the resistance for a fixed geometry (50 μm spacing) as a function 
of the substrate temperature. As obvious from Figure 4.18c, the sheet resistance increases with 
decreasing temperature. Thereby, the curve reveals two discontinuities (magnified in the inset) at 
around TICDW = 205 K and TCCDW = 227 K, which are associated with two (band) metal−insulator 
transitions along the grain boundaries. These temperatures are close to those measured recently 
using macroscopic contacts and were identified as the critical temperatures for the commensurate 
and incommensurate charge density wave (CDW) formation, respectively.90 These 1D phase 
transitions are superimposed by a 2D Mott variable range hopping (VRH) regime of the film itself. 
In this case the resistivity is given by ρ ∝ exp(T1/T)n, where T1 is a fitting parameter and the 
exponent n = 1/3 is characteristic for 2D transport.99 Qualitatively, the entire resistivity curve is 
rationalized by shifting the 2D-VRH channel according to the temperature dependence of the 
electronic states within the grain boundaries. Inherently, we assumed here a serial connection of 
the resistivity originating from 2D areas separated by switchable 1D defects. Indeed, as obvious 
from Figure 4.15, the MBE procedure generates a dense and spatially extended network of line 
defects, consequently forming many non-percolated MoSe2 islands. Moreover, Figure 4.18d 
shows the individual components measured with the squared contact geometry along two 
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orthogonal directions. It is obvious that the MoSe2 film reveals a small anisotropy (within the 
chosen configuration of around 20%). Although the two MIT temperatures, denoted by TCCDW and 
TICDW, are visible in both directions, they show up with different clarity. These directional 
differences may be attributed to local variation in the film structure and/or grain boundary densities. 
4.3.2.5 Random Telegraphic Noise in Tunnel Junctions. The noise in the tunneling 
current of a tunnel junction between the STM tip and the sample has been measured on different 
locations on the sample. Noise measurements were performed by monitoring the tunneling current 
as a function of time with the feedback loop of the STM turned off. The measurements were 
performed at 15 K, and the tunnel junction was stabilized for a bias voltage of −0.8 V and current 
of 20 pA before switching off the feedback loop. We compare two locations on the sample, as 
illustrated in Figure 4.19a, one located on the grain boundary (A) and the other in between grain 
boundaries on MoSe2 (B). For the same set-point the tip is further away from the sample on the 
higher conducting grain boundaries than for MoSe2, which is also represented by the apparent 
topography contrast of the STM images. Despite this larger separation, the noise amplitude (jumps 
in the tunneling current) on the grain boundaries is at least 1 order of magnitude larger than in 
regions B, as shown in Figure 4.19b. Furthermore, in (B) no individual events can be clearly 
identified, as is generally the case when many individual events overlap. The noise spectrum 
follows, however, the expected 1/f dependence100 shown in Figure 4.19d. On the grain boundary 
(region A) individual jumps in the current, superimposed on a noise level comparable to that in B, 
are clearly identified. Such discrete current fluctuations may be associated with random telegraphic 
noise associated with blocking and deblocking of conduction channels in the sample. Similar 
random telegraphic noise has been observed in metallic nanoconstrictions or small tunnel 
junctions.101  
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In these cases the noise has been associated with charge fluctuations, i.e., capture and 
emission in charge traps located near interfaces102, 103 or atomic trapping and detrapping motion 
induced fluctuations in the tunneling current.104 Similarly we tentatively assign the discrete current 
fluctuations to a trapping/detrapping of charges, potentially resulting in opening and closing of 
conduction channels along the one-dimensional metallic grain boundaries or their junction points.  
 
 
Figure 4.19 Current fluctuation measurement in the STM tunnel junction. Two representative 
locations for the noise measurements are illustrated in the STM image in (a) (Vgap = −1.2 V; IC = 
40 pA). The fluctuation of the tunneling current (with the feedback loop turned off) is shown in (b) 
as a function of time for on top of the grain boundary (A) and on a MoSe2 terrace (B). Note that 
the noise in location B has been multiplied by a factor of 20 compared to location A. The power 
spectral density plots for locations A and B are shown in (c) and (d), respectively. 
114 
 
This observed random telegraphic switching in the current fluctuations may be 
characterized by the Machlup theory for noise processes with a simplified two-state switching.105 
From the measurements we obtain two on and off time rates, τ1 and τ2, as shown in the inset of 
Figure 4.19b. The activation energy for trapping/detrapping events can be expressed from the 
Malchup theory as 1/τon,off = 1/τ0 exp(Eon,off /kBT). Using the measured average time rates for the 
on state of τon = 6 ms and for the off state of τoff = 28 ms we estimated an activation energy of ∼8.7 
meV and ∼10.6 meV, respectively. For this estimate an attempt frequency of τ0 ≈ 3 × 10−9 s has 
been used.101 In order to analyze the random telegraphic switching, the time domain can be 
transferred to frequency domain as indicated in Figure 4.19c, d. The power spectral density (SI) 
follows a power law behavior with respect to the frequency (f);106 that is, it can be expressed by SI 
= 1/f α . We find α ≈ 1 (Figure 4.19d), which is the commonly observed 1/f noise in regular tunnel 
experiments. In Figure 4.19c for the tunneling from grain boundaries we observe α ≈ 1.75 for a 
frequency range of 10−1000 Hz. A value of α close to ∼2 corresponds to Lorentzian-type behavior 
(1/f 2) for random telegraphic noise with two levels, i.e., an “on” and “off” level. Similar types of 
random telegraphic switching type noise have been observed in molecular tunnel junctions107 and 
recently on thin film of HfO2
108 using scanning tunneling microscopy. Thus, the observed power 
law behavior is further evidence for a discrete level switching behavior in the metallic grain 
boundaries. 
 
4.3.3 Summary 
A better understanding of the defect formation during growth is critical for the potential 
use of TMDCs. For MoSe2 grown by MBE, a high density of twin grain boundaries has been 
reported by several groups, and it may be safe to conclude that observations reported in the 1990s 
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for MBE-grown MoSe2 were indeed also twin grain boundaries. The density of these defects seems 
however to vary for different groups and may depend somewhat on the growth conditions. In this 
study, we compared the defect concentration in MoSe2 obtained on different growth substrates, 
i.e., MoS2, HOPG, and MoSe2, and no significant difference could be detected under the same 
growth conditions. Especially the fact that the same defects are formed in homoepitaxial growth 
indicates that the substrate does not play an important role in the defect formation, but instead 
suggests that their formation is a consequence of the growth process itself. As previously proposed, 
formation of Se-deficient line defects is thermodynamically favored over Se vacancies, which may 
be present in the growing film. It should be pointed out that all reports for a high density of line 
defects are for MoSe2 or MoTe2 films
91 grown by MBE, while for other TMDCs no such defects 
have been reported, to the best of our knowledge. The high density of these line defects and their 
three equivalent crystallographic orientations results in a pseudo-ordered grain boundary network. 
The regularity of the grain boundary network that is sometimes observed may lend itself as a 
template for nanoparticle growth. We demonstrate that vapor-deposited gold selectively nucleates 
at the intersection points of line defects, and thus this enables growing small metal clusters at room 
temperature. The electronic properties of the grain boundaries and their vicinity have been assessed 
by STS and transport measurements. By means of four-tip STM-based transport measurements 
changes in the resistance at around 205 and 227 K were associated with incommensurate and 
commensurate charge density wave transitions in the metallic 1D grain boundaries superimposed 
by 2D variable range hopping. Moreover, in agreement with STS, the transport experiments 
confirmed that the MoSe2 are 2D and only weakly interacting with their support. STS shows that 
the band gap of MoSe2 is strongly narrowed in the immediate vicinity of the grain boundaries, 
probably due to stress within the film. Furthermore, the fluctuations in tunneling currents with the 
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feedback loop turned off are strongly enhanced over the metallic grain boundaries. This is 
suggestive of random telegraphic noise originating from a trapping/detrapping of charges in the 
grain boundary or at grain boundary intersections. 
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Chapter 5 
Conclusions and Outlook 
 
In the previous chapter we already presented conclusions to the specific experiments. Here 
we discuss general conclusions of our studies with respect to the field of heterostructures of van 
der Waals materials and point out open questions that need to be addressed in future studies. We 
divide these discussions into aspects of synthesis, fundamental interface properties, and one 
dimensional line defects.  
 
5.1 Synthesis of van der Waals Heterostructures 
Significant progress in the synthesis of single layer van der Waals materials has been made. 
In addition to exfoliation from the bulk, direct growth of mono- to few-layer materials by CVD 
has seen large advances in recent years. However, in particular, CVD growth may be limited to 
fairly stable materials and growth of doped or mixed TMDCs is challenging. MBE is a more 
versatile approach compared to CVD but has disadvantages through the relatively low growth 
temperatures required. Our studies have also revealed the formation of high density of twin grain 
boundaries for the growth of MoSe2. Such line defects would be detrimental for any applications 
based on ideal MoSe2 sheets. Our observation of these defects in MoSe2 and also in MoTe2
1, 2
 are 
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consistent with recent DFT simulations3, 4 for the formation energies of these twin grain boundaries. 
These simulations suggest that MoSe2 and MoTe2 are particular susceptible to the formation of 
these defects and other TMDCs are less likely to form twin grain boundary during growth. In the 
case of MoSe2, it still remains to be shown that high quality MoSe2 without twin grain boundaries 
can be grown by MBE. Since the grain boundaries are Se-deficient growth under even higher Se 
excess may help to reduce the defect concentration. On the other hand, preliminary data seem to 
suggest that grain boundaries may be formed by reaction of lattice Se with Se- or MoSe- ad-species. 
Thus, we require a much better understanding of the defect formation not just of thermodynamics 
but also the interaction of the substrate with ad-species and the kinetics of the defect formation. 
This may only be addressed by a concerted computational and experimental approach. 
Experimentally, we should explore grain boundary formation in perfect MoSe2 or MoTe2 surfaces 
under different ad-atom flux and temperature conditions. 
Regardless of the success to suppress defects in MoSe2 and MoTe2, other TMDCs do not 
appear to suffer the same defect formation and thus MBE may be a very suitable for the growth of 
quality structures. Importantly, since so-called van der Waals epitaxy is achieved in TMDC 
heterostructures, i.e. the TMDC materials grow with rotational alignment, single crystalline 
materials can be obtained on TMDC substrates. In this study, we have shown the epitaxial growth 
of one TMDC on a bulk TMDC substrate. Future work should attempt to extend this success and 
grow true van der Waals heterostructures with many layers. The main challenge will be to achieve 
and control good layer-by-layer growth. An ideal layer-by-layer growth may be very hard to 
accomplish, however, for many applications and studies of fundamental properties this may not be 
required and only local heterostructures may suffice. Specifically, local heterostructure formation 
is sufficient for characterization by local probe techniques. MBE may be the best approach for the 
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growth of such heterostructures.  
While we have seen that MBE growth of TMDCs is possible for creating TMDC 
heterostructures, the direct growth of other 2D materials, for example graphene, is more 
challenging. Graphene can be easily synthesized on late transition metals though. Here we 
discussed an approach that utilizes the growth of graphene on a metal by a CVD approach and then 
subsequently decoupled the graphene from the metal by the intercalation-growth of a 2D material. 
We succeeded in this approach because of the very specific selection of the materials combination. 
The question if other materials systems can be found where the approach of intercalation growth 
below graphene could succeed is still an open question. For instance, intercalation growth of 
transition metal dichalcogenides underneath of graphene may be interesting for the growth of 
TMDC/graphene/TMDC heterostructures. While it is well-known that many transition metals can 
be intercalated underneath of a metal supported graphene, it has not yet been shown if chalcogen 
atoms can intercalate sufficiently underneath of a graphene layer. In future experiments that can 
be tested in our MBE system.  
 
5.2 Interface Properties 
Single layer of 2D materials are strongly affected by interfaces with same material, e.g. the 
well-documented indirect to direct band gap transition in semiconducting TMDCs that are for the 
bulk and monolayer respectively, but also by interfaces with dissimilar materials. These interface 
effects may have very different physical origins and consequences. The indirect to direct band gap 
transition in TMDC homo-interfaces may be traced back to overlap of chalcogen frontal orbitals 
between adjacent 2D materials. Similar orbital interactions are also expected in hetero-interfaces, 
in particular, if the two materials have similar electronic and orbital structure, which is fulfilled 
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for the semiconducting TMDCs. Therefore, changes in the band structures may be expected for 
heterostructures as well. Recently this has been confirmed by our group.5 However, in variation to 
homo-interfaces TMDC heterostructures exhibit moiré superstructures due to the different lattice 
constants. This gives rise to locally varying coordination of the atoms between the layers and thus 
orbital interactions. In a recent STM/STS studies of TMDC heterostructures, a local variation of 
the band gap has indeed been observed.6 In principle, our sample preparation methods based on 
MBE is ideally suited for studying interface effects. The MoSe2/MoS2 system studied in this 
dissertation did suffer however from the formation of line defects that dominated the electronic 
structure modification. As pointed out above, there is good reason why such defects should not 
form in other systems. For instance WSe2/MoS2 should be well suited to study electronic structure 
modulations due to interlayer interactions not only by local probes, but also by ARPES, for which 
we would expect broadening and splitting of the bands and possibly even formation of shadow 
bands due to the super-periodicity induced by the moiré structure. 
Another general effect at interfaces is charge transfer. For graphene, such interface charge 
transfer is associated with a shifting of the Fermi level as a direct consequence of low electron 
density of states at the Dirac-point. Charge transfer is determined by the combination of work 
function difference between the materials and formation of an interface dipole. In our study we 
demonstrated that the periodically modulated 2D-FeO/Ir(111) system also exhibits a modulation 
in the surface potential. Therefore, when used as an interface with graphene, it induces a periodic 
modulation of the charge doping in graphene. In our studies, we deduced this from broadening of 
the C-1s core level spectra. A more direct way to measure the charge doping modulation in real 
space would be by STS-mapping, these studies remain to be done and would allow a correlation 
between XPS core level shift and charge doping in graphene. Moreover, the 2D-FeO/Ir(111) could 
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be used as a general substrate for inducing in-plane modulation in 2D materials, because the 
modulations are inherent to the 2D-FeO/Ir(111) system independent from the 2D material 
supported on it. However, the growth of other 2D materials, e.g. TMDCs, on 2D-FeO/Ir(111) still 
needs to be experimentally explored. It is currently not certain that such an interface will remain 
stable under e.g. MBE growth conditions. 
 
5.3 Line Defect Properties 
The formation of twin grain boundaries in MBE-grown MoSe2 may be detrimental for 
making perfect TMDC materials. However, it turned out that these grain boundaries are highly 
exciting in their own right. They may be one of the most exciting 1D quantum liquid ever 
discovered. Moreover, since it is embedded in a 2D material there are potential of modifying them 
by external fields. For instance, the CDW (Peierls) transition temperature may be controlled by a 
field effect. For this purpose, the MoSe2 would need to be grown directly on a gate dielectric or a 
top-gate needs to be constructed. This may be achieved by use of TMDCs with different properties 
or the integration of these 2D materials with other traditional dielectric materials need to be 
explored. 
With respect to the grain boundaries, the presence of three equivalent directions of the 
boundaries complicates measurements, because the influence of the intersection points on the 
properties are difficult to separate from the intrinsic properties of the grain boundaries. Therefore, 
it would be desirable if one could find growth methods for which one can obtain a single 
orientation of these grain boundaries. One solution to break the three-fold symmetry of the MoSe2 
crystal structure and thus the preferential formation of grain boundaries in one direction would be 
the growth on vicinal substrates, and yet still remain questionable and need to be explored. 
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Appendix A: Supporting Information 
 
Supplementary Figures, Supplementary Notes and Supplementary Equations for the 
“Angle Resolved Photoemission Spectroscopy Reveals Spin Charge Separation in Metallic MoSe2 
Grain Boundary” by the author of this dissertation is presented. This supporting information is 
related to the work presented in chapter 4. 
 
Ma, Yujing, et al. "Angle resolved photoemission spectroscopy reveals spin charge separation in 
metallic MoSe2 grain boundary." Nature Communications 8(2017):14231-14231. 
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