We propose a simple and intuitive method for estimating betas when factors are measured with error: ordinary least squares instrumental variable estimator (OLIVE). OLIVE performs well when the number of instruments becomes large, while the performance of conventional instrumental variable methods becomes poor or even infeasible. In an empirical application, OLIVE beta estimates improve R-squared significantly. More importantly, our results help resolve two puzzling findings in the prior literature: first, the sign of average risk premium on the beta for market return changes from negative to positive; second, the estimated value of average zero-beta rate is no longer too high.
I. Introduction
In financial economics, we often need to estimate asset return betas (factor loadings). Ordinary least squares (OLS) is the simplest and most widely used method by both academic researchers and practitioners. However, factors, especially those constructed using macroeconomic data, are known to contain large measurement error (e.g., Chen, Roll, and Ross 1986; Korajczyk 1986, 1991; Ferson and Harvey 1999) . In addition, even when a factor is measured accurately, it may still be different from the true underlying factor. For example, the return on the stock market index is perhaps measured reasonably accurately, but it may still contain large "measurement error" in the sense that it may be an imperfect proxy for the return on the true market portfolio (Roll 1977) . Under these circumstances, the OLS beta estimator will be inconsistent. Furthermore, in the Fama and MacBeth (1973) two-pass framework, if the firstpass beta estimates are inconsistent because of measurement error in factors, the second-pass risk premia and zero-beta rate estimates will be inconsistent as well.
Instrumental variable (IV) estimation is the usual solution to the measurement error problem. Intuitively, because all asset returns vary together with a common set of factors, one can use information contained in other asset returns to improve the beta estimate for a given asset. This is often a large N and small T setting, because there are typically more assets or stocks than periods. Ideally, we would want to use all available information, that is, all valid instruments (the other (N-1) asset returns), but conventional instrumental variable estimators such as two-stage least squares (2SLS) perform poorly when the number of instruments is large. This is similar to the "weak instruments" problem (Hahn and Hausman 2002) . Furthermore, these methods cannot accommodate more instruments than the sample size.
In this article, we propose a simple method for estimating betas when factors are measured with error: ordinary least squares instrumental variable estimator (OLIVE). OLIVE easily allows for large numbers of instruments (can be larger than the sample size). It is intuitive, easy to implement, and achieves better performance in simulations than other instrumental variable estimators such as 2SLS, bias-corrected two-stage least squares (B2SLS), limited information maximum likelihood (LIML), and the Fuller (1977) estimator (FULLER), especially when the number of potential instruments (N-1) is large and the sample size (T) is small.
We show that OLIVE is a consistent estimator under the assumption that idiosyncratic errors are cross-sectionally independent (Proposition 1). Consistency is obtained when the number of assets (N) is fixed or goes to infinity. When idiosyncratic errors are cross-sectionally correlated, returns of other assets as instruments are invalid in the conventional sense because they are correlated with the regression errors. We show that even in this case, OLIVE beta estimates remain consistent, provided that N is large (Proposition 2). In a sense, we exploit the large N of panel data to arrive at a consistent estimator. Because conventional generalized method of moments (GMM) breaks down for NT > , and consistency in the absence of valid instruments requires large N, OLIVE's ability to handle large N is appealing.
OLIVE can be viewed as a one-step GMM estimator using the identity weighting matrix.
When N is larger than T, the optimal weighting matrix in the GMM estimation cannot be consistently estimated in the usual unconstrained way. However, in our setting we are able to derive the two-step equation-by-equation GMM estimator, as well as the joint GMM estimator, based on the restrictions implied by the model. Even though the two-step GMM estimator is asymptotically optimal, it performs worse than OLIVE in simulations. This is because the two-step GMM estimator has poor finite sample properties caused by imprecise estimation of the optimal weighting matrix.
Previous studies also show that the two-step GMM estimator that is optimal in the asymptotic sense can be severely biased in finite samples of reasonable size (e.g., Ferson and Foerster 1994; Hansen, Heaton, and Yaron 1996; Newey and Smith 2004; Doran and Schmidt 2006) . One-step GMM estimators use weighting matrices that are independent of estimated parameters, whereas the efficient two-step GMM estimator weighs the moment conditions by a consistent estimate of their covariance matrix. 1 Given the difficulty in estimating the optimal weighting matrix, especially when N is large, using the identity weighing matrix becomes an intuitive option. OLIVE can be viewed as a GMM estimator using the identity weighting matrix. Fama and MacBeth's (1973) two-pass method can be modified by using OLIVE instead of OLS to estimate betas in the first pass. As an empirical application, we reexamine Lettau and Ludvigson's (2001b) test of the conditional/consumption capital asset pricing model ((C)CAPM) using this modified Fama-MacBeth method. Lettau and Ludvigson's factor cay is found to have strong forecasting power for excess returns on aggregate stock market indices. The factor cay is the cointegrating residual between log consumption c, log asset wealth a, and log labor income y.
Macroeconomic variables usually contain large measurement error. We find that in regressions where macroeconomic factors are included, using OLIVE instead of OLS improves the R 2 significantly (e.g., from 31% to 80%).
More important, our results based on OLIVE beta estimates help resolve two puzzling findings in the prior literature. If we use OLS when factors are measured with error, both the 1 Wyhowski (1998) performs simulations and shows the GMM estimator performs well if the true optimal weighting matrix is used. Methods to correct the bias problem include, for example, using a subset of the moment conditions and normal quasi-MLE. Other solutions to this problem use higher order expansions to construct weighting matrix estimators, or use generalized empirical likelihood (GEL) estimators as in Newey and Smith (2004) . Doran and Schmidt (2006) suggest using principal components of the weighting matrix.
first-pass beta estimates and the second-pass risk premia and zero-beta rate estimates will be inconsistent. Conversely, because OLIVE beta estimates are consistent even when factors contain measurement error, the risk premia and zero-beta rate can be consistently estimated in the second pass if OLIVE is used in the first pass to estimate betas. First, Lettau and Ludvigson (2001b) find that their estimated average risk price on the beta for the value-weighted return is negative. Jagannathan and Wang (1996) report a similar finding. Using OLIVE instead of OLS estimation in the first pass changes the sign of the average risk premium on the beta for the value-weighted market index from negative to positive, which is in accordance with the theory.
Second, in Lettau and Ludvigson, the estimated value of the average zero-beta rate is too high.
As the authors observe, this finding is not uncommon in studies that use macroeconomic factors.
We find that when OLIVE beta estimates from the first pass are used, the estimated value of the average zero-beta rate in the second pass is no longer too high (e.g., from 5.19% to 1.91% per quarter). Our results suggest that measurement error in factors is the cause of this problem.
In contrast, it makes almost no difference whether we use OLIVE or OLS to estimate betas for the Fama-French three-factor model, where the factors may contain little measurement error as they are constructed from stock returns. Overall, our results from this empirical application validate the use of OLIVE to help improve beta estimation when factors are measured with error.
Many existing empirical asset pricing models implicitly assume that macroeconomic variables are measured without error, for example, Chen, Roll, and Ross (1986) . Previous studies have noted the measurement error problem in this context (e.g., Ferson and Harvey 1999) . Connor and Korajczyk (1991) develop and apply a procedure similar to 2SLS. However, since the fitted values are linear combinations of statistical factors, they do not contain any more information beyond statistical factors, which lack clear economic interpretations. Wei, Lee, and Chen (1991) also note the presence of errors-in-variables problem in factors. They use the standard econometric treatment: instrumental variables approach (IV or 2SLS). Both their factors and instruments are size-based portfolios. Even if there is measurement error in sizebased portfolio returns, the problem would not be solved by using other size-based portfolio returns as instruments. As one would expect, they find extremely high first-stage R 2 . This means their IV results will be very similar to OLS results, and indeed that is what they find.
II. Estimation Framework

Model Setup
To describe the model, we begin by assuming that asset returns are generated by a linear multifactor model:
where i = 1, …, N, t = 1, …, T, y it is asset i's return at time t, x t * is an 1 M × vector of true factors at time t, and β i is an 1 M × vector of factor loadings for asset i. However, the true factors x t * are observed with error:
where v t is an 1 M × vector of measurement error. This is similar to the setup in Connor and Korajczyk (1991) and Wansbeek and Meijer (2000) . Using (2), we can rewrite (1) as:
We cannot use OLS to estimate β i equation-by-equation, even though x t is observable, because the error term ε it is correlated with the observable factors x t due to the measurement error v t .
For a fixed asset i, rewrite (3) as
factors (ι is a T vector of 1's), and B i is an (M+1) vector of factor loadings. As noted before, OLS produces inconsistent estimates of factor loadings: 
It can be shown that the usual IV or 2SLS is equivalent to running Feasible GLS on (6); that is,
The idea of 2SLS is first to project the regressors (X) onto the space of instruments ( i Z ), and then to regress the dependent variables ( i Y ) on fitted values of regressors instead of regressors themselves. It is well known that two-staged least squares (2SLS) estimators may perform poorly when the instruments are weak or when number of instruments is large. In this case 2SLS tends to suffer from substantial small sample biases.
OLIVE
The motivation behind our approach begins with the fact that 2SLS only works when N (number of instruments) is much smaller than T (sample size), which is not the case for most finance applications. To illustrate the problem, imagine the case where N = T. Then the fitted values are the same as original regressors, and 2SLS becomes the same as OLS. This problem of 2SLS is related to the "weak instruments" literature in econometrics, which has grown rapidly in recent years; see for example Hahn and Hausman (2002) .
We propose to estimate factor loadings B i by simply running OLS on equation (6) for each i. This condition is analogous to the sum of autocovariances being bounded in the time series context, a requirement for a time series being weakly correlated. Bai (2003) shows that the condition implies (3) being an approximate factor model of Chamberlain and Rothschild (1983) . (9), if /0 TN → , then the OLIVE estimator is T consistent and asymptotically normal.
Proposition 2. Under the assumption of weak cross-sectional correlation for the idiosyncratic errors as stated in
A proof of Proposition 2 is provided in Appendix B. Mere consistency would only require 1/ 0 N → . It is the T consistency and asymptotic normality that require /0 TN → .
Note that under fixed N, all IV estimators discussed in the next section including OLIVE (using jt y as instruments) will be inconsistent due to the lack of valid instruments. In a sense, we exploit the large N of panel data to arrive at a consistent estimator. Far from being a nuisance, large N is clearly beneficial. In view that conventional GMM breaks down for NT > and consistency in the absence of valid instruments requires large N, OLIVE's ability to handle large N is appealing.
The above estimation is done for each i = 1, …, N. With the B i obtained for each i, we can estimate x t * using a cross-section regression based on equation (1). This is done for each t = 1, …, T. Given estimated x t *, the estimated risk premia can then be recovered as in Black, Jensen, and Scholes (1972) and Campbell, Lo, and MacKinlay (1997, Chapter 6 There is an alternative method for estimating the true factors, i.e., the method of Connor and Korajczyk (1991) . They first regress the observed factors on APC estimated statistical factors and use the fitted values as estimates of the true factors (rotate observed factors onto statistical factors). They find the R-squared to be quite small, and they interpret this as evidence for much measurement error in the observed factors. APC should have good performance theoretically and empirically. However, the statistical factors using the principle-components method lack clear economic interpretations. In contrast, note that estimated factors x t * using OLIVE has the same interpretations as x t , the observable factors. Thus the estimated risk premia also have economic interpretations.
Other IV Estimators
We compare the performance of OLIVE with OLS and several well known IV estimators: 2SLS, LIML, B2SLS, as well as FULLER. OLS is to be considered as a benchmark. 2SLS is the most widely used IV estimator. It has finite sample bias that depends on the number of instruments used (K) and inversely on the R 2 of the first-stage regression (Hahn and Hausman 2002) . The higher-order mean bias of 2SLS is proportional to the number of instruments K. However 2SLS can have smaller higher-order mean squared error (MSE) than LIML using the second-order approximations when the number of instruments is not too large. LIML is known not to have finite sample moments of any order. LIML is also known to be median unbiased to second order and to be admissible for median unbiased estimators (Rothenberg 1983) . The higher-order mean bias for LIML does not depend on K. B2SLS denotes a bias adjusted version of 2SLS.
The formulae for these estimators are as follows:
ii N Z yy y y y −+ = , then: , we obtain FULLER. Following Hahn, Hausman, and Kuersteiner (2004) , we consider the choice of α to be either 1 or 4 in our simulation studies later (Section IV). The choice of 1 α = is advocated by Davidson and McKinnon (1993) , which has the smallest bias, while 4 α = has a nonzero higher mean bias, but a smaller MSE according to calculation based on Rothenberg's (1983) analysis.
There are other solutions to the errors-in-variables problem, for example, Coën and Racicot (2007) propose a higher moment estimator, and find that estimators based on moments of order higher than two performed better than ordinary least squares estimators in terms of root mean squared errors and also in terms of size of type I errors of standard tests. The estimator may be interpreted in its simplest version as a linear matrix combination of the generalized version Durbin's estimator (1954) and Pal's estimator (1980) . Kim (1995) proposes a correction for the EIV problem in the estimation of the price of beta risk within the two-pass estimation framework. The intuition is to incorporate the extracted information about the relationship between the measurement error variance and the idiosyncratic error variance into the maximum likelihood estimation under either homoscedasticity or heteroscedasticity of the disturbance term of the market model. Chao and Swanson (2005) show that the use of many weak instruments may improve the performance of certain point estimators since the consistent estimation depends importantly on the strength and the number of instruments. Hussman (1993) demonstrates that using monthly returns data, the cross-sectional regression approach will accept the null hypothesis of no relation between β and stock returns even when the underlying model is true, because the average excess market return is typically small relative to its standard error.
Using portfolios of asset returns as instruments to reduce errors-in-variables is another interesting and feasible alternative. Starting with Fama and MacBeth (1973) , studies in the twopass tradition try to solve the EIV problem by grouping the firms into portfolios. In a recent paper, Barnes and Hughes (2002) propose a quantile regression and show the quantile estimator is inconsistent under EIV. When the ordering of the instruments is given, Donald and Newey (2001) propose an information criterion approach to choose the number of instruments. Since we do not assume the ordering of the instruments to be known, there are too many potential models, hence exhaustive search of optimal instruments are not possible. Our method makes use of all available instruments without the need to assume any ordering of the instruments or determine the optimal number of instruments. The simplicity of our method is therefore appealing.
III. Efficient Two-Step GMM
What makes OLIVE appealing is its ease of use. Since OLIVE is a GMM estimator when setting the weighting matrix to an identity matrix, it is natural to try to improve the efficiency of the estimator by using the optimal weighting matrix. Traditional unconstrained GMM will break down when N>T (the estimated weighting matrix is not invertible). We will derive the theoretical weighting matrix, which depends on far fewer number of parameters. Replacing the unknown parameters by their estimated counterparts will result in an estimated theoretical weighting matrix, which is invertible even for N>T.
Equation-by-Equation GMM
Consider estimating B i for equation i. By definition, ' '
. Under the assumption that it e , jt e , t v , and * t x are mutually independent, the moment conditions, or orthogonality conditions, will be satisfied at the true value of i B :
( 1 2 ) Each of the (N-1) moment equations corresponds to a sample moment, and we write these (N-1) sample moments as:
( 1 3 
Given the above functional form for ijt u , i W can be parameterized in terms of var( ) We now derive the expression of W i . The (j, k)th element of W i (, ji ki ≠≠ ) is given by: 
where 1 jk δ = if jk = , and zero otherwise. In the last equality, B j s are assumed non random coefficients.
For example, suppose 1 i = , then the above covariance matrix is simply the following.
then the (N-1) by (N-1) covariance matrix W 1 is given by:
where 1 − Ω is a diagonal matrix of dimension (N-1), that is
Note that ( )
is a scalar, which is the variance of the OLS residual 1t ε , thus can be estimated by
For a general i, the formula for W i becomes:
The analytical expression for the inverse of W i is:
The estimation procedure is then as follows.
First we use OLIVE to obtain, for each asset i, i B and ' Third, we use the above estimates to construct a consistent estimate of ( ') tt E uu , and use that to do two-step GMM. For each asset i, there is an (N-1)×( N-1) weighing matrix W i .
The estimate of beta is:
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The choice of W i is optimal in the sense that it leads to the smallest asymptotic variance matrix for the GMM estimate. However, a number of papers have found that GMM estimators using all of the available moment conditions may have poor finite sample properties in highly identified models. With many moment conditions, the optimal weighting matrix is poorly estimated. The problem becomes more severe when many of the moment conditions (implicit instruments) are "weak." The poor finite sample performance of the estimates has two aspects, as noted by Doran and Schmidt (2006) . First, the estimates may be seriously biased. This is generally believed to be a result of correlation between the estimated weighting matrix i W and the sample moment conditions in equation (13). Second, the asymptotic variance expression may seriously understate the finite sample variance of the estimates, so that the estimates are spuriously precise.
Joint GMM
In this subsection, we discuss joint GMM estimation of ( ) The N(N-1) by N(N-1) weighting matrix W can be partitioned into N 2 block matrices, each being (N-1) by (N-1). We denote these block matrices ( ') 
The block off-diagonal matrix ih W (ih ≠ ) represents the variance-covariance matrix between the orthogonality conditions for assets i and h. This matrix is nonzero because an instrument used for asset i may also be used for asset h. In addition, asset i is also an instrument for asset h and vice versa. Thus the orthogonality conditions associated with different equations are correlated. The
( )
, 
where ( )
. Joint GMM will not be used later in this paper because the number of moment conditions, N(N-1), is too large. But if N is small, joint GMM will be useful.
IV. Simulation Study
Simulation Design
We conduct a Monte Carlo simulation study to compare the performance of our simple OLIVE estimator with other estimators. The data generating process (DGP) for our simulation study is as follows. We assume no intercept, i.e., arbitrage pricing theory (APT) or capital asset pricing model (CAPM) holds, as in Connor and Korajczyk (1993) and Jones (2001) . Although the estimation framework is general for any factor model, we implement our simulation with a stock market application in mind. The DGP below is very similar to the one in Connor and Korajczyk (1993) .
We first generate a security 0t y (as in the following equation), with a true beta of one, which is to be estimated. Then we generate K = N-1 instruments using the following:
We use K = (2, 10, 45, 150, 600), T = 60, π = 0.1, σ x = 0.1, σ β = 1 and 1000 replications.
Without loss of generality, we assume J, the number of explanatory variables to be 1, which makes the model specification equivalent to the CAPM for the excess return. We allow x and β to be normally generated. One advantage of OLIVE is that when K is larger than T, it still works while most other IV estimators do not.
Two important parameters for the performance of the estimators are the standard deviation of the error in returns, e σ , and the standard deviation of the measurement error, v σ .
We allow these two parameters to change from low (0.01), medium (0.1), to high (1) Table 1 presents simulation results when both v σ and e σ are set equal to 1, which is the large measurement error and weak instruments case. 2
[INSERT TABLE 1 HERE]
We further conduct simulation study allowing for weak cross-sectional correlation among securities. The setup is similar except that the cross-sectional error term it e is generated as an AR(1) process, i.e., Table 2 .
Simulation Results
In Tables 1 and 2 which is the large measurement error and weak instruments case. Table 2 reports results when we allow for weak cross-sectional correlation among securities.
We first focus our discussion on simulation results in Table 1 Panel A, the medium measurement error and medium instruments case. When there is only one instrument, 2SLS, LIML, OLIVE, and 2GMM are all equivalent. Throughout, both OLS and 2GMM seem to be biased downwards. As Newey and Smith (2004) point out, the asymptotic bias of GMM often grows with the number of moment restrictions. Our simulation results show that the performance of the two-step GMM estimator becomes worse as the number of instruments grows. As the number of instruments becomes very large (e.g., when K = 150 and 600), 2GMM
has even worse performance than OLS.
As expected, LIML performs well in terms of median Bias when it is feasible (when K = 2, 10, and 45). In terms of mean Bias, FULLER1 usually performs well (when K = 2, 10, and 45). In general, OLIVE does quite well in terms of bias. It is comparable to these "unbiased" estimators and sometimes the bias of OLIVE is even smaller (for example, when K = 2, 10, and 45 for mean bias).
As the number of instruments increase, the advantage of OLIVE in terms of absolute deviation becomes more significant. When K equals 10 and larger, OLIVE has the smallest median and mean absolute deviations. Moreover, when K is larger than 10, OLIVE also has the smallest mean squared error.
When the number of instruments is larger than the number of time periods (K>T),
instrumental variable estimators such as 2SLS, LIML, B2SLS, and FULLER all become infeasible. Among the three estimators that are still feasible, OLIVE performs significantly better than both OLS and 2GMM in terms of median and mean bias, median and mean absolute deviation, and mean squared error.
Overall, when the number of instruments increases, the advantage of OLIVE becomes more and more significant (this is also true in the supplemental tables). The performance of OLIVE improves almost monotonically as the number of instruments increases (levels off when K becomes very large). On the other hand, other IV estimators usually peak at a certain number of instruments then deteriorate as the number of instruments further increase. This demonstrates another advantage of OLIVE: one can simply use all valid instruments at hand without having to select instruments or determine the optimal number of instruments. 
V. Empirical Application
Background
One of the most successful multifactor models for explaining the cross-section of stock returns is the Fama-French three-factor model. Fama and French (1993) and Cochrane (1999) , and Ferson and Harvey (1999) . The choice of the conditioning (scaling) variable in Lettau and Ludvigson (2001b) is unique: cay -a cointegrating residual between log consumption c, log asset wealth a, and log labor income y. Lettau and Ludvigson (2001a) finds that cay has strong forecasting power for excess returns on aggregate stock market indices. Lettau and Ludvigson (2001b) argue that cay may have important advantages as a scaling variable in cross-sectional asset pricing tests because it summarizes investor expectations about the entire market portfolio.
We conjecture that, as with most factors constructed using macroeconomic data, cay may contain measurement error. If so, our OLIVE method should improve the findings in Lettau and Ludvigson (2001b) . Indeed, our empirical results suggest the presence of large measurement error in cay and other macroeconomic factors, but not in return-based factors, such as the Fama-French factors.
Data and Methodology
Our sample is formed using data from the third quarter of 1963 to the third quarter of 1998. We choose the same time period as Lettau and Ludvigson (2001b) , so that our results are directly comparable. As in Lettau and Ludvigson (2001b) , the returns data are for the 25 Fama-French (1992 , 1993 portfolios. These data are value-weighted returns for the intersections of five size portfolios and five book-to-market equity (BE/ME) portfolios on NYSE, AMEX and NASDAQ stocks in CRSP and Compustat. We convert the monthly portfolio returns to quarterly data. The Fama-French factors, SMB and HML, are constructed the same way as in Fama and French (1993) . R vw is the value-weighted CRSP index return. The conditioning variable, cay, is constructed as in Lettau and Ludvigson (2001a, b) . We use the measure of labor income growth, ∆y, advocated by Jagannathan and Wang (1996) . Labor income growth is measured as the growth in total personal, per capita income less dividend payments from the National Income and Product Accounts published by the Bureau of Economic Analysis. Labor income is lagged one month to capture lags in the official reports of aggregate income.
Our methodology can be viewed as a modified version of Fama and MacBeth's (1973) two-pass method. Lettau and Ludvigson (2001b) discuss different methods available, and argue that the Fama-MacBeth procedure has important advantages for their application. In the first pass, the time-series betas are computed in one multiple regression of the portfolio returns on the factors. In addition to estimating betas by running time-series OLS regressions like in Lettau and Ludvigson (2001b) , we also use OLIVE to estimate betas. For a given portfolio (R i ), returns on the other portfolios serve as "instruments" (R -i ). As shown by our simulation results, if factors contain measurement error, betas estimated using OLIVE are much more precise than betas estimated using OLS (and more precise than other IV methods).
In the second pass, cross-sectional OLS regressions using 25 Fama-French portfolio returns are run on betas estimated using either OLS or OLIVE in the first pass to draw comparisons:
Empirical Results
Tables 3 and 4 report the Fama-MacBeth cross-sectional regression (second pass) coefficients, λ, with two t-statistics in parentheses for each coefficient estimate. The top t-statistic uses uncorrected Fama-MacBeth standard errors, and the bottom t-statistic uses the Shanken (1992) correction. The cross-sectional R 2 is also reported. 
[INSERT TABLE 3 HERE]
Unconditional Models. Following Lettau and Ludvigson (2001b) , we begin by presenting results from three unconditional models.
Row 1 of Table 3 presents results from the static CAPM, with the CRSP value-weighted return, R vw , used as a proxy for the unobservable market return. This model implies the following cross-sectional specification:
( 2 6 ) The OLS results in Row 1 highlight the failure of the static CAPM, as documented by previous studies (e.g., Fama and French 1992) . Only 1% of the cross-sectional variation in average returns can be explained by the beta for the market return. The estimated value of λ vw is statistically insignificant and has the wrong sign (negative instead of positive) according the CAPM theory. The constant term, which is an estimate of the zero-beta rate, is too high (4.18% per quarter). Estimating betas using OLIVE instead of OLS provides little improvement in terms of cross-sectional explanatory power: the R 2 is still 1%. However, the sign of the estimated value of λ vw changes from negative to positive, though still statistically insignificant, and the estimated zero-beta rate decreases from 4.18% to 3.48% per quarter. We expect the advantage of OLIVE estimation to be small here, since R vw is a return-based factor likely with little measurement error.
Row 2 of Table 3 presents results for the human capital CAPM, which adds the beta for labor income growth, ∆y, into the static CAPM (Jagannathan and Wang 1996) :
( 2 7 ) The human capital CAPM performs much better than the static CAPM, explaining 58% of the cross-sectional variation in returns. Labor income growth is a macroeconomic factor, which probably contains measurement error. When OLIVE is used to estimate betas, the R 2 jumps from 58% to 78%. However, for both OLS and OLIVE results, the estimated value of λ vw has the wrong sign and the estimated zero-beta rate is too high.
Row 3 of Table 3 presents results for the Fama-French three-factor model:
This specification performs extremely well with OLS estimated betas: the R 2 becomes 81%; the estimated value of λ vw has the correct positive sign; and the estimated zero-beta rate is reasonable (1.76% per quarter). The Fama-French factors should contain little measurement error, since they are constructed from stock returns. As one would expect, using OLIVE estimated betas yields almost identical coefficient estimates. The R 2 only marginally improves to 83%.
Conditional/Scaled Factor Models. Row 4 of Table 3 reports results from the scaled, conditional CAPM with one fundamental factor, the market return, and a single scaling variable, cay : 
Under this specification, using OLIVE instead of OLS to estimate betas dramatically improves the cross-sectional explanatory power from 31% to 80%, which is similar to the performance of the Fama-French three-factor model. This is consistent with our conjecture that since cay is constructed using macroeconomic data, it contains large measurement error. Using OLIVE also changes the sign of the estimated value of λ vw from negative to positive, though the estimated coefficients are close to zero for both OLS and OLIVE. Using OLIVE also reduces the estimated zero-beta rate from 3.69% to 3.09% per quarter, though they are still too high.
Rows 5 We focus our discussions on this "complete" specification. Using OLIVE instead of OLS in the first pass to estimate betas improves the second-pass cross-sectional R 2 from 77% to 83% (similar to the performance of the Fama-French three-factor model).
More importantly, our results here help to resolve two puzzling findings by Lettau and Ludvigson (2001b) and Jagannathan and Wang (1996) . First, Lettau and Ludvigson (2001b) note that "a problem with this model, however, is that there is a negative average risk price on the beta for the value-weighted return." Jagannathan and Wang (1996) report a similar finding for the signs of the risk prices on the market and human capital betas. Indeed, in our OLS results in Row 6 of Table 3 , the estimated value of λ vw (coefficient on the market return beta) is -2.00, and the estimated value of ycay λ ∆ (coefficient on the scaled human capital beta) is -0.17, both negative which is inconsistent with the theory. However, when we use OLIVE to estimate betas in the first pass, the estimated value of λ vw becomes positive (1.33), and the estimated value of ycay λ ∆ becomes close to zero (-0.0005), more consistent with the theory.
Second, Lettau and Ludvigson (2001b) state that "the average zero-beta rate should be between the average 'riskless' borrowing and lending rates, and the estimated value is implausibly high for the average investor." Jagannathan and Wang (1996) report similar findings. The authors note that "it is possible that the greater sampling error we find in the estimated betas of the scaled models with macro factors is contributing to an upward bias in the zero-beta estimates of those models relative to the estimates for models with only financial factors." They also note that "such arguments for large zero-beta estimates have a long tradition in the cross-sectional asset pricing literature (e.g., Black et al. 1972; Miller and Scholes 1972) ."
However, the authors conclude that "procedures for discriminating the sampling error explanation for these large estimates of the zero-beta rate from others are not obvious, and its development is left to future research." Our results suggest that measurement error in factors is the cause of this problem. Sampling error is a second-order issue; it becomes negligible as the sample size T becomes large. Unlike sampling error, the measurement error problem does not diminish as the sample size T becomes large. When macroeconomic factors with measurement error are included in the model, OLIVE can provide more precise beta estimates in the first pass, which lead to more precise estimates of the zero-beta rate in the second pass. In Row 6 of Table   2 , the estimated zero-beta rate based on OLS estimated betas is too high at 5.19% per quarter.
However, when we use OLIVE to estimate betas, the estimated zero-beta rate drops dramatically to a reasonable 1.91% per quarter.
Rows 7 and 7' are variations of Row 6. Row 7 omits β cayi as an explanatory variable in the second-pass cross-sectional regressions, but still includes cay in the first-pass time-series regressions. Row 7' further excludes cay in the first-pass time-series regressions. Results in Rows 7 and 7' are very similar to those in Row 6. The impact of using OLIVE instead of OLS to estimate betas is also very similar: the cross-sectional R 2 increases; the sign of the estimated value of λ vw changes from negative to positive; and the estimated zero-beta rate drops significantly to a reasonable magnitude.
To summarize, our results in Table 3 confirm the existence of large measurement error in macroeconomic factors, such as cay and labor income growth, and validate the use of OLIVE to help improve beta estimation under these circumstances.
Consumption CAPM. Table 4 presents, for the consumption CAPM, the same results presented in Table 3 for the static CAPM and the human capital CAPM. The scaled multifactor consumption CAPM, with cay as the single conditioning variable takes the form:
where ∆c denotes consumption growth (log difference in consumption), as measured in Lettau and Ludvigson (2001a) .
[INSERT TABLE 4 HERE]
As a comparison, Row 1 of Table 4 reports results of the unconditional consumption CAPM. The performance of this specification is poor, explaining only 16% of the cross-sectional variation in portfolio returns. Using OLIVE beta estimates seems to have made the performance even worse.
Row 2 of Table 4 presents the results of estimating the scaled specification in equation (31) . The R 2 jumps to 70%, in sharp contrast to the unconditional results in Row 1. When OLIVE is used to estimate betas, the R 2 further increases to 82%. For both OLS and OLIVE results, the estimated value of ccay λ ∆ (scaled consumption growth) is positive and statistically significant.
Row 3 excludes β cayi as an explanatory variable in the second-pass cross-sectional regressions, but still includes cay in the first-pass time-series regressions. This seems to have made very little difference, as the results in Row 3 are very similar to those in Row 2. Again, when OLIVE estimated betas are used, the R 2 increases from 69% to 81%.
Row 3' further excludes cay in the first-pass time-series regressions. As noted by Lettau and Ludvigson (2001b) , the results here are somewhat sensitive to this exclusion (see their footnote 25). The R 2 drops to 27% for OLS results and 34% for OLIVE results. These results suggest that including the scaling variable cay as a factor in the pricing kernel can be important even when the beta for this factor is not priced in the cross-section.
Our results in Table 4 suggest that using OLIVE instead of OLS to estimate betas in the conditional consumption CAPM generally increases the cross-sectional variation of portfolio returns explained by the model, as measured by the R 2 . However, unlike in Table 3 , the estimated zero-beta rates remain high.
VI. Conclusion
In this paper, we put forth a simple method for estimating betas (factor loadings) when factors
are measured with error, which we call OLIVE. OLIVE uses all available instruments at hand, and is intuitive and easy to implement. OLIVE achieves better performance in simulations than OLS and other instrumental variable estimators such as 2SLS, B2SLS, LIML, and FULLER, when the number of instruments is large. OLIVE can be interpreted as a GMM estimator when setting the weighting matrix equal to the identity matrix and it has better finite sample properties than the efficient two-step GMM estimator. OLIVE also has an important advantage over the Asymptotic Principle Components (APC) because the statistical factors of the principle components method lack clear economic interpretations, while OLIVE directly makes use of the observed economic factors.
OLIVE has many potential empirical applications and is especially suitable for estimating asset return betas when factors are measured with error, since this is often a large N and small T setting. Intuitively, since all asset returns vary together with a common set of factors, one can use information contained in other asset returns to improve the beta estimate for a given asset.
As an empirical application, we reexamine Lettau and Ludvigson's (2001b) test of the (C)CAPM using OLIVE in addition to OLS to estimate betas. Lettau and Ludvigson's factor cay has been found to have strong forecasting power for excess returns on aggregate stock market indices, but may contain measurement error. We find that in regressions where macroeconomic factors are included, using OLIVE instead of OLS improves the R 2 significantly. Perhaps more importantly, our results from OLIVE estimation help to resolve two puzzling findings by Lettau and Ludvigson (2001b) and Jagannathan and Wang (1996) : first, the sign of the average risk premium on the beta for the market return changes from negative to positive, which is in accordance with the theory; second, the estimated value of average zero-beta rate is no longer too high. These results suggest that when macroeconomic factors with measurement error are included in the model, OLIVE can provide more precise beta estimates in the first pass, which lead to more precise estimates of the risk premia and zero-beta rate in the second pass. Our results from this empirical application validate the use of OLIVE to help improve beta estimation when factors are measured with error. Our findings are also consistent with the theme in Ferson, Sarkissian, and Simin (2008) that the (C)CAPMs might work better than previously recognized in the literature.
Appendix A. Proof of Proposition 1
To simplify notation, we consider a more abstract setting. Let 1, …, N; t = 1, …, T) . Here we assume there are N instruments (i.e., N+1 assets). For example, to estimate 1 B in the notation of Section II, we let 
We have 11 11 '* ( 0 , ) 
If N is fixed, (A12) is
and is not negligible. This term will contribute to the limiting distribution; but the T consistency and the asymptotic normality still hold.
Appendix B. Proof of Proposition 2
The proof of Proposition 1 remains valid up to (A11). We show (A12) 
where 1 jk δ = if jk = , and zero otherwise. 
Case 3, jh ≠ and ki = . This is the mirror case of Case 2. In short, the formula is: . We first generate a security with a true beta of one, which is to be estimated using the above estimators. Then we generate K = N-1 other securities which serve as instruments using the data generating process (DGP) detailed in Section IV. We use K = (2, 10, 45, 150, 600), T = 60, π = 0.1, σ x = 0.1, σ β = 1, and 1,000 replications. Without loss of generality, we set J, the number of explanatory variables to be 1, which makes the model specification equivalent to the CAPM for the excess return. We allow x and β to be normally generated. One advantage of OLIVE is that when K is larger than T, it still works while most other IV estimators no longer do. This is why we can only compare the performance of OLS, OLIVE, and 2GMM for K = (150, 600). The statistics compare the performance of OLS, OLIVE, and 2GMM for K = (150, 600). The statistics reported include mean bias (Mean Bias), mean absolute deviation (Mean AD), squared-root of mean squared error (SQRT. MSE), inter-quartile range (IQR), the difference between the 1st and 9th deciles (Dec. Rge), and the coverage rate of a nominal 95% confidence interval (Cov. Rate). The individual λ j estimates (from the second-pass cross-sectional regression) for the beta of the factor listed in the column heading are reported. In the first pass, the time-series betas β i are computed in one multiple regression of the portfolio returns on the factors, using either OLS or OLIVE as noted in each row. R vw is the CRSP value-weighted index return, ∆y is labor income growth, and SMB and HML are the Fama-French mimicking portfolios related to size and book-to-market equity ratios. The scaling variable is cay . The table reports the Fama-MacBeth cross-sectional regression coefficients, with two tstatistics in parentheses for each coefficient estimate. The top t-statistic uses uncorrected Fama-MacBeth standard errors, and the bottom t-statistic uses the Shanken (1992) correction. The cross-sectional R 2 is reported. The model is estimated using data from 1963:Q3 to 1998:Q3. The coefficient estimates of the factors are multiplied by 100, and the estimates of the scaled terms are multiplied by 1,000. The individual λ j estimates (from the second-pass cross-sectional regression) for the beta of the factor listed in the column heading are reported. In the first pass, the time-series betas β i are computed in one multiple regression of the portfolio returns on the factors, using either OLS or OLIVE as noted in each row. ∆c denotes consumption growth (log difference in consumption). The scaling variable is cay . The table reports the Fama-MacBeth cross-sectional regression coefficients, with two t-statistics in parentheses for each coefficient estimate. The top t-statistic uses uncorrected Fama-MacBeth standard errors, and the bottom t-statistic uses the Shanken (1992) correction. The cross-sectional R 2 is reported. The model is estimated using data from 1963:Q3 to 1998:Q3. The coefficient estimates of the factors are multiplied by 100, and the estimates of the scaled terms are multiplied by 1,000.
