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Abstract 
In this paper we present two languages that are refinements of timed CSP (Davies and 
Schneider, this volume): a probabilistic language, and a fully deterministic language with 
a notion of priority. 
In the first part of the paper we describe the deterministic language and its semantic model. 
The syntax is based upon that of timed CSP except some of the operators are refined so as to 
remove all nondeterminism; this produces prioritized operators. The semantics for our lan- 
guage represents a process as the set of possible behaviours for the process, where a behaviour 
models the priorities for different actions. A number of algebraic laws for our language are given 
and the model is illustrated with two examples. 
In the second part of the paper, we extend the ianguage by adding a probabilistic choice 
operator. We produce a semantic model for our language which gives the probabilities of 
different behaviours occurring, as well as modelling the relative priorities for events within 
a behaviour. The model is illustrated with an example of a communications protocol transmit- 
ting messages over an unreliable medium. 
1. Introduction 
Communicating sequential processes [S] is a language for reasoning about concur- 
rent processes. This model has been extended [13-153 to include a treatment of timing 
information. Previous models have allowed nondeterminism; this has proved to be 
a useful tool in that it allows one to underspecify the behaviour of processes, and so 
maintain a high level of abstraction. However, previous models have failed to model 
the probabilities involved in nondeterministic hoices. In this paper we aim to 
overcome this deficiency, and in doing so also produce a fully deterministic model 
with a notion of priority. 
We have chosen to build our probabilistic model upon a deterministic mode1 
because it is our belief that in order to argue about probabilistic behaviours it is 
necessary to be able to predict precisely how the nonprobabilistic parts behave in 
a given circumstance. If a language includes other forms of nondeterminism, besides 
probabilistic choice, then it is not possible to predict the probability of a particular 
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behaviour occurring. For example, consider the question: 
What is the probability that the process a -STOP El h +STOP performs an 
a if the environment is willing to perform either an a or a b at time O? 
In the standard models of timed CSP the external choice operator is underspecified, 
and so it is not possible to answer this question. We need to refine this operator in 
order to produce a deterministic version; this will then allow us to predict the 
behaviour of the process described above. 
Some researchers have got around this problem by specifying that if a process is 
able to perform two or more separate actions then the choice is made by the 
environment. We avoid this because: 
l we consider the environment o be a more passive entity than the process; it seems 
strange that an environment is able to choose between two actions whereas 
a process is not; 
l this idea clashes with our intuition of a system (built out of smaller components) 
being in an environment consisting of a user who is willing to observe any 
event. 
In more recent work [12], we have tried to combine probabilities with nondeter- 
minism (in the sense of underspecification). The paper tried to represent processes as 
sets of probability functions, one probability function for each way of resolving the 
nondeterminism. However, we showed that none of the standard models of CSP 
- such as traces, failures or ready-sets - can be extended to cover both probabilities 
and underspecification; it seems very hard to combine the two phenomena. 
We believe that a futly deterministic model is a useful thing in its own right 
because: 
l nondeterminism can be considered a bad thing, in that a nondeterministic process 
is unpredictable and we would like programs that we write to always behave in 
a predictable way; 
l the approach we will take will be to give certain actions higher priorities than other 
actions; this will give us a more powerful language for specifying processes. 
Most previous probabilistic process algebras have used a probabilistic external 
choice operator, written say as p 0 4, such that P, Cl 4 Q offers the environment 
a choice between the actions of P and Q; if the environment is willing to perform the 
actions of either, then P is chosen with probability p and Q is chosen with probability 
4 (where p + 4 = 1). We choose to separate the two phenomena of external choice and 
probabilistic nondeterminism for we believe them to be orthogonal issues. Our 
language will include two deterministic external choice operators and a probabilistic 
internal choice operator. Having more operators produces a language that, while 
being harder to reason about, is easier to reason with. 
Our deterministic external choice operators, which we will write as ID and CD, will 
be the same as the operators 1 13 o and 0c1 1: if the environment is willing to perform 
the actions of either P or Q, then P 00 Q will act like P, and P •l Q will act like Q. 
Hence these are prioritized operators, and, in a sense, the prioritized external choice is 
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the “limit” of a probabilistic external choice. The probabilistic external choice oper- 
ator can be regained from the prioritized operators via the identity P,O 4 Q= 
(P Ul Q),n,(P CD Q). where pn4 is a probabilistic internal choice operator. 
We assume that the reader is familiar with the syntax and semantics of timed CSP, 
as described in, for example, [4]. 
The paper is split into three parts: the first two parts described the deterministic and 
probabilistic models, respectively; the third part sums up. 
Part 1: In Section 2 we introduce the syntax of our deterministic language; we 
illustrate the language with a couple of examples in Section 3; in Section 4 we describe 
our semantic space; we give semantic definitions for our operators in Section 5. 
Part 2: In Section 6 we describe the additions to our syntax needed in the probabilis- 
tic model; in Section 7 we describe our semantic space; in Section 8 we give definitions 
for our operators; and in Section 9 we illustrate our model with an example. 
Part 3: In the fina part we sum up and briefly discuss some more recent work on this 
subject. 
Part I: The deterministic model 
2. Syntax 
We want to produce a language that is deterministic in the following sense: in each 
environment, there is only one way in which a given process can behave. In order to 
produce a deterministic language, we must first understand the ways in which 
nondeterminism can arise. Nondeterminism can arise in timed CSP in a number of 
ways. 
Explicit nondetermi~~sm~ The process P n Q chooses nondeterministically between 
the processes P and Q. In this paper we wish to deal with a completely deter- 
ministic model, and so we shall ban the nondeterministic hoice operator from our 
syntax. 
~~ter?~ui choice: Consider the process a +P=7 h -+Q: if the environment is willing 
to do either an a or a b at some time, then the choice is made nondeterministically. 
Interleaving: Consider the process a -+P 111 b -+Q: if the environment is willing to 
allow exactly one of a and b, then the choice is made nondeterministically. 
hiding and renaming: Deterministic processes can sometimes be made nondeter- 
ministic by hiding or renaming. For example, if the process LI -+P 0 b -+Q is put in an 
environment hat offers just a b at time 0, then the b will be performed. If however the 
process (a +P El b +Q)\a is put in the same environment hen it will nondeterminis- 
tically choose between performing the h or performing the a silently. 
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The last three forms can all be thought of as types of underspecification; in normal 
timed CSP we do not specify how the operators behave in the situations described. We 
shall refine our operators so as to overcome this underspecification. 
2.1. Biased external choice 
We define two external choice operators, q and •U . The left-biased choice P q Q 
will choose P if the environment is willing to do the first events of both P and Q (at 
some time). The right-biased choice P c11 Q will choose Q if the environment is willing 
to do the first events of both P and Q. For example, we can model a customer who is 
willing to accept a toffee, but would prefer a chocolate: 
CUST G chocolate q toffee 
where we have written chocolate as an abbreviation for chocolate +STOP. 
2.2. Parallel composition 
Consider the process (a q b) 11 (a •l 6). If the environment offers both a and b 
at time 0, then the behaviour of the process is not fully specified. The left-hand 
side wants to perform a, while the right-hand side wants to perform 6. The only 
sensible interpretation is that the process chooses nondeterministically between the 
a and the b. We are aiming to eliminate all nondeterminism so we must refine 
our syntax in some way: we define a left-biased parallel operator + which arbitrates 
in favour of its left-hand argument; so, for example, (a q b) + (a •l b) will perform an 
a if the environment offers both a and b. We can consider the left-hand side to be 
a master, and the right-hand side to be a slave that will do whatever its master wants, 
if it can. 
We can similarly define a right-biased parallel operator + which arbitrates in 
favour of its right-hand argument. For example, (a q b) +(a •ll b) will perform a b if 
the environment offers both an a and a b. For example, consider a vending machine 
that will dispense ither chocolates or toffees as its environment requires, but would 
rather dispense toffees: 
VMB ; chocolate 0 to&e 
If we put this in parallel with the customer who prefers chocolates, with the customer 
acting as the master, then the customer gets what he wants: 
CUST + VMB=chocolate q tofee 
If however we make the machine the master, then it gets its way: 
CVST + VMB=chocolate Ill to&e 
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2.3. Interleaving 
We define a left-biased interleave operator, +, such that if the environment is 
willing to do events of P or of Q (but not both) then P +#Q performs the events of P. 
For example: 
l if a single a is offered then a -+P #a -+Q will perform the a on the left; 
l (a tftt b) + (a CD b) will perform an a if an a and a b are offered at the same time; 
l (a + b) +(a [II b) will perform a b if an a and a b are offered at the same time, since 
the right-hand side is the master and it prefers the b. 
l A greedy customer would like both a chocolate and a toffee, but if he can have only 
one he would prefer a chocolate: 
GCUST & chocolate (fit toffee 
When he is placed in parallel with the biased vending machine, with him as the 
master, he gets just a chocolate since the vending machine is only willing to 
dispense one sweet: 
GCUST +VMB = chocolate q toffee 
Similarly, we define a right-biased interleaving operator Q that arbitrates in favour 
of its right-hand argument. 
2.4. Conlplete syntax 
The complete syntax for deterministic timed CSP (DTCSP) is as follows: 
P ::= STOP 1 SKIP 1 WAITt 1 a ~P~PDP~PmP~P*(tP~P+P~ 
P”+‘P I P A+BP I PQP I P#P 1 P;P I WAITt; P I P\A l 
f(P) I Px*F(X) 
where t ranges over the set TIME of times, which we take to be positive real numbers; 
a ranges over some alphabet C of events; A and B range over PC; fover C --+C; and 
F over functions from process names to processes. 
2.5. The t$ect of hiding 
Consider the process P & (a q b)\a. It is interesting to ask whether this process can 
ever perform a b. The process P certainly prefers to perform an a (silently) to a b. In 
a previous paper [6] we took the view that the environment would always be willing 
to perform no events; hence P could never perform a b since it would always choose to 
perform a silent a. This assumption produces a model which, while self-consistent, is 
extremely complicated and contains a number of unusual and undesirable features. 
In this paper we adopt the view that the environment is not always willing to idle. 
Then the process P is able to perform a b, but only if its environment is not willing to 
perform the empty bag of events. Consider for example the process b CftP. The 
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left-hand side of this prefers to perform a b than to idle; it is the master and so it forces 
P to perform the b even though P would prefer to perform a silent a. 
3. Examples 
3.1. A shared resource 
In this section we give an example which illustrates one use of the prioritized 
operators: we use the operators to perform arbitration when a resource is required by 
two different users. We shall write 0 , 1) and 111 to denote external choice, parallel or 
interleave operators that could be either left- or right-biased. 
Two users, USER, and USER,, share a single resource, SERVER, as in Fig. 1. The 
users may acquire the server and then release it: 
USER1 G pX - acquire, + release, -+X 
USER, & pX - acquire2 + release, + X 
The server can be acquired or released by either user, but cannot be acquired by one 
user until it has been released by the other. 
SERVER G pX - acquire1 + release, +X 
0 
acquire2 + release, + X 
The system consists of the two users in parallel without communication (i.e. inter- 
leaved), in parallel with the server. 
SYSTEM G ( USER1 111 USER2) II SERVER 
We also want to insist that if both users try to acquire the server at the same time then 
USER1 acquires it. We examine two ways of doing this. 
1. We specify that the server would rather be acquired by USER, than USER2: 
SERVER G pX -acquire, --t release1 -+ XD acquire2 --f release2 + X 
Fig. 1. A shared resource 
321 
Fig. 2. A counter with interrupt mechanism 
We must then make the server the master to ensure that it is able to make the 
choice: 
SYSTEM s SERVER + ( USER1 111 USER*) 
2. We give USER, preference over USER2 by making it the mastery of the interleav- 
ing, and giving the users mastery over the server: 
SYSTEM G (USER, (Ht USER2)+ SERVER 
We consider now the example of an interrupt mechanism, described in [2, l] and 
illustrated in Fig. 2. A counter can normally continually perform the events up and 
down. If, however, the event ~~~~~0~~~ occurs, then it should be interrupted via the 
internal event i. If an unprioritized model the definition would be 
INT s ,shrrt_down -+ i + STOP 
C “+ 1 2 (t/p -‘Cn+Z Cl down -4,) Kl i *STOP 
where the alphabets are given by X f f up, down, i >, Y h { i, shut_down ).
It should be obvious that this could perform the trace (~~,~ow~, s~u~_~ow~, up
dowIt) - C can choose to ignore the event i offered by INT, in favour of ups and downs. 
We can get around this by giving the i a higher priority than the up and the 
down: 
where the 0 could be either a left- or right-biased external choice. Now the i will be 
performed as soon as it is offered, and C will be interrupted as required. 
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4. Semantics 
In this section we develop a semantic model for our language. We begin by 
describing how we want to model a typical behaviour of a process; we then present 
some notation, before producing the semantic model itself, which will represent 
a process by the set of all behaviours that it can perform. 
4. I. Behaviours 
As in most models of concurrency, we want our representation of a behaviour (or 
observation) of a process to record the events performed. Since we are interested in the 
different priorities given to different actions, we also want to include some representa- 
tion of these priorities. It will ease our notation to also include the time at which the 
observation ends. Our model of a behaviour will therefore consist of three parts: the 
time up until which the process is observed, the events that it performs and the 
priorities given to different actions. 
The trace of a process is the collection of timed events that it performs. In standard 
timed CSP the traces ((O,a),(O, b)) and ((0, b),(O,a)) are treated as distinct. In this 
paper we want to associate these; otherwise when we come to consider probabilities 
we wil experience problems. Consider, for example, the process a (tit 6: if the environ- 
ment is willing to perform an a and a b at time 0 then this can perform the trace 
((O,a),(O,b)) with probability one and can also perform the trace ((0, b),(O,a)) with 
probability one: our probabilities will not sum to one. In our model we shall say that 
this process - in this environment - performs the bag 1 a, b 1 at time zero with 
probability one. 
We shall represent traces as functions from a time interval to bags of events. The 
space TT of timed traces is defined by 
TTG {s: TIMEHbagCIdomsETZNTJ 
where TINT is the space of finite time intervals (open, closed, or half open). We think 
of s( t) as being the bag of events performed at time t. Both of the traces described in 
the previous paragraph are represented by At-if t =0 then Q a, b 1 else { 0. For ease of 
notation, we shall often write traces as sequences within the brackets ( and ), so the 
above trace will be denoted by either ((O,a),(O, 6)) or ((O,b),(O,a)). 
We say that a process ofSers a particular bag of events if it is willing to perform that 
bag, i.e. if it offers the bag to the environment. We define the space of offers OFF by 
OFF G TIME x bag1 
The pair (t, x) represents the bag of events x being offered at time r. We shall write o, w, 
etc. for typical members of OFF, and 1, $, etc. for typical members of bag C. 
Note: It is normal to consider a function from type a to type b to be of 
type P’(a x b). Using this identification, we can consider a timed trace to be of type 
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P( TIME x bag C), i.e. a trace is simply a collection of offers. We will make use of this 
to simplify our notation. 
A process will often be willing to offer more than one particular bag of events. It will 
then have some preference as to which bag of events it would rather perform. For 
example, the process a +j+ b initially offers the bags 0 a, b I), { a 0, Q b 1, and 0 0, and 
prefers(Ia,bDtojaB,prefersjaD,togb~, and prefers 1 b 1 to { 1. We want to model 
the order of preference of offers. We define the space OFFREL of offer relations to be 
those relations E of type OFF x OFF satisfying the following conditions: 
1. (t, x) E (t’, II/) + t = t’ (only actions at the same time are comparable); 
2. w E w’ A w’ c w” 3 w E w” (transitivity); 
3. w E w’ A w’ L w * w = w’ (antisymmetry); 
4. wEitems c * w E w (reflectivity on items E); 
5. (t,x),(t,$)Eitems E * (t,x)~ (t,Il/)v(t,$)~(t,~) (totality on items E); 
6. { t 13~. (t, X)Eitems E } E TINT (time domain is a time interval); 
where items E is the set of all bags of events offered by the process: 
items c & {w~3u~w~ovu~w~ 
Informally, if oc w then the process would rather perform w than u. For example, 
a +# b has offer relation with (0, (1 D)E (0, Q b 1)~ (O,d a 0)~ (O,{ a, b 0). We introduce 
the following shorthands: 
ucw 0 lJgw/\v#w vzw -E- WEV I) 7 w 0 W~VAV#W 
An environmental offer is the collection of timed events that the process is offered by 
the environment; more formally, it is a set of offers, i.e. a set of type P(OFF). We let 
EOFF be the set of all environmental offers and write Q for a typical member. We shall 
discuss environmental offers more fully after we have introduced some notation. 
A behaviour will be a triple of type TIME x OFFREL x TT. The behaviour (7, c, s) 
will represent an observation up until time r, where trace s is observed, and where the 
offer relation is E. We shall discuss which behaviours are possible after we have 
introduced some notation. 
4.2. Notation 
Our notation is an extension of the notation of [4]. 
Bag notation 
Our notation for bags is as follows: we write b.e for the number of times element 
e occurs in bag b; eEb is true iff b.e>O. We have a number of operations on 
bags: 
(blubl).e=bl.eub2.e (b,nb2).e=bl.enbZ.e 
(b,-bz).e=(bl.e-bl.e)uO (blwbhz).e=b,.e+bz.e 
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where the operators u and n return the maximum and minimum of their arguments, 
respectively. Bag enumerations and bag comprehensions are written within bag 
brackets (I and r). If a particular value of a bound variable occurs more than once in 
a bag comprehension, then the corresponding term occurs more than once. 
We shall write C {If(x) 1 p(x)1 to represent he sum of the f(x), where the sum is 
taken over all x such that p(x) holds. 
Notation &or qffers 
We define projection functions that select he time and event bag components of an 
offer: 
l(t,x) 2 f Z(t, x) G x 
We define restriction, hiding and renaming operators on offers: 
(Lx) IX 1 (f,+XlaEXO) 
(t,x)\X 2 (L@~Xl~$XD) 
CJ(LX) 2 (r*sx) 
We define partial union, bag union and bag difference operators on offers: 
(Lx)u(L9) 4% (r,~u~) (~,~)~(~,~)S (t,xw$) (LX)-(t,+) A (rtll--d(/) 
Notatiorl ,fbr traces 
The interval function times returns the set of times at which events occur: 
tirness s (t~s(t)#~~} 
This contrasts with the function I which returns the set of all times in the domain of 
a trace: 
We define ~~~j~~~ and end operators which return the times of the first and last events of 
a trace; timess will always be finite, so begin and end will return the minimum and 
maximum of times , respectively: 
begin s 2 
i 
cx: if timess=f R 
ends= L 
i 
--co if timess={ C. 
min( times ) otherwise max( times ) otherwise 
The first and lasr operators return the bags of initial or final events of a nonempty 
trace: 
firsts f s( begin s) lasts 2 s(ends) 
The alphabet function X returns the set of (untimed) events from a trace: 
22 2 {#~3t.aEs(t)) 
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The during operator, r, returns the portion of a trace that occurs during some time 
interval: 
We use this to define before, strictly before, after, strictly after and at operators, a, 4, 
r>, D and t: 
sat;sT[O,t] sat ;sT[O,t) 
s r>t G sT[t,co) s r>t G sT(t,co) 
syt G sT[t,t] 
We define a partial concatenation operator on traces: 
s1 -SZ=Srus* ifIs,nls,={ } A Is,uIs~ETINT 
We define two temporal shift operators: 
s+t G {t+t’HS(t’)~t’EIS) s-t 1 {t’--tHS(t’)lt’E Isr\t’>,t} 
We define restriction and hiding operators: 
s t x g {(4x fX)l(bX)ES} s\x s I(Lx\x)l(~~x)-) 
Notation for ofer relations 
Recall the definition of the function items, which returns the set of all offers of an 
offer relation: 
items E e{w(3u~w~uvo~w} 
Most of the rest of our notation for offer relations is similar to our notation for traces: 
(duration) 
begin E G 
CO ifIE={} 
inf(l c) otherwise 
end 5 G 
-CO if IL={} 
sup( I E ) otherwise 
(begin) 
(end) 
5 t1 GG’ where (t,x) ~‘(t,$) = t~l~(t,x)c(t,IC/) 
E4f G & T[O,t] 
Eat&E T[O,t) 
(during) 
(before) 
(strictly 
before) 
(after) 
(strictly after) 
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c: +t G c’ where (t+t’,~)c’(t+t’,$) o (t’,~) [=(t’,Cl/) (temporal shift 
forwards) 
c-r G r’ where (t’-t,~) ~‘(t’-t,$) S+ (t’, x) E (t, $) A t’ 2 c (temporal shift 
back) 
rz,-c,a r,uc,ifI~,nlc:2=~jAlE,ulr,ETINT (concatenation) 
We define an operator 0, which we will use for representing offer relation: 
10 (X07 21 , . . . , x,,- 1 ) represents the offer relation c, such that for all times t during 
I, @,X0) 7 (LXl) 7 (LX2) 1 **. 7 (C&z). 
‘dl: TINT; d: seq(bagC).Z@d= E 
where(t,X)E(r’,$) * t=t’flA3i,j.O,<i~j<#d/\d(i)=IC/Ad(j)=X 
Notation jbr rnvironmental offers 
We define temporal restriction operators on environmental offers in the obvious 
way. If 52 is an environmental offer, we define 
QTl G f(f,)I)EQl&lj Rat & Qr[O,t) Qat & 52tII0,t-j 
!2i=-t GQay(f,00) s2r>t sS2t[t,c0) nttscl~[t,t] 
We denote the maximum elements of D under c by u, G?: 
LJ,Q; f(f,X)ESZnitems c IV$*(t,II/)Eitems c nl2 * (t,$) c: (t,x)j 
Note that uz Q is a set of offers, one offer for each time during the duration of C?, and 
so can be thought of as a trace - namely the trace where at each instant the element of 
Q that is maximal under cz: is performed. This will be the trace that a process with 
offer relation c will perform when placed in an environment fz. 
4.3. Possihk hehnuiours 
Only certain behaviours (z, E, s) are possible. We want to limit our attention to 
those that satisfy a number of healthiness conditions which express some of our 
intuitions about how a process should behave. We introduce the space BEH of 
possible behaviours: 
Definition 4.1 (Possible behauiours). The space BEH is defined to be those triples 
(t, r~,s) of type TIME x OFFREL x TT satisfying the following conditions: 
1. I c: =Is=[O,z]; 
2. Vt CT-s t t&items E; 
3. tO<rr A ((f,X)lf~(t,,t,)~citems E* (rO,X)‘;tslrtozslfO; 
4. (t,X)Eitem c A $ cx =2 (t, $)Gtems E; 
5. (r<t’~~t”~[t,~‘)~(t“,~)~items E) 3 (t’,X)Eitems L. 
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We discuss the five conditions in turn: 
1. If a process is observed up until time r, then no events will be seen to be performed 
or offered after time r. 
2. A process can only perform events that it is willing to offer to parallel processes. 
3. If a processes is willing to perform a bag of events x throughout some open time 
interval beginning at to, then at r,, it could have performed this bag as well as what 
it did perform; further it would have preferred to perform x and what it did perform 
to just what it did perform. This condition is necessary to avoid processes such as 
the one that offers an a during (0,l); if the environment offers an a from time 
0 onwards, then there is no sensible choice as to when the a should be performed. 
4. The offers of a process are subbag closed. 
5. If a process offers a bag 1 at all times just before t’, then it also offers x at t’. 
In Section 4.5 we will also show that the behaviours satisfy the following finite speed 
conditions: 
l The process can only perform a finite number of events in a finite time: 
l The offer relation changes shape a finite number of times: 
3k: Ni;I,, . . . . Ik_l~TINT- 
I 0. . . . , Ik_ i partition [O,r] 
r\Vi: O...k-1; t,r’EZi; X,$EbagC.(t,x) ~(r,$) * (r’,~)c(t’,~) 
There is a finite number of time intervals I 0, . . . , Ik_ 1 such that the offer relation 
does not change shape during each interval Ii. 
Using these conditions, we can show that the empty bag is always offered. 
Theorem 4.2. V(T, LS)EBEH.V~E[O,T] .(t, 4 b)Eitems c. 
4.4. Environtm~ntal @m 
We think of the environment for a process P as being a process Q running in 
parallel with P; we think of the environmental offer as being the set of offers of Q. We 
shall say that a behaviour (t, E, s) is compatible with an environmental offer 52 (of 
type P( OFF)) if (T, [=,s) could have resulted from the environment offering 52. 
Definition 4.3. The behaviour (7, 5, s) is compatible with the environmental offer B, 
written (T, E,S) cornpat Q, if: 
1. Isr=[o,T], 
2. Vr-srr=uGQtr, 
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These conditions state that: 
1. The duration of the environmental offer is the same as the duration of the 
behaviour. 
2. At all times, the process performs the element of the environmental offer that is 
maximal under its o&r relation - in other words, the process picks the offer that it 
prefers. 
3. If a bag of events x is offered throughout some open time interval beginning at to, 
then at to the environment must have offered x along with what was performed at 
to. This condition is necessary to avoid an environment such as the one that offers 
an a during the period (0, 11; if a process that is willing to perform an a from time 
0 onwards is placed in this environment, then there is no sensible choice as to when 
the event should be performed. 
Of these, condition (2) is perhaps the most important. It describes the way that 
a process chooses the events it performs. At each instant the environment is willing to 
perform any one of a number of bags of events; the process takes its pick from these by 
choosing the bag that is strongest under its offer relation. 
We can now define the space EOFF of environmental offers: 
A collection of offers is an environmental offer if it is compatible with some behaviour. 
In general, we will allow the environmental offer to be a function of the observed 
behaviour. This fits in with our intuition of the environment for process P being 
another process, Q, running in parallel with P; different behaviours of P will cause 
Q to act in different ways and so will cause different environmental offers in the future. 
in general, it is enough to allow the environment o depend upon the offer relation of 
the process. When we want to stress that environment G is a function of the offer 
relation c, we will write LI( E f. 
4.5. The semantic’ space DTM, 
We are now ready to define our semantic space. Firstly, we give a name to the space 
of sets of prioritized behaviours 
TSB G P(BEH) 
TSB is the space of timed sets using biases. We define the space D7MB (the determinis- 
tic timed model using biases) to be those sets A of type TSB satisfying a number of 
healthiness conditions. Intuitively, the set A represents a process that can perform any 
of the behaviours in A. The set A must obey the following axioms: 
1. V7&0*3n(7)-(7, g,s)EA 3 #sdn(z), 
2. Vr>O*Gln(r)*(r, tz,s)~A * 3k<n{r); IO, . . . . I,_,ETINT. 
I o, . . . , I,_ 1 partition [0, r] 
r\Vi:O...k-1; t,t’Eli;X,I(/EbagC.(t,X)~(t,~)o(t’,%)c:(f’,I//), 
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3. (r, C,S)EA A (r,X)Eitems 5 3 (t, ~+t,sat-(t,x))~A, 
4. VQ: OFFREL-+EOFF-3!1g -(end 52, E, u,sZ( L))EA. 
We discuss each of these axioms in turn. 
1. The number of events that a process can perform in a finite time is bounded. 
2. The number of times at which an offer relatin can change in a finite time is 
bounded. 
3. A process is able to perform any bag of events that it offers. 
4. The process is deterministic: given the way the environment behaves, there is 
a unique offer relation that it can have; it will perform those members of the 
environmental offer that are maximal with respect to this offer relation. 
The following law can be deduced from the axioms: if a process can have a particular 
behaviour, then it can perform any prefix of that behaviour. 
Theorem 4.4. 
(z, L,.S)EAhf’<T =+(T’, cdT’,sgt’)EAA(T’, ~dT’,saT’-(T’, (Ib))EA. 
4.6. Semantic fiinctions 
We shall define a function dDT: DTCSP +DTMB such that d,,[Pj gives the set 
of possible behaviours of process P. In the following section we give definitions for 
dDT for each of the constructs of our language; in most cases the crux of the definition 
will be the description of how the offer relation of a composite process results from the 
offer relations of its subcomponents. The definitions were proved sound (in that they 
respect the axioms) in [7]. We will state a number of laws that can be shown to hold of 
our processes, and also show why a few laws that hold in the unprioritized models do 
not hold in this model. Most of the laws were proved sound in [6] or [7]. 
5. Definitions of the operators 
5.1. STOP 
The process STOP always performs the empty trace and offers nothing: 
d,,[STOP] g {(T,CO,~IO((~~),~~)I~ETIME) 
5.2. WAIT 
The process WA1 T t behaves as follows: 
l if the environment does not offer J at or after t, then it performs the empty trace, 
and offers J from t onwards; 
l if J is offered by the environment at or after t then it is immediately performed; 
J will be offered to parallel processes from time t until it is performed. 
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This gives the following definition: 
d,,UWAITr7j 2 t(z,CO,ZfO(~~>,<>)IZ<t)- 
~(~~~C~~~~O~fJPc>-E~~~lO~~J~,dO>,~~~l~~~) 
~I(~,Eo,t)O(aB>-ct,tflo<QJI1,QD>-(t’,tIo<OO>, 
<(t’*J)>)lt<:t’G~) 
5.3. SKIP 
SKIP is equivalent o WAIT 0, so we have the following definition: 
J&&K~PIJ s ((z,Co,tlo(OJR,Orr>,~>)I~EnME} 
uC(~,tO,flO(CtJR,~i>>-(t~51O(OD)~{(f~J)>)lf~~3 
5.4. PlYji.YiIlg 
The process a-f%P should offer an a until it is performed, and then act like P. In 
order for this to fit with our intuition of causality, we insist that P is unable to perform 
any events at time 0 (i.e., the a 5 operators is a partial function, defined for only 
such P). 
&p+q ; {(~,[OJl@<(la~,Q~>~ <>)) 
u~f~,C~,~lO~~~~,~~>n~P+~,(~ra)n~p+~)/ 
(~-GO@ <{b>- c,,+kA~~~2rt 
where here and henceforth A, 2 sZ,, [ Pa. We define the general prefix operator by 
CI %P e a 2 WAITt; P. We will write a -+P as a shorthand for a -%P. 
Consider the process Pa Q. We want to derive a definition for the offer relation 
of Pfl Q in terms of the offer relations of P and Q. We begin by considering an 
example. Suppose P has offer relation ~~ and Q has offer relation IZ,, with 
~u~~~Q~~~ llhB and 3cB=ro OG% ~~~~~~~.Then: 
l If the environment offers jui) then P will perform it; 
l If the environment does not offer Ia 1, then P may idle and Q may perform {c k, (1 D 
or Id/j. Note that even if the environment does not allow idling at some time t (for 
example if it offers only 4 c R or 0 do) then P may idle at time t while Q performs 0 co 
or fld 1. Note also that Q cannot perform flab since if the environment offers it, it 
would be performed by P. 
a If none of these are possible, then P will perform {hb. 
Hence PUQ has an offer relation with dubrr {cl=1 11~1 \Idf,z {bfj. 
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In general, the offer relation of P q Q is formed by 
1. taking P’s offer relation ((IUD II Q 1 ZI 4 b) in our example); 
2. replacing the occurrence of Q 1 with Q’s offer relation (to get 
{a!~ {C~ZI (1~20~1 {III ud111l QbB in our example); 
3. for each bag that occurs twice, removing the lower copy (to get 
OaBz ocff 7 ODI O4~ObB). 
In general, P a7 Q can perform the offer w if the environment offers w and 
l P would rather perform w than idle and the environment offers nothing that 
P prefers to w; 
l P chooses to idle, Q offers w and the environment offers nothing that Q prefers to w; 
or 
l Q does not offer w, P would rather idle than perform w but the environment does 
not allow idling and does not offer anything that Q could perform nor anything 
that P prefers to w. 
The process should offer w more strongly than v if 
l P prefers w to idling and v is either offered by Q but not P, or offered by P less 
strongly than w; 
l P prefers neither v nor w to idling, Q offers w and either Q prefers w to v, or v is 
offered by P but not Q; or 
l P offers v weaker than w, but would rather idle, and Q offers neither v or w. 
Hence if P has offer relation cP and Q has offer relation co then P q Q has offer 
relation E~III ho, where the operator _U_: OFFREL x OFFREL +OFFREL is 
defined by 
vv,w$ ,(1,jb)AwEitems co 
I\(0 &QwvvEitems &\items EQ) 
where t = lo = Iw 
Note that itemS ( E p [13 5 Q) = items E P u items E Q. 
Having explained how the offer relation of P q Q is derived from the offer relations of 
P and Q, we can now derive the semantic definition of the process. The process P q Q 
can 
l perform the empty trace if both P and Q can; 
l perform a nonempty trace s if P can perform it and Q can perform the empty trace 
up until time t = begin s; if the bag performed at time t is below the empty bag in P’s 
offer relation, then Q must also be able to reject it (or else Q would have performed 
it); or 
l perform a nonempty trace s if Q can perform it and P can perform the empty trace 
up until time begins; P must not prefer the initial action to idling (or else P would 
have performed it). 
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This gives the following definition: 
&DTIIP q Qj 
U{(7? EP n LQ,S)l 
s#<> A begins=t A (t,Ep,<>)EAp A (~,EQ,~)EAQ 
A stt$ p(t,QD)) 
u{(7> CP q EQ,S)i 
s#<>A begins=tr\(z,Ep,s)EAp A (~,EQ,<>)EAQ 
A (Stt=‘p(t,jb) v s t #items EQ)} 
We define P 171 Q by P [II Q 2 Q q P. 
We have a number of laws for the left-biased choice operator: 
(P q Q q R = P •l (Q 0 R) (associativity) 
P q P= P (idempotence) 
P q STOP=STOP q P=P (STOP is an identity) 
Similar laws hold for the right-biased choice operator. 
The following “laws” do not hold: 
PD(QUlR)=(PDQ)UR P [II (Q q R)=(P Cl Q) q R 
Let Psa+STOP, Q & b+STOP, R GC -STOP. Then PD(QUR) and 
(P [Ii Q) q R) will perform an a in preference to a c, whereas (P q Q) •l R and 
P [II (Q q R) will perform a c in preference to an a. 
5.6. Parallel composition 
We consider now the parallel composition of two processes. We start by consider- 
ing the left-biased parameterized parallel composition, P “+fy Q. The offer relation of 
P ‘4’ Q is derived from the offer relations of P and Q. P ’ + ’ Q will offer a bag of 
events w if P offers w t X, Q offers w 1 Y, and all the events of w are in either X or Y. 
Informally, the priorities of P “4 ’ Q follow the priorities of P on X; more formally, 
a bag of events w is offered more strongly than w’ if 
l P offers w 1 X more strongly than w’ l’ X; or 
l w t X = w’ 1 X and Q offers w 1 Y more strongly than w’ 1 Y. 
Hence if P has offer relation c p and Q has offer relation E Q then the offer relation 
is CP ‘+ky cQ3 where the function _‘+‘_: OFFREL x OFFREL +OFFREL is 
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defined by 
w( LP *4ty LQ)W’ 
0 (w yx cpw’ rxvw lX=w’ yx AW 1 YEQW’ r Y) 
A\w IX, w’ rX&ems cp h w 1 Y, w’ 1 YEitems EQ A cw, cw’&xu Y 
Note that items (EpXCftYCQ)={WIWtXEitems L~AW f YEitemS ~QACWEXU Y>. 
P *+’ Q will perform trace s if the alphabet of s is contained in X u Y, P can 
perform s 1 X, and Q can perform s 1 Y. Hence we have the following definition for 
parallel composition: 
4wlP'*4tyQQ4 
L {(T, EP*+~ ~p,s)l(t, LP,S tX)EAp A (7, LQ,S t Y)EAQACSEXUY} =
We use this definition to define the other parallel operators: 
P”+‘Q sQ’+“P P+Q&PP”cftZQ P+QAP’+‘Q 
This gives the following: 
where the parallel composition of offers is defined by 
w( Ep + EQ)w' 0 w &.w’h w, W’Eitems &Q. 
Note that items ( c p + 5 Q) = items E p n items E Q. 
A number of laws hold for the parallel operators: 
px+y”z (Qy+ZR)=(Px+yQ)x”y+zR (associativity) 
Pil+(Q+~)=(f'it+Q)+tt~ 
P+tt(Q+it~)=P+lt(Qtt*~) 
P+STOP=STOP+P=STOP 
(a-+P)ctt(a -Q)=a+(P+ltQ) 
(STOP is a zero) 
(communication) 
(a +P)+(P +Q)=STOP (deadlock) 
Similar laws hold for the right-biased parallel operator. Note that we do not have the 
following “laws”: 
pxibyuz (QY+ZR)=(PX+YQ)X”Y+ZR 
PX+ttYUZ (QY+ZR)=(PX+Y”Z(Q ‘+‘R) 
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Let P;a+STOP, Q&b-+STOP, R&c-+STOP, Xs{a}, Y;(b), Z&{c}. 
Then: 
l Px+yY”Z(QY+ZR) prefers a c to an a, whereas (PX+*Q) x”y+zR prefers an 
a to a c; 
l Px+y”z(Qy+ZR) prefers a b to a c, whereas Px+y”z(Qy+ZR) prefers a c 
to a b. 
Wealsodonothavethe“law”P~(Q-ft*R)=(P~Q)-(t*R.LetP~aUbb,Q~aUbb, 
R G a q b. Then P + (Q -ft* R) prefers an a to a b, whereas (P +Q) tt, R prefers a b to 
an a. 
5.7. Interleaving 
We want to derive a definition for the offer relation of P (Ht Q in terms of the offer 
relations of P and Q. We begin by considering the question 
If P *fit Q offers w, then what do P and Q offer? 
It is clear that P must offer some suboffer of w, and Q must offer the rest of w. Let wp be 
the suboffer of w that P offers strongest subject to the condition that Q can perform 
the rest of w. Let WQ be the rest of w. We claim that P # Q offering w corresponds to 
P offering wp and Q offering WQ, so P performs the suboffer of w that is prefers (so long 
as Q can perform the rest of w). We define an operator Lp cp, EP which returns the 
subset of its argument that is offered strongest by E p subject to the condition that the 
rest of the argument is offered by EQ. 
4~~. &,W=U,,{W+items ~pI$&whW--bEitems CQ} 
if 3wpEitems &p,wQoitems ~Q-w=wp w wQ 
Let wp and WQ be the suboffers of w performed by P and Q, respectively. Let up and UQ 
be the corresponding suboffers of v. In the combination P 4 Q the process P is the 
master, so P # Q offers w more strongly than v if P offers wp strictly stronger than up, 
or wp = up and Q offers WQ stronger than VQ. Hence, if P and Q have offer relations E p 
and EQ, the offer relation for P # Q is czp (fit &Q where the operator 4 is defined on 
offer relations by 
AVp EpWpVllp=WpAll~ IZQWQ 
where vp= 4~~~. Eav VQ’V-vp 
wP= JEW, &SJW WQ’W--wP 
Notethatitems(~p#~Q)={wp~wQ~wp~items~p AwQEitemscQ}. 
P (Hc Q can perform trace s if at all times t, P can perform some subbag of s t t and 
Q can perform the rest of s 7 t. In particular, P performs the subbag of s r t that it offers 
G. LOHV/ Theoretical Computer Science 138 (1995) 315-352 335 
strongest subject to the condition that Q can perform the rest of s t f. We extend the 
4 Cr, cv operator to traces: 
4c.,!zus~ ~r+4EP,&fr)l~~~s) 
This gives the following definition: 
-hdPlltQli 2 {(zt CpcHt cQ,s))i 
tT, GPy 4 CP. &uSbAP A tz, EQts- 4 EP, &EAQ) 
The right-biased interleave operator is defined by P # Q G Q # P. 
We have a number of laws for interleaving: 
PC(tt(Q#R)=(P+Q)+R) (associativity) 
P +# STOP=STOP # P=P (STOP is an identity) 
And similar laws hold for the right-biased interlevaing. Note that we do not have the 
following “laws”: 
P+ltt(Q+R)=(P*HtQ)+R P+(Q+Ht~)=(f'+Q)+ltt~ 
Let P&a+STOP, Q&b-STOP, R&c+STOP. Then P+(Qtl)R) and 
(P 111, Q) tfft R prefer a to c whereas (P # Q) # R and P j#- (Q *ftt R) prefer c to a. 
5.8. Hiding 
In order to define the operation of hiding on processes we must first define hiding 
on offer relations. A bag of events w being offered by P\X corresponds to P offering 
a bag of events w’ such that w’\X = w. In general, P may be able to perform several 
bags w’ such that w’\X=w. We make the assumption that it performs the one that is 
maxima1 with respect o its offer relation - this can be thought of as a sort of maximal 
progress assumption. 
We therefore want to define an operator fi “, : OFF H OFF (where g is a function of 
type bag C -+bagC, such as the hiding operator on bags) such that fi: w is the 
E -strongest offer w’ such that gw’ = w. 
ft+=u,i w’eitems E 1 gw’= w} if 3w’Eitems c .gw’= w 
Hence our maximal progress assumption states that w being offered by P\X corres- 
ponds to A; * w being offered by P. The operator fi~‘~ can be thought of as a sort of 
“inverse hiding” operator in the sense that -\X 0 A;\” = id; the offer fi; ,‘w is the _ 
E -maximal member of (_\X)- ’ (w). 
P\X will prefer w to u if P prefers fi~‘~ w to fl;” v. Hence we have the following 
definition: 
u(E\X)w 0 3o’,w’Eitems E ~u’\X=u~w’\X=wh~~‘~u E ficixw 
Note that items ( E \X)= { u\X 1 oeitems E } 
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An offer relation & of P\X must have resulted from an offer relation E’ of P, such 
that E’\X = E. Then for P\X to perform trace s, P must perform trace fi;:‘s where 
the fi I operator is defined on traces by 0°C I s G { t H fi”, - (s r t) 1 tels}. This only exists _ 
if for all t there is some ueitems c’ such that v\X = s t t, which is equivalent o saying 
Vt- s t teitems E. This gives the following definition: 
LZ!~~[P\X] G {(r, c,s)lVt.sftEitems E 
A3 c’. c’\X= E A (r, ~‘&.XS)EAp}. - 
The following laws relate to the hiding operator: 
P\.(}=P (is an identity) 
(P\X)\Y=P\(Xu Y) (successive hiding) 
(aLP)\X= 
WAZTt; (P\X) if aEX 
aA(P\X) if a$X 
(distribution through prefixing) 
Also hiding distributes through parallel composition if the hidden events are a subset 
of the symmetric difference of the alphabets: if X GA\BuB\A then 
5.9. Renaming 
The definition of renaming is in many ways very similar to the definition of hiding. 
To define renaming on processes, we must first define renaming on offer relations. The 
process gP performing v corresponds to P performing fi”, v (assuming of course that 
there is some v’Eitems c such that gu’=u). Hence the offer relation renaming oper- 
ator 0 has the following definition: 
Note that items(g Q c )= { gv 1 oeitems E >. We shall sometimes choose to write 
g 0 E as g E. A behaviour (r, c, s) of gP must correspond to a behaviour 
(~,~‘,~~,,~)ofP,suchthatgO~‘=~.ThisiswelldefinedonlyifVt.sft~items~. 
This gives the following definitions: 
dDT[[gPj G ((5, L,s)lVt.sftEitems E ~3~‘s 
go C’= E A(T, c’,fi”,,S)Ez&) 
For bijective g we have 
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where in this case g 0 r: = 5’ where go ~‘gw o u r w. The following laws hold for 
the renaming operator: 
f( gP) = (f 0 g)P (successive renaming) 
g( a -+P) = ga -tgP (distribution through prefixing) 
The following distribution laws hold if g is a bijection: 
~~~x~yQ~=~~ffx~ey~Q 
S(CtX~FX)=~Y.g(F(g-'Y)) 
g(P\X)=s~\sX 
g(P~Ql=d'~gQ 
g(p~Q)=g~~gQ 
5.10. Sequential composition 
P; Q first executes P; if P terminates then Q is executed after a delay of 6. 
A behaviour (.t, c, s) of P ; Q can come about in three ways: 
l a behaviour of P that does not terminate before time t; 
l a behaviour of P that terminates between times 7-S and r; or 
l a behaviour of P that terminates uccessfully before time T - 6 followed by a behav- 
iour of Q after a delay of 6. 
Note that we have to hide the event J from any behaviour of P in order to make sure 
that it happens (silently) as soon as possible. We have the following definition: 
LzZ~,[P;Q] G ((~,cp,sp)IVt’spft~items ~~ 
A3 c;* cZ\J= CP A (%5~,A,,Jsp)EApAJ4C(~;pJSp)) 
uf(5 crP-(tY~lo <,llt>&)i 
tdr<tf6AVt’.s,ft’Eitems r, 
r\3Lbq &\J= GpA(t, cZ,Ilc;Jsp)EAp/\begin((~,bJsp) /J)=t) 
Uf(? !Gh(t,t+&C3 (4 fj>- c,+t+hs,-s,+t+6)I 
t67-6r\Vt’*s,ft’~items ~~ 
~iicb* &\J=E..A(~, cIp,~EIJsp)EApAbegin((n,,Js,) rJ)=t 
A (z-(t+& !&,s&&~. 
We have the following laws for sequential composition: 
(P;Q);R=P;(Q;R) (asso~iativity) 
(a -+P) ; Q = a -+( P ; Q) (associativity with prefixing) 
STOP;P=STOP (STOP is a left zero) 
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5.11. Delay 
Consider a behaviour (2, ~,s) of WAITt; P: 
l if t > T then the process can perform and offer nothing; 
l if t d z then the process can act like P, temporally shifted by t. 
This gives the following definition: 
4&I’AITt;PII s {(~,[o,~lo<OD>,OD,It>r} 
~((7, L +t,s+t)It<zA(r-tt, LZ,S)EA,) 
The following laws hold: 
SKIP; P= WAITG; P (effect of SKIP) 
WA1 T t; WAIT t’; P = WA1 T t + t’; P (successive delays) 
5.12. Recursion 
In order to define recursion, we first define a metric on the space DTMs. We do this 
by considering the first time at which two processes may be distinguished. We define 
an operator - on behaviour sets which gives the behaviours of a process up to 
a certain time: 
Aa t G ((z, c,s)EAlr<t} 
We define the metric on DTMs by 
d(Ap, A,) 2 inf{2-‘1 Apa t=AQa t} 
We want recursive calls to be delayed by time 6 so as to make all recursions well 
defined. We define a function Md on the semantic space which delays all behaviours by 
time 6. 
MsA G ((~,Co,~l~((OO),~O)l~<fi} 
u((~+~,[O,~)O(~O)-E+~,~+~)I(~,~,S)EA} 
We can now define recursion by 
J&+X *F(X)] ; h t e unique fixed point of the contraction mapping C 0 Mb 
where C is the mapping on DTMB represented by F 
Part II: The probabilistic model 
6. Syntax for the probabilistic model 
We now start to discuss the probabilistic model. We add a probabilistic choice 
operator to the syntax of the language discussed in the previous sections: the process 
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P,n,Q will act like P with probability p and like Q with probability q. Since our 
previous language was completely deterministic, we know that the only place where 
nondetermin~sm arises in our new language is through the use of the probabilistic 
choice operator; this will allow us to give probabilities to all nondeterministic choices. 
The complete syntax for probabilistic biased timed CSP (PBTCSP) is as follows: 
P ::= STOP]SKIP] WAZTt~a-t,P~P[DPIPEo PlP*PlP+Pl 
where E ranges over the set TIME of times; a ranges over some alphabet C of events; 
p and q range over the interval (0, I), with the property that p+q= 1; A and B range 
over IFI;; ,f ranges over C +C; and F ranges over functions from process names to 
processes. 
7. Semantics 
As before, we define a behaviour or an observation of a process to be a triple (z, E, s), 
where 
l r is the time up until which the process is observed. 
l z is a partial order on the space OFF (= TOME x bag C) of offers. We say a process 
offers x stronger than + at time E, and write (t, 9) r: (t, x) if the process gives 
a higher priority to the bag of events x than the bag of events $ at time t. 
l s is a timed trace, of type TIMEw bag C; s(r) is the bag of events performed at 
time 1. 
Recall the definition of the space TSB of sets of prioritized behaviours: 
TSB G iFp( BEN) 
We also want to be able to discuss the space PTFs (probabilistic, timed functions 
using biases) of probability functions: 
PTFB G BEH -+[O, 1 ] 
We will represent a process by a pair (A,f) of type TSB x PTFs. As before, A gives the 
set of behaviours that a process can perform; fis a probability function: f( r, c, s) is 
the probability of (r, 5,s) occurring, given a suitable environment, i.e. any environ- 
ment G? such that (z, G, s) is compatible with Q (in the sense of Section 4.4). Note that 
if (7, 5, s) is compatible with two different environments LZ and G?’ then the probability 
of ( T, I=, s) occurring is the same in environment 52 as in !2’. This is because to say that 
(5, c, s) is compatible with !2 and sz’ means that both environments offer everything 
performed in trace s but neither offers anything offered stronger under the offer 
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relation 5: the rest of the environmental offers do not have any affect on the 
behaviour of the process so the probability of (T, E, s) is the same in each environ- 
ment. 
We define the space PTM, (the probabilistic timed model using biases) to be those 
pairs (A,$) in TS, x P7’FB satisfying the following axioms: 
1. 
2. 
3. 
4. 
5. 
6. 
vr20-3n(T)*(r, c:,S)EA * #sdfl(s) 
V’zkO*3n(-r)*(t, fz,S)EA * 3k<n(z); 10, .,., I,_IETZNT. 
I 0, . . . , Ik_ 1 partition [0, z] 
r\Vi: O...k-1; r,t’Eli; X,$EbagC.(t,X) G (r,rl/) o (t’,~) c (t’,$) 
(T, L,s)EA A (t,X)&tems c =2- (t, c,a t,su t”(T,X))EA 
fix, G,S)>O =+ (5, r,skA 
C@(O, ~,i>)i EEOFFREL~)=I 
Vs: TT; L: OFFREL; l21 EOFF; f, 6: TlMEIdoms=[O,r] ~1Q=[r,r’]* 
f(z, L,S)=C(lf(?‘, c’,sa T-LlG,!2)I c’9ls= E 1 
The first three of these axioms are the same as the first three axioms in the determinis- 
tic model. We discuss the other three axioms in turn: 
If the probability of a process having a certain behaviour is nonzero, then that 
behaviour is possible. 
If the environment offers no events at time 0, then the empty trace occurs with 
probability one. 
The probability of a process displaying some behaviour up to time T is the same as 
the sum of the probabilities of the extensions of this behaviour that could have 
resulted from the environment offering Q between times 5 and 2’. 
It is worth noting that, in any environment, there is a countable number of behaviours 
that a process can perform - this is a result of the syntax we have chosen, which only 
allows binary probabilistic choice. This fact means that summing over probabilities 
(rather than integrating) is a valid technique. 
7.1. The role qf’ the environment 
It is worth stressing the relationship between the probability function fand the 
environment f2. f(r, CZ, s) is the probability of the process performing (z, 5, s) for 
behaviours (7, c, s) that are compatible with $2. We can use this to define a probability 
function fn (for each environment 52) that gives the probabilities of each behaviour in 
environment 52. 
MT7 c,s) 2 
f(z, c,s) if (z, 5,s) compatQ 
0 otherwise 
As an example, consider the process that models a biased coin being tossed 
once: 
COIN 2 head -STOP 1,3n2,3 tail -+STOP 
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Here is a list of some of the possible behaviours of COIN when it is observed up until 
time 2: 
In behaviour hi the probabilistic choice is made in favour of the head, so a head is 
offered, but nothing is performed. Behaviour b, is similar, except the choice is made in 
favour of the ruil. In behaviour b3 the choice is made in favour of the head, which is 
performed at time 1. In behaviour b4 the choice is made in favour of the tail, which is 
performed at time 1. The probability function j’associated with this process associates 
the following probabilities with these behaviours: 
f’(h,)= l/3 .f(b,)=W f(b3)= I/3 .f(b4)=2/3 
The two behaviours where the probabilistic choice is made in favour of the head are 
given probability l/3 while the behaviours where the choice is made in favour of the 
tail are given probability 2/3. Consider now an environment Q with duration [0,2] 
where neither a head nor a tail is offered. The behaviours hi and b2 are compatible 
with this environment, but behaviours ha and b4 are not, since in both of these an 
event is performed that was not offered by the environment - in fact br and h2 are the 
only behaviours that COIN can perform in this environment. The probability function 
associated with this environment has 
Mb,)= ?3 .Mb,)=2/3 .Mbs)=O MU=0 
and all other behaviours are given probability zero. Note that the sum of the 
probabilities of the two possible behaviours is one. 
Consider now an environment 52 that first offers a head at time 1, and does not offer 
a tail. Now behaviours b2 and b3 are the possible behaviours. Behaviour bl is 
incompatible with Q because at time 1 it offers a head stronger than the empty bag, but 
performs the empty bag despite the fact that the environment is willing to perform 
a head-it disobeys the rule that says that at each instant the process must perform the 
member of the environmental offer that it offers strongest (i.e. is maximal in the 
process’s offer relation). The probability function associated with this environmental 
offer therefore has 
.Mh)=O .fn(bZ)=2/3 Mb,)= I/3 Mb.,)=0 
Finally, consider an environment that offers a head and a tail at time 1, but offers 
neither earlier. In this case behaviours h3 and h4 are possible: the other two are 
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incompatible with the environmental offer. Hence the probability function associated 
with this environmental offer has 
fn(bi)=O fn(bz)=O f,(h,)= l/3 fn(h.+)=2/3 
Note that the choice of whether the process offers a head or a tuil is made at time 0, 
before either is actually offered by the environment. 
The following law holds in this model: if the environment offers Q, then the sum of 
the probabilities of all possible behaviours is one. 
Theorem 7.1. VQ: EOFF-C{If(endQ, c,u, sZ)j LEOFFREL[J = 1. 
7.2. Semantic functions 
We shall define functions dPBT: PBTCSP -+TSIl and .YPBT: PBTCSP +PTF, such 
that dpST [P] gives the set of possible behaviour of process P, and YPBTIIPj gives 
the behaviour probability function. We define the semantic function 
F peT:PBTCSP +PTMs by Fp,,[lP] 1 (zJ’~,,[P],.~~~~[P]). In the following 
section we give definitions for LX?‘~,, and YPBT for each of the constructs of the 
language. The definitions were proved sound in [7]. In Section 8.6 we discuss which 
algebraic laws hold in this model. 
8. Definitions of the operators 
In this section we derive the semantic definitions for each of our basic processes and 
for each of our operators. For most of the processes (all except probabilistic choice 
and recursion) the definition of the set A of possible behaviours is the same as in the 
deterministic model; for these processes we derive the definitions for the probability 
functions from the definition of A. For probabilistic choice, the definitions are easy; for 
recursion, the definition is very similar to that in the deterministic model. The 
definitions are summarized in Appendix A. 
8.1. Basic processes 
The processes STOP, SKIP and WAITt are completely deterministic and have 
definitions for A of the form 
for some predicate S. Behaviours of this form occur with probability one; all other 
behaviours have probability zero. This gives the following definition: 
9)PBT[q P filloutj(r, L,s)H i IS(~, E,.g; 
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where the function fillout: (BEH++ [0, 11) -+( BEH -[O, 11) extends partial behaviour 
probability functions to total probability functions: 
Vf,(T, &,s)*fillout,f(T, &,S) 2 
f’(~, 5,s) if (P, E,s)Edomf 
o 
if (r, K,sh$dom.f 
All behaviours not defined in fare assumed not to occur, and so are given zero 
probability. 
8.2. Unarm operators 
Let F be one of the unary operators prefixing, hiding, renaming, or delay. For each 
of these operators the definition from Section 5 can be put in the form 
~~~~~~(~~~ d i( z, !z,s)]W, Et,s’*(r’, &s’)E&&r[PJ A S(z,z’, rz, E’,S,S’)j 
for some predicate S. F(P) ~rforming a behaviour (r, CI,S) corresponds to P per- 
forming a behaviour (z‘, r= ‘, s’) such that S(7, z', g, c ', s, s'). Hence the probability 
of F(P) ~rforming the behaviour (T, tz,s) is the probability of P performing some 
such behaviour (r’, c’,s’); we want to sum over all such behaviours. This gives the 
following definition: 
~?P,,r[W)I] G ~Q@kzT[P] (7'9 r',s')l S(7,7', E, rr'm')~ 
Note that this can normally be greatly simplified using the one-point rule. 
8.3. Binary operators 
Let $ be one of the binary operators external choice, parallel composition, 
interleaving, or sequential composition. For each of these operators, the definition 
from Section 5 can be put in the form 
&JE?T!r~OQD 2 tc r, C,s)137~-,7Q,C~~ CQ~SP,SQ' 
(?P. &,SP)-%'BT[rP]A (7Q* &Q&&-tP,Tf@j 
AS(~,~P,~Q+&, ~P,LQ,S,~P,SQ)~ 
for some predicate S. The probability of P 0 Q performing such a behaviour (7, 5, s) 
is the probability of P and Q ~rforming some corresponding behaviours (zp, 5 p, sp) 
and (to, KQ, SQ) such that S(r, rp, xQ, 5, Ep, SQ, s, sp,SQ ); hence we want to sum 
over all such behaviours. This gives the following definition: 
pPBT[P@Qj(7, &,s) 
~~WPBTUPJH 7p, LP~SP)-~PBT[~Q](~Q~ CQYSQ)I 
S(7,7~,7~, E,~P,CQ,S,SP,SQ)~ 
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8.4. Recursim 
In order to define recursion, we define a metric on the space PTMB. We do this by 
considering the first time at which two processes may be distinguished. We define 
operators a on behaviour sets and behaviour probability functions that give the 
behaviour of a process up to a certain time: 
Au t G {(z, f=,s)EA[?<t) fd t G ((G L,S)+$(Z, c:,s)l=t) 
We define the metric on PTMB by 
d((Ap,,~~),(Ao,fc))ainf{2-‘IApat=A,at~~f,at=~~Q t) 
As in the prioritized model, we define a mapping Ms that delays its argument by 6: 
Ma(M) g (A’,$‘) 
where 
A’=I(r,CO,rl~9(OD),~D)lr<6} 
u ;(r+s,Co,6)O<@Y r=-i”&s+6)l(? S&4 
f’=fillout(f(r,10,23~,(OO>,nB)i-,1 Is<61 
u {(z, Lr,S)Hf(T-d, r -&s--djl 
r22.6Asad=<>r\ c:46=[0,6)0(~~>}) 
We can now define recursion by 
FPeF [/LY - F(X)] 2 th e unique fixed point of the contraction mapping Co Ma 
where C is the mapping on PTM~ represented by F 
8.5. Probabilistic choice 
The process P Pm 4 Q acts like P with probability p, and like Q with probability q. It 
will have behaviour (z, c, s) if P is chosen and P has behaviour (-r’, K, s), or Q is chosen 
and Q has behaviour (z, 5, s). We therefore have the following definitions, assuming 
p#O, q#O, and p+q= 1: 
8.6. Algebraic laws 
In this section we discuss which algebraic laws hold in our laguage. Some of these 
laws were proved in [[6,7J. 
All the laws that were described above for the deterministic model carry forward to 
this model with the exception of the idempotence of the external choice operators. 
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Consider the process P G a p n 4 b; then P q P can offer both a and b at the same time, 
but P cannot. 
In addition, the probabilistic choice operator is commutative, idempotent and 
associative: 
P,n,Q=Q,n,P P,n,P=P 
Ppns+r(Q4,4+rnr,e+~R)=(Pplp+en41P+4Q)P+4nrR 
It also distributes through all the other operators except recursion. 
9. Example: a communications protocol 
We consider a very simple communications protocol, transmitting over an unreli- 
able medium. For simplicity, we abstract away from the actual contents of the 
communication, and consider a protocol that handles only a single message. We are 
interested in the probability of the message being correctly transmitted within a cer- 
tain time. 
The protocol is as in Fig. 3. Messages are received on the channel in. They are then 
passed along the wire W, which loses a proportion of its inputs. If Q receives the 
message, it acknowledges it on the channel ack and outputs on our. If P does not 
receive an acknowledgement within a certain amount of time, then it passes the 
message along W again. 
The processes P, Q and W are defined by 
P~in+pX~lm+(ack+STOPU WAITl-2S;X) 
l-36 
Q G rm -+ack- out -STOP 
W 2 pX.lm +((rm +X),n,X) 
The protocol is then given by 
PROTOCOL e ((PAtttB W)A”“+CQ)\Y 
where A, B and C are the alphabets of P, Wand Q, and Y is the set of internal actions: 
A G {in,lm,ack} B & {lm,rm) C G { rm, out, ack > Y G {lm,rm,ack) 
Fig. 3. The communications protocol. 
346 C. Low j Theoretical Computer Science 13X (IYYS) 31%3.72 
For simplicity we rewrite P and W by 
P=in +P, 
P, =b +(a& -+STOP •l WAIT1 -6;P,) 
W=fm +(rm 2 W,n, WAIT&; W) 
Then using laws for communication and hiding we have 
PROTOCOL= in -+PROTOCOL’ where 
Again using the algebraic laws presented in the previous sections, we can show 
PROTOCOL’= WAITI-S; out,n, WAITl; PROTOCOL’ 
Let q,, be the probability that PROTOCOL’ is not willing to perform out within n - 6 
seconds (no N ). Evidently q. = 1 and qn + 1 = q * qn. Hence q,, = q” and so the protocol is 
willing to perform out within n seconds of receiving an input with probability 1-q”. 
Letting n tend to infinity we see that the protocol is eventually willing to perform out 
with probability one. 
Part III: Summary 
In this paper we have produced two languages with associated semantic models 
that are refinements of the timed failures model of timed CSP. 
Through the use of biased operators we have defined a totally deterministic 
language. We have described a semantic model for the language which models the 
different priorities for actions, and have given semantic definitions for all the con- 
structs of the language. We have illustrated our language and model with a couple of 
examples, implementing systems that would be very difficult without biased oper- 
ators. We believe that this language gives us a more powerful framework for describ- 
ing distributed systems. 
We have then extended the language to include a probabilistic choice operator. 
This has allowed us to present a semantics which models the probabilities of different 
behaviours occurring. We have illustrated our model with an example. Our model will 
help in reasoning about stochastic behaviour of distributed systems. It will allow 
the specification and verification of fault tolerant processes, and the modelling of 
fairness. 
In this paper we have only given a brief overview of the prioritized and probabilistic 
languages and their semantic models. In this last section we will give a brief summary 
of more recent work on this topic. 
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In [8] we added a number of new operators to the syntax, such as interrupt and 
infinite probabilistic choice operators. We also added variable bindings to our 
semantic model; this allowed recursion to be handled in a much neater way. 
In [9] we present a proof system for a language using prioritized operators. We 
write P sar S( 7, g, s), where S is a predicate with free variable representing a behav- 
iour, to mean that all behaviours of a process satisfy the predicate S: 
PsatS(r, E,.s) G V(r, E,s)EzZ~~~[IP] .S(T, c,s) 
We described a language for writing specifications, based upon the language 
presented in [3]; the form of specifications written in this language is as near to the 
English language as possible, so that we can be reasonably confident that they capture 
our requirements. For example, we write (a from t) ( T, E, s) to specify that the process 
is willing to do an a at any time from t until an a is performed: 
We then presented a number of inference rules for our language. For composite 
processes, a proof obligation is reduced to proof obligations on the subcomponents; 
for example. the proof rule for left-biased parallel composition is 
PsatS,(z, r,s) 
QsatSuir, c,s) 
SP(T, c,>.s)A SU(? EQ, s, - s(7,c:f’dt LQ-s) 
P+QsatS(r, CI,S) 
If P satisfies Sp and Q satisfies So, and if a behaviour of P+Q satisfies S ~~e~eu~~ the 
corresponding behaviours of P and Q satisfy SP and So, then we can deduce that 
P+Q satisfies S. 
In [lo] we investigated the relationship between the prioritized models and the 
timed failures model. We examined which timed failures could have resulted from 
a particular prioritized behaviour, and used this to produce an abstraction mapping 
between the two models. This not only helps us to understand the biased model, but 
also allows us to prove results about prioritized processes by proving corresponding 
results about their unprioritized abstractions. 
In [t l] we presented a proof system for the probabilistic language. We write 
PsaPPS( T’, g, s) to mean that in every environment, the probability of P performing 
a behaviour that satisfies S is at least p. The proof rule for left-biased parallel 
composition is 
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Unfortunately, proving results about probabilistic processes is not as easy as in the 
unprobabilistic case. It turns out that we have to consider conditional specifications: 
we write PsataPS( T, E, s) 1 S’(T, 5, s) if in all environments the probability that 
P performs a behaviour that satisfies S given thar it satisfies S’ is at least p. This and 
other factors make proofs involving probabilities rather complicated. 
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Appendix A. Definitions of the operators 
A.I. Subsidiar~~,fimction.s 
fillOUtf(T, E,S) 2 
f’(T, &,s) if (T, E,s)Edomf 
o 
if (T, c,s)$domj 
4EP. LOW s 4,i w>Eitems c,lwl,cwAw-wbeitems ho) 
if3wpEitems~,,wQ~items~Q.w=wP~wQ 
fi”, w ;u, {w’Eitems E Igw’=w} if 3w’Eitems E +gw’=w 
A.2. Operations on qflkr relations 
4CPU LQ)W * ULPW 
v weitems cp A Cw # Q C A vEitems ~o\items cp 
v o,w$items cp/\a EQw 
u( &p’+‘&Q)w 0 (0 lx CpW lx v u lx=W lx/\0 1 Y&Qw 1 Y) 
AU tx,W ~Xdms Ep h U 1 Y, W r Y&ems&Q 
A Up CpWp V Vp=Wp A VQ EQWQ 
where up= L$ &P, cu u; uQ=o-up; 
WP'4 gP.gQw; wQ=w---wp 
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u(L\X)w 0 Iv’, w’~items~~u’\X=u~w’\X=w~~~ ‘u~fi; ‘w 
v(gO E)w - IdAterns E -gv’=u A 3w’Eitems c .gw’=w A 0; v E fit w 
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~PBT[IP fn Q] 
2 ((79 Ep u E&<>)I(7, Lp, <>)EApA(T, c,, -o-)EAQ) 
u C(7, CP q EQ,S)l 
s#<> A hegins=tr\(t,E,,<>)EA, 
A (7, LQ,S)EAQ A Sft9 p(t,jb)) 
u{(7~ CP q EQ,S)I 
s#<> A begins=t A (7, c~,s)EA~ A (t, ~~~ <>)eAQ 
A (Stth(t#) A S t &mS &Q)} 
s CQfPk &PT <>).fQ(79 cQ,s)l c = Ep q EQ A stt$ p(t,j b)fj 
+zj,fP(7, cP,S).fQ(t, EQ,<>)I 
E=EPm CQ “(stt7 p(t#) v s t t#items EQ)b 
ifs#<t A begins s=t 
S9p~dP~cft”QIJ 
e {(7, EpXc(tY &Q,S)I(7, Ep,s rX)dp A (7, &Q,S 1 Y)EAQ A cssxu Y} 
~PBT[P~+I~~Q] 
Gfifi110ut{(7, ~,s)H~jfp(7, Ep,s tx).fQ(7, EQ,S 1 y)l 
E = Ep’+,+’ &Qb I,b~xu Y} 
JJPBTIIP 4lt Ql 
G {(7,cP4t EQ,S)1(7,~P,~~~,~~S)EAPh(7rCQ,S-~~p,~yS)EAQ} 
~PBT[W Q] (7, ~9s) 
~{(t,E,s)IVt.sft~items5 A llc’-c’\X=c A(7,E’,fi;TXs)E,dp} 
~PBTlIP\X] (7, E,S) g CQjb(7, d,fl,,xs)l E’\X= E 1 
~PBTWI1 
g ((7, L,S)IVt-SftEitemS 5 A 3 E’-ga E’= E A (7, c’,fi”,,S)EAp} 
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sfillout({(z,CO,~lO(~D),~I))~llt>r3 
U{(T, c,S)Hfp(T--f, E--t,S-f)lt<TASQf 
=<>A c~t=[O,t)O(~~>)) 
FPBT[pX. F(X)] G the unique fixed point of the contraction mapping Co Md 
where C is the maping on PTMs represented by F 
A.4. Derived operators 
SKIP G WAIT 0 
aLPea WAITt;P 
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