Abstract. In this note, we establish a novel maximal inequality of the 2D Young integral
Preliminaries and Main Result
One remarkable result in the seminal L.C Young's article [15] is the development of a (1-parameter) 1D Riemman-Stieltjes-type integral f dg where f, g : [a, b] → R are two functions with suitable finite variations (see e.g [7] ) The 1D Young's integration theory has great importance in many areas in Analysis and Probability. In particular, it was the starting point for T. Lyons (see e.g [12] ) to introduce his original ideas on the so-called Rough Path theory where higher-order increments of the functions play a key role in determining integrals beyond the constraint 1 p + 1 q > 1. The 2D Young integral was introduced by L.C Young [16] and recently it has been an important tool in the Gaussian rough path theory [3, 4, 5] , extensions of Itô formula [6] and functional stochastic calculus [10] . See also [14] for a particular multidimensional extension of the 2D Young integral. In the sequel, let us recall some basic definitions from the original article [16] .
Throughout this article, we are going to fix −∞ < a < b < +∞ and −∞ < c < d < +∞. Let Π(ξ) = {x i ; 0 ≤ i ≤ N } be a partition of [a, b] equipped with a set of points ξ = {ξ i ; i = 1, . . . , N }, where x i−1 ≤ ξ i ≤ x i and x 0 = a, x N = b. We call Π(ξ) a tagged partition of [a, b] . Similarly, let Π ′ (η) = {y j ; 0 ≤ j ≤ N ′ } be a partition of [c, d] equipped with a set of points η = {η j ; j = 1, . . . , N ′ } such that y j−1 ≤ η j ≤ y j and y 0 = c and y N ′ = d. We call Π ′ (η) a tagged partition of [c, d] . It is immediate from the definition that f Π(ξ) [a,b] ,p ≤ f [a,b] ,p for every tagged partition Π(ξ). Throughout this article, we make use of the following terminology. Π(ξ) and Π ′ (η) will denote tagged partitions, whereas the notations Π j and Π 
x < x i and y j−1 < y < y j for i = 1, . . . , N and j = 1, . . . , N ′ .
In the sequel, ∆ i H(x i , y j ) := H(x i , y j ) − H(x i−1 , y j ) denotes the first difference operator acting on the variable x of a given function H :
denotes the first difference operator acting on the variable y of H.
Let F Π(ξ),Π ′ (η) be a step function for a given F and let G be a function such that (x, y) → G(x, y) − G(α, y)−G(x, β)+G(α, β) admits only points of discontinuity of first kind for any
We are now in position to recall the classical definition of the 2D Young integral, see also Section 4 in [16] 
] → R be two functions (which we would like to emphasize that these functions do not need to be continuous). We say that the Young integral
exists (in the generalized Moore-Pollard sense) and it is equal to a real number I if for every ǫ > 0, there exist finite subsets E and E ′ of [a, b] and [c, d], respectively, such that for every tagged partitions Π(ξ) and Π ′ (η), with the partition Π(ξ) containing the points in E, and Π ′ (η) containing the points in E ′ , the Riemann-Stieltjes integral of the step function F Π(ξ),Π ′ (η) with respect to G satisfies
The following notion is originally due to Young [16] and it will play a key role in this work:
and
There is a very related notion of variation which takes into account joint variation in both variables rather than bivariations (see e.g [7, 8, 13, 14] ): 
The following remarks show that the the joint variation notion is actually stronger than bivariations.
Proof. We will only prove the first inequality, since the other one is entirely analogous. In the case where the supremum is attained at y 1 = c and y 2 = d, the inequality is obvious. Let us assume c ≤ y 1 < y 2 ≤ d, and consider the partition Π ′ = {s j }, with s 0 = c; s 1 = y 1 ; s 2 = y 2 ; s 3 = d. Then, we have
. Now, one can take the supremum on the left-hand side of the inequality. This concludes the proof. The importance of (p, q)-bivariation lies in the following result, which is a particular case of a theorem due to L. C. Young. Theorem 1.1 (Young [16] , Th. 6.3). Let p, q > 0, and let ρ, σ, µ and λ be monotone increasing functions such that, ρ and σ are subject to ρ(u)σ(u) = u. Assume that
] → R be a function which vanishes on the lines x = a and y = c and which has
for every tagged partitions Π(ξ) and Π ′ (η) which contain points of E and E ′ , respectively.
Remark 1.2. Typical candidates for the monotone increasing functions above are
2) and (1.3) hold. In the modern language of rough path theory, assumption (1.3) precisely says that ifp =q then G admits a 2D-control ω([
The following result due to Towghi [13] yields the existence of the Young integral under joint variation assumptions for both integrand and integrator as follows. Next, for the convenience of the reader we present his result as stated in [8] .
] → R functions of p-variation resp. q-variation which do not have common jump points and
F dG exists (in the Riemann-Stieltjes sense) and for every α ∈ (1, θ),
n s . By comparing Theorems 1.2 and 1.1, we notice that the price we pay when dealing with (p, q)-bivariation is the stronger assumption (1.3) which provides the necessary smoothness on G in order to get the existence of 2D Young integral. In one hand, one should notice that the mere finiteness of
On the other hand, when G satisfies (1.3) then we shall relax the joint variation property in F by requiring only finite bivariation of a suitable order. Therefore, it is natural to ask a maximal inequality for the 2D Young integral under assumptions in Theorem 1.1. This issue is particularly important in the theory of local-times of Brownian motion. See Section 2.1 for further details.
1.1. Main Result. In this note, our goal is to establish a maximal inequality for the 2D Young integral in terms of (p, q)-bivariations rather than the joint variation notion of Def 1.4 and Theorem 1.2. We explore the (p, q)-bivariation notion pioneered by L.C Young instead of the joint variation in order to obtain the following maximal inequality for the 2D Young integral. 
where K, K 1 and K 2 are absolute constants.
The first term on the right-hand side of the above inequality can be seen as a mixture of the (p, q)-bivariations, whereas the other terms are purely marginal terms. One observes that the joint p-variation is replaced by an equilibrium of the marginal (p, q)-bivariations, with the equilibrium being given by the functions ρ and σ. This relaxation is compensated by controlling the paths of G by means of assumption (1.3).
In most applications of Theorem 1.3, the statement can be simplified. In fact, as indicated in Remark 1.2, the typical candidates for the functions ρ(u) and σ(u) are given by ρ(u) = u α , σ(u) = u 1−α . Furthermore, the functions λ(u) and µ(u) are usually given by λ(u) = u 1/p , and µ(u) = u 1/q , withp,q > 1. In this case, we have the following corollary.
] → R be two functions, where F vanishes on the lines x = a and y = c and has bounded (p, q)-bivariation, and G satisfies
F (x, y)d x,y G(x, y) exists and the following estimate holds
n s . The importance of Theorem 1.3 and Corollary 1.1 lies in cases when F lacks or it is hard to check joint variation but G satisfies condition (1.3). This type of regularity naturally arises in the context of functional Itô formulas (see e.g [10] ). See Section 2.1 for some examples related to space-time local-time integral in the Brownian motion setting. 
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If there is no such element we take t
, which obviously satisfies (2.1). It is clear that, since #Π M = 2 M + 1, the mesh Π M < 2 −(M−2) , and Π(ξ) is finite, there exists some M < ∞ such that Π M refines {x 0 , . . . , x N }. Then, we clearly have
i } be the points of the partition Π n , then, for functions f, g : [a, b] → R, let
Thus,
Proof. Note that
we have,
We will now prove a two-parameter version of this lemma. We begin with some definitions. Let 
where M and M ′ are such that Π M and Π M ′ refine Π(ξ) and Π ′ (η), respectively. For a two-indexed sequence S n,n ′ , we denote ∆ 1 S n,n ′ := S n,n ′ − S n−1,n ′ and ∆ 2 S n,n ′ := S n,n ′ − S n,n ′ −1 . Then, we have S n,n ′ − S n−1,n ′ − S n,n ′ −1 + S n−1,n ′ −1 = ∆ 1 ∆ 2 S n,n ′ . 
we have that
i , y) in Lemma 2.1, it is easy to see that for each i,
Thus, we have that
Applying Lemma 2.1 again, we can proceed in a similar manner to obtain the desired result:
We recall the following elementary remark for reader's convenience. 
where ρ and σ are non-decreasing functions such that ρ(u)σ(u) = u.
Proof.
From lemma 2.3, the result follows. 
where K is an absolute constant.
Proof. We begin by noting from Lemma 2.2 that
Therefore,
and from Lemma 2.4, we have
Note that,
Now, there is an elementary inequality (see, for instance, [6, p. 181-182] ) that says that if f is non-decreasing and non-negative, the following bound holds true
Applying this inequality twice, we obtain
This concludes the proof, and shows that K ≤ 16.
In a similar manner, but much more easily, one can prove the following lemma: 
where K 1 and K 2 are absolute constants.
Remark 2.1. One corollary of Proposition 2.1 is Theorem 4.1 in Young's original article [16] . Theorem 4.1 in [16] cannot be used directly to prove Theorem 1.3, because it only works for integrands defined in terms of very specific double differences.
Combining all the above results, we arrive at the following result. 
we have that, for M and , c) ). The result is thus a simple consequence of Proposition 2.1 and Lemma 2.5.
Proof of the main theorem. From Proposition 2.2, the bound (2.2) holds uniformly for step functions of F . The 2D Young integral of F w.r.t G is defined as a Moore-Pollard-type limit of integrals of step functions and hence, we shall conclude the proof.
2.
1. An Application to the Brownian Motion Local-Time. In this section, we illustrate the importance of Theorem 1.3 and Corollary 1.1 with an application to local-times. In the sequel, B = {B(s); s ≥ 0} is a standard Brownian motion defined on some probability space (Ω, F , P). The goal of this section is o provide strong approximations for the two-parameter random integral process Similar to identity (4.5) in [6] , we shall write
From Lemmas 2.1, 2.2 in [6] , we know that {ℓ x (s); 0 ≤ s ≤ T ; −2 m ≤ x ≤ 2 m } has (1, 2 + δ)-bivariations a.s for every δ > 0. Then under conditions of Theorem 1.1 and the classical 1D-Young integral (see [15] ), we have Since the 1D-Young integral in the right-hand side of (2.4) can be treated by means of standard Young estimates (see [15] ), we concentrate our example on the 2D-Young integral
In the sequel, in order to approximate (2.5), let us introduce T k 0 := 0 and
In the sequel, for a given x ∈ R, let j k (x) be the unique integer such that (
Here, N k (t) := max{n; T k n ≤ t} is the length of the embedded random walk until time t. By the very definition, u(j k (x)2 −k , k, t) := number of upcrossings of
To shorten notation, we denote 
, where q 1 , q 2 > 1. In addition, there exists α ∈ (0, 1) and δ > 0 such that min{α + 
) in terms of suitable functional derivatives of a given non-anticipative functional F t : C([0, t]; R) → R of Brownian paths are illustrated by [10] in the framework of functional Itô formulas. In particular, the authors show that suitable 2D-Young integral w.r.t local-times represents the unbounded variation components for functionals F t : C([0, t]; R) → R of the Brownian paths under controlled sample paths assumptions. We refer the reader to Section 8.1-8.2 in [10] for further details. Now let us recall a technical lemma describing some necessary bounds for the number of upcrossings. In the sequel, we always consider the stopped Brownian motion at S m := inf{t ≥ 1;
Lemma 2.6. For each m ≥ 1, the following properties hold:
(i) U k (t, x) → ℓ x (t) a.s uniformly in (x, t) ∈ I m × [0, T ] as k → ∞.
(ii) sup k≥1 E sup x∈Im U k (·, x) 
Here K 0 is a constant which comes from assumption (2.7) and K, K 1 , K 2 are positive constants which only depend on the constants of assumption (H2.1, H2.2) namely α, q 1 , q 2 , δ, T, m. From Lemma 2.6, we have sup k≥1 E U k 2+δ 2;2+δ < ∞, sup k≥1 E U 
