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Abstract 
One recalls earlier applications of extension of linear operators with two constraints to the abstract Markov 
moment problem and Mazur-Orlicz theorem. Next we generalize one of our previous results on the 
characterization for the existence of a linear extension 𝑇 preserving the sandwich condition 𝑇1 ≤ 𝑇 ≤ 𝑇2 on the 
positive cone of the domain (where 𝑇1, 𝑇2 are given linear operators). Precisely, a similar characterization is 
obtained, when the sandwich condition on the extension  𝑇 is  𝑄 ≤ 𝑇 ≤ 𝑃 on 𝐶, where 𝑃, −𝑄 are sublinear 
operators, and  𝐶  is an arbitrary convex cone (that might be the entire domain space). In the end, solutions of 
moment and Mazur-Orlicz problems are discussed, pointing out evaluation of their norms. All these solutions 
are obtained from the theorems previously stated or proved in this work. Some of the solutions are Markov 
operators. 
Keywords: Markov moment problem; Mazur-Orlicz theorem; characterizing the existence of a solution; 
Markov operator  
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1. Introduction  
We recall the classical formulation of the moment problem, under the terms of T. Stieltjes, given in 1894-1895 
(see the basic book of N.I. Akhiezer [1] for details): find the repartition of the positive mass on the nonnegative 
semi-axis, if the moments of arbitrary orders k ( ,2,1,0=k ) are given. Precisely, in the Stieltjes moment 
problem, a sequence of real numbers 0)( kks  is given and one looks for a nondecreasing real function )(t  (
0t ), which verifies the moment conditions: 


==
0
),2,1,0( kksd
kt 
 
This is a one dimensional moment problem, on an unbounded interval. Namely, is an interpolation problem 
with the constraint on the positivity of the measure dσ.  The numbers 𝑠𝑘, 𝑘 ∈ ℕ are called the moments of the 
measure 𝑑𝜎. Existence, uniqueness and construction of the solution 𝜎 are studied. The present work concerns 
firstly the existence problem. The connection with the positive polynomials and extensions of linear positive 
functional and operators is quite clear. Namely, if one denotes by 𝜑𝑗 , 𝜑𝑗(𝑡) ≔ 𝑡
𝑗 , 𝑗 ∈ ℕ, 𝑡 ∈ [0, ∞), 𝒫 the vector 
space of polynomials with real coefficients and 𝑇0: 𝒫 → ℝ, 𝑇0(∑ 𝛼𝑗𝜑𝑗𝑗∈𝐽0 ) ≔ ∑ 𝛼𝑗𝑠𝑗𝑗∈𝐽0 , where 𝐽0 ⊂ ℕ is a finite 
subset, then the moment conditions 𝑇0(𝜑𝑗) = 𝑠𝑗 , 𝑗 ∈ ℕ  are obviously verified. It remains to check whether the 
linear form 𝑇0  has nonnegative values at nonnegative polynomials. If the latter condition is also accomplished, 
then one looks for the existence of a linear positive extension 𝑇 of  𝑇0 to a larger ordered function space 𝑋 
which contains both 𝒫 and the space of continuous compactly supported functions, then representing  𝑇 by 
means of a positive regular Borel measure 𝜇  on [0, ∞), via Riesz representation theorem.  Alternately one can 
apply directly Haviland theorem. If an interval (for example [𝑎, 𝑏], ℝ, or [0, ∞)) is replaced by a closed subset of 
ℝ𝑛, 𝑛 ≥ 2, we have a multidimensional moment problem. The case of multidimensional moment problem on 
compact semi-algebraic subsets in ℝ𝑛 was intensively studied (see [4], [13], [29], [30], [32] and many other 
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articles).  Clearly, the classical moment problem is related to the form of positive polynomials on the involved 
closed subset of ℝ𝑛. As it is well-known, there exists nonnegative polynomials on the entire space ℝ𝑛, 𝑛 ≥ 2, 
which are not sums of squares of polynomials (contrary to the case 𝑛 = 1). The analytic form of positive 
polynomials on special closed unbounded finite dimensional subsets is crucial in solving classical moment 
problems on such subsets (see [11] for the expression of nonnegative polynomials on a strip, in terms of sums 
of squares).  Such results are useful in characterizing the existence of a positive solution by means of 
signatures of quadratic forms. In case of Markov moment problem, approximation of nonnegative compactly 
supported continuous functions (with their support contained in a closed subset) by special nonnegative 
polynomials on that subset, having known their analytic form is very important. Details and other aspects of 
the moment problem can be found in [13], [21], [22], [23], [26], [28]. The basic result on polynomial 
approximation over closed unbounded subsets of ℝ𝑛 , 𝑛 ≥ 1 was first completely proved in [21], Lemma 7. It 
was republished and applied in [22] as well as in the review papers [23], [26], [28]. Besides known results, the 
latter three review works contain a few applications of such approximation type results to new theorems. In 
most of the cases, the uniqueness of the solution of the Markov moment problem on spaces 𝐿1,𝜇(𝐴) follows 
too, thanks to the density of polynomials in such spaces; here 𝐴 is a closed unbounded subset of ℝ𝑛 and 𝜇 is a 
positive regular 𝑀-determinate Borel measure on 𝐴. Recall that a measure is 𝑀 −determinate (moment 
determinate), if it is uniquely determinate by its classical moments (or, equivalently, by its values on 
polynomials). For determinacy, uniqueness and non-uniqueness of solutions of some moment problems see 
[5], [7], [10], [31]. For the construction of some solutions see [2], [12], [19]. Connection of the moment problem 
to operator theory is partially revealed in [5], [9], [29], [30], [32]. An interesting connection of some moment 
sequences to fixed point theory is pointed out in [3]. To conclude, for characterizing the existence of a solution 
for a classical moment problem, extension Hahn-Banach results and their generalizations accompanied by 
knowing the analytic form of positive polynomial on the set under discussion are the basic tools. Sometimes, 
especially in Markov moment problem, the uniqueness of the solution follows too, thanks to the density of 
polynomials in some function spaces (even over an unbounded closed subset). Otherwise, the uniqueness 
problem requires specific methods. Basic monographs on the moment problem are [1], [8] as well as the 
recent book [30]. In [2], the connection of the moment problem to Hahn-Banach type results is realized, when 
the sandwich condition is defined by a concave upper constraint and a convex lower constraint (conversely 
with respect to the classical Hahn-Banach type result). Sandwich results of this type occur naturally when 
working over simplexes. A sketch of an algorithm in approximating solutions of systems with infinite many 
equations and unknowns was pointed out in [19]. Inverse problems solved started form the moments are also 
sketched in more recent papers, such as [24], [26]. Finally, connections of Markov moment problem with 
optimization are studied in [27] (see also the references therein). The monograph [15] contains (among other 
information) many interesting inequalities involving classical convex functions and their generalizations. All the 
papers and monographs [1]-[33] are more or less related to the present work. The rest of this paper is 
organized as follows. Section 2 is devoted to recalling known results and methods on vector-valued Markov 
moment problem and Mazur-Orlicz theorem.  In section 3, the first result of Section 2 is applied to obtain a 
characterization for the existence of a linear extension preserving two nonlinear constraints, which have to be 
accomplished on an arbitrary convex cone (which might be the entire domain space). Section 4 deals with 
applications of the results in Sections 2 and 3. In some cases, the linear solutions are Markov operators. 
Generally, the norms of the solutions can be determined by means of the norms of the bounded sublinear 
upper constraints. Section 5 concludes the paper. 
To prove the above mentioned results, we use the following methods.  
Methods 
The basic methods used along this paper are: 
1) Extension of linear operators with two nonlinear constarints. 
2) Solving abstract and classical Markov moment problems and Mazur-Orlicz type theorems. 
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3) Pointing out Markov operators as linear solutions. 
2. Results and Discussion 
Almost all the results of this section will be applied in the sequel. Three of them have been published first in 
[18]. Their proofs are based on previous theorems on constrained extension of linear operators published in 
[16], [17]. The next result was published first in [16], where its proof was sketched as well. The detailed proof 
can be found in [17]. In the following statement, 𝐸 will be a real vector space, 𝐹 an order-complete vector 
lattice, EBA ,  convex subsets, 𝑄: 𝐴 → 𝐹 a concave operator, 𝑃: 𝐵 → 𝐹 a convex operator, 𝐻 ⊂ 𝐸 a vector 
subspace, 𝑇0: 𝐻 → 𝐹 a linear operator. All vector spaces and linear operators are considered over the real field. 
Theorem 2.1. ([16]). Assume that 
( ) BHxxPxTAHxxQxT   )()(,)( 00  
The following statements are equivalent: 
(a) there exists a linear extension FET →:  of the operator 𝑇0  such that 𝑇|𝐴 ≥ 𝑄, 𝑇|𝐵 ≤ 𝑃; 
(b) there exists FAP →:1  convex and FBQ →:1  concave operator such that for all 
HBAvbbaat  22211 ),0(]1,0[),',,',,',,(  , 
one has 
                      
( ) )1.2()]'()'()1[(')()()1(
]'')1[(')1(
01111
11
bPaQvTbtQaPt
bavtbat


−−+−−
−−+=−−
 
Thus in the last relation we have a convex operator on the left hand side, and a concave operator on the right 
hand side.  
Theorem 2.2. ([18]). Let E be a preordered vector space, 𝐹 an order complete vector lattice, 𝑃: 𝐸 → 𝐹 a convex 
operator, ,}{ Ex Jjj    {𝑦𝑗}𝑗∈𝐽 ⊂ 𝐹 given families. The following statements are equivalent 
(a) there exists a linear positive operator FET →:  such that 
ExxPxTJjyxT jj = )()(,)( ; 
(b) for any finite subset JJ 0  and any RJjj  0}{ , we have 
)(
00
xPyExx
Jj
jjjj
Jj
 


 
If in addition we assume that 𝑃 is isotone (𝑢 ≤ 𝑣 ⇒ 𝑃(𝑢) ≤ 𝑃(𝑣)), the assertions (a) and (b) are equivalent to (c), 
where 
(c) for any finite subset JJ 0  and any RJjj  0}{ , the following inequality holds 
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




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

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 
 00 Jj
jj
Jj
jj xPy   
Theorem 2.3. ([18]). Let 𝐸, 𝐹, ,}{ Jjjx 
 
{𝑦𝑗}𝑗∈𝐽be as in Theorem 2.2, ( )FELTT ,, 21   two linear operators. The 
following statements are equivalent 
(a) there is a linear operator ( )FELT ,  such that 
( ) ( ) ( ) ( ) ;,21 JjyxTExxTxTxT jj = +  
(b) for any finite subset JJ 0  and any   ,
0
R
Jjj


  the following implication holds true 
( ) ( ).,, 1122
00
2112  TTyEx
Jj
jj
Jj
jj −










−= 

+  
The next result is a variant of Mazur-Orlicz Theorem, where the interpolation conditions JjyxT jj =)(  
from Theorem 2.2 are replaced by the weaker requirements .)( JjyxT jj  Consequently, the 
corresponding weaker conditions appear in (b), (c) (see below), where it is sufficient that the coefficients  𝜆𝑗 , 𝑗 ∈
𝐽0  to be nonnegative.  
Theorem 2.4. ([18]). Let 𝐸 be a preordered vector space, 𝐹 an order complete vector space  ,}{ Jjjx 
 
{𝑦𝑗}𝑗∈𝐽be 
as in Theorem 2.2, 𝑃: 𝐸 → 𝐹 a sublinear operator. The following statements are equivalent 
(a) there exists a linear positive operator FET →:  such that 
ExxPxTJjyxT jj  )()(,)( ; 
(b) for any finite subset JJ 0  and any ),0[}{ 0 = + RJjj , the following implication holds true 
)(
00
xPyExx
Jj
jjjj
Jj
 


 
If in addition we assume that 𝑃 is isotone, the assertions (a) and (b) are equivalent to (c), where 
(c) for any finite subset JJ 0  and any +  RJjj 0}{ , the following inequality holds 










 
 00 Jj
jj
Jj
jj xPy   
All the three results recalled above can be proved using theorems stated and proved in [24], [25], the latter 
paper completing and giving detailed proofs for the results published in [24]. For the sake of completeness, 
we illustrate how the polynomial results recalled in the Introduction can be applied to known results, in order 
to furnish new characterizations for the existence of a/the solution. We start by recalling basic result from [18]. 
Theorem 2.5. ([11]). Suppose that 𝑝(𝑡1, 𝑡2) ∈ ℝ[𝑡1, 𝑡2] is non – negative on the strip 𝐴 = [0,1] × ℝ. Then  𝑝(𝑡1, 𝑡2) 
is expressible as 
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𝑝(𝑡1, 𝑡2) = 𝜎(𝑡1, 𝑡2) + 𝜏(𝑡1, 𝑡2)𝑡1(1 − 𝑡1), 
where 𝜎(𝑡1, 𝑡2), 𝜏(𝑡1, 𝑡2) are sums of squares in ℝ[𝑡1, 𝑡2]. 
Let 𝐴 = [0,1] × ℝ, 𝜈 a positive 𝑀 − determinate regular Borel measure on 𝐴, with finite moments of all orders, 
𝐸: = 𝐿1.𝜈(𝐴), 𝜑𝑗(𝑡1, 𝑡2) ≔ 𝑡1
𝑗1𝑡2
𝑗2 , 𝑗 = (𝑗1, 𝑗2) ∈ ℕ
2, (𝑡1, 𝑡2) ∈ 𝐴. Let 𝐹 be on order complete Banach lattice, (𝑦𝑗)𝑗∈ℕ2 
a sequence of given elements in 𝐹. Combining Theorem 2.5 with a polynomial approximation result deduced 
from Lemma 7 [21], we infer the following theorem (see [28], Theorem 3.1.7, p. 99). 
Theorem 2.6. Let 𝐹2 ∈ 𝐵+(𝐸, 𝐹) be a linear bounded positive operator from 𝐸 to 𝐹. The following statements are 
equivalent: 
(a) there exists a unique bounded linear operator ,: FET →  such that 
( ) ,, 2= jyT jj  
T  is between zero and 2T  on the positive cone of ;, 2TTE   
(b) for any finite subset 𝐽0⊂ℕ
2, and any  {𝜆𝑗; 𝑗 ∈ 𝐽0} ⊂ ℝ, we have 
 
0 ≤ ∑ 𝜆𝑖𝜆𝑗
𝑖,𝑗∈𝐽0
𝑦𝑖+𝑗 ≤ ∑ 𝜆𝑖𝜆𝑗
𝑖,𝑗∈𝐽0
𝑇2(𝜑𝑖+𝑗); 
0 ≤ ∑ 𝜆𝑖𝜆𝑗
𝑖,𝑗∈𝐽0
(𝑦𝑖1+𝑗1+1,𝑖2+𝑗2 − 𝑦𝑖1+𝑗1+2,𝑖2+𝑗2) ≤ 
∑ 𝜆𝑖𝜆𝑗
𝑖,𝑗∈𝐽0
(𝑇2(𝜑𝑖1+𝑗1+1,𝑖2+𝑗2 − 𝜑𝑖1+𝑗1+2,𝑖2+𝑗2)) , 𝑖 = (𝑖1, 𝑖2), 𝑗 = (𝑗1, 𝑗2) ∈ 𝐽0 
3. Existence of a linear extension preserving two nonlinear constraints 
Our next goal is to find a variant of Theorem 2.3, when the linear operators involved in the constraints on the 
solution 𝑇 are more general. Namely, 𝑇2 will be replaced by an arbitrary sublinear operator, 𝑇1 will be a 
supralinear operator, and the positive cone 𝐸+ will be an arbitrary convex cone 𝐶 (which might be equal to the 
whole domain space 𝐸). Consequently, the linear subspace 𝐶 ∩ (−𝐶) is not generally reduced to the origin. 
Theorem 3.1. Let 𝐸 be a vector space, 𝐹 an order complete vector lattice, 𝐶 ⊂ 𝐸 an arbitrary convex cone, 
Φ: 𝐶 → 𝐹 a sublinear operator, 𝑄: 𝐶 → 𝐹 a supralinear operator. Let 𝐻 ⊂ 𝐸 be a vector subspace and 𝑇0: 𝐻 → 𝐹 a 
linear operator. Assume that 𝑄|𝐻∩𝐶 ≤ 𝑇0|𝐻∩𝐶 ≤ Φ|𝐻∩𝐶 . The following statements are equivalent 
(a) there exists a linear extension 𝑇: 𝐸 → 𝐹 of  𝑇0 such that 𝑄 ≤ 𝑇|𝐶 ≤ Φ; 
(b) for all (𝑓, ℎ1, ℎ1
′ , ℎ2, ℎ2
′ ) ∈ 𝐻 × 𝐶4, the following implication holds true 
  𝑓 = ℎ1 + ℎ1
′ − (ℎ2 + ℎ2
′ ) ⇒ 𝑇0(𝑓) ≤ Φ(ℎ1) + Φ(ℎ1
′ ) − (𝑄(ℎ2) + 𝑄(ℎ2
′ ))                                                            (3.1) 
(c) for all (𝑓, ℎ̃1, ℎ̃2) ∈ 𝐻 × 𝐶
2, one has 
                                    𝑓 = ℎ̃1 − ℎ̃2 ⇒ 𝑇0(𝑓) ≤ Φ(ℎ̃1) − 𝑄(ℎ̃2)                                                                                         (3.2) 
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Proof. The equivalence (𝑎) ⇔ (𝑏) follows directly from Theorem 2.1, applied to 𝐴 = 𝐵 = 𝐶, 𝑃 = 𝑃1 ≔ Φ, 𝑄1 ≔
𝑄, 𝑣 = 𝑓.  The implication (2.1) can be written as 
𝑓 = (1 − 𝑡)𝑎1 + 𝜆
′𝜌𝑏′ − (𝑡𝑏1 + 𝜆
′(1 − 𝜌)𝑏′) ⇒ 
𝑇0(𝑓) ≤ (1 − 𝑡)Φ(𝑎1) + 𝜆
′𝜌Φ(𝑏′) − (𝑡𝑄(𝑏1) + 𝜆
′(1 − 𝜌)𝑄(𝑎′)) = 
Φ((1 − 𝑡)𝑎1) + Φ(𝜆
′𝜌𝑏′) − (𝑄(𝑡𝑏1) + 𝑄(𝜆
′(1 − 𝜌)𝑎′) = 
Φ(ℎ1) + Φ(ℎ1
′ ) − (𝑄(ℎ2) + 𝑄(ℎ2
′ )), 
 where ℎ1 ≔ (1 − 𝑡)𝑎1 ∈ 𝐶, ℎ1
′ ≔ 𝜆′𝜌𝑏′ ∈ 𝐶, ℎ2 ≔ 𝑡𝑏1 ∈ 𝐶, ℎ2
′ ≔ 𝜆′(1 − 𝜌)𝑎′ ∈ 𝐶. In other words, for Φ sublinear 
and 𝑄 supralinear, (2.1) is equivalent to (3.1). According to Theorem 2.1, (2.1) (hence (3.1)) is equivalent to the 
existence of a linear extension 𝑇 of 𝑇0, from 𝐸 to 𝐹, with the properties stated at point (a) of the present 
theorem. Namely, one has  𝑄 ≤ 𝑇|𝐶 ≤ Φ. Thus (𝑎) ⇔ (𝑏) of the present theorem is proved. To prove (𝑎) ⇔
(𝑐), observe that (𝑎) ⇒ (𝑐)  is obvious, thanks to the properties of 𝑇: 
𝑓 = ℎ̃1 − ℎ̃2, ℎ̃1, ℎ̃2 ∈ 𝐶 ⇒ 𝑇0(𝑓) = 𝑇(𝑓) = 𝑇(ℎ̃1) − 𝑇(ℎ̃2) ≤ Φ(ℎ̃1) − 𝑄(ℎ̃2) 
For the implication (𝑐) ⇒ (𝑎), it is sufficient to prove that (𝑐) ⇒ (𝑏), which is obvious. Indeed, under the 
hypothesis and using the notations from (b), we have  
𝑓 = ℎ̃1 − ℎ̃2,  
where  ℎ̃1 ≔ ℎ1 + ℎ1
′ , ℎ̃2 ≔ ℎ2 + ℎ2
′ . The hypothesis (3.2) from (c) leads to 
𝑇0(𝑓) ≤ Φ(ℎ1 + ℎ1
′ ) − 𝑄(ℎ2 + ℎ2
′ ) ≤ Φ(ℎ1) + Φ(ℎ1
′ ) − (𝑄(ℎ2) + 𝑄(ℎ2
′ )) 
Thus (b) is verified and (a) follows according to implication proved previously.  The proof is done.   □                                                                                                
Remark 3.1.  The basic implication of Theorem 3.1 is (𝑐) ⇒ (𝑎). 
4. Solutions of Markov moment problems and evaluating their norms  
The aim of this Section is to point out some cases when the results of Section 2 and Section 3 can be applied. 
A special care is accorded to the control of the norm of the solutions. 
Theorem 4.1. Let 𝐸 be a normed vector lattice, F an order complete normed vector lattice, Φ: 𝐸 → 𝐹 a bounded 
sublinear operator, {𝑒𝑗; 𝑗 ∈ 𝐽} an arbitrary family of linearly independent elements of 𝐸, {𝑦𝑗; 𝑗 ∈ 𝐽} a family of 
given elements of 𝐹. The following statements are equivalent 
(a) there exists a bounded linear operator 𝑇 from  𝐸 to 𝐹 such that 
𝑇(𝑒𝑗) = 𝑦𝑗 , 𝑗 ∈ 𝐽, |𝑇(ℎ)| ≤ Φ(ℎ)  ∀ℎ ∈ 𝐸+, ‖𝑇‖ ≤ 2‖Φ‖; 
(b) for any finite subset 𝐽0 ⊂ 𝐽 and any {𝛼𝑗; 𝑗 ∈ 𝐽0} ⊂ ℝ, ℎ1, ℎ2 ∈ 𝐸+,   the following implication holds 
∑ 𝛼𝑗𝑒𝑗
𝑗∈𝐽0
= ℎ1 − ℎ2 ⇒ ∑ 𝛼𝑗𝑦𝑗
𝑗∈𝐽0
≤ Φ(ℎ1) + Φ(ℎ2) 
Proof. Condition (b) of the present statement, also using the notations of Theorem 3.1, where 𝐻 ≔
𝑆𝑝𝑎𝑛{𝑒𝑗; 𝑗 ∈ 𝐽}, 𝑇0: 𝐻 → 𝐹, 𝑇0(∑ 𝛼𝑗𝑒𝑗𝑗∈𝐽0 ) ≔ ∑ 𝛼𝑗𝑦𝑗𝑗∈𝐽0 , 𝑄(ℎ) ≔ −Φ(ℎ), ℎ ∈ 𝐸+ ≔ 𝐶  lead to the conclusion that 
condition (c)  of Theorem 3.1 is accomplished. Application of (c)⇒(a) of the latter theorem, yields the existence 
of a linear extension 𝑇 of  𝑇0 with the following properties 
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𝑇(𝑒𝑗) = 𝑇0(𝑒𝑗) ≔ 𝑦𝑗 , 𝑗 ∈ 𝐽, −Φ(ℎ) ≤ 𝑇(ℎ) ≤ Φ(ℎ), ∀ℎ ∈ 𝐸+ ⇒ |𝑇(ℎ)| ≤ Φ(ℎ)  ∀ℎ ∈ 𝐸+ 
⇒ ‖𝑇(ℎ)‖ ≤ ‖Φ(ℎ)‖ ≤ ‖Φ‖‖ℎ‖ ∀ℎ ∈ 𝐸+ 
If 𝑥 ∈ 𝐸, then 
‖𝑇(𝑥)‖ = ‖𝑇(𝑥+) − 𝑇(𝑥−)‖ ≤ ‖𝑇(𝑥+)‖ + ‖𝑇(𝑥−)‖ ≤ 
‖Φ‖(‖𝑥+‖ + ‖𝑥−‖) ≤ 2‖Φ‖‖|𝑥|‖ = 2‖Φ‖‖𝑥‖ 
We have obtained ‖𝑇‖ ≤ 2‖Φ‖ < ∞. In particular, 𝑇 is bounded. On the other side, observe that the 
implication (a)⇒(b)  is obvious. This concludes the proof.                                □ 
Theorem 4.2. Under assumptions and using the notations of Theorem 4.1, additionally assume that 𝛷 is isotone. 
The following statements are equivalent 
(a) there exists a positive linear operator 𝑇: 𝐸 → 𝐹 such that 
𝑇(𝑒𝑗) = 𝑦𝑗 , 𝑗 ∈ 𝐽, 𝑇(ℎ) ≤ Φ(ℎ)  ∀ℎ ∈ 𝐸, ‖𝑇‖ ≤ ‖𝛷‖ 
(b) for any finite subset 𝐽0 ⊂ 𝐽 and any {𝛼𝑗; 𝑗 ∈ 𝐽0} ⊂ ℝ, the following inequality holds 
∑ 𝛼𝑗𝑦𝑗
𝑗∈𝐽0
≤ Φ (∑ 𝛼𝑗𝑒𝑗
𝑗∈𝐽0
) 
Proof. The implication (a)⇒(b) is obvious, because of the following relations: 
∑ 𝛼𝑗𝑦𝑗
𝑗∈𝐽0
= ∑ 𝛼𝑗𝑇(𝑒𝑗) = 𝑇 (∑ 𝛼𝑗𝑒𝑗
𝑗∈𝐽0
)
𝑗∈𝐽0
≤ Φ (∑ 𝛼𝑗𝑒𝑗
𝑗∈𝐽0
) 
To prove the converse, we apply Theorem 2.2, where 𝑥𝑗 stands for 𝑒𝑗 , 𝑗 ∈ 𝐽 and 𝑃 stands for Φ. Since Φ is 
isotone and condition (c) of Theorem 2.2 is clearly accomplished, application of the latter theorem yields the 
existence of a linear positive operator 𝑇 that verifies 
  𝑇(𝑒𝑗) = 𝑦𝑗 , 𝑗 ∈ 𝐽, 𝑇(ℎ) ≤ 𝛷(ℎ)  ∀ℎ ∈ 𝐸,                                                  (4.1) 
To obtain the last assertion of point (a), observe that the isotonicity of  𝛷 and (4.1) lead to 
±𝑇(ℎ) = 𝑇(±ℎ) ≤ 𝛷(±ℎ) ≤ 𝛷(|ℎ|) ⇒ 
|𝑇(ℎ)| ≤ 𝛷(|ℎ|) ⇒ ‖𝑇(ℎ)‖ ≤ ‖𝛷(|ℎ|)‖ ≤ 
‖Φ‖‖ℎ‖, ℎ ∈ 𝐸 ⇒ ‖𝑇‖ ≤ ‖Φ‖ 
and the proof is done.                                                                                                □ 
The next results refer to the Markov moment problem on the space 𝐶(𝐾), where 𝐾 is a compact Hausdorff  
topological space. All the linear solutions 𝑇 appearing in the sequel are Markov operators. 
Theorem 4.3. Let 𝐾 be a compact Hausdorff topological space, 𝜇 a positive regular Borel measure defined on the 
class of Borel subsets of 𝐾, 𝐶(𝐾) the Banach lattice of all real valued continuous functions on 𝐾, {𝜑𝑗}𝑗∈𝐽 a family 
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of linearly independent elements in 𝐶(𝐾), {𝑦𝑗}𝑗∈𝐽 a given family of elements in 𝐿∞,𝜇
(𝐾). The following statements 
are equivalent 
(a) there exists a linear positive (bounded) operator 𝑇: 𝐶(𝐾) → 𝐿∞,𝜇(𝐾) such that 
  𝑇(𝜑𝑗) = 𝑦𝑗 , 𝑗 ∈ 𝐽, 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶  ∀𝜑 ∈ 𝐶(𝐾)                                                 (4.2) 
In particular, the following equalities hold 
𝑇(¶) = ¶, ‖𝑇‖ = 1; 
(b) for any finite subset  𝐽0 ⊂ 𝐽 and any {𝛼𝑗; 𝑗 ∈ 𝐽0} ⊂ ℝ,  the following relation holds true  
  ∑ 𝛼𝑗𝑦𝑗
𝑗∈𝐽0
≤ 𝑠𝑢𝑝
𝑡∈𝐾
(∑ 𝛼𝑗𝜑𝑗(𝑡)
𝑗∈𝐽0
) ¶                                                                   (4.3) 
Proof. The implication (𝒂)⇒(b) is obvious, thanks to the properties of 𝑇. To prove (𝑏) ⇒ (𝑎), one applies 
Theorem 2.2, implication (𝑐) ⇒ (𝑎), for  
 𝐸 = 𝐶(𝐾), 𝐹 = 𝐿∞,𝜇(𝐾),     Φ(𝜓) = (𝑠𝑢𝑝
𝑡∈𝐾
𝜓(𝑡)) ¶, 𝜓 ∈ 𝐸                                (4.4) 
Observe that Φ defined by (4.4) is a scalar valued sublinear nondecreasing functional multiplied by the class of 
the constant function ¶ in 𝐿∞,𝜇(𝐾), hence is an isotone sublinear operator. The inequality (4.3) is equivalent to 
the fact that condition written at point (c) of Theorem 2.2 is accomplished. Since 𝐿∞,𝜇(𝐾) is an order complete 
vector lattice, according to Theorem 2.2, there exists a positive linear operator 𝑇: 𝐸 → 𝐹 with the properties 
mentioned at point (a) of the latter theorem. In particular, it results  𝑇(𝜑𝑗) = 𝑇0(𝜑𝑗) ≔ 𝑦𝑗 , 𝑗 ∈ 𝐽.  Moreover the 
following implications hold 
𝜑 ∈ 𝐸 ⇒ 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶, −𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
−𝜑(𝑡)) ¶ = 
= − (𝑖𝑛𝑓
𝑡∈𝐾
𝜑(𝑡)) ¶ ⇒ (𝑖𝑛𝑓
𝑡∈𝐾
𝜑(𝑡)) ¶ ≤ 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶ 
Thus (4.2) are proved. In particular, for 𝜑 = ¶, it results 𝑇(¶) = ¶. Since any 𝜑 ∈ 𝐸 with ‖𝜑‖𝐸 ≤ 1 is situated in 
the order interval [−¶, ¶], the positivity of 𝑇 leads to 𝑇(𝜑) ∈ [𝑇(−¶), 𝑇(¶)] = [−¶, ¶] ⇒ ‖𝑇(𝜑)‖𝐹 ≤ 1 ⇒ ‖𝑇‖ ≤
1. But we have already seen that ‖𝑇(¶)‖𝐹 = ‖¶‖𝐹 = 1. Hence ‖𝑇‖ = 1 and the proof is done.     □                                                                                                                          
In the next theorem, 𝐾 will be a compact subset of ℝ𝑛 (𝑛 ≥ 1 is a natural number), 𝐸 = 𝐶(𝐾), 𝐹 an order 
complete Banach lattice with a strong order unit  ¶𝐹 such that the order interval [− ¶𝐹 , ¶𝐹] is equal to the 
closed unit ball of 𝐹. 𝑗 = (𝑗1, … , 𝑗𝑛) ∈ ℕ
𝑛. 𝑡 = (𝑡1, … , 𝑡𝑛) ∈ 𝐾, |𝑗| = ∑ 𝑗𝑘
𝑛
𝑘=1 , 𝜑𝑗(𝑡) = 𝑡
𝑗 = 𝑡1
𝑗1 ⋯ 𝑡𝑛
𝑗𝑛 .  
Theorem 4.4. Let {𝑦𝑗; |𝑗| ≤ 𝑚} ⊂ 𝐹, 𝑚 ∈ ℕ, 𝑚 ≥ 1. The following statements are equivalent 
(a) there exists a positive  linear operator 𝑇: 𝐶(𝐾) → 𝐹 such that  
  𝑇(𝜑𝑗) = 𝑦𝑗 , |𝑗| ≤ 𝑚, (𝑖𝑛𝑓
𝑡∈𝐾
𝜑(𝑡)) ¶𝐹 ≤ 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶𝐹   ∀𝜑 ∈ 𝐶(𝐾), ‖𝑇‖ = 1;              (4.5) 
(b) for any {𝛽𝑗; |𝑗| ≤ 𝑚} ⊂ ℝ, the following relation holds 
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  ∑ 𝛽𝑗𝑦𝑗 ≤
𝑗∈ℕ𝑛
|𝑗|≤𝑚
(𝑠𝑢𝑝
𝑡∈𝐾
( ∑ 𝛽𝑗𝑡
𝑗
|𝑗|≤𝑚
)) ¶𝐹                                                          (4.6) 
Proof. One repeats the proof of Theorem 4.3, where we replace 𝐿∞,𝜇(𝐾) by 𝐹, 𝜑𝑗(𝑡) = 𝑡
𝑗 , 𝑡 ∈ 𝐾, 𝑗 ∈ 𝐽 ≔ ℕ𝑛,
|𝑗| ≤ 𝑚, Φ(𝜓) = (𝑠𝑢𝑝
𝑡∈𝐾
𝜓(𝑡)) ¶𝐴, 𝜓 ∈ 𝐸 = 𝐶(𝐾). Some of the notations have been defined before the statement. 
Clearly, from (4.5) with positive and unital  𝑇,  the relation (4.6) follows. For the converse, repeating the 
arguments from the proof of Theorem 4.3, the existence of a positive linear operator verifying (4.5) follows (via 
Theorem 2.2., (c)⇒(a)). Here the subspace 𝐻 = 𝑆𝑝{𝜑𝑗; 𝑗 ∈ ℕ
𝑛, |𝑗| ≤ 𝑚} is the vector subspace of all polynomial 
functions on 𝐾, of degree ≤ 𝑚. From (4.5), in particular, 𝑇(¶𝐸) = ¶𝐹 follows as well and the proof is done.                                                                                                                           
□              
When applying Mazur-Orlicz theorem (Theorem 2.4), one can work with the subspace of all polynomial 
functions on 𝐾 ⊂ ℝ𝑛, without any restriction on the their degree (one proves a full Mazur-Orlicz theorem). 
Such a result is not a direct consequence of the density of polynomials in 𝐶(𝐾) (that could be the case of the 
full moment problem for 𝐶(𝐾), 𝐾 ⊂ ℝ𝑛). In theorem 4.4, a solution for a truncated moment problem is 
proposed. A linear operator 𝑇 from 𝐶(𝐾) to 𝐹 is called a Markov operator if 𝑇 is positive and 𝑇(¶) = ¶𝐹 (the 
definition is valid for any Hausdorff compact 𝐾). It is easy to observe that a linear operator 𝑇 ∈ 𝐿(𝐶(𝐾), 𝐹)  is a 
Markov operator if and only if 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶𝐹   ∀𝜑 ∈ 𝐶(𝐾). In particular, solutions 𝑇 from Theorems 4.3, 
4.4 and 4.5 (the latter being proved below) are Markov operators. Let 𝐹 be an order complete Banach space, 
having a strong order unit ¶𝐹 , (𝑦𝑗)𝑗∈ℕ𝑛 a sequence in 𝐹. We prove the following theorem. 
Theorem 4.5.  With the notations from Theorem 4.4, let 𝐾 = 𝐾1 × ⋯ × 𝐾𝑛 ⊂ ℝ+
𝑛  be such that 𝐾𝑙 ⊂ ℝ+ is compact 
and denote 𝑟𝑙 = 𝑠𝑢𝑝𝐾𝑙 , 𝑙 = 1, … , 𝑛,  𝑟
𝑗 = 𝑟1
𝑗1 ⋯ 𝑟𝑛
𝑗𝑛 , 𝑗 = (𝑗1, … , 𝑗𝑛) ∈ ℕ
𝑛 . The following statements are equivalent: 
(a) there exists a (positive) linear operator 𝑇: 𝐶(𝐾) → 𝐹 such that  
𝑇(𝜑𝑗) ≥ 𝑦𝑗 , 𝑗 ∈ ℕ
𝑛, (𝑖𝑛𝑓
𝑡∈𝐾
𝜑(𝑡)) ¶𝐹 ≤ 𝑇(𝜑) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑(𝑡)) ¶𝐹   ∀𝜑 ∈ 𝐶(𝐾), ‖𝑇‖ = 1; 
(b) 𝑦𝑗 ≤ 𝑟
𝑗¶𝐹   ∀𝑗 ∈ ℕ
𝑛. 
Proof. The implication (a)⇒(b) is obvious, thanks to the properties of 𝑇. Namely, the following relations hold 
true: 
𝑦𝑗 ≤ 𝑇(𝜑𝑗) ≤ (𝑠𝑢𝑝
𝑡∈𝐾
𝜑𝑗(𝑡)) ¶𝐴 = (𝑠𝑢𝑝
𝑡∈𝐾
(𝑡1
𝑗1 ⋯ 𝑡𝑛
𝑗𝑛)) ¶𝐴 = 𝑟
𝑗¶𝐴, 𝑗 ∈ ℕ
𝑛 
To prove (b)⇒(a), we use the implication (c)⇒(a) of Theorem 2.4. The conditions mentioned at (c) of the latter 
theorem is accomplished, since for any finite subset 𝐽0 ⊂ ℕ
𝑛 the following inequalities hold 
𝑦𝑗 ≤ 𝑟
𝑗¶𝐹 , 𝜆𝑗 ≥ 0, ∀𝑗 ∈ 𝐽0 ⇒ 
∑ 𝜆𝑗𝑦𝑗 ≤ (∑ 𝜆𝑗𝑟
𝑗
𝑗∈𝐽0
)
𝑗∈𝐽0
¶𝐹 = ((∑ 𝜆𝑗𝑡
𝑗)|𝑡=(𝑟1,…,𝑟𝑛)
𝑗∈𝐽0
) ¶𝐹 = 
𝑠𝑢𝑝
𝑡∈𝐾
(∑ 𝜆𝑗𝑡
𝑗
𝑗∈𝐽0
) ¶𝐹 = Φ (∑ 𝜆𝑗𝜑𝑗
𝑗∈𝐽0
) , Φ(𝜓) ≔ (𝑠𝑢𝑝
𝑡∈𝐾
𝜓(𝑡)) ¶𝐹 , 𝜓 ∈ 𝐶(𝐾) 
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According to Theorem 2.4, (c)⇒(a), there exists a positive linear operator 𝑇: 𝐶(𝐾) → 𝐹 with the properties 
mentioned at point (a) of the present theorem. The proof is done.                                         □         
Observe that for Mazur-Orlicz theorem, it is not necessary that 𝐹 be a lattice (𝐹 is an order complete Banach 
space, which is sufficient for applying Theorem 2.4). On the other side, in [12], Theorem 2.1, one gives a 
sufficient condition ensuring the existence of signed real valued measure-solution of a Markov moment 
problem. The proof is based on Theorem 2.3 of the present work.  
Conclusions 
Sections 3 and 4 contain our main new results. Such results could be proved for convex dominating operators 
as upper constraint. All dominating operators Φ appearing in Section 4 are sublinear. However, some of our 
results (such as Theorem 2.1, Theorem 2.2) hold true for convex operators. A class of examples of convex 
operators  𝑃  which are not sublinear can be constructed in the following way. Let 𝐸 be a normed vector 
space, 𝐹 a normed vector lattice (the norm on 𝐹 is solid: 𝑢, 𝑣 ∈ 𝐹, |𝑢| ≤ |𝑣| ⇒ ‖𝑢‖ ≤ ‖𝑣‖). Recall that most of 
the usual spaces have a natural structure of Banach lattice. Let 𝑢0 ∈ 𝐹+\{0𝐹}, 𝑝 ∈ (1, ∞). Define 𝑃: 𝐸 → 𝐹, 𝑃(𝑥) =
‖𝑥‖𝑝𝑢0. Then 𝑃 is convex, symmetric, non-sublinear, 𝑃(𝟎) = 𝟎. If 𝑇: 𝐸 → 𝐹 is linear, such that 𝑇 ≤ 𝑃 on 𝐸, then 
it is easy to see that ‖𝑇‖ ≤ ‖𝑢0‖. This example could be a motivation for a future work on this subject. Paper 
[14] points out many examples of interesting sublinear operators.  
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