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ABSTRACT
The possibility of a low-cost alternative to conventional micro-gravity testbeds used to design, test, and tune attitude
control and tracking algorithms for Cube Sat satellites could dramatically decrease the development cycle of these
systems. The alternatives that exist, if not limited to three degrees of freedom, are intricate and expensive. This paper
introduces a novel architecture to shortening the development cycle for CubeSat satellites using multirotor unmanned
aerial systems (MUAS) as testbeds. The architecture presented is for the development of CubeSat satellites consists
of four design steps: model characterization via system identification, control synthesis, firmware-hardware
integration, and certification via flight-testing experiments. Moreover, system identification results are presented for
roll, pitch, and yaw models. The yaw model determined from system identification is applied to synthesize and
simulate an azimuthal tracking controller of a CubeSat in circular orbit. Simulation results demonstrate good
performance, which is characterized as the difference between the desired and actual tracking. Findings from
preliminary studies of system identification and control synthesis processes will be used to advance the remaining
phases of the development cycle proposed in this paper.

An alternative approach is to use multirotor unmanned
aerial systems (MUAs) as a testbed for CubeSat attitude
controllers. These systems are agile, low-cost, portable,
and require a low-operation cost. The potential of these
systems has been demonstrated in many applications that
involve both trajectory tracking and surveying, both key
features for Small Cube satellites. These applications
include surveillance and recognizance, crop monitoring,
wind power surveying, search and rescue, to name just a
few. However, to this date, very little work has been
done to exploit the utility of MUAs advance the
development cycle for Small Cube Satellites.

INTRODUCTION
Multirotor unmanned aerial systems (MUAS) have the
potential to advance the development cycle of CubeSat
Satellites. The design aspect of the development cycle
for CubeSat satellites, as it stands, is burdened by
developers’ limited access to the space environment1,2.
Access to the space environment, or an adequate
emulation of the micro gravity element, is essential to
test and refine hardware, deployment schemes, and
attitude control algorithms for CubeSat satellites. The
use of MUAS can alleviate the time cost involved with
the design, testing and tuning aspects of attitude control
algorithms.

This paper presents a novel testbed architecture that uses
multirotor unmanned aerial systems (MUAS) in lieu of
combined air bearing systems to reduce the development
cycle of CubeSat satellites. MUAS and CubeSat
satellites, alike, are under-actuated rigid bodies
subjected to six-degrees-of-freedom dynamics. These
shared characteristics are exploited to develop and
validate control schemes for CubeSat satellites using
MUAS. Preliminary results include system identification
models obtained using an OptiTrack real-time motiontracking system and simulations for a case study in
which the yawing motion is regulated using a PID
controller.

The design and testing of attitude controllers requires a
low-torque environment to test and tune flight
controllers. Air-bearing systems are the current industry
standard for prototyping controllers in a low-torque
environment3. These systems exist in varied
configurations to allow translational, rotating, or a
mixture translational and rotational motion. Most airbearing systems, however, are limited to three degrees of
freedom only3. More recently, combined air-bearing
systems have been developed for six degrees of freedom.
However, these more intricate air-bearing systems are
expensive beyond what the common developers (e.g.
research-tier universities) can afford.
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certification. The certification process consists of flight
testing in a controlled airspace environment.

LITERATURE REVIEW
To alleviate restrictions placed upon CubeSat satellites
by the limited access to space, air-bearing systems are
used as micro-gravity testbeds. In particular, these
systems are used as ground-based simulation
environments to study the attitude dynamics and control
of CubeSat satellites in formation flying and rendezvous
scenarios3. This capability is imperative to the design,
testing, and tuning of attitude control and tracking
algorithms.

Bare-Airframe System Idetification
•MUAS Flight Testing
•Model Determination
•Parameter Estimation
•Model Validation
Controller Synthesis

Air-bearing systems exist in two configurations:
spherical or planar3. Spherical testbeds allow for
unrestricted motion in three axes characterized by pitch,
roll and yaw Euler angles. Planar air-bearing systems, on
the other hand, limit the motion to a single rotation about
an axis and two translational degrees of freedom. While
both systems serve their intended purposes well within
design, air-bearing systems limit the simulation potential
for satellites to three-degrees-of-freedom motion.

•Control Architecture (i.e., PID, LQR, etc.)
•Controller Synthesis
•Validation by Simulation
Firmware and Hardware Integration
•Firmware Development (C+, Python, etc.)
•Hardware-in-the-Loop Simulation
•Firmware-Hardware Integration

The limitations of conventional air-bearing systems have
motivated the development of more intricate testbed
systems. For instance, five-4 and six-deegrees-offreedom5 simulation testbeds have been developed as of
more recently. However, the systems are either
expensive or not mature enough for mass production
making it difficult for institutions of learning to acquire.
More accessible alternatives have been proposed by
university research groups5,6. Nonetheless, these systems
are scaled for nano satellites.

Certification
•Flight Testing
•Performance Validation
Figure 1 Testbed Architecture
MUAS DYNAMICS
While system identification is used for creating new
dynamic models, the original yet simplified model of the
quadrotor proves useful for the model identification and
the simulation of the control design. Extensive research
has been done on a simplified quadrotor dynamic model
using traditional methods, such as Newtonian equations
and Euler-Lagrange models7. Initial work will solely use
the rotational dynamics of the quadrotor that include the
gyroscopic effects from a rigid body and the propeller
rotation.

MUAS thus far have not been considered as a viable
testbed for attitude control algorithms. These systems
can be purchased as off-the-shelf with open-access
firmware. This grants the developer the ability to
develop and test control algorithms using hardware in the
loop. Additional advantages of these systems involves
portability, ease of use, and low cost compared to
conventional micro-gravity simulation systems.
DEVELOPMENT ARCHITECTURE
For the development of multirotor UAS as testbeds for
small satellites we are considering an architecture
comprised four modular steps (see Figure 1). The first
step consists of characterizing the bare-airframe
dynamics of a quadrotor using system identification. The
identified model is used to synthesize a variety of control
laws (e.g., PID, LQR, etc.) depending on the overall
objective desired for the controller. The synthesized
control laws are embedded in firmware which is then
tested in a hardware simulation environment. With
satisfactory performance, the firmware is then uploaded
to the on board autopilot computer of a MUAS for
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In this dynamic model, φ, θ, ψ represent roll, pitch, and
yaw respectively. Moreover, J is the rotor inertia and I x ,
I y , and I z are the moments of inertia about the x, y, and
z axes, respectively. Actuator action is included in the
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dynamics where the control inputs are defined by the
following combination of individual rotors, Ω i .

installed. The firmware includes a number of failsafe
programs and PID control based flight algorithms.
Table 1: Pixhawk2 Processor Specifications
Specification

Description

Type

32-bit STM 32F427 Cortex M4 core with FPU

Speed

168 MHz

RAM

256 KB

These dynamic equations highlight the intrinsic
nonlinearities and coupling forces in a quadrotor.
Without making simplifying assumptions, the
nonlinearities creates difficulties for linear controllers.
System identification can help overcome this issue by
developing different dynamic models to assist in the
control design

Flash Memory

2 MB

FLIGHT TESTING SETUP

Barometer

Table 2: Attitude and Heading Reference System
Sensor

Make and Model

IMU

InvenSense MPU9250

IMU

ST Micro L3GD20+LSM303D

IMU

InvenSense ICM20948
MS5611

Quadrotor Airframe

Motion Caption System

The multirotor UAS used in flight testing is a 3DR Solo
quadrotor. This quadrotor is a small-scale UAS by
conventional designation. It weighs 1.9 kilograms in its
nominal configuration carrying a 3-axis gimbal and
GoPro Hero 4 camera. The quadrotor’s airframe is 34
cm high and 43 cm along the span of its diagonal motors
as shown in Figure. The propellers used with the
quadrotor are the 10 x 4.5 propeller set manufactured by
Master Airscrew.

Flight testing were conducted at the Virginia Tech Space
Systems Simulation Laboratory using an OptiTrack
motion caption system. This tracking system is
comprised of eight synchronized infrared (IFR) cameras
set along the perimeter of a room, five IFR passive
reflectors adhered onto to the airframe of the quadrotor,
and the Motive software installed onto a local computer.
These three components are used together to trace the
position and orientation of the quadrotor inside a spatial
volume in time.

Cross Span
Cameras
Height

3DR Solo
Figure 3: Motion Capture IFR Camera System

Figure 2: 3DR Solo with 3-axis Gimbal and GoPro
Hero4 Camera

How OptiTrack system works is based on the emission
and tracking of infrared light. The cameras emit and
detect infrared light over a target volume. The passive
sensors adhered on the quadrotor reflect IFR light
generating a signature. The collection of markers are
then associated with each other using the Motive
software to render a rigid-body representation of the
quadrotor. Activated, the OptiTrack motion capture
system tracks the position and orientation of the
quadrotor with respect to a local inertial reference frame.

3DR Solo Autopilot
The 3DR Solo has a factory-built-in Pixhawk2 autopilot.
The autopilot’s hardware architecture consists of a
central processing unit (CPU) and an attitude and
heading reference system (AHRS) with the
specifications detailed in Tables 1 and 2, respectively.
On board the autopilot, the latest version of 3DR
firmware specifically designed for the 3DR quadrotor is
González-Rocha
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published by NASA Langley, which stands for System
IDentification Programs for AirCraft9.
SYSTEM IDENTIFICATION

Figure 4: IFR Reflectors Adhered onto 3DR Solo.

Figure 6: System Identification Process
Flight Testing
Flight testing experiments for system identification were
designed to excite the quadrotor from its hover flight
equilibrium as shown in Figure 7. This was done
separately for each of three modes (i.e., roll, pitch, and
yaw) using short- and long-period inputs like the one
shown in Figures 8. The bottom plot of Figure 8 shows
the input obtained from Pixhawk’s RCOU log
normalized by the 1100-1900 pulse-width modulation
(PWM) range. This is an equivalent signal generated
from outputs distributed among each of four electronic
speed controllers (ESCs). The top plot shows the vehicle
response to the equivalent input.

Figure 5: OptiTrack Motive Software
System identification is the process of determining both
the structure and value of model parameters
characterizing system from measured inputs and outputs.
This process is conducted in four facets consisting of 1)
flight testing, 2) model structure determination, 3)
parameter estimation, and 4) model validation. Figure 6
depicts a schematic of this process with two decision
criterions. The first criterion is used to assess whether the
model structure is well posed. If this criterion is not met,
one has to conduct further flight testing. The second
criterion is used to determine the fit of each model.
Techniques for system identification are both time- and
frequency-domain based. Which technique is most
appropriate is determined by number of factors including
the nature of the system, flight testing capabilities, and
computation resources8. In our approach to system
identification, we use the SIDPAC tool package

Figure 7: Input-output Measurements for Pitch
Maneuver
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The process of identifying the bare-airframe dynamics of
a MUAS involves, as mentioned before, combining four
input signals 𝜇𝜇𝑘𝑘 , 𝑘𝑘 = 1, … ,4 into an equivalent signal
𝜇𝜇(∗) . Each input signal carries PWM values, which an
electronic speed controller (ESC) interprets to regulate
the angular speed a motor. The PWM range of each
signal is between 1100 and 1900. This range is used to
normalize each signal to a value between 0 and 100
percent. In this process, we subtract each signal’s
nominal value at hover
𝜇𝜇𝑘𝑘 = 𝜇𝜇�𝑘𝑘 − 𝜇𝜇̅𝑘𝑘 .

Figure 8: Excitation of Quadrotor in Hover Flight.

where 𝜇𝜇�𝑘𝑘 is the Pixhawk’s PWM output, 𝜇𝜇̅𝑘𝑘 is the
Pixhawk’s nominal PWM output in hover, and 𝜇𝜇𝑘𝑘 is the
resulting excitation signal. This makes it such that the
input is approximately zero when the quadrotor is

Data Conditioning
After flight testing, input-output measurements from the
quadrotor need to be conditioned before proceeding to
model determination. This process involves processing
input-output measurements to a matching sampling
frequency. In our case, input measurements are
processed to 120 Hz to match the sampling frequency of
output measurements obtained from the OptiTrack
system. Once input-output signals are matching in
frequency, noise exceeding the vehicle’s response
characteristics need to be filtered. In this step one has to
exercise caution to avoid introducing a time delay. In our
approach, signals were filtered by fitting an 8th order
polynomial to intervals of 15 data points. Filtered output
signals were then used to characterize a model of interest
using input signals as is after re-sampling.

N
E

hovering, and non-zero as a result of an input command.

One can either identify a closed-loop or bare-airframe
model for MUAS as shown in Figure 9. A closed-loop
model is a mapping between the reference input 𝛿𝛿𝑟𝑟 and
output 𝑦𝑦. This model characterizes the response
characteristics of the plant and controller together. The
bare-airframe model, on the other hand, is a mapping
between the controller input 𝜇𝜇𝑐𝑐 and the output 𝑦𝑦. This
model characterizes the response characteristics of the
plant alone. In our case, our system identification process
was adapted to identify a bare-airframe model.

Figure 10: Quadrotor Propeller Spin Direction
Table 3 shows how signals were combined for each of
three modes: pitch, roll, and yaw. In this process is
assumed to occur instantaneously such that one can
ignore actuator dynamics. This signal is normalized by
the full range of PWM values it can realize, 1100 to 1900
PWM. The second step was performed to reduce the
number of parameters in each model. Once both steps
were completed, the input-output measurements were
used to determine the model structure for each mode.
Table 3: Signal mixing to generate a single input for
each flight mode
Sensor
Roll
Pitch
Yaw

Make and Model
𝜇𝜇roll = (𝜇𝜇1 − 𝜇𝜇2 − 𝜇𝜇3 + 𝜇𝜇4 )/800

𝜇𝜇pitch = (𝜇𝜇1 − 𝜇𝜇2 + 𝜇𝜇3 − 𝜇𝜇4 )/800
𝜇𝜇yaw = (𝜇𝜇1 − 𝜇𝜇2 + 𝜇𝜇3 − 𝜇𝜇4 )/800

Model Determination
Figure 9: Schematic of Close-loop and BareAirframe Dynamics
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A bare-airframe model was determined for each model
using step-wise linear regression. This regression model
is of the form
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𝒛𝒛 = 𝝌𝝌𝑻𝑻 𝒃𝒃

largest condition index max{𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 /𝜆𝜆𝑗𝑗 }. The ratio is used
as a measure how much collinearity is in each model.

where 𝒛𝒛 is the model output, 𝝌𝝌 is the vector of regression
variables, and 𝒃𝒃 is the vector of model coefficients. In
obtaining a stepwise-regression model for the
quadrotor’s roll, pitch, and yaw dynamics in hover flight,
the influence of each regression variable in the overall fit
of a model is determined using the 𝐹𝐹0 statistic. A
regression variable with a low 𝐹𝐹0 value has very little
impact on the accuracy of the model and therefore can
be dismissed. Vice versa, a regression variable a high 𝐹𝐹0
value is significant to the characterization of a model and
should be kept. However, the 𝐹𝐹0 statistic alone is not
sufficient to determine the goodness of a model.

In addition to determining the near-dependence of
parameters via a collinearity, the variance of model
parameters were determined for the roll, pitch, and yaw
models. This analysis consists of a singular-value
decomposition of the covariance matrix such that
𝑉𝑉𝑉𝑉𝑉𝑉(𝒃𝒃) = 𝜎𝜎 2 (𝝌𝝌𝑇𝑇 𝝌𝝌)−1 = 𝑻𝑻𝚲𝚲𝑻𝑻𝑇𝑇 .

Elements of the singular value and eigenvector matrices
(𝜆𝜆𝑗𝑗 and 𝑡𝑡𝑘𝑘𝑘𝑘 ) conforming the singular value
decomposition are then used to determine the
proportions of variance in each parameter associated
with each index number

In addition to the use of the 𝐹𝐹0 statistic, the coefficient of
determination 𝑅𝑅2 was used to quantify the overall
goodness of each model. This statistical metric is used to
quantify the overall fit of the model. Once the addition
of one or more regression variables is unable to increase
the coefficient of determination, we consider having
converged on a model. Using the 𝐹𝐹0 statistic and
coefficient of determination together is helpful to avoid
converging upon an over-parameterized model.

𝑛𝑛

where ϕij ≡

The well-posedness of a model structure is examined by
quantifying collinearity between model repressors9.
Collinearity is the measure of near-dependence among
two or more regressors. Regressors with high
collinearity may result in parameter estimates with high
variance, which in turn may lead to an ill-conditioned
model structure.

Index
No.

tkj
λj

= ∑nj=1 ϕkj . Results

Proportions of Variance

1.00

𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌𝑣𝑣 )

𝑉𝑉𝑉𝑉𝑉𝑉(𝑌𝑌𝑝𝑝 )

𝑉𝑉𝑉𝑉𝑉𝑉(𝐿𝐿𝑣𝑣 )

--

𝑉𝑉𝑉𝑉𝑉𝑉(𝐿𝐿𝑞𝑞 )

--

𝑉𝑉𝑉𝑉𝑉𝑉(𝐿𝐿𝜇𝜇 )

0.00

345.38

18.58

0.00

0.00

--

--

--

1.00

--

--

0.00

42.30

26.01

6.52

--

--

0.00

0.01

111.77

69.14

--

--

0.00

0.00

0.00

--

Table 5. Parameter Variance for SWR Pitch Model

𝝌𝝌 = 𝑼𝑼𝑼𝑼𝑻𝑻𝑇𝑇

Index
No.

where 𝑫𝑫 ∈ R𝑛𝑛×𝑛𝑛 is a diagonal matrix with its diagonal
elements being the singular values of the decomposition,
and 𝑼𝑼 ∈ 𝑅𝑅𝑁𝑁×𝑛𝑛 is the matrix and 𝑻𝑻 ∈ 𝑅𝑅𝑛𝑛×𝑛𝑛 . The
condition indexes are computed from this decomposition
as the set of ratios
𝑗𝑗 = 1, ⋯ , 𝑛𝑛

Proportions of Variance

1.00

𝑉𝑉𝑉𝑉𝑉𝑉(𝑋𝑋𝑢𝑢 )

0.00

𝑉𝑉𝑉𝑉𝑉𝑉(𝑋𝑋𝑞𝑞 )

450.13

𝑉𝑉𝑉𝑉𝑉𝑉(𝑀𝑀𝑢𝑢 )

--

𝑉𝑉𝑉𝑉𝑉𝑉(𝑀𝑀𝑞𝑞 )

--

𝑉𝑉𝑉𝑉𝑉𝑉(𝑀𝑀𝜇𝜇 )

21.22

0.00

0.00

--

--

--

1.00

--

--

0.00

33.09

9.96

5.77

--

--

0.00

0.01

48.65

40.37

--

--

0.00

0.00

0.00

--

Table 6. Parameter Variance for SWR Yaw Model

where 𝜆𝜆𝑗𝑗 are the diagonal elements of 𝑫𝑫 and 𝜆𝜆max is the
single largest value in 𝜆𝜆𝑗𝑗 . The condition number is the
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and ϕk ≡ ∑nj=1

Table 4. Parameter Variance for SWR Roll Model

The collinearity in a model is quantified for 𝑁𝑁
measurements using a singular-value decomposition.
The matrix of regression variables is decomposed such
that

𝜆𝜆max
,
𝜆𝜆𝑗𝑗

λj

𝑗𝑗=1

𝜙𝜙𝑖𝑖𝑖𝑖
𝜙𝜙𝑗𝑗

from this analysis are tabulated for the roll, pitch, and
yaw models in Tables 4-6. Note that model structures for
the translational and rotational dynamics or the roll and
pitch models were determined separately from step-wise
regression results.

Well-Posedness of Model

Condition Indexes =

tkj

𝜋𝜋𝑗𝑗 = �

Index
No.

6

Proportions of Variance

1.00

𝑉𝑉𝑉𝑉𝑉𝑉(𝑁𝑁𝑟𝑟 )

0.00

𝑉𝑉𝑉𝑉𝑉𝑉(𝑁𝑁𝜇𝜇 )

3.67

0.07

0.00

13.48
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From this analysis we are able to get a sense of how
collinearity affects the variance in each parameter
estimate. Both the roll and pitch models exhibit similar
trends. For example, the translational drag coefficients
with an angular rate dependency, Yp and Xq , demonstrate
greater variance compared to drag coefficients with a
translational rate dependency, Yv and Xu . Similarly, the
rotational drag coefficients, Lp and Mq , and propulsive
coefficient, Lµ and Mµ , demonstrate greater variance
compared to the rotational drag coefficients with a
translational dependency, Lv and Mu . Reasons for this
may be attributed to the quadrotor’s control
augmentation as discussed in the system identification
literature9,10.

𝐿𝐿𝜇𝜇 [kg/s]

-60.76

-63.21

-60.59

-59.83

-61.10

Table 8: Pitch Model Parameter Estimates
Flight No.

Parameters

24

23

3

4

𝑋𝑋𝑢𝑢 [1/s]

-0.17

-0.60

0.28

-0.11

-0.15

Avg.

𝑋𝑋𝑞𝑞 [1/s]

-0.02

-0.04

0.02

0.05

0.00

𝑀𝑀𝑢𝑢 [1/s]

-74.88

-86.47

-42.50

-75.15

-69.75

𝑀𝑀𝑞𝑞 [kg/s]

0.92

0.31

2.26

3.04

1.63

𝑀𝑀𝜇𝜇 [kg/s]

44.40

52.55

38.49

41.77

44.30

Parameters

2

3

4

5

Avg.

𝑁𝑁𝑟𝑟 [1/s]

-2.72

-2.77

-2.31

-3.59

-2.85

6.26

7.90

6.13

6.49

6.70

Table 9: Yaw Model Parameter Estimates
Flight No.

Parameter Estimation Results
Parameter estimates for the roll, pitch, and yaw models
were determined using the output error method. This
approach takes the model structure determined from
step-wise regression, state initial condition, and input to
propagate a model output while adapting model
parameters. The approach assumes that the system has
no process noise and therefore state equations are
deterministic. Moreover, the sensor noise characteristics
are zero-mean and Gaussian. Considering these
assumptions, model parameters are modified to
minimize the residual between the measured and model
outputs and covariance matrix. In this process, the
parameter values are varied to minimize the cost function

𝑁𝑁𝜇𝜇 [1/s]

𝑁𝑁

1
𝐽𝐽 = �(𝒛𝒛(𝑖𝑖) − 𝒚𝒚(𝑖𝑖))𝑹𝑹−1 (𝒛𝒛(𝑖𝑖) − 𝒚𝒚(𝑖𝑖))𝑇𝑇
2
𝑖𝑖=1

where 𝒛𝒛 is the observation vector, 𝒚𝒚 is the observation
vector, and 𝑹𝑹 = 𝐸𝐸��𝒛𝒛(𝐢𝐢) − 𝒚𝒚(𝑖𝑖)��𝒛𝒛(𝑗𝑗) − 𝒚𝒚(𝑗𝑗)�� = 𝑹𝑹𝛿𝛿𝒊𝒊𝒊𝒊
is the covariance matrix.

Figure 11: Validation Results for the Roll Model
from Output Error

Results from the output error algorithms are shown in
Tables 7-9 for the roll, pitch, and yaw models. A total of
five flights were used to characterize each models.
Figures 11-13 show simulation results for the roll, pitch,
and yaw models parameters with best fit. Overall, we
observe from results a good match between observed
data and model outputs.
Table 7: Roll Model Parameter Estimates
Flight No.
Parameters

21

22

26

24

Avg.

𝑌𝑌𝑣𝑣 [1/s]

-0.21

0.00

1.91

0.79

0.62

-0.08

0.01

-0.10

0.00

-0.04

𝐿𝐿𝑣𝑣 [1/s]

-90.37

-45.16

-63.97

-76.48

-68.00

0.14

3.52

2.35

1.48

1.87

𝑌𝑌𝑝𝑝 [1/s]

𝐿𝐿𝑝𝑝 [kg/s]

González-Rocha

Figure 12: Validation Results for the Pitch Model
from Output Error
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Simulation
Using Simulink, several simulations were performed
using the complete model. The control task of the first
simulation is to set the yaw angle to the appropriate value
given an initial offset. After several iterations of tuning
the control gains, the results are shown in Figure 14.

Figure 13: Validation Results for the Yaw Model
from Output Error
ATTITUDE CONTROL LAW DESIGN

Figure 14: Yaw Step Response

After identifying and validating aircraft models, the next
step is to design both attitude and tracking controllers
based on a control objective. The models can be used to
either tune or synthesize PID and model-based and linear
controllers. To exemplify this process, we consider a
MUAS in circular orbit parameterized by the vehicle’s
roll and pitch angles. In this scenario, the yaw angle is
considered a free variable which can be controlled to
realize some heading to a relative frame of reference.

The simulated response of the yaw angle proved to be
satisfactory. The integral term of the control reduced the
steady-state error while still minimizing the overshoot so
that there were no oscillations in the response.
Given the performance of the step response, another
control task was defined to better emulate the
quadrotor’s capabilities as a testbed surrogate. The
second simulation was designed to imitate an attitude
controller designed to keep a chief quadrotor pointing at
a deputy quadrotor that is moving around the chief. This
was done by setting the control task as controlling the
yaw angle to follow a sine wave of 0.5π magnitude and
0.5 rad/s.

Control Law Synthesis
A PID controller was used for the yaw angle, with the
assumption that the quadrotor stays in a regime near
hover. Given the original dynamic models the control
law is defined as the following.
𝑈𝑈3 = 𝐾𝐾𝑝𝑝 𝑒𝑒𝜓𝜓 + 𝐾𝐾𝐼𝐼 � 𝑒𝑒𝜓𝜓 + 𝐾𝐾𝐷𝐷

𝑑𝑑𝑒𝑒𝜓𝜓
𝑑𝑑𝑑𝑑

For simulation, we assumed the following parameter
values in Table 7 for the quadrotor.
Table 7:

Quadrotor Parameters

Parameter

Symbol

Value

Mass

m

0.650 kg

Thrust factor

b

3.13e-5 N s2

Drag factor

d

7.5e-7 N m s2

Lever arm

l

0.23 m

Figure 25: Sinusoidal Yaw Control
The yaw angle response proved to follow the desired sine
wave with little overshoot, suggesting that the PID
control can be a satisfactory tool for further quadrotor
experimentation.

2

X-axis inertia

Ix

7.5e-3 kg.m

Y-axis inertia

Iy

7.5e-3 kg.m2

Z-axis inertia

Iz

7.5e-3 kg.m2

Rotor inertia

J

6e-5 kg.m2

CONCLUSION
MUAS are a potential low-cost alternative to standard
approaches of simulating a six-degree-of-freedom
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testbed. This paper introduces a framework to exploit the
attributes of MUAS to enhance the development cycle
for CubeSat satellites along with preliminary results for
two steps of the process: system identification and
control synthesis. Findings from our results show that it
is possible to identify the dynamics of a quadrotor for
which attitude controllers, such as those utilized to
position and orientate CubeSat satellites under active
actuation, can be synthesized. Future work includes
firmware implementation of controllers and conducting
hardware-in-the-loop simulations.
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