BACKGROUND -WHAT WE KNOW FROM LABORATORY EXPERIMENTS

CO2-induced chemical reactions
Experimental studies have long shown that casing steel and Portland-based cements are susceptible to chemical alteration by CO2-rich fluids [1] [2] [3] . As CO2 dissolves in the formation water, carbonic acid forms and dissociates, leading to a reduction in pH via 2 
Focusing on the major phases in cement, acidification prompts dissolution of the portlandite (calcium hydroxide) and de-calcification of the calcium-silicate-hydrate phases (C-S-H) present, leaving behind a poorly crystalline silicate residue 4, 5 
The carbonates can re-dissolve, however, if the pH-buffering cement phases become depleted, leaving only poorly crystalline alumino-silicates. Combined, the reactions typically produce a sequence of alteration zones 6, 7 , including: (Z1) an amorphous silicate-dominated zone at the exposed surface, followed by (Z2) a calcium carbonate-rich zone, (Z3) a narrow, densely carbonated front, (Z4) a zone with reduced portlandite content, and finally (Z5) apparently unaltered cement 4, 5, [8] [9] [10] .
Impact of reaction
While the reactions involved in CO2-induced cement alteration have been quite well documented, our understanding of how they impact on the hydraulic and mechanical properties of wellbore materials and their interfaces remains comparatively limited. The manner in which alteration manifests under diffusion-controlled conditions depends on the relative volume of CO2-bearing fluid involved 11 . If the fluid-to-solid ratio is low, or confined conditions are used, carbonate precipitation is generally favoured and found to reduce porosity and permeability [11] [12] [13] , and increase mechanical strength [14] [15] [16] [17] . On the other hand, exposure to large volumes of CO2-rich fluids can lead to extensive Ca-leaching, dissolution of carbonates, and degradation of the cement's material properties 18, 19 . The latter experiments are widely considered to be unrepresentative for the caprock-intervals of properly sealed wellbores 20, 21 . Here, reaction will progress slowly due to the low matrix permeability of cement (10 -21 to 10 -17 m 2 22,23 ) and caprock lithologies (<10 -18 24-26 ), thereby limiting the extent and impact of alteration 27 . The situation may change considerably, however, if a wellbore contains structural defects. The presence of fractures, annuli and other flaws may, if these are interconnected, provide pathways for fluid flow 28, 29 . Under flow-through conditions, advective renewal of CO2-rich fluid is expected to significantly enhance chemical alteration of cement exposed to the conductive defect. This amplified reaction could aggravate or alleviate leakage 1 .
Reactive-transport experiments
Various experimental studies have addressed the reactive-transport of CO2-rich fluids in fractured cement [30] [31] [32] [33] [34] [35] , cement-formation interfaces [36] [37] [38] [39] [40] [41] and casing-cement interfaces [42] [43] [44] [45] . The results varied with experimental conditions and examples of self-limitation and of self-enhancement of the reactive flow have both been documented 46 . Luquot et al. 30 found that the permeability evolution of cement fractures exposed to CO2-brine depends on their initial hydraulic aperture ( w ) and magnitude of the flux imposed.
In their w = 2 μm and 13.6 μm samples (diameter 9 mm, length 18 mm), alteration similar to Z2+Z3 developed parallel to the fracture planes. While this produced sealing in the 2 μm sample, permeability of the 13.6 μm sample increased by ~50% and then plateaued. The w = 30 μm sample showed three alteration zones (Z1-Z3), but no change in permeability, similar to what Huerta et al. 33 reported for fractures with w of 33 to 47 μm, reacted under similar conditions. Cao et al. 34 performed an experiment on a composite sample (diameter 3.72 cm, length 22.48 cm), consisting of three fractured cement cores placed in series. During 190 h of flow-through, permeability (initially ~7.8•10 -13 m 2 ; aperture varied, up to ~700 μm) decreased by ~50%, while the fracture void volume decreased by ~16.4%. Huerta et al. 33 also found that the permeability of composite, fractured cement samples (diameter 2.54 cm, length 21.9 to 24.4 cm), with w of 3 to 17 μm, decreased during exposure to fixed pressure difference conditions corresponding to initial CO2-brine flow rates of up to 7.8 ml h -1 . Cao et al. 39 conducted a test on a cementsandstone composite, with large defects created by aerating N2 through the cement slurry prior to setting, recording an eightfold increase in permeability in 8 days of flow-through of CO2-brine. Connell et al. 40 reported cement erosion in experiments on cement-sandstone composites, where permeable sandstone allowed effective renewal of CO2-rich fluid. Combined, the experimental results have clearly demonstrated that parameters such as a) sample length, b) defect aperture and geometry, c) driving force for transport (imposed pressure difference or fluid flux) and d) inlet fluid chemistry all affect the permeability evolution of defect pathways in wellbores.
Impact of system extent
The laboratory experiments discussed above made use of cement samples of a couple of centimetres to decimetres in length. By contrast, the plugs and seals in real wellbores typically involve 10s to 100s of metres of cement. This considerably longer length facilitates the formation of long-range geochemical gradients, regarded a key contributor to defect-sealing, namely by allowing mineral precipitation downstream as a result of mineral dissolution at the upstream part of the wellbore 47, 48 . The importance of this length-scale effect has been widely recognized 33, 34, 49 . At present, the only laboratory data available on reactive transport of CO2-rich fluids in wellbore interfaces over lengths of several meters, are the results recently reported by Wolterbeek et al. 51 . These reactive flow-through experiments were performed on cement-filled steel tubes, measuring 1.2 to 6.0 m in length and 6 to 8 mm in diameter.
Debonding defects (with varying aperture, up to ~700 μm) were imposed at the steel-cement interface prior to flow-through testing. A total of four experiments were performed, at 60-80 °C and mean fluid pressures of 10-15 MPa. Under constant pressure difference (0.12-4.8 MPa) conditions, corresponding to initial flow rates of up to 68.6 ml h -1 , the results showed decreases in permeability of 2 to 4 orders. Microstructural and mineralogical observations revealed that this decrease was associated with precipitation of calcium carbonates within the defect aperture, possibly aided by migration of fines. Unlike in other flow-through experiments 42, 45 , casing corrosion was found to play only a minor role.
MODEL CONFIGURATION
Implementation of chemical zonation
As reaction proceeds, cement phases can dissolve and carbonates can precipitate and re-dissolve. These chemical reactions produce a sequence of alteration zones, here denoted Z1-Z5 (see SI, Section 1.1), including porous zones that are permeable to flow 11, 12 . In the model, this chemical zonation was simplified and implemented as follows. The depleted zone (Z1) and carbonated zones (Z2+Z3) are included (roughly corresponding to the orange and green colours in Figure 2d , respectively), while the reduced portlandite zone (Z4) is simplified a treated as a sharp boundary (SI, Section 2.1) and lumped with the unaltered cement (Z5). Such simplifications are reasonable, considering that previous studies 41, 50 showed the largest changes in matrix permeability occur in Z1 (increase) and Z2+Z3 (decrease), plus considering that these changes have a small impact on overall permeability compared to defect clogging. 
Let us now consider the situation where the volume of precipitated calcium carbonates is larger than the volume of dissolved portlandite (Figure 2e ). In this case, all porosity generated by portlandite dissolution will be filled by calcium carbonate, and no porous, permeable zone develops inside of the leached cement (i.e. Z1 not present, inner 
Flow simulation
To obtain the permeability evolution of the "wellbore system" with ingress of CO2-rich fluid, we establish flow due to a pressure gradient across the model domain. This is done by applying a constant pressure 
The corresponding volumetric flux through the debonding aperture, gap Q [m 3 s -1 ], can be obtained by integration over the cross-sectional area of the debonding defect. We combine this result with Eqn. S6 to obtain the total flux and to calculate the effective conductance of a segment: 
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Combining Eqns. S5 and S10, we have an expression for the total volumetric flow ( total Q ) through a segment. Assuming incompressible flow, and ignoring small changes in fluid volume related to chemical reaction e.g. , 54 , the continuity equation requires the inflow to be equal to the outflow for any individual segment. This condition can be applied to each segment resulting in a linear system of equations with a sparse, symmetric and positive-definitive coefficient matrix, to be solved to obtain the pressure distribution throughout the domain 55 . Having the pressure values calculated, flow velocity in any segment can be calculated using Eqns. S7 and S9.
Implementation of portlandite dissolution
Within each segment, a specified volume fraction of portlandite,
, is distributed homogeneously throughout the cement phase ( cement r R ≤ ), at the start of the simulation. As such, some portlandite will be at the surface of the cement, i.e. directly exposed to the fluid phase in the debonding defect. Considering such short transport distances, the initial rate of portlandite dissolution [mol s -1 ] will be controlled by surface reaction kinetics 56 . Following Raoof et al. 6 , this rate-dependence is implemented using a transition state theory rate law, based on the reaction mechanism suggested by Giles et al. 57 and Wang et al. 58 : (Table S1 ). In using Eqn. S11, the reactive surface area is assumed proportional to the volume fraction of portlandite and the cylindrical surface area of the solid ( A [m 2 ]) via:
is a constant accounting for surface roughness and specific surface area, and P ξ [-] denotes the extent of reaction for portlandite dissolution in the segment. Following Raoof et al. 6 , the value for P k at temperature is calculated assuming an Arrhenius-type relation, using the P k at 25 °C obtained from rotating disk-type dissolution experiments 57, 58 and the apparent activation energy associated with portlandite precipitation 59 -see Table S1 .
The above is taken to be representative for the dissolution of portlandite directly exposed to fluids in the debonding defect. However, as reaction proceeds, and portlandite becomes depleted near the defect surface, the reaction front migrates into the cement matrix 7 . Consequently, the rate at which Ca 2+ and OHare released will, at some point, become limited by the rate of transport through the matrix 6 . To take this effect into account, we have formulated an effective reaction rate constant that incorporates textural effects 56 , based on a simple diffusion process, defined as follows. , shown in orange in Figure S1 , portlandite has been completely dissolved away, removing this buffer capacity. Consequently, the concentration of ionic species in the pore fluid in this part of the porous solid will be a function of diffusional transport and interaction with the fluid phase present in the debonding defect, denoted by Figure S1 ).
Under these conditions, the effective rate of reaction between the cement and the fluid in the debonding defect depends on the mass transfer rate at the cement-defect interface ( , we assume steady state behaviour in the period of each time-step and recalculate PCC R to calculate the progressive retreat of the reaction front into the cement. As shown in Figure S1 , the evolution of the effective reaction rate can be approximated using an effective rate equation of the form:
The advantage of using Eqn. S14, rather than direct usage of Eqn. S13, is that this form tends towards zero faster for P ξ very close to 1, i.e. near-complete dissolution of portlandite. We consider this more representative than the hollow cylinder solution, which assumes the fluid phase inside the cement to be perfectly buffered to From the above, we have two expressions for the rate of portlandite dissolution. Eqns. S11 and S12 define the surface reaction-controlled dissolution kinetics, while Eqn. S14 employs an effective reaction rate constant 56 to simulate the transport-controlled kinetics that come into play as the reaction front proceeds into the cement matrix. At any given time, the slowest of these processes will be ratecontrolling. Accordingly, we have implemented the dissolution of portlandite in the simulations as follows: Figure S1 . Simplified diffusion-controlled portlandite dissolution model, with graphical comparison of the numerical results for the different pre-factors in Eq. S13 and S14.
Implementation of calcium carbonate precipitation-dissolution
The dissolution and precipitation behaviour of calcite has been extensively studied [61] [62] [63] ,e.g. , 64 . In our model, the kinetics of precipitation and re-dissolution of calcium carbonate are implemented, following Li et al. 65 and Raoof et al. 6 , using a transition state theory rate law for calcite, based on three parallel reaction paths identified by Plummer et al. 63 and Chou et al. 64 : 
MODEL PARAMETER ANALYSIS
Effect of reaction kinetics
To study the effects of reaction kinetics and the assumptions we made in establishing effective rate laws for portlandite dissolution and calcite precipitation and re-dissolution, we performed a set of simulations in which the values of eff D , P α and C α were systematically varied. Based on many simulations, we found that increasing eff D by one order gave similar results to increasing both eff D and P α one order. Conversely, increasing P α alone had only a limited effect. This suggests that the reaction dynamics were determined by diffusion-controlled dissolution of portlandite. Portlandite dissolution-driven reaction dynamics were also observed by Brunet et al. 49 in their model study.
To illustrate the effect of varying the reaction kinetics, Figure S2 shows results obtained after 48 , S2c) , and tended to concentrate portlandite dissolution and calcium carbonate precipitation closer to the inlet boundary. Conversely, when the reaction rates are decreased by one order, the low pH front can penetrate the entire length of the model domain, producing a flat cement alteration profile and distributed calcium carbonate precipitation. Note that, in the latter case, very little carbonate precipitates in the first 5-10 cm of the sample. For all three simulations, the dynamics and general evolutionary trends observed in the concentration profiles of aqueous species (not shown) were qualitatively similar to what was seen in the reference case simulation (see Figure 3) .
The above observations can readily be interpreted in the context of a competition between dynamic mass transport along the defect trajectory and evolving diffusional reaction within the cement matrix, as previously discussed in our analysis of the reference case simulation. Faster reaction kinetics imply that, for a given flow rate, the fluid can travel less far downstream before its composition is buffered by portlandite dissolution. It further implies that calcium carbonate precipitation occurs more concentrated, near the inlet, which results in the formation of local constrictions, or bottleneck-effects, thereby more rapidly decreasing the sample permeability ( Figure S2c) . Conversely, slower kinetics imply that the fluid can travel further, which results in more distributed dissolution and precipitation. By consequence, instead of fast, local constriction of the defect we observe more gradual, distributed sealing. In summary, increasing the reaction rate of portlandite dissolution results in a smaller downstream extent of alteration ( Figure S2a) , and increases the rate at which sample permeability goes down over time ( Figure S2c ). f is more pronounced in the sample permeability evolution, with larger initial portlandite contents resulting in faster permeability reduction ( Figure S3 ). fashion. This is because the initial flow regime is advective and it occurs as free flow through the debonding defect, and the effect of the matrix flow, and hence matrix permeability, is negligible. As the aperture of the defect ( w ) decreases, this very gradually causes a small deviation of the two curves. However, the differences between the two simulations do not become appreciable before ~14 h of flowthrough ( Figure S4c ). At this time, the aperture ( w ) reduced to about 2-3 μm in width along the first ~60 cm of the sample, in both simulations, and the flow rate supported by the narrowing defect has decreased to a point where the flow supported by the matrix is considerable. From thereon, reactive transport and permeability evolution were controlled by matrix flow. This is also evident in the concentration profiles ( Figures S4a, S4b) where we see deviations only in late-time, diffusion-controlled part of the profiles, close to the inlet boundary. It should be noted that, after the defect is completely sealed somewhere in the model domain, that the apparent sample permeability depends on both the value of porous κ the length along which the defect is sealed. For a uniform defect geometry, the minimum possible apparent sample permeability, corresponding to complete filling of the initial void volume of the defect with porous precipitates along the whole sample length, can be calculated from the initial cross-sectional area of the defect open to flow via debonding defect is sealed with calcium carbonate precipitate only along a relatively short section of the domain (cf. Figure 3 ). As such, substantial effects due to porous κ occur only after the defect is already largely sealed with calcium carbonate precipitates.
Effect of initial portlandite content
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Figure S3. Effect of initial portlandite content, graphs comparing three simulations using different
To investigate the effect of CP ϕ we performed simulations with CP ϕ = 30% (Case 02), 15% (Case 06) and 5% (Case 07) -see black dashed curves, grey curves, and grey dashed curves in Figure S5 , respectively. Note that eff D , P α and C α where set to 10 -8 m 2 s -1 , 1000 and 100, respectively (Table S2 ). The results show that lower CP ϕ values produce larger maximum downstream extents of cement alteration ( Figure S5 ) and slow down sample permeability reduction ( Figure S5 ). This can be attributed to dense coatings forming thinner layers on the cement surface, for a given amount of calcium carbonate precipitate, than porous coatings would. As such, the aperture of the open defect is reduced less efficiently and flow can penetrate further into the sample. We have seen previously that the main sealing-effect is a reduction of the aperture ( w ) supporting free flow.
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Figure S5. Effect of CP
ϕ (see Table 2 
The effect of defect aperture variations
So far, we have considered model domains where the initial defect had a constant aperture of 18.3 μm. In this section, the role of longitudinal aperture variations in determining the self-sealing behaviour of defects is explored by including model domains in which the initial defect aperture varies along the sample with distance from the inlet boundary. In designing the variable aperture model domains, we took particular care in ensuring that the initial sample permeability ( 0 app κ ) is 3.4⨯10 -13 m 2 . In other words, all model domains with variable defect aperture are characterized by an initial sample permeability equal to that of the domains with constant aperture discussed in the previous sections (Table S2 ). This implies that the equivalent hydraulic aperture equals 18.3 μm for all variable aperture models discussed below. As such, the initial flow rate [m 3 s -1 ] will be the same in all simulations, which allows us to compare the effect of variable defect aperture on evolution of the sealing during the reactive flow. Figure S6 provides a schematic overview of some of the applied defect geometries. It should be noted that the model domains unavoidably vary with respect to the initial defect void volume ( defect V ) and hence in terms of the initial residence time of fluids ( 0 τ ). Three subsets can be recognized, the first two of which including groups of models that have identical initial defect volumes and residence times (Table S2 ). In the following sections, we will present and analyse the simulations per subset.
Effect of single-step change in aperture
Let us consider two simulations (Case 08 and 09), each having a model geometry containing a single step in the aperture size. The other parameter settings can be found in Table S2 . In Case 08, the initial aperture is 14.6 μm along the upstream half and 60 μm along the downstream half of the domain. In Case 09, the situation is reversed, with 0 w = 60 μm along the upstream half of the model domain and 0 w = 14.6 μm further downstream ( Figure S6 ). Figure S7 shows apparent sample permeability versus time and versus injected fluid volume for the two simulations. In Case 08, where the interfacial defect is narrow near the inlet boundary, i.e. the CO2 exposed face, we observe a rapid reduction in permeability, which decreases ~3 orders within 10 h of flow-through. Conversely, in Case 09, where the interfacial defect is large near the inlet side, sample permeability hardly changes during the first ~44 h, and subsequently starts to decrease, reaching a value of ~7.9⨯10 -16 m 2 at the end of the simulation ( Figure S7 ). Since the boundary conditions and integrated, model domain-scale properties are equal for the two models, the observed difference in sample permeability evolution is related to the non-uniform defect geometry and its interaction with geochemical gradients, causing dissolution and precipitation within the defect. The sample permeability is controlled by the narrow part of the defect, acting as a "bottle-neck" to flow (for our model geometry, the sample permeability is given by the harmonic mean of the permeabilities of the individual segments, i.e. sensitive to low values 66 . Since cement alteration and calcium carbonate precipitation are initiated at the upstream end of the samples, and given the narrow initial defect close to the inlet for Case 08, this causes immediate changes in the sample's hydraulic properties. Conversely, in Case 09, precipitation of calcium carbonates occurs within the wider part of the defect, thus having a limited effect on sample conductivity, which is controlled by the narrow part of the defect at the downstream half of the domain. By consequence, the influx of CO2-rich fluid can be maintained, allowing a greater extent of portlandite dissolution. As the reaction front in Case 09 slowly migrates downstream and reaches the narrow portion of the defect, calcium carbonates start to precipitate inside the narrow part of the defect, and sample permeability starts to decrease. Table S2 for description of these domains).
Figure S6. Schematic illustration of the variable aperture model domains in Subset I and II considered in the study Note that model domains in Subset III are not shown (see
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Periodic aperture variations
The second subset includes four models (Case 10, 11, 12 and 13) used to explore the effect of variations in initial defect aperture that have a periodic, sinusoidal distribution. The simulations were run with eff D , P α and C α values of 10 -8 m 2 s -1 , 1000 and 100, respectively (Table S2) . In all four model domains, the defect geometry was characterized by maximum and minimum apertures of 60 µm and 10.3 μm, respectively, corresponding to the troughs and crests of the sinusoid ( Figure S6) . The four models differed with respect to the wavelength of the periodic aperture perturbations ( Figure S6 ). The most proximal minimum in aperture accordingly occurs at a distance of 150 cm in Case 10, and progressively closer to the inlet boundary in Case 11, 12 and 13 (75, 37.5 and 18.75 cm downstream, respectively). Using a whole number of sinusoid periods to construct each defect geometry, we ensured that the initial defect void volume ( 0 defect V ) is the same in all models (Table S2 ). Figures 5a and 5b show calcium carbonate and portlandite content profiles for the first 2 m of the model domains, for simulations Case 10, 11, 12 and 13, after 48 h of flow-through. Figures 5c and 5d show apparent sample permeability versus time and versus injected fluid volume for the same simulations. All four simulations have the same domain-scale properties, such as initial permeability, initial defect volume and imposed boundary conditions. First considering the concentration profiles (Figures 5a, 5b) , we observe an increase in the maximum downstream extent of cement alteration with increasing distance of the first crest of the sinusoid. This behaviour is qualitatively similar to what we have seen in the simulation with a large defect near the inlet ( Figure S7 ). Further note that the maximum downstream extent of cement alteration in Case 12 and 13 is less than in our simulation for a uniform defect with an aperture of 18.3 µm (Case 02; black dashed line, Figures 5a, 5b) .
Turning to the sample permeability evolution data (Figures 5c, 5d ), defect models with variable apertures self-seal slower than in the otherwise equivalent uniform aperture model (Case 02). This is the case not only for the low frequency sinusoids (Case 10 and 11), but also for the two simulations where the downstream extent of cement alteration was less. The initial volumetric fluid flux was 7.15 ml h -1 in all these simulations. However, the fluid velocity [m s -1 ] varies along the sample and depends on the crosssectional area of the defect open to flow. Slow movement in the wide parts of the defect allow the fluid to equilibrate with portlandite effectively, with the bulk of calcium carbonate precipitation occurring before the narrow part of the defect is reached (cf. Figure S7 ). Only after the portlandite near the inlet has been dissolved away to the point where reaction kinetics are too slow to fully equilibrate the fluid before it reaches the first constriction, does precipitation of calcium carbonates commence where it matters: at the narrowest parts of the defect, producing a delay in permeability reduction.
Effect of enlarged defect aperture near sample inlet
In our lab experiments, sample preparation and the initial creation of a debonding defect may generate defect apertures that are much wider close to the inlet of the sample, compared to further downstream. will be much lower in the wide part of the defect, near the entrance, due to the much larger crosssectional area open to flow. Accordingly, the downstream distance that can be travelled by CO2-rich fluid before it is completely buffered by portlandite (a function of u and the reaction kinetics, the latter of which are equal in the three simulations), will be less in simulations with an enlarged defect near the inlet. However, precipitation of calcium carbonates in the wide parts of the defect will have little effect on the domain-scale permeability, which is controlled by the narrow aperture portion of the defect.
Comparison with other modelling studies
It is of interest to compare our observations with those made in previous modelling studies. It should be emphasized, however, that various studies apply different implementations of reaction and transport processes, as well as differences in the length scale of the domains, which complicates a detailed comparison. Most similar to the present modelling work, in its approach, is the study by Deremble et al. 48 , who developed a simplified flow and geochemical model to study self-sealing in uniform wellbore defects on the 100 m length-scale. Considering a pressure drop of 5 MPa over 100 m and an inlet fluid with a CO2-content of 0.8 mol kgw -1 , they found that defects with apertures ( 0 w ) of 80 μm may self-seal, while 100
μm apertures remain open. Unfortunately, it is not entirely clear how they arrived at this result, since some of the equations contain typos (inferred from unit inconsistency) and not all parameter values are provided.
The reactive transport model by Cao et al. 34 , employing continuum scale formulations to simulate processes occurring within the cement matrix, considered cement fractures with a uniform aperture, in model domains up to 63 cm in length. Calibration of their model was performed against a reactive flowthrough experiment on a composite sample, consisting of three fractured cement cores placed in series. Interestingly, similar to the observations in our work, Cao et al. 34 found that, while their reference case simulation was able to reproduce the Ca 2+ -concentration in the effluent fluid (i.e. chemical gradients), the simulation significantly overestimated the permeability decrease observed in their lab experiment. They attributed this overestimation to the fact that the sample's complex and variable defect geometry (see Fig.  2 of Cao et al. 34 ) was represented in the model using a uniform fracture of constant aperture (arrhythmic average of sample aperture), while in a more heterogeneous defect, fluids would tend to flow through the wider aperture zones, thus leading to the formation of tortuous, chemically reacted channels. However, such heterogeneous defects were not addressed in their modelling study. The present modelling results support the assertion by Cao et al. 34 that an initially non-uniform defect geometry plays a key role in sample-scale permeability evolution, having shown that aperture variations strongly affect sealing efficiency. In the present model, however, these variations cannot be related to localisation and the formation of channels, for no lateral aperture variations were included. Instead, the present observations could be related to decreased flow velocity ( u ) [m s -1 ], and hence increased portlandite buffering efficiency, in wide portions of the defect.
Brunet et al. 49 developed a reactive transport model, similar in setup to that of Cao et al. 34 in also using a uniform defect aperture, and calibrated it using the experiments of Huerta et al. 33 . They conducted a large number of simulations, varying the domain length from 10.96 to 32.87 cm, 0 w from 6 to 90 μm, and 0 Q from 0.09 to 7.8 ml h -1 . Brunet et al. 49 observed diverging behaviour, with some simulations showing fracture opening and others sealing. It is interesting to note that defect sealing or opening occurred within a day (see Fig. 8 of Brunet et al. 49 ), which is relatively fast for typical laboratory experiments, and reminiscent of the rapid permeability reduction observed in our simulations using uniform apertures, as S18 well as those reported by Cao et al. 34 . Brunet et al. 49 found that the initial hydraulic aperture ( hydr w ) and initial residence time of fluids (τ ) are key parameters in determining whether reactive flow of CO2 in defects will be self-sealing or not, with narrower defect sealing faster see also , 34 . Longer residence times provide more time for the CO2-rich fluid to be buffered by reacting cement phases, leading to precipitation of carbonates. Based on their simulations, Brunet et al. 49 
If the residence time of CO2-rich fluid in the defect is larger than this critical value, crit
, then selfsealing is expected. In our laboratory experiments, we showed that Eq. S18 can adequately explain the permeability evolution of our cement-filled steel tubes, if the uncertainty in the measurements is considered. Regarding the uniform aperture simulations in our study (Case RF and Case 01-07), the results are consistent in that we observed self-sealing of 18.3 μm wide defects, given the initial residence time of 17.3 min (Table S2) , which is indeed larger than the critical value predicted by Eq. S18 for hydraulic apertures of this size.
A more interesting situation arises when we try to compare our variable aperture simulations to the relationship obtained by Brunet et al. 49 . On the model domain-scale, the apparent sample permeability is the same for all geometries included in Figure S6 . Accordingly, if these model domains are represented by an equivalent defect of uniform aperture, then hydr w = 18.3 μm. This also implies that the critical residence time, obtained from Eq. S18, is the same for all mentioned simulations. For the variable aperture geometries, however, the initial defect volume is always larger than in the uniform aperture case, leading to longer residence times (Table S2 ). Our modelling results have shown that, depending on the geometry/aperture size distribution of the defect, the sealing efficiency may be considerably less for variable defects, despite the increase in residence time. While we have not observed instances where the sealing behaviour transgressed into opening behaviour due to a change in defect geometry, it should be noted that the conditions under which we performed our simulations are confined to well within the selfsealing field defined by Brunet et al. 49 . As such, the effects of non-uniform defect geometries on the selfsealing behaviour, and its dependence on residence time, may be more important for systems closer to the critical state (in terms of residence time -Eq. S18). Further research is clearly needed to characterize and study these potential effects in more detail. Figure S1 . Simplified diffusion-controlled portlandite dissolution model, with graphical comparison of the numerical results for the different pre-factors in Eq. S13 and S14. Figure S2 . Effect of reaction kinetics, graphs comparing three simulations using different eff D , P α and C α (see Table S2 ); a) and b) show carbonate and portlandite content profiles after 48 h; c) and d) show apparent sample permeability with time and with injected fluid volume, respectively. Figure S3 . Effect of initial portlandite content, graphs comparing three simulations using different 0 P f (see Table S2 ); a) and b) show calcium carbonate and portlandite content profiles after 48 h; c) and d) show apparent sample permeability evolution with time and injected fluid volume. Figure S4 . Effect of porous κ (see Table S2 ); a) and b) show calcium carbonate and portlandite content profiles after 48 h; c) and d) show apparent sample permeability evolution with time and injected fluid volume. Figure S5 . Effect of CP ϕ (see Table 2 ); a) and b) show calcium carbonate and portlandite content profiles after 48 h; c) and d) show apparent sample permeability evolution with time and injected fluid volume. Figure S6 . Schematic illustration of the variable aperture model domains in Subset I and II considered in the study Note that model domains in Subset III are not shown (see Table S2 for description of these domains). (Table S2) ; a) and b) show calcium carbonate and portlandite content profiles after 48 h; c) and d) show apparent sample permeability evolution with time and injected fluid volume.
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