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 1．はじめに
 現在の時刻における値を過去の観測値の線形結合によって表現する自己回帰モデル（Auto－
Regressive mode1，以後ARモデルと略す）は，そのモデルの簡便さなどから様々な分野にお
いて予測・制御に広く用いられている（尾崎（ユ989））．統計理論的な側面からの研究はもちろ
んのこと，モデルパラメーターの計算法に関しても多種多様た方法が提案，そして比較検討さ
れてきた．その背景には，ARモデルとパワースペクトルの関係を使って，パワースペクトルの
安定した良い推定値を求めたいという意図があった．とくにBurgによる新しい計算法は，
ちょうど実用に耐えうる計算機の出現とあいまって，スペクトル解析の分野に多くの研究者を
引き込んだ（Burg（1975））．その後ARモデルを用いたデータ処理は，解析に十分たメモリー
と計算速度を持った計算機が非常に手に入れやすくたったため，すっかり市民権を得た観があ
る（0htsuandKitagawa（1984），Nakamura（1989），尾崎（1989），石黒（1989））．また計
算機の驚異的な発達にしたがい，データの定常性などを仮定したい，より現実的な大規模モデ
ルヘとARモデルは発展しており，その有効性と柔軟性が様々なデータヘの応用を通して確立
している（田村（1984），北川（！986a，1986b，1989））．
 本稿が取り扱うのは，大規模ベイズモデルによる近代的たARモデルではたく，すでに解析
法だとが確立された古典的ARモデルである．この古典的ARモデルに関する解説書は余り
にも多く，本稿では和書のいくつかを挙げるにとどめておきたい（赤池・中川（1972），藤井
（1974），日野（1977），添田地（1979），森下・小畑（1982），尾崎（1989））．これらの多くは
データの定常性などを仮定し，アンサンブル平均操作を導入して，様々なARモデルの諸特性，
パラメーター推定法などを概説している．ところが，現実のデータは仮定した条件を十分満た
すものか解らたいし，またアンサンブル平均値などもともと定義できないのかもしれない．に
もかかわらず，現実にはデータを有限個のデータから推定したARモデルを用いて表現してい
る．したがって，もともとのARモデルに仮定した前提を離れ，有限データから推定したAR
モデルは有限データをいかに表現しているのかを考察してみるといった，逆の方向からARモ
デルを見ることも可能である．本稿では，ARモデルを有限個のデータの1つの表現方法とし
て捉える．いままで我々が有限個のデータからモデル化してきたARモデルは，実際のデータ
をどのように表現しようとしていたのかを考えてみたいわげである．
 ARモデノレの持つ線形性から，それを線形代数の観点から見ると様々た性質が明瞭になって
くるため，まず第2章でARモデルの概説をし，そのVector－Matrix表現を第3章で与える．
そこでは諸性質がすべてVector－Matrix表現で示される．第4章ではいろいろな説明法があ
るレビソソソのアルゴリズムを，線形空間のベクトルの関係で捉える．第5章ではARバラ
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メーターの偏自己相関の代表的た推定方法を比較検討する．
 2．自己回帰（AR）モデルの概説
 本稿では1変量の時系列（｛κ（m）｝と表記，1≦m≦M）を対象とする．ARモデルとは時刻m
の観測値κ（m）を白色雑音ε（m）と過去の観測値κ（m）（m＜m）の線形結合で表すものである．
とくにM個の観測値を使うモデルを〃次ARモデルという（尾崎（ユ989））．具体的に式で表
すと，
                   〃 （2．1）           κ（m）＝Σα（m）κ（m－m）十ε（m）．
                  m；1
もちろんα（m）は定数．ところで白色ガウス雑音｛ε（m）｝は互いに相関を持たない平均0，分散
（σ2）一定の確率変数の列であるから，以下のような良く知られた関係式が得られる．
 （2．2）                     亙｛ε（m）κ（m）｝＝亙｛ε2（m）｝＝σ2
                   M （2．3）      亙｛κ（m）κ（m一ノ）｝＝Σα（m）亙｛κ（m－m）κ（m一ノ）｝十σ2δ5，o
                  m三1
亙｛・｝はアンサンブル平均，δ㍑はクロネッカー記号を表す．式（2．3）は
（λ・）亙／1（・）κ（・一1）1一万／（κ（・）一倉α（・）κ（・一・））・κ（・一1）／一・（・・1）
とも解釈できる．｛κ（m）｝の自己共分散関数を
 （2．5）         C（プ）＝亙｛κ（m）κ（m一ブ）1
と表記すると上式（2．3）は次のように書ける．
                   M （2．6）       C（ブ）＝Σα（m）C（プーm）十σ2δ〃
                  m二1
とくに｛κ（m）｝が2次定常ならばC（プ）＝C（一ブ）なので，（2，6）はさらに
                  M （2．7）          C（ブ）＝Σδ（m）C（1プーml）十σ2δ5，o
                  m二1
となる．以上はM次AR過程の基本的た関係式だが，以後の説明のため次のようだ性質も成
り立つことを明らかにしておこう．式（2．4）の性質および自己共分散関数の原点対称性を使っ
て，
（・・）亙／1（・一〃一1）州1一亙／（κ（・斗1）一茗α（・）κ（・一〃一1・・））・κ（1）／
               ＝0  （1≦ブ≦〃）、
これはκ（m－M－1）がM次のARモデルの係数｛α（m）｝を用いて，
                 M （2．9）      κ（m－M－1）＝Σα（m）κ（m－M－1＋m）十ε（m－M．一1）
                 m＝1
と書けることを意味している．
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3．V㏄tor一皿atrix表現
第2章に概説した〃次のARモデルの諸線形の性質は，以下のようなVector－Matrix表現
を採用すると非常に簡潔に理解できる．
 現実の解析では得られた有限のデータから，ARモデルを記述する諸パラメーター｛α（m）｝，
σ2を推定する．いま｛κ（m）｝のデータ数をMとしよう．まず観測された有限のデータから次
のようだ（M＋Mm、、）x（Mm、。十1）の行列を作成する．ただしMm、。はいま考えているARモ
デルの最大モデル次数を示す．
（3．1）       D＝
κ（1）
κ（2）  κ（1）
κ（M） κ（N－1）  κ（M一〃m。。）
     κ（w）
κ（M－1）
κ（M）
空白の部分はすべてOを埋める．Dの第m列をX。一（m＝1，．．．，〃m、、十1）と表すと（つまり
第1列をX。，2，3，．．．，Mm、、十1列をそれぞれX1，X。，．．．，X帆、と記す），M次（1≦M≦Mm。。）の
ARモデルは，式（2．1）から形式的に
                    M （3．2）         X。＝Σα（m）Xm＋εF
                    m＝1
と表すことができる．ここでε。はXmの次元と同じ縦ベクトルである．またεの添え字のF
は，このベクトルが前向き（Forward）の予測誤差になっていることを表している．各ベクト
ルの成分を比較すれば明らかたように，x～は兄の各成分をブ個下にシフトしたものとたっ
ている．いまBackwardオペレーターをBと表すと，つまりκ（m－1）＝Bκ（m）とすると，
 （3．3）            X5．1＝BX5
は明らかである．Bは簡単に行列で
（3．4） イ、1）
と与えられる．
 ARモデルを記述する諸パラメーターの推定法にはいくつかあるが，それらの違いは行列D
のどの部分を使うかにょって統一的に理解できる．例えばYu1e－Wa1ker法（以後YW法と省
略）はりのすべての要素を計算に使う．したがって兄の次元はM＋〃である．このYW法
で注目して頂きたいのは，ベクトルXのユークリッドノノレム11x－1に関する特性である．
（3．1）より
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 （3．5）     llx．ll＝l1石11＝llx．ll＝…＝llxM一。11＝llx〃ll．
最小2乗法は第力（M＋1≦力）行目から第M行目まで，列は第1～M＋1列を使ってパラメー
ターを推定する．普通は力＝〃十1を最小2乗法によるパラメーター推定と呼ぶ．ただしAR
モデルを採用するときはモデル次数Mの選択に注意が必要で，またそのモデノレ選択に情報量
規準AICを使うときには，いま考慮している最大モデル次数を力の値として採用する（坂元
値（1983））．
 ｛κ（m）｝の自己共分散関数C（ノ）の推定値C（プ）をベクトル間の内積
（3．6） δ（ll一・1）・無蒜
で与える．ここでdim（・）はベクトルの次元を示す．当然dim（五）は4によらたい．この値は，
パラメーター推定法を決めると，前述したように具体的に書き下せる．一般にX。・Xヱの値は
l Z－m lの関数にはたらたい（つまり，タ≠プのときXジX。尾≠石・・石・。。である）が，時系列
の場合は式（3．1）を見て解るように，1Z－m lが等しくあればほば同じ値である（ただしYW
法のときは完全にl Z－m lの関数）．つまり，ベクトルの内積Xm・X‘をdim（X・）C（l Z－m l）
でほぼ近似できる．κ（1），κ（2），．．．，κ（Mm。。）とκ（M一〃m。。十1），κ（M－Mm。十2），．．．，κ（W）に
異常た値が含まれていたい限り，Xm・XエはすべてのZ，mに対し1トm lの関数になっている
と考えて良い．とくにMの値がMm。。と比較して十分大きければ，上記の仮定はほとんど受け
入れられる．この仮定をしたいことは，時系列の初期値（と終値）の効果を考慮することに，つ
まりboundary conditionを厳密に考えることに還元される．以後の関係式で使われる≒は，
この仮定が成立するときは厳密に等号が成り立つが，成立したいときはほぼ等しいことを示す
（近似）式であることを表す（ただし，何度も繰り返すが，YW法のときは近似式ではたく正確
に成り立つ式を意味する）．つまり，≒で結び付けられる関係式は，2つのベクトル間の内積の
値をdim（五）C（l Z－m l）で置き換える操作を含むことを明示している．この仮定は，各ベク
トルのノルムの一致性（関係式（3．5））をも含んでいることにも注意しておきたい．
 式（3．6）にあるように以後ベクトルを2つ並べたものは内積を意味し，いちいちαT・6のよ
うに転置記号丁を書かたいことにする．また式（2．2）より
                    、＿llε。l12 （3．7）                           σ〃一
                      dim（ε。）
である．σ島の添え字Mは，モデル次数がMのときのσ2であることを表している．
 以上でVector－Matrix表現の道具だては揃い，以降は線形代数の観点からARモデルを考
察してみる．もう一度M次のARモデルのVecto卜Matrix表現を思い出すと，
                     〃 （3．8）              Xo＝Σα（m）Xm＋εF．
                    m＝1
このときのARモデルの係数｛α（m）｝の推定法には，いくつかの流儀があるが，いずれにしても
次のようだ（予測）誤差の2乗Z。をなるべく小さくするように決定するのが自然である（尾崎
（1989））．いま，｛α（m）｝をZ。を最小にするように決定したとしよう（つまり，最小2乗法を採
用したとする）．
（・．・）   ム・l1兄一倉α（・凪2－l1卵11
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ここで添え字のFは，この距離が前向き（Forward）の予測誤差に対応していることを示して
いる．ユークリッド空間では，Z。のようだ距離の2乗（距離でも同じ）を最小とするようた
｛α（m）｝を求めることは，X。のM個のベクトルlX、，X。，．．．，XM｝を基底とする線形部分生問
γ〃への射影と等価である（回帰モデルの線形空間での解釈は，佐和（1979）の図4．1を参考に
して頂きたい）．したがってM次のARモデルのε。は，X。のγMへの垂線であり，すべての
基底ベクトル｛X，X。，．．．，XM｝と直交しているわけである．つまりε。はγ〃の直交補空間γ方
に属している．射影ベクトルの各Xmの係数は，ARモデルのパラメーターα（m）である．
 以上の幾何的た解釈の後には様々なARモデルの諸性質が明瞭にたってくる．前述したよ
うに，εFは｛X・，X・，．．．，XM｝と直交しているので，
 （3．10）            εパXm＝O   （m＝1，．．．，M）
となり，これは式（2．4）のVector－Matrix表現である．また，式（2．5），（2．6）だとはX。とXゴ
の内積を書き下しただけである．つまり，
（3．11） 狐一i茗α（・凪・1・）兄一真α（・）肌・1山
で，両辺をベクトルの次元数dim（X｛）で割ると（dim（X）はもちろんゴに依存しない），
                   M （3．12）      C（ブ）≒Σα（m）C（し＿m一）十σ島δ5，。
                  m白1
となり，式（2．7）が簡単に得られる．さらにこの式のノ＝0のときの関係式は，
 （3．13）        αM＝［α（1），α（2），．．．，α（M）1τ
および
 （3．！4）        cM＝［C（1），C（2），．．．，C（〃）1τ
とおくと
 （3．15）                          C（O）≒cMα〃十σ島
と簡単に書ける．この式もX。のノルムの2葉11X．l12を考えればすぐに理解できる．またノ‡
0のとき，つまりノ＝1，．．．，〃に対して成り立つ（3．12）式をYu1e－Wa1ker方程式という．
               C（O）  C（1） C（2） … C（M－1）
               C（1）  C（0） C（1）  C（〃一2）
 （3．16）    CM＝ C（2）  C（1）
              C（M－1）C（M－2）… C（1） C（0〉
とおくと，YW方程式は簡単に
（3．17）            C〃αM≒cM
と書ける．
 また（3．12）式においてプ＝1，．．．，〃のC（ブ）は，プをプ＝M＋1一后と付けかえることにより
36 統計数理 第38巻 第1号 1990
             ＾            〃      ＾ （3．18）         c（M＋1一々）≒Σα（m）c（1M＋1一々一ml）
                    m＝1
と書ける．ただし后の取りうる範囲は1≦后≦Mである．さらに変形すると
                     M （3．19）           文尾XM＋1≒Σα（m）X為XM＋I一物．
                     m三I
したがって
（・、・・）   山（ル・r真α（・）・…一・）≒・
                      M （3．21）        ε。＝XM．rΣα（m）X〃。、一m
                      m＝1
とおくと
 （3．22）        X危ε。≒0  （后＝1，．．．，M）
で，さらに
                    〃（3．23）     XM，1≒Σα（m）XM、、二m＋ε、
                    m＝1
と表せる．ここでXM。、はXM．1＝8XMで定義されるベクトルである．式（3．10）は厳密に成
り立つが，式（3．22）は近似式である（仮定（3．6）が成り立つときは，厳密に成り立つ）ことに注
意したい．一般に式（3．21）で定義されるε。のノルムに関して，llε。ll≠llε。llであるが，仮定
（3．6）のもとで11ε。ll＝11ε。llにたる．式（3．22）から，ε。は｛Xm1m＝1，．．．，M｝のすべてのベ
クトルに（ほぼ）直交しており，この式はXM。・のγMへの射影を表している．よって，ε・は
（近似的に）XM。、のγMへの垂線と解釈される．（3．23）式の重要た点は，射影ベクトルのXみの
係数がα（M＋1一尾）で与えられることで，これは1変数時系列のARモデルにおける特徴であ
る．これらの議論から，
（3．24） ・。≡ 撃激求B1一真1（・）瓜。。一一112－ll～l12
で定義される距離の2乗も，（ほぼ）最小とたっていることが解る．添え字の3は，このZ。が
後向き（Backward）の予測誤差に対応していることを表す．しかしたがら，上述したように厳
密にZ。がZ。を最小にする｛α（m）｝で最小にたっているかは解らず，一般には仮定（3．6）が近
似的に成り立つのでほぼ最小となっている．
 この章を終わるにあたってもう一度M次のARモデルについてまとめると，M次のARモ
デルはX。の｛X。，X。，．．．，XM｝を基底とする線形部分空間γ〃への写影であり，基底ベクトル
の｛Xm｝の係数が。（m）で与えられる．したがって前向きの予測誤差を表すベクトルε。は，
X。のγ〃への垂線である．このとき前向きの予測誤差11ε。l12＝Z。は最小とたっている．1変
数ARモデルのときは自己共分散関数が偶関数である（仮定（3．6）が成り立っている）ことか
ら，次のようだ特性がある．M次のARモデルは，XM。、の線形部分生問γMへの写影を考え
たとき，基底ベクトルの｛X、｝の係数がα（M＋1－m）で与えられる．後向きの予測誤差を表す
ベクトルε。は，xM。、のγ〃への垂線であり，後向きの予測誤差11ε。l12＝z。もz。同様最小に
なっている．
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 4．レビンソンのア．ルゴリズム
 M次のARモデルを記述するパラメーター｛αM，σ島｝を求めるのに，c〃とC（0）を計算して
（3．17）式の連立1次方程式を解く方法が考えられるが，この計算を能率良く行う方法がレピソ
ソソのアルゴリズムである（Levinson（1947），添田地（1979），尾崎（1989））．このアルゴリ
ズムは一見複雑そうだが，幾何的な観点から眺めると非常にすっきりしてくる．レビソソソの
アルゴリズムは，一言でいうとM次のARモデルパラメーター｛α〃，σ島｝とM＋1次のARパ
ラメーター｛αM。、，σ島。、｝の間の漸化式を与えるものである．モデル次数をはっきり示すため
              αM＝［αM（1），α”（2），．．．，αM（M）1T
と上付き添え字を付ける．同様にM次の前向きと後向き予測誤差を表すベクトルをそれぞれ
ε紫およびε紫と書く．
 〃十1次のARモデルは｛X、，X。，．．．，X〃，X〃。。｝のM＋1個の基底ベクトルの張る線形部分
生問γM。。へのX。の射影である．求めたいのはαMとσ島が既知のもとでの，X。のγM。。へ
の射影ベクトルの係数
         α〃。、＝［αM＋’（1），α”十’（2），．．．，αM＋’（M），αM＋’（〃十1）1τ
である．X。のγMへの射影ベクトルの係数は解っているので（（3．2）式で与えられる），ルに
1っ基底ベクトル（XM。、）の加わった線形部分空間γ川へのX。の射影は，ε紫のXM＋。への
射影成分だけを考えれば良い．
                         M ところで（3．23）式を見ると，XM・・はγMへの射影ΣαM（m）XM・・一mと，（近似的な）垂線
                        m＝1
ε紫に分解されている．この垂線は当然γM．1には含まれているがγ〃には属していたい．
γ〃。、一γMの部分生問にはいっている．いいかえるとXM．1のγM。、一γ〃への射影ベクトル
はε紫である．したがってε貨は
（4．1） ε紫≒αε夢十ε紫十1
と分解できる．ただしαは実数．右辺の第1項はル・・一γMへの射影を，第2項は府、、へ
の射影を表している．当然ε夢とε紫十1は直交している．また，〃斗1次のARモデルの前向き
の予測誤差分散Z㌢十1は
（4．2）   Z紫十1＝llε紫十’l12≒11ε貨一αε紫112＝α211ε夢112－2αε粘紫十11ε祭112
で与えられる．
 （4．1）を
                    M （3．2’）        X。＝ΣαM（m）Xm＋ε努
                    m！1
に代入すると
                  〃 （4．3）       X。≒Σα”（m）Xm＋αε夢十ε紫十1．
                 m＝1
さらにε努を（3．23）式から｛X、，X。，．．．，X〃｝で表すと，
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兄≒か・（・凪・α（ル・・一か・（・凪・・一・）・1炉・
一意α・（・）瓜・α（ル・r茗α・（M・1一・凪）・1ダ・
           〃          ＝Σ（αM（m）一mM（〃十1－m））Xm＋αXM。、十ε紫十1
           m＝1
とたる．M＋1次のARモデルは
                   M一十1 （4．5）         X。＝ΣαM＋1（m）Xm＋ε繋十’
                   m三1
であるから，（4．4）と（4．5）を比較することで，実は
（4．6）     ’   α≒α〃・・（M＋1）
であることが解る．このα”十1（M＋1）のことを偏自己相関（PartiaI Auto Corre1ation
Coe箭。ient，略してPARCOR）という．簡単のために〆十1（M＋1）をγM。ユと書こう．さらに
Xmの係数比較から
 （4．7）      α”十1（m）≒αM（m）一γM、、αM（M「十1－mう   （m＝1，．．．，M）
が得られる．
 （4．7）から，（4．1）は結局
 （4，8）                           ε貨≒γM’斗1ε夢十ε貨十1
となり，（ほぼ）ε努⊥ε紫十1であるから，γM。、はε貨とε夢のたす角度をθMとすると
                   llε貨11cos（θM・）   ε紫ε夢
 （49）                      γM・十1＝              ＝
                     11ε釧1  11ε夢112
で与えられる．この解は次のような観点からも求められる．（4．2）は実は
 （4．10）     z紫十1＝llε紫十1112≒llε貨一γM＋1ε夢112＝γ島十111ε努112－2γM＋1ε夢ε夢十11ε貨112
であるので，このzダ十1を最小にするγM。、，つまり
 （4．！1）                            ∂Z㌢十1／∂γM＋1＝O
の解が（4．9）で与えられる．（4．9）で注目したい点は，M＋1次の偏自己相関の計算にδ（M＋1）
を必要としたいことである．
 （4．3）は
                  〃 （4．12）           Xo≒ΣαM（m）Xm＋γレ十1ε夢十ε紫十1
                  m三1
とたる．この式とx〃。、の内積を求めると
               〃（4．13）       】【o】ζ〃十1≒ Σ］ αM（m）】⊂m】⊂M・十1＋γM＋1ε繁XM・十1＋ε貨十1XM＋1．
               m三1
ε貨十1XM。、＝Oに注意すると，さらに変形できて
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           一   M  －      llε貨112 （4．14）    C（M＋1）≒Σα”（m）C（〃十1－m）十γ〃。。                 m－1         dim（ε夢）
となり，結局
                 ＾         M        ＾                 C（〃十1）一ΣαM（m）C（〃十1－m）
 （415）         γM＋1二      m11                        11ε釧12
                       dim（ε紫）
が得られる．（4．8）より
 （4．16）        dim（ε紫十1）σ宕十1≒llε紫十1112＝llε貨112一派十111ε芽112
が得られる．もしC（M＋1）が与えられれば（4．！5）でγ〃。。が求められ，（4．7）を使ってαMから
αM。、が計算できる．さらにM＋1次のARモデルを記述するのに必要なパラメーターσ缶。、
は（4．16）から計算できる．
 仮定（3．6）が成り立つときの蝋ε筑ε芦十1，X。，そしてXM。。の構成が図1に模式的に示して
   〃．ある．ΣαM（m）X腕を表す太い矢印はγM内にある．したがって平面γM。。はγMとそれに
   吻＝1
直角な座標，つまりε夢方向（近似的に直角）で構成されている．もちろんx〃。1はこの平面内
にある．平面に垂直た成分はγ寸十、を表す．ε紫十1はγM＋、平面に垂直であり，したがって
諸十1とX〃。・とは直交している．太い矢印とε紫およびε夢は直交している点にも留意した
い．
 前述したように一般には11ε貨11≠11ε夢11であるが，仮定（3．6）のもとではllε貨112＝llε劉12ど
たり，したがってllε到12＝dim（ε紫）σ島たので，（4．15）は
                 ＾         M        ＾                 C（M＋1）一ΣαM（m）C（〃十1－m）
 （417）     γM＋、＝   m＝1、
                         σM
となる．また（4．ユ6）は結局
 （4，18）                          σ島十1＝（1一γ島十1）σ缶
でσ宕。。とσ缶の関係式が与えられる．また（4．9）は
xo
ε砦十！
XM＋l   M一
    ｝εB．、、、
MεF   MγM＋1εB
MΣ0M（m）X冊∈γM    17M＋1
㎜三1
図1．
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 （4．19）                γM＋1二。os（θM）
にたってしまう．（4．18）と（4．19）より
 （4．20）                        σ島十1＝ sin2（θ〃）σ島
で，したがって
 （4．21）
であることが明示される．
llε紫十ユll＝llε紫Sin（θM）ll
 5．偏自己相関の決定法
 第4章に述べたものがレピソソソのアルゴリズムで，以下に具体的た計算方法を述べる．
YW法は，まずC（O）を計算する．次にC（1）を求め，（4，15）を使って1次の偏自己相関
α1i1）（γ、）を計算する．（4．16）からσぞも計算できる．以下，0（2）から｛α2（ユ），α2（2）（＝γ。），σ多｝
が計算できるといったふうに，1つ高いモデルの自己共分散を計算して（4．15）と（4．16）を使え
ば，高次のARモデルのパラメーターが逐次的に定まる（石黒（1982），尾崎（1989））．ただし，
このようにして決められたAR係数は前向きの予測誤差を厳密に最小にしているかは解らた
い．たぜたらば，このアルゴリズムは式（3．21）で定義される後向きの予測誤差が厳密に最小に
なっている（ε夢が厳密にγMに垂直になっている）ことを利用しているが，これは仮定（3．6）が
成り立つもとでしかいえたい．したがって，直接前向きの予測誤差を最小にするように決めた
（最小2乗法で決めた）AR係数と，レピソソソのアルゴリズムによって逐次的に決めたAR係
数（例えば，Burg法（添田地（1979）））は一般には一致しない．
YW法は（4．15）を使うため，偏自己相関γM。、を計算するのに自己共分散関数C（〃十1）を
決定したければたらたい．偏自己相関さえ求まれば，後の諸パラメーターはすべて決定できる
ので，偏自己相関を決定しさえすれば良い．これにはいろいろた方法がある（Haykin and
Kes1er（1979），Kay and Marp1e（1981））．
 （4．9）にあるように，〃次のARパラメーターから偏自己相関（γ〃。、）は求められる（ただ
し，この式はあくまでも仮定（3．6）が成立するときに厳密に成り立つ式であり，一般には近似式
である）．この方法は（4，11）に示したように，M＋ユのモデルの前向きの予測誤差Zタ十1を（一
般には，ほぼ）最小にするように決定したものである．
 ここで偏自己相関の求め方を統一的に解釈するため以下のような量を考えてみよう．
                S㌢十1＝llε紫一γM・十1ε器112＝Z㌢十1
 （5．！）
                ∫赤十’＝1ε秀一γM。、ε到12
そして，この2つの量の平均値である
                      S㌢十1＋∫夢十1 （5．2）         SM＋’＝                         2
 ∫ダ十ユはM＋1次のARモデルの前向きの予測誤差Z㌢十1である．この∫㌢十1を最小にする
ことは，X。をγM。、に射影することと（ほぼ）等価であった．またはXM。。をγ〃。、に射影す
ることとも（近似的に）同じであった．一方S夢十1はどのような量なのか詳しく考察してみよ
う．ε紫はγ〃。、一γ〃に（ほぼ）含まれるベクトルである．つまり（近似的に）xM。、のγ〃への
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垂線であった．いまXM。、を｛X。，X、，．．．，XM・｝の張る空間（嚇。、と書こう）へ射影することを
考えると，（3．23）よりγMへの射影は定まっているので，後はε努のγ蒜。、一γMへの射影が決
まれば良い．ε紫はX。のγMへの垂線であったので，つまりγ房。。一γ〃の基底ベクトルにと
れるので，ε夢は（4．ユ）と同様に
 （5．3）                          ε紫≒βε㌢十ξ夢十1
と書ける．ただしβは実数．ここでξ夢十1はXM。。の脇十。への垂線（当然ε祭⊥ξ夢十1）．した
がって，βは11賭十1112を最小にするようた実数であり，またこのときXM。、はγ房。、への射影
となっている．
 （5．3）よりX〃十1は
           〃 （5．4）     XM＋ユ≒ Σ α”（m）】「M＋10m＋βε紫十ξ夢十1
          m＝1
         一か・（・）瓜・・一・・β（正一意〆（・）瓜）・ξ夢・・
         一ゑα・（・凪十・一・・β（兄一真α・（〃・・一・）ル・・一・）・甜・1
           M         ＝Σ（αM（m）一βαM（〃十1－m））XM＋。一m＋βX。十ξ夢十1
          m＝1
と表される．
 ところで式（5．1）のS㌢十1を最小にするように求めた〃十1次のARモデルの係数は，X〃。。
を
                   M＋1 （5．5）                 】【M＋2≒ Σ］ α”十1（m¢）】rM＋2■m＋ε夢十工
                   m＝1
のように表現したときのllε努十111を（ぽぽ）最小にするが，xM。、を
                  M＋1 （5．6）                  XM＋。≒ Σコ αM＋ユ（m），【M＋、＿m一一ξ紫十1
                  m＝1
と表したときの1ξ努十111をも（ほぼ）最小にしている．それは，式（3．18）から式（3．24）までの
変形を参考にすればすぐ解る．（5．4）と（5．6）のX1の各係数を比較して，
 （5．7）                   β≒αM＋1（〃十1）
となり，（5．3）カさら
 （5．8）                      ξ努十1≒ε秀一αM＋1（〃十1）ε祭
が得られる．よってs夢十1はs夢十1＝l1錐十1112である．このs夢十’を最小にすることは，x〃・・
を脇十1に射影することと等価であることはいうまでもあるまい．
 もう一度繰り返すと，M＋1次のARモデルは
                   〃斗1 （5．9）        X。二Σ〆十1（m）Xm＋ε紫十1
                   m；1
であり，モデルパラメーター〆十1（1），〆十1（2），．．．，αM＋I（M＋1）は｛X。，X、，．．．，X〃｝間の拘束条
件1ε努十1”2→min．を満たすように決定した．このようにして定めた係数は，｛X1，X・，．．．，XM，
xM。、｝間の拘束条件であるllε箸十i l12も同時に（ほぼ）最小にする．このとき，llε紫十1112→min．
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の条件と同じ｛X。，X1，．．．，XM｝間の拘束条件であるS夢十1→min．の条件は，11ε繁十1112→min．
同様（ほぼ）満たされている．ただし，∫夢十1→min、の条件で求めた係数｛α”斗1（m）｝とS㌢十1
で決定した係数｛α”十1（m）｝とは一般には一致しない（もちろん，仮定（3．6）が成り立つときに
は一致する）．
 〃十1次の偏自己相関γ〃。、を，もともとのARモデルの定義から式（3．9）で与えられるよう
な前向きの予測誤差の2乗を最小にするように決定するときには，その最適解の探索に前向き
の予測誤差の2乗（の近似式）であるS㌢十1の最小化を使う．そのようにして求めたγ〃。。を整
理のためにもう一度記すと，
                        ε粍繁（510）      γ…＝I一、夢■I・
とたる．また，後向きの予測誤差の2乗（の近似式である）S夢十1を最小にするように偏自己相
関を決定すると，
                        ε牝紫（511）      γ・1・＝II、釧・
が得られる．また著名たBurg法はS㌢十1とS夢十1の平均値を，つまり前向きと後向きの予測
誤差の2乗の平均値を小さくするように偏自己相関を決める（添田地（1979），Burg（1981））．
実際SM＋1＝（S’㌢十1＋S夢十1）／2をγM。、で微分して最適解を求めると
                        2ε牝努（512）     γ…＝lI、貨1■・。■■、劉■・
とたる．また他に
                     ε紫ε繁 （513）                     γM＋1＝           ＝ cos（θM・）
                    llε貨1111ε紫11
といった決め方もある（森下・小畑（1982），北川（1986b））．ここで。os（θM）は，ε紫とε笠の
たす角．このγM。。は，前向きの予測誤差ベクトルの成分と後向きの予測誤差ベクトルの成分
問の相互相関係数とみたせる（森下・小畑（1982））．以上の4つの決め方の偏自己相関をそれ
ぞれγ。，γ。，γ。。，そしてγ。と記し，また簡単のために力＝ε紫，σ＝ε紫とおこう．そうすると，
                       切                    γF＝llαll・
                       勿                    γB＝l1力11・
 （5．14）
                        2切                   γB9＝l1力11・十11α11・
                        切                    γc「力1111σll
となる．γ。。はγ。とγ。の調和平均，またγ。はγ。とγ。の幾何平均である．4つの偏自己相関
の値は11力11＝llσllのときに一致する．YW法による推定のときは，（3．5）で示されるようにベ
クトルのノルムがすべて等しいので，（3．9），（3．24）で与えられる前向きと後向きの予測誤差の
2乗，つまり11力112とllσ112の値が等しくたる．したがって上に述べたように，4つの偏自己相関
の推定値がすべて同じにたる．仮定（3．6）のもとでは，第4章に述べたように11ε貨112＝11ε夢112
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どたり，つまり11力112＝llσ112たので，式（5．14）の4通りの値は一致する．
 レビソソソのアルゴリズムは（4．18）を使って，推定したPARCORγ〃。、からM＋1次のモ
デルの予測誤差の2乗和平均であるσ島。、を求めるが，PARCORが1より大きいと予測誤差の
2乗和が負にたってしまう不都合がおこる．したがって，PARCORの値が1より大きいか，そ
れとも1以下であるかは重要な問題である．式（5．14）を見て解るように，γ多やγ婁が1以下が
どうかは示されないが，γ。。やγ。については以下のようだ性質を明示することができる．相加
相乗平均の関係式とSchwarzの不等式より，切≧Oのときに
II力一嘯P，2・ππ一一1力111111・切
                 2切 ≦ 勿 ≦！
               1力112＋llα112 11力111iσll
したがって切の正負に関係たく
 （5．！5）                           γ芸g≦γき≦1
が得られる．YW法は偏自己相関の値が推定法に依存したいので，（5．15）は当然成立する．上
に述べたようにYW法はllバ＝llαllであるので，（4．17）～（4．19）が成立し，よって（4．19）式か
らも（5．15）式が成り立つことがいえる．
 ∫M＋1も力，αを使って表すと，
                  l1力一γσ12＋l10一秒12（5．16）      ∫（γ）＝                       2
一号（γ一2静）2・号（・一制
ただしs（γ）＝sM＋1（γM。、），w＝l1力12＋1σ112．この関数s（γ）を最小にするγはもちろん
γ。。であるが，l1力11，llσllの大小にかかわらず簡単た計算によって常に
 （5．17）                       ■γF一γB9，≧1γG一γ891
が成立することが解る．等号は先にも述べたように11力11＝llσllのときに成立．したがって
 （5．18）                      ∫（γBg）≦∫（γc）≦S（γF）
がいえる．
 6． まとめ
 ARモデルを有限データの1表現方法として捉え，ARモデルとは結局有限データをいかに
表現しようとしているのかを意識して書いたつもりである．とくに，ARモデルで欠きた役割
をはたす仮定（3．6）が，パラメーター推定にどのように関係しているのかに注意して，ARモデ
ルに関する諸性質をVector－Matrix表現でARモデルを表現することにより，線形代数の観
点から見直してみた．これによりレピソソソの漸化式が，線形空間内のベクトル間の関係とし
て捉え図式化することができるため，非常に簡潔で明瞭になったのではたいかと思う．また偏
自己相関の計算方法も線形代数の見地から見直した．本稿では1変数の時系列を取り扱った
が，多変数の自己回帰モデルに対しても本稿のような議論が同様にできる．多変数に拡張する
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場合いくつか注意すべき点があるが，割愛させて頂いた．
 現実のデータは有限であり，また定常性だと仮定できるかどうかは普通，解析者は知る由も
ない．したがって実際の解析にはデータに対して十分柔らかい近代的たARモデルを用いる
ことが望ましい．本稿の目的は新しい有効な解析手法の提案といった現実的た問題ではたく，
すでに確立された観のある古典的ARモデノレを線形代数の観点から再解釈を行うことにあっ
た．本稿を通じてARモデルに対する理解を深めて預けたたらば幸いである．
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An Interpretation of Auto－regression（AR）Mode1
          by Using a Linear A1gebra
              Tomoyuki Higuchi
      （The Institute of Statistica1Mathematics）
   An auto－regressive（AR）mode1is expressed by using a matrix formu1ation and
revitarized through a Iinear a1gebra．The Levinson’s recursion，which is an e甜。ient
recursive so1ution for AR model parameters，is discussed within a framework of the hnear
space．Moreover，severa1so1utions for ca1cu1ating a partia1auto corre1ation coe伍。ients
（PARCOR）are c1assiied according to the minimized prediction error．
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