Abstract: This paper presents novel intraday session models for price forecasts (ISMPF models) for hourly price forecasting in the six intraday sessions of the Iberian electricity market (MIBEL) and the analysis of mean absolute percentage errors (MAPEs) obtained with suitable combinations of their input variables in order to find the best ISMPF models. Comparisons of errors from different ISMPF models identified the most important variables for forecasting purposes. Similar analyses were applied to determine the best daily session models for price forecasts (DSMPF models) for the day-ahead price forecasting in the daily session of the MIBEL, considering as input variables extensive hourly time series records of recent prices, power demands and power generations in the previous day, forecasts of demand, wind power generation and weather for the day-ahead, and chronological variables. ISMPF models include the input variables of DSMPF models as well as the daily session prices and prices of preceding intraday sessions. The best ISMPF models achieved lower MAPEs for most of the intraday sessions compared to the error of the best DSMPF model; furthermore, such DSMPF error was very close to the lowest limit error for the daily session. The best ISMPF models can be useful for MIBEL agents of the electricity intraday market and the electric energy industry.
Introduction
The Iberian electricity market (MIBEL) was created in 2004 as a joint initiative from the governments of Portugal and Spain, involving the integration of their respective electric power systems and their previous electricity markets. The MIBEL allows any consumer in the Iberian region (mainland of Portugal and Spain) to purchase electrical energy under a free competition regime from any producer or retailer acting in that region. It represents a regional electricity market with a remarkable growth of renewable energy production that frequently pushes the most expensive thermal power stations outside the generation scheduling of the wholesale market [1] . The MIBEL consists of the forward markets, managed by the company Iberian Energy Market Operator-Portuguese Division (OMIP) [2] , and the daily and intraday markets, both managed by the company Iberian Energy Market Operator-Spanish Division (OMIE) [3] . The daily and intraday markets are organized in a daily session, where next-day sale and electricity purchase transactions are carried out, and in six intraday
• DSMPF models, developed for the day-ahead hourly price forecasting in the daily session of the MIBEL, consider an extensive set of explanatory variables which include recent prices, regional aggregation of power demands and power generations, hourly time series records of power demand forecasts, wind power generation forecasts and weather forecasts as well as chronological information.
• RMPE models, developed for the estimation of the hourly prices in the daily session, use actual power generations and actual power demands of the day-ahead instead of these variables in the previous day, and the same forecast variables, price variables and chronological information of DSMPF models. They allow the calculation of the lowest limit of error values achievable with the utilized explanatory variables.
• ISMPF models, developed for the hourly price forecasting in the six intraday sessions of the MIBEL, consider the input variables included in DSMPF models as well as the hourly prices of the daily session and hourly prices of previous intraday sessions.
The MIBEL was used to test the models of this paper. On one hand, the best ISMPF models achieved very satisfactory MAPEs for the intraday sessions of the MIBEL, which were lower errors for most of the intraday sessions than the error of the best DSMPF model. On the other hand, the MAPE of the best DSMPF model was very close to the lowest limit error of the best RPME model for the daily session. The best ISMPF model, its performance in the MIBEL and its input variables can constitute valuable information for MIBEL agents of the electricity intraday market and the electric energy industry.
The structure of this paper is the following: Section 2 contains a description of time frameworks for the forecasting models and reference models as well as the characteristics of data corresponding to the MIBEL for hourly price forecast purposes; Section 3 describes RMPE models (reference models) for the hourly prices estimation; Section 4 presents DSMPF models for day-ahead hourly price forecasts; Section 5 describes ISMPF models for hourly price forecasts of the six intraday sessions of the MIBEL; lastly, the conclusions of this paper are presented in Section 6.
Time Frameworks and Data Characteristics for Forecasting Models and Reference Models
Time frameworks for day-ahead and intraday MIBEL price forecasting models as well as for reference models are described in Section 2.1. Afterwards, Section 2.2 shows data characteristics corresponding to the MIBEL for the hourly price forecasting. 
Time Frameworks
The description of time frameworks corresponding to DSMPF models and reference models is presented in Section 2.1.1; Section 2.1.2 describes a time framework for ISMPF models.
Time Frameworks for Daily Session Models for Price Forecasts and Reference Models
Bidding offers to the day-head electricity market and the implementation of other power system operation functions are mainly prepared based on short-term forecasting models that provide forecasted hourly prices of the day-ahead.
DSMPF models use as input variables (price explanatory variables) recorded time series of hourly prices in previous days, regional-aggregated hourly power demands and hourly power generations of most of the types of electricity production in the previous day, forecasts of demand, wind power generation and weather (hourly wind speed, temperature and irradiation) for the day-ahead in the region, and chronological variables.
The time framework of DSMPF models is shown in Figure 1 . The price forecastp d D+1, h|D, t is obtained at hour t of the day D for each hour h of the 24 h in day D + 1. The delivery of the price forecast is assumed in hour t of day D which can be any instant prior to the opening of the daily market session and after the moment in which the forecasted variables corresponding to demand and wind power generation for the day D + 1 are known. Bidding offers to the day-head electricity market and the implementation of other power system operation functions are mainly prepared based on short-term forecasting models that provide forecasted hourly prices of the day-ahead.
DSMPF models use as input variables (price explanatory variables) recorded time series of hourly prices in previous days, regional-aggregated hourly power demands and hourly power generations of most of the types of electricity production in the previous day, forecasts of demand, wind power generation and weather (hourly wind speed, temperature and irradiation) for the dayahead in the region, and chronological variables.
The time framework of DSMPF models is shown in Figure 1 Figure 1 . Time framework of daily session models for price forecasts (DSMPF models).
Price forecasting inputs
The price for hour h of the day D, p D,h , and the price p D−6,h for hour h of day D − 6, are inputs to forecast the price for the hour h of day D + 1. Other inputs are the week day w D+1 and hour h of day D + 1, and the weather forecasts obtained at the first hours of day D for the geographical region corresponding to the electricity market and for hour h of day D + 1, that is, the regional weighted forecasted hourly wind speedsv D+1,h|D,t , regional weighted forecasted hourly temperaturesT D+1,h|D,t and regional weighted forecasted hourly irradiationsÎ D+1,h|D,t . These last inputs are similar to those used by authors in [33] .
Diverse input variables were included in CG D−1,h , combined cycle power generation CCG D−1,h , and nuclear power generation NG D−1,h at hour h of day D − 1. Two additional input variables of forecasting available before the opening of the daily session in day D were considered: power demand forecastLD D+1,h|D,t and wind power generation forecastŴG D+1, h|D, t for hour h of day D + 1. Figure 2 illustrates the time framework of the RMPE models. A part of the input variables of the RMPE models, mainly actual power generations and power demands of day D + 1, as well as the output variable price estimation p D+1, h , are different from the input variables of DSMPF models. Note that DSMPF models mainly use actual power generations and power demands of day D − 1 as input variables, and the output variable corresponds to the price forecastp d D+1, h|D, t . Thus, RMPE models are not forecasting models, but models for hourly price estimation. Note that DSMPF models mainly use actual power generations and power demands of day D − 1 as input variables, and the output variable corresponds to the price forecast
. Thus, RMPE models are not forecasting models, but models for hourly price estimation. 
Time Framework of Intraday Session Models for Price Forecasts
The MIBEL market is organized in a daily session whose closing time takes place at 12:00 a.m. (Spanish official hour) of day D and six intraday sessions whose structure is given in Table 1 . As it is shown, the first intraday session covers the last 3 h of the current day (D) and the 24 h of the following day (D + 1), that is, a total of 27 h. The other sessions comprise only a shorter time period of day D + 1. The time period covered by each session is reduced session after session with a minimum of 9 h in the sixth intraday session.
The time framework for the ISMPF models is illustrated in Figure 3 . The input variables of these ISMPF models for a given intraday session can include the hourly prices of previous intraday sessions and the hourly prices of the daily session of the MIBEL, as well as the set of input variables used by DSMPF models. Figure 3 shows in orange the periods in which the forecast can be carried out, from the moment when the prices of the previous session are known (around 45 min after its closing hour) to the closing hour of the corresponding intraday session. 
Load and wind power forecasts Figure 2 . Time framework of reference models for price estimation (RMPE models).
The time framework for the ISMPF models is illustrated in Figure 3 . The input variables of these ISMPF models for a given intraday session can include the hourly prices of previous intraday sessions and the hourly prices of the daily session of the MIBEL, as well as the set of input variables used by DSMPF models. Figure 3 shows in orange the periods in which the forecast can be carried out, from the moment when the prices of the previous session are known (around 45 min after its closing hour) to the closing hour of the corresponding intraday session. Figure 3 also partially shows in blue the period covered by each market session. Figure 3. Time framework for outputs of intraday session models for price forecasts (ISMPF models).
Data Characteristics
For the development of the proposed hourly price forecasting models different kinds of variables have been considered, which are the following: a. Actual hourly data prices for the day-ahead and intraday markets available from the market operator OMIE [3]. b. Actual hourly data of the power system: load demand, wind power generation, hydropower generation, cogeneration and solar power generation, nuclear power generation, coal power generation, combined cycle power generation and power exchanged with France. These data were obtained by aggregating a very large amount of information from the websites of Redes Energéticas Nacionais (REN), the Portuguese transmission system operator (TSO) [42] and Red Eléctrica de España (REE), the Spanish TSO [43] . c. Hourly weather forecasts: weighted average wind speed, solar irradiance and temperature.
These forecasted values were obtained with the numerical weather prediction (NWP) mesoscale model WRF NMM [44] , initialized with the forecasts provided by the global NWP model GFS [45] . d. Hourly variable forecasts of the power system: power demand forecasts and wind power generation forecasts. These forecasts were obtained by aggregating forecast information from the mentioned TSOs. e. Chronological variables (hour, week day).
The data recorded, corresponding to years 2012 and 2013, were divided into an in-sample data set used for training and an out-sample data set used for testing DSMPF, RMPE and ISMPF models. The out-sample data set was composed of complete weeks extracted along the two years of data in order to have a good representation of the different price behaviours along the year. The in-sample and out-sample data sets were defined as follows:
i.
In-sample data set: all the hours of the days in 2012 and 2013, except those included in the out-sample data set, totalizing 14,184 cases (h). ii.
Out-sample data set: all the hours of the weeks with numbers 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 in 2012, and weeks number 2, 7, 12, 17, 22, 27, 32, 37, 42, 47 in 2013; a total of 3360 cases (h).
The descriptive statistics of the price variable of the data sets used for each forecasting model are shown in Table 2 , including their mean value, standard deviation, maximum values (minimum values are 0), and the total of cases (count of hours). For the total cases of intraday session 1, we have only considered the 24 h of the following day instead of the 27 h covered by this session. 
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Reference Models for Price Estimation
RMPE models are hourly price estimation models that utilize the variables shown in Table 3 as inputs. These input variables include the chronological variables "hour" and "week day" (variables V1 and V2), the prices on previous days at the same hour h (variables V3 and V4), the actual power demand (load) and forecasted power demand variables of the power system for hour h of day D + 1 (variables V5R and V6R), the actual and forecasted wind power generation variables for hour h of day D + 1 (variables V7R and V8R), the weather forecasts of wind speed, temperature and irradiance for hour h of day D + 1 (variables V9R to V11R) and the actual power generations corresponding to hour h of day D + 1 (variables V12R to V16R). Table 3 . Variables of reference models for price estimation (RMPE models).
Variable
Description Range We did not explore the relative importance of the different price explanatory variables considered in this paper since it was extensively presented in a previous publication [33] . Instead, in the present article, a set of studies of suitable combinations of input variables for the different type of models (DSMPF, RMPE and ISMPF models) are being described in order to determine the best DSMPF model, the best RMPE model and the best ISMPF model for each intraday session in the MIBEL.
RMPE models contain the variables of the REMPE model introduced by the authors in [33] , but now two additional variables are considered: the forecasted hourly power demand for day D + 1 (variable V6R) and the forecasted hourly wind power generation for day D + 1 (variable V8R). Then, we formulated the question: "How relevant are these forecasted variables (V6R and V8R) compared to the variables of the actual demand D + 1 and the actual wind generation D + 1 (V5R and V7R)?". In order to answer this question, four RMPE models (model REF1 to model REF4) were built, shown in Table 4 . In this table, PG means power generation. Please observe that model REF1 is the REMPE model. RMPE models were implemented with a multilayer perceptron neural network (MLP) [46] , using one hidden layer with 2n + 1 neurons, where n is the number of input variables (explanatory variables). These models were trained and tested with the in-sample and out-sample data sets previously described in Section 2, which were utilized in all computing experiences presented in this paper. Since we used random weight initiation in these neural networks, different training of the same MLP resulted in slightly different computer results (outputs). In order to avoid this inconvenience, we used, as a final forecasting result, the ensemble averaging [47] of the outputs of 20 training processes of the same MLP, thus achieving a more stable response and a lower error. An error analysis for RMPE models using the MAPE was carried out in the price estimations corresponding to the out-sample data set, where the MAPE is defined by Equation (1):
where P real_T is the real hourly price value, P estimation_T is the estimation of the hourly price value obtained from each RMPE model, N is the number of elements of the out-sample data set and P real_M is the mean real hourly price value corresponding to that data set. Variable V6R (forecasted power demand) is used in model REF2 instead of variable V5R (actual power demand) of model REF1. Thus, the MAPEs of Table 4 indicate that the forecasted power demand (for day D + 1) explains electricity prices better than the actual power demand (of day D + 1).
We repeated the experience using variable V8R (forecasted wind power generation) in model REF3 instead of variable V7R (actual wind power generation) in model REF1. Then, the MAPEs of Table 4 indicate that the actual wind power generation (of day D + 1) explains electricity prices better than the forecasted wind power generation (of day D + 1). Furthermore, model REF4 including all variables leads to a MAPE value almost equal to that of model REF2.
Therefore, RMPE models can achieve the best MAPE value of approximately 9.9%. It represents the lowest error ("minimum error") using the considered explanatory variables, that is, the lowest limit of the possible performance of any model for price estimation or for price forecast belonging to the same class of models with a similar kind of variables to those used in RMPE models.
Daily Session Models for Price Forecasts
The inputs of DSMPF models are: a Chronological variables ("hour" and "week day"); b Hourly prices of days D and D − 6; c Recorded hourly power demand and hourly power generations of days D − 1; d Hourly power demand forecasts and hourly wind power generation forecast for day D + 1; and e Hourly weather forecasts of wind speed, temperature and irradiance for day D + 1.
Then, DSMPF models take into consideration the sets of input variables shown in Table 5 . Obviously, variables of DSMPF models V6, V7, V8, V9 and V10 correspond to variables V6R, V9R, V10R, V11R and V8R used in RMPE models (Table 3) . DSMPF models were implemented with MLPs with the same structure used for the RMPE models, that is, one hidden layer with 2n + 1 neurons, where n is the number of input explanatory variables. For the training and testing of the MLP, in-sample and out-sample data sets previously described in Section 2 were used again, as well as the abovementioned ensemble technique for the corresponding computer results.
In a similar way than that followed for RMPE models, the MAPE was calculated for the price forecasts corresponding to the out-sample data set for DSMPF models. In this case, the MAPE is defined by Equation (2):
where P real_T is the real hourly price value, P forecast_T is the forecasted hourly price value of the forecasting model, N is the number of elements in the out-sample data set, and P real_M is the mean real hourly price value corresponding to that data set. In the following paragraphs, a summary of variable selection studies for DSMPF models is shown corresponding to reasonable combinations of variables (grouped by their common characteristics) in order to look for the best MAPE, that is, the best DSMPF model.
The MAPEs for DSMPF models (M1 to M18), with different input variables, are presented in Table 6 . The selection of variables follows an ordered analysis, such that only some DSMPF models are presented in the table for conclusive purposes. The construction of Table 6 corresponds to a selection process with the following sequence:
i Models M1 to M3 for price variables selection; ii Models M4 and M5 for selection of power demand and forecasted power demand variables; iii Models M6 to M11 for selection of forecasted weather and wind generation variables; and iv Models M12 to M18 for power generation variables selection.
Model M1 is a simple baseline model with a MAPE value of 20.83%, slightly higher than the double of 9.9% achieved by the best RMPE model. As mentioned in the previous section, 9.9% is the lowest limit error value that RMPE models or DSMPF models could obtain. Table 6 . DSMPF models and their MAPEs. M1  M2  M3  M4  M5  M6  M7  M8  M9  M10 M11 M12 M13 M14 M15 M16 M17 M18   Chronological  V1  V2   Price  V3  -V4 -- Models M6-M9, compared to model M5, show an added price explicability by including variables V7-V10 (forecasted weather variables and forecasted wind power generation variable). The forecasted wind power generation variable (V10) in model M9 provides a better performance (MAPE of 11.64%). Alternatively, the forecasted wind speed variable (V8) in model M7 obtains a MAPE of 12.85%.
Explanatory Variables
The two variables V8 and V10 have collinear information, leading to an error of 11.86% (in model M11), which is worse than error 11.64% considering only variable V10 in model M9. However, the use of variable V10 together with variable V7 (forecasted temperature D + 1) improves the performance to a better MAPE value (11.58%) in model M11.
Models M12 to M16 allow the evaluation of the improvement in the MAPE by adding variables V11 to V15 (power generation variables D − 1). Variable V11 (hydropower generation D − 1) is the one that achieves a lower error, 10.86% in model M12. The inclusion of variables V13 to V15 (thermal power generation D − 1) to the previous model M12 results in the best performance of DSMPF models (model M18), reaching a MAPE value of 10.69%, which is very satisfactory in comparison to the aforementioned lowest limit error value of 9.9% of RMPE models. Figure 6 shows an example of the hourly evolution of actual price values and forecasts of model M18 for week 7 of year 2013. Models M6-M9, compared to model M5, show an added price explicability by including variables V7-V10 (forecasted weather variables and forecasted wind power generation variable). The forecasted wind power generation variable (V10) in model M9 provides a better performance (MAPE of 11.64%). Alternatively, the forecasted wind speed variable (V8) in model M7 obtains a MAPE of 12.85%.
Models M12 to M16 allow the evaluation of the improvement in the MAPE by adding variables V11 to V15 (power generation variables D − 1). Variable V11 (hydropower generation D − 1) is the one that achieves a lower error, 10.86% in model M12. The inclusion of variables V13 to V15 (thermal power generation D − 1) to the previous model M12 results in the best performance of DSMPF models (model M18), reaching a MAPE value of 10.69%, which is very satisfactory in comparison to the aforementioned lowest limit error value of 9.9% of RMPE models. Figure 6 shows an example of the hourly evolution of actual price values and forecasts of model M18 for week 7 of year 2013. 
Intraday Session Models for Price Forecasts
As indicated in the "Introduction" section, this paper is focused on the ISMPF models corresponding to the six intraday sessions of the MIBEL. 
As indicated in the "Introduction" section, this paper is focused on the ISMPF models corresponding to the six intraday sessions of the MIBEL.
ISMPF models of each intraday session are short-term hourly price forecasting models that can utilize hourly prices on previous days D and D − 6, price values of the daily session and price values of previous intraday sessions of the MIBEL. They also include recorded explanatory variables mainly corresponding to days D − 1 and weather forecasts of day D + 1, as well as power demand forecasts and wind power generation forecasts for day D + 1 in order to forecast the electricity price values of the intraday sessions of the MIBEL.
Thus, six types of explanatory variables were considered in ISMPF models for a given intraday session:
• Chronological variables ("hour" and "week day"); Then, ISMPF models consider the sets of input variables shown in Table 7 . Obviously, variables V6I to V16I of ISMPF models correspond to variables V5 to V15 used in DSMPF models (Table 5) .
ISMPF models were implemented with MLPs with the same structure used for DSMPF models, that is, one hidden layer with 2n + 1 neurons, where n is the number of input explanatory variables. For the training and testing of the MLP, in-sample and out-sample data sets previously described in Section 2 were used again as well as the ensemble technique for the corresponding computer results.
In a similar way to that used for DSMPF models, the MAPE was calculated for the price forecasts corresponding to the out-sample data set for DSMPF models. In this case, the MAPE for intraday session k is defined by Equation (3):
where P kreal_T is the real hourly price value, P kforecast_T is the forecasted hourly price value of the forecasting model of intraday session k, N k is the number of elements (h) in the out-sample data set and P real_MNk is the mean real hourly price value corresponding to that data set. The values for N k were 3360 h for intraday sessions 1 and 2, 2800 h for intraday session 3, 2380 h for intraday session 4, 1820 h for intraday session 5, and 1260 h for intraday session 6. A summary of variable selection studies of ISMPF models for each intraday session will be presented in Sections 5.1-5.6, corresponding to reasonable combinations of explanatory variables (grouped by their common characteristics) that allow to achieve the best ISMPF model of such intraday session.
Following a similar process to that used to select suitable variables for DSMPF models (in previous Section 4), a significant number of combinations of variables were analysed for the six intraday sessions, but only ISMPF models that led to relevant conclusions are going to be presented.
The procedure of analysis was based on a sequential integration of a different kind of variables by the following order of importance: An ISMPF model that includes the price D + 1 of the daily session (clearing hourly price for the day ahead D + 1) and the price D + 1 of previous intraday sessions (clearing hourly price D + 1 from previous intraday sessions) can be used immediately after the clearing market for the sessions whose prices are included as inputs in the ISMPF model. Simpler ISMPF models that do not include these variables can be utilized at the first hours of day D in a similar way to DSMPF models presented in Section 4.
Descriptions of ISMPF models for each intraday session are presented in the next paragraphs.
Intraday Market Session 1
The baseline model S1M1 in Table 8 that uses only chronological information (variables V1 and V2) has a MAPE close to 20%. This order of magnitude of the error was similar for most of the intraday sessions (models S1M1, S2M1, S3M1, S4M1 and S5M1) and it was slightly lower than the error of model M1 (Table 6 ) for the daily session. Notice that Tables 9-13 give the MAPEs of baseline models S2M1, S3M1, S4M1, S5M1 and S6M1 for intraday sessions 2-6. Table 8 . ISMPF models for intraday session 1 and their MAPEs.
Explanatory Variables
Description S1M1 S1M2 S1M3 S1M4 S1M5 S1M6 S1M7 S1M8 S1M9
Hourly price (D + 1) from daily session ---
Forecasted hourly wind power
V13I
Hourly cogeneration and solar power In order to consider the price variables (variables V3, V4 and V5I), the performances of models S1M2, S1M3 and S1M4 of Table 8 were evaluated. Comparing model S1M3 (error of 19.64%) and model Energies 2016, 9, 721 14 of 24 S1M1 (error of 19.95%), we can observe that variable V4, price D − 6, led to a small improvement. The integration of variable V3, price D, in model S1M2 has a more significant improvement (error of 16.56%). If prices D + 1 of the daily session are available, then this variable V5I can be used in ISMPF models. By including this variable V5I, model S1M4 achieved a MAPE of 7.49%. Therefore, with a relatively simple model (with only three variables V1, V2 and V5I), it is possible to obtain price forecasts of the intraday session 1 with a relatively low error value. The error for the intraday session 1 (7.49%) was clearly lower than the error for the daily session (10.69%), obtained with the best DSMPF model (model M18) of Table 6 . Models S1M5 and S1M6 allowed to test combinations of price explanatory variables; in both models, the performances were worse than that of model S1M4, since model S1M5 obtained an error of 7.84% and model S1M6 an error of 7.51%, whereas model S1M4 achieved an error of 7.49% (using only variable V5I).
The integration of power demand variables was tested for different combinations of variables V6I and V7I, with no improvement in performances with respect to model S1M4. Model S1M7 is one of these tested models; it uses these variables V6I and V7I combined with the variables used in model S1M4; and model S1M7 reached a worse result (error of 7.59%) than that of model S1M4 (error of 7.49%).
The consideration of forecasted weather variables (variables V8I, V9I and V10I) and also the forecasted hourly wind power generation (variable V11I), all for day D + 1, were also studied (in model S1M8) with no improvement of the error with respect to model S1M4. Finally, using the variables of model S1M4, the integration of variables V12I to V16I (power generations D − 1) was carried out in model S1M9, which obtained a satisfactory performance with an error of 7.48%, almost equal to that of the simpler model S1M4. Thus, this simpler model S1M4 was preferred. Figure 7 shows an example of the hourly evolution of actual price values and forecast values of model S1M4 for week 7 of year 2013.
V15I
Hourly nuclear power In order to consider the price variables (variables V3, V4 and V5I), the performances of models S1M2, S1M3 and S1M4 of Table 8 were evaluated. Comparing model S1M3 (error of 19.64%) and model S1M1 (error of 19.95%), we can observe that variable V4, price D − 6, led to a small improvement. The integration of variable V3, price D, in model S1M2 has a more significant improvement (error of 16.56%). If prices D + 1 of the daily session are available, then this variable V5I can be used in ISMPF models. By including this variable V5I, model S1M4 achieved a MAPE of 7.49%. Therefore, with a relatively simple model (with only three variables V1, V2 and V5I), it is possible to obtain price forecasts of the intraday session 1 with a relatively low error value. The error for the intraday session 1 (7.49%) was clearly lower than the error for the daily session (10.69%), obtained with the best DSMPF model (model M18) of Table 6 . Models S1M5 and S1M6 allowed to test combinations of price explanatory variables; in both models, the performances were worse than that of model S1M4, since model S1M5 obtained an error of 7.84% and model S1M6 an error of 7.51%, whereas model S1M4 achieved an error of 7.49% (using only variable V5I).
The consideration of forecasted weather variables (variables V8I, V9I and V10I) and also the forecasted hourly wind power generation (variable V11I), all for day D + 1, were also studied (in model S1M8) with no improvement of the error with respect to model S1M4. Finally, using the variables of model S1M4, the integration of variables V12I to V16I (power generations D − 1) was carried out in model S1M9, which obtained a satisfactory performance with an error of 7.48%, almost equal to that of the simpler model S1M4. Thus, this simpler model S1M4 was preferred. Figure 7 shows an example of the hourly evolution of actual price values and forecast values of model S1M4 for week 7 of year 2013. 
Intraday Market Session 2
Let consider the possibility that variable V17I (the price D + 1 of intraday session 1 of the MIBEL) is available for ISMPF models for intraday market session 2. Models S2M2 to S2M5 of Table 9 tested the integration of each individual price variable (variables V3, V4, V5I and V17I) within baseline model S2M1. Thus, variable V3 (hourly price D) in model S2M2 (error of 16.71%) is clearly preferred with respect to variable V4 (hourly price D − 6) in model S2M3 (error of 19.61%). By integrating variables V5I (hourly price D + 1 of daily session) or V17I (hourly price D + 1 of intraday session 1) in model S2M1, model S2M4 led to an error of 9.84% and model S2M5 to 9.95%. Combining the two variables V5I and V17I with the variables of model S2M1, model S2M6 achieved the best MAPE of 8.85% among ISMPF models of intraday session 2. Please note that the performance of this model S2M6 (error of 8.85%) was higher than the best model S1M4 of intraday market session 1 (error of 7.49%). 
Forecasted hourly wind power gen.
V13I
Hourly cogeneration and solar power generation (D − 1)
V16I
Hourly combined cycled power generation The variable sets related to power demand (V6I and V7I) were tested following a procedure similar to that used for ISMPF models for intraday session 1; an error of 8.90% was obtained with model S2M7. Variables V8I to V11I (forecasted hourly weather variables D + 1 and forecasted hourly wind power generation D + 1) led to an error of 9.03% with model S2M8; and variables V12I to V16I (power generations D − 1) obtained an error of 9.16% with model S2M9. All these variables (V6I, V7I to V11I and V12I to V16I) did not achieve a better performance than the best model S2M6 (with a MAPE of 8.85%).
The best forecast error of 8.85% in model S2M6 for intraday market session 2 was higher than the best forecast error of 7.49% in model S1M4 for intraday market session 1. However, model S2M6 for intraday market session 2 still presented a significantly better performance than the best model for the daily session (model M18, with an error of 10.69% as shown in Table 5 ). Figure 8 shows an example of the hourly evolution of actual price values and forecast values of model S2M6 for week 7 of year 2013.
The best forecast error of 8.85% in model S2M6 for intraday market session 2 was higher than the best forecast error of 7.49% in model S1M4 for intraday market session 1. However, model S2M6 for intraday market session 2 still presented a significantly better performance than the best model for the daily session (model M18, with an error of 10.69% as shown in Table 5 ). Figure 8 shows an example of the hourly evolution of actual price values and forecast values of model S2M6 for week 7 of year 2013. 
Intraday Market Session 3
Let us consider that variable V17I (hourly price D + 1 of intraday session 1) and variable V18I (hourly price D + 1 of intraday session 2) can be available for ISMPF models for intraday market session 3. By applying similar procedures to those used for intraday sessions 1 and 2, the integration of individual price variables (variables V3, V4, V5I, V17I and V18I) of Table 10 within baseline model S3M1 was evaluated. Variables V5I, V17I and V18I led to better MAPEs of models S3M4 to S3M6 (MAPEs between 10.98% and 9.40%) with respect to models S3M2 and S3M3. The best combination of price variables, that is, variables V5I, V17I and V18I, was obtained in model S3M7 for intraday session 3 with a MAPE of 9.30%. Table 10 . ISMPF models for intraday session 3 and their MAPEs.
Explanatory
Variables Description S3M1 S3M2 S3M3 S3M4 S3M5 S3M6 S3M7 S3M8 S3M9 S3M10 
Intraday Market Session 3
Explanatory
V13I
Hourly cogeneration and solar power generation The inclusion of variables V6I and V16I with the variables of model S3M7 did not achieve improvements in the error (10.31% of model S3M8). The integration of variables V8I to V11I in model S3M9 obtained an error of 9.70%; the integration of variables V12I to V16I in model S3M10 led to an error of 10.09%. Figure 9 shows an example of the hourly evolution of actual price values and forecast values of model S3M7 for week 7 of year 2013. 
Hourly cogeneration and solar power generation (D − 1) The inclusion of variables V6I and V16I with the variables of model S3M7 did not achieve improvements in the error (10.31% of model S3M8). The integration of variables V8I to V11I in model S3M9 obtained an error of 9.70%; the integration of variables V12I to V16I in model S3M10 led to an error of 10.09%. Figure 9 shows an example of the hourly evolution of actual price values and forecast values of model S3M7 for week 7 of year 2013. 
Intraday Market Session 4
Let us consider that variables V17I, V18I and V19I (hourly prices D + 1 of intraday sessions 1, 2 and 3) are available for ISMPF models for intraday market session 4. The analysis of the inclusion of individual variables V5I, V17I, V18I and V19I with chronological variables V1 and V2 of baseline model S5M1 showed that the best model is model S4M8 with a MAPE 9.08%, as shown in Table 11 . This best model follows the pattern of variable combinations of ISMPF models for previous intraday sessions. 
Forecasted hourly wind
V13I
Hourly cogeneration and solar power generation
V16I
Hourly combined cycled power generation Again, variables V6I and V7I (power demand variables), variables V8I to V11I (forecasted variables) and variables V12I to V16I (power generations) did not improve the MAPE achieved by model S4M8, since they led to errors of 9.31% (model S4M9), 9.37% (model S4M10) and 9.49% (model S4M11). Figure 10 shows an example of the hourly evolution of actual price values and forecast values of model S4M8 for week 7 of year 2013. 
Power generation

V11I
V13I
Hourly cogeneration and solar power generation ( Again, variables V6I and V7I (power demand variables), variables V8I to V11I (forecasted variables) and variables V12I to V16I (power generations) did not improve the MAPE achieved by model S4M8, since they led to errors of 9.31% (model S4M9), 9.37% (model S4M10) and 9.49% (model S4M11). Figure 10 shows an example of the hourly evolution of actual price values and forecast values of model S4M8 for week 7 of year 2013. 
Intraday Market Session 5
Let us consider that variables V17I to V20I (hourly prices D + 1 of intraday sessions 1 to 4) are available for ISMPF models for intraday market session 5. ISMPF models for intraday session 5 follow a similar pattern of variable combinations of ISMPF models for previous intraday sessions. The best ISMPF model is S5M9 with a MAPE of 9.52%, as shown in Table 12 . 
Forecasted hourly wind power generation (D + 1)
V13I
Hourly cogeneration and solar power generation A MAPE of 12.17% was obtained with model S5M4 by using information from the daily session (variable V5I) in Table 12 ; an error of 11.47% with model S5M5 when using information from intraday session 1 (variable V17I); 11.07% with model S5M6 by using information from intraday session 2 (variable V18I); 10.40% with model S5M7 by using information from intraday session 3 (variable V19I); and an error of 10.18% was obtained with model S5M8 when using information from intraday session 4 (variable V20I). Therefore, the evolution of the MAPE from model S5M4 to model S5M8 in Table 12 indicates a progressive reduction in the forecasting error with the use of more updated information (hourly price D + 1 of the previous intraday sessions).
The integration of variables V6I and V7I in model S5M10 resulted in a MAPE of 9.53%. The consideration of variables V8I to V11I in model S5M11 led to an error of 9.69%. The inclusion of variables V12I to V16I in model S5M12 achieved an error of 10.16%. All these error values obtained by including additional variables V6I, V7I, V8I to V11I, and V12I to V16I to model S5M9 were higher than the error (9.52%) of the best ISMPF model (model S5M9) for intraday session 5. 
Intraday Market Session 6
Let consider that variables V17I to V21I (hourly prices D + 1 of intraday sessions 1 to 5) are available for ISMPF models for intraday market session 6. ISMPF models for intraday session 6 follow a different pattern of variable combinations from that of ISMPF models for previous intraday sessions. As shown in Table 13 , there are eight possible price variables: price D (variable V3); price D − 6 (variable V4); price D + 1 of daily session (variable V5I); and prices D + 1 of previous intraday sessions 1 to 5 (variables V17I to V21I). Variables V3 and V4 in models S6M2 and S6M3 improved the MAPE with respect to that of model S6M1. The evolution of the MAPE from model S6M4 to model S6M9 in Table 13 , with a reduction from 15.35% of model S6M4 to 12.73% of model S6M9, indicates a progressive decrease in the MAPE due to the inclusion of more updated information. On the contrary to previous intraday sessions, the best ISMPF model for intraday session 6 does not use the combination of all the price D + 1 variables of previous intraday sessions and the price D + 1 of the daily session. The best MAPE of 12.48% was achieved with model S6M11 by including variables V19I to V21I corresponding to the previous three intraday sessions (intraday sessions 3, 4 and 5).
A suitable analysis, similar to that carried out for the other intraday sessions, allowed to determine that model S6M15 (including variables V6I and V7I) led to a higher MAPE (12.78%) than error 12.48% of the best model S6M11; model S6M16 (adding variables V8I to V11I) obtained an error of 13%; and model S6M17 (including variables V12I to V16I) resulted in an error of 13.99%. 
Let consider that variables V17I to V21I (hourly prices D + 1 of intraday sessions 1 to 5) are available for ISMPF models for intraday market session 6. ISMPF models for intraday session 6 follow a different pattern of variable combinations from that of ISMPF models for previous intraday sessions. As shown in Table 13 , there are eight possible price variables: price D (variable V3); price D − 6 (variable V4); price D + 1 of daily session (variable V5I); and prices D + 1 of previous intraday sessions 1 to 5 (variables V17I to V21I). Variables V3 and V4 in models S6M2 and S6M3 improved the MAPE with respect to that of model S6M1. The evolution of the MAPE from model S6M4 to model S6M9 in Table 13 , with a reduction from 15.35% of model S6M4 to 12.73% of model S6M9, indicates a progressive decrease in the MAPE due to the inclusion of more updated information. Table 13 . ISMPF models for intraday session 6 and their MAPEs.
Explanatory
Variables S6M1 S6M2 S6M3 S6M4 S6M5 S6M6 S6M7 S6M8 S6M9 S6M10 S6M11 S6M12 S6M13 S6M14 S6M15 S6M16 S6M17 On the contrary to previous intraday sessions, the best ISMPF model for intraday session 6 does not use the combination of all the price D + 1 variables of previous intraday sessions and the price D + 1 of the daily session. The best MAPE of 12.48% was achieved with model S6M11 by including variables V19I to V21I corresponding to the previous three intraday sessions (intraday sessions 3, 4 and 5).
A suitable analysis, similar to that carried out for the other intraday sessions, allowed to determine that model S6M15 (including variables V6I and V7I) led to a higher MAPE (12.78%) than error 12.48% of the best model S6M11; model S6M16 (adding variables V8I to V11I) obtained an error of 13%; and model S6M17 (including variables V12I to V16I) resulted in an error of 13.99%. Figure 12 shows an example of the hourly evolution of actual price values and forecast values of model S6M11 for week 7 of year 2013. Table 14 shows the best ISMPF models and the best DSMPF model, including the corresponding main characteristics and the MAPEs. The error increased from the best model S1M4 of intraday session 1 (error of 7.49%) to the best model S6M11 for intraday session 6 (error of 12.48%). Error 10.69% of model M18 (the best DSMPF model) was higher than most of the errors of the best ISMPF models for intraday sessions (intraday sessions 1 to 5), although the main characteristics of the best ISMPF models for intraday sessions were different from those of the best DSMPF model for the daily session. 
Comparison of the Best ISMPF Models with the Best DSMPF Model
Conclusions
This paper presents novel ISMPF models for hourly price forecasting of the six intraday sessions of the MIBEL as well as a systematic analysis of the MAPEs corresponding to suitable combinations of their input variables in order to determine the best ISMPF model for each of the sessions, that is, the best combination of input variables for ISMPF models in each intraday session.
The methodology of the analysis is initially applied to DSMPF for the day-ahead hourly price forecasting, in the daily session of the MIBEL, and also applied to RMPE models for the estimation of the hourly prices.
DSMPF models use as input variables (price explanatory variables) recorded time series of hourly prices in previous days, regional-aggregated hourly power demands and hourly power generations of most of the types of electricity production in the previous day, forecasts of demand, Table 14 shows the best ISMPF models and the best DSMPF model, including the corresponding main characteristics and the MAPEs. The error increased from the best model S1M4 of intraday session 1 (error of 7.49%) to the best model S6M11 for intraday session 6 (error of 12.48%). Error 10.69% of model M18 (the best DSMPF model) was higher than most of the errors of the best ISMPF models for intraday sessions (intraday sessions 1 to 5), although the main characteristics of the best ISMPF models for intraday sessions were different from those of the best DSMPF model for the daily session. 
Comparison of the Best ISMPF Models with the Best DSMPF Model
Conclusions
This paper presents novel ISMPF models for hourly price forecasting of the six intraday sessions of the MIBEL as well as a systematic analysis of the MAPEs corresponding to suitable combinations of their input variables in order to determine the best ISMPF model for each of the sessions, that is, the best combination of input variables for ISMPF models in each intraday session. The methodology of the analysis is initially applied to DSMPF for the day-ahead hourly price forecasting, in the daily session of the MIBEL, and also applied to RMPE models for the estimation of the hourly prices.
The main difference between the RMPE models and DSMPF models is that RMPE models use actual power generation values and actual power demand values of the day-ahead instead of the values of these variables on the previous day. Thus, RMPE models are not models for price forecast, but for price estimation.
Both DSMPF and RMPE models were satisfactorily applied to the real-life case study of the MIBEL that covers the mainland of Portugal and Spain. Descriptive statistics of price data have been provided. The MAPE of the best RMPE model was 9.9%; it represents the lowest limit of the MAPE of any RMPE model for price estimation or any DSMPF model for price forecast, using the same kind of input variables of RMPE models.
The MAPE of the best DSMPF model (model M18) was 10.7%, very close to the "minimum error" (9.9%) obtained by the best RMPE model, showing a very satisfactory performance of the best DSMPF model.
The ISMPF models consider the input variables included in DSMPF models as well as the hourly prices of the daily session and hourly prices of previous intraday sessions of the MIBEL. The methodology of the analysis used for DSMPF models is also applied to ISMPF models to find the combination of input variables that achieves the best MAPE for each intraday session of the MIBEL in order to determine the best ISMPF model.
The MAPE varied from 7.49% of the best ISMPF model (model S1M4) for the intraday session 1 to 9.52% of the best ISMPF model (model S5M9) for the intraday session 5; it raised to 12.48% of the best ISMPF model (model S6M11) for the intraday session 6. Thus, the MAPE of the best ISMPF models for intraday sessions 1 to 5 were clearly better than the error of 10.7% of the best DSMPF model.
The best ISMPF models for intraday sessions 1 to 5 use only the hourly prices of the daily session and hourly prices of previous intraday sessions, as well as chronological variables, and they are therefore significantly simpler than the best DSMPF model. On the other hand, the best ISMPF model of intraday session 6 exclusively utilizes the hourly prices of previous intraday sessions 3, 4 and 5, and the chronological variables, and it is also considerably simpler than the best DSMPF model.
The best Intraday Session Model for Price Forecasts of this paper, their performance in the MIBEL mainly in terms of MAPE, and the determination of their best input variables can be useful for agents of the electricity intraday market and the electric energy industry.
