Introduction
This document proposes a solution to the issues identified in the problem statement document [RFC5164] for the layer 3 transport of IEEE 802.21 MIH protocols.
The MIH Layer 3 transport problem is divided in two main parts: the discovery of a node that supports specific Mobility Services (MoS) and the transport of the information between a mobile node (MN) and the discovered node. The discovery process is required for the MN to obtain the information needed for MIH protocol communication with a peer node. The information includes the transport address (e.g., the IP address) of the peer node and the types of MoS provided by the peer node.
This document lists the major MoS deployment scenarios. It describes the solution architecture, including the MSTP reference model and MIHF identifiers. MoS discovery procedures explain how the MN discovers MoS both in its home network or while being connected to a remote network. The remainder of this document describes the MIH transport architecture, example message flows for several signaling scenarios, and security issues.
Terminology
The following acronyms and terminology are used in this document:
MIH Media Independent Handover: the handover support architecture defined by the IEEE 802.21 working group that consists of the MIH Function (MIHF), MIH Network Entities and MIH protocol messages.
MIHF Media Independent Handover Function: a switching function that provides handover services including the Event Service (ES), Information Service (IS), and Command Service (CS), through service access points (SAPs) defined by the IEEE 802.21 working group [IEEE80221].
MIHF User An entity that uses the MIH SAPs to access MIHF services, and which is responsible for initiating and terminating MIH signaling.
MIHFID Media Independent Handover Function Identifier: an identifier required to uniquely identify the MIHF endpoints for delivering mobility services (MoS); it is implemented as either a FQDN or NAI.
MN Mobile Node: an Internet device whose location changes, along with its point of connection to the network.
MSTP Mobility Services Transport Protocol: a protocol that is used to deliver MIH protocol messages from an MIHF to other MIH-aware nodes in a network.
IS Information Service: a MoS that originates at the lower or upper layers and sends information to the local or remote upper or lower layers. It can use secure or insecure ports to transport information elements (IEs) and information about various neighboring nodes. Its architecture is outside the scope of the IEEE 802.21 draft document.
ES Event Service: a MoS that originates at a remote MIHF or the lower layers of protocol stack and sends information to the local MIHF or local higher layers. The purpose of the ES is to report changes in link status (e.g. Link Going Down messages) and transmission status.
CS Command Service: a MoS that sends commands from the remote MIHF or local upper layers to the local lower layers of the protocol stack to switch links or to get link status.
FQDN: Fully-Qualified Domain Name: a complete domain name for a host on the Internet, consisting of a host name followed by a domain name (e.g. myexample.example.org) NAI Network Access Identifier: the user ID that a user submits during PPP authentication. For mobile users, the NAI identifies the user and helps to route the authentication request message.
DHCP Dynamic Host Configuration Protocol: a protocol described in [RFC2131] that allows Internet devices to obtain IP addresses, subnet masks, default gateway addresses, and other IP configuration information from DHCP servers.
DNS Domain Name System: a protocol described in [RFC1035] that translates domain names to IP addresses.
AAA Authentication, Authorization and Accounting: a set of network management services that respectively determine the validity of a user's ID, determine whether a user is allowed to use network resources, and track users' use of network resources.
Home AAA AAAh: an AAA server located on the MN's home network.
Visited AAA AAAv: an AAA server located a visited network that is not the MN's home network.
MIH ACK MIH Acknowledgement Message: a MIH signaling message that a MIHF sends in response to an MIH message from a sending MIHF, when UDP is used as the MSTP.
PoS Point of Service, a network-side MIHF instance that exchanges MIH messages with a MN-based MIHF.
NAS Network Access Server: a server to which a MN initially connects when it is trying to gain a connection to a network and which determines whether the MN is allowed to connect to the NAS's network.
UDP User Datagram Protocol: a connectionless transport layer protocol used to send datagrams between a source and a destination at a given port, defined in RFC 768.
TCP Transmission Control Protocol: a stream-oriented transport layer protocol that provides a reliable delivery service with congestion control, defined in RFC 793.
RTT Round-Trip Time: an estimation of the time required for a segment to travel from a source to a destination and an acknowledgement to return to the source that is used by TCP in connection with timer expirations to determine when a segment is considered lost and should be resent. In this scenario, the MN and the services are located in the home network. We refer to this set of services as MoSh as in Figure 1 . The MoSh can be located at the access network the MN uses to connect to the home network, or it can be located elsewhere. 
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April 2008 In this scenario, the MN is located in the visited network and all MIH services are provided by the home network, as shown in Figure 3 . In this scenario, the MN is in its home network or in a visited network and services are provided by a 3rd party network. We refer to this situation as MoS3 as shown in Figure 4 . (Note that MoS can exist both in home and in visited networks).
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April 2008 Different types of MoS can be provided independently of other types and there is no strict relationship between ES, CS and IS, nor is there a requirement that the entities that provide these services should be co-located. However, while IS tends to involve a large amounts of static information, ES and CS are dynamic services and some relationships between them can be expected, e.g., a handover command (CS) could be issued upon reception of a link event (ES). Hence, while in theory MoS can be implemented in different locations, it is expected that ES and CS will be co-located, whereas IS can be co-located with ES/CS or located elsewhere. Therefore, having the flexibility at the MSTP to discover different services in different locations is an important feature that can be used to optimize handover performance. MoS discovery is discussed in more detail in Section 5.
Solution Overview
As mentioned in Section 1, the solution space is being divided into two functional domains: discovery and transport. o MoS discovery can be performed during initial network attachment or thereafter.
The MN could know or not know the realm of the MoS to be discovered. In any case after the acquisition of the target realm (e.g. via Information Server or statically configured) the MN could either be pre-configured with the address of the MoS, or this address could be obtained through DHCP or DNS. The dynamic assignment methods are described in Section 5.
The configuration of the MoS could be executed either upon network attachment or after successful IP configuration. The methodology to be used depends on the considered deployment scenario.
Once the MIHF peer has been discovered, MIH information can be exchanged between MIH peers over a transport protocol such as UDP or TCP. The usage of transport protocols is described in Section 6.
4.1. Architecture Figure 5 depicts the MSTP reference model and its components within a node. The topmost layer is the MIHF user. This set of applications consists of one or more MIH clients that are responsible for operations such as generating query and response, processing Layer 2 triggers as part of the ES, and initiating and carrying out handover operations as part of the CS. Beneath the MIHF user is the MIHF itself. This function is responsible for MoS discovery, as well as creating, maintaining, modifying, and destroying MIH signaling associations with other MIHFs located in MIH peer nodes. Below the MIHF are various transport layer protocols as well as address discovery functions.
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The MIHF relies on the services provided by TCP and UDP for transporting MIH messages, and relies on DHCP and DNS for peer discovery. In cases where the peer MIHF IP address is not preconfigured, the source MIHF needs to discover it either via DHCP or DNS or a combination of both as described in Section 5. Once the peer MIHF is discovered, MIHF must exchange messages with its peer over either UDP or TCP. Specific recommendations regarding the choice of transport protocols are provided in Section 6.
The above reference architecture however does not include other services such as message fragmentation and security. Depending upon the MIH service type (e.g., ES, CS and IS) the message size can be very large. In the case where the underlying layers do not support fragmentation, this may be an issue. There are no security features currently defined as part of the MIH protocol level. However, security can be provided either at the transport or IP layer where it is necessary. Section 8 provides some guidelines and recommendations for security.
MIHF Identifiers (FQDN, NAI)
MIHFID is an identifier required to uniquely identify the MIHF end points for delivering the mobility services (MoS). Thus an MIHF identifier needs to be unique within a domain where mobility services are provided and independent of the configured IP addresse(s). An MIHFID MUST be represented either in the form of an FQDN [RFC2181] or NAI [RFC4282] . An MIHFID can be pre-configured or discovered through the discovery methods described in Section 5.
MoS Discovery
The MoS discovery method depends on whether the MN attempts to discover an MoS in the home network, in the visited network, or in a 3rd party remote network that is neither the home network nor the visited network.
In the case where MoS is provided locally (scenarios S1 and S2) , the discovery techniques described in [I-D.ietf-mipshop-mos-dhcp-options] and [I-D.ietf-mipshop-mos-dns-discovery] are both applicable and either one MAY be used to discover the MoS.
In the case where MoS is provided in the home network while the MN is in the visited network (scenario S3), the DNS based discovery described in [I-D.ietf-mipshop-mos-dns-discovery] is applicable, while the DHCP based discovery method would require an interaction between the DHCP and the AAA infrastructure, similarly to what is specified in [I-D.ietf-mip6-bootstrapping-integrated-dhc] . This latter case assumes that MoS assignment is performed during access authentication and authorization.
In the case where MoS is provided by a third party network which is different from the current visited network (scenario S4), only the DNS based discovery method described in [I-D.ietf-mipshop-mos-dns-discovery] is applicable.
MoS Discovery when MN and MoSh are in the home network (Scenario S1)
To discover an MoS in the home network, the MN SHOULD use the DNS based MoS discovery method described in [I-D.ietf-mipshop-mos-dns-discovery]. In order to use that mechanism, the MN MUST first find out the domain name of its home network. Home domains are usually pre-configured in the MNs (i.e. subscription is tied to a network), thus the MN can simply read its configuration data to find out the home domain name (scenario S1). The DNS query option is shown in Figure 6a It should be noted, that the usage of DHCP options to discover an MoS in this particular scenario is recommended because of its simplicity over the DNS based discovery method: the DNS discovery method requires the MN to learn the domain name of the local network first, possibly using DHCP, and then perform the DNS query. The usage of the DHCP based discovery method does not require any additional procedure.
When the discovery of an MoS at the visited network, using the FQDN returned in the reverse DNS query, is not successful, the MN MAY attempt to remove portions from the left side of the FQDN and attempt discovery again. The process MAY be repeated iteratively until a successful discovery.
MOS Discovery when the MN is in a visited Network and Services are at the Home network (Scenario S3)
To discover an MoS in the visited network when MIH services are provided by the home network, both the DNS based discovery method described in [I-D.ietf-mipshop-mos-dns-discovery] and the DHCP based discovery method described in [I-D.ietf-mipshop-mos-dhcp-options] are applicable.
To discover the MoS at home while in a visited network using DNS, the In these deployment scenarios the AAAh sends the MoS address at home to the AAAv during the network access authentication. The relation beween functional components supporting such procedure is shown in Figure 8 .
The mobile node executes the network access authentication procedure (e.g., IEEE 802.11i/802.1X) and it interacts with the NAS. The NAS is in the visited and it interacts with AAAh via AAAv to authenticate the mobile node. In the process of authorizing the mobile node, the AAAh verifies in the AAA profile that the mobile node is allowed to use MoS services. The AAAh assigns the MoS in the home and returns this information to the NAS. The NAS may keep the received information for a configurable duration or it may keep the information for as long as the MN is connected to the NAS. [I-D.rahman-mipshop-mih-transport]. The client MAY use the DNS discovery mechanism to discover which transport protocols are supported by the server in addition to TCP and UDP that are recommended in this document. While either protocol can provide the basic transport functionality required, there are performance tradeoffs and unique characteristics associated with each that need to be considered in the context of the MIH services for different network loss and congestion conditions. The objectives of this section are to discuss these trade-offs for different MIH settings such as the MIH message size and rate, and the retransmission parameters. In addition, factors such as NAT traversal are also discussed. Given the reliability requirements for the MIH transport, it is assumed in this discussion that the MIH ACK mechanism is to be used in conjunction with UDP, while it is preferred to avoid using MIH ACKs with TCP since TCP includes acknowledgement and retransmission functionality.
MIH Message size
Although the MIH message size varies widely from about 30 bytes (for a broadcast capability discovery request) to around 65000 bytes (for an IS MIH_Get_Information response primitive), a typical MIH message size for the ES/CS service ranges between 50 to 100 bytes [IEEE80221]. Thus, considering the effects of the MIH message size on the performance of the transport protocol brings us to discussing two main issues, related to fragmentation of long messages in the context of UDP and the concatenation of short messages in the context of TCP. Since transporting long MIH messages may require fragmentation that is not available in UDP, if MIH is using UDP a limit MUST be set on the size of the MIH message, unless fragmentation functionality is added to the MIH layer or IP layer fragmentation is used instead. In this latter case, the loss of an IP fragment leads to the retransmission of an entire MIH message, which in turn leads to poor end-to-end delay performance in addition to wasted bandwidth. Additional recommendations in [I-D.ietf-tsvwg-udp-guidelines] apply for limiting the size of the MIH message when using UDP and assuming IP layer fragmentation. In terms of dealing with short messages, TCP has the capability to concatenate very short messages in order to reduce the overall bandwidth overhead. However, this reduced overhead comes at the cost of additional delay to complete an MIH transaction, which may not be acceptable for CS and ES services. Note also that TCP is a stream oriented protocol and measures data flow in terms of bytes, not messages. Thus it is possible to split messages across multiple TCP segments if they are long enough. Even short messages can be split across two segments. This can also cause unacceptable delays, especially if the link quality is severely degraded as is likely to happen when the MN is exiting a wireless access coverage area. Recommendations for tocken bucket parameter settings are specific to the scenario considered.
Retransmission
For TCP, the retransmission timeout is adjusted according to the measured RTT. However due to the exponential backoff mechanism, the delay associated with retransmission timeouts may increase significantly with increased packet loss.
If UDP is being used to carry MIH messages, MIH SHOULD use MIH ACKs. An MIH message is retransmitted if its corresponding MIH ACK is not received by the generating node within a timeout interval set by the MIHF. This approach does not include an exponential backoff and therefore tends to degrade more gracefully than TCP when the packet loss rate becomes large, in the sense that the expected delay does not increase exponentially. The number of retransmissions is limited, which reduces head-of-line blocking of other MIH messages, but this can cause important ES/CS messages to be lost.
NAT Traversal
There are no known issues for NAT traversal when using TCP. DoS, it is RECOMMENDED that DNS service providers use the Domain Name System Security Extensions (DNSSEC) as described in [RFC4033] . Readers may also refer to [RFC4641] to consider the aspects of DNSSEC Operational Practices.
In the case where reliable transport protocol such as TCP is used for transport connection between two MIHF peers, TLS [RFC4346] SHOULD be used for message confidentiality and data integrity. In particular, TLS is designed for client/server applications and to prevent eavesdropping, tampering, or message forgery. Readers should also follow the recommendations in [RFC4366] that provides generic extension mechanisms for the TLS protocol suitable for wireless environments.
In the case where unreliable transport protocol such as UDP is used for transport connection between two MIHF peers, DTLS [RFC4347] SHOULD be used for message confidentiality and data integrity. The DTLS protocol is based on the Transport Layer Security (TLS) protocol and provides equivalent security guarantees.
Alternatively, generic IP layer security, such as IPSec [RFC4301] MAY be used where neither transport layer security for a specific transport is available nor server only authentication is required. 
