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Re´sume´ – L’article de´crit et e´tudie les performances d’un algorithme STAP adapte´ a` un fouillis de sol non-stationnaire en
distance. Un mode`le de filtrage line´aire en distance (DBU, Derivative Based Up-Dating) est adopte´ dans une structure Element-
Space Pre-Doppler. Ce mode`le permet d’estimer les variations continues du fouillis, et l’architecture pre-Doppler permet d’obtenir
plusieurs donne´es secondaires sur une meˆme porte distance. L’algorithme pre´sente´ combat ainsi la non-stationnarite´ du fouillis
tout en ayant une complexite´ calculatoire et une taille d’entraˆınement raisonnables.
Abstract – This paper presents the performances of a STAP algorithm designed for non-stationary clutter. The algorithm
consists of an Element-Space Pre-Doppler architecture with a DBU-type adaptation. The Element-Space pre-Doppler structure
is appealing regarding the computational load and the training interval size, whereas the DBU-type adaptation deals with the
non-stationarity.
1 Introduction
La de´tection de cibles ae´riennes par des radars ae´ro-
porte´s constitue un enjeu majeur pour les syste`mes de
combat ae´rien. Les algorithmes de traitement du signal
doivent assurer de bonnes performances tout en ayant un
couˆt calculatoire raisonnable.
Pour assurer une bonne de´tection, les e´chos radar inde´si-
rables, ou fouillis, et e´ventuellement les signaux brouilleurs
doivent eˆtre e´limine´s. De part la nature du fouillis de
sol, les traitements doivent s’ope´rer sur des e´chantillons
spatio-temporels [1]. Sur chaque case distance est ope´re´
un filtrage, dont le but est de couper les fre´quences spatio-
temporelles occupe´es par le fouillis de sol. Traditionnelle-
ment, ceci met en jeu l’inversion de la matrice de cova-
riance des interfe´rences. Cette matrice n’e´tant pas connue,
elle est estime´e en vol sur les portes distance adjacentes a`
celle sous test.
Les premiers algorithmes STAP ont e´te´ de´veloppe´s pour
des sce´narios air-sol avec des antennes line´aires uniformes
(ULA, Uniform Linear Array), dispose´es sous le fuselage
de l’avion et fonctionnant en vise´e late´rale. Dans cette
configuration, le lieu du fouillis dans l’espace fre´quentiel
angle-Doppler est invariant suivant la porte distance. L’es-
timation de la matrice de covariance des interfe´rences est
alors correctement re´alise´e par moyenne sur les e´chan-
tillons du domaine d’entraˆınement. La matrice ainsi obte-
nue, note´e SCM (Sample Covariance Matrix), correspond
a` l’estimateur du maximum de vraisemblance pour des
donne´es gaussiennes inde´pendantes centre´es, et de meˆme
∗Ce travail est soutenu par la De´le´gation Ge´ne´rale pour l’Arme-
ment et Thale`s Syste`mes Ae´roporte´s.
matrice de covariance (hypothe`se iid).
Dans toute autre configuration ge´ome´trique (radar en
vise´e non-late´rale, antenne non line´aire uniforme, ou ra-
dar bistatique), le lieu du fouillis est non-stationnaire en
distance [2]. L’estimation de la matrice de covariance par
la SCM est alors biaise´e, ce qui engendre des pertes en
de´tection.
Plusieurs strate´gies sont envisageables pour contrer cette
non-stationnarite´, certaines pouvant eˆtre combine´es.
Une premie`re strate´gie consiste a` diminuer le nombre de
portes distance ne´cessaire a` l’entraˆınement. On compte
ainsi, par exemple, les algorithmes a` dimension re´duite
(p.ex. l’Element Space pre-Doppler [1]), et les algorithmes
a` rang re´duit (p.ex. le Multistage Wiener Filter tronque´
[3]). Les premiers utilisent des transformations fixes inde´-
pendantes du signal pour re´duire la dimension de l’espace
d’adaptation, les seconds utilisent des transformations de´-
pendant des donne´es afin de compacter au mieux l’es-
pace de repre´sentation des interfe´rences. L’inconve´nient
de ces me´thodes est qu’elles ne combattent pas directe-
ment la non-stationnarite´, ainsi un algorithme a` rang re´-
duit augmente la vitesse de convergence de l’estimateur
mais les performances de celui-ci seront intrinse`quement
limite´es par le biais asymptotique introduit par la non-
stationnarite´. Ainsi diminuer l’intervalle d’entraˆınement
n’est pas toujours suffisant, en particulier dans le cas d’e´chos
de sol puissants fortement non-stationnaires.
Une seconde strate´gie vise a` rendre le lieu du fouillis dans
l’espace angle-Doppler identique quelle que soit la porte
distance conside´re´e. Ce sont les me´thodes dites de pre´-
compensation qui s’effectuent dans le domaine temps-espace
ou angle-Doppler, p.ex. [4]. L’inconve´nient de ces me´thodes
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est qu’elles supposent une connaissance de certains para-
me`tres du syste`me ou leurs estimations.
Une troisie`me strate´gie est d’utiliser de l’information a
priori sur les signaux interfe´rents (KA-STAP, Knowledge
Aided STAP) [5]. L’information peut eˆtre issue par exemple
de bases de donne´es d’images SAR ou de signaux GPS.
Elle permet d’opter pour une strate´gie de filtrage et sert
a` pre´-blanchir les donne´es. A` ce jour, le KA-STAP pose
des proble`mes de re´alisation pratique, en particulier pour
le traitement en temps re´el.
Enfin, une autre strate´gie consiste a` adopter de nouveaux
estimateurs capables d’inte´grer directement dans leur ex-
pression la non-stationnarite´ du fouillis (remise en cause
de l’hypothe`se iid). On peut citer le DBU (Derivative Ba-
sed Up-Dating), qui suppose le poids adaptatif line´aire sur
l’intervalle d’entraˆınement. Cette technique a e´te´ de´velop-
pe´e pour des antennes tournantes [6], et e´tudie´e par la
suite pour des sce´narios ou` le fouillis est non-stationnaire
en distance, en particulier pour les antennes circulaires et
les radars bistatiques [7]. L’inconve´nient de l’algorithme
est qu’il augmente la complexite´ calculatoire et ne´cessite
un entraˆınement de taille double par rapport a` un trai-
tement classique. Pour cette raison, le DBU est pre´sente´
dans la litte´rature couple´ a` des algorithmes demandant
peu de donne´es secondaires. On le trouve ainsi avec l’Element-
Space Post-Doppler [7] et le filtre auto-re´gressif [8]. L’ar-
ticle pre´sente les performances du DBU couple´ a` l’algo-
rithme Element-Space Pre-Doppler.
Le reste de l’article est organise´ comme suit. Dans la
section 2, le formalisme STAP et le proble`me de la non-
stationnarite´ du fouillis de sol pour un radar en pointe
avant sont rappele´s. La section suivante de´crit l’algorithme
propose´. Enfin, la section 4 pre´sente les performances en
termes de RSBI (Rapport Signal a` Bruit plus Interfe´-
rences) pour une antenne ULA en point avant.
()T , ()H , E {} de´signeront respectivement les ope´rateurs
de conjugaison, de trans-conjugaison, et espe´rance. ⊗ est
le produit de Kronecker et ∝ est le signe de proportion-
nalite´.
2 Proprie´te´s du fouillis de sol pour
un radar en pointe avant
Formalisme et hypothe`ses de travail
On conside`re un radar ae´roporte´ a` compression d’im-
pulsions qui e´met une onde chirp a` la fre´quence de re´pe´-
tition fr = 1/Tr, de fre´quence porteuse f0 et de bande
instantane´e B. Les e´le´ments de l’antenne sont suppose´s
avoir les meˆmes diagrammes de rayonnement sans effet
de couplage entre eux, et, sont espace´s de la moitie´ de la
longueur d’onde, soit λ0/2 avec λ0 = c/f0. Le CPI (Co-
herent Pulse Interval) comporte M impulsions. N est le
nombre de voies spatiales assimile´es, ici, aux e´le´ments de
l’antenne. On se limitera a` l’e´tude d’une antenne ULA.
Le signal a` traiter correspond a` l’empilement des signaux
rec¸us sur les N voies pour les M impulsions.
Le sol est suppose´ plan et de´fini par (O,x,y), (O, z)
de´signant l’altitude. Le porteur se situe a` la hauteur H et
se de´place dans le plan horizontal selon le vecteur v = vx.
θ et ϕ de´signent respectivement les angles de de´pression et
d’azimuth dans le repe`re vitesse. Le vecteur de pointage
dans la direction (θ, ϕ) vaut k(θ, ϕ) = cos(θ) cos(ϕ)x +
cos(θ) sin(ϕ)y + sin(θ)z.
La re´ponse re´seau a` un point re´fle´chissant dans la di-
rection angulaire (θ, ϕ) et de vitesse vp vaut a(fd, fs) =
aD(fd)⊗ aS(fs). aD est la re´ponse temporelle du re´seau,
elle est inde´pendante de l’antenne et vaut pour une fre´-
quence de re´pe´tition constante aD(fd) =
(
ei2pimfd
)
m=0,...,M−1
.
La fre´quence Doppler fd = 2
Tr
λ0
(v − vp)
T
k(θ, ϕ) est pro-
portionnelle a` la vitesse radiale relative suppose´e constante.
aS(fs) est la re´ponse spatiale du re´seau, elle de´pend de la
ge´ome´trie de l’antenne et vaut sous les hypothe`ses faites
aS(fs) =
(
ei2pinfs
)
n=0,...,N−1
. fs =
d
T
k
λ0
est la fre´quence
spatiale.
Mode`les des signaux
Suivant la pre´sence effective ou non d’une cible, les com-
posantes du signal rec¸u par le radar sont pre´sente´es res-
pectivement par (1) et (2)
H1 : x = αa(fd, fs) + xc + xn. (1)
H0 : x = xc + xn, (2)
α et a(fd, fs) de´signent respectivement l’amplitude (sup-
pose´e inconnue et de´terministe) et la signature de la cible.
La puissance de la cible sera note´e Pt = E
{
|α|2
}
. xc est
le snapshot spatio-temporel relatif au fouillis de matrice
de covariance Γc. xn de´signe le bruit thermique, mode´lise´
par un bruit blanc centre´.
Les signaux sont suppose´s inde´pendants entre eux, la ma-
trice de covariance bruit plus fouillis vaut donc Γ = Γc +
Γn.
Non-stationnarite´ du fouillis de sol
La vitesse de chaque point re´fle´chissant du sol est nulle
vp = 0, ce qui induit une relation spe´cifique entre les
fre´quences Doppler et spatiale. Pour une ULA en pointe
avant, on obtient le syste`me parame´trique suivant
fd =
2vTr
λ0
cos(θ) cos(ϕ), (3)
fs =
d
λ0
cos(θ) cos(ϕ+
pi
2
). (4)
Le lieu du fouillis dans le domaine angle-Doppler est une
ellipse dont la taille varie en fonction de la porte distance
conside´re´e via le parame`tre d’e´le´vation θ, figure 1. Celui-ci
varie peu aux grandes distances et rapidement aux petites
distances.
Une estimation du type SCM aura tendance a` couper
les fre´quences du fouillis pre´sentes sur tout le domaine
d’entraˆınement au lieu de filtrer uniquement celles de la
cellule sous test.
3 Description de l’algorithme
L’algorithme e´tudie´ est l’association de l’Element-Space
Pre-Doppler avec le DBU (figure 2).
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Fig. 1 – Lieu du fouillis de sol dans le domaine angle-
Doppler pour un radar en implantation avant
Fig. 2 – Sche´ma bloc de l’Element Space Pre-Doppler avec
DBU
Re´duction de dimension
La premie`re e´tape consiste a` re´duire la dimension de
l’espace d’adaptation en se´lectionnant K bins par un pro-
cessus de feneˆtre glissante. Cette ope´ration est re´alise´e par
les M
′
= M − K + 1 matrices Tm = V m ⊗ IN , avec
V m =
[
0Tm×K I
T
K×K 0
T
(M−K−m)×K
]T
pour m =
0, . . . ,M −K.
Adaptation de type DBU
Le DBU consiste a` adopter un mode`le line´aire en dis-
tance pour le vecteur de ponde´ration soit
wk = w0 + k∆w.
k repre´sente l’indice de la case distance conside´re´e. La
sortie de filtrage a` la porte distance nume´ro k vaut alors
yk = w
H
k xk = w
H
0 xk + k∆w
H
xk.
On pose wz =
[
wT0 ∆w
T
]T
et zk =
[
xTk kx
T
k
]T
.
zk est appele´ le snapshot e´tendu et est de longueur double
par rapport a` xk. Les deux composantes du snapshot e´tendu
ne sont pas inde´pendantes, la matrice de covariance
Γz
k
= E
{
zkz
H
k
}
=
[
1 k
k k2
]
⊗ Γk
n’est donc pas inversible. Le proble`me de minimisation de
puissance en sortie de filtrage assurant un gain constant
dans la direction vise´e ne peut donc eˆtre invoque´.
On a alors recourt a` une minimisation de puissance sur
tout le domaine d’entraˆınement en distance I soit
min
wz∈C2MN×1
{
w
H
z Γzwz
}
sous la contrainte wHz c = 1,
avec
Γz =
∑
k∈I
Γzk =
[ ∑
k∈I Γk
∑
k∈I kΓk∑
k∈I kΓk
∑
k∈I k
2Γk
]
.
Sous re´serve de l’inversibilite´ de Γz , la solution est wz ∝
Γ−1
z
c, ou` c de´signe le vecteur de contrainte e´tendu, et est
choisi suivant [6] e´gal a` c =
[
a
T 0T
]T
. a est le vecteur
de pointage spatio-temporel traditionnel.
Adopter une strate´gie DBU, dans le cadre de l’Element-
Space Pre-Doppler, revient a` re´soudre sur chaque sous-
CPI m le proble`me de minimisation suivant
min
wzm∈C
2KN×1
w
H
zm
Γzmwzm sous la contrainte w
H
zm
cm = 1 ,
avec
Γzm =
(
T
H
m
(∑
k∈I Γk
)
Tm T
H
m
(∑
k∈I kΓk
)
Tm
T
H
m
(∑
k∈I kΓk
)
Tm T
H
m
(∑
k∈I k
2Γk
)
Tm
)
.
(5)
cm de´signe la contrainte e´tendue de dimension 2KN × 1.
La solution de ce proble`me est le vecteur de dimension
2KN × 1 donne´ par
wzm ∝ Γ
−1
zm
cm.
Par la suite, on choisit cm =
[
a
T
m 0
T
]T
ou` la contrainte
am est le vecteur de pointage ayant subi les meˆmes trans-
formations que les donne´es, soit am = T
H
ma(fd, fs).
Le poids e´quivalent de taille KN×1 a` la porte distance
nume´ro k et au sous-CPIm vaut, en adoptant les notations
Matlab,
w
(m)
k ∝ wzm(1 : KN) + kwzm(1 +KN : 2KN).
En pratique, les matrices de covariance Γzm doivent
eˆtre estime´es. En faisant l’approximation qu’elles ne de´-
pendent pas du sous-CPI m, l’unique matrice peut-eˆtre
estime´e dans la dimension du temps long. C’est l’avan-
tage que confe`re une structure pre-Doppler par rapport a`
une structure post-Doppler par exemple. On dispose ainsi
de M
′
donne´es secondaires sur chaque porte distance du
domaine d’entraˆınement
Γ̂zm =
M
′
−1∑
l=0
( ∑
k∈I x
(l)
k x
(l)
k
H ∑
k∈I kx
(l)
k x
(l)
k
H
∑
k∈I kx
(l)
k x
(l)
k
H ∑
k∈I k
2
x
(l)
k x
(l)
k
H
)
,
(6)
avec x
(l)
k = T
H
l xk. Pour e´viter un e´ventuel mauvais condi-
tionnement cause´ par les termes en k2, on adopte un fac-
teur de ponde´ration propose´ par [7] γ =
√P
k∈I
k0
P
k∈I
k2
pour
le calcul des snapshots e´tendus zk =
[
x
T
k γkx
T
k
]T
.
Pour simplifier les notations, la re´duction de dimension
et l’adaptation sont repre´sente´es par la suite par un seul
filtre W de taille MN×M
′
. En sortie de l’adaptation, on
a alors un vecteur de taille M
′
× 1 tel que
xw = W
H
x =
(
w
(m)
k
H
T
H
mx
)
m
. (7)
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Filtrage Doppler
Un filtre Doppler est alors applique´ au vecteur xw donne´
par (7). On note U = (up) la matrice FFT de dimension
M
′
×M
′
, soit up = (e
i2pi p
M
′
j
)j=0,...,M ′−1. Le RSBI vaut a`
chaque sortie de filtre Doppler
RSBIp(fd, fs) = Pt
∣∣∣uHp WHa(fd, fs)
∣∣∣
2
uHp W
HΓWup
.
La valeur maximale en sortie est alors retenue.
La me´thode pre´sente´e ici permet d’acce´der aux perfor-
mances de manie`re syste´matique. En pratique, un trai-
tement re´el devra re´gler certains parame`tres, comme par
exemple le nombre de points d’analyse Doppler, pour li-
miter la charge calculculatoire.
4 Re´sultats nume´riques
Les matrices de covariance du fouillis Γc(k) sont ge´ne´-
re´es suivant le mode`le propose´ dans [1] sans prendre en
compte les ambigu¨ıte´s distance. Les donne´es sont suppo-
se´es gaussiennes : xck ∼ CN (0,Γck) et xnk ∼ CN (0,Γn).
Les re´sultats sont donne´es a` la figure 3. Un zoom est fait
sur la re´gion d’inte´reˆt correspondant au Doppler du fouillis
fd ≈ 0.39. Le tableau 1 compare le couˆt calculatoire et les
performances de diffe´rents algorithmes : le degre´ de liberte´
correspond a` la taille de la matrice a` inverser et est un
parame`tre de´terminant de la complexite´ calculatoire, ∆fd
est le Doppler cible minimum de´tectable par rapport au
Doppler fouillis pour un niveau pris a` 12dB en dessous du
bruit blanc, enfin I est le nombre de portes distance choisi
pour l’entraˆınement.
La SCM ne re´alise pas un filtrage assez fin : elle a ten-
dance a` couper les fre´quences du fouillis pre´sentes sur
tout le domaine d’entraˆınement. Le pre-Doppler, bien que
n’utilisant que 4 portes distance, connaˆıt e´galement de
fortes pertes dans cette zone. Le pre-Doppler avec DBU
permet de diminuer ces pertes avec un couˆt calculatoire
et un support d’entraˆınement bien infe´rieurs a` ceux que
ne´cessiterait le DBU, dont le degre´ de liberte´ est e´gal
a` DOF = 2MN = 256. En revanche, pour obtenir de
bonnes performances la taille d’entraˆınement est prise su-
pe´rieure a` 2(2KN). La loi RMB [9] n’est donc pas une
bonne approximation pour cet algorithme.
Tab. 1 – Comparaison charge calculatoire et performance
Algorithme Degre´ de liberte´ ∆fd I
SCM MN = 128 ≈ 0, 12 256
Pre-Doppler KN = 24 ≈ 0, 06 4
Pre-Doppler avec DBU 2KN = 48 ≈ 0, 02 20
5 Conclusion
L’article a pre´sente´ un algorithme STAP associant le
Pre-Doppler et le DBU. L’architecture pre-Doppler per-
met de re´duire la charge calculatoire et le nombre de portes
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Fig. 3 – Performances avec donne´es synthe´tiques (100 si-
mulations de Monte-Carlo) : fr = 750 Hz, f0 = 450 MHz,
B = 2 MHz, N = 8, M = 16, K = 3, v = 100 m/s,
H = 5 km, direction de vise´e est ϕ = 0o, CNR = 50 dB,
SNR = 0 dB, cellule sous test θ = −10o.
distance ne´cessaires a` l’entraˆınement graˆce a` un proces-
sus d’estimation glissante. La composante DBU de l’algo-
rithme, permet d’estimer et de combattre la non-stationnarite´
du fouillis. En revanche l’estimation de la matrice ne´cessite
un nombre d’e´chantillons plus importants que le pre´voit
la loi RMB.
A` terme, une me´thode a` rang re´duit pourrait eˆtre greffe´e
a` l’algorithme propose´ et permettrait ainsi une meilleure
re´duction du support d’entraˆınement, une des difficulte´s
e´tant de de´terminer le rang du fouillis de la matrice de
covariance e´tendue.
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