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AUTOMORPHISM GROUP OF A TORIC VARIETY
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Abstract. We calculate the automorphism group of a complete toric variety
X with torus TM . We prove that the radical unipotent of Aut
0
k
X is a semidirect
product of additive groups, the reductive part is a quotient of a product of
lineal groups and we give the action of linear groups on the additive groups.
We also prove that AutkX/Aut
0
k
X is a quotient of the group of automorphisms
of M leaving invariant the fan.
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0. Introduction
The aim of this article is determined thoroughly the group of automorphisms of a
complete toric variety X with torus TM . We will always work over an algebraically
closed field and of characteristic 0.
The first theorem is to identify Aut0kX with a quotient of the group of graded
automorphisms of the algebra known as Cox ring (Theorem 5.6). This is proven in
[C] for the case simplicial.
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It is known that every affine algebraic group is a semidirect product of an unipo-
tent group and a reductive group (Prop 5.4.1 in [Co]). We determine and construct
the reductive subgroup and the unipotent subgroup of Aut0kX as well as the action
of the reductive group on unipotent group.
This description only depends on the rays of the fan of the toric variety. The set
of the rays, ∆1, is identified with the set of irreducible hypersurfaces of X invariants
by TM and we consider in it the equivalence relation given by linear equivalence of
divisors. We denote by W the quotient set of ∆1 modulo this relation.
For each class of equivalence F ∈ W , we construct an additive subgroup VF of
Aut0kX and a linear group GlF acting on X . The unipotent radical of Aut
0
kX is
obtained as a semidirect product of the groups VF ordered thanks to a partial order
defined onW (Theorem 6.14). These additive groups are obtained as one-parameter
subgroups associated to the no semisimple roots of the group [D].
The reductive group is obtained as a quotient of the product of the linear groups
GlF . (theorem 6.6 and 7.2).
The theorem 6.17 determines the action of the linear groups on the additive
groups giving the irreducible representations.
In the last section we describe the finite group AutkX/Aut
0
kX as a quotient
of the group of the automorphisms of M leaving invariant the fan (theorem 8.8).
This theorem is also proved by Cox for the case simplicial.
1. Group functors
We will work with several groups representing functors of groups.
a) The automorphism group of a complete variety X over k. We denote it by
AutkX . It is the representant of the functor over the category of k-schemes given
by Z  AutZ(X × Z). This functor is representable. See [MO].
b) Given a Z-module N and k[N ] = {
∑
α∈N
λαx
α / λα ∈ k and almost all zero },
the multiplicative group TN = Spec k[N ] is the representant of the functor over
category of k-schemes given by Z  Homgr(N,OZ(Z)×) (group morphisms)
where OZ(Z)× is the group of invertible elements of OZ(Z).
We will put λβ = λ(β) for each λ ∈ Homgr(N,OZ(Z)×) and β ∈ N .
Thus the torus TZr is the representant of the functor: Z  OZ(Z)×r and if
λ = (λ1, . . . , λr) ∈ OZ(Z)
×r and m = (n1, . . . , nr) ∈ Zr, then λm = λ
n1
1 · . . . ·λ
nr
r .
c) Group of automorphisms of a N -graded algebra.
Let A = ⊕
s∈N
As be a N -graded algebra.
The group of N -graded automorphisms of A is the scheme representing the
functor over the category of k-schemes given by Y  AutOY −gra(A⊗kOY ) (graded
automorphisms).
If A0 = k and A is of finite type over k, this functor is representable and its
representant is denoted by Autk−grA. This is because if A is generated by ξ1, . . . , ξr
and the degree of ξi = si, then Autk−grA is a subgroup of AutkV being V =
r⊕
i=1
Asi
a k-vectorial space of finite dimension.
Because of being A a N -graded algebra, TN = Spec k[N ] is a subgroup of
Autk−grA: For each λ ∈ Homgr(N,OZ(Z)×), λ produces the following OZ -
graded automorphism: hλ : A ⊗k OZ → A ⊗k OZ given by hλ(as) = λs · as for
each as ∈ As.
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d) The linear group. Let Vl be a k-vectorial space of finite dimension l. We
denote AutkVl the representant of the group functor such that for each k-scheme
Y corresponds the group of the automorphisms of Vl ⊗k OY as OY -module.
If we choose a basis (z1, . . . , zl) on Vl, the linear group is the group Autk−grA
where A = k[z1, . . . , zl] is the Z-graded algebra such that the degree of each zi is 1.
If C = (cij) is an invertible matrix of order l, it defines the Z-graded automor-
phism τC : k[z1, . . . , zl]→ k[z1, . . . , zl] given by τC(zj) =
l∑
i=1
cijzi.
e) The quotient group Autk−grA/TN where A is a N -graded algebra with the
above conditions.
TN is within the center of Autk−grA and so Autk−grA/TN is a group [SGA3].
To give a morphism f : Y → Autk−grA/TN is sufficient to give an open
covering {Ui}i∈I on Y and τi ∈ AutOUi−gr(A ⊗k OUi) such that for all i, j ∈ I,
τi|Ui∩Uj = hλ ◦ τj |Ui∩Uj for some λ ∈ Homgr(N,OY (Ui ∩ Uj)
×).
f) The additive group of dimensio´n r. It is the underlying group under addition
of a k-vectorial space Vr. If we choose coordinates (t1, . . . , tr) on Vr, the additive
group of dimensio´n r is Ar = Spec k[t1, . . . , tr].
1.1. Tangent space. If G is a group with identity element e, we denote by TeG
its tangent space at e (Lie algebra). We will use that the elements of TeG can be
calculated with dual numbers: Derk(OG, k) ≃
{f : OG → k[ǫ] = k[x]/x
2, k-algebra morphism and f−1(ǫ) = me}.
One can see this in Chap II §4 of [DG].
Thus it is proven that TeAutkX ≃ Derk(OX ,OX) [MO]. Similarly one can prove
that for a N -graded algebra A, TeAutk−grA ≃ DerN−gra(A) (Definition 3.5).
Proposition 1.1. Let H1 and H2 be connected subgroups of an affine group G. If
TeH1 ⊆ TeH2 inside TeG, then H1 ⊆ H2.
Proof. One can see this in [DG]. 
2. Toric variety and divisors
In this article the field k will be algebraically closed and of characteristic 0 and
(X,OX) a complete toric variety over k with torus TM . M will be a free Z-module
of rank n and M∗ = HomZ(M,Z) its dual module.
If S ⊂M , we denote k[S] = {
∑
α∈S
λαx
α / λα ∈ k and almost all zero }.
We denote ∆ to the fan of X whose elements are polyhedral cones of M∗Q =
M∗ ⊗Z Q. This is X =
⋃
σ∈∆
Uσ where Sσ = σ
∨ ∩M =
= {α ∈ M /v(α) ≥ 0 for all v ∈ σ} and Uσ = Spec k[Sσ]. UM = Spec k[M ] is
an open set contained in each open set Uσ.
For each ray σ1 of the fan there is only one epimorphism vi :M → Z generator
of the ray; that is σ1 =< vi >Q+ . We will denote the ray σ1 by vi instead of
< vi >Q+ . The rays of ∆ are in correspondence with the irreducible hypersurfaces
of X invariant by the group TM .
Henceforth ∆1 = {v1, . . . , vr} will be the set of rays of ∆ and H1 =
Hv1 , . . . , Hr = Hvr the corresponding TM - invariant irreducible hypersurfaces of
X . We have that UM = X \ (H1 ∪ · · · ∪Hr).
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These hypersurfaces Hi define discrete valuations of k(X) (fraction field of X)
as follows: If f =
∑
α∈M
λαx
α ∈ k[M ], vi(f) = min
λα 6=0
{vi(α)} (*).
As (X,OX) is a complete variety, k = Γ(X,OX) =
⋂
σ∈∆
k[Sσ] = k[
⋂
v∈∆1
Sv]. That
means that
⋂
vi∈∆1
Svi = 0 and so < v1, . . . , vr >Q+=M
∗
Q.
We will use often that if vi(α) ≥ 0 for all vi ∈ ∆1, then α = 0.
Proposition 2.1. For each ray vi ∈ ∆1, it holds
Γ(X,OX(Hi)) = k[Pvi ] = {
∑
α∈Pvi
λαx
α / λα ∈ k}
where Pvi = {α ∈M / vi(α) = −1 and vj(α) ≥ 0 for all vj ∈ ∆1 distinct from vi}
Proof. Γ(X,OX(Hvi)) ⊂ Γ(UM ,OX(Hvi)) = k[M ]. f ∈ Γ(X,OX(Hvi)) if and
only if f ∈ k[M ] and vi(f) ≥ −1 and vj(f) ≥ 0 for all vj ∈ ∆1 different from vi.
By (*) f ∈ Pvi . 
In [F] is proved that the Weil divisor group of X modulo linear equivalence,
N = A(X), is generated by the classes of the hypersurfaces [H1], [H2], . . . , [Hr].
Indeed the following sequence is exact:
0→M
v
→ Zr
π
→ N → 0
where v(α) = (v1(α), . . . , vr(α)) and π(n1, . . . , nr) = [
r∑
i=1
niHi].
We denote Pic(Z) the group of invertible sheaf of Z modulo isomorphism. If Z
is nonsingular, then Pic(Z) is A(Z).
We will call U the open set of nonsingular points X . As U contains every point
of codimension 1 of X , one has that Pic(U) = A(U) = A(X) = N and for each
divisor D of X , Γ(X,OX(D)) = Γ(U,OU (D)).
From now on, we denote Z ×Spec k Z ′ = Z × Z ′ for each k-scheme Z and Z ′.
Proposition 2.2. Let Z be a smooth variety of fraction field k(Z) and
π : U × Z → U , p : U × Z → Z the canonical projections. The morphism
Pic(U) × Pic(Z) → Pic(U × Z) given by: (L1, L2) → π∗L1 ⊗OU×Z p
∗L2 is an
isomorphism.
Proof. We denote H¯i = π
−1Hi , π
−1(UM ) = U¯M the open set of X × Z whose
complement set is H¯1 ∪ · · · ∪ H¯r.
Let us see what discrete valuations of k(U × Z) center at codimension 1:
Let H be an integral hypersurface of U×Z defining the discrete valuation OvH .
Computing dimension, either p(H) = Z or p(H) = H ′ is a hypersurface of Z.
In the latter case H = p−1(H ′) and OU×Z(H) = p∗OZ(H ′).
Therefore either vH centers on U × Spec k(Z) or vH = vp−1H′ for some
hypersurface H ′ ⊂ Z.
This morphism is surjective: Let H 6= p−1H ′ be an integral hypersurface of
U × Z. On the toric variety over the field k(Z), U × Spec k(Z), is H ≡
∑
niH¯i.
Therefore on U × Spec k(Z), H −
∑
niH¯i = div f for some f ∈ k(X × Z) and
so div f = H −
∑
niH¯i +
∑
mjp
−1H ′j on X × Z. We can conclude that [H ] =∑
ni[H¯i] +
∑
mj [p
−1H ′j ].
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The morphism is injective: If π∗L1⊗p∗L2 ≃ OU×Z , taking a rational point z of
Z and restricting to p−1(z) = U ×{z}, one has that L1 ≃ OU . Analogously taking
a rational point of U , L2 ≃ OZ .

Corollary 2.3. If τ : X → X is an automorphism in Aut0kX, then for each i
τ(Hi) is linearly equivalent to Hi.
Proof. Let Z = Aut0kX and φ : X × Z → X × Z the universal automorphism;
this is φ(x, τ) = (τ(x), τ). The non singular locus of X ×Z is U ×Z and so φ is
an automorphism of U × Z. If Li = OU (Hi), then τ∗Li = OU (τ−1Hi). We only
have to prove that τ∗Li ≃ Li. By the above proposition φ
∗π∗Li ≃ p
∗L⊗ π∗L′. If
we restrict this isomorphism to U ×{Id}, we have that Li ≃ OU ⊗L′ = L′ and if
we restrict to U × {τ}, we have that τ∗Li ≃ OU ⊗ L′ = L′. 
Proposition 2.4. With the hypothesis of proposition 2.2, Γ(U × Z,OU×Z)× =
Γ(Z,OZ)×.
Proof. We have a birational morphism UM × Spec k(Z) = Spec k(Z)[M ]→ U ×Z.
Therefore f ∈ k(Z)[M ]×. Hence f = λαxα where λα ∈ k(Z) and α ∈ M .
Besides vH(f) = 0 for each valuation vH defined by an irreducible hypersurface
H ⊂ U × Z. If H = Hi × Z, vH(f) = vi(α) = 0. Therefore α = 0. If H = U × H¯,
vH(f) = vH¯(λα) = 0 for every irreducible hypersurface H¯ ⊂ Z. We conclude that
f = λα ∈ Γ(Z,OZ)×. 
3. Derivations
If X is a k-scheme, we denote Derk(OX) = Derk(OX ,OX) the k-vectorial
space of the k-derivations from OX to OX .
If w ∈ M∗ ⊗Z k = HomZ(M,k), this defines a derivation of k[M ], Dw , given
by Dwx
α = w(α)xα for each α ∈ M . This derivation is a derivation of k[S] for
each semigroup S ⊂M and so this is a global derivation of X for any toric variety
X of group TM .
Proposition 3.1. a) The morphism M∗ ⊗Z k[M ]→ Derk(k[M ], k[M ]) given by
v ⊗ f → fDv is an isomorphism.
b) Let vi ∈M∗ , Svi = {α ∈M / vi(α) ≥ 0} and Pvi = {α ∈M /vi(α) = −1}.
Derk(k[Svi ], k[Svi ]) =M
∗ ⊗Z k[Svi ]⊕ k[Pvi ] ·Dvi
c) Let σ be a polyhedral cone generated by v1, . . . , vs ∈M∗, Sσ =M ∩ σ∨ and
Pvi = {α ∈M / vj(α) ≥ 0 for all j 6= i and vi(α) = −1}. We have that
Derk(k[Sσ], k[Sσ]) =M
∗ ⊗Z k[Sσ]⊕ k[Pv1 ] ·Dv1 ⊕ · · · ⊕ k[Pvs ] ·Dvs
Proof. a) If e1, . . . , en is a basis of M , w1, . . . , wn its dual basis and xi = x
ei , then
k[M ] = k[x1, . . . , xn,
1
x1·...·xn
] and {Dwi = xi
∂
∂xi
}1≤i≤n is a basis of derivations
of k[M ].
b) As k[M ] is a localization of k[Svi ], we have that Derk(k[Svi ], k[Svi ]) ⊂
Derk(k[M ]). A derivation D of k[M ] is a derivation of k[Svi ] if Dx
α ∈ k[Svi ]
for all α ∈ Svi .
Let us see when D = xβDw is a derivation of k[Svi ]:
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Let α ∈ Svi ; that is vi(α) ≥ 0. Dx
α = xβDwx
α = xβ+αw(α) ∈ k[Svi ] if and
only if w(α) = 0 or vi(β + α) = vi(β) + vi(α) ≥ 0.
If w(α) = 0 for all α ∈M such that vi(α) = 0, then w = λvi for some λ ∈ k and
D = λxβDvi . Besides, if vi(α) = 1,Dx
α ∈ k[Svi ] if and only if vi(β) ≥ −vi(α) = −1
and so β ∈ Pvi or β ∈ Svi .
If there exists α ∈M such that vi(α) = 0 and w(α) 6= 0, vi(β)+vi(α) = vi(β) ≥ 0
and so D ∈M∗ ⊗Z k[Svi ].
c) We consider Derk(k[Sσ]) and Derk(k[Svi ]) as subsets of Derk(k[M ]). A
derivation D of k[M ] is a derivation of k[Sσ] if Dx
α ∈ k[Sσ] =
s⋂
i=1
k[Svi ] for all
α ∈ Sσ. That is, Derk(k[Sσ], k[Sσ]) =
r⋂
i=1
Derk(k[Svi ], k[Svi ]) and we can conclude
by b).

Theorem 3.2. Let (X,OX) be a toric variety with rays v1, . . . , vr and
Pvi = {α ∈M / vj(α) ≥ 0 for all j 6= i and vi(α) = −1}.
Derk(OX ,OX) =M
∗ ⊗Z k ⊕ k[Pv1 ] ·Dv1 ⊕ · · · ⊕ k[Pvr ] ·Dvr
Proof. If D : OX → OX is a derivation, taking sections over UM , we have that D
is a derivation of k[M ]. A derivation D of k[M ] is a global derivation of X if and
only if D(k[Sσ]) ⊂ k[Sσ] for all σ ∈ ∆. As each k[Svi ] is a localization of k[Sσ]
and Sσ = ∩
vi∈σ
Svi , it is enough to verify that D ∈ Derk(k[Svi ]) . If D = x
β ·Dw
and xβ /∈ k[Svi ], then by the above proposition, we conclude that w = vi for some
i and β ∈ Pvi . 
Corollary 3.3. TM is a maximal torus of Aut
0
kX.
Proof. If TM ⊂ T ′ and T ′ is a torus, then TM acts trivially on TeT ′ and so TeT ′ =
M∗ ⊗Z k = TeTM . 
Definition 3.4. We call root system of Aut0kX to the set
r⋃
i=1
Pvi .
3.1. Graded derivations.
Definition 3.5. Let N be a Z-module and A = ⊕
n∈N
An a N -graded k-algebra. We
will say that a k-derivation D : A→ A is graded if D(An) ⊆ An for all n ∈ N .
We will denote it by DerN−gra(A).
Theorem 3.6. Let σ be a polyhedral cone generated by v1, . . . , vs ∈ L∗, Sσ = L∩σ∨
and Pvi as proposition 3.1 c). Let deg : L→ N be a morphism and we consider
k[Sσ] as a N -graded algebra via deg; that is deg(x
s) = deg(s) for all s ∈ Sσ. If
Ker deg = N ′, it holds that
DerN−gra(k[Sσ]) = L
∗⊗Z k[Sσ ∩N ′]⊕ k[Pv1 ∩N
′] ·Dv1 ⊕ · · · ⊕ k[Pvs ∩N
′] ·Dvs
Proof. By the proposition 3.1 c)
Derk(k[Sσ]) = L
∗ ⊗Z k[Sσ]⊕ k[Pv1 ] ·Dv1 ⊕ · · · ⊕ k[Pvs ] ·Dvs .
We can conclude taking into account that for each w ∈ L∗ and β ∈ L, xβDw is
a N -graded derivation if and only if β ∈ Ker deg. 
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Corollary 3.7. Let A = k[z1, . . . , zl] a polynomial ring. We consider A as a Z-
graded algebra where the degree of each variable zi is 1. DerN−grA is the k-vectorial
space generated (inside DerkA) by the derivations {zi
∂
∂zj
}1≤i,j≤l.
Proof. By above theorem we have that DerZ−graA = (Zl)∗ ⊗Z k⊕ < zrijDvj >
where vj : Zl → Z is the j-th canonical projection and rij ∈ Zl is an element
of degree 0 such that vj(rij) = −1 and vk(rij) ≥ 0 for all k 6= j. We only have to
check that for i 6= j, zi
∂
∂zj
= zrijDvj where z
rij = zi
zj
and for i = j, zj
∂
∂zj
= Dvj
generate the derivations corresponding to Zl
∗
.

4. Cox ring
We carry on with notations of above sections. Let n ∈ Zr. We say that n ≥ 0 if
n ∈ Nr. We recall that we have the exact sequence: 0→M
v
→ Zr
π
→ N → 0
and for each α ∈M , v(α) ≥ 0 if and only if α = 0.
Definition 4.1. We call Cox sheaf ring to A =
⊕
(n1,...,nr)∈Zr
OX(n1H1+ · · ·+nrHr)
and Cox general ring of X to A = Γ(X,A).
Proposition 4.2. A ≃ k[S] where S = {(α, n) ∈M ⊕ Zr / v(α) + n ≥ 0}.
Proof. Γ(X,A) ⊂ Γ(UM ,A) =
⊕
m∈Zr
k[M ]m where k[M ]m = k[M ].
Therefore A ⊂ k[M ][Zr] = k[M⊕Zr]. We just have to compute the elements ofA
of degreem ∈ Zr: For each n = (n1, . . . , nr) ∈ Zr, f ∈ Γ(X,OX(n1H1+· · ·+nrHr))
if and only if f ∈ k[M ] and vi(f) ≥ −ni for all 1 ≤ i ≤ r.
By (*) f =
∑
α,v(α)+n≥0
λαx
α. 
If we consider Nr as 0⊕Nr ⊂ S, we have that AC = k[Nr] ⊂ k[S]. This subring
is the ring constructed by Cox in [C].
We will consider A = k[S] as Zr-graded algebra and AC as N -graded algebra
via the morphism π : Zr → N . Its groups of graded automorphisms will be denote
respectively by AutgA and AutgAC .
We denote the elements of k[M ] by
∑
α∈M
λαx
α and the elements of k[Zr] by∑
m∈Zr
µmy
m. Thus AC = k[y1, . . . , yr] and the elements of k[S] are denoted by∑
(α,m)∈S
λα,mx
αym. We can recover the fraction field of X , k(X), with A and AC :
Proposition 4.3. If B is a graded algebra, we denote
k(B)0 = {
p
q
/ p, q are homogeneous elements of B with the same degree}.
a) k(A)0 = k(X).
b) k(X) ≃ k(AC)0 identifying x
α with yv(α) for each α ∈M .
Proof. a) If p, q are homogeneous elements of A of degree n ∈ Zr, then
p
q
=
∑
α∈M
λαx
αyn
∑
α∈M
µαxαyn
=
∑
α∈M
λαx
α
∑
α∈M
µαxα
∈ k(X).
Conversely, we only have to prove that M ⊂ S − S = {s1 − s2 / s1, s2 ∈ S}.
0⊕ Nr ⊂ S and so 0⊕ Zr ⊂ S − S. If α ∈M , α = (α,−v(α)) + (0, v(α)) ∈ S − S.
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b) v(α) = n1 − n2 where n1, n2 ∈ Nr. So yv(α) =
yn1
yn2
∈ k(AC)0. If
p
q
is
a fraction such that p and q are homogeneous elements of AC with the same
degree π(n) ∈ N , then
p
q
=
∑
α∈M
λαy
v(α)+n
∑
α∈M
µαyv(α)+n
=
∑
α∈M
λαy
v(α)
∑
α∈M
µαyv(α)
is identified with
∑
α∈M
λαx
α
∑
α∈M
µαxα
∈ k(X).

Lemma 4.4. Let K be a k-algebra.
a) K[S] is generated by the elements of the form xαy−v(α) · ym where α ∈M
and m ∈ Nr.
b) If τ : K[S] → K[S] is a Zr-graded automorphism, then for each α ∈ M ,
τ(xαy−v(α)) = λα x
αy−v(α) for some λα ∈ K.
c) For each m ∈ Nr, we denote Ym = {β ∈M / v(β) +m ≥ 0}.
If τ : K[Nr]→ K[Nr] is a N -graded automorphism, then τ(ym) =
∑
β∈Ym
λβy
m+v(β)
for each m ∈ Nr.
Proof. a) K[S] is generated by the elements of the form xα · yn where α ∈ M ,
n ∈ Zr and v(α) + n ≥ 0. xα · yn = xαy−v(α) · yn+v(α) = xαy−v(α) · ym where
m ∈ Nr.
b) τ(xαy−v(α)) is an element of degree −v(α).
xβ ·yn has degree−v(α) if n = −v(α). But 0 ≤ v(β)+n = v(β)−v(α) = v(β−α).
Therefore β − α = 0 and xβ · yn = xαy−v(α).
c) τ(ym) =
∑
λny
n where yn and ym have the same N -degree. Therefore
n = m+ v(β) for some β ∈M . As n ≥ 0, one concludes that β ∈ Ym.

Let τ ∈ AutN−grK[Nr] such that τ(ym) =
∑
β∈Ym
λm,βy
m+v(β).
We denote i(τ) = τ¯ : K[S] → K[S] the Zr-graded morphism given by
τ¯(xαy−v(α)) = xαy−v(α) for each α ∈ M and τ¯ (ym) =
∑
β∈Ym
λm,βx
βym for
each m ∈ Nr.
This is straightforward to prove that τ¯ is a morphism; that is τ¯(xα ·yn ·xβym) =
τ¯(xα · yn) · τ¯ (xβ · yn) for all (α,m), (β,m) ∈ S.
Lemma 4.5. a) τ1 ◦ τ2 = τ¯1 ◦ τ¯2 for each τ1, τ2 ∈ AutgAC .
b) τ¯ is an automorphism.
Proof. a) If τ1(y
n) =
∑
α∈Yn
λn,αy
n+v(α) and τ2(y
n) =
∑
α∈Yn
µn,αy
n+v(α), then
τ1 ◦ τ2(yn) = τ1(
∑
α∈Yn
µn,αy
n+v(α)) =
∑
α∈Yn
µn,α
∑
β∈Yn+v(α)
λn+v(α),βy
n+v(α)+v(β)
=
∑
α∈Yn,β∈Yn+v(α)
µn,αλn+v(α),βy
n+v(α+β).
Therefore τ1 ◦ τ2(yn) =
∑
α∈Yn,β∈Yn+v(α)
µn,αλn+v(α),βx
α+βyn.
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τ¯1 ◦ τ¯2(yn) = τ¯1(
∑
α∈Yn
µn,αx
αyn) =
∑
α∈Yn
µn,αx
αy−v(α)τ¯1(y
n+v(α)) =
∑
α∈Yn
µn,αx
αy−v(α)
∑
β∈Yn+v(α)
λn+v(α),βx
βyn+v(α) =
∑
α∈Yn,β∈Yn+v(α)
µn,αλn+v(α),βx
α+βyn.
b) Id = Id and so Id = τ ◦ τ−1 = τ¯ ◦ τ−1.

Theorem 4.6. For each τ ∈ AutgA, we denote by p(τ) the element of TM such
that p(τ)(α) = λα if τ(x
αy−v(α)) = λαx
αy−v(α).
0→ AutgAC
i
→ AutgA
p
→ TM → 0 is a split exact sequence.
Proof. Let τ¯ ∈ Ker p. For each n ∈ Nr, τ¯ (yn) has degree n. Therefore
τ¯ (yn) =
∑
α∈Yn
λn,αx
αyn and τ ∈ AutgAC defined by τ(yn) =
∑
α∈Yn
λn,αy
n+v(α)
is such that i(τ) = τ¯ .
The section of p is the action of TM on k[S] ⊂ k[M⊕Zr] asM -graded algebra. 
Corollary 4.7. AutgAC / TN ≃ AutgA/TZr and Aut
0
gAC / TN ≃ Aut
0
gA/TZr
Proof. We have the exact sequences
0→ TN → TZr → TM → 0⋂ ⋂
||
0→ AutgAC
i
→ AutgA
p
→ TM → 0
and taking quotient groups we conclude.
Because of being TZr connected, this is included in Aut
0
gA ≃ Aut
0
gAC ⋊ TM and
we have the similar exact sequence as above. 
4.1. Tangent space of AutgAC / TN . With the previous notations, AC = k[Nr] =
k[y1, . . . , yr] ; vi : Zr → Z is the canonical projections; that is vi(n1, . . . , nr) = ni.
If σ is polyhedral cone generated by {v1, . . . , vr}, we have that Nr = Zr ∩ σ∨ and
Ker π ∩ Nr = 0.
By the theorem 3.6 the N -graded derivations of AC are:
Derg(AC) = (Z
r)∗ ⊗Z k ⊕ < y
rijDvi >
where rij ∈ Zr hold that π(rij) = 0 , vi(rij) = −1 and vj(rij) ≥ 0 for all j 6= i.
A maximal torus of Aut0gAC is TZr and these rij are the root system of Aut
0
gAC .
Remark 4.8. Ker π = v(M) and v gives an one to one correspondence between
the root system of Aut0kX and the root system of Aut
0
gAC . This is: α ∈ M is a
root of Aut0kX if and only if v(α) is a root of AutgAC .
We have that TZr/TN ≃ TM and so Te(AutgAC/TN) =M∗⊗Zk ⊕ < yrijDvi >
5. Relation between the groups.
In this section we use the notations of section 2. U is the open set of nonsingular
points of X and for each k-scheme Y , π : U × Y → U and p : U × Y → Y are
the canonical projections.
Let L be an invertible sheaf of U . We denote AutLU to the following functor:
For each k-scheme Y , AutLU (Y ) is the set of pairs (τ, φ) where
τ : U×Y → U×Y is an automorphism over Y (p◦τ = p) and φ : τ∗π∗L ≃ π∗L
is an isomorphism.
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If f : Y ′ → Y is a morphism and f¯ = Id× f , we have that π ◦ f¯ = π and the
following diagrams are commutative:
U × Y ′
f¯
→ U × Y
τ¯ ↓ τ ↓
U × Y ′
f¯
→ U × Y
π
→ U
p ↓ p ↓ (1) ↓
Y ′
f
→ Y → Spec k
f∗τ = τ¯ : U × Y ′ → U × Y ′ is the automorphism obtained taking ×Y Y ′ on
τ : U × Y → U × Y and f∗φ = φ¯ is the composition of the isomorphisms
τ¯∗π∗L = τ¯∗f¯∗π∗L = f¯∗τ∗π∗L
φ
≃ f¯∗π∗L = π∗L.
This functor is a functor of groups : If (τ1, φ1), (τ2, φ2) ∈ AutLU (Y ) , then
(τ1, φ1) ◦ (τ2, φ2) = (τ1 ◦ τ2, φ1 ◦ φ2) where φ1 ◦ φ2 is the composition of the
isomorphisms τ∗2 τ
∗
1 π
∗L
φ1
≃ τ∗2π
∗L
φ2
≃ π∗L.
Proposition 5.1. Let N a coherent OU -module.
a) Γ(U,N )⊗k OY ≃ p∗π∗N .
b) The natural morphism f∗p∗π
∗N → p∗f¯∗π∗N is an isomorphism.
Proof. a) Applying to the commutative diagram (1) the proposition 9.3 of [H].
b) As π ◦ f¯ = π, one has that p∗f¯∗π∗N = p∗π∗N ≃ Γ(U,N )⊗k OY ′ applying
a). By the other hand f∗p∗π
∗N ≃ f∗(Γ(U,N )⊗k OY ) = Γ(U,N )⊗k OY ′ .

Let V = Γ(U,L). We want to show that there exists a group morphism between
the functors AutLU and AutkV :
Given (τ, φ) ∈ AutLU (Y ) we define the automorphism
τφ : p∗π
∗L = V ⊗kOY → V ⊗kOY = p∗π∗L as composition of the isomorphisms:
p∗π
∗L
τ
≃ p∗τ∗τ∗π∗L = p∗τ∗π∗L
φ
≃ p∗π∗L.
Theorem 5.2. a) The correspondence (τ, φ)→ τφ is functorial. That is, if (τ, φ)
is as above and f : Y ′ → Y is a morphism, f∗(τφ) = (f∗τ)f∗φ.
b) The previous correspondence is a group morphism:
If τ1, τ2 ∈ AutY (U × Y ) and φ1 : τ∗1 π
∗L → π∗L , φ2 : τ∗2 π
∗L → π∗L are
isomorphisms , then (τ2 ◦ τ1)φ2◦φ1 = τ2φ2 ◦ τ1φ1 .
Proof. a) With the previous notations, the morphism f∗τφ is obtained taking f
∗
on p∗π
∗L
τ
≃ p∗τ∗τ∗π∗L = p∗τ∗π∗L
φ
≃ p∗π∗L.
One has that p ◦ f¯ = f ◦ p , π ◦ f¯ = π, f¯ ◦ τ¯ = τ ◦ f¯ and one concludes from the
following commutative diagrams:
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V ⊗k OY ′ = f∗p∗π∗L
τ
≃ f∗p∗τ∗π∗L
φ
≃ f∗p∗π∗L = V ⊗k OY ′
Prop 5.1 ‖ ↓ ‖
p∗f¯
∗π∗L
τ
≃ p∗f¯∗τ∗π∗L
φ
≃ p∗f¯∗π∗L
‖ ‖ ‖
p∗π
∗L
τ
≃ p∗τ¯∗f¯∗π∗L
φ
≃ p∗π∗L
‖ ‖ ‖
V ⊗k OY ′ = p∗π∗L
τ¯
≃ p∗τ¯∗π∗L
φ¯
≃ p∗π∗L = V ⊗k OY ′
b) Squares up and down of the first diagram are commutative:
τ∗1 π
∗L
τ2→ τ2∗τ∗2 τ
∗
1 π
∗L
↓ φ1 ↓ φ1
π∗L
τ2→ τ2∗τ∗2 π
∗L
↓ τ2 ↓ φ2
τ2∗τ
∗
2 π
∗L
φ2
→ τ2∗π∗L
and taking τ1∗
τ1∗τ
∗
1 π
∗L
τ2→ τ1∗τ2∗τ∗2 τ
∗
1π
∗L
↓ φ1 ↓ φ1
τ1∗π
∗L τ1∗τ2∗τ
∗
2π
∗L
↓ τ2 ↓ φ2
τ1∗τ2∗τ
∗
2 π
∗L
φ2
→ τ1∗τ2∗π∗L
Composing with π∗L
τ1→ τ1∗τ∗1 π
∗L and taking p∗ one concludes:
p∗π
∗L
τ1→ p∗τ
∗
1 π
∗L
τ2→ p∗τ
∗
2 τ
∗
1 π
∗L
↓ φ1 ↓ φ1
p∗π
∗L p∗τ
∗
2 π
∗L
↓ τ2 ↓ φ2
p∗τ
∗
2 π
∗L
φ2
→ p∗π∗L
(τ2 ◦ τ1)φ¯ = φ2 ◦ φ1 ◦ τ2 ◦ τ1
diagram
== φ2 ◦ τ2 ◦ φ1 ◦ τ1 = τ2φ2 ◦ τ1φ1 .

Corollary 5.3. Let Y be a smooth variety. If τ ∈ AutY (U × Y ) and
φ1, φ2 : τ
∗L ≃ π∗L are isomorphisms, then τφ1 = τφ2 ◦ hλ where hλ is the
morphism multiplying by λ ∈ OY (Y )×.
Proof. φ1◦φ
−1
2 is an automorphism of the invertible sheaf π
∗L. Therefore φ1◦φ
−1
2 =
hλ (multiplying by λ) where λ ∈ OU×Y (U × Y )× = OY (Y )× ( By proposition
2.4). Applying the part b) of the theorem, τφ1 = Idφ1◦φ−12
◦ τφ2 = hλ ◦ τφ2

Let us show what is this morphism when Y = Spec k is a rational point: Let
τ ∈ AutkU an automorphism and φ : τ
∗L ≃ L an isomorphism.
We will denote the same way the constant sheaf k(X) = k(U).
If L = OU (H), τ∗L = OU (τ−1(H)), the sections of these sheafs are elements of
the fraction field k(U) and we have the following commutative diagrams:
OU
τ
→ τ∗OU
↓ ↓
k(U)
τ
→ τ∗k(U) = k(U)
OU (H)
τ
→ τ∗OU (τ−1H)
↓ ↓
k(U)
τ
→ k(U)
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The isomorphism φ : τ∗L ≃ L induces an isomorphism over k(U) which is
multiplying by some 0 6= f ∈ k(U) obtaining the commutative diagrams:
L
τ
→ τ∗τ∗L
φ
≃ τ∗L
↓ ↓ ↓
k(U)
τ
→ k(U)
·f
≃ k(U)
Taking global section one has that is a ∈ V is considered as an element of k(U),
then τφ(a) = τ(a) · f .
Now we have the invertible sheaves L1 = OU (H1), . . . , Lr = OU (Hr) of U . Let
τ : U×Y → U×Y be an automorphism over Y and for each i, φi : τ∗π∗Li ≃ π∗Li
an isomorphism. For each n = (n1, . . . , nr) ∈ Zr, let Ln = L
n1
1 ⊗ · · · ⊗ L
nr
r =
= OU (n1H1 + · · ·+ nrHr). These isomorphisms produce an isomorphism φn :
τ∗π∗Ln ≃ π∗Ln and so we have a Zr-graded algebra isomorphism φ : τ∗π∗A →
π∗A. This pair (τ, φ) produces an element τφ ∈ AutOY−gr(A⊗kOY ) as we have
already seen in this section. By theorem 5.2 one has:
Theorem 5.4. a) The correspondence (τ, φ)→ τφ is functorial. That is if (τ, φ)
is as above and f : Y ′ → Y is a morphism, then f∗(τφ) = (f∗τ)f∗φ.
b) The previously correspondence is a group morphism :
Let τ1, τ2 ∈ AutY (U × Y ) and φ1 : τ∗1 π
∗A → π∗A , φ2 : τ∗2 π
∗A → π∗A be
Zr-graded isomorphisms. If φ¯ is the composition of the isomorphisms τ∗2 τ
∗
1 π
∗A
φ1
≃
τ∗2π
∗A
φ2
≃ π∗A, then (τ2 ◦ τ1)φ¯ = τ2φ2 ◦ τ1φ1 .
By corollary 5.3 we deduce:
Corollary 5.5. Let Y be a smooth variety. If τ = τ1 = τ2, then τφ1 = τφ2 ◦ hλ
where λ ∈ OY (Y )×r. Therefore, [τφ1 ] = [τφ2 ] as element of (AutgA/TZr)(Y ).
Let Z = Aut0kX the connected component of AutkX in the rational point
e = Id. If τ : X × Z → X × Z is the universal automorphism, then it induces an
automorphism over nonsingular points and so an automorphism τ : U×Z → U×Z
such that τ|U×{e} = Id.
By proposition 2.2 τ∗π∗Li ≃ π∗L⊗ p∗L′i. Restricting to U ×{e} one has that
π∗Li ≃ π∗L and so τ∗π∗Li ≃ π∗Li ⊗ p∗L′i.
There exists an affine open covering Z = ∪
l
Ul in such a way that for all i, l,
L′
i |Ul
≃ OUl . Let R =
∐
l
Ul → Z this covering. f : U × R → U × Z is a open
covering and we denote f∗τ = τ since f∗τ is only to restrict τ to each open set of
the covering. On U ×R, we have an isomorphism φi : τ∗π∗Li ≃ π∗Li on U × R.
Therefore we have a Zr-graded isomorphism φ : τ∗π∗A ≃ π∗A on U ×R and so a
graded automorphism, τφ : A⊗kOU×R → A⊗kOU×R. Let R×ZR =
∐
l,l′
Ul∩Ul′ the
intersection covering and p1, p2 : U ×R×Z R⇒ U ×R the canonical projections.
The isomorphism φ gives isomorphisms φ1 : p
∗
1τ
∗π∗A
φ
≃ p∗1π
∗A = π∗A and
φ2 : p
∗
2τ
∗π∗A
φ
≃ p∗2π
∗A = π∗A. As π ◦ τ ◦ p1 = π ◦ τ ◦ p2 we obtain that
φ1 ◦ φ
−1
2 is an automorphism of π
∗A (on U × R ×Z R) and so φ1 ◦ φ
−1
2 = hλ
where λ ∈ OR×ZR(R ×Z R)
×r. By the corollary 5.3, τφ1 = τφ2 ◦ hλ. Therefore
[τφ1 ] = [τφ2 ] in Aut(A⊗k OR×ZR)/OR×ZR(R ×Z R)
×r.
That is to say, we have an element ϕ = [τφ] of Aut
0
gA/TZr (Z).
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The morphism defined for any k-scheme Y is: If g : Y → Z is a morphism; we
have an open cover of Y , RY = R ×Z Y → Y , and a morphism g′ : RY → R.
Therefore g′∗τφ ∈ AutORY −gr(A⊗kORY ) which coincides over intersections (mod
TZr) and so produces an element of Aut
0
gA/TZr (Y ).
Theorem 5.6. Let ϕ : Z → Aut0gA/TZr be the above constructed morphism.
a) ϕ does not depend on the open covering R → Z or the isomorphism
φ : τ∗π∗A ≃ π∗A on U ×R.
b) ϕ is a group morphism.
c) ϕ : Z = Aut0kX → AutgA/TZr is injective.
d) The induced morphism between the tangent spaces ϕ∗ : TeAut
0
kX → TeAutgA/TZr
is an isomorphism.
e) Aut0kX is isomorphic to Aut
0
gAC / TN .
Proof. a) Let f : R → Z and f ′ : R′ → Z be two open coverings of Z with
isomorphisms φ : τ∗π∗A → π∗A on U × R and φ′ : τ∗π∗A → π∗A on U × R′.
Let R¯ = R ×Z R′ → Z the intersection covering and p1 : R¯ → R, p2 : R¯ → R′
the canonical projections. We have that p∗1φ and p
∗
2φ
′ are isomorphisms from
τ∗π∗A into π∗A on U × R¯. Therefore p∗1φ = p
∗
2φ
′ ◦ hλ where λ ∈ OR¯(R¯)
×r.
So τp∗1φ = τp∗2φ′ ◦ hλ and one has that p
∗
1τφ ≡ p
∗
2τφ′ mod TZr(R¯). Therefore
[τφ] = [τφ′ ] on AutgA/TZr (Z)
b) If τ1, τ2 ∈ AutY (X × Y ), then there are open coverings R1 and R2 of Y
where τ∗1 π
∗A and τ∗2 π
∗A are isomorphic to π∗A. Taking the intersection covering
R = R1×Y R2, one has isomorphisms on U ×R from τ∗1 π
∗A and τ∗2π
∗A into π∗A
which produce automorphisms of A⊗k OR. By theorem 5.4 b) one can conclude.
c) We have to prove that Kerϕ = 0. We will prove it on the rational points.
Let τ be an automorphism of X and φ : τ∗A ≃ A an isomorphism. We assume
that τφ = hλ. The Zr-graded automorphism τφ : A→ A induces an automorphism
on k(X) (Proposition 4.3 a)). It is enough to prove this automorphism is precisely
the automorphism that τ induces on k(X). Let us show it: There is an injective
morphism OU (Hi) = Li → k(X) which is isomorphism at generic point. Therefore
there is an injective Zr-graded morphism A → k(X)[y1, . . . , yr] given by Ln →
k(X) · yn which is isomorphism at generic point.
We know that the isomorphism φi : τ
∗Li ≃ Li induces an isomorphism on the
fraction field which is multiplying by some 0 6= fi ∈ k(X). So the isomorphism
φn : τ
∗Ln ≃ Ln, for each n = (n1, . . . , nr) induces an isomorphism on the fraction
field which is multiplying by fn = fn11 · . . . · f
nr
r ∈ k(X).
Therefore we have the commutative diagrams:
A
τ
→ τ∗τ∗A
φ
≃ τ∗A
↓ ↓ ↓
k(X)[y1, . . . , yr]
τ
→ k(X)[y1, . . . , yr]
hf
≃ k(X)[y1, . . . , yr]
Taking global sections, one has that if a ∈ An is considered as an element of
k(X), then τφ(a) = τ(a) · fn. By the proposition 4.3, if
p
q
∈ k(X) where p, q ∈ A
are the same degree n, then τφ(
p
q
) =
τφ(p)
τφ(q)
= τ(p)·f
n
τ(q)·fn = τ(
p
q
).
If τφ = hλ for some λ ∈ k
× r, then τ = Id on k(X) and so τ = Id on X .
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d) By c) one just has to prove that the tangent spaces are the same dimension.
By the corollary 4.7 we only have to prove that Aut0kX and Aut
0
gAC /TN have the
same number of roots and this is true by the remark 4.8.
e) ϕ is an isomorphism by proposition 1.1 and one concludes by corollary 4.7. 
6. Automorphisms of Cox ring
We denote Ru to the unipotent radical of Aut
0
gAC and GR = Aut
0
gAC/Ru to the
reductive group associated to Aut0gAC .
∆1 = {v1, . . . , vr} and AC as the section 4. We can also think ∆1 as the set
of the rays of the toric variety or the set of the TM -invariant hypersurfaces of the
toric variety or the set of variables of AC .
We know, by the section 4.1, that the roots of Aut0gAC are rij ∈ Z
r holding
that π(rij) = 0 , vi(rij) = −1 and vj(rij) ≥ 0 for all j 6= i.
Definition 6.1. We will say that the root r is a root associated to vi if vi(r) = −1.
A root r is said to be semisimple if −r is a root. We will say that the semisimple
root rij is associated to (vi, vj) if r is associated to vi and −r is associated to vj .
That is, vi(r) = −1, vj(r) = 1 and vk(r) = 0 for all k 6= i, j.
Proposition 6.2. If τ : AC = k[y1, . . . , yr] → AC = k[y1, . . . , yr] is a N -graded
morphism, then τ(yj) = yj(
∑
i
λiy
rij ) where rij are roots associated to vj .
Proof. τ(yj) has the same degree as yj. But y
n has the same degree as yj = y
ej if
and only if n = ej+v(α) ≥ 0. Therefore v(α) = rij is a root of AutgAC associated
to vj and y
n = yjy
rij . 
Proposition 6.3. Let ri, rj be roots associated to vi and vj respectively. We sup-
pose that vi 6= vj and ri + rj 6= 0.
If vj(ri) > 0, then vi(rj) = 0 and ri + s · rj is a root associated to vi for each
0 ≤ s ≤ vj(ri). Besides if ri is not semisimple so is ri + srj .
Proof. vk(ri + srj) = vk(ri) + svk(rj) ≥ 0 for all vk 6= vi, vj .
vj(ri + srj) = vj(ri) − s ≥ 0 and vi(ri + srj) = −1 + svi(rj) ≥ −1. If
vi(ri + rj) ≥ 0, then ri+ rj = 0. Therefore −1 = vi(ri + rj) = −1+ vi(rj) and we
can conclude that vi(rj) = 0 and vi(ri + srj) = −1.
We prove that ri + srj is not semisimple for s > 0: There exists vk ∈ ∆1
such that vk(rj) > 0. We know that vk 6= vi, vj . Therefore vk(ri + srj) =
vk(ri) + svk(rj) > 0. If ri + srj is a semisimple root, it is a root associated to
(vi, vk). As vk(ri) + svk(rj) = 1, we obtain that vk(ri) = 0 and s = 1. Besides
v′(ri + srj) = v
′(ri) + sv
′(rj) = 0 for all v
′ 6= vi, vk. Hence vj(ri) = 1, and
v′(ri) = 0 for v
′ 6= vj , vi. We obtain that v′(ri + rj) ≥ 0 for all v′ ∈ ∆1 and so
ri + rj = 0.

The semisimple roots give an equivalence relation on ∆1 = {v1, . . . , vr}.
Definition 6.4. We say that vi ≡ vj if vi = vj or there is a semisimple root rij
associated to (vi, vj).
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Proposition 6.5. vi ≡ vj ⇔ yj = yiyrij where rij = 0 or rij is a semisimple root
associated to (vi, vj) ⇔ degree of yi = degree of yj ⇔ Hi ≡ Hj modulo linear
equivalence.
Proof. rij is a root associated to (vi, vj) ⇔ yj = yiyrij and rij = v(αij) ⇔
degree of yi = degree of yj ⇔ Hj −Hi = div xαij . 
6.1. Reductive subgroup of Aut0gAC .
All roots of a reductive group are semisimple ([Hu] or [Sa]).
Let F ⊆ ∆1 an equivalence class and AF = k[yi]vi∈F and we denote GlF as
the linear group of order |F | acting in a natural way on AF (Section 2. d) ) and
by the identity on the rest variables, it acts on AC . Therefore GlF is a subgroup
of AutgAC . Besides, for F 6= F ′ the elements of GlF commute with the elements
of GlF ′ (inside AutgAC). Therefore we have that GlF1 × · · · ×GlFk is a subgroup
of Aut0gAC .
Theorem 6.6. GlF1 × · · · ×GlFk ≃ GR.
Proof. The maximal torus TZr is contained in GR because it coincides with the
group of diagonal matrices in each GlFi . To show that GR coincides with the
reductive group of Aut0gAC it is sufficient to prove that they have the same tangent
space at e and for this it is enough to prove that the roots of GR are the semisimple
roots of Aut0gAC . If rij is a semisimple root associated to (vi, vj), then y
rij =
yj
yi
.
By the corollary 3.7, Te(GlF1 × · · ·×GlFk) inside Te(AutgAC) = DerN−gr(AC) is
generated by the derivations yj
∂
∂yi
= yrijDvi and we can conclude. 
6.2. Unipotent radical of Aut0gAC .
By the above section TeRu is generated by y
riDvi where ri are the no semisimple
roots. We denote W = ∆1/ ≡ = {F1, . . . , Fk} the quotient of ∆1 modulo ≡.
Definition 6.7. We say that vi < vj if there is a no semisimple root ri associated
to vi such that vj(ri) > 0.
Proposition 6.8. a) < is a partial order on ∆1.
b) Let F and F ′ be two equivalence class. If vi < vj for some vi ∈ F and vj ∈ F ′,
then vk < vs for all vk ∈ F and vs ∈ F ′.
c) The relation on W given by F < F ′ if there is vi ∈ F and vj ∈ F ′ such that
vi < vj is a partial order.
Proof. a) If vi < vj there is a no semisimple root ri associated to vi such that
vj(ri) > 0. If rj is a root associated to vj , by the proposition 6.3, vi(rj) = 0 and
so it is not possible that vj < vi.
Let us show that if v < v′ and v′ < v′′, then v < v′′. If v < v′ and v′ < v′′,
there are no semisimple roots r and r′ associated respectively to v and v′ such that
v′(r) > 0 and v′′(r′) > 0. By the proposition 6.3, r + r′ is a no semisimple root
associated to v and v′′(r + r′) = v′′(r) + v′′(r′) > 0. Hence v < v′′.
b) There is a no semisimple root ri associated to vi such that vj(ri) > 0.
If vk ≡ vi, there is a semisimple root rki associated to (vk, vi). As vi(rki) =
1 > 0, by the proposition 6.3 we have that vk(ri) = 0. We obtain that ri + rki
is a root associated to vk. If it were a semisimple root associated to (vk, vs), then
ri = (ri+rki)−rki would be a semisimple root associated (vi, vs). Therefore ri+rki
is a no semisimple root associated to vk and vj(ri + rki) > 0 and so vk < vj .
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If vj ≡ vk, there is a semisimple root rjk associated to (vj , vk). By the proposition
6.3, ri+rjk is a no semisimple root associated to vi and vk(ri+rjk) = vk(ri)+1 > 0.
Therefore vi < vk.
c) If F < F ′, there is vi ∈ F and vj ∈ F ′ such that vi < vj . By b) v < v′ for all
v ∈ F and v′ ∈ F ′. By a) F ′ ≮ F .
If F < F ′ and F ′ < F ′′, v < v′ and v′ < v′′ for all v ∈ F , v′ ∈ F ′ and v′′ ∈ F ′′.
Therefore v < v′′ and so F < F ′′. 
6.3. Automorphisms given by derivations. Let r1, . . . , rl be all no semisimple
roots associated to vi. That is vi(rj) = −1 and v′(rj) ≥ 0 for all v′ 6= vi. We denote
t = (t1, . . . , tl) and tD =
l∑
j=1
tjy
rjDvi .
τtD : AC [t1, . . . , tl]→ AC [t1, . . . , tl] is the N -graded morphism and k[t1, . . . , tl]-
morphism given by τtD(y
n) = yn(1 + t1 · yr1 + · · ·+ tl · yrl)vi(n) for each n ∈ Nr.
Remark 6.9. yn(1 + t1 · yr1 + · · ·+ tl · yrl)vi(n) =
=
∑
k1+···+kl≤vi(n)
λk1,...,klt
k1
1 ·t
k2
2 · . . .t
kl
l ·y
n+k1r1+···+klrl ∈ k[Nr][t1, . . . , tl] because
vi(n+ k1r1 + · · ·+ klrl) = vi(n)− k1 − · · · − kl ≥ 0
It is a ring morphism because τtD(y
n · ym) = τtD(yn) · τtD(ym) and it is an
automorphism because the following proposition proves that τ−1tD = τ−tD.
By the proposition 4.3 b) and theorem 5.6 e), these automorphisms produce
automorphisms in X and k(M). These are: If tD =
l∑
j=1
tjx
αjDvi ∈ Der(OX),
τtD(x
α) = xα(1 + t1 · xα1 + · · ·+ tl · xαl)vi(α) for each α ∈M .
Proposition 6.10. a) For t = 0 = (0, . . . , 0), τ0 = Id and
τ(t+t′)D = τtD ◦ τt′D being t = (t1, . . . , tl) and t
′ = (t′1, . . . , t
′
l).
b) The morphism fvi : A
1 × · · · × A1 = Spec k[t1, . . . , tl] → AutgAC given by
f(t) = τtD is an injective morphism of groups.
c) The tangent space on identity element of the subgroup Imfvi is the k-vectorial
space generated by {yr1Dvi , . . . , y
rlDvi}.
d) Imfvi is an additive subgroup of Ru.
Proof. a) We denote t · yr = 1 + t1 · y
r1 + · · ·+ tl · y
rl .
τtD(y
rj ) = yrj(t · yr)vi(rj) =
yrj
t · yr
.
τtD ◦ τt′D(yn) = τtD(yn(1 + t′1 · y
r1 + · · ·+ t′l · y
rl)vi(n)) =
τtD(y
n)(1 + t′1 · τtD(y
r1) + · · ·+ t′l · τtD(y
rl))vi(n) =
yn(t · yr)vi(n)(1 + t′1 ·
yr1
t · yr
+ · · ·+ t′l ·
yrl
t · yr
)vi(n) =
yn(t · yr)vi(n)
(t · yr + t′1 · y
r1 + · · ·+ t′l · y
rl)vi(n)
(t · yr)vi(n)
= yn(1 + (t + t′) · yr)vi(n) =
τ(t+t′)D(y
n).
b) a) proves that fvi is a morphism of groups. It is an injective morphism if
Ker fvi = {0}. If τtD = Id, then τtD(y
n) = yn(1+ t1 · yr1 + · · ·+ tl · yrl)vi(n) = yn.
Taking n ∈ N such that vi(n) = 1, 1 + t1 · yr1 + · · ·+ tl · yrl = 1. Hence t1 = t2 =
· · · = tl = 0.
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c) Let tD = tyrDvi and let fvi : A
1 = Spec k[t] → AutgAC be the morphism
induced. It sufficient to prove that the induced morphism in space tangent at e,
fvi ∗ : T0A
1 → Te(AutgAC) satisfies that fvi ∗((
∂
∂t
)0) = y
rDvi .
The derivation ( ∂
∂t
)0 produces the morphism g : Spec k[ǫ] → A1 = Spec k[t]
defined by
k[t] → k[ǫ]
p(t) → p(0) + p′(0)ǫ
. In particular t→ ǫ.
fvi ∗((
∂
∂t
)0) is the derivation given by the morphism fvi◦g : Spec k[ǫ]→ AutgAC
whose corresponding k[ǫ]-automorphism is AC [t]⊗k[t]k[ǫ]
τtD⊗1→ AC [t]⊗k[t]k[ǫ]. This
automorphism is such that yn → yn(1+yrǫ)vi(n)
ǫ2=0
= yn(1+vi(n)y
rǫ) = yn+Dyn ǫ.
That is the k[ǫ]-automorphism produced by the derivation D.
d) Imfvi ⊂ Ru because Te(Imfvi) ⊂ Te(Ru) (proposition 1.1). 
We denote Vi = Imfvi . In the case that vi has not associated any root or it has
only associated semisimple roots, Vi = 0. We can think Vi as the underlying group
under addition of the k-vectorial space generated by derivations {yr1Dvi , . . . , y
rlDvi}.
Proposition 6.11. Let D = yriDvi and D
′ = yrjDvj be graded derivations of AC .
a) If vi(rj) = 0 = vj(ri), τtD and τt′D′ commute.
b) If vj(ri) = 0, τtD ◦ τt′D′ ◦ τ
−1
tD = τt¯ D′ where t¯ D
′ =
vi(rj)∑
k=1
t¯ky
kri+rjDvj .
Proof. a) τtD(y
rj ) = yrj ; τt′D′(y
ri) = yri ;
Therefore τtD ◦ τt′D′(yn) = τtD(yn(1 + t′ · yrj )vj(n)) =
yn(1 + t · yri)vi(n)(1 + t′ · yrj)vj(n).
In the same way τt′D′ ◦ τtD(yn) = yn(1 + t′ · yrj )vj(n)(1 + t · yri)vi(n) and one
concludes.
b) τt′D′(y
ri) = yri , τtD(y
ri) =
yri
1 + tyri
, τt′D′(y
ri) = yri and τ−1tD = τ−tD.
τtD ◦ τt′D′ ◦ τ
−1
tD (y
n) = τtD ◦ τt′D′(yn(1− tyri)vi(n)) =
τtD(y
n(1 + yrj )vj(n)(1− tyri)vi(n)) =
= yn(1 + tyri)vi(n)(1 + t′yrj (1 + tyri)vi(rj))vj(n)(1− t y
ri
1+tyri )
vi(n) =
yn(1 + t′yrj(1 + tyri)vi(rj))vj(n) = yn(1 + t′yrj (
vi(rj)∑
k=0
(
vi(rj)
k
)
tkykri))vj(n).
Putting t¯k = t
′
(
vi(rj)
k
)
tk, we can conclude because, by proposition 6.3, rj+kri
is a no semisimple root associated to vj .

Corollary 6.12. a) If vi ≮ vj and vj ≮ vi, then every element of Vi commutes
with every element of Vj.
b) If vi ≡ vj, then every element of Vi commutes with every element of Vj.
Proof. a) In this case vi(r
′) = 0 = vj(r) for all roots r, r
′ associated to vi and vj
respectively.
b) If vi ≡ vj , then vj ≮ vi and vi ≮ vj . 
For each equivalence class F , we denote VF =
∏
vi∈F
Vi which is an additive
subgroup of AutgAC whose roots are all no semisimple roots associated to some
vi ∈ F .
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We call dimension of z ∈ W and denote by d(z) the maximum of the length of
the chains of W finishing on z: d(z) =Max {l}z1<···<zl<z .
For each i ≥ 0, we call Wi = {z ∈W / d(z) = i}.
One has that if i ≤ j and F ∈Wi and F ′ ∈Wj , then F ′ ≮ F .
Therefore by the corollary 6.12 a) if F, F ′ ∈ Wi, VF commute with VF ′ and so
Ei =
∏
F∈Wi
VF is an additive subgroup of Ru.
Lemma 6.13. If j ≤ i and g ∈ Ei, then g · Ej · g−1 = Ej .
Proof. It is enough to prove that for tD = tyrDvk ( vk ∈ F ∈ Wi) and t
′D′ =
t′yr
′
Dv′ ( v
′ ∈ F ′ ∈ Wj), τtD ◦ τt′D′ ◦ (τtD)−1 ∈ Ej . As vk ≮ v′, v′(r) = 0 and we
can conclude by the proposition 6.11 b). 
Theorem 6.14. Let Ru be the unipotent radical of Aut
0
gAC .
a) For all i, Li = E1 ·E2 · . . . ·Ei is a subgroup of Ru .
b) Ll = E1 ·E2 · . . . ·El is isomorphic to Ru.
c) Li is a normal subgroup of Ru and Li/Li−1 is an additive group.
Proof. a) We prove it by induction over i. For i = 1, L1 = E1 and there is nothing
to say. Suppose it is true for i− 1 and we prove it for i.
Li−1 is a subgroup by hypothesis of induction. Li = Li−1 · Ei is a subgroup
because, by above lemma, g · Li−1 · g−1 = Li−1 for every g ∈ Ei.
b) The tangent space of both groups at e coincides.
c) Li is normal in Ll because by above lemma g · Li · g−1 = Li for each i ≤ j
and g ∈ Ej . Besides Ei ≃ Li/Li−1 and so it is additive group.

Corollary 6.15. Ru is a semidirect product of the additive groups.
6.4. Action of GR on Ru.
We have shown that each equivalence class F defines an additive group VF and
a linear group GlF ; both subgroups of Aut
0
gAC .
Remark 6.16. Both groups, GlF and VF , are the identity over the variables of
AC which are not in F .
Let F = {v1, . . . , vl} and EF =< y1, . . . , yl >yi∈F the k-vectorial space
generated by the variables in F . We have that GlF = AutkEF . It is known
that E∗F (dual of EF ) and S
nEF (n-th symmetric power of EF or homogeneous
polynomials of degree n in the variables y1, . . . , yl) are irreducible representations
of GlF .
Theorem 6.17. a) GlF acts on VF and as GLF -module is VF = ⊕E∗F .
b) If F ′ < F , GlF acts on Vk for each vk ∈ F ′ and Vk = ⊕
ni
Sni(EF ) as
GlF -module.
c) If F ′  F , GlF acts on VF ′ trivially.
In particular GlF acts on VF ′ for all F
′ ∈ W .
Proof. Let F = {v1, . . . , vl}, EF =< y1, . . . , yl > and rij is the semisimple root
associated to (vi, vj). That is y
rij =
yj
yi
.
a) If r is a no semisimple root associated to vj ∈ F , then by the proposition 6.3,
r + rij is a no semisimple root associated to vi. Hence dimVj = dimVi. If the
number of no semisimple roots associated to any vi ∈ F is h, then dim VF = l · h.
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Let C = (cij) ∈ GlF an invertible square matrix of order l. The automorphism
defined by C will be denoted by τC . We have that τC(yj) =
∑
vi∈F
cijyi.
Let r be a no semisimple root associated to vk ∈ F and tD = ty
rDvk . One has
that vi(r) = 0 for each vi ∈ F (i 6= k) and vk(r) = −1. Therefore in ykyr does
not occur any variable of F and so τC(yky
r) = yky
r.
For each yi such that vi ∈ F , τtD(yi) = yi ( i 6= k ) and τtD(yk) = yk + tyryk.
Let C−1 = (bij) . τC ◦ τtD ◦ τC−1(yj) = τC ◦ τtD(
∑
vi∈F
bijyi) =
τC(
∑
vi∈F,i6=k
bijyi) + bkjτCτtD(yk) = τC(
∑
vi∈F,i6=k
bijyi) + bkjτC(yk + tyk · y
r) =
τC(
∑
vi∈F
bijyi) + tbkjτC(yk · yr) = τC ◦ τC−1(yj) + tbkjyky
r = yj + tbkjyjy
rjkyr =
yj(1 + tbkjy
rjk+r) = τtD¯(yj) where D¯ =
∑
vj∈F
bkjy
rjk+rDvj .
If r1, . . . , rh are the no semisimple roots associated to v1 and r¯ij = ri + r1j
(r11 = 0), then r¯1j , . . . , r¯hj are all no semisimple root associated to vj .
We take the following basis in VF :
yr¯11Dv1 , . . . , y
r¯1lDvl , y
r¯21Dv1 , . . . , y
r¯2lDvl , . . . , y
r¯h1Dv1 , . . . , y
r¯hlDvl
The matrix associated to τC respect to this basis is:

B′ 0 . . . 0
0 B′ . . . 0
...
... . . .
...
0 0 . . . B′

 being B′ = (C−1)t
b) Let r be a no semisimple root associated to vk /∈ F and vF (r) = v1(r)+ · · ·+
vl(r) = n. We can identified r with the element y
v1(r)
1 · y
v2(r)
2 · . . . · y
vl(r)
l ∈ S
nEF .
For each s1, . . . sl ∈ N such that s1 + · · ·+ sl = n, r′ = r +
l∑
i=2
(si − vi(r))r1i is a
root associated to vk such that vi(r
′) = si.
If we denote V nk the k-vectorial space generated by {y
rDvk}vF (r)=n, we can
identify V nk with S
nEF and we have that Vk = ⊕
n≥0
V nk where V
n
k = 0 if there
is not no semisimple root r such that vF (r) = n.
Let C = (cij) ∈ GlF and D = yrDvk (vk /∈ F ).
τC ◦ τtD ◦ τC−1(yi) = yi for each yi 6= yk.
τC ◦ τtD ◦ τC−1(yk) = τC ◦ τtD(yk) = τC(yk + tyk · y
r) = yk + tτC(yk · yr).
Let ni = vi(r) . yk · yr = y
n1
1 · . . . · y
nl
l · y where y is a product of variables
different from yk and yi ∈ F .
τC ◦ τtD ◦ τC−1(yk) = yk + t(c11y1+ · · ·+ c1lyl)
n1 · . . . · (cl1y1+ · · ·+ cllyl)nl · y =
The polynomial (c11y1 + · · · + c1lyl)n1 · (c21y1 + · · · + c2lyl)n2 · . . . · (cl1y1 +
· · · + cllyl)nl is a homogeneous polynomial in the variables y1, . . . , yl of degree
n = n1 + · · · + nl. That is: the monomials occurring in the sum are the type
ys = ys11 · . . . ·y
sl
l where s1+ · · ·+sl = n. Therefore y
s ·y = ys ·
yk · yr
yn11 · . . . · y
nl
l
yri=
yi
y1=
yk · y
r+(s2−n2)r12+···+(sl−nl)r1l
Therefore τC ◦ τtD ◦ τC−1 = τD where D ∈ V
n
k and we can conclude.
c) With the above notations, if vk ≮ vj for all vj ∈ F , then v1(r) = · · · = vl(r) =
0 for all no semisimple root associated to vk and τC ◦ τtD ◦ τC−1(yk) = τtD(yk).

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Theorem 6.18. a) Aut0gAC = Ru⋊ (GlF1 ×· · ·×GlFk) where Ru = E1⋊ · · ·⋊El.
b) The subgroups Li = E1 ⋊ · · ·⋊ Ei are normal subgroups of Aut0gAC .
c) The radical of Aut0gAC = Ru ⋊ TZk
Proof. a) and b) are a consequence of the theorems 6.6, 6.14 and 6.17.
c) This is because the radical of GlF is its center TZ. 
7. The group of automorphisms of X
7.1. Aut0kX.
We know that Aut0kX = Aut
0
gAC /TN = (Ru ⋊GR) / TN .
Proposition 7.1. The subgroup TN ⊂ Aut0gAC acts trivially on Ru.
Proof. We know that 0 → M
v
→ Zr → N → 0 is an exact sequence. Therefore
TN = {λ ∈ TZr /λ
v(α) = 1 for all α ∈M}.
A root associated to vi has N -degree 0. Therefore if D = t·yrDvi , then r = v(α)
for some α ∈M . Let λ = (λ1, λ2, . . . , λr) ∈ TN ⊂ TZr .
hλ ◦ τtD ◦ h
−1
λ (y
s) = hλτtD(λ
−sys) = hλ(λ
−sys(1 + t · yr)vi(s)) =
λ−sλsys(1 + tλv(α)yr)v(s) = ys(1 + t · yr)v(s) = τtD(ys).

Theorem 7.2. a) Aut0kX ≃ Ru ⋊GR.
b) Li are normal subgroups of Aut
0
kX.
c) The radical of Aut0kX ≃ Ru⋊TM¯ where M¯ =M/M
′ and M ′ is the submodule
generated by the semisimple roots.
Proof. a) and b) are a consequence of theorem 6.18.
c) The radical of GR is TZk/TN . We can conclude because the following
sequences are exact: |Fi| = li, pi : Zli → Z is pi(n1, . . . , nli) = n1 + · · ·+ nli and
Ker pi =< (1, 0, . . . , 0,−1, 0, . . . , 0) >
0 0
↓ ↓
0→ M ′
v
→ Ker p1 × · · · ×Ker pk → 0
↓ ↓ ↓
0→ M
v
→ Zr = Zl1 × · · · × Zlk → N → 0
↓ ↓ p ↓ ‖
0→ M¯ → Zk = Z× · · · × Z → N → 0
↓ ↓
0 0

7.2. AutkX/Aut
0
kX.
Let X and X ′ be two toric varieties with torus TM and TM ′ respectively.
Definition 7.3. A toric morphism from X to X ′ is a k-scheme morphism
f : X → X ′ and a group morphism τ : TM → TM ′ such that f(λ · x) =
τ(λ) · f(x) for all x ∈ X and λ ∈ TM . That is to say f ◦ hλ = hτ(λ) ◦ f for each
λ ∈ TM .
A toric isomorphism between X and X ′ is a toric morphism such that the cor-
responding morphisms of schemes and groups are isomorphism.
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We will denote AuttoX to the group of toric automorphisms of X .
Remark 7.4. Every group morphism f : TM → TM ′ is induced by a morphism
of Z-module τ : M ′ → M . The morphism on the ring k[M ′] is: f(xm
′
) = xτ(m
′)
for all m′ ∈M ′.
An example of toric automorphism of X is any element of TM . Indeed TM is a
normal subgroup of AuttoX .
Other example is an automorphism of M leaving invariant of the fan: Let τ :
M → M be an automorphism and τ∗ : M∗ ⊗Z Q → M∗ ⊗Z Q its transpose
morphism. Suppose that for each polyhedral cone σ ∈ ∆, τ∗(σ) ∈ ∆. This says
that τ−1(Sσ) = Sτ∗(σ) and so τ induces a toric automorphism fτ : X → X given
by fτ (x
α) = xτ(α) for each α ∈M .
In particular τ∗(vi) = vp(i) for some permutation p of {1, . . . , r} and so there
is a finite number of these automorphisms of this type.
We denote the set of the automorphisms of this type by Aut∆M .
Theorem 7.5. The natural morphism Aut∆M → AuttoX/TM is an isomorphism.
Proof. Let τ : X → X be a toric isomorphism with automorphism associated
φ : TM → TM . If H is a TM -invariant hypersuperface, so is τ(H). Therefore
τ(Hi) = Hpi for some permutation p of {1, 2, . . . , r} and τ(UM ) = UM .
Let e ∈ Spec k[M ] = UM the identity element of the group and τ(e) = λ ∈ TM .
τ ′ = h−1λ ◦ τ is a toric isomorphism such that τ
′(e) = e. One can check that τ ′
restricted to UM is φ. We also denote by φ the corresponding automorphism of M .
If σ is a polyhedral cone of the fan generated by vi1 , . . . , vil , then τ(Spec k[Sσ]) =
Spec k[Sφ∗(σ)] is a TM -invariant affine open of X . Therefore φ
∗(σ) is a polyhedral
cone of the fan. (Theorem 4.2 in [Od]).

Proposition 7.6. With the previous notations, if f : X → X ′ is an isomorphism
of k-schemes, there exists τ ∈ Aut0kX
′ and a toric isomorphism f¯ : X → X ′ such
that f¯ = τ ◦ f .
Proof. We have a group isomorphism: φ : Aut0kX → Aut
0
kX
′ given by φ(g) =
f ◦ g ◦ f−1. As φ(TM ) and TM ′ are maximal torus of Aut0kX
′, they are conjugated
([Hu]). That is to say: there exists τ ∈ Aut0kX
′ such that τ ◦φ(TM ) ◦ τ−1 = TM ′ .
Therefore τ ◦ f : X → X ′ is a toric isomorphism with isomorphism associated
hτ ◦ φ where hτ is to conjugate by τ . 
Corollary 7.7. Two complete toric varieties are isomorphic as algebraic varieties
if and only if they are isomorphic as toric varieties.
For each equivalence class Fi, we denote Si = BiyFi ⊂ GlFi the symmetric group
of order |Fi| (permutations of the variables belonging to Fi). Taking quotient by
TN , we have that Si is a subgroup of Aut
0
kX . We show that each Si is a subgroup
of Aut∆M . Let Fi = {v1, . . . , vl} and p ∈ Si a permutation of {1, 2, . . . , l}. As
automorphism of AC is such that τp(yi) = ypi (pj = j for vj /∈ Fi).
This produces an automorphism τ of k(X). xα is identified with yv(α). If
v(α) = (n1, n2, . . . , nr), τ(x
α) = τp(y
v(α)) = τp(y
n1
1 ·y
n2
2 ·. . .·y
nr
r ) = y
n1
p1 ·y
n2
p2 ·. . .·y
nr
pr .
Let βi be the semisimple root associated (vi, vpi) and βj = 0 if vj /∈ Fi. We
have that ypi = yiy
v(βi). Therefore τp(y
v(α)) = yv(α) · yn1v(β1) · . . . · ynrv(βr) =
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yv(α+n1β1+···+nrβr). We conclude that τ(xα) = xα+n1β1+···+nrβr ∈ k[M ] and so the
automorphism produced in X is the induced by the morphism M → M given by
α→ α+ v1(α)β1 + · · ·+ vr(α)βr.
Theorem 7.8. AutkX/Aut
0
kX ≃ Aut∆M/(S1 × · · · × Sk).
Proof. The natural morphism Aut∆M → AutkX/Aut0kX is an epimorphism ap-
plying theorem 7.5 and proposition 7.6.
We only have to prove that the kernel of this morphism is S1 × · · · × Sk.
Let τ :M →M an automorphism such that τ∗(vi) = vp(i) for some permutation
p of {1, . . . , r}. As toric automorphism τ : X → X , this says that τ(Hi) = Hpi.
If τ ∈ Aut0kX , by the corollary 2.3, Hi ≡ τ(Hi) = Hpi and so p ∈ S1 × · · · × Sk.
τ ◦ τ−1p is an automorphism in Aut∆M which transforms vi in vi and so it is the
identity. 
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