Enumeration of irreducible binary words  by Kobayashi, Yuji
Discrete Applied Mathematics 20 (1988) 221-232 
North-Holfand 
221 
Yuji KCIBAYASEII 
Department of Mathematics and Compter Sciences, Tokushima University, Tokushima 770, 
Japan 
Received 28 February 1986 
Revised 3 April 1987 
To Professor Masayoshi Nagata on his 60th birthday 
Overlap free words over two letters are called irreducible binary words. Let d(n) denote the 
number of irreducible binary words of length n. In this paper we show that there are positive con- 
stants Ct and C2 such that C~n1~‘55<d(n)<C2n1-58’ holdsfor all n>O. 
1. Introduction 
A word x is called overlap free, if it does not have two overlapping occurrences 
of a non-empty word, or equivalently, if it has no subword of the form yya, where 
y is a nonempty word with the letter ct in the first position. It was Thue [7], [S] who 
proved first that there is an arbitrarily long overlap free word over two letters (this 
was proved independently b  Morse; see IS]). An overlap free word over two letters 
is called an irreducible binary word. Since there are only a finite number of square 
free binary words, overlapping is the lowest repetition avoidable in infinite binary 
words (see Brandenburg [Ii). 
For a language L, dt(n) is defined to be the number of words in L of length n. 
The function d,(n) is called the density of L. Restivo and Salemi [6] proved that 
the density d(n) of the language consisting of all irreducible binary words is bound- 
ed by a polynomial in n (this was also proved by Kobayashi [3] in a little different 
way). In fact they proved that there is a constant C such that 
d(n) < Cny, y = log*15 = 3.906.... 
This result is remarkable because the cube free binary words grow exponentially, as 
was proved by Brandenburg [l] (see also [3]). 
In this paper we accomplish a precise enumeration of the irreducible binary 
words. First we enumerate he words extensible to infinite irreducible binary words. 
We use a powerful method by Fife [2] which enables us to proluse all the infinitely 
extensible irreducible binary words. We s w that the density 
extensible irreducible binary words incr 
log, C= 1.155.. . and C is the positive r4 root of the polynomial 
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Of course, d(n) S&Z). In the second part of the paper we give an upper bound for 
d(n): d(n) 5 Cna, a = 1.5866.... 
To obtain this result we needed calculations using a computer. The result shows that 
the irreducible binary words grow very slowly. 
Throughout he paper, IN denotes the set of nonnegative integers. If X is a set, 
1x1 means the cardinality of X, while if x is a word. 1x1 means the length of x. The 
empty word is denoted by 1. 
2. Preliminwies 
Let C= (a, b} be an alphabet consisting of two letters Q and b. The set of words 
over C is denoted by C*. An infinite word over C is an infinite sequence ala2-a,- 
with a,,eC; Co stands for the set of all infinite words over Z’. A finite or infinite 
word x E C* U Co is called irreducible if it has no subword of the form yyc, called 
an overlapping factor, where y is a non-empty word and c is the initial letter of y. We 
say a word x is irreducibly extensible if it is a left factor of some infinite irreducible 
word. Throughout, P denotes the language of all irreducible words over t” and P 
the language of all irreducibly extensible words over C. Moreover, for n E N, we set 
P(n) =PfU” and P(n) =P nP and define d(n) = IP( and d(n) = IP(n The 
functiozrs d(n) and d(n) are called the densities of 6) and P respectively. Clearly, 
PC P, P(n) c P(n) and a(n) = d(n). 
The Thue homomorphism 0: C*+ C* defined by 
@(a) = ab, O(b) = ba and @(x-y) = @(x)@(y), 
is a fundamental tool to study irreducible words. It was proved by Thue [7] that 0 
preserves irreducible words, that is, 
Theorem A. A word XE C* is irreducible if and only v O(x) is irreducible. 
We define A, = O”(a) for n E N, that is, A o=a, Al =ab, A2=abba, A3=abbabaab 
and so on.. For x=0102-~ a,@*, define SC* by R=~S~~Z~-@,,, where ii;i=a if 
ai=b and ai=b if a,i=a. We see 
A, = W(b), A,.1 1 = A,& and A, + l = A, A,. 
Moreover, IA, I = I An I = 2” and A, and A, are irreducible by Theorem A. We call 
A, and A, the n th Thue-Morse blocks. 
Now, we need to recall the results of Fife [2). Let L be the language consisting 
of words over C ending with ab or ba. Let XE L and let D be the maximal Thue- 
orse block appearing as a right factor of x. Then I_“1 2 2 and so D = BB for some 
T’hue-Morse block 
(2.1) 
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with CEP. We call (2.1) the canonical decomposition of X. Three mappings (3, 6 
and 8 of L to L are defined by 
6(x) = 
6(.x) = CBBBBBB, 
e(x) = CBBBB 
where XE L is supposed to be decomposed as(2.1). The set s= { c3,8, c^} isconsidered 
to be an alphabet. A finite or infinite word X- = l ..& .&& E s* U SW is called admis- 
sible, if it does not contain a subword of the following form, called an inadmissible 
block, 
Forj?=-- tin&+, l ii1 &*U so and XE L, y(x) means the successive application 
Of &j t0 Xl first fir, next & and so on. The main resuJts of [2] are stated as follows. 
Theorem B. Let XEC* be an infinite word. 
(i) if x begins with ab, then x is irreducible if and only if j(ab) = x for some ad- 
missible infinite word 9 E 2”. 
(ii) If x begins with aab, then x is irreducible if land only if y(aab) =x for some 
infinite word j E SW such that j% is admissible. 
Moreover, the correspondences x-9 in (i) and (ii) are one-to-one. 
To enumerate the irreducible words not necessarily extensible the following result 
given in [3, Theorem 6. 41 is fundamental. 
Theorem C If xtzC* is irreducible, there are words y, u, u EP such that 1 u 1 s 2, 
10152 and x=u@(y)v. 
3. Eaumeration of irreducibly exte 
In this section we study the density d(n) of the la.magu-gr d _ _ =UQW r nf irreducibly extensible 
words. First we enumerate the admissible words over 2. 
Let S&*. have 
is admissible if am! only if M&i is admissible. 
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(ii) &a is admissible if and only if H&t? is admissible. 
(iii) f6a is admissible if and only if 36& is admissible. 
(iv) $efi is admissible if and only if H&S is admissible. 
(v) J% is admissible if and only if M&I is admissible. 
(vi) 98 is admissible if and only if X@t? is admissible. 
(vii) $6 is admissible if and only if $6 is admissible. 
(viii) R is admissible if and on!y if E is admissible. 
Proof. Easy from the definition of admissibility. Cl 
For a given word 9 &* and n E IN we define p,,(n) = 1 (a&“l@ is admissible} I. 
In particular, p(n) =pl(n) is the number of all admissible words of length n over 2. 
Lemma 2. We have 
p,(n) = 2p,(n - 1) +p,(n - 2) - 2p,(n - 3) + 2pJn - 4) for n z 4. (3.1) 
Proof. Let nz 1; then by Lemma 1 we have 
(a e 2” IW is admissible} 
= {A? &l&%6 is admissible} U {26~~~If6&2 is admissible} 
= (26 E 2” I%% is admissible} IJ (96~ 2” I26d is admissible}. 
If follows that p&n) =p,,(n - 1) +p& - 1). Similarly we can prove p&n) = 
p&n - 1) +p&n - 1) and p,,(n) = 2p,(n - 1). Let n 14; then we have 
By (3.2) we have pb(n - 3) =p,(n - 1) -p,(n - 2) - 2Pa(n - 3) and hence 
p&n - 2) = p,(n - 1) - t),(n - 2) - 2p,(n - 3) + 2pJn - 4% 
From (3.2) and (3.3) we get the desired equality. a 
The first four values of p,(n) are as follows: 
P,(O) = 1, P,(l) = 3, PO@ = 6 P,(3) = 14. (3.4) 
The function p,(n) is determined by the recursive formula (3.1) and the initial 
condition (3.4) Let P(X) be the characteristic polynomial of the formula (3.1). 
Since 
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P(X) has four different roots 
(2 = +-@Y$ 
[d = *-iiF+. 
Then by the general theory of difference quations we have 
for n ~0 with 
Ki = 
where #I is the jth fundamental symmetric function of & (1 s k~ 4, k# i) and 
P’(X) = 4.X3 - 6X2 - 2X+ 2, the derivative of P(X) (see for example [4]). 
The root of P(X) with maximal absolute value is 5 = cl = 2.226.. ., which is at the 
same time the unique positive root of P(X), and in particular, 
By (3.5) we have 
For two functions f(n) and g(n) we write f(n) -g(n) if lim, + oo f(n)/g(n) = 1. 
Proposition 3. p*(n) - K1 cn. 
Lemma 4. For nz 1 we have 
p(n) = 2p,(n - 1) +p(n - 1). (3.6) 
Proof. By (vii) and (viii) of Lemma 1 we see p,(n) =pb(n) and P,(n) =p(n). Since 
p(n) =pQ(n - 1) +pb(n - 1) +p,(n - 1) (3.6) follows. 0 
BY (3.9 and (3.6) we have 
p(n) = 2(p,(n - 1) +p& - 2) + l ** + P,(O)) + P(O) 
=2 i (K,si”-‘+Kisi”-2+“*+Ki) +l 
i=l > 
Consequently we obtain 
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Theorem 5. We have 
PO0 -KC”, 
where c = 2.226.. is the positive root of X4- 2X3-X2+2X-2andK=2K,/(c- I)= 
2.013... is a constant. 
Lemma 6, If a&‘, then we have 
2”+‘S Ia( S 2n+2-2. 
Proof. We can show by induction on n = iA!1 that if 2(ab) = Cl?B is the canonical 
decomposition, then lBl= 2” and ICI ~2”+’ -2. The desired inequalities follows 
from this. 0 
Note that if R&“, then l&z&)1 = l&(ab>l <2’+2. The proof of the following 
lemma is easy. 
Lemma 7, If 2 and 9 are different words in sn, then each of g(ab), @@, g(aab), 
?@@, g(ab), m, E(aab) and m is riot a l# factor of any of the others. 
Theorem 8. There are positive constants Cl and C2 such that 
C,ne < d(n) < C2ne (3.7) 
holds for all positive integers n, where 0 = logic= 1. IS.... 
Proof. By Proposition 3 and Theorem 5, there are constants B1 and 4 such that 
for any positive integer ~lt. Let nr4 and take a positive integer m such that 
2*92<2*+‘. The words Z(ab) and R(ab) for each admissible word RE~*-~ and 
the words j(aab) and M for each j%sm’2 such that j&Z is admissible are ex- 
tended to different irreducibty extensible words of length 2* by Theorem B, Lem- 
ma 6 and lemma 7. Therefore we have 
d(n) 2 d(2*) 2 2p(m-2)+2p,(m-2) > -gm-2+2B,c*-2 44 
c-1 
> Ct C’“s2n = Cln’o$ where Ct = 24(C+ 0 
r3(c- 1) l 
On the other hand, every irreducibly extensible word of length n is a left factor 
of R(d) or R(d) for some admissible word a&* or a left factor of j@&) or 
for some J&* such that jM is admissible. Thus we have 
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d(n) IS 2p(m) + 2p,(m) < Cgz*og2c, where C2 = 2B2(5+ 1) q 
c-1 . 
emark 9. We can take the constants Cr and C2 as close as we want to 
2&K+ 1) = 0 588 
p([- 1) a l =- 
and wu,K+ 1) = c _ 1 6.496... , 
respectively so that (3.7) holds for all sufficiently large integers n. 
4. Enumeration of irreducible words 
Recall that P denotes the language of irreducible binary words and d(n) its densi- 
ty. Since d(n) z&n), we see d(n) > C,ne by Theorem 8. In this section we give a 
polynomial in n by which d(n) is bounded. 
Let T= { 1, a, b,m, M} and let n be a positive integer. For u = (ur, .*. , u,)) E T” = 
TX 0.. x T, we define 
\ J 
We Snet 8+(U)=U10(U2)"*~n-1~Un), O-(U) = O”-‘(Un)*~‘O(U2)U~ l 
U(n) = {U E T” 1 S+(U)An E P}, V(n)={uET”IA,O-(u)EP}. 
Moreover we define O(n)={ii=(ar,...,ii,)Iu=(ur,...,u,)EU(n)} and v(n)= 
{6 ] o E &}. Then we have 
o(n) = {U E T” 1 O+(U)An E P}, ~(n)={uET”IA,O-(U)EP}. 
For u=(ur,..., U,JE Tn, 1~~1~ stands for the length of O’(u). We see 
[Ull = IO-(U)l = lUll+2lU2l +ma*+2n-11U,l 
S 2(1+ l == +2”-9 = 2(2”- 1). (4.1) 
Let c, dEC and let =Pd denote the set of irreducible words whose initial (resp. 
final) letter is c (resp. d). Moreover define 
.P&) = ,PJW?. 
Lemma 10. Let N and n be positive integers uch that n >4(2*- 1). Then any 
xE P(n) is written as 
x = o’(u)@*(y)@-(v), (4.2) 
where the triple (u, y, v) satisfies one of the following. 
(i) u E U(N), VE V(N) and ye.P,, 
(ii) u E W(N), v E iii(N) and y E @Pb, 
E o(N), v E V(N) and y E b 
(iv) u E o(N), v E r(N) and y E bpb. 
228 
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Ilull + ll4l= n (mod zN), lul _ n- ll4l- ll4l > () 
2N 
. 
Proof, By Theorem C there are q, u1 E T and yr E P such that x= u@(yr )ur . Still y1 
is written as y1 =u@(y2)v2 with u2, v2 E T and y2 E P. Hence, x=ul 0(u2)022(y~)O(v~)vl. 
Repeating this procedure we can get the expression (4.2). The remaining assertions 
can be proved easily. 0 
For k IN we define 
Q(n) = {ue U(n) 1 iu[ = i}. 
In the same way Vi(n), oi(n) and &(n) are defined. Clearly, they have the same 
cardinality, which we denote by qi(nj. By (4. i j, &zj = 8 for iz 2” + I. kheover we 
define 
G(n) = C 9itn) = f&(n) + 9r4nh 
i=r(mod 2”) 
for 04 r< 2”, where r’= r + 2”, and 
Q(n) = ‘“i ’ Qr(n)2. 
r=O 
Since &(n)&(n) s +(qr(n)2 + &(n)2) for any r, s c 2”, we have 
C 
i +j ~1 /(mod 2”) 
9itnhj(n) = ‘i ’ MnNMO s @<n), 
r=O 
(4.3) 
for any IE I& where rH is the integer such that r+ r”= I (mod 2”) and OZU” ~2”. 
Now, suppose n is sufficiently large and n>4(2N- 1). By Lemma IO we see 
+ c UE U(NI.UE v(N) l,w~-N~n - Ilull - lbll~~l _ __ _ _ 
lul+ 101 =n(mod 29 
+ c 
UE O(N), WE V(N) 
lul+ 101 =w(mod 29 
+ c 
urO(N),oe v(N) 
qi(N )qj(N )d(2-N(n - i -j)). 
(4.3) we obtain 
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where Izi (i = 1,2, .. . , Q(N)) are integers uch that niS 2-Nn. Repeated application of 
(4.4) gives 
GWk 
d(n) = C d(ni) (4.5) 
i=l 
for k E hl, where niS ZZWkNn. 
Let D(N) = max{d(i) 1 i< 4 l 2N} and suppose 2kN~ n/4 c 2ck+ IIN. Then by (4.5) 
we have 
&Ok 
d(n) s C d(ni) (where niC4* 2N) 
s &V) l q(N)k 
5 E)(N) . q(N)N-“‘“gz n - 2) 
Thus we finally obtain 
Theorem 11. Let N be a fYhed positieve integer. Then 
d(n) s Cna for all n>O. 
where C=D(N). Q(N) -2/N - 4-aD(N) and a = N-’ log, Q(N). 
Let u=(ur,u~ ,..., u,+,,)E Tm’n, then 
~,O!t?~)0~(!~~)“00~+“- l(~m+n)Am+n 
= u,~iu2)02(u3)*‘.8”-‘(#,). @m(#,+I@(#,+2)...@n-1(~,+n)A,). 
Hence, if we let ur=(ur ,..., u,) and rc2=(um+ ,,..., urn+“), then 
@+@)A, + ,, = @+(H, )0”(O+(u2)A,). 
Moreover, if u E U(m + n), then u2 is in U(n) and u1 is in U(m) or in o(m) ac- 
cording as the first letter of @+(uz)An isa or b. From these observations we can get _ 
q/W + n) s C 
il +2miz=I 
9i,im)9iJn) 
= 91,Cm)9/2in) + 91iimi9/2 - 1 inI (4.6) 
for 1~ IkJ, where II, l2 and 1; are the integers u that ~~162”, 11=-l im 
12 = 2-m(l-lr) and li =I1 + 2m, and qj2_ &n) is u rstood to be 0 if 12 - f 
For m, n E Ihl we have q(m + n) S 4(m) 
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Proof. For Wr~2~+” there is a unique pair (Q, r2) of integers rl and r2 such that 
0 s rl zz 2m, Or r2 5 2” and r = rl + 2mr2. Using (4.6) we have 
q(m+n) =‘lni-’ Q&n+n)2 =2Tji’ (qr(m+n)*q,~(m+n))2 
r=O = 
s2mi- 1 (9r,m?&)+ 9r;cmk?r~ - loo + 9r, om&I + !?r;m9+ 1 w 
r=O 
p+n_ 
= c * ~~r,(~~2Q?r~<n~ + 9r$fo12 + 9r;m2Q?r~- loo + Qr;- loo~2 
r=O 
+ Wr,(mlg,; (Mh2(n) + 9r#))(9r2 - 100 + a;- 1 (n))} 
5’;’ 9r,W02-2i’ (4,0+9r#O~2+2~ * qr#02-2 1 (qrz_ @)+q+ l(n))2 
rl =o r2=0 rl =O r2=O 
+‘“c’ 9r,(mhri(mle2”~1 {(9r2(n)+9r~(n))2+(9r2-*(n)+9r~-*(n~2} 
rl=O r2=0 
s2t ’ (9r,(m) + 9ri(m))2 l 2i * (9r2(n) + 9r$0)2 
rl=O r-2=0 
= ‘t ’ qr,(??lp l ‘i ’ Qr2(tl)2 = Q(m)q(n), 
rl =0 r-2=0 
where r’= r+2m+n, ri =r,+2m and r;=r2+2”. Cl 
Cordlap 13. The limit lim N_+a, (IO& ij(N))/N eXiStS and & equal t0 
By Theorem I1 and Corollary I3 we obtain 
Theorem 14. For any e> 0 there exists a positive constant C such that 
d(n) <Cnq+& for all n>O, 
where 11 = knN+ oo (log2 Q(N))/N. 
Corollary 15. We have 
8rliminf ‘z,“.y (,limsup ‘ogd(n) (,q. 
n-+00 n-+- log n 
If u=(u,, . . . . UN)E U(N), then (u2, .. . . UN) E U(N- 1). So to get ali the elements 
of W(hf 1, pick up uI E T and (u2, . . . , UN) E tJ(N- I) and check if w@(u+* ON-‘.& 
Thus we can determine (N) step by step from 
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Table 1 
tt 47(n) (log2 QiWn 
(rounded to 3 decimal places) 
1 8 3.000 
2 36 2.585 
3 114 2.278 
4 322 2.083 
5 862 1.950 
6 2274 1.859 
7 5954 1.791 
8 15550 1.741 
9 40542 1 l 701 
10 105634 1.669 
11 275130 1 A43 
12 716518 1.62i 
13 1865918 1.602 
14 4859082 1.587 
t?o(l) = CtlW = 3 
@O(Z) = O;(2) = &(2) = @#I = 39 
Qo(3) = &(3) = g3(3) = Q&3) = &(3) = Q,(3) = 5 and 
f?&(3) = 45(3) = 3. 
Therefore Q(1) = 8, Q(2) = 36, q(3) = 114 and 
log, Q(1) = 3, 
log2 rfm = 2 
2 
q4 .” . . . iiiid loI32 Q(3) = 2 27, 
3 l l *-- 
To calculate q(N) for larger N we used a computer. The results are tabulated in 
Table 1. 
By Theorem 11 we obtain 
Theorem 16. There is a constant C such that 
d(n) s Cnl-‘*’ for all n > 0. 
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