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Introduction
Motivation
La motivation principale de ce travail de thèse est la construction de groupoïdes quan-
tiques dans le contexte des algèbres d’opérateurs, en particulier dans le contexte des C∗-
algèbres. L’un des exemples les plus importants de groupoïde usuel est un groupoïde de
transformations associé à une action d’un groupe sur un ensemble [Ren80]. Sa structure
contient l’information sur le groupe, sur l’action et sur l’ensemble sur lequel le groupe
agit. C’est pourquoi l’objectif de cette thèse est d’introduire la notion de groupoïde quan-
tique de transformations à la fois dans un contexte purement algébrique et dans celui de
C∗-algèbres pouvant être considéré comme une quantication des groupoïdes de trans-
formations ordinaires.
Au début du travail sur cette thèse, nous avons distingué deux axes de recherche impor-
tants qui existaient déjà dans la littérature que nous avons essayé de développer et de
généraliser:
• Le premier axe a été réalisé dans un contexte purement algébrique, dans lequel
un groupe usuel a été remplacé par une algèbre de Hopf, l’ensemble a été rem-
placé par une algèbre et l’action a été remplacée par une coaction de l’algèbre de
Hopf sur l’algèbre et dans lequel le groupoïde quantique de transformations con-
struit est un exemple particulier d’un objet appelé algébroïde de Hopf. Dans ce
travail, nous pouvons mettre en évidence les constructions algébriques explicites
qui utilisent la théorie des actions et coactions des algèbres de Hopf. Plus spé-
ciquement, l’algébroïde de Hopf mentionnée ci-dessus a été construite à partir
d’une action du double de Drinfeld d’une algèbre de Hopf sur une algèbre ou de
manière équivalente à partir d’une algèbre de Yetter-Drinfeld tressée commutative
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sur une algèbre de Hopf.
• Le deuxième axe de recherche a été développé dans le contexte des algèbres de von
Neumann, dans lesquelles un groupe usuel a été remplacé par un groupe quantique
localement compact au sens de Kustermans et Vaes version von Neumann agissant sur
une algèbre de von Neumann et dans lequel le groupoïde quantique de transfor-
mations était un exemple particulier d’un objet connu sous le nom de groupoïde
quantique mesurable au sens de Enock et Lesieur. Dans ce travail, nous pouvons
mettre en évidence la construction d’un objet dual qui est aussi, lui, un groupoïde
quantique mesurable. Plus précisément, ces deux objets ont été construits à partir
d’une algèbre de Yetter-Drinfeld-von Neumann tressée commutative donnée.
Chacune des œuvres citées nous fournit des idées et des constructions utiles, mais avec
certaines limites. Par exemple, dans le contexte purement algébrique, il est dicile de
construire le dual d’un groupoïde quantique de transformations, car le dual d’une algèbre
de Hopf n’est pas un objet très convenable pour travailler avec, à l’exception du cas de
la dimension nie. Et dans le contexte von Neumann, de nombreuses constructions
dépendent fortement de la théorie des algèbres de von Neumann, y compris la théorie
modulaire qui n’admet pas une traduction complète au niveau desC∗-algèbres, ce qui est
notre objectif principal. Notre approche est de donner une telle construction algébrique
qui permettrait une complétion C∗-algébrique.
C’est pourquoi, au début de notre travail de recherche, nous aimerionstrouver un objet
mathématique qui pourrait servir comme une quantication d’un groupe usuel et qui
satisferait les conditions suivantes: il devrait avoir une structure algébrique claire, ad-
mettre un objet dual de la même nature et devrait également avoir de bonnes propriétés
analytiques qui pourraient être exprimées en termes d’algèbres d’opérateurs. Il était
donc naturel de tester comme candidat possible le bien connu groupe quantique com-
pact au sens de Woronowicz qui est une algèbre de Hopf involutive unifère en général
de dimension innie dotée d’une fonctionnelle de Haar qui est une généralisation de
la mesure de Haar sur un groupe. Un groupe quantique compact admet un objet dual
appelé groupe quantique discret, qui n’est pas une algèbre de Hopf involutive usuelle en
général car n’est pas unifère, mais elle est dotée d’une fonctionnelle de Haar non borné
qui est une généralisation de la mesure de Haar sur un groupe discret. Les groupes quan-
tiques compacts et discrets sont bien compris à la fois en termes purement algébriques et
au niveau des algèbres d’opérateurs mais, malheureusement, ils ne satisfont pas les con-
ditions mentionnées ci-dessus selon laquelle le dual doit être du même type que l’objet
initial.
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Il existe une classe plus large de groupes quantiques appelée groupes quantiques ∗-algébriques
au sens de Van Daele qui contient à la fois les groupes quantiques compacts et discrets
et répond à nos exigences. Un groupe quantique ∗-algébrique est en général une algèbre
de Hopf de multiplicateurs involutive de dimension innie et non-unifère équipée d’une
intégrale de Haar dèle et positive. Cela permet, en utilisant la construction de Gelfand-
Naimark-Segal, de développer une bonne théorie, très riche du point de vue purement
algébrique et de celle des algèbres d’opérateurs. En particulier, les groupes quantiques
algébriques admettent une complétion C∗- et von Neumman algébrique naturelle. Nous
obtenons ainsi une vaste gamme d’exemples de groupes quantiques localement compacts
au sens de Kustermans et Vaes. Une autre caractéristique importante de cette théorie est
son auto-dualité, c’est-à-dire la possibilité de construire pour tout objet son dual qui est
aussi de la même classe.
Cette thèse est divisée en deux parties. Dans la première partie, nous transformons
les idées et les constructions de Lu [Lu96] et de Enock et Timmermann [ET16] an de
les rendre compatibles avec les actions des groupes quantiques algébriques. En con-
séquence, nous obtenons un nouvel objet mathématique que nous appelons un groupoïde
quantique algébrique de transformations. Et dans la deuxième partie, nous associons à
un groupoïde quantique algébrique de transformations un objet que nous appelons un
groupoïde quantique C∗-algébrique de transformations et expliquons sa relation avec le
groupoïde quantique de transformation de Enock-Timmermann. Dans les deux cas, nous
sommes en mesure de construire un objet dual de même nature et d’expliquer les rela-
tions de nos résultats avec les résultats déjà connus dans la littérature. En particulier,
dans le contexte purement algébrique, notre nouvel objet est un exemple d’algébroïde
de Hopf de multiplicateurs introduit dans [TV18] et dans le contexte von Neumann al-
gébrique, notre nouvel objet est un exemple d’groupoïde quantique de transformations au
sens de Enock et Timmermann introduit dans [ET16].
Contexte de cette thèse
1) Le groupoïde de transformations usuel [Ren80]
Un groupoïde de transformations est une structure construite à partir d’une action d’un
groupe sur un ensemble. Plus explicitement, étant donné une action (à gauche) d’un
groupe G sur un ensemble S, · : G×S → S, le produit cartésien Gy S := G×S avec
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les applications
· : (Gy S)(2) → Gy S
((g, s), (h, t)) 7→ (gh, t) ,
−1 : Gy S → Gy S
(g, s) 7→ (g−1, g · s) ,
où (Gy S)(2) = {((g, s), (h, t)) ∈ (G y S) × (G y S) : s = h · t}, admet une
structure de groupoïde, avec son espace d’unités donné par (Gy S)(0) = S et avec les
applications source et but données par
d : Gy S → S
(g, s) 7→ s ,
r : Gy S → S
(g, s) 7→ g · s
respectivement.
2) Groupoïdes quantiques de transformations au sens de Lu
Motivée par la notion de groupe de Poisson dans la géométrie de Poisson, J.H. Lu [Lu96]
a introduit une généralisation d’un algébroïde de Hopf avec une base commutative et,
comme exemple important d’un tel objet, elle a construit un analogue non commutatif
d’un groupoïde associé à un groupe de Poisson-Lie. Pour être précis, étant donné une cer-
taine action du double de Drinfeld d’une algèbre de Hopf sur une algèbre, Lu a construit
une algébroïde de Hopf qu’elle considère comme une quantication d’un groupoïde de
transformations usuel. Quelques années plus tard, dans [BM02], la notion d’une algèbre
de Yetter-Drinfeld tressée commutative a été utilisée comme l’équivalent du principal in-
grédient dans la construction de Lu. On rappele le resultat de J.H. Lu trouvé dans [BM02]
:
Théorème. SoitH une bigèbre, (A,B) une algèbre deH-module à gauche et (A, ρ) unH-
comodule à droit. Alors, (A,B, ρ) est une algèbre tréssée commutative dans la catégorie des
algèbres de Yetter-Drinfeld HYDH si et seulement si (A#H, s, t,∆, ε) est unA-bigebroïde
avec applications source et but
s : A → A # H
a 7→ a # 1H
t : A → A # H
a 7→ a[0] # a[1]
comultiplication
∆ : A # H → A # H A× A # H
a # h 7→ a # h(1)
A× 1A # h(2)
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et counité
ε : A # H → A
a # h 7→ εH(h)a
.
En plus, siH possede une antipode S, alors A#H est un algébroïde de Hopf avec antipode
donnée par
S˜ : A # H → A # H
a # h 7→ (S(h(2))S2(a[1]))B a[0] # S(h(1))S2(a[2])
3) Groupoïdes quantiques de transformations au sens de Enock et
Timmermann
Dans [ET16], M. Enock et T. Timmermann ont construit une version d’un groupoïde
de transformations dans le contexte des groupoïdes quantiques mesurés précédamment
introduits par F. Lesieur et M. Enock. Comme dans le cas purement algébrique de Lu,
ils ont utilisé une algèbre de Yetter-Drinfeld-von Neuman tressée commutative sur un
groupe quantique localement compact version von Neumann comme l’ingédient princi-
pal de leur construction. On rappele le resultat de M. Enock et T. Timmermann trouvé
dans [ET16] :
Théorème SoitG un groupe quantique localement compact version vonNeumann, (N,α, α̂)
une algèbre de Yetter-Drinfeld-von Neumann tressée commutative surG et ν un poids dèle
semi-nie normale surN ,Dt la derivée de Radon-Nikodym de ν par rapport à l’action α, ν˜
le poids dual de ν sur le produit croiséGnαN . Alors, il existe un groupe d’automorphismes
à un paramètre de G nα N , τ˜t, un groupe d’automorphismes à un paramètre de N , γt, et
une famille d’automorphismes Φt := τt ◦ Adδ−it tels que, les assertions suivantes sont
equivalentes
(i) (Φt ⊗ γt)(Ds) = Ds pour tout s, t ∈ R.
(ii) σν˜t et τ˜s commutes pour tout s, t ∈ R.
(iii) σν˜t et σ
ν˜◦R˜
s commutes pour tout s, t ∈ R.
(iv) G(N,α, α̂, ν) est un groupoïde quantique mesuré.
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Description des objets
1) Groupes quantiques algébriques au sens de Van Daele
Dans [Van97], A. Van Daele a développé la théorie des algèbres de Hopf de multipli-
cateurs réguliers en tant qu’une généralisation de la théorie classique des algèbres de
Hopf. Dans cette théorie, la condition selon laquelle l’algèbre sous-jacente est unifère
ou de dimension nie a été remplacée par la propriété d’être non-dégénérée. Dans ce
cadre, il était donc possible de travailler avec des algèbres de dimension innie et non-
unifères. En particulier, il a été possible d’étendre certaines constructions associées aux
algèbres de Hopf usuelles, par exemple: la théorie des actions et des coactions dévelop-
pée dans [DVZ99], le couplage entre deux algèbres de Hopf de multiplicateurs réguliers
développé dans [DV01], la construction du double de Drinfeld [DV04], les produits bi-
croisé des algèbres de Hopf de multiplicateurs [DVW11, DVW13], ainsi que la théorie
de Hopf Galois [VZ99b, De 09].
De plus, dans [Van98], A. Van Daele a également introduit la notion des groupes quan-
tiques algébriques, qui sont des algèbres de Hopf de multiplicateurs munies d’une fonc-
tionelle invariante à gauche pour la comultiplication du groupe quantique algébrique.
Il a montré de manière élégante que pour ce type d’algèbre de Hopf de multiplicateurs
régulière, il était possible de construire un objet dual qui est aussi un groupe quantique
algébrique. Cette dualité est une généralisation de la dualité des algèbres de Hopf de
dimension nie et de la dualité entre les groupes quantiques compacts et discrets.
Si un groupe quantique algébrique admet une structure involutive compatible et si la
fonctionelle invariante à gauche est positive, A. Van Daele et J. Kustermans dans [KV97]
on montré qu’ils étaient capables de produire un groupe quantique localement compact
version C∗-algébrique. Plus tard, J. Kustermans dans [Kus03], De Commer et Van Daele
dans [DV10], ont montré comment il était possible d’étendre divers objets associés à un
groupe quantique ∗-algébrique, au contexte des algèbres d’opérateurs.
2) Algébroïdes de Hopf comme langage pour les groupoïdes quan-
tiques algébriques
La première dénition formelle d’un algèbroïde de Hopf a été donnée dans [Rav86] an
de généraliser l’espace des fonctions sur un groupoïde usuel. Dans [Mal92], la notion
d’un groupoïde quantique a été introduite et étudiée comme une généralisation simul-
tanée des groupoïdes usuels et des groupes quantiques de Drinfeld. Dans ce travail,
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utilisant la notion de coalgebroïde déjà dénie dans [Del90], la notion de bialgebroïde de
Hopf a été donnée. Puis, dans [Mal00], G. Maltsiniotis a généralisé son travail précédent
et introduit la notion de groupoïde quantique qu’il considérait comme un analogue non
commutatif d’un groupe de Lie et d’un groupe algébrique. Il convient également de noter
le travail de L. Vainerman [Vai92] qui a construit une sorte de groupoïde quantique de
transformations.
Dans le cas de dimension nie, dans [BNS99], les auteurs ont donné la dénition d’une
algèbre de Hopf faible qui a servi pour le développement de la théorie des groupoïdes
quantiques nis, étudiée par la suite et reliée avec d’autres domaines des mathématiques
par D. Nikshych et L. Vainerman [NV00, NV02] et par D. Nikshych, V. Turaev et L. Vain-
erman [NTV03].
Nous devons également dire ici que A. Van Daele et S. Wang, dans [VW12, VW15], ont
généralisé la notion d’une algèbre de Hopf faible au cas de la dimension innie et non
unifère. Ils ont également développé la théorie des intégrales et de la dualité pour les
algèbres de Hopf faible de multiplicateurs dans [VW14, VW17].
Dans [TV18, TV15], T. Timmermann et A. Van Daele ont généralisé la notion d’algébroïde
de Hopf an d’élargir simultanément les notions d’ algèbre de Hopf faible de multipli-
cateurs et d’ algébroïdes de Hopf. Ensuite, T. Timmermann [Tim16, Tim17] a développé
la théorie des groupoïdes quantiques algébriques et de leur dualité, prolongeant ainsi les
travaux de Van Daele sur les groupes quantiques algébriques.
3) Bimodules de Hopf-von Neumann et bimodules de Hopf- C∗
comme langage pour les groupoïdes quantiques analytiques
Les premières étapes de la théorie des groupoïdes quantiques dans le cadre des algèbres
de von Neumann ont été eectuées par J-M. Vallin et M. Enock, qui ont généralisé
le concept d’un bigèbre de von Neumann et d’un unitaire multiplicatif dans [EV00a,
EV00b, Val96, Val00]. Plus tard, en utilisant ces travaux, F. Lesieur dans sa thèse de doc-
torat [Les03] a développé une théorie générale des groupoïdes quantiques mesurés dans
laquelle il suit les idées de la théorie des groupes quantiques localement compactes de J.
Kustermans et S. Vaes. Une caractéristique principale de cette théorie est une général-
isation de la dualité de Pontrjagin: avec chaque groupoïde quantique mesuré, Lesieur
associe un dual de la même nature, de sorte que le second dual est naturellement iso-
morphe à l’objet initial.
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Contrairement à la théorie des groupoïdes quantiques mesurés, une théorie générale des
groupoïdes quantiques localement compacts dans le contexte des C∗-algèbres n’existe
pas encore. Mais on peut mentionner deux tentatives pour cela : La première est la
thèse de T. Timmmermann [Tim05], où il introduit la théorie des modules de Hopf-C∗
que nous utilisons dans notre thèse, la seconde est la théorie en développement de B.-J.
Kahng et A. Van Daele [KV17a, KV17b] d’une classe de groupoïdes quantiques locale-
ment compacts, motivée par la notion purement algébrique d’une algèbre de Hopf faible
de multiplicateurs.
Principales contributions
• Étude du produit croisé lié à une action d’un groupes quantique algébrique. Ici,
nous utilisons systématiquement l’algèbre involutive de Heisenberg d’un groupe
quantique algébrique. Etant donnée une action d’un groupe quantique algébrique
G = (A,∆, ϕ) sur une algèbre involutive non-dégénérée, α : X → M(A ⊗
X), il est possible de construire une sous-algèbre involutive non-dégénérée de
M(H(G) ⊗ X), à savoir G nα X , appélée le produit croisé de G et X par rap-
port à l’action α. Ici H(G) est l’algèbre de Heisenberg de G. Ce produit croisé
joue un rôle important dans la construction de l’algèbre totale de notre groupoïde
quantique. Nous soulignons également l’importance de l’utilisation de l’algèbre
de Heisenberg.
• Introduction d’une nouvelle dénition d’une algèbre involutive de Yetter-Drinfeld
en utilisant l’unitaire multiplicatif algébrique dans le cadre purement algébrique
modélisé à partir de la dénition développée dans le contexte des algèbres d’opérateurs.
On donne aussi des nouvelles preuves de nombreuses propriétés connues pour ces
algèbres. Plus explicitement, on introduit la dénition suivante :
Dénition 2.8.1. Soit G = (A,∆, ϕ) un groupe quantique algébrique et U son
unitaire multiplicatif algébrique. Une algèbre involutive de Yetter-Drinfeld sur G
est un triple (X,α, α̂), oùX est une algèbre non-dégénérée, α est une action à gauche
de G sur X et α̂ est une action de Ĝ sur X , telles que
(idM(Â) ⊗ α) ◦ α̂ = (Σ⊗ idX) ◦ (Ad(U)⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α.
INTRODUCTION xxiii
De manière équivalente, le diagramme
X
α̂ //
α

M(Â⊗X)
idM(Â)⊗α
//M(Â⊗ A⊗X)
M(A⊗X)
idM(A)⊗α̂
//M(A⊗ Â⊗X)
Ad(U)⊗idX
//M(A⊗ Â⊗X)
Σ⊗idX
OO
est commutatif. Une algèbre involutive de Yetter-Drinfeld (X,α, α̂) est appelée ré-
duite si α et α̂ sont des actions réduites.
Résultats principaux
• Construction d’un algébroïde de Hopf de multiplicateurs mesuré à partir d’une
algèbre involutive de Yetter-Drinfeld tressée commutative munie d’une fonction-
nelle invariante positive et dèle :
Théorème 3.2.3 Soit (X,α, α̂) une algèbre involutive de Yetter-Drinfeld tressée com-
mutative sur un groupe quantique algébrique G et µ : X → C une intégrale de
Yetter-Drinfeld. Alors, le tuple
(Gnα X,X, α, β,∆α, S˜, ε˜, µ,Ω),
où
∆α : Gnα X → (Gnα X)
α
× (Gnα X)
ω ⊗ 1M(X) 7→ (ω(2) ⊗ 1M(X))
α
× (ω(1) ⊗ 1M(X))
α(x) 7→ α(x)
α
× 1M(GnαX)
S˜ : Gnα X → Gnα X
α(x)(ω ⊗ 1M(X)) 7→ (Ŝ(x[−1] · ω)⊗ 1M(X))α(x[0])
ε˜ : Gnα X → α(X)
α(x)(ω ⊗ 1M(X)) 7→ ψ̂(ω)α(x)
et
Ω : Gnα X → α(X)
(ω ⊗ 1M(X))α(x) 7→ ϕ̂(ω)α(x)
est un algébroïde de Hopf de multiplicateurs mesuré (Dénition 1.3.38).
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• Construction d’un groupoïde quantique C∗-algébrique de transformations à par-
tir d’une algèbre involutive de Yetter-Drinfeld tressée commutative munie d’une
intégrale de Yetter-Drinfeld :
Théorème 5.2.1. Soit (X,α, α̂) une algèbre involutive de Yetter-Drinfeld tréssée
commutative sur un groupe quantique algébrique G et µ : X → C une intégrale
de Yetter-Drinfeld. Considérons la C∗-base b = (L2µX,B,B
†) où B := piµ(X)
‖·‖
et B† := pi◦µ(Xop)
‖·‖
, l’espace Hilbertien H := L2G ⊗ L2µX et la complétion C∗-
algébrique reduit du produit croisé algébrique A := C0(G nredα X) . Alors, il existe
des sous-espaces E := E(α, α̂), F := F (α, α̂) ∈ B(L2µX,L2G ⊗ L2µX), un ∗-
homomorphisme
∆E F : AF,EH → AF,EH ∗
b
AF,EH ,
un anti-automorphisme RE F : A → A et un poids complétement positive à valeurs
opératorielles EΦF : A → ρF (B) telles que
– la paire (AF,EH , ∆E F ) est un C∗-bimodule de Hopf sur la C∗-base b,
– RE F est une co-involution pour le C∗-bimodule de Hopf (AF,EH , ∆E F ),
– EΦF est un poids de Haar à gauche borné pour leC∗-bimodule de Hopf (AF,EH , ∆E F ).
Relations entre les groupoïdes quantiquesC∗- algébriques
de transformations et les groupoïdes quantiques de trans-
formations mesurés
Nous faisons des commentaires précis sur la relation entre notre constructionC∗-algébrique
et la construction d’un groupoïde quantique de transformations mesuré dans le cadre des
algèbres de von Neumann faite par Enock et Timmermann dans [ET16].
Ingrédients principaux
• En utilisant les objets algébriques étudiés au debut du chapitre 2, nous obtenons
des constructions similaires à celles de la théorie de groupes quantiques localement
compacts version von Neumann. Plus précisément :
(1) L’unitaire multiplicatif algébrique d’un groupe quantique algébriqueG (Déf-
inition 2.4.1) remplace l’unitaire multiplicatif d’un groupe quantique locale-
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ment compact version von Neumann et possède des propriétés similaires per-
mettant d’obtenir des relations algébriques entre celui-ci et la comultiplica-
tion du groupe quantique algébriqueG ainsi qu’entre celui-ci et la comultipli-
cation de Ĝ. Il sert également comme élément important dans la construction
du double de Drinfeld (Dénition 2.5.5).
(2) Nous utilisons la théorie des actions des groupes quantiques algébriques an
de construire des objets similaires à ceux de [ET16]. Par exemple, la con-
struction du produit croisé d’une action d’un groupe quantique algébrique
(Dénition 2.7.4), l’existence de l’implémentation standard lorsque nous mu-
nissons notre algèbre involutive d’une fonctionnelle positive invariante pour
l’action (Dénition 2.6.8), la construction de l’action duale (Dénition 2.7.7)
qui nous donne également le moyen de construire la fonctionnelle duale de
la fonctionnelle invariante initiale (Dénition 2.7.10).
• De la même façon que dans la construction faite dans [ET16], nos ingrédients prin-
cipaux sont une algèbre involutive de Yetter-Drinfeld tressée commutative munie
d’une fonctionnelle invariante mais dans notre cas sur un groupe quantique al-
gébrique.
(1) Notre dénition d’une algèbre involutive de Yetter-Drinfeld sur un groupe
quantique algébrique (Dénition 2.8.1) est similaire à celle de la section 2.4
de [ET16], mais elle utilise des actions du groupe quantique algébrique et
de son dual et de l’unitaire multiplicatif algébrique du groupe quantique
algébrique. Nous introduisons également la dénition d’une intégrale de
Yetter-Drinfeld (Dénition 2.8.6) qui nous permet de construire l’implémentation
standard de nos actions et constitue un objet important pour le passage au
niveau C∗-algébrique.
(2) Notre dénition d’une algèbre involutive de Yetter-Drinfeld tressée commu-
tative (Dénition 2.8.12) est équivalente à celle de la Dénition 2.5.3 dans [ET16]
(Théorème 2.5.4, [ET16]).
Relations entre les deux structures de bimodule de Hopf : La C∗-
algébrique et la von Neumann algébrique
Dans [ET16], les auteurs utilisent les produits tensoriels relatifs des espaces Hilber-
tiens et les produits brés des algèbres de von Neumann an de construire les objets
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nécessaires pour la construction d’une structure de bimodule de Hopf-von Neumann au
sens de Vallin [Val96]. Puisque notre objectif est le cadre C∗-algébrique, nous devons
remplacer ces objets par des objets similaires dans la langage des C∗-algèbres. Pour
cela, nous utilisons la théorie des C∗-algèbres sur C∗-bases développées par T. Timmer-
mann [Tim09, Tim12b, Tim12a]. Il a été montré dans la section 2.3 de [Tim07] que, en
utilisant une C∗-base associée avec un poids KMS, nous pouvons obtenir le lien entre
le produit tensoriel relatif sur une C∗-base et le produit tensoriel relatif algébrique des
espaces Hilbertiens sur une algèbre de von Neumann (qui utilise dans son dénition des
éléments bornés). Plus précisément:
• Le théorème 5.2.9, la proposition 5.2.10 et la proposition 5.2.11 remplacent la propo-
sition 4.3 [ET16] an de construire une structure de C∗-bimodule de Hopf.
• Le théorème 5.2.13 est prouvé de manière similaire que le théorème 4.4 [ET16],
ce qui permet de construire une comultiplication sur la C∗-complétion du produit
croisé, ce qui nous donne un C∗-bimodule de Hopf.
• Le théorème 5.2.15 est prouvé d’une manière semblabe au théorème 4.6 [ET16],
pour la construction d’une co-involution pour notre C∗-bimodule de Hopf.
Perspectives
• Dans un premier temps il s’agira de continuer à construire d’autres exemples
d’algèbres involutives de Yetter-Drinfeld tressées commutatives sur des groupes
quantiques algébriques, par exemple :
∗ En utilisant un décalage partiel de Bernoulli sur un groupe quantique discretG,
déni dans [KQT17], T. Timmermann indique la possibilité de construire une
C∗-algèbre de Yetter-Drinfeld tressée commutative sur le groupe quantique
discret G qui peut être restreint au niveau algébrique et ainsi on obtient une
algèbre de Yetter-Drinfeld tressée commutative sur l’algèbre de Hopf C[G].
Cela nous donne une façon de construire des exemples non-triviaux que je
voudrais étudier.
∗ D’après l’article [YZC17], on sait que l’algèbre de Heisenberg d’un groupe
quantique algébriqueG = (A,∆, ϕ), peut être muni d’une action de l’algèbre
de Hopf de multiplicateurs (A,∆) et une coaction de son dual (Â, ∆̂) qui
donnent une structure d’algèbre de Yetter-Drinfeld tressée commutative au
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sens algébrique. On voudrait transporter cet exemple dans notre cadre an de
l’étudier dans le contexte algébrique ainsi que dans le contexte des algèbres
d’opérateurs.
• Suite à la question posée par A. Van Daele et du fait qu’il existe des travaux en
développement [KV17a, KV17b] sur une théorie d’une famille de groupoïdes quan-
tiques localement compacts, nous voudrions étudier et regarder plus en detail le
lien entre nos constructions et celles construites dans le cadre d’algèbres de Hopf
faibles de multiplicateurs.
• De la même façon que dans le cadre de groupes quantiques compacts et discrets
au sens de Woronowicz, nous voudrions étudier la théorie de représentations des
groupoïdes quantiques de transformations de type compact et discrets et obtenir
de cette manière le lien avec les C∗-catégories tensorielles.
Structure de la thèse
La structure de cette thèse est la suivante:
• La partie I ne traite que des aspects purement algébriques. Dans sa présentation,
nous avons essayé de la rendre la plus complète possible sans renvoyer à d’autres
ouvrages. Cette partie contient des commentaires utiles pour la compréhension
de divers autres résultats.
∗ Le chapitre 1 est destiné à rappeler les dénitions et les constructions de la
théorie des algèbres de Hopf de multiplicateurs involutives et de la théorie
des algébroïdes de Hopf de multiplicateurs involutives mesuré. Nous n’avons
aucun résultat original dans ce chapitre.
∗ Le chapitre 2 vise à développer la théorie des algèbres involutives de Yetter-
Drinfeld dans le contexte des groupes quantiques algébriques. Pour cela,
nous xons les notations et les propriétés des objets associés à la théorie des
groupes quantiques algébriques au sens de Van Daele. À la n du chapitre,
nous donnons les principaux exemples qui seront utilisés dans les chapitres
suivants de cette première partie.
∗ Le chapitre 3 est le plus important de cette première partie. Ici, nous con-
struisons une famille des algébroïdes dee Hopf de multiplicateurs involutifs
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mesurés associés aux algèbres involutives de Yetter-Drinfeld tréssées com-
mutatives sur les groupes quantiques algébriques. Nous terminons ce chapitre
en présentant des exemples de groupoïdes quantiques algébriques de trans-
formations, en montrant que les groupoïdes de transformations classique en-
trent dans notre cadre.
• La partie II traite des aspects analytiques et, tout comme la première partie, nous
avons essayé de la rendre la plus complète possible sans renvoyer à d’autres ou-
vrages.
∗ Le chapitre 4 a pour but de rappeler les dénitions et les constructions as-
sociées aux groupes quantiques dans le cadre des C∗-algèbres. Ici, nous
présentons également les objets nécessaires pour la construction des C∗-
complétions d’un groupoïde quantique algébrique de transformations.
∗ Le chapitre 5 est le plus important de cette partie. Ici, nous construisons
la complétion d’un groupoïde quantique algébrique de transformations dans
le contexte des C∗-algèbres. Ces nouveaux objets préservent la dualité et
nous expliquons ici que la complétion von Neumann donne un exemple d’un
groupoïde quantique de transformations au sens de Enock et Timmermann.
Introduction
Motivation
The main motivation of this work is the construction of quantum groupoids in the con-
text of operator algebras, in particular, in the context of C∗-algebras. One of the most
important examples of a usual groupoid is a transformation groupoid associated with an
action of a group on a space [Ren80]. Its structure contains the information about the
group, about the action and about the space on which the group acts. That is why the
objective of this thesis is to introduce the notion of a quantum transformation groupoid
and to investigate the duality for these objects both in purely algebraic context and in
the context of C∗-algebras that can be considered as a quantization of classical transfor-
mation groupoids.
At the beginning of the work on this thesis, we have distinguished two important re-
search lines already existed in the literature that we tried to develop and to generalize:
• The rst one has been done in the purely algebraic context where a usual group
was replaced by a Hopf algebra and in which the constructed quantum transfor-
mation groupoid is a particular example of an object known as Lu’s Hopf algebroid.
In this work, we can highlight the explicit algebraic constructions that make use
of the theory of actions and coactions of Hopf algebras on algebras. More speci-
cally, the above mentioned Hopf algebroid was constructed from an action of the
Drinfeld double of a Hopf algebra on an algebra or equivalently from a braided
commutative Yetter-Drinfeld algebra.
• The second research line has been developed in the context of von Neumann al-
gebras where a usual group was replaced by a Kustermans-Vaes’s von Neumann al-
gebraic locally compact quantum group and in which the quantum transformation
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groupoid was a particular example of an object known as a Enock-Lesieur’s measur-
able quantum groupoid. In this work, we can highlight the construction of a dual
object which was again a measurable quantum groupoid. More specically, both
these objects were constructed from a given braided commutative Yetter-Drinfeld
von Neumann algebra.
Each of the mentioned works provides us with useful ideas and constructions but with
some limitations. For example, in the purely algebraic context, it is dicult to construct
a dual quantum transformation groupoid because already a dual Hopf algebra is not a
very convenient object, except for the nite dimensional case. And in von Neumann
algebraic context, many constructions heavily depend on the von Neumann algebra the-
ory including the modular theory that does not admit a complete translation to the C∗-
algebraic setting which is our main goal. And our approach is to give such an algebraic
construction that would allow a passage to the C∗-algebraic setting.
That is why at the beginning of our research, we wanted to nd a mathematical object
that could serve as a quantization of a usual group and that would satisfy the following
conditions: it should have a clear algebraic structure, admit a dual object of the same
nature and also should have some nice analytical properties that could be expressed in
terms of operator algebras. It would be natural to try as a possible candidate the well
knownWoronowicz’s compact quantum groupwhich are unitary involutive Hopf algebras
(in general, innite dimensional) endowed with a Haar functional that is a generalization
of the Haar measure on a compact group. A compact quantum group admits a dual object
called a discrete quantum group, this is not a usual Hopf algebra, in general, because it is
not unitary, but endowed with an unbounded Haar functional that is a generalization of
the Haar measure on a discrete group. Compact and discrete quantum groups are well
understood both on purely algebraic and on operator algebraic level but unfortunately,
they do not satisfy the above mentioned condition that the dual must be of the same
type as the initial object.
There is a wider class of quantum groups called Van Daele’s ∗-algebraic quantum groups
that contains both compact and discrete quantum groups and meets our requirements.
These objects are in general non-unitary innite dimensional multiplier Hopf ∗-algebras
equipped with a Haar positive functional. This allows, using the Gelfand-Naimark-Segal
construction, to develop a nice theory very rich both from purely algebraic and operator
algebraic point of view. In particular, algebraic quantum groups admit natural C∗- and
von Neumann algebraic completion, this way we obtain a wide class of examples of
locally compact quantum groups in the sense of Kustermans and Vaes. Another important
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feature of this theory is its self-duality, that is, a possibility to construct for any object
the dual within the same class.
This thesis is divided into two parts. In the rst part we transform the ideas and con-
structions by Lu [Lu96] and by Enock and Timmermann [ET16] in order to make them
compatible with actions of the algebraic quantum groups. As a result, we get a new
mathematical object which we call an algebraic quantum transformation groupoid. And
in the second part we associate with any algebraic quantum transformation groupoid
an object that we call a quantum transformation groupoid in C∗-algebraic setting and
study its relation with the Enock-Timmermann’s quantum transformation groupoid. In
both cases we are able to construct a dual object of exactly same nature and to explain
the relations of our results with the results already known in the literature. In particular,
in the purely algebraic context, our new object is an example of a multiplier Hopf alge-
broid [TV18] and in the von Neumann algebraic context, our new object is an example
of an Enock-Timmermann’s quantum transformation groupoid [ET16].
Context
1) Classical Transformation Groupoids [Ren80]
A transformation groupoid is a structure constructed from an action of a group on a set.
More explicitly, given a (left) action of a groupG in a set S, · : G×S → S, the cartesian
product Gy S := G× S together with the maps
· : (Gy S)(2) → Gy S
((g, s), (h, t)) 7→ (gh, t) ,
−1 : Gy S → Gy S
(g, s) 7→ (g−1, g · s) ,
where (Gy S)(2) = {((g, s), (h, t)) ∈ (G y S) × (G y S) : s = h · t}, admits a
groupoid structure, with space of units given by (Gy S)(0) = S and with the domain
and range maps given by
d : Gy S → S
(g, s) 7→ s ,
r : Gy S → S
(g, s) 7→ g · s
respectively.
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2) Lu’s Quantum Transformation Groupoids
Motivated by the notion of a Poisson group from the Poisson geometry, J.H. Lu [Lu96]
has introduced a generalization of a Hopf algebroid with a commutative basis and as an
important example of such an object has constructed a non-commutative analogue of a
groupoid associated with a Poisson-Lie group. To be precise, given a certain action of the
Drinfeld double of some Hopf algebra on a algebra, Lu has constructed a Hopf algebroid
that she considers as a quantization of a classical transformation groupoid. Some years
later, in [BM02], the notion of a braided commutative Yetter-Drinfeld algebra over a Hopf
algebra was used as the equivalent of the main ingredient in the construction of Lu.
3) Enock-Timmermann’s Quantum Transformation Groupoids
In [ET16], M. Enock and T. Timmermann have constructed a version of a transformation
groupoid in the context of measurable quantum groupoids previously introduced by F.
Lesieur and M. Enock. Similarly to Lu’s purely algebraic case, they have considered
a braided commutative Yetter-Drinfeld von Neumann algebra over a locally compact
quantum group as the main ingredient for their construction.
Background
1) Van Daele’s Algebraic quantum groups
In [Van97], A. Van Daele has developed the theory of regular multiplier Hopf algebras as
a generalization of the classical theory of Hopf algebras. In this theory, the condition that
the underlying algebra is unitary or nite dimensional was replaced by a non-degeneracy
property, so in this framework it was possible to work with innite dimensional and non-
unitary algebras. In particular, it was possible to extend some constructions associated
with usual Hopf algebras, for example: the theory of actions and coactions developed
in [DVZ99], pairing between regular multiplier Hopf algebras developed in [DV01], the
construction of the Drinfeld double [DV04], bicrossed products of multiplier Hopf alge-
bras [DVW11, DVW13], and also the Hopf Galois theory, see [VZ99b] and [De 09].
Moreover, in [Van98], A. Van Daele has also introduced the notion of algebraic quantum
groups, which is multiplier Hopf algebra endowed with a left invariant functional. He
has shown in an elegant way, that for this kind of regular multiplier Hopf algebras it
was possible to construct a dual object which is also an algebraic quantum group. This
INTRODUCTION xxxiii
duality is a generalization of the duality of nite dimensional Hopf algebras and the
duality between compact and discrete quantum groups.
If an algebraic quantum group admits a compatible ∗-structure and its left invariant func-
tional is positive, A. Van Daele and J. Kustermans in [KV97] have completed it to a
locally compact quantum quantum group in the C∗-algebra setting. Later on, J. Kuster-
mans in [Kus03], De Commer and Van Daele in [DV10], have shown how it was possible
to extend various objects associated with a ∗-algebraic quantum group, to the operator
algebraic framework.
2) Hopf algebroids as a language for algebraic quantum groupoids
The rst formal denition of a Hopf algebroid was given in [Rav86] in order to general-
ize the function space on a usual groupoid. In [Mal92], the notion of quantum groupoid
had been introduced and studied as a simultaneous generalization of usual groupoids
and of the Drinfeld’s quantum groups. In this work, using the notion of a coalgebroid
already dened in [Del90], the notion of a Hopf bialgebroid was given. Then, in [Mal00],
G. Maltsiniotis generalized his previous work and introduced the notion of a quantum
groupoid that he considered as a non-commutative analogue of a Lie group and of an
algebraic group. One should also note the work of L. Vainerman [Vai92] who has con-
structed a kind of a quantum transformation groupoid.
In the nite dimensional case, in [BNS99] the authors have given the denition of a
weak Hopf algebra that served for the development of the theory of nite quantum
groupoids, later studied and related to other domains of mathematics by D. Nikshych and
L. Vainerman [NV00, NV02] and by D. Nikshych, V. Turaev, and L. Vainerman [NTV03].
We need to say here also that A. Van Daele and S. Wang, in [VW12, VW15], have gen-
eralized the notion of a weak Hopf algebra to the innite dimensional and non-unitary
case. They also developed the theory of integrals and duality for the weak multiplier
Hopf algebras in [VW14, VW17].
In [TV18, TV15], T. Timmermann and A. Van Daele have generalized the notion of a
Hopf algebroid in order to extend simultaneously the notions of a weak multiplier Hopf
algebra and of a Hopf algebroid. Later, T. Timmermann [Tim16, Tim17] has developed
the theory of algebraic quantum groupoids and their duality, extending the Van Daele’s
work on algebraic quantum groups.
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3) Hopf-vonNeumann bimodules andHopf-C∗ bimodules as a lan-
guage for analytical quantum groupoids
The rst steps of the theory of quantum groupoids in the setting of von Neumann al-
gebras were made by J-M. Vallin and M. Enock, who have generalized the concept of a
von Neumann bialgebra and of a multiplicative unitary in [EV00a, EV00b, Val96, Val00].
Later, using these works, F. Lesieur in his PhD thesis [Les03] has developed a general
theory of measured quantum groupoids. He follows the ideas from the theory of locally
compact quantum groups by J. Kustermans and S. Vaes. A main feature of this theory
is a generalization of the Pontrjagin duality: with every measured quantum groupoid,
Lesieur associates a dual of the same nature such that the second dual is naturally iso-
morphic to the initial object.
In contrast to the theory of measured quantum groupoids, a general theory of locally
compact quantum groupoids in the setting of C∗-algebras does not exist yet. But we
can distinguish two attempts for that. The rst one, the PhD thesis of T. Timmmer-
mann [Tim05], where he introduces the theory of Hopf-C∗-modules that we use in this
thesis. The second is the theory in development by B.-J. Kahng and A. Van Daele [KV17a,
KV17b] of a class of locally compact quantum groupoids which is motivated by the
purely algebraic notion of a weak multiplier Hopf algebra.
Main contributions
• The study of the properties of crossed products related to actions of algebraic quan-
tum groups. Here we use systematically the Heisenberg ∗-algebra of an algebraic
quantum group.
• The new denition of a Yetter-Drinfeld ∗-algebra using the algebraic multiplicative
unitary in the purely algebraic setting modelled from the denition developed in
the context of operator algebras. New proofs of many known properties of these
algebras.
Principal results
• The construction of a measured multiplier Hopf ∗-algebroid from a braided com-
mutative Yetter-Drinfeld ∗-algebra endowed with a positive invariant faithful func-
tional (Theorem 3.1.9).
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• The passage to the reduced C∗-completion of an algebraic quantum transforma-
tion groupoid (Theorem 5.2.1).
Outline of the thesis
The structure of this thesis is as follows:
• Part I deals only with purely algebraic aspects, in its presentation we tried to be
as self-contained as possible. This part contains some comments useful for the
understanding of various further results.
∗ Chapter 1 is intended to remind the denitions and constructions from the
theory of multiplier Hopf ∗-algebras and from the theory of measurable mul-
tiplier Hopf ∗-algebroids. We do not have any results in this paragraph.
∗ Chapter 2 is intended to develop the theory of Yetter-Drinfeld ∗-algebras in
the context of algebraic quantum groups. For that, we x notations and prop-
erties of the objects associated with the Van Daele’s theory of algebraic quan-
tum groups. At the end of the chapter, we give the main examples that will
used in the following chapters of this rst part.
∗ Chapter 3 is the most important of this rst part. Here we construct a family
of measurable multiplier Hopf ∗-algebroids associated with braided commu-
tative Yetter-Drinfeld ∗-algebras over algebraic quantum groups. We nish
this chapter by presenting examples of algebraic quantum transformation
groupoids, we show that classical transformation groupoids enter in our pic-
ture.
• Part II deals with analytical aspects, and similarly to the rst part, we tried to be
as self-contained as possible.
∗ Chapter 4 is intended to remind the denitions and constructions associ-
ated with quantum groups in the setting of C∗- and von Neumann alge-
bras. Here we also introduce the objects necessary for the construction of
the C∗- and von Neumann completions of an algebraic quantum transforma-
tion groupoid.
∗ Chapter 5 is the most important in this part. Here we construct the comple-
tion of an algebraic quantum transformation groupoid in the C∗-algebraic
xxxvi INTRODUCTION
setting. These new object preserve duality and we want to show here that
the von Neumann completion gives an example of the Enock-Timmermann’s
quantum transformation groupoid.
Conventions
In the present manuscript:
• We use the term an algebraic quantum group to refer to what A. Van Daele calls a
∗-algebraic quantum group and we will abbreviate it by AQG.
• We use the term "analytic" to refer to objects whose origin or construction is in
the context of operator algebras.
• We consider only idempotent algebras (see Denition 1.1.2).
• We use the covering technique and in particular the Sweedler type leg notation for
multiplier Hopf ∗-algebras and their coactions, for details we refer to Appendix A.
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Part I
Purely algebraic setting

Chapter Nº 1
Preliminaries
1.1 Basic denitions and notations
Let A be a algebra over complex numbers, not necessarily unital. We denote by Aop the
opposite algebra and by A∨ the vector space of linear functionals on A. We denote by
AM a left A-module M with a module map B : A⊗M →M .
Remark 1.
(1) We write AA when we regard A as a left module over itself with respect of the
multiplication on the left.
(2) We denote by Hom(AM, AN) the vector space of A-linear maps between the left
modules M and N , i.e. linear maps T : M → N such that T (aBm) = aB T (m)
for all a ∈ A and m ∈M . In particular, we denote (AM)∨ := Hom(AM, AA).
Denition 1.1.1. A module AM is called
• faithful, if for each non-zero a ∈ A there existsm ∈M such that aBm is non-zero.
• non-degenerate, if for each non-zero m ∈ M there exits a ∈ A such that aBm is
non-zero.
• unital, if ABM := span{aBm : a ∈ A,m ∈M} = M .
• rm, if the module map induces an isomorphism B : AA ⊗ AM ∼= M .
• locally projective, if for every nite number of elements m1,m2, · · · ,mk ∈ M ,
there exist nitely many di ∈ Hom(AM, AA) and ei ∈ Hom(AA, AM) such that
mj =
∑
i
ei(di(mj))
for all j ∈ {1, · · · , k}.
Moreover, we say that AM admits local units in A if for every nite subset F ⊂M there
exists a ∈ A with aBm = m for all m ∈ F .
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Remark 2.
(1) If AM admits local units, then it is non-degenerate and unital.
(2) For right modules, we use similar notations and terminology by identifying right
A-modules with left Aop-modules.
Denition 1.1.2. An algebra A is called
• involutive or ∗-algebra if there exists an anti-linear map ∗ : A → A called the
involution of A such that (a∗)∗ = a for all a ∈ A and (ab)∗ = b∗a∗ for all a, b ∈ A.
• non-degenerate if the modules AA, AA both are non-degenerates.
• idempotent, if one of the modules AA, AA is unital.
• rm, if one of the modules AA, AA is rm.
We say that A admits local units if the modules AA, AA both admit local units in A.
Remark 3. AA (or AA) is non-degenerate if and only if AA (or AA) is faithful, respec-
tively.
Notation 1. For any algebra A, we will use the following notations
L(A) := End(AA), R(A) := End( AA )op.
Proposition 1.1.3. The module AA is non-degenerate, if and only if the natural map
A → L(A)
a 7→ [La : b 7→ ab]
is injective. Similarly, the module AA is non-degenerate, if and only if
A → R(A)
a 7→ [Ra : b 7→ ba]
is injective.
Denition 1.1.4. If the module AA is non-degenerate, the left multiplier algebra of A is
the sub-algebra
Ml(A) := {T ∈ L(A) : AT ⊆ A} ⊆ L(A),
where we identify A with its image in L(A). If the module AA is non-degenerate, like-
wise the right multiplier algebra of A is the sub-algebra
Mr(A) := {T ∈ R(A) : TA ⊆ A} ⊆ R(A),
where we identify A with its image in R(A).
Denition 1.1.5. Let A be an algebra, not necessarily unital. We dene the multiplier
algebra of A to be the algebra
M(A) := {(L,R) ∈ L(A)×R(A) : R(a)b = aL(b) for all a, b ∈ A}.
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with the structure given by
(L,R) · (L′, R′) = (L ◦ L′, R′ ◦R),
for all L,L′ ∈ L(A) and R,R′ ∈ R(A).
Remark 4. It follows from Remark 1.1.3 that ifA is non-degenerate thenA sits inM(A)
as a sub-algebra with the identication a 7→ (La, Ra) for all a ∈ A. In particular, if A
admits a unity, thenM(A) ∼= A.
Proposition 1.1.6 ([Tim17]). If A is non-degenerate, then the left and right multiplier
algebras coincide up to a natural identication. They also identify with the algebraM(A).
Remark 5.
• If A is a ∗-algebra, thenM(A) is also a ∗-algebra with involution given by
(L,R)∗ := (∗ ◦R ◦ ∗, ∗ ◦ L ◦ ∗),
for all (L,R) ∈M(A).
Remark 6. Given P = (P1, P2) ∈M(A) and a ∈ A, we have
P · (La, Ra) = (LP1(a), RP1(a)) and (La, Ra) · P = (LP2(a), RP2(a))
inM(A), then we will write simply
Pa = P1(a) and aP = P2(a).
Denition 1.1.7. Let A, B be two non-degenerate ∗-algebras. A ∗-homomorphism θ :
A→M(B) is called non-degenerate if θ(A)B = B.
Remark 7. Sometimes, we will refer to a homomorphism θ : A → M(B) as a repre-
sentation of A in B. The set of non-degenerate homomorphism from A toM(B) will be
denoted by Hom(A,B).
Proposition 1.1.8. If θ : A→M(B) is a non-degenerate ∗-homomorphism, there exists
a unique ∗-homomorphism θ¯ : M(A) → M(B) such that θ¯(a) = θ(a) for all a ∈ A,
called the extension of θ to multipliers and usually still denoted by θ.
Notation 2. Let A,B be two non-degenerate algebras. Consider the ip map χA,B :
A ⊗ B → B ⊗ A with inverse denoted by χB,A : B ⊗ A → A ⊗ B, then we have the
isomorphism
ΣA,B : M(A⊗B) → M(B ⊗ A)
(L,R) 7→ (χA,B ◦ L ◦ χB,A, χA,B ◦R ◦ χB,A) .
For each invertible element P ∈M(A⊗B), we will denote by Ad(P ) the isomorphism
S ∈M(A⊗B) 7→ PSP−1 ∈M(A⊗B), by Ad(P−1) its inverse. We also consider the
isomorphism ΣP :M(A⊗B)→M(B ⊗ A), dened by
ΣP := ΣA,B ◦ Ad(P ) = Ad(ΣA,B(P )) ◦ ΣA,B,
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with inverse given by the map Σ−1P = Ad(P−1) ◦ ΣB,A = ΣB,A ◦ Ad(ΣA,B(P−1)).
Denition 1.1.9. Let ω be a linear functional on an algebra A, then we say that ω is
faithful if
∀ b ∈ A : ω(ab) = 0⇒ a = 0 and ∀ b ∈ A : ω(ba) = 0⇒ a = 0.
Denition 1.1.10. Let ω be a linear functional on a ∗-algebra A, then we say that ω is
• positive, if ω(a∗a) ≥ 0 for all a ∈ A.
• self-adjoint, if ω(a∗) = ω(a) for all a ∈ A.
Proposition 1.1.11. If ω is a positive linear functional on a ∗-algebraA, then ω is faithful
if and only if for every a ∈ A such that ω(a∗a) = 0, we have a = 0.
Notation 3. For any linear functional ω on a non-degenerate algebraA and any element
P ∈M(A), we dene the linear functionals ωP : A→ C and Pω : A→ C by
ωP (a) := ω(aP ), ωP (a) := ω(Pa)
for every a ∈ A.
Proposition 1.1.12. The mapM(A) ⊗ A∨ → A∨, P ⊗ ω 7→ ωP denes a leftM(A)-
module structure on A∨. Similarly, A∨ ⊗M(A) → A∨, ω ⊗ P 7→ Pω denes a right
M(A)-module structure on A∨.
Notation 4. For any ω ∈ A∨, by the proposition above, we use the notations
A · ω := { ωa : a ∈ A }, ω · A := { aω : a ∈ A }.
Denition 1.1.13. Let ω be a faithful linear functional on an algebra A. We say that ω
admits a modular automorphism, if there exists an automorphism σ : A→ A such that
ω(ab) = ω(bσ(a))
for all a, b ∈ A. If there exist this automorphism it is unique and sometimes it is denoted
by σω.
Remark 8. One can easily verify that a faithful linear functional ω ∈ A∨ admits a mod-
ular automorphism if and only if A · ω = ω ·A. In this case, the modular automorphism
σ is characterized by the relation ωσ(a) = aω for all a ∈ A.
Proposition 1.1.14. LetA be a non-degenerate algebra which admits local units. IfX is a
unital left A-module through the module mapB : A⊗X → X , then there exists a unique
module map B :M(A)⊗X → X turning X into a leftM(A)-module.
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Proof Let x ∈ X , becauseB is unital then there exist nite elements ai ∈ A and yi ∈ X
such that x =
∑
i ai B yi. As A admits local units, there exits an element a ∈ A such
that aai = ai for every i. Then aBx = aB(
∑
i aiByi) =
∑
i aaiByi =
∑
i aiByi = x.
This implies that every element of X is of the form aB x with a ∈ A and x ∈ X .
Now, x P ∈ M(A) and x ∈ X . Suppose we have a, a′ ∈ A such that a B x = a′ B x,
then because A admits local units we have a′′ ∈ A such that a′′a = a and a′′a′ = a′, and
PaB x = Pa′′aB x = Pa′′ B (aB x) = Pa′′ B (a′ B x) = Pa′′a′ B x = Pa′ B x.
We can dene now the action of an element P ∈M(A) on X by
P B (aB x) := PaB x,
for all a ∈ A, x ∈ X . It is easy to show that this denes a structure of leftM(A)-module
on X .
Remark 9. The module map B :M(A)⊗X → X as above is called the extension of B
to multipliers.
1.1.1 The multiplier algebra of a non-degenerate ∗-algebra
Let A be a non-degenerate ∗-algebra and consider the map
〈 · , · 〉A : A× A→ A, a× b 7→ a∗b.
This map satises the following properties:
• 〈 a , λ1b1 + λ2b2 〉A = λ1〈 a , b1 〉A + λ2〈 a , b2 〉A,
• 〈λ1a1 + λ2a2 , b 〉A = λ1〈 a1 , b 〉A + λ2〈 a2 , b 〉A,
• 〈 a , bc 〉A = 〈 a , b 〉Ac,
• 〈 ac , b 〉A = c∗〈 a , b 〉A,
• 〈 a , b 〉∗A = 〈 b , a 〉A,
for all a, a1, a2, b, b1, b2 ∈ A and λ1, λ2 ∈ C. Moreover, if 〈 a , b 〉A = 0 for all b ∈ A,
then a = 0.
Denition 1.1.15 ([Pal18]). LetA be a ∗-algebra. A map T : A→ A is called adjointable
on A if there is a map T ′ : A→ A such that
〈T (a) , b 〉A = 〈 a , T ′(b) 〉A
for all a, b ∈ A. The map T ′ is called an adjoint map for T .
The following results are similar to the ones in the case of Hilbert C∗-modules [Lan95].
Proposition 1.1.16 ([Pal18]). Let A be a non-degenerate ∗-algebra. If T : A → A is an
adjointable map, then T is a right A-linear map. Moreover, its adjoint map is unique and
denoted by T †, which is also an adjointable map with (T †)† = T .
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We will denote by LA(A) the ∗-algebra of all adjointable maps on A with involution
given by T 7→ T †. For every map T : A → A, we dene the map T ] : A → A by
a 7→ T (a∗)∗. We observe that T is a left (right) A-linear map if and only if T ] is a
right (left) A-linear map, respectively. Recall that for a non-degenerate ∗-algebra A, its
multiplier algebra is given by
M(A) = {(L,R) ∈ Hom(AA)× Hom(AA) : R(a)b = aL(b) for all a, b ∈ A}.
The next proposition caracterizes the multiplier algebras of non-degenerate ∗-algebras.
Proposition 1.1.17. There is a ∗-isomorphism
F :M(A)→ LA(A), (L,R) 7→ L
with inverse given by
F−1 : LA(A)→M(A), T 7→ (T, (T †)])
Proof Take (L,R) ∈M(A), then
〈L(a) , b 〉A = L(a)∗b = (b∗L(a))∗ = (R(b∗)a)∗ = a∗(R(b∗)∗) = 〈 a , R](b) 〉A
for all a, b ∈ A, then L is an adjointable map. Conversely, if T : A→ A is an adjointable
map, we have
(T †)](a)b = (T †(a∗))∗b = (〈 b , T †(a∗) 〉A)∗ = (〈T (b) , a∗ 〉A)∗ = 〈 a∗ , T (b) 〉A = aT (b)
for all a, b ∈ A. Then (T, (̂T ∗)) ∈M(A). Moreover,
F((L,R)∗) = F((R], L])) = R] = L†.
1.1.2 Factorizable functionals on bimodules
Denition 1.1.18 (Denition 3.5, [Tim16]). LetB andC be non-degenerate, idempotent
algebras with faithful functionals µB and µC , respectively, and let M be a unital B-C-
bimodule. We call a functional ω ∈M∨ factorizable with respect to (µB, µC), if there exit
maps Bω ∈ Hom(BM, BB) and ωC ∈ Hom(MC , CC) such that
µB ◦ Bω = ω = µC ◦ ωC .
We denote by (BMC)unionsq ⊆M∨ the vector sub-space of all such factorizable functionals.
Remark 10.
• A functional ω ∈ M∨ is factorizable if and only if there exist linear maps Bω :
M → B and ωC : M → C such that for all x ∈ B, y ∈ C , m ∈M ,
ω(xm) = µB(xBω(m)) and ω(my) = µC(ωC(m)y).
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• If ω ∈M∨ is factorizable, the maps Bω and ωC are uniquely determined.
• Evidently, the assignment BMC → (BMC)unionsq is functorial.
The important property of factorizable functionals is that one can form slice maps and
tensor products for such functionals as follows.
Lemma 1.1.19 (Lemma 3.4, [Tim16]). Let BMC be a unital B-C-bimodule and CND a
unital C-D-bimodule, where B, C ,D are non-degenerate, idempotent algebras with faith-
ful functionals µB , µC , µD, respectively. Take θ ∈ (BMC)unionsq and ω ∈ (CND)unionsq. Then, the
following slice maps
θC ⊗¯ id : MC ⊗ CND → ND, m⊗ n 7→ θC(m)n,
id ⊗¯ Cω : BMC ⊗ CN → BM, m⊗ n 7→ mCω(n)
are morphisms of modules, and the map
θ ⊗
µC
ω := θ ◦ (id ⊗¯ Cω) = ω ◦ (θC ⊗¯ id)
is a factorizable functional which belongs to (BMC ⊗ CND)unionsq and satises
(θ ⊗
µC
ω)(m⊗ n) = µC(θC(m)Cω(n))
for allm ∈M , n ∈ N .
Notation 5. Let M be a B-C-bimodule. If ω ∈M∨, we can dene the functional
y · ω · x : M → C, m 7→ ω(x ·m · y),
for all x ∈ B and y ∈ C .
Lemma 1.1.20 (Lemma 3.5, [Tim16]). Suppose that the functionals µB and µC admit
modular automorphisms σB and σC , respectively. Then, the vector space (BMC)unionsq is an
M(B)-M(C)-sub-bimodule ofM∨ and
B(y · ω · x)(m) = Bω(my)σB(x), (y · ω · x)C(m) = σ−1C (y)ωC(mx)
for all ω ∈ (BMC)unionsq, x ∈ B and y ∈ C .
1.2 Theory of multiplier Hopf ∗-algebras
1.2.1 Multiplier Hopf ∗-algebras
Denition 1.2.1 (Denition 2.2, [Van94]). Let A be a non-degenerate ∗-algebra. A co-
multiplication on A is a ∗-homomorphism ∆ : A→M(A⊗ A) such that
• ∆(a)(1⊗ b) and (a⊗ 1)∆(b) belong to A⊗ A for all a, b ∈ A,
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• ∆ is coassociative in the following sense
(a⊗ 1⊗ 1)(∆⊗ id)(∆(b)(1⊗ c)) = (id⊗∆)((a⊗ 1)∆(b))(1⊗ 1⊗ c)
for all a, b, c ∈ A.
Denition 1.2.2 (Denition 2.3, [Van94]). Let A be a non-degenerate ∗-algebra and ∆
a comultiplication on A. We say that (A,∆) is a multiplier Hopf ∗-algebra if the linear
maps from A⊗ A to itself, dened by
T1 : a⊗ b 7→ ∆(a)(1⊗ b), T2 : a⊗ b 7→ (a⊗ 1)∆(b)
are bijective.
Remark 11.
• Any unital Hopf ∗-algebra is a particular case of a multiplier Hopf ∗-algebra.
• The map ∆cop := ΣA,A ◦∆ is also a comultiplication on A. Then (A,∆cop) is also
a multiplier Hopf ∗-algebra.
Proposition 1.2.3 (Proposition 2.4, [Van97]). Let (A,∆) be a multiplier Hopf ∗-algebra.
There exists a unique ∗-homomorphism ε : A→ C, named the counit, satisfying
(ε⊗ id)(∆(a)(1⊗ b)) = ab, and (id⊗ ε)((a⊗ 1)∆(b)) = ab
for all a, b ∈ A. There exists also a unique anti-∗-isomorphism S : A → A, named the
antipode, satisfying
m(S ⊗ id)(∆(a)(1⊗ b)) = ε(a)b, and m(id⊗ S)((a⊗ 1)∆(b)) = ε(b)a
for all a, b ∈ A, wherem denotes the multiplication map from A⊗ A to A, and
S ◦ ∗ ◦ S ◦ ∗ = idA.
Proposition 1.2.4 (Proposition 2.5, [Van97]). Let (A,∆) be a multiplier Hopf ∗-algebra.
If A is a unital ∗-algebra, then (A,∆) is a Hopf ∗-algebra.
Example 1.2.5. Let G be a group and let Funf (G) be the ∗-algebra of complex nitely
supported functions on G. In this case,M(Funf (G)) is the ∗-algebra of all complex func-
tions on G, Funf (G)⊗ Funf (G) can be naturally identied with the ∗-algebra of complex
nitely supported functions onG×G, andM(Funf (G)⊗Funf (G)) can be identied with
the space of all complex functions on G×G. We dene the ∗-homomorphism
∆ : Funf (G) → M(Funf (G)⊗ Funf (G))
p 7→ [∆(p) : (g, h) 7→ p(gh)]
CHAPTER Nº 1. PRELIMINARIES 11
For all p, q ∈ Funf (G), the functions
∆(p)(1⊗ q) : G×G → C
(g, h) 7→ p(gh)q(h)
and
(p⊗ 1)∆(q) : G×G → C
(g, h) 7→ p(g)q(gh)
have nite support, so belong to Funf (G) ⊗ Funf (G); the coasssociativity of ∆ is an im-
mediate consequence of the associativity of the multiplication on G. So ∆ is a comul-
tiplication on Funf (G). The map T1, given by (T1p)(g, h) = f(gh, h), is bijective and
its inverse R1 is given by (R1p)(g, h) = p(gh−1, h). Similarly, the map T2, given by
(T2p)(g, h) = p(g, gh), is bijective and its inverseR2 is given by (R2p)(g, h) = p(g, g−1h).
Then (Funf (G),∆) is a commutative multiplier Hopf ∗-algebra. In this case, it is easy to
show that its counit is given by
ε : Funf (G) → C
p 7→ p(e)
and its antipode is given by
S : Funf (G) → Funf (G)
p 7→ [S(p) : g 7→ p(g−1)] .
LetC[G] be the group ∗-algebra ofG, i.e., as a vector space it is generated by formal elements
{Ug}g∈G, the algebra structure is given by the multiplication UgUh = Ugh for all g, h ∈ G
and the ∗-structure is given by (Ug)∗ = Ug−1 . For each element x ∈ C[G], there exists a
unique complex nitely supported function px : G → C, such that x =
∑
g∈G px(g)Ug.
We dene the ∗-homomorphism
∆′ : C[G] → C[G]⊗ C[G]
Ug 7→ Ug ⊗ Ug
The pair (C[G],∆′) is a Hopf ∗-algebra, its counit is given by
ε′ : C[G] → C
Ug 7→ 1
and its antipode is given by
S ′ : C[G] → C[G]
Ug 7→ Ug−1 .
Denition 1.2.6 ([Van98]). Let (A,∆A), (B,∆B) be two multiplier Hopf ∗-algebras. A
non-degenerate ∗-homomorphism T : A → M(B) is called a morphism of multiplier
Hopf ∗-algebras if
∆B ◦ T = (T ⊗ T ) ◦∆A
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It is easy to prove the following
Lemma 1.2.7. Let T1 : A → M(B), T2 : B → M(A) be two morphisms of multiplier
Hopf ∗-algebras. We have
(i) If T2 ◦ T1 = idA, then A ⊆ T2(B) ⊆M(A).
(ii) If T1 ◦ T2 = idB , then B ⊆ T1(A) ⊆M(B).
(iii) If T2 ◦ T1 = idA and T1 ◦ T2 = idB , then T1(A) = B and T2(B) = A.
Proof
(i) For all a ∈ A and b ∈ B, because T2(T1(a)) = a, we have
T2(T1(a)b)a
′ = T2(T1(a))T2(b)a′ = aT2(b)a′
for all a′ ∈ A, and the non-degeneracy of A, implies T2(T1(a)b) = aT2(b). Finally,
the non-degeneracy of the morphism T2 implies A = AT2(B) ⊆ T2(B).
(ii) Similar to item (i).
(iii) If T2 ◦ T1 = idA and T1 ◦ T2 = idB , by item (i), A ⊆ T2(B), and by item (ii),
B ⊆ T1(A). For conclude, we have B ⊆ T1(A) ⊆ T1(T2(B)) = B. The other
equality is similar.
Remark 12. Let a ∈ A and ω be a non-zero linear functional on A. We will denote by
(id⊗ ω)(∆(a)) the element inM(A) such that
[(id⊗ ω)(∆(a))]a′ := (id⊗ ω)(∆(a)(a′ ⊗ 1)),
a′[(id⊗ ω)(∆(a))] := (id⊗ ω)((a′ ⊗ 1)∆(a))
for every a′ ∈ A. Of course, we will use a similar notation for (ω ⊗ id)(∆(a)).
Denition 1.2.8 (Denition 3.2,[Van98]). Let (A,∆) be a multiplier Hopf ∗-algebra and
ϕ, ψ be non-zero linear functionals on A. We say that ϕ is left invariant if
(id⊗ ϕ)(∆(a)) = ϕ(a)1M(A)
for every a ∈ A. Similarly, we say that ψ is right invariant if
(ψ ⊗ id)(∆(a)) = ψ(a)1M(A)
for every a, b ∈ A.
Proposition 1.2.9 (Proposition 3.11, [Van98]). If ϕ is a non-zero left invariant functional
with respect to ∆, then we also have the next relation
(id⊗ ϕ)((1⊗ a)∆(b)) = S((id⊗ ϕ)(∆(a)(1⊗ b))),
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for all a, b ∈ A. This equality is called the strong left invariance of ϕ. Similarly, if ψ is a
non-zero right invariant functional with respect to ∆, then we have the next relation
(ψ ⊗ id)(∆(a)(b⊗ 1)) = S((ψ ⊗ id)((a⊗ 1)∆(b))),
for all a, b ∈ A. This equality is called the strong right invariance of ψ.
Theorem 1.2.10 (Theorem 3.7, [Van98]). Let (A,∆) be a multiplier Hopf ∗-algebra. If
(A,∆) admits a non-zero left invariant functional, then it is unique (up to a scalar) and
there exists also a unique right invariant functional. These functionals are faithful.
Remark 13. Usually, non-zero invariant functionals are called integrals in the Hopf al-
gebra theory and Haar measures in the quantum group setting. We will, throughout this
work, speak about integrals.
Proposition 1.2.11 (Proposition 3.8 – Proposition 3.10,[Van98]). Let (A,∆) be a mul-
tiplier Hopf ∗-algebra. If there is a left integral ϕ on A and we consider the right integral
ψ := ϕ ◦ S on A, then
• There exists an invertible element δ ∈M(A) such that
∆(δ) = δ ⊗ δ, ε(δ) = 1, S(δ) = δ−1
and
(ϕ⊗ id)(∆(a)) = ϕ(a)δ, (id⊗ ψ)(∆(a)) = ψ(a)δ−1,
for all a ∈ A. Moreover,
ϕ(S(a)) = ϕ(aδ), ψ(S−1(a)) = ψ(aδ−1),
for all a ∈ A.
• There exists an automorphism ρ : A → A such that ϕ(ab) = ϕ(bρ(a)) for all
a, b ∈ A, ϕ is ρ-invariant, i.e. ϕ(ρ(a)) = ϕ(a) for all a ∈ A and
∆(ρ(a)) = (S2 ⊗ ρ)(∆(a))
for all a ∈ A. Similarly, there is an automorphism ρ′ : A → A such that ψ(ab) =
ψ(bρ′(a)) for all a, b ∈ A, ψ is ρ′-invariant and ∆ ◦ ρ′ = (ρ′ ⊗ S−2) ◦∆. Moreover,
we have the relations
S ◦ ρ′ = ρ−1 ◦ S, ρ′(·) = δρ(·)δ−1.
Proposition 1.2.12 (Proposition 1.2 [VZ99a] and Lemma 2.2 - Lemma 2.11 [Ver06]). If
(A,∆) is a multiplier Hopf ∗-algebra, then given a1, · · · , an ∈ A, there exist an element
e ∈ A such that eai = aie = ai for every i ∈ {1, . . . , n}.
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Example 1.2.13. Let G be a group. If we dene the non-zero linear functional
ϕ : Funf (G) → C
p 7→
∑
g∈G
p(g)
then one can see that, for all p, q ∈ Funf (G), g ∈ G,
[(id⊗ ϕ)(∆(p)(q⊗ 1))](g) = [ϕ(p)q](g), [(id⊗ ϕ)((p⊗ 1)∆(q))](g) = [ϕ(q)p](g),
(ϕ ◦ S)(p) =
∑
g∈G
p(g−1) = ϕ(p),
then ϕ is a faithful left and right integral for (Funf (G),∆). Also, we dene the non-zero
linear functional
ϕ′ : C[G] → C
Ug 7→ δg,e
and we have
(id⊗ ϕ′)(∆(Ug)(Uh ⊗ 1)) = (ϕ′ ⊗ id)(∆(Ug)(1⊗ Uh)) = δg,eUgh = ϕ′(Ug)Uh
(id⊗ ϕ′)((Ug ⊗ 1)∆(Uh) = (ϕ′ ⊗ id)((1⊗ Ug)∆(Uh)) = δh,eUgh = ϕ′(Uh)Ug
for all g, h ∈ G, then ϕ′ is a faithful left and right integral for (C[G],∆′).
Remark 14. Let (A,∆) be a multiplier Hop ∗-algebra.
• When we write (A,∆, ϕ), we say that ϕ is a left integral for (A,∆).
• When we write (A,∆, ϕ, ψ), we say that ϕ is a left integral for (A,∆) and ψ is a
right integral for (A,∆).
1.2.2 Duality for multiplier Hopf ∗-algebras with integrals
Let (A,∆) be a multiplier Hopf ∗-algebra with a positive faithful left integral ϕ. We x
ψ := ϕ ◦ S as its positive faithful right integral. We denote by Â the space of linear
functionals on A of the form ϕa where a ∈ A. By Proposition 1.2.11, we have
Â = {ϕa : a ∈ A} = {aϕ : a ∈ A} = {ψa : a ∈ A} = {aψ : a ∈ A}
Remark 15. By Proposition 1.2.11, we have ϕa = ψaδ−1 and aϕ = ϕρ(a) for all a ∈ A.
Proposition 1.2.14 (Proposition 4.2, [Van98]). Let ω1, ω2 be elements of Â. Then, we can
dene a linear functional ω1 · ω2 on A by
(ω1 · ω2)(a) := (ω1 ⊗ ω2)(∆(a))
and ω1 · ω2 ∈ Â. This multiplication is non-degenerate and turns Â into an associative
algebra.
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Remark 16. In [Kus97a], Kustermans shows that the multiplier algebraM(Â) can be
identied with the space
{ω ∈ A∨ : (ω ⊗ id)(∆(a)) ∈ A, (id⊗ ω)(∆(a)) ∈ A for all a ∈ A}
Proposition 1.2.15 (Proposition [Van98]). For every ω ∈ Â, the functional ω∗ : a 7→
ω(S(a)∗) is in Â. Moreover, the map ω 7→ ω∗ is an anti-linear anti-homomorphism on Â,
then Â is a ∗-algebra.
Proposition 1.2.16 (Proposition 4.6, [Van98]). There exists a ∗-homomorphism ∆̂ : Â→
M(Â⊗ Â) such that
(∆̂(ω1) · (1⊗ ω2))(a⊗ b) = (ω1 ⊗ ω2)((a⊗ 1)∆(b)),
((ω1 ⊗ 1) · ∆̂(ω2))(a⊗ b) = (ω1 ⊗ ω2)(∆(a)(1⊗ b))
for all ω1, ω2 ∈ Â and a, b ∈ A.
Proposition 1.2.17 (Proposition 4.7, [Van98]). The pair (Â, ∆̂) is a multiplier Hopf ∗-
algebra. Its antipode Ŝ is given for all ω ∈ Â and a ∈ A by:
Ŝ(ω)(a) := ω(S(a))
and the counit ε̂ is given by
ε̂(ω) := ω(1M(A)).
Remark 17. For any a ∈ A, the map F : A → Â : a 7→ ϕa is a bijection, called the
Fourier transform.
Proposition 1.2.18 (Proposition 4.8 - 4.9. [Van98]). The maps from Â to C given by
ϕ̂(aψ) := ε(a) and ψ̂(ϕa) := ε(a),
for all a ∈ A, dene left and right integrals for (Â, ∆̂), respectively.
Lemma 1.2.19 (Lemma 4.11, [Van98]). For all a ∈ A and ω ∈ Â, we have that
ψ̂(ω · ϕa) = ω(S−1(a)).
In particular, we have the identity ψ̂((ϕb)∗ · ϕa) = ϕ(b∗a) for all a, b ∈ A.
Theorem 1.2.20 (Theorem 4.12, [Van98]). If (A,∆) is a multiplier Hopf ∗-algebra with
integrals, then (Â, ∆̂) is a ∗-multiplier Hopf algebra with integrals. Moreover, if we dene
Γ(a)(ω) := ω(a)
whenever a ∈ A and ω ∈ Â, then Γ(a) ∈ ̂̂A and Γ is an isomorphism of multiplier Hopf
∗-algebras between (A,∆) and the dual of (Â, ∆̂).
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Example 1.2.21. LetG be a group, by the Example 1.2.5 and Example 1.2.13, we have two
multiplier Hopf ∗-algebras with integrals (Funf (G),∆, ϕ) and (C[G],∆′, ϕ′). The bilinear
map dened by
( · , · ) : Funf (G)× C[G] → C
(p, Ug) 7→ p(g)
allows to identify C[G] with ̂Funf (G) as algebras, i.e., for each element Ug ∈ C[G], we
have
Ug(p) := (p, Ug) = p(g) =
∑
h∈G
p(h)δg(h) = ϕ(p · δg) = ϕδg(p),
for all p ∈ Funf (G), here δg denoted the Dirac function h 7→ δg,h.
(p · q, Ug) = p(g)q(g) = (p, Ug)(q, Ug) = (p⊗ q,∆′(Ug)),
(p, UgUh) = p(gh) = (Ug ⊗ Uh)∆(p) = (∆(p), Ug ⊗ Uh),
for all p, q ∈ Funf (G), g, h ∈ G. Moreover, we see that
ε′(Ug) = 1 = Ug
(∑
h∈G
δh
)
= Ug(1),
S ′(Ug)(p) = Ug−1(p) = p(g
−1) = S(p)(g) = Ug(S(p)),
ϕ′(ϕδg) = ϕ
′(Ug) = δg,e = ε(δg),
for all p ∈ Funf (G), g ∈ G. Then, the two multiplier Hopf ∗-algebras with integrals
(Funf (G),∆, ϕ), (C[G],∆′, ϕ′) are in duality.
1.2.3 Corepresentations of multiplier Hopf ∗-algebras
Let (A,∆) be a multiplier Hopf ∗-algebra.
Denition 1.2.22 (Denition 7.5, [Kus97a]). Let X be a non-degenerate ∗-algebra. An
unitary element W ∈M(A⊗X) is called a unitary corepresentation of (A,∆) on X if
(∆⊗ id)(W ) = W13W23
inM(A⊗ A⊗X).
Proposition 1.2.23 (Proposition 5.8, [Kus97a] - Proposition 2.1, [KVZ00]). If W is a
unitary corepresentation of (A,∆) on a non-degenerate ∗-algebra X , then we have the
following equations inM(A⊗X):
(A⊗ 1M(X))W (1M(A) ⊗X) = A⊗X, (1M(A) ⊗X)W (A⊗ 1M(X)) = A⊗X,
(A⊗ 1M(X))W ∗(1M(A) ⊗X) = A⊗X, (1M(A) ⊗X)W ∗(A⊗ 1M(X)) = A⊗X.
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1.2.4 Actions of multiplier Hopf ∗-algebras
Notation 6. Let (A,∆) be a multiplier Hopf ∗-algebra. From now on, given a ∈ A, we
will use the notation
∆(a) = a(1) ⊗ a(2)
in the following sense:
a(1)b⊗ a(2) := ∆(a)(b⊗ 1), a(1) ⊗ a(2)b := ∆(a)(1⊗ b)
ba(1) ⊗ a(2) := (b⊗ 1)∆(a), a(1) ⊗ ba(2) := (1⊗ b)∆(a)
for all b ∈ B.
Remark 18. Let (A,∆) be a multiplier Hopf ∗-algebra and X a left unital A-module
with module map B : A ⊗X → X . Fix a ∈ A and x, y ∈ X , then there exist b, c ∈ A
such that bB x = x and cB y = y. We dene
(a(1) B x)(a(2) B y) := (a(1)bB x)(a(2)cB y),
as element in X , because a(1)b ⊗ a(2)c = ∆(a)(b ⊗ c) ∈ A ⊗ A. To see that this is well
dened, take two elements b′, c′ ∈ A such that b′ B x = x and c′ B y = y. Because, A
has local units, there exist b′′, c′′ ∈ A such that b′′b = b, b′′b′ = b′, c′′c = c and c′′c′ = c′,
then
(a(1)b
′ B x)(a(2)c′ B y) = (a(1)b′′b′ B x)(a(2)c′′c′ B y)
= (a(1)b
′′ B (b′ B x))(a(2)c′′ B (c′ B y))
= (a(1)b
′′ B (bB x))(a(2)c′′ B (cB y))
= (a(1)b
′′bB x)(a(2)c′′cB y)
= (a(1)bB x)(a(2)cB y).
Denition 1.2.24 (Denition, [DVZ99]). Let (A,∆) be a multiplier Hopf ∗-algebra. A
non-degenerate ∗-algebra X is called a left (A,∆)-module ∗-algebra, if X is a left unital
A-module with module map B : A⊗X → X and satises the conditions
aB (xy) = (a(1) B x)(a(2) B y), a∗ B x∗ = (S−1(a)B x)∗, (1.1)
for all a ∈ A and x, y ∈ X . Similarly, a non-degenerate ∗-algebra X is called a right
(A,∆)-module ∗-algebra, ifX is a right unitalA-module with module mapC : X⊗A→
X and satises the conditions
(xy)C a = (xC a(1))(y C a(2)), x∗ C a∗ = (xC S−1(a))∗
for all a ∈ A and x, y ∈ X .
Denition 1.2.25 ([DVZ99]). Let X be a non-degenerate left (A,∆)-module ∗-algebra.
We dene the ∗-algebra X #A, called the smash product associated with the left action of
(A,∆) on X , as the vector space X ⊗ A with the structure of a ∗-algebra given by
(x# a)(y# b) = x(a(1) B y) # a(2)b, (x# a)∗ = (S−1(a(1))B x)∗# a∗(2)
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for all x, y ∈ X and a, b ∈ A. This ∗-algebra X #A is associative and non-degenerate.
Similarly, if X is a non-degenerate right (A,∆)-module ∗-algebra, we dene the ∗-
algebra A#X , called the smash product associated with the right action of (A,∆) on
X , as the vector space A⊗X with the structure of a ∗-algebra given by
(a#x)(b# y) = ab(1) # (xC b(2))y, (a#x)∗ = a∗(1) # (xC S−1(a(2)))∗
for all x, y ∈ X and a, b ∈ A. This ∗-algebra A#X is also associative and non-
degenerate.
Remark 19. The above multiplications is well dened because
a(1) ⊗ a(2)b = ∆(a)(1⊗ b) ∈ A⊗ A, ab(1) ⊗ b(2) = (a⊗ 1)∆(b) ∈ A⊗ A,
for all a, b ∈ A. Also, using the fact that for every x ∈ X , there exists ax ∈ A such that
ax B x = x, the next expression make sense
(x# a)∗ = (S−1(a(1))B x)∗# a∗(2) := (S−1(a(1))ax B x)∗# a∗(2).
Proposition 1.2.26 (Proposition 6.2, [DVZ99]). Let B : A ⊗ X → X be a left action
of the multiplier Hopf ∗-algebra (A,∆) on a non-degenerate ∗-algebra X . Then the linear
map
B¯ : X #A⊗X → X
x# a⊗ y 7→ x(aB y)
is a faithful left action. Similarly, let C : X ⊗ A → X be a right action of the multiplier
Hopf ∗-algebra (A,∆) on a non-degenerate ∗-algebra X . Then the linear map
C¯ : X ⊗ A#X → X
y ⊗ a#x 7→ (y C a)x
is a faithful right action.
Denition 1.2.27 (Denition 4.13, [DVZ99]). A left action B : A ⊗ X → X of a
multiplier Hopf ∗-algebra (A,∆) on a non-degenerate ∗- algebra X is called a inner if
there exists a non-degenerate ∗-representation γ : A→M(X) of A on X such that
γ(a)x = (a(1) B x)γ(a(2)) or equivalently aB x = γ(a(1))xγ(S(a(2)))
for all a ∈ A, x ∈ X . Similarly, a right action C : X ⊗ A → X of the multiplier
Hopf ∗-algebra (A,∆) on a non-degenerate ∗-algebra X is called a inner if there exists a
non-degenerate ∗-representation γ : A→M(X) of A on X such that
γ(a)x = (xC a(2))γ(a(1)) or equivalently xC a = γ(S(a(1)))xγ(a(2))
for all a ∈ A and x ∈ X . In both cases, we say that the action is implemented by γ.
Remark 20. Fix a ∈ A and x ∈ X . Because γ is non-degenerate, there exists e ∈ A such
that x = γ(e)x, then a(1)e⊗ a(2) = ∆(a)(e⊗ 1) ∈ A⊗A and we see that the expresion
γ(a(1))xγ(S(a(2))) = γ(a(1)e)xγ(S(a(2)))
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makes sense.
We have the next important result.
Proposition 1.2.28 (Proposition 5.12, [DVZ99]). If the left action of a multiplier Hopf
∗-algebra (A,∆) on a non-degenerate ∗-algebra X is inner, then the linear map
X #A→ X ⊗ A, x# a 7→ xγ(a(1))⊗ a(2)
is an isomorphism of ∗-algebras with inverse given by
X ⊗ A→ X #A, x⊗ a 7→ xγ(S(a(1))) # a(2).
Similarly, if the right action of a multiplier Hopf ∗-algebra (A,∆) on X is inner, then the
linear map
A#X → A⊗X, a#x 7→ a(1) ⊗ γ(a(2))x
is an isomorphism of ∗-algebras with inverse given by
A⊗X → A#X, a⊗ x 7→ a(1) # γ(S(a(2)))x.
Proposition 1.2.29 (Proposition 4.2. [KVZ00]). Let B : A ⊗ X → X be a left action
of a multiplier Hopf ∗-algebra (A,∆) on a non-degenerate ∗-algebra X . The action B is
inner if and only if there is an algebra ∗-isomorphism f : X #A → X ⊗ A such that
f(x# 1M(A)) = x⊗ 1 for all x ∈ X .
1.2.5 Pairing of multiplier Hopf ∗-algebras
Let (A,∆A), (B,∆B) be two multiplier Hopf ∗-algebras and p : A×B → C be a bilinear
map. For all a ∈ A and b ∈ B, we dene the linear functionals ap := p(a, ·) ∈ B∨ and
pb := p(·, b) ∈ A∨.
Denition 1.2.30 (Denition 2.1, [DV01]). A pre-pairing for the pair (A,B) is a bilinear
map p : A×B → C such that
(i) (ap⊗ id)∆B(b) ∈ B and (id⊗ ap)∆B(b) ∈ B,
(ii) (pb ⊗ id)∆A(a) ∈ A and (id⊗ pb)∆A(a) ∈ A,
(iii) ap(id⊗ a′p)∆B(b) = a′p(a′p⊗ id)∆B(b) = aa′p(b),
(iv) pb(id⊗ pb′)∆A(a) = pb′(pb ⊗ id)∆A(a) = pbb′(a),
for all a, a′ ∈ A and b, b′ ∈ B.
Remark 21. By the conditions above, a pre-pairing p : A×B → C induces linear maps
IA: A⊗B → B
a⊗ b 7→ (id⊗ ap)∆B(b)
JA: B ⊗ A → B
b⊗ a 7→ (ap⊗ id)∆B(b)
IB: B ⊗ A → A
b⊗ a 7→ (id⊗ pb)∆A(a)
JB: A⊗B → A
a⊗ b 7→ (pb ⊗ id)∆A(a)
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such that (B,IA) is a left A-module, (B,JA) is a right A-module, (A,IB) is a left
B-module and (A,JB) is a right B-module, respectively.
Lemma 1.2.31 (Lemma 2.3, [DV01]). We have
p(a, a′ IA b) = p(aa′, b), p(a, b JA a′) = (a′a, b),
p(b IB a, b′) = p(a, b′b), p(a JB b, b′) = p(a, bb′),
for all a, a ∈ A and b, b′ ∈ B.
Denition 1.2.32 (Denition 2.8, [DV01]). A pairing for the pair (A,B) is a pre-pairing
p : A×B → C such that the induced actions are unital and satises the conditions
p(a∗, b) = p(a, SB(b)∗), p(a, b∗) = p(SA(a)∗, b)
for all a ∈ A and b ∈ B.
Remark 22. It is shown in [DV01], that it suces to demand the unital property only
for one of the actions dened in Remark 21.
Remark 23. If p : A×B → C is a pairing for (A,B), then the following extensions are
well dened :
p : M(A)×B → C
(L,R)× (a IA b) 7→ p(L(a), b)
(L,R)× (b JA a) 7→ p(R(a), b)
p : A×M(B) → C
(b IB a)× (L,R) 7→ p(a, L(b))
(a JB b)× (L,R) 7→ p(a,R(b))
Proposition 1.2.33 (Proposition, [DV01]). Let p, p′ be two pairings for tha pair (A,B).
Then the bilinear map
(p⊗ p′) : (A⊗ A)× (B ⊗B) → C
(a⊗ a′)× (b⊗ b′) 7→ p(a, b)p′(a′, b′)
is a pairing for (A⊗ A,B ⊗B). It is called the tensor product pairing of p and p′.
Remark 24. Let p be a pairing for the pair (A,B). Then, it is obvious that the bilinear
map p¯ : B × A → C, p¯(b, a) = p(a, b), is a pairing for the pair (B,A). This pairing is
called the ipped pairing of p.
Proposition 1.2.34 (Proposition 1.2, [Van18]). Let p be a pairing for tha pair (A,B).
Consider the tensor product pairing for (A⊗ A,B ⊗ B), p2 := p⊗ p, and its extension to
multiplier algebras as in Remark 23. Then, we have
p2(∆A(a), b⊗ b′) = p(a, bb′), p2(a⊗ a′,∆B(b)) = p(aa′, b),
for all a, a′ ∈ A and b, b′ ∈ B.
Let p : A×B → C be a pairing for (A,B). Take the non-degenerate unital right action
of B on A, JB: A⊗B → A, induced by this pairing.
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Remark 25. Fix a ∈ A and b ∈ B, because we have
a′(a JB b) = a′(pb⊗id)(∆A(a)) = (pb⊗id)((1⊗a′)∆A(a)) = a′pb(a(1))a(2) = a′p(a(1), b)a(2),
for all a′ ∈ A, we can write simply a JB b = p(a(1), b)a(2).
The next lemma shows that A is a right (B,∆B)-module ∗-algebra for the module map
JB: A⊗B → A. It can be proved by direct calculations.
Lemma 1.2.35 ([Van18]). We have
(aa′) JB b = (a JB b(1))(a′ JB b(2)), a∗ JB b∗ = (a JB S−1B (b))∗
for all a, a′ ∈ A and b ∈ B. Here, wemake use of the Sweedler type leg notation, b(1)⊗b(2) =
∆B(b).
Denition 1.2.36 ([Van18]). The Heisenberg ∗-algebra associated with the pairing p :
A × B → C, is the smash product B#A associated with the unital right action JB:
A⊗B → A.
Remark 26. There exist two non-degenerate ∗-embeddings jA : A→M(B#A), a 7→
1 # a, and jB : B →M(B#A), b 7→ b# 1, such that we have
b#a = jB(b)jA(a),
for a ∈ A and b ∈ B. Then, when we will identify A and B with their images in
M(B#A), we will denote the algebra B#A by BA.
Proposition 1.2.37 (Proposition 1.8, [Van18]). We have
(b# a)(b′# a′) = bb′(1) # p(a(1), b
′
(2))a(2)a
′ (1.2)
for all a, a′ ∈ A and b, b′ ∈ B. The algebra BA acts faithfully on A on the right by
JBA: A⊗BA → A
a′ ⊗ (b# a) 7→ (a′ JB b)a
Consider now, the multiplier Hopf ∗-algebras with integrals (A,∆, ϕ) and its dual (Â, ∆̂, ϕ̂).
Using the canonical pairing
pA : A× Â→ C, a× ϕb 7→ ϕ(ab)
we have the next important results.
Proposition 1.2.38 ([Van18]). Consider the extension to the multiplier algebras of the
tensor product of the canonical pairing pA and its ipped pairing p¯A. There exists a unique
unitary element V ∈M(Â⊗ A) such that
(p¯A ⊗ pA)(V, a⊗ ω) = pA(a, ω)
for all a ∈ A and ω ∈ Â. Moreover, we have the relations
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(i) (id⊗∆)(V ) = V12V13 inM(Â⊗ A⊗ A),
(ii) (∆̂⊗ id)(V ) = V13V23 inM(Â⊗ Â⊗ A),
(iii) V ∗ = (Ŝ ⊗ id)(V ) = (id⊗ S)(V ),
(iv) V12V13V23 = V23V12 inM(Â⊗ ÂA⊗ A) (pentagon equation)
Denition 1.2.39 ([Van18]). The above element V ∈M(Â⊗A) is called the duality of
the pairing pA.
Proposition 1.2.40 (Proposition 1.11, [Van18]). The map
T : ÂA → End1(A)
ω# a 7→ [ω# a : b 7→ b JÂA (ω# a)]
is an anti-isomorphism of algebras, where
End1(A) := Span{[ωTa : b 7→ a pA(b, ω)] : a ∈ A, ω ∈ Â} ⊆ End(A).
Proposition 1.2.41 (Proposition 1.2, [Van18]). Consider the extension to multiplier alge-
bras of the non-degenerate faithful right action
C : (A⊗ A)⊗ (Â⊗ A) → A⊗ A
(b⊗ b′)⊗ (ω ⊗ a) 7→ (b JÂ ω)⊗ b′a
Then :
(a⊗ b)C V = (1⊗ b)∆cop(a),
for all a, b ∈ A.
Corollary 1.2.42. We have
(a⊗ b)C V ∗ = (1⊗ b)(id⊗ S)(∆cop(a))
for all a, b ∈ A.
Proof By calculation, we have
((1⊗ b)(id⊗ S)(∆cop(a)))C V = (a(2) ⊗ bS(a(1)))C V
= (1⊗ bS(a(1)))∆cop(a(2))
= a(3) ⊗ bS(a(1)))a(2)
= a⊗ b,
then
(a⊗ b)C V ∗ = (((1⊗ b)(id⊗ S)(∆cop(a)))C V )C V ∗
= (1⊗ b)(id⊗ S)(∆cop(a)),
for all a, b ∈ A.
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Proposition 1.2.43 (Proposition 1.11, [Van18]). For any a ∈ A and ω ∈ Â, we have
(i) ∆cop(a) = V ∗(a⊗ 1)V inM(ÂA⊗ A).
(ii) ∆̂cop(ω) = V (1⊗ ω)V ∗ inM(Â⊗ ÂA).
Remark 27. Fix a ∈ A and ω, θ ∈ Â. Because
p2A(b⊗ b′, (θ ⊗ 1) · ∆̂(ωa)) = p2A((b⊗ b′)C (θ ⊗ 1), ∆̂(ωa))
= p2A((b JÂ θ)⊗ b′, ∆̂(ωa))
= pA((b JÂ θ)b′, ωa)
= pA((b JÂ θ)b′a, ω)
= p2A((b JÂ θ)⊗ b′a, ∆̂(ω))
= p2A(b⊗ b′a, (θ ⊗ 1) · ∆̂(ω))
= p2A(b⊗ b′a, θ · ω(1) ⊗ ω(2))
= p2A(b⊗ b′, θ · ω(1) ⊗ (ω(2))a)
for all b, b′ ∈ A, then
θ · (ωa)(1) ⊗ (ωa)(2) = (θ ⊗ 1) · ∆̂(ωa) = θ · ω(1) ⊗ (ω(2))a.
Thats implies that we can formally write
(ωa)(1) ⊗ (ωa)(2) = ω(1) ⊗ (ω(2))a.
1.2.6 Quantum double for multiplier Hopf ∗-algebras
Let (A,∆A), (B,∆B) be two multiplier Hopf ∗-algebras and p : A×B → C be a pairing
for the pair (A,B).
Denition 1.2.44 (Denition 3.1, [DV01]). The twist map associated with the pairing p
is the bijective linear map
Tp : B ⊗ A → B ⊗ A
b⊗ a 7→ b(1) IB a JB S−1B (b(3))⊗ b(2) ,
with inverse map given by
T−1p : A⊗B → B ⊗ A
a⊗ b 7→ b(2) ⊗ S−1B (b(1)) IB a JB b(3)
.
Remark 28. Because the actionsIB andJB are unital, given a ∈ A there exist elements
e, f ∈ B such that e IB a = a and a JB f = a, then for all b ∈ B, the expresions
b(1) IB a JB S−1B (b(3))⊗ b(2) := b(1)e IB a JB fS−1B (b(3))⊗ b(2)
and
b(2) ⊗ S−1B (b(1)) IB a JB b(3) := b(2) ⊗ S−1B (b(1))e IB a JB fb(3)
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are well dened.
Denition - Proposition 1.2.45 (Denition 3.4 - Proposition 3.5, [DV01]). The quan-
tum double A ./ B associated with the pairing p : A × B → C is the non-degenerate
∗-algebra (A⊗B,mD) with multiplication map dened by
mD := (mA ⊗mB) ◦ (idA ⊗ Tp ⊗ idB) : (A ./ B)⊗ (A ./ B)→ A ./ B.
Remark 29 (Proposition 3.7 - Corollary3.8, [DV01]). There are natural non-degenerate
∗-algebra embeddings
iA : A → M(A ./ B)
a 7→ a ./ 1 ,
iB : B → M(A ./ B)
b 7→ 1 ./ b
Theorem 1.2.46 (Theorem 3.16. [DV01]). The non-degenerate ∗-algebra A ./ B and the
map
∆A./B : A ./ B → M(A ./ B ⊗ A ./ B)
a ./ b 7→ (iA ⊗ iA)(∆copA (a))(iB ⊗ iB)(∆B(b))
dene a multiplier Hopf ∗-algebra. The counit and the antipode are given by
εA./B : A ./ B → C
a ./ b 7→ εA(a)εB(b)
SA./B : A ./ B → A ./ B
a ./ b 7→ Tp(SB(b)⊗ S−1A (a)) .
Moreover, if A and B have non-zero positive faithful integrals, then A ./ B has non-zero
positive faithful integrals. The left integral is given by
ϕA./B : A ./ B → C, a ./ b 7→ ϕA(a)ψB(b).
Notation 7. We can formally write ∆A./B(a ./ b) = a(2) ./ b(1) ⊗ a(1) ./ b(2), for all
a ∈ A and b ∈ B.
1.2.7 Coactions of multiplier Hopf ∗-algebras
Denition 1.2.47 (Denition 2.1, [VZ99b]). Let (A,∆) be a multiplier Hopf ∗-algebra
andX a non-degenerate ∗-algebra. By a left coaction of (A,∆) onX we mean an injective
∗-homomorphism α : X →M(A⊗X) satisfying
• α(X)(A⊗ 1) = A⊗X , and using the involution also (A⊗ 1)α(X) = A⊗X ,
• (id⊗ α) ◦ α = (∆⊗ id) ◦ α, i.e.
(id⊗ α)(α(x)(a⊗ 1)) = (∆⊗ id)(α(x))(a⊗ 1⊗ 1)
for all x ∈ X and a ∈ A.
If, in addition, α(X)(1⊗X) ⊆ A⊗X , then α is called a reduced coaction. The denition
of right coaction is given in a similar way.
Notation 8. Given a left coaction α of (A,∆) on X , we will use the symbolic notation
x[−1] ⊗ x[0] := α(x), called the Sweedler type leg notation (when A is unital, we have the
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usual Sweedler leg notation for coactions, [Swe69]). This notation is useful for calcula-
tions and we use it in the following sense : for all a ∈ A and x ∈ X ,
x[−1]a⊗ x[0] := α(x)(a⊗ 1) ∈ A⊗X, ax[−1] ⊗ x[0] := (a⊗ 1)α(x) ∈ A⊗X.
Remark 30. It is obvious that the set Xα := {x ∈ M(X) : α(x) = 1⊗ x} is a unital
∗-algebra. It will be called the xed point ∗-algebra of the left coaction α.
Remark 31. We do not suppose the non-degeneracy for the coaction. But, because the
∗-algebraX is idempotent, i.e. X2 = X , we have α(X)(A⊗X) = A⊗X2 = A⊗X and
(A⊗X)α(X) = A⊗X , this mean that automatically the coaction α is non-degenerate.
Proposition 1.2.48 (Proposition 2.3, [VZ99b]). We have
(ε⊗ id) ◦ α = idX .
Remark 32. The relation (ε⊗ id) ◦ α = idX implies easily that α is an injective map.
Denition 1.2.49 ([VZ99b]). Let (A,∆, ϕ) be a multiplier Hopf ∗-algebra equipped with
integrals. If α : X → M(A ⊗ X) is a left coaction of (A,∆) on a non-degenerate ∗-
algebra X . Then, the map
Cα : X ⊗ Â → X
x⊗ ω 7→ (ω ⊗ id)(α(x))
is a right action of the multiplier Hopf ∗-algebra (Â, ∆̂) on X called the dual action
associated with α.
Remark 33. The denition above makes sense, because for all x ∈ X and ω = ϕa ∈ Â,
we have
(ω ⊗ id)(α(x)) = (ϕ⊗ id)(α(x)(a⊗ 1)) ∈ X
1.3 MeasuredmultiplierHopf ∗-algebroids [TV17, TV18,
Tim16, Tim17]
1.3.1 Regular multiplier Hopf algebroids
1.3.1.1 Left multiplier bialgebroids
Denition 1.3.1. A left quantum graph is a tuple (A,L, s, t), where
(1) A and L are algebras and AA has local units in A (in particular, is non-degenerate
and idempotent as right A-module),
(2) s : L → M(A) ⊆ L(A) is a homomorphism and t : L → M(A) ⊆ L(A) is an
anti-homomorphism such that their images commute,
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(3) theL-modulesAL, LA are faithful, non-degenerate and idempotent (here the mod-
ules AL and LA are the vector space A with the module structure of the left mul-
tiplication by t and s respectively, i.e., aCt x = t(x)a and xBs a = s(x)a respec-
tively),
(4) the vector space AL ⊗ LA, named the balanced algebraic tensor product of AL and
LA, is non-degenerate as a right module over A⊗ 1M(A) and over 1M(A)⊗A with
actions dened by
(a′ ⊗ b′) · (a⊗ 1M(A)) := a′a⊗ b′, (a′ ⊗ b′) · (1M(A) ⊗ b) := a′ ⊗ b′b,
respectively.
Remark 34.
• The vector space AL⊗ LA is a right module overM(A)⊗M(A) with the action
(a⊗ b) · (P ⊗Q) = aP ⊗ bQ.
Moreover, we have for all a, a′, b, b′ ∈ A
(a⊗b)·(a′⊗b′) = ((a⊗b)·(1M(A)⊗b′))·(a′⊗1M(A)) = ((a⊗b)·(a′⊗1M(A)))·(1M(A)⊗b′) = aa′⊗bb′.
• The vector space AL ⊗ LA with the map
Bs : L⊗ AL ⊗ LA → AL ⊗ LA
x⊗ (a⊗ b) 7→ s(x)a⊗ b
is a left L-module, because, by condition (2), we have
xBs((aCy)⊗b) = s(x)t(y)a⊗b = t(y)s(x)a⊗b = s(x)a⊗s(y)b = xBs(a⊗(yBb)),
for all x, y ∈ L. This module will be denoted by L(AL ⊗ LA), and we will write
(s(x)⊗ 1M(A)) · (a⊗ b) := xBs (a⊗ b)
when we work with this left structure.
• The vector space AL ⊗ LA with the map
Bt : L⊗ AL ⊗ LA → AL ⊗ LA
x⊗ (a⊗ b) 7→ a⊗ bt(x)
is a left L-module, because we have
xBt ((aC y)⊗ b) = t(y)a⊗ bt(x) = a⊗ s(y)bt(x) = xBt (a⊗ (y B b)),
for all x, y ∈ L. This module will be denoted by L(AL ⊗ LA), and we will write
(a⊗ b) · (1M(A) ⊗ t(x)) := xBt (a⊗ b)
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when we work with this left structure.
• The vector space AL ⊗ LA with the map
Cs : AL ⊗ LA⊗ L → AL ⊗ LA
(a⊗ b)⊗ x 7→ as(x)⊗ b
is a right L-module, because we have
((aC y)⊗ b)Cs x = t(y)as(x)⊗ b = as(x)⊗ s(y)b = (a⊗ (y B b))Cs x,
for all x, y ∈ L. This module will be denoted by (AL ⊗ LA)L, and we will write
(a⊗ b) · (s(x)⊗ 1M(A)) := (a⊗ b)Cs x
when we work with this right action.
• The vector space AL ⊗ LA with the map
Ct : AL ⊗ LA⊗ L → AL ⊗ LA
(a⊗ b)⊗ x 7→ a⊗ t(x)b
is a right L-module, because, by condition (2), we have
((aCy)⊗b)Ctx = t(y)a⊗t(x)b = a⊗s(y)t(x)b = a⊗t(x)s(y)b = (a⊗(yBb))Ctx,
for all x, y ∈ L. This module will be denoted by (AL ⊗ LA)L, and we will write
(1M(A) ⊗ t(x)) · (a⊗ b) := (a⊗ b)Ct x
when we work with this right action.
Notation 9. Let (A,L, s, t) be a left quantum graph. Denote byAL×LA, the vector space
formed by all endomorphisms T ofAL⊗LA satisfying the following condition: For every
a, b ∈ A, there exist elements T (a⊗ 1M(A)) ∈ AL ⊗ LA and T (1M(A) ⊗ b) ∈ AL ⊗ LA
such that
T (a⊗ b) = (T (a⊗ 1M(A))) · (1M(A) ⊗ b) = (T (1M(A) ⊗ b)) · (a⊗ 1M(A)).
Remark 35. Given T ∈ AL×LA. It follows from condition (4) above, that for all a, b ∈
A, the elements T (a⊗ 1M(A)) and T (1M(A) ⊗ b) are unique.
We prove the next proposition in order to justify the algebra structure on the space
AL×LA.
Proposition 1.3.2.
(i) We have
AL×LA ⊆ End((AL⊗LA)(A⊗1))∩End((AL⊗LA)(1⊗A)) ⊆ End((AL⊗LA)(A⊗A)).
In particular
AL×LA ⊆ End(L(AL ⊗ LA)L).
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(ii) The vector space AL×LA is a sub-algebra of End(AL ⊗ LA).
Proof
(i) Let T ∈ AL×LA. By simple calculations, we have
T ((a⊗ b) · (a′ ⊗ 1M(A))) = T (aa′ ⊗ b)
= T (1M(A) ⊗ b) · (aa′ ⊗ 1M(A))
= T (1M(A) ⊗ b) · ((a⊗ 1M(A))(a′ ⊗ 1M(A)))
= (T (1M(A) ⊗ b) · (a⊗ 1M(A))) · (a′ ⊗ 1M(A))
= T (a⊗ b) · (a′ ⊗ 1M(A)),
T ((a⊗ b) · (1M(A) ⊗ b′)) = T (a⊗ bb′)
= T (a⊗ 1M(A)) · (1M(A) ⊗ bb′)
= (T (a⊗ 1M(A)) · (1M(A) ⊗ b)) · (1M(A) ⊗ b′)
= T (a⊗ b) · (1M(A) ⊗ b′)
and
T ((a⊗ b) · (a′ ⊗ b′)) = T (aa′ ⊗ bb′)
= T ((a⊗ bb′) · (a′ ⊗ 1M(A)))
= T (a⊗ bb′) · (a′ ⊗ 1M(A))
= T ((a⊗ b) · (1M(A) ⊗ b′)) · (a′ ⊗ 1M(A))
= (T (a⊗ b) · (1M(A) ⊗ b′)) · (a′ ⊗ 1M(A))
= T (a⊗ b) · (a′ ⊗ b′)
for all a, b, a′, b′ ∈ A.
(ii) Let T1, T2 ∈ AL×LA. Fixed a, b ∈ A, because
(T1 ◦ T2)(a⊗ b) = T1(T2(a⊗ b))
= T1(T2(a⊗ 1M(A)) · (1M(A) ⊗ b))
= T1(T2(a⊗ 1M(A))) · (1M(A) ⊗ b)
and
(T1 ◦ T2)(a⊗ b) = T1(T2(a⊗ b))
= T1(T2(b⊗ 1M(A)) · (a⊗ 1M(A)))
= T1(T2(b⊗ 1M(A))) · (a⊗ 1M(A)),
if we dene
(T1 ◦ T2)(a⊗ 1M(A)) := T1(T2(a⊗ 1M(A))) ∈ AL ⊗ LA
(T1 ◦ T2)(1M(A) ⊗ b) := T1(T2(1M(A) ⊗ b)) ∈ AL ⊗ LA,
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then we can see that T1 ◦ T2 belongs to AL×LA.
Denition 1.3.3. AL×LA is called the generalized left Takeuchi product of AL and LA.
Corollary 1.3.4. It is easy to show that if A has a unit 1A, then the image of the injective
homeomorphism
AL×LA→ AL ⊗ LA, T 7→ T (1A ⊗ 1A)
is the classical left Takeuchi product AL × LA, i.e.
AL×LA ∼= AL × LA := {a⊗ b ∈ AL ⊗ LA : at(x)⊗ b = a⊗ bs(x) for all x ∈ L}
Denition 1.3.5. A left comultiplication on a left quantum graph (A,L, s, t) is a homo-
morpshim ∆L : A→ AL×LA satisfying the following conditions:
(1) for all x, x′, y, y′ ∈ L and a ∈ A,
∆L(s(x)t(y)as(x
′)t(y′)) = (s(x)⊗ t(y))∆L(a)(s(x′)⊗ t(y′));
(2) for all a, b, c ∈ A,
((∆L⊗id)(∆L(b)(1M(A)⊗c)))·(a⊗1M(A)⊗1M(A)) = ((id⊗∆L)(∆L(b)(a⊗1M(A))))·(1M(A)⊗1M(A)⊗c).
Denition 1.3.6. A left multiplier bialgebroid is a tuple (A,L, s, t,∆L), where (A,L, s, t)
is a left quantum graph and ∆L is a left comultiplication on (A,L, s, t).
We prove the following lemma in order to get a convenient characterization of the co-
multiplication ∆L.
Lemma 1.3.7. Let F : A→ AL×LA be a linear map. Then the linear maps
T˜1,F : A⊗ A→ AL ⊗ LA, a⊗ b 7→ F (a)(1M(A) ⊗ b)
T˜2,F : A⊗ A→ AL ⊗ LA, a⊗ b 7→ F (b)(a⊗ 1M(A))
satisfy
(i) For all a, b ∈ A and x ∈ L
T˜1,F (a⊗ s(x)b) = T˜1,F (a⊗ b) · (t(x)⊗ 1M(A)),
T˜2,F (t(x)a⊗ b) = T˜2,F (a⊗ b) · (1M(A) ⊗ s(x)).
(ii) The following diagrams are commutative,
A⊗ A⊗ A id⊗T˜1,F //
T˜2,F⊗id

A⊗ AL ⊗ LA
m◦Σ⊗id

AL ⊗ LA⊗ A id⊗m // AL ⊗ LA
30 CHAPTER Nº 1. PRELIMINARIES
A⊗ A⊗ A T˜1,F⊗id //
id⊗m

AL ⊗ LA⊗ A
id⊗m

A⊗ A
T˜1,F
// AL ⊗ LA
A⊗ A⊗ A id⊗T˜2,F //
m◦Σ⊗id

A⊗ AL ⊗ LA
m◦Σ⊗id

A⊗ A
T˜2,F
// AL ⊗ LA
wherem denotes the multiplication and Σ the ip map.
Proof
(i) Fix a, b ∈ A and x ∈ L. We have
T˜1,F (a⊗ s(x)b) · (a′ ⊗ 1M(A)) = F (a)(1M(A) ⊗ s(x)b) · (a′ ⊗ 1M(A))
= F (a)(a′ ⊗ s(x)b)
= F (a)(t(x)a′ ⊗ b)
= F (a)(1M(A) ⊗ b) · (t(x)a′ ⊗ 1M(A))
= (T˜1,F (a⊗ b) · (t(x)⊗ 1M(A))) · (a′ ⊗ 1M(A))
and
T˜2,F (t(x)a⊗ b) · (1M(A) ⊗ a′) = F (b)(t(x)a⊗ 1M(A)) · (1M(A) ⊗ a′)
= F (b)(t(x)a⊗ a′)
= F (b)(a⊗ s(x)a′)
= F (b)(a⊗ 1M(A)) · (1M(A) ⊗ s(x)a′)
= (T˜2,F (a⊗ b) · (1M(A) ⊗ s(x))) · (1M(A) ⊗ a′)
for all a′ ∈ A. By non-degeneracy of the right module AL ⊗ LA, we have the
result.
(ii) Fix a, b, c ∈ A, we have
(id⊗m) ◦ (T˜2,F ⊗ id)(a⊗ b⊗ c) = (id⊗m)(F (b)(a⊗ 1M(A))⊗ c)
= F (b)(a⊗ 1M(A)) · (1M(A) ⊗ c)
= F (b)(1M(A) ⊗ c) · (a⊗ 1M(A))
= (m ◦ Σ⊗ id)(a⊗ F (b)(1M(A) ⊗ c))
= (m ◦ Σ⊗ id) ◦ (id⊗ T˜1,F )(a⊗ b⊗ c)
[T˜1,F ◦ (id⊗m)(a⊗ b⊗ c)] · (d⊗ 1M(A)) = T˜1,F (a⊗ bc) · (d⊗ 1M(A))
= F (a)(1M(A) ⊗ bc) · (d⊗ 1M(A))
= F (a)(d⊗ 1M(A)) · (1M(A) ⊗ bc)
= (F (a)(d⊗ 1M(A)) · (1M(A) ⊗ b)) · (1M(A) ⊗ c)
= (F (a)(1M(A) ⊗ b) · (d⊗ 1M(A))) · (1M(A) ⊗ c)
= (F (a)(1M(A) ⊗ b) · (1M(A) ⊗ c)) · (d⊗ 1M(A))
= [(id⊗m)(F (a)(1M(A) ⊗ b)⊗ c)] · (d⊗ 1M(A))
= [(id⊗m) ◦ (T˜1,F ⊗ id)(a⊗ b⊗ c)] · (d⊗ 1M(A))
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[T˜2,F ◦ (m ◦ Σ⊗ id)(a⊗ b⊗ c)] · (1M(A) ⊗ d) = T˜2,F (ba⊗ c) · (1M(A) ⊗ d)
= F (c)(ba⊗ 1M(A)) · (1M(A) ⊗ d)
= F (c)(1M(A) ⊗ d) · (ba⊗ 1M(A))
= (F (c)(1M(A) ⊗ d) · (b⊗ 1M(A))) · (a⊗ 1M(A))
= (F (c)(b⊗ 1M(A)) · (1M(A) ⊗ d)) · (a⊗ 1M(A))
= (F (c)(b⊗ 1M(A)) · (a⊗ 1M(A))) · (1M(A) ⊗ d)
= [(m ◦ Σ⊗ id)(a⊗ F (c)(b⊗ 1M(A)))] · (1M(A) ⊗ d)
= [(m ◦ Σ⊗ id) ◦ (id⊗ T˜2,F )(a⊗ b⊗ c)] · (1M(A) ⊗ d)
for all d ∈ A.
Remark 36. Let (A,L, s, t,∆L) be a left multiplier bialgebroid. By Lemma (1.3.7), asso-
ciated to ∆L, we have linear maps denoted by
T˜1,L : A⊗ A→ AL ⊗ LA, a⊗ b 7→ ∆L(a)(1M(A) ⊗ b),
T˜2,L : A⊗ A→ AL ⊗ LA, a⊗ b 7→ ∆L(b)(a⊗ 1M(A)).
Denition 1.3.8. A left counit for a left multiplier bialgebroid (A,L, s, t,∆L) is a linear
map Lε : A→ L satisfying
(i) Lε(s(x)a) = xLε(a) and Lε(t(x)a) = Lε(a)x for all a ∈ A and x ∈ L, i.e. Lε is a
bimodule map from LAL to LLL.
(ii) (Lε ⊗¯ id)(∆L(a)(1M(A)⊗b)) = ab = (id ⊗¯ Lε)(∆L(a)(b⊗1M(A))) for all a, b ∈ A,
whence
Lε ⊗¯ id : AL ⊗ LA→ A, a⊗ b 7→ s(Lε(a))b,
id ⊗¯ Lε : AL ⊗ LA→ A, a⊗ b 7→ t(Lε(b))a,
are well-dened slice maps by item (i).
1.3.1.2 Right multiplier bialgebroids
In a similar way, we have the right-handed analogue to a left multiplier bialgebroid.
Here, we give only the corresponding detions.
Denition 1.3.9. A right quantum graph is a tuple (A,R, s, t), where
(1) A and R are algebras and AA has local units in A (in particular, is non-degenerate
and idempotent as left A-module),
(2) s : R → M(A) ⊆ R(A) is a homomorphism and t : R → M(A) ⊆ R(A) is an
anti-homomorphism such that their images commute,
(3) the R-modules AR and RA are faithful, non-degenerate and idempotent (here the
modules AR and RA are the vector space A with the module structure of the right
multiplication by s and t respectively, i.e., a C x = as(x) and x B a = at(x)
respectively),
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(4) the AR ⊗ RA is non-degenerate as a left module over A⊗ 1 and over 1⊗ A with
actions dened by
(a⊗ 1) · (a′ ⊗ b′) := aa′ ⊗ b′, (1⊗ b) · (a′ ⊗ b′) := a′ ⊗ bb′,
respectively.
Notation 10. Let (A,R, s, t) be a right quantum graph. Denote by AR×RA, the vector
space formed by all endomorphisms T of AR ⊗ RA satisfying the following condition:
For every a, b ∈ A, there exist elements (a⊗ 1)T ∈ AR ⊗ RA and (1⊗ b)T ∈ AR ⊗ RA
such that
(a⊗ b)T = (1⊗ b) · ((a⊗ 1)T ) = (a⊗ 1) · ((1⊗ b)T ),
where (a⊗ b)T denotes the evaluation of T at a⊗ b.
Remark 37. Using the notation (a⊗ b)T for the evaluation of T at a⊗ b, we have
(a⊗ b)(T1 op◦ T2) = ((a⊗ b)T1)T2
for all a, b ∈ A and T1, T2 ∈ End(AR ⊗ RA)◦.
Denition 1.3.10. AR×RA is an algebra called the generalized right Takeuchi product
of AR and RA.
Corollary 1.3.11. If A has a unit 1A, then the imagen of the injective homeomorphism
AR×RA → AR ⊗ RA
T 7→ (1A ⊗ 1A)T
is the classical right Takeuchi product AR × RA, i.e.
AR×RA ∼= AR × RA := {a⊗ b ∈ AR ⊗ RA : s(x)a⊗ b = a⊗ t(x)b for all x ∈ R}
Denition 1.3.12. A right comultiplication on a right quantum graph (A,R, s, t) is a
homomorphism ∆R : A→ AR×RA satisfying the following conditions:
(1) for all x, x′, y, y′ ∈ R and a ∈ A,
∆R(s(x)t(y)as(x
′)t(y′)) = (t(y)⊗ s(x))∆R(a)(t(y′)⊗ s(x′));
(2) for all a, b, c ∈ A,
(a⊗1⊗1) · ((∆R⊗ id)((1⊗ c)∆R(b))) = (1⊗1⊗ c) · ((id⊗∆R)((a⊗1)∆R(b))).
Denition 1.3.13. A rightmultiplier bialgebroid is a tuple (A,R, s, t,∆R), where (A,R, s, t)
is a right quantum graph and ∆R is a right comultiplication on (A,R, s, t).
Remark 38. Let (A,R, s, t,∆R) be a right multiplier bialgebroid. In a similar way to the
left quantum graphs, we can associate to ∆R the following linear maps
T˜1,R : A⊗ A→ AR ⊗ RA, a⊗ b 7→ (1⊗ b)∆R(a),
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T˜2,R : A⊗ A→ AR ⊗ RA, a⊗ b 7→ (a⊗ 1)∆R(b).
Denition 1.3.14. A right counit for a right multiplier bialgebroid (A,R, s, t,∆R) is a
linear map εB : A→ R satisfying
(i) εR(as(x)) = εR(a)x and εR(at(x)) = xεR(a) for all a ∈ A and x ∈ R, i.e. εB is a
bimodule map from RAR to RRR.
(ii) (εR ⊗¯ id)((1⊗ b)∆R(a)) = ba = (id ⊗¯ εR)((b⊗1)∆R(a)) for all a, b ∈ A, whence
εR ⊗¯ id : AR ⊗ RA→ A, a⊗ b 7→ bs(εR(a)),
id ⊗¯ εR : AR ⊗ RA→ A, a⊗ b 7→ at(εR(b)),
are well-dened slice maps by item (i).
1.3.1.3 Multiplier bialgebroids
Denition 1.3.15. A multiplier bialgebroid is a tuple A = (A,L,R, tL, tR,∆L,∆R)
where
(i) A is a non-degenerate and idempotent algebra,
(ii) L and R are sub-algebras of M(A) with anti-isomorphisms tL : L → R and
tR : R→ L,
(iii) (A,L, idL, tL) is a left quantum graph and (A,R, idR, tR) is a right quantum graph,
(iv) ∆L : A → AL×LA and ∆R : A → AR×RA are homomorphism such that the
tupleAL := (A,L, idL, tL,∆L) is a left multiplier bialgebroid and the tupleAR :=
(A,R, idR, tR,∆R) is a right multiplier bialgebroid,
(v) the following mixed co-associativity conditions hold
((∆L⊗ id)((1⊗ c)∆R(b))) · (a⊗1⊗1) = (1⊗1⊗ c) · ((id⊗∆R)(∆L(b)(a⊗1))),
(a⊗ 1⊗ 1) · ((∆R⊗ id)(∆L(b)(1⊗ c))) = ((id⊗∆L)((a⊗ 1)∆R(b))) · (1⊗ 1⊗ c)
for all a, b, c ∈ A.
Remark 39. By item (iv), we have
∆L(xyax
′y′) = (x⊗ y) ·∆L(a) · (x′ ⊗ y′)
∆R(xyax
′y′) = (x⊗ y) ·∆R(a) · (x′ ⊗ y′)
for all x, x′ ∈ L, y, y′ ∈ R and a ∈ A. Then, the maps T˜1,L, T˜2,L, T˜1,R, T˜2,R can be
factorized into maps
T1,L : AR ⊗ RA→ AL ⊗ LA T2,L : AR ⊗ RA→ AL ⊗ LA,
T1,R : A
L ⊗ LA→ AR ⊗ RA T2,R : AL ⊗ LA→ AR ⊗ RA,
which will be called the canonical maps of the multiplier bialgebroid A.
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Denition 1.3.16 (Denition 2.1.4, [Tim17]). Let A = (A,L,R, tL, tR,∆L,∆R) be a
multiplier bialgebroid. We say that A is called locally projective is the algebras L and R
are rm and the modules LA, AL, RA, AR are locally projectives.
Denition 1.3.17. Let A = (A,L,R, tL, tR,∆L,∆R) be a multiplier bialgebroid. We
say that A is a regular multiplier Hopf algebroid if the following conditions hold
• there exists an anti-automorphism S of A, called the antipode of A, such that
S(tL(x)tR(y)atL(x
′)tR(y′)) = x′y′S(a)xy (1.3)
for all x, x′ ∈ L, y, y′ ∈ R and a ∈ A.
• there exist a left counit Lε and a right counit εR for A such that the following
diagrams are commutative:
AR ⊗ RA εR ⊗¯ id //
T1,L

A
AL ⊗ LA S⊗id // AL ⊗ LA
m
OO AL ⊗ LA id ⊗¯ Lε //
T2,R

A
AR ⊗ RA id⊗S // AR ⊗ RA
m
OO
Remark 40. It was proof in Theorem 5.8 ([TV17]) that the two conditions in the deni-
tion above are equivalents.
Proposition 1.3.18 ([TV17]). A multiplier bialgebroid A = (A,L,R, tL, tR,∆L,∆R) is
a regular multiplier Hopf algebroid if and only if
• The canonical maps of A, T1,L, T2,L, T1,R, T2,R, are bijectives, and
• we have
A = tR(RI) · A = A · LI = IR · A = A · tL(IL),
where
IL := { ω(a) : ω ∈ (AL)∨, a ∈ A } ⊆ L,
LI := { ω(a) : ω ∈ (LA)∨, a ∈ A } ⊆ L,
RI := { ω(a) : ω ∈ (RA)∨, a ∈ A } ⊆ R,
IR := { ω(a) : ω ∈ (AR)∨, a ∈ A } ⊆ R.
Remark 41. It is possible to extend the antipode S to the multiplier algebraM(A), by
the condition of 1.3, this extension restricts to the inverses of tL and tR, we write then
SR := S|R = t−1L : R → L and SL := S|L = t−1R : L → R. We will use the maps SR
and SL instead of their inverses tL and tR, respectively. Moreover, with this notation,
we have
xa⊗ b = a⊗ SR(x)b in AL ⊗ LA for all a, b ∈ A, x ∈ R,
a⊗ by = aSL(y)⊗ b in AR ⊗ RA for all a, b ∈ A, y ∈ L.
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The antipode and the counits are related by
SL ◦ Lε = εR ◦ S, SR ◦ εR = Lε ◦ S,
and we also have the following multiplicativity of the counits,
Lε(ab) = Lε(aLε(b)) = Lε(aS
−1
R (Lε(b))),
εR(ab) = εR(εR(a)b) = εR(S
−1
L (εR(a))b)
for all a, b ∈ A.
Denition 1.3.19. Consider a regular multiplier Hopf algebroid
A = (A,L,R, tL, tR,∆L,∆R)
with faithful functionals µL : L → C and µR : R → C. A functional ω ∈ A∨ is called
factorizable with respect to (µL, µR) if and only if
ω ∈ Aunionsq := (LAL)unionsq ∩ (RAR)unionsq ⊆ A∨.
The set Aunionsq it is call the set of all factorizable functionals with respect to (µL, µR).
Denition 1.3.20. A multiplier Hopf ∗-algebroid is a regular multiplier Hopf algebroid
A = (A,L,R, tL, tR,∆L,∆R) such that
(1) A is a ∗-algebra, and L, R are sub-∗-algebras ofM(A);
(2) tL ◦ ∗ ◦ tR ◦ ∗ = idR and tR ◦ ∗ ◦ tL ◦ ∗ = idL;
(3) ∆L(a∗)(b∗ ⊗ c∗) = ((b⊗ c)∆R(a))(−)∗⊗(−)∗ for all a, b, c ∈ A.
Remark 42. The condition (2) ensures that the map
(−)∗ ⊗ (−)∗ : AR ⊗ RA→ AL ⊗ LA, a⊗ b 7→ a∗ ⊗ b∗
is well-dened. For a regular multiplier Hopf ∗-algebroid, the antipode S and its counits
Lε, εR satisfy the relations
S ◦ ∗ ◦ S ◦ ∗ = idA, εR ◦ ∗ = ∗ ◦ SL ◦ Lε, Lε ◦ ∗ = ∗ ◦ SR ◦ εR.
Example 1.3.21. We recall the example constructed by Lu [Lu96] in the form given by
Timmermann [Tim16]. Let (H,∆) be a regular Hopf algebra, i.e. its antipode SH is bijec-
tive, and letX be a unital braided-commutative (rigth-left) Yetter-Drinfeld algebra, that is
X is a rigth H-module algebra with structural map given by C : X ⊗H → X and a left
Hop-comodule algebra with structural map given by X → Hop ⊗ X, x 7→ x[−1] ⊗ x[0],
which satisfy the Yetter-Drinfeld condition
x[−1]h(1) ⊗ x[0] C h(2) = h(2)(xC h(1))[−1] ⊗ (xC h(1))[0] (1.4)
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and the braided-commutativity condition
xy = (y C x[−1])x[0]. (1.5)
Denote by A := H#X the smash product ∗-algebra associated with the action C whose
algebra structure is given by (h#x)(g#y) = hg(1)#(xC g(2))y, and let L := 1H#X . The
equation 1.5, implies that
R := {x[−1]#x[0] : x ∈ X} ⊆ H#X
is a sub-algebra which commutes elementwise with L, and that the maps
tL : L → R
1#x 7→ x[−1]#x[0] ,
tR : R → L
x[−1]#x[0] 7→ 1#(x[0] C S−1H (x[−1]))
are anti-isomorphisms. We remark here, that the equation 1.4 takes the form
tL(1#x)(h# 1) = (x[−1]#x[0])(h#1)
= x[−1]h(1)#x[0] C h(2)
= h(2)(xC h(1))[−1]#(xB h(1))[0]
= (h(2)#1)((xC h(1))[−1]#(xB h(1))[0])
= (h(2)#1)tL(1#(xC h(1))).
With the maps
∆L : A → AL × LA
h#x 7→ h(1)#x⊗ h(2)#1 ,
∆R : A → AR × RA
xh 7→ xh(1)#x⊗ h(2)#1 ,
εL : A → L
h#x 7→ 1#εH(h)x ,
εR : A → R
hx[−1]#x[0] 7→ εH(h)x[−1]#x[0] ,
S : A → A
h#x 7→ x[0]S2H(x[−1])SH(h)
the tuple (A,L,R, tL, tR,∆L,∆R, Lε, εR, S) is a regular (multiplier) Hopf algebroid.
Remark 43. For the example above, we recall the notation for the elements in the smash
product H#X :
hx := (h#1)(1#x), xh := (1#x)(h#1) = h(1)#xC h(2)
1.3.2 Measured multiplier Hopf ∗-algebroids
Let A = (A,L,R, tL, tR,∆L,∆R) be a multiplier Hopf ∗-algebroid with left counit Lε,
right counit εR and antipode S.
Proposition 1.3.22 (Proposition 3.1, [Tim16]). The following conditions on a bimodule
map LϕL ∈ Hom(LAL, LLL) are equivalent:
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(LI1) For all a, b ∈ A,
(id ⊗¯ LϕL)(∆L(b)(a⊗ 1)) = LϕL(b)a,
where id ⊗¯ LϕL : AL ⊗ LA→ A is dened by (id ⊗¯ LϕL)(a⊗ b) := aLϕL(b).
(LI2) For all a, b ∈ A
(id ⊗¯ (SL ◦ LϕL))((a⊗ 1)∆R(b)) = aLϕL(b),
where id ⊗¯ (SL ◦ LϕL) : AR ⊗ RA→ A is dened by
(id ⊗¯ (SL ◦ LϕL))(a⊗ b) := aLS(ϕL(b)).
(LI3) the following diagram is commutative:
AR ⊗ RA T1,L //
T1,R◦RΣL

AL ⊗ LA
S◦(id ⊗¯ LϕL)

AR ⊗ RA
id ⊗¯ (SL◦LϕL)
// A
,
where RΣL : AR ⊗ RA→ AL ⊗ LA denotes the ip map.
Likewise, for every RψR ∈ Hom(RAR, RRR), the following conditions are equivalent:
(RI1) (RψR ⊗¯ id)((1⊗ b)∆R(a)) = bRψR(a) for all a, b ∈ A,
(RI2) ((SR ◦ RψR) ⊗¯ id)(∆L(a)(1⊗ b)) = RψR(a)b for all a, b ∈ A,
(RI3) the following diagram is commutative:
AL ⊗ LA T2,R //
T2,L◦LΣR

AR ⊗ RA
S◦(RψR ⊗¯ id)

AL ⊗ LA
(SR◦RψR) ⊗¯ id
// A
,
where LΣR : AL ⊗ LA→ AR ⊗ RA denotes the ip map.
Denition 1.3.23. A measured multiplier Hopf ∗-algebroid consists of a multiplier Hopf
∗-algebroid
A = (A,L,R, tL, tR,∆L,∆R, Lε, εR, S),
faithful positive functionals µL on L and µR on R, and maps
LϕL ∈ Hom(LAL, LLL) and RψR ∈ Hom(RAR, RRR)
satisfying the following conditions
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(1) µR ◦ tL = µL, µL ◦ tR = µR, and µL ◦ Lε = µR ◦ εR;
(2) (LI1)− (LI3) holds for LϕL and (RI1)− (RI3) holds for RψR;
(3) the compositions ϕ := µL ◦ LϕL and ψ := µR ◦ RψR are positive and faithful;
(4) there exist surjective maps Rϕ ∈ (RA)∨, ϕR ∈ (AR)∨, Lψ ∈ (LA)∨, ψL ∈ (AL)∨
such that
ϕ = µR ◦ Rϕ = µR ◦ ϕR and ψ = µL ◦ Lψ = µL ◦ ψL.
We call (µL, µR) the base weight, LϕL the partial left integral, RψR the partial right inte-
gral, and the compositions ϕ and ψ the total left and the total right integral, respectively.
Example 1.3.24. Consider the regular (multiplier) Hopf algebroid associated with a uni-
tal braided (right-left) Yetter-Drinfel’d algebra X over a regular Hopf algebra (H,∆), see
Example 1.3.21. If, we suppose that φH is a normalized integral of H , i.e. φH(1H) = 1 and
φH(h(1))h(2) = φH(h)1H = h(1)φH(h(2)) for all h ∈ H . Then, the maps
LφL : H#X → L
h#x 7→ xφH(h) ,
LψL : H#X → L
hx[−1]#x[0] 7→ xφH(h)
are partial left and right integrals for the regular (multiplier) Hopf algebroid, respectively.
Theorem1.3.25 (Theorem 2.2.3,[Tim16]). Let (A, µL, µR, LϕL, RψR) be ameasuredmul-
tiplier Hopf ∗-algebroid. Then, the functional µL, µR and the total integrals ϕ, ψ admit
modular automorphisms σL, σR, σϕ, σψ, respectively, and
σL = σ
ϕ|L = SR ◦ SL, σR = σψ|R = S−1R ◦ S−1L ,
∆L ◦ σϕ = (S2 ⊗ σϕ) ◦∆L, ∆L ◦ σψ = (σψ ⊗ S−2) ◦∆L,
∆R ◦ σϕ = (S2 ⊗ σϕ) ◦∆R, ∆R ◦ σψ = (σψ ⊗ S−2) ◦∆R.
If A is locally projective, then
σψ(L) = L, µL ◦ σψ|L = µL, σψ|L ◦ Lψ = σL ◦ ψL,
σϕ(R) = R, µR ◦ σϕ|R = µR, σϕ|R ◦ Rϕ = σR ◦ ϕR.
Theorem 1.3.26 (Theorem 2.2.4, [Tim16]). Let (A, µL, µR, LϕL, RψR) be a measured
multiplier Hopf ∗-algebroid. Then there exist invertible multipliers δ, δ+, δ− ∈M(A) such
that ψ = ϕδ , ϕ ◦ S = ϕδ+ and ϕ ◦ S−1 = δ−ϕ.
1.3.3 Duality for measured multiplier Hopf ∗-algebroids
Let A = (A,L,R, tL, tR,∆L,∆R.Lε, εR, S) be a multiplier Hopf ∗-algebroid with base
weight (µL, µR) and partial integrals (LϕL, RψR). In this section we recall the construc-
tion of its dual and we will give the theorem of duality for measured multiplier Hopf
∗-algebroids.
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As before, we write ϕ = µL ◦ LϕL and ψ = µR ◦RψR for the total left and right integral,
respectively. The set
Â := {ϕa : a ∈ A} = {aϕ : a ∈ A} = {ψa : a ∈ A} = {aψ : a ∈ A}
is a sub-space of the factorizable functionals vectorial space
Aunionsq = (LAL)unionsq ∩ (RAR)unionsq = (LAL)unionsq ∩ (RAR)unionsq = (LAL)unionsq ∩ (RAR)unionsq.
Remark 44. A functional ω : A → C belongs to Aunionsq if and only if there exist unique
module maps
Lω ∈ (LA)∨, ωL ∈ (AL)∨, Rω ∈ (RA)∨, ωR ∈ (AR)∨,
Lω ∈ (LA)∨, ωL ∈ (AL)∨, Rω ∈ (RA)∨, ωR ∈ (AR)∨,
such that
ω = µL◦Lω = µL◦ωL = µR◦Rω = µR◦ωR = µL◦Lω = µL◦ωL = µR◦Rω = µR◦ωR.
In this case, by unicity, we have
Lω = SR ◦ ωR, ωL = SR ◦ Rω, Rω = SL ◦ ωL, ωR = SL ◦ Lω,
because
µL ◦ SR = µR, and µR ◦ SL = µL.
Lemma 1.3.27 (Lemma 3.1.1, [Tim17]). Using the linear maps,
L⊗ Â → Â
y ⊗ ϕa 7→ ϕya ,
Â⊗ L → Â
ϕa ⊗ y 7→ ϕtL(y)a
,
R⊗ Â → Â
x⊗ aϕ 7→ atR(x)ϕ
,
Â⊗R → Â
aϕ⊗ x 7→ axϕ ,
the vector space Â is idempotent and faithful as L-bimodule and asR-bimodule. Moreover,
if A is locally projective, then also Â is locally projective as a right and as a left module
over L and over R, respectively.
Proposition 1.3.28 (Proposition 6.1, [Tim16] - Lemma 3.2.3, [Tim17]). Let ω ∈ Aunionsq and
a ∈ A. Then, there exist unique multipliers ω B a ∈M(A) and aC ω ∈M(A) such that
(ω B a)b := (id ⊗ Lω)(∆L(a)(b⊗ 1)), b(ω B a) := (id ⊗ Rω)((b⊗ 1)∆R(a)),
(aC ω)b := (ωL ⊗ id)(∆L(a)(1⊗ b)), b(aC ω) := (ωR ⊗ id)((1⊗ b)∆R(a)),
for all b ∈ A. Moreover,
• For all ω, θ ∈ Â and a ∈ A, we have ω B a, aC θ ∈ A and
ω B (aC θ) = (ω B a)C θ, ε(ω B a) = ω(a), ε(aC θ) = θ(a).
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• For all a, b ∈ A,
aϕB b = S(ϕb B a), and bC ψa = S(aC bψ).
(i) The vector space Â is a non-degenerate idempotent algebra with multiplication
given by
ω ∗ θ := (ω ⊗
µL
θ) ◦∆L = (ω ⊗
µR
θ) ◦∆R.
(ii) We have
M(Â) = {ω ∈ Aunionsq : ω B a ∈ A and aC ω ∈ A for all a ∈ A}
(iii) There exist an injective homomorphism
jL : L → M(Â)
y 7→ jL(y)ω := ωy
ωjL(y) := ωtL(y)
and an injective anti-homomorphism
jR : R → M(Â)
x 7→ jR(x)ω := tR(x)ω
ωjR(x) := xω
such that
(ωjR(x)) ∗ θ = ω ∗ (jR(x)θ)
(θjR(x)) ∗ ω = ω ∗ (jR(x)θ)
Consider the bilinear maps
〈 | 〉 : (Aunionsq ⊗ Aunionsq) × (AL ⊗ LA) → C
(ω ⊗ θ) × (a⊗ b) 7→ (ω ⊗
µL
θ)(a⊗ b),
〈 | 〉 : (Aunionsq ⊗ Aunionsq) × (AR ⊗ RA) → C
(ω ⊗ θ) × (a⊗ b) 7→ (ω ⊗
µr
θ)(a⊗ b),
then, we have the next important theorem
Theorem 1.3.29 (Theorem 3.3.6, [Tim17]). There exist unique maps
∆̂L : Â→ ÂL×LÂ, ∆̂R : Â→ ÂR×RÂ,
such that for all ω, θ ∈ Â and a, b ∈ A
〈 (ω ⊗ 1)∆̂L(θ) | a⊗ b 〉 = 〈ω ⊗ θ |∆L(a)(1⊗ b) 〉,
〈 ∆̂R(ω)(1⊗ θ) | a⊗ b 〉 = 〈ω ⊗ θ | (a⊗ 1)∆R(b) 〉,
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and the tuple Â := (Â, R, L, t−1L , t−1R , ∆̂R, ∆̂L) is a multiplier bialgebroid which is locally
projective.
Theorem 1.3.30. Consider the linear maps
Ŝ : Â → Â
ω 7→ ω ◦ S ,
Rε̂ : Â → R
aψ 7→ εR(a) ,
ε̂L : Â → L
ϕa 7→ Lε(a) .
Then, (Â, R, L, t−1L , t
−1
R , ∆̂R, ∆̂L, Rε̂, ε̂L, Ŝ) is a regular multiplier Hopf algebroid.
Denition 1.3.31. The tuple Â is called the dual regular multiplier Hopf algebroid of
A = (A, µL, µR, LϕL, RψR).
Proposition 1.3.32 (Proposition 3.2.6, [Tim17]). Let (A, µL, µR, LϕL, RψR) be a mea-
sured multiplier Hopf ∗-algebroid. Then Â is a ∗-algebra with respect to the involution
given by
ω∗(a) := ω(S(a)∗)
for all ω ∈ Â and a ∈ A.
Consider the linear maps
Lψ̂L : Â → L
ϕa 7→ Lε(a) ,
Rϕ̂R : Â → R
aψ 7→ εR(a) .
Then, we have
Theorem 1.3.33 (Theorem, [Tim17]). Let (A, µL, µR, LϕL, RψR) be a measured mul-
tiplier Hopf ∗-algebroid, where A is locally projective. Then, (Â, µR, µL, Rϕ̂R, Lψ̂L) is a
measured multiplier Hopf ∗-algebroid, where Â = (Â, R, L, t̂R, t̂L, ∆̂R, ∆̂L).
The next theorem establishes the duality in the case of measured multiplier Hopf ∗-
algebroids.
Theorem 1.3.34 ([Tim17]). Let (A, µL, µR, LϕL, RψR) be a measured multiplier Hopf ∗-
algebroid, where A is locally projective and let (Â, µR, µL, Rϕ̂R, Lψ̂L) be its dual. Then,
the map A → (Â)∨ given by a 7→ a∨ is a ∗-isomorphism from (A, µL, µR, LϕL, RψR) to
the bidual ( ̂̂A, µL, µR, L ̂̂ϕL, R ̂̂ψR), where ̂̂A = ( ̂̂A,L,R, tL, tR, ̂̂∆L, ̂̂∆R).
1.3.4 A simplied denition of a multiplier Hopf ∗-algebroid
Let A be an idempotent non-degenerate ∗-algebra, B a non-degenerate ∗-algebra, α :
B → M(A) be an injective ∗-homomorphism and β : B → M(A) be an injective
anti-∗-homomorphism such that its images commute elementwise in M(A). Denote
t = β◦α−1 the bijective anti-∗-homomorphism fromα(X) to β(X). It is straightforward
to prove the following lemma.
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Lemma 1.3.35 ([TV18]). The formula a1 ⊗ a2 → a∗1 ⊗ a∗2 denes invertible anti-linear
maps
Aα(B) ⊗ α(B)A→ Aβ(B) ⊗ β(B)A, Aβ(B) ⊗ β(B)A→ Aα(B) ⊗ α(B)A,
Aα(B) ⊗ α(B)A→ Aβ(B) ⊗ β(B)A,
that give rise to the following anti-linear bijective map:
# : End(Aα(B) ⊗ α(B)A)→ End(Aβ(B) ⊗ β(B)A), T 7→ (∗ ⊗ ∗) ◦ T ◦ (∗ ⊗ ∗).
Lemma 1.3.36 ([TV18]).
• The tuple (A,α(B), id, t) is a left quantum graph if and only if the tuple (A, β(B), id, t−1)
is a right quantum graph.
• The tuple (A,α(B), id, t,∆α) is a left multiplier bialgebroid if and only if the tu-
ple (A, β(B), id, t−1,∆]α) is a rigth multiplier bialgebroid. Here we use the notation
∆]α(a) := ∆
#
α (a
∗) for all a ∈ A. In this case, the tuple (A,α(B), β(B), t, t−1,∆α,∆]α)
is a multiplier bialgebroid. Moreover, a map ε is a left counit for (A,α(B), id, t,∆α)
if and only if the map t ◦ ε is a right counit for (A, β(B), id, t−1,∆]α).
Then one can easy deduce
Proposition 1.3.37. Suppose that the multiplier bialgebroid
A = (A,α(B), β(B), t, t−1,∆α,∆]α)
is a multiplier Hopf ∗-algebroid, with left counit ε, right counit t ◦ ε and antipode S. Then,
if µ is a faithful positive functional over B and Φ : α(B)Aα(B) → α(B) is a linear map
which satises
(id ⊗¯ Φ)(∆L(a′)(a⊗ 1)) = Φ(a′)a,
for all a, a′ ∈ A, where
id ⊗¯ Φ : Aα(B) ⊗ α(B)A→ A, a⊗ b 7→ aΦ(b)
and µ ◦ α−1 ◦ Φ : A→ C is positive. Then,
(A, µ ◦ α−1, µ ◦ β−1,Φ, S ◦ Φ ◦ S)
is a measured multiplier Hopf ∗-algebroid.
Using this proposition and Lemma 1.3.36, we have the next more simple denition.
Denition 1.3.38. In the setting of the proposition above, we say that a tuple
(A,B, α, β,∆α, ε, S, µ,Φ)
is a measured multiplier Hopf ∗-algebroid with base weight µ et left partial integral Φ, if
(A,α(B), β(B), t, t−1,∆α,∆]α)
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is a measured multiplier Hopf ∗-algebroid with base weight (µ ◦ α−1, µ ◦ α−1 ◦ t−1) and
with left and right partial integrals given by Φ and S ◦ Φ ◦ S, respectively.
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Chapter Nº 2
Yeer-Drinfeld ∗-algebras over algebraic quantum
groups
2.1 The category of algebraic quantum groups
Denition 2.1.1. An algebraic quantum group is a multiplier Hopf ∗-algebra (A,∆)
equipped with a positive left integral ϕ. We will use the notation G = (A,∆, ϕ).
Remark 45. By Theorem 1.2.10, a left (or right) integral of an algebraic quantum group
is always faithful.
Example 2.1.2. Let G be a group. By the Example 1.2.5 and Example 1.2.13, we have
two algebraic quantum group (Funf (G),∆, ϕ) and (C[G],∆′, ϕ′). They are in duality as
multiplier Hopf ∗-algebras with integrals.
Remark 46. LetG = (A,∆, ϕ) be an algebraic quantum group. It was show [Kus03] (see
4.2.56) that there exist an anti-∗-isomorphism R : A→ A called the unitary antipode of
G. This object have similar algebraic properties as S and also allows have some analytic
features close to framework of C∗-algebraic quantum groups. Then, instead of use S,
we will use the unitary antipode R and x the left integral of G, we will use ψ := ϕ ◦R
as its right integral from now on.
Denition 2.1.3. LetG = (A,∆, ϕ) be an algebraic quantum group. By Theorem 1.2.20,
(Â, ∆̂, ϕ̂) is an algebraic quantum group, then the triple Ĝ := (Â, ∆̂cop, ϕ̂ ◦ R̂) is also an
algebraic quantum group, called the dual algebraic quantum group of G, where ∆̂cop :=
ΣÂ,Â ◦ ∆̂.
Remark 47. We dene the dual algebraic quantum group in this sense, the comultipli-
cation being the co-opposite, because it is more compatible with the theory of quantum
groups in the operator algebraic setting.
Denition 2.1.4. Let G = (A,∆, ϕ) be an algebraic quantum group. We dene
• the opposite algebraic quantum group of G as the triple (A,∆cop, ϕ ◦ R), and we
will denote it by G◦.
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• the commutant algebraic quantum group of G as the triple (Aop,∆op, ϕop), and we
will denote it by Gc. Here,
∆op(aop)(bop ⊗ cop) := ((b⊗ c)∆(a))op⊗ op,
(bop ⊗ cop)∆op(aop) := (∆(a)(b⊗ c))op⊗ op
and ϕop(aop) := ϕ(a).
Denition 2.1.5. An algebraic quantum group G = (A,∆, ϕ) is said to be of compact
type if the ∗-algebra A is unital, and it is said to be of discrete type if its dual Ĝ is of
compact type, in other words, if the ∗-algebra Â is unital.
Let (A,∆) be an algebraic quantum group. Using the left Haar integral, we can dene
an inner product on A in the following way
〈 · , · 〉ϕ A⊗ A → C
a⊗ b 7→ ϕ(a∗b)
Lemma 2.1.6. The algebra End(A) is an ∗-algebra with the involution given by
∗ : End(A) → End(A)
T 7→ T ∗
where
〈T (a) , b 〉ϕ = 〈 a , T ∗(b) 〉ϕ
for all a, b ∈ A.
Proof It is straightforward.
Lemma 2.1.7. For all a ∈ A and θ ∈ Â, we have the following relation
θ · ϕa = ϕaJŜ−1(θ),
Proof Fix a ∈ A and θ ∈ Â. By direct calculation and using the strong left invariance
of ϕ.
θ · ϕa(c) = (θ ⊗ ϕ)(∆(c)(1⊗ a))
= θ((id⊗ ϕ)(∆(c)(1⊗ a)))
= Ŝ−1(θ)(id⊗ ϕ)((1⊗ c)∆(a))
= Ŝ−1(θ)(id⊗ ϕ)(a(1) ⊗ ca(2))
= ϕ(c(Ŝ−1(θ)⊗ id)(∆(a)))
= ϕ(c(a J Ŝ−1(θ)))
= ϕ(aJŜ−1(θ))(c)
for all c ∈ A.
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We recall three linear maps associaded with an algebraic quantum group (A,∆)
pi : A → End(A)
a 7→ [b 7→ ab] ,
pi : Â → End(Â)
ω 7→ [θ 7→ ω · θ]
λ : Â → End(A)
ω 7→ [b 7→ (Ŝ−1(ω)⊗ id)∆(b)]
For the linear map λ, we know that it is relate to the right action associated with the
canonical pairing pA : A× Â→ C, a× ϕb 7→ ϕ(ab), i.e.
λ(ω)(a) = a J Ŝ−1(ω)
for every ω ∈ Â and a ∈ A.
Lemma 2.1.8. We have
pi(a∗) = pi(a)∗, pi(ω∗) = pi(ω)∗, λ(ω∗) = λ(ω)∗
for all a ∈ A and ω ∈ Â.
Proof The two rst equalities are straightforward. The last equalities follows because
we have
〈λ(ω)(a) , b 〉ϕ = ϕ((λ(ω)(a)∗b)
= ϕ((a J Ŝ−1(ω))∗b)
= ϕ((a∗ J ω∗)b)
= pA(a
∗ J ω∗, ϕb)
= pA(a
∗, ω∗ · ϕb)
= pA(a
∗, ϕbJŜ−1(ω∗))
= pA(a
∗, ϕλ(ω∗)(b))
= ϕ(a∗λ(ω∗)b)
= 〈 a , λ(ω∗)b 〉ϕ
for all a, b ∈ A and ω ∈ Â.
Lemma 2.1.9. The maps dened by
pi : A → End(A)
a 7→ [b 7→ ab] ,
pi : Â → End(Â)
ω 7→ [θ 7→ ω · θ]
λ : Â → End(A)
ω 7→ [b 7→ (Ŝ−1(ω)⊗ id)∆(b)]
are ∗-homomorphisms.
Proof The maps pi and pi are obviously homomorphisms, because they are the left mul-
tiplication of A over A and of Â over Â, respectively. On the other hand, x ω and θ in
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Â, then
λ(ω)(λ(θ)(a)) = (Ŝ−1(ω)⊗ id)∆((Ŝ−1(θ)⊗ id)∆(a))
= (Ŝ−1(ω)⊗ id)(Ŝ−1(θ)⊗∆)∆(a)
= (Ŝ−1(θ)⊗ Ŝ−1(ω)⊗ id)(id⊗∆)∆(a)
= (Ŝ−1(θ)⊗ Ŝ−1(ω)⊗ id)(∆⊗ id)∆(a)
= (Ŝ−1(θ) · Ŝ−1(ω)⊗ id)∆(a)
= (Ŝ−1(ω · θ)⊗ id)∆(a)
= λ(ω · θ)(a),
for all a ∈ A. It follows from Lemma 2.1.8 that this maps are ∗-homomorphisms.
Lemma 2.1.10. For ω ∈ Â, we have λ(ω) = F−1 ◦ pi(ω) ◦ F , where F is the Fourier
transform dened in Remark 17.
Proof Fix a ∈ A, then
[pi(ω)(F(a))](x) = (ω · ϕa)(x)
= ω((id⊗ ϕ)(∆(x)(1⊗ a)))
= ω((S−1 ⊗ ϕ)((1⊗ x)∆(a)))
= ϕ(x(Ŝ−1(ω)⊗ id)∆(a))
= [F((Ŝ−1(ω)⊗ id)∆(a))](x)
= [F(λ(ω)(a))](x),
for all x ∈ A. This implies the result.
Lemma 2.1.11 (Heisenberg commutation relations). For any a, a′ ∈ A, we have
pi(a)λ(ϕa′) = λ(ϕa(1)a′)pi(a(2))
in End(A).
Proof Fixed a, a′ ∈ A, we have
pi(a)λ(ϕa′)(b) = a(Ŝ
−1(ϕa′)⊗ id)(∆(b))
= (ϕa′ ◦ S−1 ⊗ id)((1⊗ a)∆(b))
= (ϕa′ ◦ S−1 ⊗ id)((S(a(1))⊗ 1)∆(a(2)b))
= (ϕa′ ⊗ id)((S−1 ⊗ id)(∆(a(2)b))(a(1) ⊗ 1))
= (ϕa(1)a′ ◦ S−1 ⊗ id)(∆(a(2)b))
= λ(ϕa(1)a′)(a(2)b)
= λ(ϕa(1)a′)pi(a(2))(b),
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for all b ∈ A. Here, we use the equality
(1⊗ a)∆(b) = b(1) ⊗ ab(2)
= b(1) ⊗ ε(a(1))a(2)b(2)
= S(a(1))a(2)b(1) ⊗ a(3)b(2)
= S(a(1))a(2)b(1) ⊗ a(3)b(2)
= (S(a(1))⊗ 1)(a(2)b(1) ⊗ a(3)b(2))
= (S(a(1))⊗ 1)∆(a(2)b).
Denition 2.1.12. Let G = (A,∆A, ϕA) and H = (B,∆B, ϕB) be two algebraic quan-
tum groups. A non-degenerate ∗-homomorphism Φ : A→M(B) is called a morphism
from H to G if ∆B ◦ Φ = (Φ⊗ Φ) ◦∆A.
Denition 2.1.13. We dene the category AQG called the category of algebraic quan-
tum groups as follows
• Its objects are the algebraic quantum groups.
• Its morphisms are the morphisms of algebraic quantum groups in the sense of
Denition 2.1.12.
The next result is well know in the case of Hopf algebras and locally compact quantum
groups.
Proposition 2.1.14. In the category AQG, we have
(Gc)◦ ∼= G, Ĝ◦ ∼= (Ĝ)c, (̂Gc) ∼= (Ĝ)◦,
Denition 2.1.15. Let G = (A,∆A, ϕA) be an algebraic quantum group. An algebraic
quantum groupH = (B,∆B, ϕB) is called a closed quantum subgroup ofG if there exists
a surjective morphism from H to G.
Remark 48. We will justify the term closed, when we discuss C∗-algebraic quantum
groups.
2.2 The Heisenberg algebra of an algebraic quantum
group
Let G = (A,∆, ϕ) be an algebraic quantum group.
Denition 2.2.1. Let pA : A × Â → C, a × ω 7→ ω(a), be the canonical pairing.
The Heisenberg ∗- algebra of the algebraic quantum group G is the Heisenberg ∗-algebra
associated with the canonical pairing pA, it will be denoted byH(G) := ÂA. The duality
of the algebraic quantum group G is the duality associated with the pairing pA, it will be
denoted by V G or simply by V .
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We recall that
H(G) = ÂA := { ω# a : (ω# a)(θ# b) = ω · θ(1) # (a JÂ θ(2))b }
= { ω# a : (ω# a)(θ# b) = ω · (a(1) IA θ) # a(2)b }.
and there exist two non-degenerate ∗-embeddings
jA : A → M(H(G))
a 7→ 1 # a ,
jÂ : Â → M(H(G))
ω 7→ ω# 1
such that
ω# a = jÂ(ω)jA(a)
for all a ∈ A and ω ∈ Â.
Remark 49. Using the ∗-embeddings of A and Â inM(H(G)), we can consider U ∈
M(A⊗Â) as an element inM(H(G)⊗Â) or as an element inM(A⊗H(G)). Similarly,
we can also consider Uˆ ∈M(Â⊗A) as an element inM(H(G)⊗A) or as un element
inM(Â⊗H(G)).
Now, the Heisemberg ∗-algebra of the algebraic quantum group Ĝ◦ = (Â, ∆̂, ϕ̂) is given
by
H(Ĝ◦) = AÂ := { a#ω : (a#ω)(b# θ) = ab(1) # (ω JA b(2)) · θ }
= { a#ω : (a#ω)(b# θ) = a(ω(1) IÂ b) #ω(2) · θ},
and the next proposition shows its relations with H(G).
Proposition 2.2.2. The linear map
Φ : H(G) → H(Ĝ◦)
ω# a 7→ S(a) # Ŝ−1(ω)
is an anti-∗-isomorphism
Proof We have
Φ((ω# a)(θ# b)) = Φ(ω · θ(1) # (a JÂ θ(2))b)
= S((a JÂ θ(2))b) # Ŝ−1(ω · θ(1))
= S(b)S(a JÂ θ(2)) # Ŝ−1(θ(1)) · Ŝ−1(ω)
= S(b)(Ŝ−1(θ(2)) IÂ S(a)) # Ŝ−1(θ(1)) · Ŝ−1(ω)
= S(b)(Ŝ−1(θ)(1) IÂ S(a)) # Ŝ−1(θ)(2) · Ŝ−1(ω)
= (S(b) # Ŝ−1(θ))(S(a) # Ŝ−1(ω))
= Φ(θ# b)Φ(ω# a)
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2.3 Corepresentations of algebraic quantum groups
LetG = (A,∆, ϕ) be an algebraic quantum group andX be a non-degenerate ∗-algebra.
Denition 2.3.1 (Denition 5.1, [Kus97a]). A corepresentation of G on X is an element
W inM(A⊗X) such that (∆⊗ id)(W ) = W13W23. If alsoW is unitary inM(A⊗X),
we say that W is a unitary corepresentation.
Notation 11. For any W ∈M(A⊗X), we use the notations
W13 := (ΣA,A ⊗ id)(1M(A) ⊗W ), W23 := 1M(A) ⊗W,
both elements areM(A⊗ A⊗X).
Proposition 2.3.2 ([Kus97a]). For any unitary corepresentationW ofG on a non-degenerate
∗-algebra X , we have
• A⊗X = span{ (a⊗ 1)W (1⊗ x) : a ∈ A, x ∈ X }
• A⊗X = span{ (1⊗ x)W (a⊗ 1) : a ∈ A, x ∈ X }
• A⊗X = span{ (a⊗ 1)W ∗(1⊗ x) : a ∈ A, x ∈ X }
• A⊗X = span{ (1⊗ x)W ∗(a⊗ 1) : a ∈ A, x ∈ X }
Remark 50. For any ω = ϕa ∈ Â and P ∈ M(A⊗X), we dene (ωa ⊗ id)(P ) as the
element inM(X):
[(ω ⊗ id)(P )]x := (ϕ⊗ id)(P (a⊗ x)), x[(ω ⊗ id)(P )] := (ϕ⊗ id)((ρ−1(a)⊗ x)P ),
for all x ∈ X . Moreover, we have
(ω1 · ω2 ⊗ id)(P ) = (ω1 ⊗ ω2 ⊗ id)((∆⊗ id)(P ))
and
(ω1 ⊗ id)(P )(ω2 ⊗ id)(Q) = (ω1 ⊗ ω2 ⊗ id)(P13Q23)
for every ω1, ω2 ∈ Â and P,Q ∈M(A⊗B).
Proposition 2.3.3 ([Kus97a]). LetW be an element ofM(A⊗X) and consider the linear
map
θW : Â → M(X)
ω 7→ (ω ⊗ id)(W )
Then,W is a corepresentation of G on X if and only if θW is an homomorphism.
Proposition 2.3.4 ([Kus97a]). LetW be a corepresentation ofG onX . Then the following
statements are equivalent:
(i) W is unitary withW ∗ = (S ⊗ id)(W ).
(ii) (ε⊗ id)(W ) = 1M(X).
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(iii) W (A⊗X) = A⊗X = (A⊗X)W .
(iv) θW is a non-degenerate ∗-homomorphism.
Proposition 2.3.5 ([Kus97a]). Let Y be a non-degenerate ∗-algebra andW a corepresen-
tation of G on X . If θ ∈ Hom(X, Y ), then (id ⊗ θ)(W ) is a corepresentation of G on Y
such that θ(id⊗θ)(W ) = θ ◦ θW . Moreover, ifW is unitary, then (id⊗ θ)(W ) is also unitary.
2.3.1 The universal corepresentation
Let G = (A,∆, ϕ) be an algebraic quantum group. In this section we mainly recall the
construction of the universal corepresentation of G and the natural bijection between
corepresentations of G and representations of Â.
Remark 51. Because Â is a subset of A∨, we can regard A ⊗ Â in a natural way as a
subspace of End(A).
Consider the following linear maps
Ul : A⊗ Â → End(A)
a⊗ ω 7→ [b 7→ (id⊗ ω)(∆(b)(a⊗ 1))]
Ur : A⊗ Â → End(A)
a⊗ ω 7→ [b 7→ (ω ⊗ id)((1⊗ a)∆(b))]
Lemma 2.3.6 ([Kus97a]). For any a ∈ A andω ∈ Â, we have thatUl(a⊗ω) andUr(a⊗ω)
belong to A⊗ Â. Moreover, we have
Ul((a⊗ω)(a′⊗ω′)) = Ul(a⊗ω)(a′⊗ω′), Ur((a⊗ω)(a′⊗ω′)) = (a⊗ω)Ur(a′⊗ω′)
and
Ur(a⊗ ω)(a′ ⊗ ω′) = (a⊗ ω)Ul(a′ ⊗ ω′),
for any a, a′ ∈ A and ω, ω′ ∈ Â,
Theorem 2.3.7 ([Kus97a]). There exists a unique element U inM(A⊗ Â) such that
[U(a⊗ ω)](b) = (id⊗ ω)(∆(b)(a⊗ 1)), [(a⊗ ω)U ](b) = (ω ⊗ id)((1⊗ a)∆(b))
for all a, b ∈ A and ω ∈ Â. Moreover, we have the following properties:
(i) U is a unitary inM(A⊗ Â).
(ii) (∆⊗ id)(U) = U13U23.
(iii) (id⊗ ∆̂)(U) = U12U13.
(iv) (ω ⊗ id)(U) = ω for all ω ∈ Â, this implies that θU = idÂ.
(v) (id⊗ a)(U) = a for all a ∈ A (here we use the identication of A and ̂̂A).
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Denition 2.3.8 ([Kus97a]). By the theorem above, we have that U ∈ M(A ⊗ Â) is a
unitary corepresentation of G on Â and it is called the universal corepresentation of G.
Remark 52. Denote Uˆ := Σ(U∗) = (Σ(U))∗ ∈ M(Â ⊗ A). In [Kus97a], it was
prove that Uˆ∗ = Σ(U) is the universal corepresentation of the algebraic quantum group
(Â, ∆̂, ϕ̂). Now, follows from items (ii) and (iii) of Theorem 2.3.7, that
(∆̂cop ⊗ id)(Uˆ) = Uˆ13Uˆ23, (id⊗∆)(Uˆ) = Uˆ13Uˆ12,
that means that Uˆ is the universal corepresentation of Ĝ.
The next theorem shows the property of universality of the corepresentation U .
Theorem 2.3.9 ([Kus97a]). For any unitary corepresentationW ofG on a non-degenerate
∗-algebra X and any θ ∈ Hom(Â,X), we have
(i) (id⊗ θW )(U) = W .
(ii) θ(id⊗θ)(U) = θ.
2.4 The algebraic multiplicative unitary
Let G = (A,∆, ϕ) be an algebraic quantum group, Ĝ = (Â, ∆̂cop, ϕ̂ ◦ Ŝ) be its dual, V
the duality of G and H(G) the Heisenberg algebra of G.
Denition 2.4.1. By Theorem 2.3.7, for an algebraic quantum groupGwe have a unique
unitary element U ∈M(A⊗ Â) such that (∆⊗ id)(U) = U13U23 and (id⊗ ∆̂cop)(U) =
U13U12. This element will be called the algebraic multiplicative unitary of G, and will
denoted by UG or sometimes simply by U .
Remark 53. By Remark 52, Uˆ = Σ(U∗) ∈ M(Â ⊗ A) is the algebraic multiplicative
unitary of Ĝ.
Lemma 2.4.2. If U is the algebraic multiplicative unitary of G, then
U(a⊗ ϕb) = S−1(b(1))a⊗ ϕb(2) , (a⊗ ϕb)U = aδS(b(2))⊗ ϕb(1) ,
for all a, b ∈ A.
Proof For all c ∈ A
[U(a⊗ ϕb)](c) = (id⊗ ϕb)(∆(c)(a⊗ 1))
= (id⊗ ϕ)((∆(c)(1⊗ b))a
= S−1((id⊗ ϕ)((1⊗ c)∆(b)))a
= ϕ(cb(2))S
−1(b(1))a
= [S−1(b(1))a⊗ ϕb(2) ](c),
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and
[(a⊗ ϕb)U ](c) = (ϕb ⊗ id)((1⊗ a)∆(c))
= (ψbδ−1 ⊗ id)((1⊗ a)∆(c))
= a(ψ ⊗ id)(∆(c)(bδ−1 ⊗ 1))
= aS((ψ ⊗ id)((c⊗ 1)∆(bδ−1))
= aS((ψ ⊗ id)((c⊗ 1)∆(b)(δ−1 ⊗ δ−1)))
= aS(b(2)δ
−1)ψ(cb(1)δ−1)
= aS(b(2)δ
−1)ϕ(cb(1))
= [aδS(b(2))⊗ ϕb(1) ](c)
Lemma 2.4.3. If U is the algebraic multiplicative unitary of G, then
U∗(a⊗ ϕb) = b(1)a⊗ ϕb(2) , (a⊗ bϕ)U∗ = aδ−1b(2) ⊗ b(1)ϕ
for all a, b ∈ A.
Proof Fix a, b ∈ A, if we write ∆(b)(a⊗ 1) = p⊗ q ∈ A⊗ A, then
[U(p⊗ ϕq)](x) = (id⊗ ϕq)(∆(x)(p⊗ 1))
= (id⊗ ϕ)(∆(x)(p⊗ q))
= (id⊗ ϕ)(∆(xb)(a⊗ 1))
= aϕ(xb)
= [(a⊗ ϕb)](x),
for all x ∈ A. This implies that
U∗(a⊗ ϕb) = p⊗ ϕq = b(1)a⊗ ϕb(2) .
Similarly, if we write (1⊗ aδ−1)∆(b) = q ⊗ p ∈ A⊗ A, then
[(p⊗ qϕ)U ](x) = (qϕ⊗ id)((1⊗ p)∆(x))
= (ϕ⊗ id)((q ⊗ p)∆(x))
= (ϕ⊗ id)((1⊗ aδ−1)∆(bx))
= aδ−1ϕ(bx)δ
= [(a⊗ bϕ)](x),
for all x ∈ A. This implies that
(a⊗ bϕ)U∗ = p⊗ qϕ = aδ−1b(2) ⊗ b(1)ϕ.
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Remark 54. Using the equality ∆(ρ(q)) = (S2 ⊗ ρ)(∆(q)), we have
(p⊗ qϕ)U = (p⊗ ϕρ(q))U
= pδS(ρ(q)(2))⊗ ϕρ(q)(1)
= pδS(ρ(q(2)))⊗ ϕS2(q(1))
= pδS(ρ(q(2)))⊗ ρ−1(S2(q(1)))ϕ
for all p, q ∈ A. Then, put a := pδS(ρ(q(2))) and b := ρ−1(S2(q(1))), we have
(1⊗ aδ−1)∆(b) = (1⊗ pδS(ρ(q(2)))δ−1)∆(ρ−1(S2(q(1))))
= (1⊗ pρ−1(S(q(3))))(q(1) ⊗ ρ−1(S2(q(2))))
= q(1) ⊗ pρ−1(S(S(q(2))q(3)))
= ε(q(2))q(1) ⊗ p
= q ⊗ p.
Example 2.4.4. Let G = (Funf (G),∆, ϕ) be the algebraic quantum group of complex
nitely supported functions on a group G. The “formal” element
UG :=
∑
g∈G
δg ⊗ Ug ∈M(Funf (G)⊗ C[G])
is the algebraic multiplicative unitary of G, because by simple calculation
(id⊗Ug)(∆(q)(p⊗1)) = [UG(p⊗Ug)](q) (Ug⊗id)((1⊗p)∆(q)) = [(p⊗Ug)UG](q),
for all p, q ∈ Funf (G) and g ∈ G. This also implies, that the “formal” element
ÛG = Σ((UG)∗) :=
∑
g∈G
Ug ⊗ δg−1 ∈M(C[G]⊗ Funf (G))
is the algebraic multiplicative unitary of Ĝ = (C[G], ∆̂, ϕ̂), because
(UG)∗ =
∑
g∈G
δg−1 ⊗ Ug
In order to say more about the algebraic multiplicative unitary U , we will establish its
relationship with the duality V .
Proposition 2.4.5. We have
V = Σ(U)
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Proof By Lemma 2.4.2, we have
(pA ⊗ p¯A)(Σ(U), (ϕa IÂ a′)⊗ (b IA ϕb′)) = (pA ⊗ p¯A)(Σ(U), (ϕa ⊗ b)B (a′ ⊗ ϕb′))
= (pA ⊗ p¯A)(Σ(U)(ϕa ⊗ b), a′ ⊗ ϕb′)
= (p¯A ⊗ pA)(U(b⊗ ϕa), ϕb′ ⊗ a′)
= (p¯A ⊗ pA)(S−1(a(1))b⊗ ϕa(2) , ϕb′ ⊗ a′)
= ϕb′(S
−1(a(1))b)ϕ(a′a(2))
= ϕb′(S
−1((id⊗ ϕ)((1⊗ a′)∆(a)))b)
= ϕbb′((id⊗ ϕ)(∆(a′)(1⊗ a)))
= (ϕbb′ ⊗ ϕa)(∆(a′))
= p2A(∆(a
′), ϕbb′ ⊗ ϕa)
= pA(a
′, ϕbb′ · ϕa)
= pA(ϕa IÂ a′, ϕbb′)
= pA(ϕa IÂ a′, b IA ϕb′),
for all a, a′, b, b′ ∈ A. The result follows from the fact that the actions coming from the
pairing are unital and from the unicity of the duality V .
Remark 55. It is obvious that A is a left Â-module with the module map given by
Bλ : Â⊗ A → A
ω ⊗ a 7→ λ(ω)(a) .
Moreover,
ω Bλ a = (Ŝ−1(ω)⊗ id)∆(a) = a JÂ Ŝ−1(ω),
for all a ∈ A and ω ∈ Â, and then
ω Bλ (ab) = ab JÂ Ŝ−1(ω)
= (a JÂ Ŝ−1(ω(2)))(b JÂ Ŝ−1(ω(1)))
= (ω(2) Bλ a)(ω(1) Bλ b),
for all a, b ∈ A and ω ∈ Â. This implies that Bλ is a left action of (Â, ∆̂cop) on A.
Proposition 2.4.6. The map
piBλ : (A⊗ Â)⊗ (A⊗ A) → A⊗ A
(a⊗ ω)⊗ (b⊗ b′) 7→ ab⊗ (ω Bλ b′)
denes a unital non-degenerate left action of the algebra A ⊗ Â on A ⊗ A, such that its
extension to multiplier algebras B :M(A⊗ Â)⊗ (A⊗ A)→ A⊗ A satises
Upi Bλ (a⊗ b) = (S−1 ⊗ id)(∆(b))(a⊗ 1),
for all a, b ∈ A.
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Proof Fix a ∈ A and ω ∈ Â, then
(a⊗ ω) pi Bλ (b⊗ b′) = ab⊗ (ω Bλ b′)
= ab⊗ (b′ JÂ Ŝ−1(ω))
= Σ ◦ (id⊗ S−1)[(b′ ⊗ S(b))C (Ŝ−1(ω)⊗ S(a))]
= Σ ◦ (id⊗ S−1)[(b′ ⊗ S(b))C (Ŝ−1 ⊗ S)(ω ⊗ a)],
for all b, b′ ∈ A. The last equality implies that for all T ∈M(Â⊗ A) we have
Σ(T ) pi Bλ (a⊗ b) = Σ ◦ (id⊗ S−1)[(b⊗ S(a))C (Ŝ−1 ⊗ S)(T )],
for all a, b ∈ A. In particular, it follows from the lemma above that
U pi Bλ (a⊗ b) = Σ(V ) pi Bλ (a⊗ b)
= Σ ◦ (id⊗ S−1)[(b⊗ S(a))C (Ŝ−1 ⊗ S)(V )]
= Σ ◦ (id⊗ S−1)[(b⊗ S(a))C V ]
= Σ ◦ (id⊗ S−1)[(1⊗ S(a))∆cop(b)]
= Σ(b(2) ⊗ S−1(b(1))a)
= (S−1 ⊗ id)(∆(b))(a⊗ 1).
Corollary 2.4.7. We have
U∗pi Bλ (a⊗ b) = ∆(b)(a⊗ 1),
for all a, b ∈ A.
Proof Fix a, b ∈ A. It follows from the equality
U pi Bλ (∆(b)(a⊗ 1)) = U pi Bλ (b(1)a⊗ b(2))
= (S−1 ⊗ id)(∆(b(2)))(b(1)a⊗ 1)
= S−1(b(2))b(1)a⊗ b(3)
= ε(b(1))a⊗ b(2)
= a⊗ b
that
U∗ pi Bλ (a⊗ b) = U∗ pi Bλ (U pi Bλ (∆(b)(a⊗ 1))) = ∆(b)(a⊗ 1)
Proposition 2.4.8. We have
∆(a) = U∗(1⊗ a)U ∈M(A⊗H(G))
and
∆̂cop(ω) = Uˆ∗(1⊗ ω)Uˆ ∈M(Â⊗H(G)),
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for all a ∈ A and ω ∈ Â.
Proof It follows from Proposition 1.2.43, that
∆(a) = Σ(∆cop(a)) = Σ(V ∗(a⊗ 1)V ) = Σ(V )∗(1⊗ a)Σ(V ) = U∗(1⊗ a)U,
and
∆̂cop(ω) = V (1⊗ ω)V ∗ = Σ(U∗)∗(1⊗ ω)Σ(U∗) = Uˆ∗(1⊗ ω)Uˆ ,
for all a ∈ A and ω ∈ Â.
Proposition 2.4.9. We have
U12U13U23 = U23U12
inM(A⊗H(G)⊗ Â).
Proof As U = Σ(V ), the result follows from item (iv) of Proposition 1.2.38.
A similar result to the next lemma has been proven in [KV97]. Here we give a purely
algebraic prove necessary for our purpose.
Lemma 2.4.10. For all a, b ∈ A and ω ∈ Â, we have
(id⊗ a)(U(b⊗ ω)U∗) = (id⊗ ω)(∆(a(1)))bS(a(2))
Proof Fix a, b ∈ A and ω ∈ Â. If we denote U(b⊗ ω) := ∑i pi ⊗ ωi, then∑
i
piωi(c) = [U(b⊗ ω)](c) = (id⊗ ω)(∆(c)(b⊗ 1)) = (id⊗ ω)(∆(c))b,
for all c ∈ A, this implies that
(U(b⊗ ω)U∗)pi Bλ (d⊗ e) = (U(b⊗ ω))pi Bλ (U∗pi Bλ (d⊗ e))
= (
∑
i
pi ⊗ ωi)pi Bλ (e(1)d⊗ e(2))
=
∑
i
pie(1)d⊗ (Ŝ−1(ωi)⊗ id)∆(e(2))
=
∑
i
pie(1)d⊗ ωi(S−1(e(2)))e(3)
=
∑
i
piωi(S
−1(e(2)))e(1)d⊗ e(3)
= (id⊗ ω)(∆(S−1(e(2))))be(1)d⊗ e(3),
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for all d, e ∈ A. Now, we denote U(b⊗ ω)U∗ := ∑j qj ⊗ θj , then
(id⊗ a)(U(b⊗ ω)U∗)d = (
∑
j
qjθj(a))d
= (id⊗ ε)(
∑
j
qjd⊗ θj(a(2))S(a1))
= (id⊗ ε)(
∑
j
qjd⊗ (Ŝ−1(θj)⊗ id)∆(S(a)))
= (id⊗ ε)((
∑
j
qj ⊗ θj)pi Bλ (d⊗ S(a)))
= (id⊗ ε)((U(b⊗ ω)U−1)pi Bλ (d⊗ S(a)))
= (id⊗ ε)((id⊗ ω)∆(S−1(S(a)(2)))bS(a)(1)d⊗ S(a)(3))
= (id⊗ ω)(∆(S−1(S(a)(2))))bS(a)(1)d
= (id⊗ ω)(∆(a(1)))bS(a(2))d,
for all d ∈ A. As A is non-degenerate,
(id⊗ a)(U(b⊗ ω)U∗) = (id⊗ ω)(∆(a(1)))bS(a(2)).
Lemma 2.4.11. For all ω, θ ∈ Â and a ∈ A, we have
(id⊗ ω)(Û(θ ⊗ a)Û∗) = Ŝ(ω(1)) · θ · (id⊗ a)(∆̂cop(ω(2)))
Proof As Û is the algebraic multiplicative unitary of Ĝ, we can use Lemma 2.4.10 to conclude.
Example 2.4.12. Let G = (Funf (G),∆, ϕ) be the algebraic quantum group of complex nitely
supported functions on a group G, with dual given by Ĝ = (C[G], ∆̂, ϕ̂). Associated with the
canonical pairing p : Funf (G)×C[G]→ C, δg×Uh 7→ δg,h, we have the right action of (C[G], ∆̂)
on the ∗-algebra Funf (G) dened by
J: Funf (G)⊗ C[G] → Funf (G)
δg ⊗ Uh 7→ δh−1g .
Then, the Heisenberg algebra of G is
H(G) = C[G] # Funf (G) = span{Ug # δh : (Ug # δh)(Ug¯ # δh¯) = Ugg¯ # δg¯−1hδh¯}.
Moreover, using the formal notations
Ugδh := Ug # δh, δgUh := Uh # δh−1g = Uhδh−1g,
we have
UG∆(δg) = (1⊗ δg)UG and ÛG∆̂cop(Ug) = (1⊗ Ug)ÛG,
for all g ∈ G. Recall that we have, for all g ∈ G
∆(δg) =
∑
h∈G
δh ⊗ δh−1g, and ∆̂(Ug) = Ug ⊗ Ug.
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2.5 Drinfeld double for an algebraic quantum group
In this section, we give the contruction of the Drinfeld double for an algebraic quantum group,
in the form close to [NV09, Nak96].
Let G = (A,∆, ϕ) be an algebraic quantum group, Ĝ = (Â, ∆̂cop, ϕ̂ ◦ R̂) be its dual and U be
the algebraic multiplicative unitary of G.
Lemma 2.5.1.(
∆̂cop ⊗ idM(A)
) ◦ ΣU = (idM(Â) ⊗ ΣU) ◦ (ΣU ⊗ idM(Â)) ◦ (idM(A) ⊗ ∆̂cop)(
idM(Â) ⊗∆
) ◦ ΣU = (ΣU ⊗ idM(A)) ◦ (idM(A) ⊗ ΣU) ◦ (∆⊗ idM(Â))
Proof Easily, we have the relations
(idM(Â) ⊗ ΣU ) = Ad(Σ(U)23) ◦ Σ23
(ΣU ⊗ idM(Â)) = Ad(Σ(U)12) ◦ Σ12
(idM(Â) ⊗∆) ◦ Σ = Σ12 ◦ Σ23 ◦ (∆⊗ idM(Â))
(∆̂cop ⊗ idM(A)) ◦ Σ = Σ23 ◦ Σ12 ◦ (idM(A) ⊗ ∆̂cop),
then(
idM(Â) ⊗ ΣU
) ◦ (ΣU ⊗ idM(Â)) ◦ (idM(A) ⊗ ∆̂cop) = Ad(Σ(U)23) ◦ Σ23 ◦ Ad(Σ(U)12) ◦ Σ12 ◦ (idM(A) ⊗ ∆̂cop)
= Ad(Σ(U)23) ◦ Ad(Σ(U)13) ◦ Σ23 ◦ Σ12 ◦ (idM(A) ⊗ ∆̂cop)
= Ad(Σ(U)23Σ(U)13) ◦ (∆̂cop ⊗ idM(A)) ◦ Σ
= Ad((∆̂cop ⊗ idM(Â))(Σ(U))) ◦ (∆̂cop ⊗ idM(A)) ◦ Σ
= (∆̂cop ⊗ idM(Â)) ◦ Ad(Σ(U)) ◦ Σ
=
(
∆̂cop ⊗ idM(Â)
) ◦ ΣU .
Similarly,
(
ΣU ⊗ idM(A)
) ◦ (idM(A) ⊗ ΣU) ◦ (∆⊗ idM(Â)) = Ad(Σ(U)12) ◦ Σ12 ◦ Ad(Σ(U)23) ◦ Σ23 ◦ (∆⊗ idM(Â))
= Ad(Σ(U)12) ◦ Ad(Σ(U)13) ◦ Σ12 ◦ Σ23 ◦
(
∆⊗ idM(Â)
)
= Ad(Σ(U)12Σ(U)13) ◦ (idM(Â) ⊗∆) ◦ Σ
= Ad((idM(Â) ⊗∆)(Σ(U))) ◦ (idM(Â) ⊗∆) ◦ Σ
= (idM(Â) ⊗∆) ◦ Ad(Σ(U)) ◦ Σ
=
(
idM(Â) ⊗∆
) ◦ ΣU ,
and we can prove the second relation.
Consider the map
∆D : A⊗ Â → M(A⊗ Â⊗ A⊗ Â)
a⊗ ω 7→ (idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)(a⊗ ω)
Proposition 2.5.2. The linear map ∆D is a non-degenerate ∗-homomorphism and (A ⊗
Â,∆D) is a multiplier Hopf ∗-algebra.
CHAPTER Nº 2. YETTER-DRINFELD ∗-ALGEBRAS OVER ALGEBRAIC QUANTUM
GROUPS 61
Proof We have
(
∆D ⊗ idM(A⊗Â)
) ◦∆D = [(idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)⊗ idM(A⊗Â)] ◦ [(id⊗ ΣU ⊗ id) ◦ (∆⊗ ∆̂cop)]
=
(
idM(A) ⊗ ΣU ⊗ idM(Â) ⊗ idM(A⊗Â)
) ◦ (∆⊗ (∆̂cop ⊗ idM(A)) ◦ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)
=
(
idM(A) ⊗N ⊗ idM(Â)
) ◦ (∆⊗ ∆̂cop),
where
N =
(
ΣU ⊗ idM(Â) ⊗ idM(A)
) ◦ (idM(A) ⊗ (idM(Â) ⊗ ΣU ) ◦ (ΣU ⊗ idM(Â)) ◦ (idM(A) ⊗ ∆̂cop)) ◦ (∆⊗ idM(Â))
= (ΣU ⊗ ΣU ) ◦ (idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)
= (ΣU ⊗ ΣU ) ◦∆D
On the other hand, we also have
(
idM(A⊗Â) ⊗∆D
) ◦∆D = [idM(A⊗Â) ⊗ (idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)] ◦ [(idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)]
=
(
idM(A⊗Â) ⊗ idM(A) ⊗ ΣU ⊗ idM(Â)
) ◦ (idM(A) ⊗ (idM(Â) ⊗∆) ◦ ΣU ⊗ ∆̂cop) ◦ (∆⊗ ∆̂cop)
= (idM(A) ⊗M ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop),
where
M =
(
idM(Â) ⊗ idM(A) ⊗ ΣU
) ◦ ((ΣU ⊗ idM(A)) ◦ (idM(A) ⊗ ΣU ) ◦ (∆⊗ idM(Â))⊗ idM(Â)) ◦ (idM(A) ⊗ ∆̂cop)
= (ΣU ⊗ ΣU ) ◦ (idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)
= (ΣU ⊗ ΣU ) ◦∆D.
Then (
∆D ⊗ idM(A⊗Â)
) ◦∆D = (idM(A⊗Â) ⊗∆D) ◦∆D.
Consider the map
ϕD : A⊗ Â → C
a⊗ ω 7→ (ϕ⊗ ϕ̂)(a⊗ ω)
Lemma 2.5.3. We have
ϕD = (ϕ⊗ ϕ̂ ◦ R̂) ◦ Ad(U).
Proof If we denote b = ϕ̂ ◦ R̂, follows from the equality
ϕ̂(ω) = pA(ϕ̂ ◦ R̂, R̂−1(ω)) = pA(b, R̂−1(ω)) = pA(R−1(b), ω) = ω(R−1(b)),
that
ϕD(a⊗ ω) = ϕ(a)ϕ̂(ω) = ϕ(a)ω(R−1(b)).
On the other hand, we have
(ϕ⊗ ϕ̂ ◦ R̂) ◦ Ad(U)(a⊗ ω) = (ϕ⊗ ϕ̂ ◦ R̂)(U(a⊗ ω)U∗)
= ϕ((id⊗ b)(U(a⊗ ω)U∗))
= ϕ((id⊗ ω)(∆(b(1)))aR(b(2)))
= ϕ(a)ω(R−1(b)).
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Proposition 2.5.4. The map ϕD is a non-zero positive left and right invariant faithful
functional onA⊗ Â, and (A⊗ Â,∆D, ϕD, ϕD) is a unimodular algebraic quantum group.
Proof The equation (idM(A) ⊗ ∆̂cop)(U) = U13U12 implies
(idM(A) ⊗ ∆̂cop) ◦ Ad(U) = Ad(U13U12) ◦ (idM(A) ⊗ ∆̂cop),
then
(idM(A⊗Â) ⊗ ϕD) ◦∆D = [idM(A) ⊗ idM(Â) ⊗ (ϕ⊗ ϕ̂ ◦ Ŝ) ◦ Ad(U)] ◦ [(idM(A) ⊗ ΣU ⊗ idM(Â)) ◦ (∆⊗ ∆̂cop)]
= (idM(A) ⊗ idM(Â) ⊗ ϕ⊗ ϕ̂ ◦ Ŝ) ◦ Ad(U34) ◦ Σ23 ◦ Ad(U23) ◦ (∆⊗ ∆̂cop)
= (idM(A) ⊗ idM(Â) ⊗ ϕ⊗ ϕ̂ ◦ Ŝ) ◦ Σ23 ◦ Ad(U24U23) ◦ (∆⊗ ∆̂cop)
= (idM(A) ⊗ ϕ⊗ idM(Â) ⊗ ϕ̂ ◦ Ŝ) ◦ (idM(A) ⊗ idM(A) ⊗ ∆̂cop) ◦ Ad(1M(A) ⊗ U) ◦ (∆⊗ idM(Â))
= (idM(A) ⊗ ϕ⊗ (idM(Â) ⊗ ϕ̂ ◦ Ŝ) ◦ ∆̂cop) ◦ Ad(1M(A) ⊗ U) ◦ (∆⊗ idM(Â))
= [idM(A) ⊗ ϕ⊗ (ϕ̂ ◦ Ŝ)(·)1M(A)] ◦ Ad(1M(A) ⊗ U) ◦ (∆⊗ idM(Â))
= [idM(A) ⊗ ϕD(·)1M(Â)] ◦ [∆⊗ idM(Â)]
= [idM(A) ⊗ (ϕ⊗ ϕ̂)(·)1M(Â)] ◦ [∆⊗ idM(Â)]
= (idM(A) ⊗ ϕ) ◦∆⊗ ϕ̂(·)1M(Â)
= ϕ(·)1M(A) ⊗ ϕ̂(·)1M(Â)
= (ϕ⊗ ϕ̂)(·)1M(A) ⊗ 1M(Â)
= ϕD(·)1M(A⊗Â).
The right invariance is proved similarly.
Denition 2.5.5. The algebraic quantum group (A⊗ Â,∆D, ϕD), is called the Drinfeld
double of G and is denoted by D(G).
2.6 Actions of algebraic quantum groups
Denition 2.6.1. Let G = (A,∆, ϕ) be an algebraic quantum group and X be a non-
degenerate ∗-algebra. A left action of G on X is a left coaction α : X →M(A ⊗X) of
the multiplier Hopf ∗-algebra (A,∆) on X . The pair (X,α) is called a G-∗-algebra if X
is a non-degenerate ∗-algebra and α is a left action of the algebraic quantum groupG on
X . We can dene in the similar way a right action of G on X .
Let us recall that for every left action α : X → M(A ⊗ X) of G on a non-degenerate
∗-algebra X , there exists a right action
Cα : X ⊗ Â → X
x⊗ ω 7→ (ω ⊗ id)(α(x))
of the multiplier Hopf ∗-algebra (Â, ∆̂) on X , called the dual action associated with α.
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Remark 56. For any x ∈ X , we have
α((ϕ ◦R⊗ id)α(x)) = (ϕ ◦R⊗ id⊗ id)((id⊗ α)(α(x)))
= (ϕ ◦R⊗ id⊗ id)((∆⊗ id)(α(x)))
= ((ϕ ◦R⊗ id) ◦∆⊗ id)(α(x))
= ((ϕ ◦R(·)1M(A) ⊗ id)(α(x))
= 1M(A) ⊗ (ϕ ◦R⊗ id)(α(x)),
then
Eα : X → Xα
x 7→ (ϕ ◦R⊗ id)(α(x))
is a well dened linear map, where Xα = {x ∈M(X) : α(x) = 1⊗ x}.
Example 2.6.2. Let · : G × S → S be a right action of G on the set S. Using the right
action α : G→ Aut(Funf (S)), αg(f)(s) = f(s · g−1), we have
α : Funf (S) → M(Funf (G)⊗ Funf (S)) ∼= Fun(G, Funf (S))
f 7→ αf : g 7→ αg(f)
with the dual right action of the Hopf ∗-algebra C[G] on A, given by
Cα : A⊗ C[G] → A
a⊗ Ug 7→ αg(a)
Example 2.6.3. Let X be a non-degenerate ∗-algebra and G = (A,∆, ϕ) be an algebraic
quantum group. The map α : X →M(A⊗X) given by α(x) = 1M(A)⊗x is a left action
of G on X called the trivial action.
Example 2.6.4. With every algebraic quantum group, we can always associate two non-
trivial left actions. Let G = (A,∆A, ϕA) be an algebraic quantum group, and U be the
algebraic multiplicative unitary of G. It is obvious that we can see the comultiplication
∆A : A → M(A ⊗ A) as a left (and right) action of G on A. On the other hand, if we
denote Uˆ = Σ(U∗), we can dene the map
AdG : A → M(Â⊗ A)
a 7→ Uˆ∗(1⊗ a)Uˆ ,
then
(id⊗ AdG)(AdG(a)) = Uˆ∗23Σ12(1⊗ Uˆ∗(1⊗ a)Uˆ)Uˆ23
= Uˆ∗23Σ12(Uˆ
∗
23(1⊗ 1⊗ a)Uˆ23)Uˆ23
= Uˆ∗23Uˆ
∗
13(1⊗ 1⊗ a)Uˆ13Uˆ23
= (∆̂cop ⊗ id)(Uˆ∗)(1⊗ 1⊗ a)(∆̂cop ⊗ id)(Uˆ)
= (∆̂cop ⊗ id)(Uˆ∗(1⊗ a)Uˆ)
= (∆̂cop ⊗ id)(AdG(a)),
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for all a ∈ A, and we know that
AdG(A)(Â⊗ 1) = Uˆ∗(1⊗ A)Uˆ(Â⊗ 1) = Â⊗ A.
This implies that AdG is a left action of Ĝ on A, we will call it the left adjoint action ofG.
Example 2.6.5. LetW be a unitary corepresentation of G on a non-degenerate ∗-algebra
X . BecauseW is unitary, the linear map dened by
αW : X → M(A⊗X)
x 7→ W ∗(1⊗ x)W
is injective. Moreover, we have
(id⊗ αW )(αW (x)) = W ∗23Σ12(W ∗23(1⊗ 1⊗ x)W23)W23
= W ∗23W
∗
13(1⊗ 1⊗ x)W13W23
= (∆⊗ id)(W ∗(1⊗ x)W )
= (∆⊗ id)(αW (x)),
for all x ∈ X and it follows from the equality
(1⊗X)W (A⊗ 1) = A⊗X
that
αW (X)(A⊗ 1) = W ∗(1⊗X)W (A⊗ 1) = W ∗(A⊗X) = A⊗X.
This implies that αW is a left action of G on X .
Remark 57. Letα : X →M(A⊗X) be a left action ofG on a non-degenerate ∗- algebra
X . For any non-zero functional µ on X and any x ∈ X , we dene (id⊗µ)(α(x)) as the
element inM(A) such that
[(id⊗µ)(α(x))]a := (id⊗µ)(α(x)(a⊗1)), a[(id⊗µ)(α(x)] := (id⊗µ)((a⊗1)α(x))
for every a ∈ A.
Denition 2.6.6. Let α : X → M(A ⊗ X) be a left action of G on a non-degenerate
∗-algebra X and µ be a non-zero functional on X . We say that µ is invariant under α or
α-invariant if
(id⊗ µ)(α(x)) = µ(x)1M(A),
for all x ∈ X .
Remark 58.
• Let V be vector space over C with inner product. A operator T : V → V is said
to be adjointable if there exists an operator T ∗ : V → V such that
〈T (η) , ξ 〉 = 〈 η , T ∗(ξ) 〉,
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for all ξ, η ∈ V . It is not hard to show that every adjointable operator T is nec-
essarily linear and that T ∗ is unique and adjointable with (T ∗)∗ = T . We use the
following notation
– L(V ) denotes the ∗-algebra of all adjointable operators on V ,
– B(V ) denotes the ∗-algebra of all bounded adjointable operators on V .
– U(V ) = {T ∈ B(V ) : T ◦ T ∗ = T ∗ ◦ T = idV } denotes the ∗-algebra of all
unitary operators on V .
We always have U(V ) ⊆ B(V ) ⊆ L(V ), with B(V ) and L(V ) coinciding when
V is a Hilbert space.
• If we have a non-zero positive faithful functional τ on a ∗-algebra Y , the map
〈 · , · 〉τ : Y ⊗ Y → C
y ⊗ y′ 7→ τ(y∗y′)
denes an inner product on Y .
Proposition 2.6.7. Let α : X → M(A ⊗ X) be a left action of G on a non-degenerate
∗-algebra X and µ be a α-invariant functional on X . Then, the linear map
Uαµ : A⊗X → A⊗X
a⊗ x 7→ α(x)(a⊗ 1)
satises
(1) 〈Uαµ (a⊗ x) , Uαµ (b⊗ y) 〉ϕ⊗µ = 〈 a⊗ x , b⊗ y 〉ϕ⊗µ for all a, b ∈ A and x, y ∈ X .
(2) Uα is unitary with (Uαµ )
† = (Uαµ )
−1.
(3) α(x) = Uαµ (idA ⊗ piX(x))(Uαµ )† in End(A⊗X), for all x ∈ X .
Here
piX : X → End(X), x 7→ [piX(x) : y 7→ xy].
Proof
(1) The invariance of µ implies that
〈Uα(a⊗ x) , Uα(b⊗ y) 〉ϕ⊗µ = 〈α(x)(a⊗ 1) , α(y)(b⊗ 1) 〉ϕ⊗µ
= (ϕ⊗ µ)((a∗ ⊗ 1)α(x∗y)(b⊗ 1))
= ϕ(µ(x∗y)a∗b)
= 〈 a⊗ x , b⊗ y 〉ϕ⊗µ
for all a, b ∈ A and x, y ∈ X .
(2) Because α(x)(A⊗ 1M(X)) = A⊗X , if a⊗ x = α(y)(b⊗ 1) = Uα(b⊗ y), then it
is not hard to show that R(b)⊗ y = (R(a)⊗ 1)α(x). This implies that
b⊗ y = (R−1 ⊗ id)(α(x))(a⊗ 1),
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and we have that
(Uα)−1 : A⊗X → A⊗X
a⊗ x 7→ (R−1 ⊗ id)(α(x))(a⊗ 1M(X)) .
Moreover
〈Uαµ (a⊗ x) , b⊗ y 〉ϕ⊗µ = 〈Uαµ (a⊗ x) , Uαµ ((Uαµ )−1(b⊗ y)) 〉ϕ⊗µ
= 〈 a⊗ x , (Uαµ )−1(b⊗ y) 〉ϕ⊗µ
for all a, b ∈ A and x, y ∈ X . This implies that (Uαµ )† = (Uαµ )−1.
(3) Fix x ∈ X , the result follows because we have
α(x)Uα(a⊗ y) = α(x)α(y)(a⊗ 1) = α(xy)(a⊗ 1) = Uα(idA ⊗ piX(x))(a⊗ y)
for all a ∈ A and y ∈ X .
Denition 2.6.8. Let α : X → M(A ⊗ X) be a left action of G on a non-degenerate
∗-algebraX and µ be a α-invariant functional onX . The linear map Uαµ denes as above
it will be call the standard implementation of α associated with µ.
Remark 59. Let Xop be the opposite ∗-algebra of X . We recall that if µ is a non-zero
faithful linear functional on X , the linear map µop : Xop → C, dened by µop(xop) =
µ(x) for all x ∈ X , is a non-zero faithful linear functional on Xop, this functional will
be called the opposite functional of µ.
Denition 2.6.9. Let α : X → M(A ⊗ X) be a left action of an algebraic quantum
group G = (A,∆, ϕ) on a non-degenerate ∗-algebra X . Consider the map
α◦ : Xop → M(A⊗Xop)
xop 7→ (R⊗ op)(α(x)) ,
i.e.,
α◦(xop)(a⊗ yop) := (R⊗ op)((R−1(a)⊗ y)α(x)),
(a⊗ yop)α◦(xop) := (R⊗ op)(α(x)(R−1(a)⊗ y)),
for all a ∈ A and x, y ∈ X .
Lemma 2.6.10. The map α◦ : Xop → M(A ⊗ Xop) is a left action of the algebraic
quantum group G◦ := (A,∆cop, ϕ ◦ S) on Xop.
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Proof We have
(idM(A) ⊗ α◦) ◦ α◦ = (idM(A) ⊗ (R⊗ op) ◦ α ◦ op) ◦ (R⊗ op) ◦ α ◦ op
= (R⊗R⊗ op) ◦ (idM(A) ⊗ α) ◦ α ◦ op
= ((R⊗R) ◦∆⊗ op) ◦ α ◦ op
= (∆cop ◦R⊗ op) ◦ α ◦ op
= (∆cop ⊗ idXop) ◦ (R⊗ op) ◦ α ◦ op
= (∆cop ⊗ idXop) ◦ α◦
and
α◦(Xop)(A⊗ 1M(Xop)) = (R⊗ op)(α(X))(A⊗ 1M(Xop))
= (R⊗ op)((R−1(A)⊗ 1M(X))α(X))
= (R⊗ op)(A⊗X)
= A⊗Xop.
It is easy to prove the next lemma.
Lemma 2.6.11. Let α be a left action of G on X which is equipped with a α-invariant
functional and Uαµ be the standard implementation of α associated with µ. Then
(i) (id⊗ op)((Uαµ )†) is the standard implementation of the left action α◦ on Xop.
(ii) M(Gnα X)◦ = UαµM(G◦ nα◦ X◦)(Uαµ )† inM(HG◦ ⊗X◦).
2.7 Crossed product for actions of algebraic quantum
groups
Let G = (A,∆, ϕ) be an algebraic quantum group and X be a G-∗-algebra with left
action α : X →M(A⊗X). If we consider the dual action associated with α,
Cα : X ⊗ Â → X
x⊗ ω 7→ (ω ⊗ id)(α(x)) ,
we can construct the non-degenerate ∗-algebra Â#X called the smash product of Â and
X as the vector space Â⊗X with the following ∗-algebra structure:
(ω#x)(θ# y) = ω · θ(1) # (xCα θ(2))y = ω · θx[−1] #x[0]y. (2.1)
(ω#x)∗ = ω∗(1) # (x
∗ Cα ω∗(2))
Remark 60. The equation 2.1 makes sense, because if ω = ϕa ∈ Â and x ∈ X , we have
α(x)(a⊗ 1) = x[−1]a⊗ x[0] ∈ A⊗X
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and then the equality ωx[−1](b) := ϕx[−1]a(b), for all b ∈ A, shows that
ωx[−1] #x[0] = ϕx[−1]a #x[0] ∈ Â#X.
Notation 12. Sometimes, we will use the shorthand notations
ωx := ω#x, xω := ωx[−1] #x[0].
Remark 61. For each x ∈ X , ω ∈ Â, we have α(x) ∈ M(A ⊗ X) ⊆ M(ÂA ⊗ X),
and (ω⊗ 1M(X)) ∈M(Â⊗X) ⊆M(ÂA⊗X). Moreover, there exists a unital faithful
non-degenerate right action
C : (A⊗X) ⊗ (ÂA⊗X) → A⊗X
(b⊗ y) ⊗ (ωa⊗ x) 7→ (b JÂ ω)a⊗ yx
such that
(a⊗ y)C α(x) = (a⊗ y)α(x),
for all a ∈ A and x, y ∈ X .
Lemma 2.7.1. For all x ∈ X , ω ∈ Â,
α(x)(ω ⊗ 1) = (ωx[−1] ⊗ 1)α(x[0])
inM(AÂ⊗X).
Proof Fix ω ∈ Â and x ∈ X , then
(a⊗ y)C α(x)(ω ⊗ 1M(X)) = (ax[−1] ⊗ yx[0])C (ω ⊗ 1M(X))
= (ω ⊗ id)(∆(ax[−1]))⊗ yx[0]
= ω(a(1)x[−1](1))a(2)x[−1](2) ⊗ yx[0]
= ω(a(1)x[−1])a(2)x[0][−1] ⊗ yx[0][0]
= ((ωx[−1] ⊗ id)(∆(a))⊗ y)C α(x[0])
= (a⊗ y)C (ωx[−1] ⊗ 1M(X))α(x[0]),
for all a ∈ A and y ∈ X . As the action ofM(ÂA ⊗X) on A ⊗X is faithful, we have
the result.
Lemma 2.7.2. For all x ∈ X , ω ∈ Â,
α(x[0])(ωS−1(x[−1]) ⊗ 1M(X)) = (ω ⊗ 1M(X))α(x),
inM(AÂ⊗X).
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Proof Fix ω = ϕa ∈ Â with a ∈ A and x ∈ X , we have
α(x[0])(ωS−1(x[−1]) ⊗ 1M(X)) = α(x[0])(ϕS−1(x[−1])a ⊗ 1M(X))
= ((ϕS−1(x[−1])a)x[0][−1] ⊗ 1M(X))α(x[0][0])
= (ϕ(x[0][−1] )S
−1(x[−1])a ⊗ 1M(X))α(x[0][0])
= (ϕ(x[−1](2) )S
−1(x[−1](1) )a
⊗ 1M(X))α(x[0])
= (ϕε(x[−1])a ⊗ 1M(X))α(x[0])
= (ϕa ⊗ 1M(X))α(x)
= (ω ⊗ 1M(X))α(x)
Lemma 2.7.3. The vector subspace ofM(ÂA⊗X) generated by
{ (ω ⊗ 1M(X))α(x) : x ∈ X, ω ∈ Â }
is an associative non-degenerate ∗-algebra. Moreover, if X is idempotent, then also this
algebra is idempotent.
Proof It is only necessary to show that the vector sub-space generated by elements of
the form (ω ⊗ 1M(X))α(x), with x ∈ X and ω ∈ Â, is closed under multiplication. It
follows from Lemma 2.7.1 that
(ω ⊗ 1M(X))α(x)(θ ⊗ 1M(X))α(y) = (ω ⊗ 1M(X))(θx[−1] ⊗ 1M(X))α(x[0])α(y)
= (ω · θx[−1] ⊗ 1M(X))α(x[0]y),
for all ω, θ ∈ Â and x, y ∈ X . If X is idempotent, because A is idempotent, then the
algebra mencioned is idempotent.
Denition 2.7.4. Let α : X → M(A ⊗ X) be a left action of G on a non-degenerate
∗-algebra X . The non-degenerate ∗-algebra
Gnα X := span{ (ω ⊗ 1M(X))α(x) : x ∈ X, ω ∈ Â } ⊆ M(ÂA⊗X).
is called the crossed product of G and X .
Proposition 2.7.5. The map dened by
Θ : Â#X → Gnα X
ωx 7→ (ω ⊗ 1M(X))α(x)
is a ∗-isomorphism.
Proof This map is well dened and it is bijective by the denition of the crossed product.
It follows from the denition of the smash product, equality (2.1), and Lemma 2.7.3, that
the map τ is a homomorphism of ∗-algebras.
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Remark 62. Fix x ∈ X . By simple calculations, we see that
α(x)(ω ⊗ 1M(X))α(y) = (ωx[−1] ⊗ 1M(X))α(x[0]y),
(ω ⊗ 1M(X))α(y)α(x) = (ω ⊗ 1M(X))α(yx),
for all ω ∈ Â and y ∈ X , then α(x) can be regarded as an element ofM(Gnα X).
2.7.1 Dual actions
Let α : X →M(A⊗X) be a left action of the algebraic quantum group G = (A,∆, ϕ)
on a non-degenerate ∗-algebra X and V be the duality of G. Consider the map
α˜ : Gnα X → M(Â⊗ (Gnα X))
P 7→ V12(1M(Â) ⊗ P )V ∗12
Proposition 2.7.6. The map α˜ is a left action of the algebraic quantum group Ĝ on the
non-degenerate ∗-algebra Gnα X , such that its extension to multiplier algebras satises
(i) α˜(α(x)) = 1M(Â) ⊗ α(x) for all x ∈ X ,
(ii) α˜(ω ⊗ 1M(X)) = ∆̂cop(ω)⊗ 1M(X) for all ω ∈ Â,
(iii) (Gnα X)α˜ = α(X).
Proof Fix P ∈ Gnα X , then
(id⊗ α˜)(α˜(P )) = V23Σ12(V23(1⊗ 1⊗ P )V ∗23)V ∗23
= V23V13(1⊗ 1⊗ P )V ∗13V ∗23
= (∆̂cop ⊗ id⊗ id)(V12)(∆̂cop ⊗ id⊗ id)(1⊗ P )(∆̂cop ⊗ id⊗ id)(V ∗12)
= (∆̂cop ⊗ id⊗ id)(V12(1⊗ P )V ∗12)
= (∆̂cop ⊗ id⊗ id)(α˜(P )).
(i) Consider the non-degenerate faithful left action
λCpi : (A⊗ A⊗X) ⊗ (Â⊗ ÂA⊗X) → A⊗ A⊗X
(b⊗ c⊗ y) ⊗ (ω ⊗ θa⊗ x) 7→ (b JÂ ω)⊗ (c JÂ θ)a⊗ yx
and its extension to multiplier algebras. We have
(b⊗ c⊗ y) λCpi (ω⊗ a⊗ 1M(X)) = (b JÂ ω)⊗ ca⊗ y = ((b⊗ c)C (ω⊗ a))⊗ y,
then
(b⊗ c⊗ y) λ Cpi V12 = ((b⊗ c)C V )⊗ y = b(1) ⊗ b(2)c⊗ y.
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Fix x ∈ X , then for all a, b ∈ A and y ∈ X we have
(b⊗ a⊗ y) λ Cpi ((1M(Â) ⊗ α(x))V12) = (b⊗ ax[−1] ⊗ yx[0]) λ Cpi V12
= b(1) ⊗ b(2)ax[−1] ⊗ yx[0]
and
(b⊗ a⊗ y) λ Cpi (V12(1M(Â) ⊗ α(x))) = (b(1) ⊗ b(2)a⊗ y) λ Cpi (1M(Â) ⊗ α(x))
= b(1) ⊗ b(2)ax[−1] ⊗ yx[0].
(b⊗ a⊗ y) λ Cpi ((1M(Â) ⊗ α(x))) = (b(1) ⊗ b(2)a⊗ y) λ Cpi (1M(Â) ⊗ α(x))
= b(1) ⊗ b(2)ax[−1] ⊗ yx[0].
This implies
α˜(α(x)) = V12(1M(Â) ⊗ α(x))V ∗12 = 1M(Â) ⊗ α(x).
(ii) We have
α˜(ω ⊗ 1M(X)) = V12(1M(Â) ⊗ ω ⊗ 1M(X))V ∗12
= V (1M(Â) ⊗ ω)V ∗ ⊗ 1M(X)
= ∆̂cop(ω)⊗ 1M(X),
for all ω ∈ Â.
(iii) Follows from the items (i) and (ii).
Denition 2.7.7. The action α˜ : GnαX →M(Â⊗ (GnαX)) dened above is called
the dual action of α.
Remark 63. We have
α˜((ω ⊗ 1M(X))α(x)) = α˜(ω ⊗ 1M(X))α˜(α(x))
= (ω(2) ⊗ ω(1) ⊗ 1M(X))(1⊗ α(x))
= ω(2) ⊗ (ω(1) ⊗ 1M(X))α(x),
for all ω ∈ Â and x ∈ X , then the left action of Ĝ on Â#X is dened by
α¯ : Â#X → M(Â⊗ Â#X)
ωx 7→ ω(2) ⊗ ω(1)x .
Corollary 2.7.8. The dual action of α˜ is given by
Cα˜ : Gnα X ⊗ A → Gnα X
(ω ⊗ 1M(X))α(x)⊗ a 7→ (ωa ⊗ 1M(X))α(x)
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Proof We have
(ω ⊗ idX)α(x)Cα˜ a = (a⊗ id)[α˜((ω ⊗ 1M(X))α(x))]
= (a⊗ id)[α˜((ω ⊗ 1M(X)))α˜((α(x))]
= (a⊗ id)[(∆̂cop(ω)⊗ 1M(X))(1M(Â) ⊗ α(x))]
= ((a⊗ id)(∆̂cop(ω))⊗ 1M(X))α(x)
= (ωa ⊗ 1M(X))α(x),
for all a ∈ A, ω ∈ Â and x ∈ X . Here, because
pA(b, ωa) = pA(ba, ω) = pA(b, a IA ω)
for all b ∈ A, we have the equality
ωa = a IA ω = (id⊗ a)(∆̂(ω)) = (a⊗ id)(∆̂cop(ω)).
Proposition 2.7.9. The map Tα˜ := (ϕ̂⊗ id) ◦ α˜ : Gnα X → α(X) is an injective map
of α(X)-bimodules and the map φα := α−1 ◦ Tα˜ is an injective linear map from Gnα X
to X .
Proof The injectivity of Tα˜ follows from the injectivity of α˜ and the faithfulness of ϕ̂.
Fix x, y ∈ X , because
Tα˜(α(x)Pα(y)) = (ϕ̂⊗ id)(α˜(α(x))α˜(P )α˜(α(y)))
= (ϕ̂⊗ id)((1⊗ α(x))α˜(P )(1⊗ α(y))
= α(x)(ϕ̂⊗ id)(α˜(P ))α(y)
= α(x)Tα˜(P )α(y),
for all P ∈ G nα X , we can extend this equality to the algebraM(G nα X). Finally,
because α is an injective homomorphism, we have that φα is a injective linear map.
Denition 2.7.10. Let µ : X → C be a non-zero invariant faithful positive functional
under the left action α : X →M(A⊗X) ofG onX . The map µ˜ : GnαX → C dened
by µ˜ := µ◦φα is a non-zero faithful positive linear functional onGnαX called the dual
functional of µ by the action α.
2.8 Yetter-Drinfeld ∗-algebras over algebraic quantum
groups
In this section, we give a denition of a Yetter-Drinfeld ∗-algebras close to the well known
denition in the operator algebra context, for example see [NV09, ET16]. Using the
algebraic multiplicative unitary associated with an algebraic quantum group, we prove
that this denition is equivalent to the purely algebraic one, for example see [BM02,
NY14], and so we have similar results as in this framework.
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Denition 2.8.1. LetG = (A,∆, ϕ) be an algebraic quantum group and U its algebraic
multiplicative unitary. A G-Yetter-Drinfeld ∗-algebra is a triple (X,α, α̂), where X is a
non-degenerate ∗- algebra, α is a left action of G on X and α̂ is a left action of Ĝ on X ,
such that
(idM(Â) ⊗ α) ◦ α̂ = (Σ⊗ idX) ◦ (Ad(U)⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α. (2.2)
Equivalently, the diagram
X
α̂ //
α

M(Â⊗X)
idM(Â)⊗α
//M(Â⊗ A⊗X)
M(A⊗X)
idM(A)⊗α̂
//M(A⊗ Â⊗X)
Ad(U)⊗idX
//M(A⊗ Â⊗X)
Σ⊗idX
OO
must be commutative. A G-Yetter-Drinfeld ∗-algebra (X,α, α̂) is called reduced if α and
α̂ are reduced actions.
Proposition 2.8.2. We have that, (X,α, α̂) is aG-Yetter-Drinfeld ∗-algebra if and only if
(X, α̂, α) is a Ĝ-Yetter-Drinfeld ∗-algebra.
Proof We know that
Ad(U∗) ◦ Σ−1 = Σ−1 ◦ Ad(Σ(U∗)) = Σ−1 ◦ Ad(Û),
then
(idM(Â) ⊗ α) ◦ α̂ = (Σ⊗ idX) ◦ (Ad(U)⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α.
if and only if
(Σ−1 ⊗ idX) ◦ (Ad(Û)⊗ idX) ◦ (idM(Â) ⊗ α) ◦ α̂ = (idM(A) ⊗ α̂) ◦ α.
Proposition 2.8.3. Let G be an algebraic quantum group. The following conditions are
equivalent:
(i) (X,α, α̂) is a G-Yetter-Drinfeld ∗-algebra;
(ii) αD := (idM(A) ⊗ α̂) ◦ α is a left action of D(G) on the ∗-algebra X .
Proof
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• (i)⇒ (ii): We have
(id⊗ αD) ◦ αD = (id⊗ id⊗ id⊗ α̂) ◦ (id⊗ id⊗ α) ◦ (id⊗ α̂) ◦ α
= (id⊗ id⊗ id⊗ α̂) ◦ (id⊗ Σ⊗ id) ◦ Ad(U23) ◦ (id⊗ id⊗ α̂) ◦ (id⊗ α) ◦ α
= (id⊗ Σ⊗ id⊗ id) ◦ Ad(U23) ◦ (id⊗ id⊗ α̂) ◦ (id⊗ id⊗ α̂) ◦ (∆⊗ id) ◦ α
= (id⊗ Σ⊗ id⊗ id) ◦ Ad(U23) ◦ (∆⊗ ∆̂cop ⊗ id) ◦ (id⊗ α̂) ◦ α
= (id⊗ Σ⊗ id⊗ id) ◦ Ad(U23) ◦ (∆⊗ ∆̂cop ⊗ id) ◦ αD
= (∆D ⊗ id) ◦ αD.
This means that αD is a left coaction of D(G) on X .
• (ii)⇒ (i): If we denote
λ := (idM(A) ⊗ ΣU) ◦ (∆⊗ idM(Â)) = (idM(A) ⊗ Σ) ◦ Ad(U23) ◦ (∆⊗ idM(Â))
and λ̂ := idM(A) ⊗ ∆̂cop, then
(idM(A⊗Â) ⊗ α) ◦ αD = (idM(AD) ⊗ α) ◦ (idM(A) ⊗ α̂) ◦ α
= (idM(A) ⊗ (idM(Â) ⊗ α) ◦ α̂) ◦ α
= (idM(A) ⊗ (Σ⊗ idX) ◦ (Ad(U)⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α) ◦ α
= (idM(A) ⊗ ΣU ⊗ idX) ◦ (idM(A) ⊗ idM(A) ⊗ α̂) ◦ (idM(A) ⊗ α) ◦ α
= (idM(A) ⊗ ΣU ⊗ idX) ◦ (idM(A) ⊗ idM(A) ⊗ α̂) ◦ (∆⊗ idX) ◦ α
= (idM(A) ⊗ ΣU ⊗ idX) ◦ (∆⊗ idM(Â) ⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α
= (λ⊗ idX) ◦ αD
and
(idM(A) ⊗ ∆̂cop ⊗ idX) ◦ αD = (idM(A) ⊗ ∆̂cop ⊗ idX) ◦ (idM(A) ⊗ α̂) ◦ α
= (idM(A) ⊗ idM(Â) ⊗ α̂) ◦ (idM(A) ⊗ α̂) ◦ α
= (idM(A⊗Â) ⊗ α̂) ◦ αD.
Now we have
Ad(U23) ◦ (id⊗ αD) ◦ αD = Ad(U23) ◦ (id⊗ id⊗ α̂) ◦ (λ⊗ id) ◦ αD
= Ad(U23) ◦ (λ⊗ id⊗ id) ◦ (id⊗ α̂) ◦ αD
= Ad(U23) ◦ (λ⊗ id⊗ id) ◦ (id⊗∆cop ⊗ id) ◦ αD
= Ad(U34) ◦ (id⊗ Σ⊗ id⊗ id) ◦ Ad(U23) ◦ (∆⊗ ∆̂cop ⊗ id) ◦ αD
= (id⊗ Σ⊗ id⊗ id) ◦ Ad(U24U23) ◦ (∆⊗ ∆̂cop ⊗ id) ◦ αD
= (id⊗ Σ⊗ id⊗ id) ◦ Ad((id⊗ ∆̂cop)(U)234) ◦ (∆⊗ ∆̂cop ⊗ id) ◦ αD
= (id⊗ id⊗ Σ−1 ⊗ id) ◦ (id⊗ ∆̂cop ⊗ id⊗ id) ◦ (id⊗ ΣU ⊗ id) ◦ (∆⊗ id⊗ id) ◦ αD
= (id⊗ Σ−1 ⊗ id) ◦ (id⊗ ∆̂cop ⊗ id⊗ id) ◦ (λ⊗ id) ◦ αD
= (id⊗ Σ−1 ⊗ id) ◦ (id⊗ ∆̂cop ⊗ id⊗ id) ◦ (id⊗ α) ◦ αD
= (id⊗ Σ−1 ⊗ id) ◦ (id⊗ id⊗ α) ◦ (id⊗ ∆̂cop ⊗ id) ◦ αD
= (id⊗ Σ−1 ⊗ id) ◦ (id⊗ id⊗ α) ◦ (id⊗ α̂) ◦ αD,
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this implies
(Ad(U)⊗ id) ◦ (id⊗ α̂) ◦ α = (Σ−1 ⊗ id) ◦ (id⊗ α) ◦ α̂,
then (X,α, α̂) is a G-Yetter-Drinfeld ∗-algebra.
Proposition 2.8.4. XαD = Xα ∩X α̂
Proof As αD = (idM(A) ⊗ α̂) ◦ α, we get that Xα ∩ X α̂ ⊆ XαD . On the other hand,
using the equation
(idM(A) ⊗ idM(Â) ⊗ α̂) ◦ αD = (idM(A) ⊗ ∆̂cop ⊗ idX) ◦ αD,
we get that XαD ⊆ X α̂, and using the relation
(idM(A) ⊗ idM(Â) ⊗ α) ◦ αD = (idM(A) ⊗ ΣU ⊗ idX) ◦ (∆⊗ idM(Â) ⊗ idX) ◦ αD,
we get that XαD ⊆ Xα.
Theorem 2.8.5. Let G be an algebraic quantum group, (X,α, α̂) be a G-Yetter-Drinfeld
∗-algebra, and αD = (idM(A)⊗α̂)◦α be the action ofD(G) on X. If µ is a non-zero faithful
linear functional on X , then the following conditions are equivalent:
(i) µ is invariant under each of the actions α and α̂;
(ii) µ is invariant under the action αD.
Proof
• (i)⇒ (ii): If µ is invariant under α and α̂, then
(idM(A) ⊗ idM(Â) ⊗ µ) ◦ (idM(A) ⊗ α̂) ◦ α = (idM(A) ⊗ (idM(Â) ⊗ µ) ◦ α̂) ◦ α
= (idM(A) ⊗ µ(·)1M(Â)) ◦ α
= µ(·)1M(A⊗Â)
• (ii)⇒ (i): Let ω a functional on Â and dene the functional µ′ = (ω⊗µ) ◦ α̂. The
equality (idM(A)⊗idM(Â)⊗µ)◦αD = µ(·)1M(A⊗Â) implies that (idM(A)⊗µ′)◦α =
µ(·)1M(A). For every linear functional ω′ on Â, we have
(idM(A) ⊗ ω′ ⊗ µ′) ◦ αD = (idM(A) ⊗ ω′ ⊗ (ω ⊗ µ) ◦ α̂) ◦ (idM(A) ⊗ α̂) ◦ α
= (idM(A) ⊗ ω′ ⊗ ω ⊗ µ) ◦ (idM(A) ⊗ (idM(Â) ⊗ α̂) ◦ α̂) ◦ α
= (idM(A) ⊗ ω′ ⊗ ω ⊗ µ) ◦ (idM(A) ⊗ (∆̂cop ⊗ idX) ◦ α̂) ◦ α
= (idM(A) ⊗ ω′ ⊗ ω ⊗ µ) ◦ (idM(A) ⊗ ∆̂cop ⊗ idX) ◦ αD
= (idM(A) ⊗ (ω′ ⊗ ω) ◦ ∆̂cop ⊗ µ) ◦ αD
= (idM(A) ⊗ (ω′ ⊗ ω) ◦ ∆̂cop) ◦ (idM(A) ⊗ idM(Â) ⊗ µ) ◦ αD
= µ(·)1M(A)
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and, then (idM(A) ⊗ idM(Â) ⊗ µ′) ◦ αD = µ(·)1M(A⊗Â). On the other hand
(idM(A) ⊗ idM(Â) ⊗ µ′) ◦ αD = (Ad(U∗) ◦ Σ) ◦ (idM(A) ⊗ idM(Â) ⊗ µ′) ◦ (idM(A) ⊗ α) ◦ α̂
= (Ad(U∗) ◦ Σ) ◦ (idM(A) ⊗ (idM(Â) ⊗ µ′) ◦ α) ◦ α̂
= (Ad(U∗) ◦ Σ) ◦ (idM(A) ⊗ µ) ◦ α̂
and, we get that (idM(A) ⊗ µ) ◦ α̂ = µ(·)1M(Â), therefore µ is invariant under α̂.
Then
µ′ = ω ◦ (id⊗ µ) ◦ α̂ = µ(·)ω(1M(Â)) = µ,
and µ is invariant under α.
Denition 2.8.6. Let G be an algebraic quantum group and (X,α, α̂) be a G-Yetter-
Drinfeld ∗-algebra. A non-zero positive faithful linear functional on X will be called
a Yetter-Drinfeld integral for (X,α, α̂) if it satises one of the equivalent conditions of
Theorem 2.8.5 and it admits a modular automorphism.
Corollary 2.8.7. Let (X,α, α̂) be a G-Yetter-Drinfeld ∗-algebra and µ a Yetter-Drinfeld
integral on X .
(i) the standard implementations of the action α, α̂ and αD associated with µ are linked
by the relation
UαDµ = (U
α̂
µ )23(U
α
µ )13;
(ii) (Uαµ )13(U
α̂
µ )23 = U12(U
α̂
µ )23(U
α
µ )13U
∗
12;
(iii) U12(Uαµ )
∗
13 = (U
α
µ )
∗
23U12(U
α
µ )23;
(iv) Ad(1⊗ U α̂µ (Uαµ )∗)(U ⊗ 1) = (Uαµ )∗13U12.
Proof
(i) On one hand, because
(idM(A) ⊗ α̂)(a⊗ x) = a⊗ U α̂µ (1M(Â) ⊗ x)(U α̂µ )∗
= (1M(A) ⊗ U α̂µ )(a⊗ 1M(Â) ⊗ x)(1M(A) ⊗ U α̂µ )∗
= (U α̂µ )23(ΣÂ,A ⊗ idM(A))(1M(Â) ⊗ a⊗ x)(U α̂µ )∗23,
for all x ∈ X and a ∈ A, we have
(idM(A) ⊗ α̂)(K) = (U α̂µ )23(ΣÂ,A ⊗ idM(A))(1⊗K)(U α̂µ )∗23,
for all K ∈M(A⊗X). On the other hand,
(ΣÂ,A ⊗ idM(A))(1M(Â) ⊗ α(x)) = (ΣÂ,A ⊗ idM(A))(1M(Â) ⊗ Uαµ (1M(A) ⊗ x)(Uαµ )∗)
= (Uαµ )13(1M(A) ⊗ 1M(Â) ⊗ x)(Uαµ )∗13,
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because
(Uαµ )13 = (ΣÂ,A ⊗ idM(A))(1M(Â) ⊗ Uαµ ).
Now,
αD(x) = (idM(A) ⊗ α̂)(α(x))
= (U α̂µ )23(ΣÂ,A ⊗ idM(A))(1M(Â) ⊗ α(x))(U α̂µ )∗23
= (U α̂µ )23(U
α
µ )13(1M(A) ⊗ 1M(Â) ⊗ x)(Uαµ )−113 (U α̂µ )∗23
= (U α̂µ )23(U
α
µ )13(1M(A) ⊗ 1M(Â) ⊗ x)((U α̂µ )23(Uαµ )13)∗.
(ii) By item (i), we get that (U α̂µ )23(Uαµ )13 is a corepresentation of D(G), i.e
(U α̂µ )45(U
α
µ )35(U
α̂
µ )25(U
α
µ )15 = (U
αD)23(U
αD)13 = (∆D ⊗ id)(UαD)
= (id⊗ ΣU ⊗ id⊗ id)(∆⊗ ∆̂cop ⊗ id)((U α̂µ )23(Uαµ )13)
= (id⊗ ΣU ⊗ id⊗ id)((U α̂µ )45(U α̂µ )35(Uαµ )25(Uαµ )15)
= (U α̂µ )45(id⊗ ΣU ⊗ id⊗ id)((U α̂µ )35(Uαµ )25)(Uαµ )15,
this implies
(Uαµ )25(U
α̂
µ )35 = (id⊗ Σ⊗ id⊗ id)((Uαµ )35(U α̂µ )25)
= (id⊗ Σ ◦ ΣU ⊗ id⊗ id)((U α̂µ )35(Uαµ )25)
= (id⊗ Ad(U)⊗ id⊗ id)((U α̂µ )35(Uαµ )25)
= U23(U
α̂
µ )35(U
α
µ )25U
∗
23
and by renumbering the legs, we obtain
(Uαµ )13(U
α̂
µ )23 = U12(U
α̂
µ )23(U
α
µ )13U
∗
12.
(iii) We have
(∆⊗ id)(a⊗ x) = U∗(1M(A) ⊗ a)U ⊗ x = U∗12(1M(A) ⊗ a⊗ x)U12,
for all a ∈ A and x ∈ X , then
(∆⊗ id)(K) = U∗12(1M(A) ⊗K)U12 = U∗12K23U12
for all K ∈M(A⊗X). Now, the relation
U∗12(U
α
µ )
∗
23U12 = (U
∗
12(U
α
µ )23U12)
∗
= [(∆⊗ id)(Uαµ )]∗
= [(Uαµ )23(U
α
µ )13]
∗
= (Uαµ )
∗
13(U
α
µ )
∗
23
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implies
U12(U
α
µ )
∗
13 = (U
α
µ )
∗
23U12(U
α
µ )23.
(iv) Item (ii) and (iii) imply
U∗12(U
α
µ )13 = U
∗
12(U
α
µ )13(U
α̂
µ )23(U
α̂
µ )
∗
23
= U∗12U12(U
α̂
µ )23(U
α
µ )13U
∗
12(U
α̂
µ )
∗
23
= (U α̂µ )23[U12(U
α
µ )
∗
13]
∗(U α̂µ )
∗
23
= (U α̂µ )23[(U
α
µ )
∗
23U12(U
α
µ )23]
∗(U α̂µ )
∗
23
= (U α̂µ )23(U
α
µ )
∗
23U
∗
12(U
α
µ )23(U
α̂
µ )
∗
23,
then
Ad(1⊗ U α̂µ (Uαµ )∗)(U ⊗ 1) = [Ad(1⊗ U α̂µ (Uαµ )∗)(U∗ ⊗ 1)]∗
= [(U α̂µ )23(U
α
µ )
−1
23 U
∗
12(U
α
µ )23(U
α̂
µ )
∗
23]
∗
= [U∗12(U
α
µ )13]
∗
= (Uαµ )
∗
13U12.
Denition 2.8.8 (cf [NY14]). Let G = (A,∆, ϕ) be an algebraic quantum group and X
a non-degenerate ∗-algebra. Assume that we have a left coaction α : X →M(A ⊗X)
of the multiplier Hopf ∗-algebra (A,∆) on X and a left action B : A ⊗X → X of the
multiplier Hopf ∗-algebra (A,∆) onX , then we say thatX is aG-Yetter-Drinfeld algebra
in the algebraic sense if
α(aB x) = a(1)x[−1]S(a(3))⊗ (a(2) B x[0]),
for all a ∈ A and x ∈ X .
The following proposition gives the equivalence of the two denitions of a Yetter-Drinfeld
algebra.
Proposition 2.8.9. The triple (X,α, α̂) is aG-Yetter-Drinfeld algebra if and only ifX is a
G-Yetter-Drinfeld algebra in the algebraic sense with respect to the coaction α and the dual
left action associated with α̂.
Proof We have two coactions α : X → M(A ⊗ X), α̂ : X → M(Â ⊗ X), the dual
action associated with the left action κ := ΣÂ,X ◦ α̂ of Ĝ◦ on X is given by
Bκ : A⊗X → X
a⊗ x 7→ (a⊗ id)(α̂(x)) .
Fix a ∈ A and x ∈ X , it is obvious that
α(aBκ x) = α ◦ (a⊗ id)(α̂(x)) = (a⊗ id⊗ id)((id⊗ α)α̂(x)).
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Now, if we use the symbolic expressions x[−1] ⊗ x[0] = α(x) and y ⊗ z = α̂(x[0]), then
by Lemma 2.4.10
a(1)x[−1]S(a(3))⊗ a(2) Bκ x[0] = a(1)x[−1]S(a(3))⊗ (a(2) ⊗ id)(y ⊗ z)
= a(1)y(a(2))x[−1]S(a(3))⊗ z
= (id⊗ y)(∆(a(1)))x[−1]S(a(2))⊗ z
= (id⊗ a)(U(x[−1] ⊗ y)U∗)⊗ z
= (a⊗ id⊗ id)(Σ⊗ id)(Ad(U)⊗ id)(x[−1] ⊗ y ⊗ z)
= (a⊗ id⊗ id)(Σ⊗ id)(Ad(U)⊗ id)((id⊗ α̂)α(x)).
This implies that the equality
α(aBκ x) = a(1)x[−1]S(a(3))⊗ a(2) Bκ x[0]
holds for all a ∈ A and x ∈ X if and only if
(id⊗ α) ◦ α̂ = (Σ⊗ id) ◦ (Ad(U)⊗ id) ◦ (id⊗ α̂) ◦ α.
2.8.1 Braided commutative Yetter-Drinfeld ∗-algebras
Let us recall the unital faithful non-degenerate right and left actions
C : (A⊗X) ⊗ (ÂA⊗X) → A⊗X
(b⊗ y) ⊗ (ωa⊗ x) 7→ (b JÂ ω)a⊗ yx
B : (AÂ⊗Xop) ⊗ (A⊗X) → A⊗X
(aω ⊗ xop) ⊗ (b⊗ y) 7→ a(ω IÂ b)⊗ yx
Lemma 2.8.10. For every a, b ∈ A, ω ∈ Â and x, y ∈ X , we have
(S ⊗ id)[(b⊗ y)C (ωa⊗ x)] = (S(a)Ŝ−1(ω)⊗ xop)B (S(b)⊗ y)
Proof Fix a,∈ A, ω ∈ Â and x ∈ X , then by direct calculation, we have
(S ⊗ id)[(b⊗ y)C (ωa⊗ x)] = (S ⊗ id)[(b JÂ ω)a⊗ yx]
= S(a)S(b JÂ ω)⊗ yx
= S(a)(Ŝ−1(ω) IÂ S(b))⊗ yx
= (S(a)Ŝ−1(ω)⊗ xop)B (S(b)⊗ y),
for all b ∈ A and y ∈ X .
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Now, we can consider the injective linear maps
J1 : M(H(G)⊗X) → End(A⊗X)
P 7→ [J1(P ) : a⊗ x 7→ (a⊗ x)C P ]
J2 : M(H(Ĝ◦)⊗Xop) → End(A⊗X)
P 7→ [J2(P ) : a⊗ x 7→ P B (a⊗ x)]
Lemma 2.8.11. We have
J2(α̂
◦(xop))(a⊗ y)(b⊗ 1M(X)) = a(1)b⊗ y(S(a(2))⊗ id)(α̂(x))
for all a, b ∈ A, x, y ∈ X
Proof Follows directly from Lemma 2.8.10.
Denition 2.8.12. Let (X,α, α̂) be aG-Yetter-Drinfeld ∗-algebra equipped with a Yetter-
Drinfeld integral µ and Uαµ the standard implementation of α. The linear map
β : X → End(A⊗X)
x 7→ Uαµ J2(α̂◦(x◦))(Uαµ )∗
is an injective anti-∗-homomorphism. We say that theG-Yetter-Drinfeld ∗-algebra (X,α, α̂)
is braided commutative if
β(X) ⊆ J1(M(Gnα X)).
Remark 64. If (X,α, α̂) is braided commutative, we have
β(x) = J1((Ŝ(x
[−1])⊗ 1M(X))α(x[0])),
for all x ∈ X , where we use the Swedler type leg notation
x[−1] ⊗ x[0] := α̂(x) ∈M(Â⊗X)
for the action α̂.
Proposition 2.8.13. Writing β◦(x◦) := β(x) for all x ∈ X , we have
Ad(U ⊗ 1)(1⊗ β(x)) = (id⊗ β◦)(α◦(x◦)),
for all x ∈ X .
Proof We have
β◦(x◦) = Ad(Uαµ (U α̂µ )∗)(1⊗ x◦),
for all x ∈ X , and by relation (iv) of Corollary 2.8.7
U12(U
α
µ )23(U
α̂
µ )
∗
23 = (U
α
µ )23(U
α̂
µ )
−1
23 (U
α
µ )
−1
13 U12.
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Then
Ad(U ⊗ 1)(1⊗ β(x)) = Ad(U12(Uαµ )23(U α̂µ )∗23)(1⊗ 1⊗ x◦)
= Ad((Uαµ )23(U α̂µ )∗23(Uαµ )∗13U12)(1⊗ 1⊗ x◦)
= Ad((Uαµ )23(U α̂µ )∗23(Uαµ )∗13)(1⊗ 1⊗ x◦)
= Ad((Uαµ )23(U α̂µ )∗23)(α◦(x◦))
= (id⊗ β◦)(α◦(x◦)),
for all x ∈ X .
Proposition 2.8.14. For every x, y ∈ X , we have
J1(α(x))β(y) = β(y)J1(α(x))
in End(A⊗X).
Proof Fix x, y ∈ X . Because
J1(α(x)) = (U
α
µ )J1(1⊗ x)(Uαµ )∗
and
β(x) = Uαµ J2(α̂
◦(x◦))(Uαµ )
∗.
We only need to prove that
J1(1⊗ x)J2(α̂◦(y◦)) = J2(α̂◦(y◦))J1(1⊗ x),
which true by Lemma 2.8.11.
Denition 2.8.15 (cf [NY14]). Let G = (A,∆, ϕ) be an algebraic quantum group and
X a unital G-Yetter-Drinfeld algebra in the algebraic sense, as Denition 2.8.8, i.e.
α(aB x) = a(1)x[−1]S(a(3))⊗ (a(2) B x[0]),
for all a ∈ A and x ∈ X . We say that X is braided commutative in the algebraic sense if
xy = y[0](S
−1(y[−1])B x), (2.3)
for all x, y ∈ X .
We will show now that our denition of a braided commutative Yetter-Drinfeld algebra
is equivalent to Denition 2.8.15 in the unital case.
Remark 65. If α̂ : X → M(Â ⊗ X) is a left action of G on X , then the linear map
β = (Ŝ−1 ⊗ id) ◦ α̂ : X → M(Â ⊗ X) is a left action of G◦ on X . Moreover, we can
regard β(x) as an element inM(H(G)⊗X) for all x ∈ X .
Proposition 2.8.16. In the unital case, the relation (2.3) holds if and only if for all x, y ∈
X ,
α(y)β(x) = β(x)α(y)
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in H(G)⊗X .
Proof In the unital case, using the right faithful action
C : (A⊗X) ⊗ (ÂA⊗X) → A⊗X
(b⊗ y) ⊗ (ωa⊗ x) 7→ (b JÂ ω)a⊗ yx
we have
(b⊗ y)C α(x) = (b⊗ y)α(x) = bx[−1] ⊗ yx[0]
(b⊗ y)C β(x) = (b JÂ Ŝ−1(x[−1]))⊗ yx[0] = Ŝ−1(x[−1])(b(2))b(1) ⊗ yx[0]
for all b ∈ A and x, y ∈ X . Here, we used the Sweedler type leg notation
α(x) = x[−1] ⊗ x[0], α̂(x) = x[−1] ⊗ x[0].
(⇒) Fix x, y ∈ X , we have
(a⊗ z)C (α(y)β(x)) = (ay[−1] ⊗ zy[0])C β(x)
= (ay[−1] JÂ Ŝ−1(x[−1]))⊗ zy[0]x[0]
= Ŝ−1(x[−1])(a(2)y[−1](2))a(1)y[−1](1) ⊗ zy[0]x[0]
= Ŝ−1(x[−1])(a(2)y[0][−1])a(1)y[−1] ⊗ zy[0][0]x[0]
= Ŝ−1(x[−1](2) )(a(2))Ŝ
−1(x[−1](1) )(y[0][−1])a(1)y[−1] ⊗ zy[0][0]x[0]
= Ŝ−1(x[−1](2) )(a(2))a(1)y[−1] ⊗ zy[0][0]Ŝ−1(x[−1](1) )(y[0][−1])x[0]
= Ŝ−1(x[−1](2) )(a(2))a(1)y[−1] ⊗ zy[0][0](S−1(y[0][−1])⊗ id)(x[−1](1) ⊗ x[0])
= Ŝ−1(x[−1](2) )(a(2))a(1)y[−1] ⊗ zy[0][0](S−1(y[0][−1])⊗ id)(x[−1](1) ⊗ x[0])
= Ŝ−1(x[−1])(a(2))a(1)y[−1] ⊗ zy[0][0](S−1(y[0][−1])⊗ id)(x[0]
[−1] ⊗ x[0][0])
= Ŝ−1(x[−1])(a(2))a(1)y[−1] ⊗ zy[0][0](S−1(y[0][−1])Bκ x[0])
= Ŝ−1(x[−1])(a(2))a(1)y[−1] ⊗ zx[0]y[0]
= ((a JÂ Ŝ−1(x[−1]))⊗ zx[0])C α(y)
= (a⊗ z)C (β(x)α(y))
for all a ∈ A and z ∈ X . The last equality follows from the relation 2.3, because we
have
y[0][0](S
−1(y[0][−1])Bκ x[0]) = x[0]y[0].
Using the fact that the action is faithful, we have
α(y)β(x) = β(x)α(y).
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(⇐) Fix x, y ∈ X , if α(y)β(x) = β(x)α(y), then
y[−1] ⊗ xy[0] = (1⊗ ε̂(Ŝ−1(x[−1]))x[0])C α(y)
= ((1 JÂ Ŝ−1(x[−1]))⊗ x[0])C α(y)
= (1⊗ 1)C β(x)α(y)
= (1⊗ 1)C α(y)β(x)
= (y[−1] JÂ Ŝ−1(x[−1]))⊗ y[0]x[0]
= Ŝ−1(x[−1])(y[−1](2))y[−1](1) ⊗ y[0]x[0]
= y[−1](1) ⊗ y[0](S−1(y[−1](2))⊗ id)(x[−1] ⊗ x[0])
= y[−1](1) ⊗ y[0](S−1(y[−1](2))Bκ x).
Applying the counit ε : A→ C in the rst leg of the last equality, we obtain
xy = (ε⊗ id)((1⊗ x)α(y))
= (ε⊗ id)(y[−1] ⊗ xy[0])
= (ε⊗ id)(y[−1](1) ⊗ y[0](S−1(y[−1](2))Bκ x))
= y[0](S
−1(ε(y[−1](1))y[−1](2))Bκ x)
= y[0](S
−1(y[−1])Bκ x).
2.8.2 Examples of braided commutative Yetter-Drinfeld ∗-algebras
2.8.2.1 Usual transformation groupoids
Consider a left action of a group G on a set S, · : G × S → S, and dene the set
Gy S := G× S and the maps
· : (Gy S)(2) → Gy S
((g, s), (h, t)) 7→ (gh, t) ,
−1 : Gy S → Gy S
(g, s) 7→ (g−1, g · s) ,
where (G y S)(2) = {((g, s), (h, t)) ∈ (G y S) × (G y S) : s = h · t}. Then
Gy S is a groupoid called the transformation groupoid [Ren80]. For this groupoid, we
have (G y S)(0) = {e} × S ' S as the unit space of the grupoid and (G y S)(2) as
the set of composable pairs. Moreover, the maps given by
d : Gy S → S
(g, s) 7→ s ,
r : Gy S → S
(g, s) 7→ g · s
are the domain and range maps, respectively.
Example 2.8.17. Let · : G × S → S be a left action of a group G on a set S. By
Example 1.2.21, we have the algebraic quantum group G = (Funf (G),∆, ϕ) with Ĝ =
(C[G], ∆̂, ϕ̂) as its dual algebraic quantum group. Consider the left action of G, induced
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by the action of G on S, and the trivial left action of Ĝ, respectively
α : Funf (S) → M(Funf (G)⊗ Funf (S))
p 7→ [α(p) : (g, s) 7→ p(g · s)] ,
α̂ : Funf (S) → M(C[G]⊗ Funf (S))
p 7→ Ue ⊗ p .
For any g, g¯ ∈ G and s, s¯ ∈ S,
[α(p)(δg ⊗ δs)](g¯, s¯) = p(g¯ B s¯)δg,g¯δs,s¯
=
[ ∑
h∈G, t∈S
p(hB t)δg,hδh ⊗ δs,tδt
]
(g¯, s¯)
=
[( ∑
h∈G, t∈S
p(hB t)δh ⊗ δt
)
(δg ⊗ δs)
]
(g¯, s¯).
then, we have
α(p) =
∑
g∈G, s∈S
p(g · s)δg ⊗ δs ∈ Fun(G× S)
for all p ∈ Funf (S). In particular,
α(δs) =
∑
g∈G
δg ⊗ δg−1·s
for all s ∈ S.
Claim: The triple (Funf (S), α, α̂) is a G-Yetter-Drinfeld ∗-algebra.
By direct calculation, for all s ∈ S, we have
(Ad(UG)⊗ id) ◦ (id⊗ α̂) ◦ α(δs) = (Ad(UG)⊗ id)
(∑
g∈G
δg ⊗ Ue ⊗ δg−1·s
)
=
∑
g∈G
Ad(UG)(δg ⊗ Ue)⊗ δg−1·s
=
∑
g,h∈G
(δh ⊗ Uh)(δg ⊗ Ue)(δh ⊗ Uh−1)⊗ δg−1·s
= (Σ⊗ id)
(∑
g∈G
Ue ⊗ δg ⊗ δg−1·s
)
= (Σ⊗ id) ◦ (id⊗ α)(Ue ⊗ δs)
= (Σ⊗ id) ◦ (id⊗ α) ◦ α̂(δs).
Claim: The G-Yetter-Drinfeld ∗-algebra (Funf (S), α, α̂) is braided commutative.
The dual right action of α is given by
Cα : Funf (S)⊗ C[G] → Funf (S)
p⊗ Ug 7→ (Ug ⊗ id)(α(p)) =
∑
s∈S
p(g · s)δs
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and its crossed product is given by the identication
Gnα Funf (S) ∼= C[G] #Cα Funf (S) ∼= C[Gy S]
(Ug ⊗ 1M(Funf (S)))α(p) 7→ Ug # p 7→
∑
s∈S
p(s)U(g,s) ,
whereC[Gy S] denotes the ∗-algebra of the groupoidGy S, i.e. the ∗-algebra generated
by formal elements {U(g,s)}(g,s)∈GyS and relations
U(g,s)U(h,t) =
{
U(gh,t) if s = h · t
0 if not , U
∗
(g,s) = U(g,s)−1 = U(g−1,g·s).
Using this identication, the map α can be regarded as the map
α : Funf (S) → M(Gnα Funf (S))
p 7→
∑
s∈S
p(s)U(e,s)
and because
βα̂(δs) = (Ŝ
−1(Ue)⊗ 1M(Funf (S)))α(δs) ∼=
∑
t∈S
δs(t)Ue,t = Ue,s
the map βα̂ is given by
βα̂ : Funf (S) → M(Gnα Funf (S))
p 7→
∑
s∈S
p(s)U(e,s) .
Example 2.8.18. Let · : G × S → S be a left action of a group G on a set S. By
Example 1.2.21, we have the algebraic quantum group H = (C[G], ∆̂, ϕ̂) with Ĥ =
(Funf (G),∆cop, ϕ) as its dual algebraic quantum group. Consider the trivial left coaction
of H, and the left coaction of Ĥ, induced by the action of G on S, respectively,
λ : Funf (S) → M(C[G]⊗ Funf (S))
p 7→ Ue ⊗ p ,
λ̂ : Funf (S) → M(Funf (G)⊗ Funf (S))
p 7→ [λ̂(p) : (g, s) 7→ p(g−1 · s)] .
For any g, g¯ ∈ G and s, s¯ ∈ S,
[λ̂(p)(δg ⊗ δs)](g¯, s¯) = p(g¯−1 B s¯)δg,g¯δs,s¯
=
[ ∑
h∈G, t∈S
p(h−1 B t)δg,hδh ⊗ δs,tδt
]
(g¯, s¯)
=
[( ∑
h∈G, t∈S
p(h−1 B t)δh ⊗ δt
)
(δg ⊗ δs)
]
(g¯, s¯).
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then, we have
λ̂(p) =
∑
g∈G, s∈S
p(g−1 · s)δg ⊗ δs ∈ Fun(G× S)
for all p ∈ Funf (S). In particular,
λ̂(δs) =
∑
g∈G
δg ⊗ δg·s
for all s ∈ S.
Claim: The triple (Funf (S), λ, λ̂) is a H-Yetter-Drinfeld ∗-algebra.
By direct calculation, for all s ∈ S, we have
(Ad(UH)⊗ id) ◦ (id⊗ λ̂) ◦ λ(δs) = (Ad(UH)⊗ id)
(∑
g∈G
Ue ⊗ δg ⊗ δg·s
)
=
∑
g∈G
Ad(UH)(Ue ⊗ δg)⊗ δg·s
=
∑
g,h∈G
(Uh−1 ⊗ δh)(Ue ⊗ δg)(Uh ⊗ δh)⊗ δg·s
= (Σ⊗ id)
(∑
g∈G
δg ⊗ Ue ⊗ δg·s
)
= (Σ⊗ id) ◦ (id⊗ λ)
(∑
g∈G
δg ⊗ δg·s
)
= (Σ⊗ id) ◦ (id⊗ λ) ◦ λ̂(δs).
Claim: The H-Yetter-Drinfeld algebra (Funf (S), λ, λ̂) is braided commutative.
The dual right action of λ is given by
Cλ : Funf (S)⊗ Funf (G) → Funf (S)
p⊗ δg 7→ (δg ⊗ id)(λ(p)) = ε(δg)p = δg,e p
and its crossed product is given by the identication
Hnλ Funf (S) ∼= Funf (G)⊗ Funf (S) ∼= Funf (Gy S)
(δg ⊗ 1M(Funf (S)))λ(p) 7→ δg ⊗ p 7→
∑
s∈S
p(s)δ(g,s) ,
where Funf (Gy S) is the ∗-algebra of complex nitely supported functions on the groupoid
Gy S. Using this identication, the map λ can be regarded as the map
λ : Funf (S) → M(Ĝ nλ Funf (S))
p 7→
∑
g∈G,s∈S
p(s)δ(g,s)
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and because
βλ̂(δs) =
∑
g∈G
(S(δg)⊗ 1M(Funf (S)))λ(δg·s)
=
∑
g∈G
(δg ⊗ 1M(Funf (S)))λ(δg−1·s)
∼=
∑
g∈G,t∈S
δg−1·s(t)δ(g,t)
=
∑
g∈G,t∈S
δs(g · t)δ(g,t),
for all s ∈ S, the map βλ̂ is given by
βλ̂ : Funf (S) → M(Hnλ Funf (S))
p 7→
∑
g∈G,s∈S
p(g · s)δ(g,s) .
Remark 66. By simple calculation, for any p ∈ Funf (S), we have
p ◦ d = λ(p) and p ◦ r = βλ̂(p),
as elements in Fun(Gy S) ∼=M(Funf (Gy S)) .
2.8.2.2 Quotient type coideals
In this subsection, we adapt to the algebraic quantum group case a result from [ET16].
Let G = (A,∆A, ϕA) be an algebraic quantum group. If H = (B,∆B, ϕB) is a closed
quantum subgroup ofG, as Denition 2.1.15, with non-degenerate surjective ∗-homomorphism
Φ : A→M(B), then it is obvious that the map αΦ : A→M(A⊗B) dened by
αΦ(a) = (id⊗ Φ)(∆A(a)),
for all a ∈ A, is a right action of H on A such that
(∆A ⊗ id) ◦ αΦ = (id⊗ αΦ) ◦∆A.
Proposition 2.8.19. Let I be the sub-∗-algebra AαΦ = {a ∈ A : αΦ(a) = a⊗ 1M(B)}.
(i) If αI denotes the restriction of ∆A to I , then (I, αI) is a G-∗-algebra.
(ii) If λI denotes the restriction of AdG to I , then (I, λI) is a Ĝ-∗-algebra.
(iii) (I, αI , λI) is a G-Yetter-Drinfeld ∗-algebra.
(iv) (I, αI , λI) is braided commutative.
Proof
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(i) For all a ∈ I , we have
(id⊗ αΦ)(∆A(a)) = (∆A ⊗ id)(αΦ(a))
= ∆A(a)⊗ 1,
then ∆A(a) ∈M(A⊗ I).
(ii) Let W = (id⊗ Φ)(Uˆ), for all x ∈ I , then
(id⊗ αΦ)(AdG(a)) = (id⊗ (id⊗ Φ) ◦∆A)(Uˆ∗(1⊗ a)Uˆ)
= (id⊗ id⊗ Φ)((id⊗∆A)(Uˆ∗)(1⊗∆A(a))(id⊗∆A)(Uˆ))
= (id⊗ id⊗ Φ)(Uˆ∗12Uˆ∗13(1⊗∆A(a))Uˆ13Uˆ12)
= Uˆ∗12W
∗
13(1⊗ (id⊗ Φ)(∆A(a)))W13Uˆ12
= Uˆ∗12W
∗
13(1⊗ αΦ(a))W13Uˆ12
= Uˆ∗12W
∗
13(1⊗ a⊗ 1)W13Uˆ12
= AdG(a)⊗ 1,
so AdG(a) ∈M(Â⊗ I).
(iii) For all a ∈ I , we have
Ad(U12)((id⊗ λI)(αI(a)) = U12Uˆ∗23Σ12(1⊗∆(a))Uˆ23U∗12
= U12Uˆ
∗
23Σ12(U
∗
23(1⊗ 1⊗ a)U23)Uˆ23U∗12
= U12Uˆ
∗
23U
∗
13(1⊗ 1⊗ a)U13Uˆ23U∗12
= Ad(Σ23(U13U23U∗12))(1⊗ 1⊗ a)
= Ad(Σ23(U∗12U23))(1⊗ 1⊗ a)
= U∗13Uˆ
∗
23(1⊗ 1⊗ a)Uˆ23U13
= U∗13(1⊗ λI(a))U13
= (Σ−1 ⊗ id)((id⊗ αI)(λI(a))),
then (I, αI , λI) is a G-Yetter-Drinfeld ∗-algebra.
(iv) In the following, we work with the next well known relations
R(a) = Jˆa∗Jˆ ∈ End(A⊗X)
U∗ = Jϕ˜(Jˆ ⊗ J) ⇒ U = (Jˆ ⊗ J)Jϕ˜
U cop = (Jˆ ⊗ Jˆ)U(Jˆ ⊗ Jˆ)
αI(a) := ∆(a) = U
∗(1⊗ a)U
λI(a) := AdG(a) = Uˆ∗(1⊗ a)Uˆ
UλIϕ = Uˆ
∗(J ⊗ J)Uˆ(J ⊗ J)
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λ◦(x◦) = (J ⊗ J)λ(x∗)(J ⊗ J)
Σ(∆(a)) = ((R⊗R) ◦∆ ◦R)(a) = (Jˆ ⊗ Jˆ)U∗(1⊗ JˆaJˆ)U(Jˆ ⊗ Jˆ)
= (Jˆ ⊗ Jˆ)U∗(Jˆ ⊗ Jˆ)(1⊗ a)(Jˆ ⊗ Jˆ)U(Jˆ ⊗ Jˆ)
We have that α◦I(A◦) commutes with λ◦I(A◦), because for all a ∈ A
Σ(α◦I(a
◦)) = Σ((Jˆ ⊗ J)αI(a∗)(Jˆ ⊗ J))
= (J ⊗ Jˆ)Σ(αI(a∗))(J ⊗ Jˆ)
= (J ⊗ Jˆ)(Jˆ ⊗ Jˆ)U∗(Jˆ ⊗ Jˆ)(1⊗ a∗)(Jˆ ⊗ Jˆ)U(Jˆ ⊗ Jˆ)(J ⊗ Jˆ)
= (JJˆ ⊗ 1)U∗(1⊗ Jˆa∗Jˆ)U(JˆJ ⊗ 1)
= (J ⊗ J)(Jˆ ⊗ J)U∗(1⊗ Jˆa∗Jˆ)U(Jˆ ⊗ J)(J ⊗ J)
= (J ⊗ J)U(Jˆ ⊗ J)(1⊗ Jˆa∗Jˆ)(Jˆ ⊗ J)U∗(J ⊗ J)
= (J ⊗ J)U(1⊗ JJˆa∗JˆJ)U(J ⊗ J)
Σ(λ◦I(a
◦)) = Σ((J ⊗ J)λI(a∗)(J ⊗ J))
= Σ((J ⊗ J)Uˆ∗(1⊗ a∗)Uˆ(J ⊗ J))
= (J ⊗ J)U(a∗ ⊗ 1)U∗(J ⊗ J)
We dene the injective ∗-homomorphism
Ψ : Ĝ nλI I → End(A⊗ I)
X 7→ Ad((JJˆ ⊗ 1)Uˆ)(X)
then, for all a ∈ A, b ∈ I
Ψ((a⊗ 1M(X))λI(b)) = Ad(JJˆ ⊗ 1)(Uˆ((a⊗ 1)λI(b))Uˆ∗)
= Ad(JJˆ ⊗ 1)(Uˆ(a⊗ 1)Uˆ∗UˆλI(b)Uˆ∗)
= Ad(JJˆ ⊗ 1)(Σ(∆(a))(1⊗ b))
= Ad(JJˆ ⊗ 1)(Σ(∆(a)(b⊗ 1)))
this implies that Ψ(Ĝ nλI I) = Ad(JJˆ)(I)⊗ A, and then
Ψ(M(Ĝ nλI I)) =M(Ad(JJˆ)(I)⊗ A).
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We have the relation
Ad((JJˆ ⊗ 1)Uˆ)(β(a)) = Ad((JJˆ ⊗ 1)UˆUλIϕ )(α◦I(a◦))
= Ad((JJˆ ⊗ 1)UˆUλIϕ (Jˆ ⊗ J))(αI(a∗))
= Ad((JJˆ ⊗ 1)(J ⊗ J)Uˆ(J ⊗ J)(Jˆ ⊗ J))(αI(a∗))
= Ad((JJˆ ⊗ JJˆ)(J ⊗ Jˆ)Σ(J˜αI )(J ⊗ Jˆ)(J ⊗ J)(Jˆ ⊗ J))(αI(a∗))
= Ad((JJˆ ⊗ JJˆ)Uˆ∗(Jˆ ⊗ Jˆ))(αI(a∗))
= Ad((JJˆ ⊗ JJˆ)Uˆ∗)((R⊗R)∆(a))
= Ad((JJˆ ⊗ JJˆ)Uˆ∗)(Σ(∆(R(a))))
= Ad(JJˆ ⊗ JJˆ)(Σ(U∆(R(a))U∗))
= Ad(JJˆ ⊗ JJˆ)(R(a)⊗ 1),
for all a ∈ I , then Ψ(β(I)) ⊆ M(Ad(JJˆ)(I) ⊗ A). This implies that β(I) ⊆
M(ĜnλI I), i.e., theG-Yetter-Drinfeld algebra (I, αI , λI) is braided commutative.
Denition 2.8.20. The sub-∗-algebra I above is called a quotient type left coideal of G.
Remark 67. LetG = (A,∆, ϕ) be an algebraic quantum group. If we consider the non-
degenerate morphism ε : A → C, then (C, idC, idC) is a closed quantum subgroup of
G. Moreover, Aαε = AidA = A is a quotient type left coideal of G, this implies that
(A,∆,AdG) is a braided commutative G-Yetter-Drinfeld algebra.
Remark 68. Let λI : I → M(Â ⊗ I) be the left action of Ĝ on I dened in the last
proposition. Then dual left action associated with λI is given by
BI : A⊗ I → I
a⊗ x 7→ (id⊗ a)(U(x⊗ 1)U∗)
and, by Lemma 2.4.10, we have
aBI x = (id⊗ a)(U(x⊗ 1)U∗) = (id⊗ ε)∆(a(1))xS(a(2)) = a(1)xS(a(2)).
for all a ∈ A and x ∈ I . The sub-∗-algebra I with the left coaction αI and the left action
BI is a braided commutative G-Yetter-Drinfeld algebra in the algebraic sense, because
by simple calculation, we have
αI(aBI x) = αI(a(1)xS(a(2))) = a(1)x(1)S(a(3))⊗ (a(2) BI x(2))
and
y(2)(S
−1(y(1))BI x) = y(3)S−1(y(2))xS(S−1(y(1))) = xy,
for all x, y ∈ X and a ∈ A.
Chapter Nº 3
Algebraic quantum transformation groupoids
Having prepared in the previous chapters all the necessary results, here we give a di-
rect construction of a measured multiplier Hopf ∗-algebroid called an algebraic quantum
transformation groupoid. The main ingredient in this construction is a braided commu-
tative Yetter-Drinfeld ∗-algebra over an algebraic quantum group.
Fix a braided commutative G-Yetter-Drinfeld ∗-algebra (X,α, α̂).
3.1 The multiplier Hopf ∗-algebroid structure
In this section, we will construct an structure of left multiplier bialgebroid. Then using
Proposition 1.3.37, we will have a multiplier Hopf ∗-algebroid. As a rst step, it is no hard
to see that the tuple (GnαX,X, α, β) is a left quantum graph. The following subsection
aims to show that we can equip with a left comultiplication to our left quantum graph.
3.1.1 The left multiplier bialgebroid structure
We recall the modules neccesaries for the formulation of the comultiplication of our left
quantum graph.
• The module (GnαX)α(X) is the algebra GnαX with module structure given by
α(y)(ϕa ⊗ 1M(X))C α(x) = β(x)α(y)(ϕa ⊗ 1M(X))
for all x, y ∈ X and a ∈ A.
• The module α(X)(GnαX) is the algebra GnαX with module structure given by
α(x)B α(y)(ϕa ⊗ 1M(X)) = α(xy)(ϕa ⊗ 1M(X))
for all x, y ∈ X and a ∈ A.
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Notation 13. Fron now on, we denote
(Gnα X)
α⊗ (Gnα X)
for the balanced algebraic tensor product between (Gnα X)α(X) and α(X)(Gnα X).
3.1.2 The comultiplication
Fix x ∈ X and ω ∈ Â. If P = (θ ⊗ 1M(X))α(y) with θ ∈ Â and y ∈ X . We write
α(x)(ω(2)⊗ 1M(X))P ⊗ (ω(1)⊗ 1M(X)) := α(x)(ω(2) · θ⊗ 1M(X))α(y′)⊗ (ω(1)⊗ 1M(X))
and
α(x)(ω(2)⊗ 1M(X))⊗ (ω(1)⊗ 1M(X))P := α(x)(ω(2)⊗ 1M(X))⊗ (ω(1) · θ⊗ 1M(X))α(y).
Both are elements of (Gnα X)⊗ (Gnα X). Here, we use the Sdeedler notation
ω(1) ⊗ ω(2) · θ = ∆̂(ω)(1M(Â) ⊗ θ) ∈ Â⊗ Â,
ω(1) · θ ⊗ ω(2) = ∆̂(ω)(θ ⊗ 1M(Â)) ∈ Â⊗ Â,
We dene the linear map
∆α(α(x)(ω ⊗ 1M(X))) : (Gnα X) ⊗ (Gnα X) → (Gnα X)
α⊗ (Gnα X)
P ⊗ Q 7→ α(x)(ω(2) ⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X))Q
Lemma 3.1.1. For all y ∈ X and P,Q ∈ Gnα X , we have
∆α(α(x)(ω ⊗ 1M(X)))(P C α(y) ⊗ Q) = ∆α(α(x)(ω ⊗ 1M(X)))(P ⊗ α(y)BQ).
Proof The result follows from the equality
∆α(α(x)(ω ⊗ 1M(X)))(P C α(y) ⊗ Q) = ∆α(α(x)(ω ⊗ 1M(X)))(β(y)P ⊗ Q)
= α(x)(ω(2) ⊗ 1)β(y)P
α⊗ (ω(1) ⊗ 1)Q
= α(x)β(y′)(ω′ ⊗ 1) α⊗ (ω(1) ⊗ 1)Q
= β(y′)α(x)(ω′ ⊗ 1) α⊗ (ω(1) ⊗ 1)Q
= α(x)(ω′ ⊗ 1) α⊗ α(y′)(ω(1) ⊗ 1)Q
= α(x)(ω′ ⊗ 1) α⊗ (ω′′ ⊗ 1)α(y)Q
= α(x)(ω(2) ⊗ 1)
α⊗ (ω(1) ⊗ 1)α(y)Q
= ∆α(α(x)(ω ⊗ 1M(X)))(P ⊗ α(y)BQ)
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Using the lemma above, we have
∆α(α(x)(ω ⊗ 1M(X))) ∈ End((Gnα X)
α⊗ (Gnα X)).
Also, for simplify our notations, we denote
(Gnα X)
α
× (Gnα X)
for the generalized left Takeuchi product of the modules (GnαX)α(X) and α(X)(GnαX)
(Notation 9 and Denition 1.3.3).
Lemma 3.1.2. We have
∆α(α(x)(ω ⊗ 1M(X))) ∈ (Gnα X)
α
× (Gnα X).
Proof Fix P,Q ∈ Gnα X , if we dene
∆α(α(x)(ω⊗1M(X)))(P ⊗1) := α(x)(ω(2)⊗1M(X))P
α⊗ (ω(1)⊗1M(X)) ∈ (GnαX)
α⊗ (GnαX),
∆α(α(x)(ω⊗1M(X)))(1⊗Q) := α(x)(ω(2)⊗1M(X))
α⊗ (ω(1)⊗1M(X))Q ∈ (GnαX)
α⊗ (GnαX),
then
∆α(α(x)(ω ⊗ 1M(X)))(P ⊗Q) = α(x)(ω(2) ⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X))Q
= (α(x)(ω(2) ⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X)))(1⊗Q)
= (∆α(α(x)(ω ⊗ 1M(X)))(P ⊗ 1))(1⊗Q)
and
∆α(α(x)(ω ⊗ 1M(X)))(P ⊗Q) = α(x)(ω(2) ⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X))Q
= (α(x)(ω(2) ⊗ 1M(X))
α⊗ (ω(1) ⊗ 1M(X))Q)(P ⊗ 1)
= (∆α(α(x)(ω ⊗ 1M(X)))(1⊗Q))(P ⊗ 1)
The next lemma shows that ∆α is well dened
Lemma 3.1.3. Let x, x′ ∈ X and ω, ω′ ∈ Â such that
α(x)(ω ⊗ 1M(X)) = α(x′)(ω′ ⊗ 1M(X))
as elements in Gnα X , then
∆α(α(x)(ω ⊗ 1M(X))) = ∆α(α(x′)(ω′ ⊗ 1M(X))).
Proof Because α(x)(ω ⊗ 1M(X)) = α(x′)(ω′ ⊗ 1M(X)) in G nα X , then applying the
dual action α˜, we have
ω(1) ⊗ α(x)(ω(2) ⊗ 1M(X)) = ω′(1) ⊗ α(x′)(ω′(2) ⊗ 1M(X))
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as elements inM(Â⊗Gnα X), then given P ∈ Gnα X , we have
ω(1) ⊗ α(x)(ω(2) ⊗ 1M(X))P = ω′(1) ⊗ α(x′)(ω′(2) ⊗ 1M(x))P
in Â⊗Gnα X . Finally we can see that
∆α(α(x)(ω ⊗ 1M(X)))(P
α⊗ Q) = α(x)(ω(2) ⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X))Q
= α(x′)(ω′(2) ⊗ 1M(x))P
α⊗ (ω′(1) ⊗ 1M(X))Q
= ∆α(α(x
′)(ω′ ⊗ 1M(X)))(P
α⊗ Q)
for every P,Q ∈ Gnα X .
Proposition 3.1.4. The map
∆α : Gnα X → (Gnα X)
α
× (Gnα X)
is a ∗-homomorphism, such that
(1) For all x, x′, y, y′ ∈ X and P ∈ Gnα X , we have
∆α(α(x)β(y)Pα(x
′)β(y′)) = (α(x)⊗ β(y))∆α(P )(α(x′)⊗ β(y′)).
(2) For all P,Q,N ∈ Gnα X , we have
((∆α⊗ id)(∆α(Q)(1⊗N)))(P ⊗1⊗1) = ((id⊗∆α)(∆α(Q)(P ⊗1)))(1⊗1⊗N)
.
Proof The map ∆α is a ∗-homomorphism because ∆̂cop is a ∗-homomorphism, and we
have the equalities
∆α(ω ⊗ 1M(X))((θ ⊗ 1M(X))
α⊗ 1M(GnαX)) = (ω(2) · θ ⊗ 1M(X))
α⊗ (ω(1) ⊗ 1M(X)),
∆α(α(x)) = α(x)
α⊗ 1M(GnαX)
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and
∆α(β(x)) = ∆α(Ŝ(x
[−1])⊗ 1M(X))α(x[0]))
= ∆α(Ŝ(x
[−1])⊗ 1M(X))∆α(α(x[0]))
= ((Ŝ(x[−1])(2) ⊗ 1M(X))⊗ ((Ŝ(x[−1])(1) ⊗ 1M(X)))(α(x[0])⊗ 1)
= (Ŝ(x
[−1]
(1) )⊗ 1M(X))α(x[0])⊗ (Ŝ(x[−1](2) )⊗ 1M(X))
= (Ŝ(x[0]
[−1]
)⊗ 1M(X))α(x[0][0])⊗ (Ŝ(x[−1])⊗ 1M(X))
= β(x[0])⊗ (Ŝ(x[−1])⊗ 1M(X))
= 1
α⊗ α(x[0])(Ŝ(x[−1])⊗ 1M(X))
= 1
α⊗ β(x).
Then:
(1) We have
∆α(α(x)α(y)(ω ⊗ 1M(X))α(x′))[P
α⊗ Q] = ∆α(α(xy)α(x′[0])(ωS−1(x′
[−1])
⊗ 1M(X)))[P
α⊗ Q]
= ∆α(α(xyx
′
[0])(ωS−1(x′
[−1])
⊗ 1M(X)))[P
α⊗ Q]
= α(xyx′[0])((ωS−1(x′
[−1])
)(2) ⊗ 1M(X))P
α⊗ ((ωS−1(x′
[−1])
)(1) ⊗ 1M(X))Q
= α(x)α(y)α(x′[0])((ω(2))S−1(x′
[−1])
⊗ 1M(X))P
α⊗ (ω(1) ⊗ 1M(X))Q
= α(x)α(y)(ω(2) ⊗ 1M(X))α(x′)P
α⊗ (ω(1) ⊗ 1M(X))Q
= (α(x)⊗ 1)[α(y)(ω(2) ⊗ 1M(X))α(x′)P
α⊗ (ω(1) ⊗ 1M(X))Q]
= (α(x)⊗ 1)∆α(α(y)(ω ⊗ 1M(X)))[α(x′)P
α⊗ Q]
= (α(x)⊗ 1)∆α(α(y)(ω ⊗ 1M(X)))(α(x′)⊗ 1)[P
α⊗ Q]
and
∆α(β(x)Pβ(x
′)) = ∆α(β(x))∆α(P )∆α(β(x′)) = (1⊗ β(x))∆α(P )(1⊗ β(x′)),
for all P,Q ∈ Gnα X , x, x′, y ∈ X and ω ∈ Â.
(2) Follows from the coassociativity of the comultiplication of the multiplier Hopf ∗-
algebra (Â, ∆̂cop).
Proposition 3.1.5. The tuple A = (Gnα X,X, α, β,∆α) is a multiplier bialgebroid.
Proof Follows directly from Corollary 3.1.4.
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3.1.3 The counit and the antipode
Dene the linear maps
ε˜ : Gnα X → α(X)
α(x)(ω ⊗ 1M(X)) 7→ ψ̂(ω)α(x)
S˜ : Gnα X → Gnα X
α(x)(ω ⊗ 1M(X)) 7→ (Ŝ(x[−1] · ω)⊗ 1M(X))α(x[0]) .
Remark 69. Obviously,
S˜(ω ⊗ 1M(X)) = Ŝ(ω)⊗ 1M(X), S˜(α(x)) = (Ŝ(x[−1])⊗ 1M(X))α(x[0]) = β(x)
Lemma 3.1.6. We have S˜(β(x)) = α(x) for all x ∈ X .
Proof
S˜(β(x)) = S˜((Ŝ(x[−1])⊗ 1M(X))α(x[0]))
= S˜(α((x[0])[0]))(Ŝ(x
[−1])S−1((x[0])[−1]) ⊗ 1M(X)))
= α(x)
Proposition 3.1.7. The linear map S˜ is an anti-isomorphism such that
S˜(α(x)β(y)Pα(x′)β(y′))) = α(y′)β(x′)S˜(P )α(y)β(x),
for all x, x′, y, y′ ∈ X and P ∈ Gnα X .
Proof We know that G nα X is generated by elements of the form (ω ⊗ 1M(X))α(x)
with ω ∈ Â and x ∈ X . Then, the equalities
S˜(ω ⊗ 1M(X))S˜(α(x)) = (Ŝ(ω)⊗ 1M(X))(Ŝ(x[−1])⊗ 1M(X))α(x[0])
= (Ŝ(ω) · Ŝ(x[−1])⊗ 1M(X))α(x[0])
= S˜(α(x)(ω ⊗ 1M(X)))
and
S˜(α(x))S˜(ω ⊗ 1M(X)) = (Ŝ(x[−1])⊗ 1M(X))α(x[0])(Ŝ(ω)⊗ 1M(X))
= (Ŝ(x[−1]) · Ŝ(ω)(x[0])[−1] ⊗ 1M(X))α((x[0])[0])
= (Ŝ(x[−1]) · Ŝ(ω)(x[0])[−1] ⊗ 1M(X))α((x[0])[0])
= (Ŝ(ωS−1(x[−1])) · Ŝ((x[0])[−1]))⊗ 1M(X))α((x[0])[0])
= S˜(α(x[0])(ωS−1(x[−1]) ⊗ 1M(X)))
= S˜((ω ⊗ 1M(X))α(x))
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for all ω ∈ Â and x ∈ X , imply that S˜ is an anti-isomorphism. Moreover, take P =
α(x)(ω ⊗ 1M(X)), then we have
S˜(α(y)P ) = S˜(α(y)α(x)(ω ⊗ 1M(X)))
= S˜(α(yx)(ω ⊗ 1M(X)))
= (Ŝ(ω) · Ŝ(y[−1]x[−1])⊗ 1M(X))α(y[0]x[0])
= (Ŝ(ω) · Ŝ(x[−1])⊗ 1M(X))(Ŝ(y[−1])⊗ 1M(X))α(y[0])α(x[0])
= (Ŝ(ω) · Ŝ(x[−1])⊗ 1M(X))β(y)α(x[0])
= (Ŝ(ω) · Ŝ(x[−1])⊗ 1M(X))α(x[0])β(y)
= S˜(P )β(y),
Similar, we can show the next equalities
S˜(β(y)P ) = S˜(P )S˜(β(y)) = S˜(P )α(y),
S˜(Pα(y)) = S˜(α(y))S˜(P ) = β(y)S˜(P ), S˜(Pβ(y)) = S˜(β(y))S˜(P ) = α(y)S˜(P ).
Proposition 3.1.8.
(i) We have
ε˜(α(y)α(x)(ω ⊗ 1M(X))) = α(y)ε˜(α(x)(ω ⊗ 1M(X)))
ε˜(β(y)α(x)(ω ⊗ 1M(X))) = ε˜(α(x)(ω ⊗ 1M(X)))α(y)
(ii)
(ε ⊗ id))(∆α(α(x)(ω⊗1M(X)))(1⊗α(y)(θ⊗1M(X)))) = α(x)(ω⊗1M(X))α(y)(θ⊗1M(X))
Proof
(i) Fix x, y ∈ X and ω ∈ Â. We have
ε˜(α(y)α(x)(ω ⊗ 1M(X))) = ε˜(α(yx)(ω ⊗ 1M(X)))
= ϕ̂(ω)α(yx)
= α(y)ϕ̂(ω)α(x)
= α(y)ε˜(α(x)(ω ⊗ 1M(X))).
and
ε˜(β(y)α(x)(ω ⊗ 1M(X))) = ε˜(α(x)(ω ⊗ 1M(X)))α(y)
(ii) Follows from the item (i) of Proposition 3.1.4 and Proposition 1.2.3
Now, we can conclude the principal result of this section
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Theorem3.1.9. Let (X,α, α̂) be a braided commutativeG-Yetter-Drinfeld ∗-algebra. Then,
the tuple
(Gnα X,X, α, β,∆α),
where
∆α : Gnα X → (Gnα X)
α
× (Gnα X)
ω ⊗ 1M(X) 7→ (ω(2) ⊗ 1M(X))
α
× (ω(1) ⊗ 1M(X))
α(x) 7→ α(x)
α
× 1M(GnαX)
is a multiplier Hopf ∗-algebroid with antipode given by
S˜ : Gnα X → Gnα X
α(x)(ω ⊗ 1M(X)) 7→ (Ŝ(x[−1] · ω)⊗ 1M(X))α(x[0])
and counit given by
ε˜ : Gnα X → α(X)
α(x)(ω ⊗ 1M(X)) 7→ ψ̂(ω)α(x) .
Proof Follows from Propositions 3.1.5 and 3.1.7.
3.2 The measured structure
Let µ : X → C be a Yetter-Drinfeld integral for the braided commutative G-Yetter-
Drinfeld ∗-algebra (X,α, α̂) with modular automorphism σµ : X → X . In this section,
we give the base weight and the partial integral for the multiplier Hopf ∗-algebroid found
above.
3.2.1 The base weight, the partial and total integral
Recall the injective α(X)-bimodule map constructed in Proposition 2.7.9,
Tα˜ : Gnα X → α(X)
(ω ⊗ 1M(X))α(x) 7→ ϕ̂(ω)α(x)
Then , take Ω := Tα˜.
Lemma 3.2.1. For any x, y ∈ X and ω, θ ∈ Â,
(id ⊗ Ω)(∆L(α(x)(ω⊗1M(X)))(α(y)(θ⊗1M(X))⊗1)) = Ω(α(x)(ω⊗1M(X)))α(y)(θ⊗1M(X)).
Proof Fix x, y ∈ X and ω, θ ∈ Â. By direct calculation, we have
(id ⊗ Ω)(∆L(α(x))(α(y)(θ ⊗ 1M(X))⊗ 1)) = (id ⊗ Ω)(α(xy)(θ ⊗ 1M(X))⊗ 1))
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and
(id ⊗ Ω)(∆L(ω ⊗ 1M(X))(α(y)(θ ⊗ 1M(X))⊗ 1)) = (ω(2) ⊗ 1M(X))α(y)(θ ⊗ 1M(X))ψ̂(ω(1))
= ψ̂(ω)α(y)(θ ⊗ 1M(X))
= Ω(ω ⊗ 1M(X)))α(y)(θ ⊗ 1M(X)).
Proposition 3.2.2. The map µ : X → C is a base weight and the map Ω is a partial
integral for Hopf ∗-algebroid
(Gnα X,X, α, β,∆α, ε˜, S˜)
following Denition 1.3.38. Moreover, the dual action µ˜ : G nα X → C is a total integral
for the multiplier Hopf ∗-algebroid
(Gnα X,X, α, β,∆α, ε˜, S˜).
Proof It is not hard to show that µ◦α−1 : X → C is a base weight, as Denition 1.3.38,
for (G nα X,X, α, β,∆α, ε˜, S˜). The rest of the proof follows from Proposition 1.3.22,
Lemma 3.2.1 and because the positivity of µ implies the positivity of µ˜ = µ ◦ α−1 ◦Ω =
µ ◦ α−1 ◦ Tα˜ (Denition 2.7.10).
We can now enunciate the most important theorem of this chapter.
Theorem 3.2.3. Let (X,α, α̂) be a braided commutative G-Yetter-Drinfeld ∗-algebra and
µ a Yetter-Drinfeld integral on X . Then, the tuple
(Gnα X,X, α, β,∆α, ε˜, S˜, µ,Ω)
where
∆α : Gnα X → (Gnα X)
α
× (Gnα X)
ω ⊗ 1M(X) 7→ (ω(2) ⊗ 1M(X))
α
× (ω(1) ⊗ 1M(X))
α(x) 7→ α(x)
α
× 1M(GnαX)
S˜ : Gnα X → Gnα X
α(x)(ω ⊗ 1M(X)) 7→ (Ŝ(x[−1] · ω)⊗ 1M(X))α(x[0])
ε˜ : Gnα X → α(X)
α(x)(ω ⊗ 1M(X)) 7→ ψ̂(ω)α(x)
and
Ω : Gnα X → α(X)
(ω ⊗ 1M(X))α(x) 7→ ϕ̂(ω)α(x)
is a measured multiplier Hopf ∗-algebroid, as Denition 1.3.38.
Proof Follows from Theorem 3.1.9 and Proposition 3.2.2.
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Denition 3.2.4. The measured multiplier Hopf ∗-algebroid associated with the braided
commutativeG-Yetter-Drinfeld algebra (X,α, α̂) eand with the Yetter-Drinfeld integral
µ is called an algebraic quantum transformation groupoid and is denoted byG(X,α, α̂, µ).
3.3 Examples
The construction presented in this chapter shows that any example of a braided com-
mutative Yetter-Drinfeld ∗-algebra over an algebraic quantum group (see 2.8.2) gives rise
to an example of an algebraic quantum transformation groupoid. The simplest of these
examples if as follows.
3.3.1 Usual transformation groupoids
Let · : G × S → S be a left action of a group G on a set S. Consider the braided
commutativeH-Yetter-Drinfeld ∗-algebra (Funf (S), λ, λ̂), whereH = (C[G],∆′, ϕ′) and
recall the maps
λ : Funf (S) → M(Hnλ Funf (S))
p 7→
∑
g∈G,s∈S
p(s)δ(g,s) ,
βλ̂ : Funf (S) → M(Hnλ Funf (S))
p 7→
∑
g∈G,s∈S
p(g · s)δ(g,s) .
Then the crossed product is given by the identication
Hnλ Funf (S) ∼= Funf (G)⊗ Funf (S) ∼= Funf (Gy S)
(δg ⊗ 1M(Funf (S)))λ(p) 7→ δg ⊗ p 7→
∑
s∈S
p(s)δ(g,s) ,
where Funf (G y S) is the ∗-algebra of complex nitely supported functions on the
groupoid Gy S. For any p ∈ Funf (S), we have
p ◦ d = λ(p) and p ◦ r = βλ̂(p),
as elements in Fun(G y S) ∼= M(Funf (G y S)). Denote L = Funf (S) and consider
now, the linear maps
∆L : Funf (Gy S) → Funf (Gy S) Funf (S)×Funf (S) Funf (Gy S)
f 7→ [∆˜(f)((g, s), (h, t)) 7→ f(gh, t)]
ε˜ : Funf (Gy S) → Funf (S)
f 7→
∑
s∈S
f(e, s)δ(e,s)
S : Funf (Gy S) → Funf (Gy S)
f 7→
∑
g∈G,s∈S
f(g, g−1 · s)δ(g−1,s)
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where
M(Funf ((Gy S)(2))) ∼= Funf (Gy S)Funf (S)×Funf (S)Funf (Gy S),
Then by direct calculations,A = (Ĝnα̂Funf (S), Funf (S), λ, βλ̂,∆L, ε˜, S) is a multiplier
Hopf ∗-algebroid. Moreover, if we consider the linear map
Ω : Funf (Gy S) → Funf (S)
f 7→ (ϕ⊗ id)(
∑
g∈G,s∈S
f(g, s)δ(g,s))
where ϕ is the left and rigth integral for Ĥ, and a function µ : G→ C such that we have
the functional
µ : Funf (G) → C
p 7→
∑
g∈G
p(g)µ(g) .
Then µ is a base weigth for A and Ω is a partial integral for A, that implies that A is
commutative algebraic quantum transformation groupoid (because all its algebras are
commutative).
3.3.2 Quotient type left coideals
Let G = (A,∆A, ϕA) be a unimodular algebraic quantum group with algebraic multi-
plicative unitary U and H = (B,∆B, ϕB) an algebraic quantum group of compact type
which is a closed quantum subgroup of G, as in Denition 2.1.15, with non-degenerate
surjective ∗-homomorphism Φ : A → B. Denote by I the quotient type left coideal
dened as in Proposition 2.8.19.
By this Proposition, the triple (I, αI := ∆A
∣∣
I
, λI := AdG
∣∣
I
) is a braided commutative
Yetter-Drinfeld ∗-algebra. Now, we want to equip it with a Yetter-Drinfeld integral in
order to construct an algebraic quantum transformation groupoid.
Lemma 3.3.1. The restriction of the functional ϕA to I is a Yetter-Drinfeld integral.
Proof Denote µ := ϕA
∣∣
I
. Because ϕA is a left and right integral for G, it follows that
(id⊗ µ) ◦ αI = µ(·)1M(A). Now, x a ∈ A, then we have
(b⊗ µ)(λI(a)) = (b⊗ µ)(Û∗(1⊗ a)Û)
= µ((id⊗ b)(U(a⊗ 1)U∗))
= µ(b(1)aS(b(2))
= ε(b)µ(a)
= (b⊗ id)(µ(a)1M(Â))
for all b ∈ A. This implies
(id⊗ µ)(λI(a)) = µ(a)1M(Â).
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Proposition 3.3.2. Using the Yetter-Drinfeld integral ϕA
∣∣
I
, we have two algebraic quan-
tum transformation groupoids G(I,∆A
∣∣
I
,AdG
∣∣
I
, ϕA
∣∣
I
) and G(I,AdG
∣∣
I
,∆A
∣∣
I
, ϕA
∣∣
I
).
Proof Using the lemma above and Theorem 3.1.9, we have all ingredients to construct
these two algebraic quantum transformation groupoids.
Part II
Analytical setting

Chapter Nº 4
Preliminaries
Notations and conventions:
• Given a subset Y of a normed space X , we denote by [Y ] ⊆ X the closed linear
span of Y , i.e.
[Y ] := span(Y )‖·‖X ⊆ X.
• Given a Hilber spaceH and a subset X ⊆ B(H), we denote by X ′ the commutant
of X , i.e.
X ′ := {T ∈ B(H) : Tx = xT for all x ∈ X}.
• All sesquilinear maps like inner products on vector spaces over C are assumed to
be antilinear in the rst component and linear in the second one.
• Given a Hilbert spaceH and an element ξ ∈ H , we use the ket-bra notation
| ξ 〉 : C→ H, λ 7→ λξ,
〈 ξ | = | ξ 〉∗ : H → C, η 7→ 〈 ξ | η 〉.
For every subset X ⊆ H, we will use the notation
|X 〉 := {|x 〉 : x ∈ X} ⊆ B(C,H).
• Given a Hilbert spaces H and elements ξ, η ∈ H, we denote by ωξ,η the linear
functional on B(H) dened by ωξ,η(T ) = 〈 ξ |T | η 〉.
• We use the symbol ⊗ for the spatial tensor product of C∗-algebras and for the
tensor product of Hilbert spaces.
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• We shall make extensive use of right Hilbert C∗-modules instead the left ones.
• Given Hilbert C∗-modules E an F over B, we denote by LB(E,F ) the space of
all adjointable operators from E to F .
Denition 4.0.1 ([Kus03]). Let ω be a positive linear functional on a non-degenerate
∗-algebraA. A GNS-pair associated with ω is a pair (Hω,Λω), whereHω is a Hilbert space
and Λω is a linear map from A intoH such that
• Λω(A) is dense inHω,
• 〈Λω(a) |Λω(b) 〉 = ω(a∗b) for all a, b ∈ A.
It is clear that such a pair exits and that is unique up to a unitary transformation.
4.1 Basics of C∗-algebras
Remark 70. As any C∗-algebra A is a non-degenerate ∗-algebra, we can consider its
multiplier ∗-algebraM(A) that is also a C∗-algebra.
Denition 4.1.1. Let A,B be C∗-algebras. A ∗-homomorphism f : A → M(B) is
called non-degenerate if
[f(A)B] = B.
Proposition 4.1.2. Let f : A → M(B) be a non-degenerate ∗-homomorphism of C∗-
algebras. There exists a ∗-homomorphismM(A)→M(B), which is the unique extension
of f , and that we will denote with the same symbol.
4.1.1 KMS-weights on C∗-algebras
Remark 71. Let A be a C∗-algebra. Denote by A+ the cone of all positive elements of
A.
Denition 4.1.3. Let A be a C∗-algebra. A weight on A is a function φ : A+ → [0,∞]
satisfying
(i) φ(a+ b) = φ(a) + φ(b) for all a, b ∈ A+;
(ii) φ(ra) = rφ(a) for all r ∈ [0,∞) and a ∈ A+.
The weight φ is called faithful if φ(a) 6= 0 for each non-zero a ∈ A+.
Notation 14. Let φ be a weight on a C∗-algebra A. We use the following standard
notation:
• M+φ := {a ∈ A+ : φ(a) <∞} is the set of all positive φ-integrable elements;
• Nφ := {a ∈ A : φ(a∗a) <∞} is the set of all φ-square-integrable elements;
• Mφ = spanM+φ = span N ∗φNφ is the set of all φ-integrable elements.
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Denition 4.1.4. AGNS-construction for aweightφ on aC∗-algebraA is a triple (Hφ,Λφ, piφ),
where Hφ is a Hilbert space, Λφ : Nφ → Hφ is a linear map with dense image, and piφ :
A→ B(Hφ) is a ∗-representation such that 〈Λφ(a) |Λφ(b) 〉 = φ(a∗b) and piφ(a)Λφ(b) =
Λφ(ab) for all a ∈ A and b ∈ Nφ. It is easy to see that for each weight, there is a GNS-
construction, and this construction is unique up to a unitary transformation.
Denition 4.1.5. A weight φ on a C∗-algebra A is called
• lower semi-continuous if the subset {a ∈ A+ : φ(a) ≤ λ} ⊂ A is closed for every
λ ∈ R+;
• densely dened ifM+φ is dense in A+, or equivalently, if Nφ orMφ is dense in A;
• proper if φ is non-zero, densely dened, and lower semi-continuous.
Denition 4.1.6. A one-parameter group of ∗-automorphisms on a C∗-algebra A is a
family σ = (σt)t∈R of ∗-automorphism of A that satises σs ◦ σt = σs+t for all s, t ∈ R.
The one-parameter group σ is called norm-continuous if for every a ∈ A, the map t ∈
R 7→ σt(a) ∈ A is norm continuous.
We will be interested in analytic extensions of one-parameter groups. These extensions
involve analytic functions that are dened on horizontal strips on the complex plane of
the form
I(z) := {y ∈ C : |Im(y)| ≤ |Im(z)|} ⊂ C,
where z ∈ C. Given a C∗-algebra A, let us call a function f : I(z)→ A norm-regular if
it is
• analytic on the interior of I(z), that is, for every y0 in the interior of I(z), the limit
lim
y→y0
f(y)− f(y0)
y − y0 exits w.r.t. the norm-topology;
• norm-bounded on I(z);
• norm-continuous on I(z).
Denition 4.1.7. Let σ be a norm-continuous one-parameter group of ∗-automorphisms
of a C∗-algebra A. For each z ∈ C− R, put
Dom(σz) := {x ∈ A : there exits f : I(z)→ A norm-regular s.t. f(t) = σt(x) for all t ∈ R}
and dene σz : Dom(σz) → A by σz(x) = f(z), where f is as above. The function
f is uniquely determined by the Identity Theorem of complex analysis and σz is well
dened. The family (σz)z∈C is called the analytic extension of σ and the elements of⋃
z∈C Dom(σz) are called analytic.
Denition 4.1.8. A proper weight φ on a C∗-algebra A is called a KMS-weight if there
exists a norm-continuous one-parameter group σ on A such that
• σ leaves φ invariant. i.e, φ ◦ σt = φ for all t ∈ R,
• φ(x∗x) = φ(σi/2(x)σi/2(x)∗) for all x ∈ Dom(σi/2).
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Moreover, φ(xy) = φ(yσ−i(x)) in the following two situations:
• x ∈ Dom(σ−i) and y ∈Mφ.
• y ∈ Nφ ∩N ∗φ , x ∈ N ∗φ ∩ Dom(σ−i) and σ−i(x) ∈ Nφ.
The one-parameter group σ is called a modular automorphism group for φ.
Theorem4.1.9. Letφ be a KMS-weight on aC∗-algebraAwithGNS-construction (Hφ,Λφ, piφ)
and modular automorphism group σ. Then
• There exits a unique closed antilinear operator T onHφ such that Λφ(Nφ ∩N ∗φ ) is a
core for T and TΛφ(x) = Λφ(x∗) for all x ∈ Nφ ∩N ∗φ .
• The operator ∇φ := T ∗T is strictly positive. There exits a unique antiunitary Jφ on
Hφ such that T = Jφ∇1/2φ . One has Jφ = J∗φ , J2φ = 1B(Hφ) and Jφ∇itφJφ = ∇itφ ,
Jφ∇tφJφ = ∇−tφ for all t ∈ R.
• Jφpiφ(A)Jφ ⊆ piφ(A)′.
• ∇itφΛφ(x) = Λφ(σt(x)) for all x ∈ Nφ and t ∈ R.
• JφΛφ(x) = Λφ(σi/2(x)∗) for all x ∈ Nφ ∩ Dom(σi/2).
• If x ∈ Nφ and y ∈ Dom(σi/2), then xy ∈ Nφ and Jφpiφ(σi/2(x))∗JφΛφ(y) =
Λφ(yx).
Denition 4.1.10. The operators Jφ and ∇φ dened in the theorem above are called
the modular conjugation and the modular operator of φ, respectively.
Denition 4.1.11. A C∗-bialgebra is a C∗-algebra A equipped with a non-degenerate
∗-homomorphism ∆ : A→M(A⊗ A) called comultiplication such that
• ∆ is coassociative in the sense (∆⊗ id) ◦∆ = (id⊗∆) ◦∆,
• ∆(A)(1⊗ A) and ∆(A)(A⊗ 1) are contained in A⊗ A.
AC∗ bialgebra (A,∆) is called bisimpliable if the linear span ∆(A)(A⊗1) and ∆(A)(1⊗
A) are dense subsets of A⊗ A. A morphism of C∗-bialgebras (A,∆A) and (B,∆B), is a
non-degenerate ∗-homomorphism f : A→M(B) that satises ∆B ◦f = (f ⊗f)◦∆A.
Denition 4.1.12. Let (A,∆) be a bisimpliable C∗-bialgebra. A weight on A is called
• left-invariant, if φ((ω ⊗ id)(∆(a))) = ω(1)φ(a) for all ω ∈ A∨+ and a ∈M+φ .
• right-invariant, if φ((id⊗ ω)(∆(a))) = ω(1)φ(a), for all ω ∈ A∨+ and a ∈M+φ .
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4.1.2 C∗-valued weigths
Denition 4.1.13 (Denition 1.1, [Kus00]). Consider two C∗-algebras A and B and a
hereditary cone P in A+. Put N = {a ∈ A : a∗a ∈ P} andM = span P = N ∗N .
Suppose that T is a linear mapping fromM toM(B) such that
n∑
i,j=1
b∗jT (a
∗
jai)bi ≥ 0
for every n ∈ N and ai ∈ N , bi ∈ B for all 1 ≤ i ≤ n. Then we call T a C∗-valued
weigth from A intoM(B).
Remark 72. We recall that a cone P in A+ is a subset closed under addition and scalar
multiplication with positive elements. A cone P in A+ is call hereditary if given a ∈ A
and b ∈ P such that a ≤ b then we have that a also belongs to P .
Notation 15. Consider twoC∗-algebrasA andB and aC∗-valued weight T fromA into
M(B). We will use the following notation
(i) the domain of T will be denoted byMT .
(2) we dene NT = {a ∈ A : a∗a ∈M+T }.
We have thatMT is a sub-∗-algebra of A,M+T is a hereditary cone in A+ andMT =
spanM+T . We will say that T is densely dened ifMT is dense inA, which is equivalent
to NT being dense in A or toM+T being dense in A+.
4.1.3 Hilbert C∗-modules
We use [Tim08] as reference for the followings denitions and results relate to right
Hilbert C∗-modules.
Let A and B be C∗-algebras. Given rigth Hilbert C∗-modules E and F over A and B,
respectively, and a ∗-homomorphism pi : A→ LB(F ), we can dene the internal tensor
product E 5
pi
F . This Hilbert C∗-module is the closed linear span of elements of the
form e 5
pi
f , where e ∈ E, f ∈ F , and the structure of a right Hilbert B-module is given
by
〈 e 5
pi
f | e′ 5
pi
f ′ 〉B := 〈 f |pi(〈 e , e′ 〉A)f ′ 〉B, (e 5
pi
f) · b := e 5
pi
f · b
for all e, e′ ∈ E, f, f ′ ∈ F and b ∈ B.
In a similar way, we can dene the ipped internal tensor product F 4
pi
E, this Hilbert
C∗-module is the closed linear span of elements of the form f 4
pi
e, where e ∈ E, f ∈ F ,
and the structure of a right Hilbert B-module is given by
〈 f 4
pi
e | f ′ 4
pi
e′ 〉B := 〈 f |pi(〈 e , e′ 〉A)f ′ 〉B, (f 4
pi
e) · b := f · b 4
pi
e
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for all e, e′ ∈ E, f, f ′ ∈ F and b ∈ B. Moreover, the usual and the ipped internal tensor
product are related by a unitary map Σ : E 5
pi
F → F 4
pi
E, e 5
pi
f 7→ f 4
pi
e. If the
representation pi is clear, we write simply 5 and 4 instead of 5
pi
and 4
pi
, respectively.
Let E1, E2 be Hilbert C∗-modules over A, F1, F2 be Hilbert C∗-modules over B with
∗-homomorphisms pii : A→ LB(Fi) for i = 1, 2, and S ∈ LA(E1, E2), T ∈ LB(F1, F2)
such that Tpi1(a) = pi2(a)T for all a ∈ A. Then, there exits a unique operator S 5 T ∈
LB(E1 5
pi1
F1, E2 5
pi2
F2) such that (S 5 T )(e 5
pi1
f) = Se 5
pi2
Tf for all e ∈ E1 f ∈ F1
and (S 5 T )∗ = S∗ 5 T ∗.
4.2 C∗-algebraic quantum groups
4.2.1 Basic denitions and results
Denition 4.2.1 ([KV00]). A reduced C∗-algebraic quantum group is a bisimpliable
C∗-bialgebra (A,∆) such that there exist a left invariant KMS-weight φ on (A,∆) and
a right invariant KMS-weight ψ on (A,∆).
Let (Hφ,Λφ, piφ) denote a GNS-construction for ϕ. There exists a unitary operator W ∈
B(Hφ ⊗Hφ) such that
W ∗(Λφ(a)⊗ Λφ(b)) = (Λφ ⊗ Λφ)(∆(b)(a⊗ 1))
for all a, b ∈ Nφ. This operator is called the multiplicative unitary of (A,∆), and satises
the pentagonal equation
W12W13W23 = W23W12.
Theorem 4.2.2 ([KV00]). Let (A,∆) be a reduced C∗-algebraic quantum group with left
invariant KMS-weight φ and right invariant KMS-weight ψ. Denote by (Hφ,Λφ, piφ) a
GNS-construction for φ.
• There exists a unique closed densely dened antilinear operator G onHφ such that
span{Λφ((ψ ⊗ id)(∆(b∗)(a⊗ 1))) : a, b ∈ N ∗φNψ} ⊆ Hφ
is a core for G and
GΛφ((ψ ⊗ id)(∆(b∗)(a⊗ 1))) = Λφ((ψ ⊗ id)(∆(a∗)(b⊗ 1)))
for all a, b ∈ N ∗φNψ. This operator satises the relation G2 = 1B(Hφ).
• The operator N := G∗G is strictly positive. There exits a unique anti-unitary I on
Hφ such that G = IN1/2. Moreover, I = I∗, I2 = 1 and INI = N−1.
• There exits a unique norm-continuous one-parameter group τ of ∗-automorphisms of
A such that piφ(τt(a)) = N−itpiφ(a)N it for all t ∈ R and a ∈ A.
• There exits a unique anti-∗-automorphism R of A such that piφ(R(a)) = Ipiφ(a)∗I
for all a ∈ A.
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• The operator S := Rτ−i/2 satises the relations
– span{(id⊗ φ)(∆(b∗)(1⊗ a)) : a, b ∈ Nφ} ⊆ A is a core for S and
S((id⊗ φ)(∆(b∗)(1⊗ a))) = (id⊗ φ)((1⊗ b∗)∆(a))
for all a, b ∈ Nφ.
– span{(ψ ⊗ id)((b∗ ⊗ 1)∆(a)) : a, b ∈ Nψ} ⊆ A is a core for S and
S((ψ ⊗ id)((b∗ ⊗ 1)∆(a))) = (ψ ⊗ id)(∆(b∗)(a⊗ 1))
for all a, b ∈ Nψ.
– {(id⊗ ω)(W ) : ω ∈ B0(Hφ)∗} ⊆ piφ(A) ∼= A is a core for S and
S((id⊗ ω)(W )) = (id⊗ ω)(W ∗)
for all ω ∈ B0(Hφ)∗.
Denition 4.2.3 ([KV00]). The one-parameter group τ and the mapsR and S are called
the scaling group, the unitary antipode and the antipode of (A,∆), respectively.
Proposition 4.2.4 ([KV00]). Here, we collect relations between the maps associated with
a reduced C∗-algebraic quantum group. Let σφ and σψ the modular automorphism groups
of φ and ψ, respectively :
• S ◦R = R ◦ S, τt ◦R = R ◦ τt, τt ◦ S = S ◦ τt for all t ∈ R.
• σφt ◦ σψt = σψt ◦ σφt , τt ◦ σφt = σφt ◦ τt, τt ◦ σψt = σψt ◦ τt for all t ∈ R.
• R2 = 1 and S2 = τ−i.
• S is injective and S−1 = τi/2 ◦R.
• For all x, y ∈ Dom(S), we have xy ∈ Dom(S) and S(xy) = S(y)S(x).
• For all x ∈ Dom(S), we have S(x)∗ ∈ Dom(S) and S(S(x)∗)∗ = x.
• ∆ ◦R = Σ ◦ (R⊗R) ◦∆.
• For all t ∈ R
∆ ◦ σφt = (τt ⊗ σφt ) ◦∆, ∆ ◦ σψt = (σψt ⊗ τ−t) ◦∆,
(τt ⊗ τt) ◦∆ = ∆ ◦ τt = (σφt ⊗ σψ−t) ◦∆
• There exits a scaling constant ν > 0 such that
φ ◦ τt = ν−tφ, ψ ◦ τt = ν−tψ, φ ◦ σψt = νtφ, ψ ◦ σφ = ν−tψ.
112 CHAPTER Nº 4. PRELIMINARIES
Denition 4.2.5 ([Wor91]). LetA be aC∗-algebra and T : Dom(T ) ⊆ A→ A a densely
dened linear map. We say that T is aliated withA if there exits zT ∈M(A) such that
‖zT‖ ≤ 1 and for all x, y ∈ A,
x ∈ Dom(T ) and y = T (x)⇔ There exists a ∈ A with x = (1−z∗T zT )1/2a and y = zTa
Proposition 4.2.6 ([KV00]). There exists an aliated element δ called the modular ele-
ment of (A,∆), such that
• ψ = φ(δ1/2 · δ1/2).
• ∆(δ) = δ ⊗ δ, R(δ) = δ−1.
• For all t ∈ R, x ∈ A,
τt(δ) = δ, σ
φ
t (δ) = ν
tδ = σψt (δ), σ
ψ
t (x) = δ
itσφt (x)δ
−it.
Denition 4.2.7 ([KV00]). We dene
• The set Â := [(ω ⊗ id)(W ) | ω ∈ B0(Hφ)∗] ⊂ B(Hφ).
• The injective linear map ∆̂ : Â→ B(Hφ⊗Hφ) such that ∆̂(x) = ΣW (x⊗1)W ∗Σ
for all x ∈ Â. Here Σ ∈ B(Hφ ⊗Hφ) denotes the ip map.
Theorem 4.2.8 ([KV00]). The set Â is a non-degenerate sub-C∗-algebra of B(Hφ) and the
map ∆̂ is a non-degenerate ∗-homomorphism from Â toM(Â⊗ Â) such that
• (∆̂⊗ id) ◦ ∆̂ = (id⊗ ∆̂) ◦ ∆̂
• the linear span of ∆̂(Â)(Â⊗ 1) and ∆(Â)(1⊗ Â) are dense subsets of Â⊗ Â.
Moreover, there exist
• a left invariant KMS-weight ϕ̂ on (Â, ∆̂),
• a right invariant KMS-weight ψ̂ on (Â, ∆̂).
Denition 4.2.9. The reduced C∗-algebraic quantum group (Â, ∆̂) is called the dual of
(A,∆).
Remark 73. We have that Wˆ := Ad(Σ)(W ∗) is the multiplicative unitary of the dual
(Â, ∆̂) in the GNS-construction (Hφ, Λ̂, i) for ϕ̂.
4.2.2 Drinfeld double for C∗-algebraic quantum groups ([NV09])
Let (A,∆) be a C∗-algebraic quantum group. We x its left and right invariant KMS-
weights ϕ, ψ, its multiplicative unitary W , and its dual C∗-algebraic quantum group
(Â, ∆̂) with left and right invariant KMS-weights ϕ̂, ψ̂ respectively.
Theorem 4.2.10. The linear map ∆D = (id ⊗ Σ ◦ Ad(W ) ⊗ id) ◦ (∆ ⊗ ∆̂) is a non-
degenerate ∗-homomorphism fromA⊗Â toM(A⊗Â⊗A⊗Â). Moreover, (A⊗Â,∆D) is
a C∗-algebraic quantum group with ϕD = ϕ⊗ ψ̂ as left and right invariant KMS-weight.
Denition 4.2.11. The C∗-algebraic quantum group (A⊗ Â,∆D) is called the Drinfeld
double of (A,∆).
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4.2.3 Coactions of C∗-algebraic quantum groups ([Tim08])
Denition 4.2.12. A left coaction of a C∗-bialgebra (A,∆) on a C∗-algebra C is a non-
degenerate ∗-homomorphism α : C →M(A⊗ C) which satises
• α(C)(A⊗ 1) ⊆ A⊗ C
• (idA ⊗ α) ◦ α = (∆⊗ idC) ◦ α, that is, the following diagram commutes
C
α //
α

M(A⊗ C)
∆⊗idC

M(A⊗ C)
idA⊗α
//M(A⊗ A⊗ C)
A C∗-algebra C equipped with a left coaction α of a C∗-bialgebra (A,∆) will be called
a (A,∆)-C∗-algebra if
• α is injective,
• the linear span of α(C)(A⊗ 1) is dense in A⊗ C .
4.2.4 C∗-algebraic quantum groups associated with AQG
Fix an algebraic quantum groupG = (A,∆, ϕ) and a GNS-pair (L2G,Λ) for the faithful
functional ϕ, i.e
• L2G is a Hilbert space with scalar product 〈 · | · 〉ϕ.
• Λ : A→ L2G is an injective linear map.
• Λ(A) is dense in L2G.
• 〈Λ(a) |Λ(b) 〉ϕ = ϕ(a∗b) for all a, b ∈ A.
4.2.4.1 The reduced version
Proposition 4.2.13 (Proposition 2.1, [KV97]). There exits a unique unitary operatorW ∈
B(L2G⊗ L2G) such that
W ∗(Λ(a)⊗ Λ(b)) = (Λ⊗ Λ)(∆(b)(a⊗ 1)),
and
W (Λ(a)⊗ Λ(b)) = (Λ⊗ Λ)((S−1 ⊗ id)(∆(b))(a⊗ 1)),
for all a, b ∈ A.
Lemma 4.2.14 (Lemma 2.3, [KV97]). For every a, b, c ∈ A,
(id⊗ ωΛ(a),Λ(b))(W )Λ(c) = Λ((id⊗ ϕ)(∆(a∗)(1⊗ b))c)
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Lemma 4.2.15 (Lemma 2.4, [KV97]). For each a ∈ A, there exits a unique bounded oper-
ator Ta on L2G such that Ta(Λ(b)) = Λ(ab) for all b ∈ A.
Denition 4.2.16 (Denition 2.5, [KV97]). We dene the map pir : A → B(L2G) such
that
pir(a)(Λ(b)) = Λ(ab)
for all a, b ∈ A.
Remark 74. Because A is an idempotent, in the sense of 1.1.2, and non-degenerate ∗-
algebra, then pir is an injective ∗-homomorphism such that pir(A)(L2(G)) is dense in
L2G.
Using Lemma 4.2.14, we have for all a, b ∈ A
(id⊗ ωΛ(a),Λ(b))(W ) = pir((id⊗ ϕ)(∆(a∗)(1⊗ b))) (4.1)
Denition 4.2.17 (Denition 2.5, [KV97]). We dene Ar as the norm closure of pir(A)
in B(L2G). So,Ar is a non-degenerate sub-C∗-algebra of B(L2G). By the equation (4.1),
we have that
Ar = {(id⊗ ω)(W ) : ω ∈ B(L2G)∗}‖·‖ ⊆ B(L2G)
Theorem 4.2.18 (Theorem 2.11, [KV97]). The map ∆r : Ar → B(L2G ⊗ L2G) dened
by
∆r(x) = W
∗(1⊗ x)W
for all x ∈ Ar, is a non-degenerate injective ∗-homomorphism from Ar toM(Ar ⊗ Ar)
such that
• (∆r ⊗ id) ◦∆r = (id⊗∆r) ◦∆r
• The vector spaces ∆r(Ar)(Ar ⊗ 1) and ∆r(Ar)(1⊗ Ar) are dense in Ar ⊗ Ar.
Proposition 4.2.19 (Lemma 2.8, [KV97]). For any a ∈ A and x ∈ A⊗ A, we have
∆r(pir(a))(pir⊗pir)(x) = (pir⊗pir)(∆(a)x), (pir⊗pir)(x)∆r(pir(a)) = (pir⊗pir)(x∆(a))
There exists a left invariant KMS-weight ϕr on the C∗-bialgebra (Ar,∆r) with GNS-
construction (L2G,Λr, id) such that pir(A) is a core for Λr and Λr(pir(a)) = Λ(a) for all
a ∈ A. This implies that pir(A) ⊆Mϕr and ϕr(pir(a)) = ϕ(a) for all a ∈ A.
Denition 4.2.20. We denote the C∗-algebraic quantum group (Ar,∆r) by Gr. It is
called the reduced C∗-algebraic quantum group associated with G.
We denote: the antipode of (Ar,∆r) by Sr, the scaling group by τ r and the unitary
antipode by Rr; the modular group of ϕr by σr and the modular group of ψr := ϕr ◦Rr
by ′σr; the modular element of (Ar,∆r) by δr and the scaling constant of (Ar,∆r) by ν.
Recall that ϕr ◦ τ rt = ν−tϕr for all t ∈ R.
Proposition 4.2.21 (Proposition 2.12, [KV97]). The operatorW is the multiplicative uni-
tary of (Ar,∆r) acting on L2G, i.e. W12W13W23 = W23W12.
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We dene the linear map Λ̂ : Â→ L2G such that Λ̂(ϕa) = Λ(a) for every a ∈ A. Then,
using the identity of the Lemma 1.2.19, we can consider (L2G, Λ̂) as the GNS-pair for ψ̂.
With this new GNS-pair, we have a new expression for W .
Lemma 4.2.22 (Lemma 2.13, [KV97]). For every ω1, ω2 ∈ Â,
W (Λ̂(ω1)⊗ Λ̂(ω2)) = (Λ̂⊗ Λ̂)(∆̂(ω1) · (1⊗ ω2))
Denition 4.2.23 (Denition 2.14, [KV97]). We dene the map pir : Â→ B(L2G) such
that
pir(ω)(Λ̂(θ)) = Λ̂(ω · θ)
for all ω, θ ∈ Â.
Remark 75. It follows from the idempotence and non-degeneracy of Â that pir is an
injective ∗-homomorphism such that pir(Â)(L2G) is dense in L2G.
Lemma 4.2.24 (Lemma 2.13, [KV97]). For every θ1, θ2 ∈ Â,
(ωΛ̂(θ1),Λ̂(θ2) ⊗ id)(W ) = pir((ψ̂ ⊗ id)((θ1∗ ⊗ 1) · ∆̂(θ2))). (4.2)
Denition 4.2.25 (Denition 2.15, [KV97]). We dene Âr as the norm closure ofpir(Â) ∈
B(L2G). So, Âr is a non-degenerate sub-C∗-algebra of B(L2G). By the equation (4.2),
we have that
Âr = {(ω ⊗ id)(W ) : ω ∈ B(L2G)∗}‖·‖ ⊆ B(L2G)
Theorem 4.2.26 (Theorem 2.18, [KV97]). We dene the map ∆̂r : Âr → B(L2G⊗L2G)
by
∆̂r(x) = W (x⊗ 1)W ∗
for all x ∈ Âr. Then ∆̂r is a non-degenerate injective ∗-homomorphism from Âr toM(Âr⊗
Âr) such that
• (∆̂r ⊗ id) ◦ ∆̂r = (id⊗ ∆̂r) ◦ ∆̂r
• The vector spaces ∆̂r(Âr)(Âr⊗1) and ∆̂r(Âr)(1⊗Âr) are dense subsets of Âr⊗Âr.
Lemma 4.2.27 (Lemma 2.17, [KV97]). For any ω ∈ Â and θ ∈ Â⊗ Â, we have
∆̂r(pir(ω))(pir⊗pir)(θ) = (pir⊗pir)(∆(ω)θ), (pir⊗pir)(θ)∆̂r(pir(ω)) = (pir⊗pir)(θ∆̂(ω))
Denition 4.2.28 (Lemma 2.19, [KV97]). We denote the C∗-algebraic quantum group
(Âr, ∆̂r) by Ĝr. It is called the reduced C∗-algebraic quantum group associated with Ĝ.
The next lemma gives another formula for pir.
Lemma 4.2.29 (Lemmas 2.19-2.20, [KV97]). We have
• For any ω ∈ Â and a ∈ A,
pir(ω)(Λ(a)) = Λ((Ŝ
−1(ω)⊗ id)∆(a)).
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• For any a, b ∈ A,
(ωΛ(a),Λ(b) ⊗ id)(W ) = pir( ϕa∗ b).
Lemma 4.2.30 (Lemma 2.21, [KV97]). Let ω ∈ Â and a ∈ A. We dene the linear
mapping F from A to A such that F (x) = (id⊗ ω)(∆(x)(a⊗ 1)). Then F can be viewed
as an element of A⊗ Â such thatW (pir(a)⊗ pir(ω)) = (pir ⊗ pir)(F ).
Proposition 4.2.31 (Proposition 2.22, [KV97]). We have
W (pir(A)⊗ pir(Â)) = pir(A)⊗ pir(Â), (pir(A)⊗ pir(Â))W = pir(A)⊗ pir(Â).
In particular,W belongs toM(Ar ⊗ Âr).
Proposition 4.2.32. The dual of the reducedC∗-algebraic quantum group associated with
G is the same object as the reduced C∗-algebraic quantum group associated with the dual
∗-algebraic quantum group of G, i.e, Ĝr = Ĝr.
Proof It is enough to see that the multiplicative unitary W of (Ar,∆r) is the extension
of the algebraic multiplicative unitary of G.
Remark 76. The previous proposition gives the commutative diagram
G
take dual

reduced C∗-algebraic
quantum group associated

Ĝ
reduced C∗-algebraic
quantum group associated

Gr
take dual

Ĝr oo
same object in the
category of C∗-algebraic
quantum groups
// Ĝr
4.2.4.2 The universal version
We dene a dense sub-algebra of Ar: consider
Br = {(id⊗ ω)(W ∗) : ω ∈ B(L2G)∗},
and then we take Ar := Br ∩ B∗r . The ∗-algebra Ar is a dense sub-∗-algebra of Ar (in
[Kus03], it is called the coecient ∗-algebra of Gr). It is known that
(id⊗ ωΛ(a),Λ(b))(W ∗) = pir((id⊗ ϕ)((1⊗ a∗)∆(b)))
for all a, b ∈ A, this implies that pir(A) ⊆ Br and then pir(A) ⊆ Ar. Let Au be a
universal enveloping C∗-algebra of Ar through a ∗-homomorphism φu : Ar → Au and
ΛG : Au → Ar be a unique surjective ∗-homomorphism such that ΛG(φu(a)) = a for
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all a ∈ Ar. We denote also by piu : A → Au the injective *-homomorphism such that
piu(a) = φu(pir(a)) for all a ∈ A. Then ΛG ◦ piu = pir. There exists a multiplicative
unitaryW ∈M(Au⊗B0(L2G)) called the universal left regular corepresentation ofGr
with respect to (Au, piu) and (L2G,Λr, pir).
Proposition 4.2.33 ([Kus97b]). TheC∗-algebraAu is the universal envelopingC∗-algebra
of A through the ∗-homomorphism piu.
Remark 77. We have the next universal property for the C∗-algebra Au : if C is a C∗-
algebra and f : A → C is a ∗-homomorphism, then there exists a unique morphism
fu : Au → C such that f = fu ◦ piu.
Theorem4.2.34 (Theorem 3.15, [Kus97b]). There is a unique non-degenerate ∗-homomorphism
∆u : Au →M(Au ⊗ Au)
such that (∆u ⊗ id)(W) =W13W23. Moreover, we have that
• (∆u ⊗ id) ◦∆u = (id⊗∆u) ◦∆u
• the linear span of ∆u(Au)(Au ⊗ 1) and ∆u(Au)(1 ⊗ Au) are dense subspaces of
Au ⊗ Au.
Proposition 4.2.35 ([Kus97b]). Consider a ∈ A and x ∈ A⊗ A, then
∆u(piu(a))(piu⊗piu)(x) = (piu⊗piu)(∆(a)x), (piu⊗piu)(x)∆u(piu(a)) = (piu⊗piu)(x∆(a))
Proposition 4.2.36 ([Kus97b]). The following identities hold
• (ΛG ⊗ ΛG) ◦∆u = ∆r ◦ ΛG,
• (id⊗ ΛG)(∆u(a)) =W∗(1⊗ ΛG(a))W for all a ∈ Au.
Proposition 4.2.37 ([Kus97b]). There exits a unique non-zero ∗-homomorphism εu :
Au → C such that
(εu ⊗ id) ◦∆u = (id⊗ εu) ◦∆u = id.
Moreover, (εu ⊗ id)(W) = 1. The map εu is called the counit of (Au,∆u).
Proposition 4.2.38 ([Kus97b]). There exits a unique anti-∗-automorphismRu : Au → Au
called the unitary antipode of (Au,∆u) such that (Ru⊗ R̂r)(W) =W. Moreover, we have
that ΛG ◦Ru = R ◦ ΛG, R2u = id and Σ ◦ (Ru ⊗Ru) ◦∆u = ∆u ◦Ru.
Proposition 4.2.39 ([Kus97b]). The map ϕu := ϕr ◦ ΛG is a proper weight on Au which
has a GNS-construction (L2G,Λu,ΛG) such that Λu = Λr ◦ΛG. Moreover, the map ψu :=
ϕu ◦Ru is also a proper weight on Au.
Denition 4.2.40. We denote the C∗-algebraic quantum group (Au,∆u) by Gu. It is
called the universal C∗-algebraic quantum group associated with G.
Proposition 4.2.41 ([Kus97b]). We dene the antipode Su := Ru ◦ τu−i/2 = τu−i/2 ◦Ru. It
satises the following basic properties
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• Su is densely dened and has dense range.
• Su is injective and S−1u = Ru ◦ τui/2 = τui/2 ◦Ru.
• Su is antimultiplicative.
• We have for all x ∈ D(Su) that Su(x)∗ ∈ D(Su) and Su(Su(x)∗)∗ = x.
• S2u = τ
u
−i.
• Su ◦Ru = Ru ◦ Su and Su ◦ τut = τut ◦ Su for all t ∈ R.
Proposition 4.2.42 ([Kus97b]). There exists a unique strictly positive element δu aliated
with Au such that ΛG(δu) = δr. Moreover, δu ⊗ δr =W∗(1⊗ δr)W.
The element δu is called the modular element of the C∗-algebraic quantum group Gu.
We have its basic properties:
Proposition 4.2.43 ([Kus97b]). The following properties hold
• τut (δu) = δu for t ∈ R and Ru(δu) = δ−1u .
• Let t ∈ R, then δitu belongs to D(Su) and Su(δitu ) = δ−itu .
• σut (δu) =
′ σut (δu) = ν
tδu for all t ∈ R.
• ′σut (a) = δ
it
uσ
u
t (a)δ
−it
u for all t ∈ R and a ∈ Au.
• ψu = δu(ϕu).
Let ϕu denote the left Haar weight on Gu with GNS-construction (L2G,Λu, piu) dened
in such a way that ϕu ◦ piu = ϕr and Λu ◦ piu = Λ. We denote the antipode of Gu by Su,
the scaling group by τu and the unitary antipode by Ru. The canonical modular group
of ϕu by σu and the canonical modular group of ϕu ◦Ru by ′σu. We denote the modular
element of Gu by δu.
Proposition 4.2.44 ([Kus97b]). The following properties hold
• We have that εu ◦ piu = ε
• Let a ∈ A. Then piu(a) ∈ D(Su) and Su(piu(a)) = piu(S(a)).
Proposition 4.2.45 ([Kus97b]). Consider a ∈ A, then piu(a) is analytic with respect to σu
and to ′σu.
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4.2.4.3 Analytical structure associated with AQG
It was shown in [Kus03] that the analytical structure of the reduced and universal C∗-
algebraic quantum group associated with an algebraic quantum group can be completely
pulled down to the algebraic level. We recall in this section, what is the analytical struc-
ture of an algebraic quantum group. In the following, let G = (A,∆, ϕ) be an algebraic
quantum group.
Denition 4.2.46 (Denition 3.1, [Kus03]). We say that a function α : C→ End(A,A)
is an analytic one-parameter group of automorphisms of G, if
• For every t ∈ R, αt is a ∗-automorphism of A.
• For every s, t ∈ R, αs+t = αs ◦ αt.
• For every t ∈ R, there is a strictly positive number mt such that ϕ ◦ αt = mtϕ.
• For every a ∈ A and ω ∈ Â, the function C→ C: z 7→ ω(αz(a)) is analytic.
Lemma 4.2.47 (Lemma 3.2, [Kus03]). Let α be an analytic one-parameter group of auto-
morphisms of G. The following properties hold
(1) Consider z ∈ C, then αz(a)∗ = αz(a∗) for all a ∈ A.
(2) For all y, z ∈ C, αy+z = αy ◦ αz .
(3) Consider z ∈ C, then αz is an automorphism of A and (αz)−1 = α−z .
Denition 4.2.48 (Denition 4.1, [Kus03]). We say that a function u : C → M(A) is
an analytic one-parameter group of unitary multipliers of A, if
• For every t ∈ R, ut is unitary in M(A).
• For every s, t ∈ R, us+t = usut.
• For every ω ∈ Â, the function C→ C: z 7→ ω(uz) is analytic.
Lemma 4.2.49 (Lemma 4.2, [Kus03]). Let u be an analytic one-parameter group of unitary
multipliers of A. The following properties hold
(1) For all z ∈ C, u∗z = u−z .
(2) For all y, z ∈ C, uy+z = uyuz .
(3) For all z ∈ C, uz is invertible inM(A) and (uz)−1 = u−z .
Proposition 4.2.50 (Proposition 5.1, [Kus03]). There exists a unique analytic one-parameter
group of unitary multipliersw ofA such thatw−i = δ, and we dene δz := w−iz for z ∈ C.
Proposition 4.2.51 (Proposition 5.6 - Corollary 5.7, [Kus03]). We have the following
equalities
σuz (piu(A)) = piu(A),
′σuz (piu(A)) = piu(A),
τuz (piu(A)) = piu(A), Ru(piu(A)) = piu(A),
for every z ∈ C.
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These last results imply that all the objects associated with the universal C∗-algebraic
quantum group Gu can be pulled down to the algebraic level.
Proposition 4.2.52 (Proposition 5.8, [Kus03]). There exists a unique analytic one-parameter
group of automorphisms σ of A such that σ−i = ρ. We call σ the modular group of ϕ.
Moreover, ϕ ◦ σz = ϕ and piu(σz(a)) = σuz (piu(a)) for every a ∈ A and z ∈ C.
Denote the modular operator of ϕu by∇ and the modular conjugation of ϕu by J , both
with respect to the GNS-construction (L2G,Λu,ΛG). These objects are completely char-
acterized by the next lemma
Lemma 4.2.53 (Lemma 5.9, [Kus03]). The following properties hold
(1) Consider z ∈ C. Then Λ(A) is a core for ∇iz and ∇iz(Λ(a)) = Λ(σz(a)) for every
a ∈ A.
(2) We have for every a ∈ A that J(Λ(a)) = Λ(σi/2(a)∗).
Proposition 4.2.54 (Proposition 5.10, [Kus03]). There exists a unique analytic one-parameter
group of automorphisms σ′ of A such that σ′−i = ρ
′. We call σ′ the modular group of the
right Haar integral. We have moreover that ϕ ◦ σ′z = νzϕ and piu(σ′z(a)) = ′σuz (piu(a)) for
every a ∈ A and z ∈ C.
Proposition 4.2.55 (Proposition 5.11, [Kus03]). There exits a unique analytic one-parameter
group of automorphisms τ of A such that τ−i = S2. We call τ the scaling group of G. We
have moreover that ϕ◦τz = ν−zϕ and piu(τz(a)) = τuz (piu(a)) for every a ∈ A and z ∈ C.
Denition 4.2.56 (Denition 5.11, [Kus03]). We dene the mapping R from A to A
such that piu(R(a)) = Ru(piu(a)) for all a ∈ A. Then R is a anti-∗-automorphism of A
such that R2 = id. We call R the unitary antipode of G.
We give the principals relations between this objects.
Proposition 4.2.57 ([Kus03]).
• R ◦ τz = τz ◦R and τz ◦ S = S ◦ τz , for every z ∈ C.
• S = R ◦ τ−i/2 and R ◦ S = S ◦R.
• ∆ ◦R = Σ ◦ (R⊗R) ◦∆.
• For every z ∈ C,
(τz ⊗ τz) ◦∆ = ∆ ◦ τz, (τz ⊗ σz) ◦∆ = ∆ ◦ σz,
(σ′z ⊗ τ−z) ◦∆ = ∆ ◦ σ′z, (σz ⊗ σ′−z) ◦∆ = ∆ ◦ τz.
• For every z ∈ C, ∆(δz) = δz ⊗ δz .
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4.3 Hopf C∗-bimodules
4.3.1 C∗-modules and C∗-bimodules over C∗-bases
Denition 4.3.1 (Denition 2.2, [Tim12b]). A C∗-base b = (K,B,B†) consists of a
Hilbert space K and two commuting non-degenerate C∗-algebras B,B† ⊆ B(K). The
opposite of b is the C∗-base b† := (K,B†,B). Two C∗-bases (K,B,B†), (K′,C,C†) are
called equivalent, if there exists a unitary V ∈ B(K,K′) such that AdV (B) = C and
AdV (B†) = C†. We will use the notation (K,B,B†) ≡ (K′,C,C†).
Notation 16. Given a unitary operator V : K→ K′, we use the notation
AdV (B) := {V TV ∗ : T ∈ B ⊆ B(K)} ⊆ B(K′).
Example 4.3.2. The Hilbert space C and twice the C∗-algebra B(C) ∼= C form a C∗-base
t = (C,C,C) called the trivial C∗-base.
Example 4.3.3. Let µ be a proper, faithful KMS-weight on a C∗-algebra A with GNS-
space Hµ, GNS-representation piµ : A → B(Hµ), modular conjugation Jµ : Hµ → Hµ,
and opposite GNS-representation piopµ : A
op → B(Hµ), a 7→ Jµpiµ(a∗)Jµ. The triple
(Hµ, piµ(A), piopµ (Aop)) is aC∗-base and it is called theC∗-base associated with the weight
µ and denote by bµ. Its opposite is equivalent to the C∗-base associated with the opposite
weight µop on Aop. Indeed, b†µ ≡ bµop = (Hµ, piµop(Aop), piµ(A)).
Denition 4.3.4. Let N be a von Neumann algebra with a normal, faithful, semi-nite
weight ν. Using the GNS-space Hν and the GNS-representation piν : N → B(Hν) we
can identify N and piν(N). A C∗-base for (N, ν) is a C∗-base of the form (Hν ,C,C†),
where C′′ = N and (C†)′′ = N ′. The opposite C∗-base (Hν ,C†,C) is a C∗-base for
(N op, νop).
Let b = (K,B,B†) be a C∗-base.
Denition 4.3.5 (Denition 2.4, [Tim12b]). A C∗-b-module HE = (H, E) is a Hilbert
space H with a closed subspace E ⊆ B(K,H) satisfying [E(K)] = H, [EB] = E and
[E∗E] = B ⊆ B(K). A morphism between C∗-b-modules HE and KF is an operator
T ∈ B(H,K) satisfying TE ⊆ F and T ∗F ⊆ E. We denote the set of such morphisms
by L(HE,KF ).
Remark 78.
• For the trivial C∗-base t = (C,C,C), every C∗-t-module is of the form (H, |H 〉).
• The class of all C∗-b-modules with its morphisms is a C∗-category.
Lemma 4.3.6 (Lemma 2.6, [Tim12b]). LetHE be a C∗-b-module.
• The vector space E is a right Hilbert C∗-module overB with inner product given by
〈 e | e′ 〉B := e∗e′ for all e, e′ ∈ E.
• There exist unitary isomorphisms E 5
id
K → H, e 5 η 7→ e(η) and K 4
id
E → H,
η 4 e 7→ e(η).
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• There exists a unique normal, unital and faithful representation ρE : B† → B(H)
such that ρE(b†)(e(η)) = (eb†)(η) for all b† ∈ B†, e ∈ E and η ∈ K.
• Let KF be a C∗-b-module and T ∈ L(HE,KF ). Then TρE(b†) = ρF (b†)T for all
b† ∈ B†. Moreover, the map E → F , e 7→ Te denes an operator in LB(E,F ),
again denoted by T .
Example 4.3.7. For a C∗-t-module HE , E = |H 〉 ∼= H is a Hilbert C∗-module over C,
i.e a Hilbert space, and the inner product as Hilbert C∗-module and Hilbert space coincide,
because
〈 | ξ 〉 | | ξ′ 〉 〉C = | ξ 〉∗| ξ′ 〉 = 〈 ξ || ξ′ 〉 = 〈 ξ | ξ′ 〉H
for all ξ, ξ′ ∈ H. The representation ρE : C→ B(H) is given by ρE(λ)(ξ) = λξ.
Let also a = (H,A.A†) be a C∗-base.
Denition 4.3.8 (Denition 2.8. [Tim12b]). A C∗-(a†, b)-bimodule is a triple EHF =
(H, E, F ), where H is a Hilbert space, (H, E) a C∗-a†-module, (H, F ) a C∗-b-module,
and [ρE(A)F ] = F and [ρF (B†)E] = E. The set of morphisms between C∗-(a†, b)-
bimodules EHF and E′KF ′ is
L(EHF , E′KF ′) := L(EH, E′K) ∩ L(HF ,KF ′).
Remark 79.
• By Lemma 4.3.6, [ρE(A), ρF (B†)] = 0 for every C∗-(a†, b)-bimodule EHF .
• The class of all C∗-(a†, b)-bimodules with its morphisms is aC∗-category [Mit02].
4.3.1.1 Relative tensor product of C∗-modules
Denition 4.3.9 ([Tim12b]). Let b = (K,B,B†) be a C∗-base,HE a C∗-b-module, and
KF a C∗-b†-module. The relative tensor product ofHE and KF is the Hilbert space
HE ⊗
b
FK := E 5 K 4 F,
which is spanned by elements x 5 η 4 y, where x ∈ E, η ∈ K, y ∈ F , and the inner
product is given by
〈 e 5 η 4 f | e′ 5 η′ 4 f ′ 〉 := 〈 η | e∗e′f ∗f ′(η′) 〉 = 〈 η | f ∗f ′e∗e′(η′) 〉
for all e, e′ ∈ E, η, η′ ∈ K, f, f ′ ∈ F .
Example 4.3.10. IfHE , KF are C∗-t-modules, because E = |H 〉 and F = | K 〉, then
H E ⊗
b
F K ∼= H⊗K, | ξ 〉 5 λ 4 | η 〉 7→ λξ ⊗ η = ξ ⊗ λη
Remark 80. We summarize here some observations on the relative tensor product of
C∗-modules over C∗-bases.
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(i) We have a unitary ip
Σ : H E ⊗
b
F K → K F ⊗
b†
EH, e 5 η 4 f 7→ f 5 η 4 e
(ii) Using the isomorphisms of Lemma 4.3.6, we have the following isomorphisms
H 4
ρE
F ∼= H E ⊗
b
F K ∼= E 5
ρF
K
e(η) 4
ρE
f 7→ e 5 η 4 f 7→ e 5
ρF
f(η)
(iii) For each e ∈ E and f ∈ F , there exist bounded linear operators
| e 〉1 : K → E 5
ρF
K ∼= H E ⊗
b
F K, f ′(η) 7→ e 5
ρF
f ′(η)
| f 〉2 : H → H 4
ρE
F ∼= H E ⊗
b
F K, e′(η) 7→ e′(η) 5
ρF
f
whose adjoints are given by
〈 e |1 = | e 〉∗1 : H E ⊗
b
F K → K, e′ 5
ρF
f ′(η) 7→ ρF (e∗e′)(f ′(η))
〈 f |2 = | f 〉∗2 : H E ⊗
b
F K → H, e′(η) 4
ρE
f ′ 7→ ρE(f ∗f ′)(e′(η))
(iv) For all S ∈ ρE(B†)′ and T ∈ ρF (B)′, the linear maps
S 4
ρE
id : H 4
ρE
F → H 4
ρE
F, e(η) 4
ρE
f 7→ S(e(η)) 4
ρE
f
id 5
ρF
T : E 5
ρF
K → E 5
ρF
K, e 5
ρF
f(η) 7→ e 5
ρF
T (f(η))
belongs to B(H E ⊗
b
F K). If these operator commute, we write
S ⊗
b
T := (S 4
ρE
id)(id 5
ρF
T ) = (id 5
ρE
T )(S 4
ρF
id).
Notation 17. Using the remark of the item (iii), we will use the notations
|E 〉1 := {| e 〉1 : e ∈ E} ⊆ B(K,HE ⊗
b
F K), 〈E |1 := {〈 e |1 : e ∈ E} ⊆ B(HE ⊗
b
F K,K)
|F 〉2 := {| f 〉2 : f ∈ F} ⊆ B(H,HE ⊗
b
F K), 〈F |2 := {〈 f |2 : f ∈ F} ⊆ B(HE ⊗
b
F K,H)
Let a = (H,A,A†), c = (L,C,C†) be C∗-bases. The next proposition shows that the
tensor product of bimodules over (a†, b) and (b†, c) is a bimodule over (a†, c).
Proposition 4.3.11 (Proposition 2.13, [Tim12b]). LetH = EHF be aC∗-(a†, b)-bimodule,
K = MKN be a C∗-(b†, c)-bimodule, and
E CM := [|M 〉2E] ⊆ B(H,H F ⊗
b
M K), F BN := [|K 〉1N ] ⊆ B(L,H F ⊗
b
M K).
(4.3)
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Then
H ⊗
b
K := (ECM)(H F ⊗
b
M K)(FBN)
is a C∗-(b†, c)-bimodule and
ρECM(a) = ρE(a) 4 id, ρFBN(c) = id 5 ρN(c)
for all a ∈ (A†)′ ⊆ B(H) and c ∈ C′ ⊆ B(L).
Denition 4.3.12. In the situation above, theC∗-(b†, c)-bimoduleH ⊗
b
Kwill be called
the relative tensor product of the C∗-bimodulesH and K.
Remark 81. We have the following commutative diagram of Hilbert spaces and closed
spaces of operators between them
H
E
))
ECM 22
K
F
ss
M
++
L
N
uu
FBNll
H |M 〉2
**
K|F 〉1
tt
H F ⊗
b
M K
Notation 18. Given a C∗-(a†, b)-module H = EHF and a C∗-(b†, c)-bimodule K =
MKN , we will use the following notations
H F ⊗
b
M KN := (H F ⊗
b
M K)(FBN), EH F ⊗
b
M K := (H F ⊗
b
M K)(ECM),
EH F ⊗
b
M KN := (ECM)(H F ⊗
b
M K)(FBN).
4.3.1.2 C∗-pseudo-multiplicative unitaries
Denition 4.3.13 (Denition 2.1, [Tim12a]). A C∗-pseudo-multiplicative unitary is a
tuple (b,H, Fˆ , E, F, V ) consisting of a C∗-base b = (K,B,B†), a C∗-(b†, b, b†)-module
(H, Fˆ , E, F ), and a unitary
V : H Fˆ ⊗
b†
EH → H E ⊗
b
F H
such that
V (E C E) = E B E, V (Fˆ B F ) = Fˆ C F, V (Fˆ B Fˆ ) = E B Fˆ , V (F C E) = F C F (4.4)
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in B(K,H E ⊗
b
F H) and the diagram
HE ⊗
b
F H Fˆ ⊗
b†
E H
id⊗
b
V
**
H Fˆ ⊗
b†
E H Fˆ ⊗
b†
E H
V⊗
b
id
44
id⊗
b†
V
&&
HE ⊗
b
F HE ⊗
b
F H
H Fˆ ⊗
b†
(EBE) (HE ⊗
b
F H)
id⊗
b†
Σ

(H Fˆ ⊗
b†
E H) (ECE) ⊗
b
F H
V ⊗
b†
id
88
H Fˆ ⊗
b†
E H F ⊗
b†
E H
V⊗
b
id
// (HE ⊗
b
F H) (FˆCF ) ⊗
b†
E H
Σ[23]
OO
is commutative. We frequently call V a C∗-pseudo-multiplicative unitary.
Example 4.3.14. If t is the trivial base (C,C,C), then
H Fˆ ⊗
t†
EH ∼= H⊗H ∼= H E ⊗
t
F H
and a C∗-pseudo-multiplicative unitary is simply a multiplicative unitary in the sense of
Baaj-Skandalis.
Example 4.3.15. Assume that b is the C∗-base associated with a proper faithful KMS-
weight µ on a C∗-algebra A. Then µ extends to a normal, semi-nite and faithful weight
µ˜ on vN(piµ(A)), and with respect to the canonical isomorphims
H Fˆ ⊗
b†
EH ∼= H ρ˜Fˆ ⊗˜µ◦ ρ˜E H, H E ⊗b F H
∼= H ρ˜E ⊗˜
µ
ρ˜F H,
the unitary V is a pseudo-multiplicative unitary on Hilbert spaces in the sense of Vallin
[Val00].
Remark 82. The opposite of aC∗-pseudo-multiplicative unitary (b,H, Fˆ , E, F, V ) is the
C∗-pseudo multiplicative unitary (b†,H, F, E, Fˆ , V̂ ), where V̂ denotes the composition
ΣV ∗Σ : H F ⊗
b†
EH Σ //H E ⊗
b
F H V
∗
//H Fˆ ⊗
b†
EH Σ //H E ⊗
b
Fˆ H .
Denition 4.3.16 (Denition 4.2, [Tim12a]). We will say that aC∗-pseudo-multiplicative
unitary (b,H, Fˆ , E, F, V ) is regular if
[〈E |1V |E 〉2] = [EE∗] ⊆ B(H).
4.3.1.3 The ber product of C∗-algebras
Let b = (K,B,B†) be a C∗-base.
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Denition 4.3.17 (Denition 3.1 [Tim12b]). A non-degenerate C∗-b-algebra is a pair
AEH := (HE, A), where HE is a C∗-b-module, A ⊆ B(H) is a non-degenerate C∗-
algebra, and ρE(B†)A ⊆ A. A morphism between the C∗-b-algebras AEH, BFK is a ∗-
homomorphism pi : A→M(B) satisfying the condition F = [Lpi(HE,KF )E], where
Lpi(HE,KF ) := {T ∈ L(HE,KF ) : Ta = pi(a)T for all a ∈ A}.
Remark 83. We recall that if A ⊆ B(H) is a non-degenerate C∗-algebra, then we can
identify
M(A) ∼= {T ∈ B(H) : Ta, aT ∈ A, for all a ∈ A} ⊆ B(H). (4.5)
Then, if AEH is a C∗-b-algebra, the condition ρE(B†)A ⊆ A implies that
ρE(B
†) ⊆M(A).
Example 4.3.18.
• If H is a Hilbert space and A ⊆ B(H) is a C∗-algebra, then the pair A|H 〉H =
(H|H 〉, A) is a C∗-t-algebra.
• LetAEH be a non-degenerateC
∗-b-algebra. Then, using the identication 4.5,M(A)EH
becomes a C∗-b-algebra.
• Let B be a C∗-algebra with KMS-weight µ and associated C∗-base b, and let A be a
C∗-algebra containing B with a conditional expectation Φ : A→ B. Then, piv(A)EH
is a non-degenerate C∗-b-algebra because ρE(B)piv(A) = piv(B)piv(A) ⊆ piv(A),
and similarly piopv (A
op)FH is a non-degenerate C
∗-b†-algebra.
Lemma 4.3.19 (Lemma 2.2, [Tim07]). If pi : A → M(B) is a morphism between the
C∗-b-algebras AEH, B
F
K , then
pi(ρE(b
†)a) = ρF (b†)pi(a)
Denition 4.3.20. LetAFH be a C∗-b-algebra andBFˆK a C∗-b†-algebra. The ber product
of AFH and B
Fˆ
K is the C∗-algebra
A F ∗
b
Fˆ B := {T ∈ B(H F ⊗
b
Fˆ K) : T ∗| Fˆ 〉2 ⊆ [| Fˆ 〉2A] and T ∗|F 〉1 ⊆ [|F 〉1B]}.
The next diagram shows which spaces of operators are involved in this denition
H | Fˆ 〉2 //
A

H F ⊗
b
Fˆ K
A F ∗
bFˆ
B

K|F 〉1oo
B

H
| Fˆ 〉2
//H F ⊗
b
Fˆ K K|F 〉1oo
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Let a = (H,A,A†) and b = (K,B,B†) be two C∗-bases.
Denition 4.3.21 (Denition 3.9 [Tim12b]). A non-degenerate C∗-(a†, b)-algebra is a
pairAF,EH := (FHE, A), where FHE is a C∗-(a†, b)-module, AFH is a non-degenerate C∗-
a†-algebra andAEH is aC∗-b-algebra. A morphism ofC∗-(a†, b)-algebrasA
F,E
H andB
F ′,E′
H′
is a ∗-homomorphism pi : A → B satisfying the conditions F ′ = [Lpi(FHE, F ′H′E′)F ]
and E ′ = [Lpi(FHE, F ′H′E′)E], where
Lpi(FHE, F ′H′E′) := {T ∈ L(FHE, F ′H′E′) : Ta = pi(a)T for all a ∈ A}.
Let a, b, c be C∗-bases.
Proposition 4.3.22 (Proposition 3.15, [Tim12b]). Let AF,EH be a C∗-(a†, b)-algebra and
BEˆ,GK a C
∗-(b†, c)-algebra. Then
FA E ∗
b
Eˆ BG := (FH E ⊗
b
Eˆ KG, A E ∗
b
Eˆ B)
is a C∗-(a†, c)-algebra.
Denition 4.3.23. In the situation above, the C∗-(a†, c)-algebra FA E ∗
b
Eˆ BG is called
the ber product of AF,EH and B
Eˆ,G
K .
Remark 84. Using the ber product, we obtain also a C∗-a†-algebra
FA E ∗
b
Eˆ B := (FH E ⊗
b
Eˆ K, A E ∗
b
Eˆ B)
and a C∗-c-algebra
A E ∗
b
Eˆ BG := (H E ⊗
b
Eˆ KG, A E ∗
b
Eˆ B).
Theorem 4.3.24 (Theorem 3.19, [Tim12b]). Let φ be a morphism of C∗-(a, b)-algebras
AF,EH and C
F ′,E′
H′ , and ψ a morphism of C
∗-(b†, c)-algebras BM,NK and D
M ′,N ′
K′ . Then there
exists a unique morphism of C∗-(a, c)-algebras
φ ∗
b
ψ : FA E ∗
b
M BN → F ′C E′ ∗
b
M ′ DN ′
such that
(φ ∗
b
ψ)(x)R = Rx
for all x ∈ A E ∗
b
M B and R ∈ IK′JH + JH′IK, where
IX := Lφ(HE,H′E′) ⊗
b
idX , JY := idY ⊗
b
Lψ(KM ,K′M ′)
for X ∈ {K,K′} and Y ∈ {H,H′}.
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4.3.2 Hopf C∗-bimodules
Let b = (K,B,B†) be a C∗-base.
Denition 4.3.25 (Denition 3.1, [Tim12a]). A comultiplication on a C∗-(b†, b)-algebra
AF,EH is a homomorphism
∆ : AF,EH → AF,EH ∗
b
AF,EH
that is coassociative:
(∆ E ∗
b
F idA) ◦∆ = (idA E ∗
b
F ∆) ◦∆
as maps from A to B(H E ⊗
b
F H E ⊗
b
F H), i.e. the following diagram is commutative
A
∆
rr
∆
,,
AE ∗
b
F A
∆E∗
b
F idA

AE ∗
b
F A
idA E∗
b
F ∆

(AE ∗
b
F A) (ECE) ∗
b
F A
 y
++
AE ∗
b
(FBF ) (AE ∗
b
F A)
eE
ss
B(HE ⊗
b
F HE ⊗
b
F H)
Denition 4.3.26. A Hopf C∗-bimodule over b is a C∗-(b†, b)-algebra with a comul-
tiplication. A morphism of Hopf C∗-bimodules (AF,EH ,∆A), (B
N,M
K ,∆B) over b is a ∗-
homomorphism pi from AF,EH to B
N,M
K satisfying
∆B ◦ pi = (pi E ∗
b
F pi) ◦∆A.
Denition 4.3.27. Let (AF,EH ,∆) be a Hopf C∗-bimodule over b. A co-involution for
(AF,EH ,∆) is an anti-∗-automorphism R : A→ A satisfying
• R ◦R = idA,
• R(ρF (b)) = ρE(b†) for every b ∈ B.
• ∆ ◦R = Σ ◦ (R E ∗
b
F R) ◦∆
Denition 4.3.28 (Denition 4.16, [Tim12a]). Let (AF,EH ,∆) be a Hopf C∗-bimodule
over b.
• A bounded left Haar weight for (AF,EH ,∆) is a completely positive contraction φ :
A→ B satisfying
φ(aρF (b)) = φ(a)b and φ(〈 e |1∆(a)| e′ 〉1) = e∗ρF (φ(a))e′
for all a ∈ A, b ∈ B, e, e′ ∈ E.
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• A bounded right Haar weight for (AF,EH ,∆) is a completely positive contraction
ψ : A→ B† satisfying
ψ(aρE(b
†)) = ψ(a)b† and ψ(〈 f |2∆(a)| f ′ 〉2) = f ∗ρE(ψ(a))f ′
for all a ∈ A, b† ∈ B†, f, f ′ ∈ F .
Denition 4.3.29. Let (AF,EH ,∆) be a HopfC∗-bimodule over theC∗-base b = (K,B,B†).
An C∗-valued weight T : A+ → ρF (B) is called left-invariant if
(id E ∗
b
F T )∆(x) = T (x) E ⊗
b
F 1
for all x ∈M+T and an C∗-valued weight T ′ : A→ ρE(B†) is called rigth-invariant if
(T ′ E ∗
b
F id)∆(x) = 1 E ⊗
b
F T
′(x)
for all x ∈M+T .
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Chapter Nº 5
C∗-algebraic quantum transformation groupoids
5.1 The reduced C∗-crossed product
Let G = (A,∆, ϕ) be an algebraic quantum group and X be a G-∗-algebra with left
reduced action α : X → M(A ⊗ X). In this section, we assume that X is a non-
degenerate idempotent ∗-algebra equipped with a positive faithfulα-invariant functional
µ : X → C. We x a GNS-pair (L2µX,Λµ) for µ and we assume that there exists a
non-degenerate faithful ∗-representation ofX associated with the GNS-pair
(
L2µX,Λµ
)
,
piµ : X → B(L2µX), dened by piµ(x)Λµ(y) = Λµ(xy) for x, y ∈ X .
Notation 19. Denote by Xr the norm closure of piµ(X) in B(L2µX), i.e.
Xr := piµ(X)
‖·‖ ⊆ B(L2µX).
So Xr is a non-degenerate sub-C∗-algebra of B(L2µX).
Remark 85. If µ : X → C is a faithful positive functional which admits an analytic
one-parameter group of automorphisms on X , σµ = (σµt : X → X)t∈C such that the
antilinear map Jµ : L2µX → L2µX , Λµ(x) 7→ Λµ(σµi/2(x)∗) is the modular conjugation
related to the GNS-representation (L2µX,Λµ, piµ). Then, we can consider (L2µX,Λ◦µ, pi◦µ),
where Λ◦µ : xop ∈ Xop 7→ JµΛµ(x∗) ∈ L2µX and pi◦µ : xop 7→ Jµpiµ(x∗)Jµ ∈ B(L2µX), as
a GNS-construction for the opposite functional µ◦ : Xop → C.
Remark 86 (cf. [KV97]). We recall that there is a unique non-degenerate ∗-representation
pi : Â→ B(L2G), ω 7→ pi(ω)
such that
pi(ω)(Λ(a)) = Λ((Ŝ−1(ω)⊗ id)∆(a))
for all a ∈ A, ω ∈ Â.
Lemma 5.1.1 (cf. [KV97]). For a, b ∈ A,
pi(a)pi(ϕb) = pi(ϕa(1)b)pi(a(2))
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in B(L2G).
Proposition 5.1.2. The map
piH(G) : H(G)→ B(L2G), ωa 7→ pi(ω)pi(a)
is a faithful non-degenerate ∗-representation.
Proof Follows from the lemma above.
We construct now the faithful non-degenerate ∗-representation
pi := piH(G) ⊗ piµ : H(G)⊗X → B(L2G⊗ L2µX)
ωa⊗ x 7→ pi(ω)pi(a)⊗ piµ(x)
which can be extended to a faithful non-degenerate ∗-representation
pi :M(H(G)⊗X)→ B(L2G⊗ L2µX) ,
such that
pi(α(x))(Λ(a)⊗ Λµ(y)) = (Λ⊗ Λµ)(α(x)(a⊗ y)).
Lemma 5.1.3. For all x ∈ X , a ∈ A,
pi(α(x))
(
pi(ϕa)⊗ 1B(L2µX)
)
=
(
pi(ϕx[−1]a)⊗ 1B(L2µX)
)
pi(α(x[0]))
in B(L2G⊗ L2µX).
Proof Fix ϕa ∈ Â and x ∈ X , then
pi(α(x))
(
pi(ϕa)⊗ 1B(L2µX)
)
(Λ(b)⊗ Λµ(y)) = pi(x[−1])pi(ϕa)(Λ(b))⊗ Λµ(x[0]y)
= pi(ϕx[−2]a)pi(x[−1])(Λ(b))⊗ Λµ(x[0]y)
=
(
pi(ϕx[−2]a)⊗ 1B(L2µX)
)
(pi(x[−1])(Λ(b))⊗ Λµ(x[0]y)
=
(
pi(ϕx[−1]a)⊗ 1B(L2µX)
)
pi(α(x[0]))(Λ(b)⊗ Λµ(y))
for all b ∈ A and y ∈ X .
Denition 5.1.4. The C∗-algebra
C0(Gnredα X) := pi(Gnα X)
‖·‖ ⊆ B(L2G⊗ L2µX)
is called the C∗-reduced crossed product of G and X .
Remark 87. If we consider the ∗-homomorphism
pi
∣∣
α(X)
: α(X)→ B(L2G⊗ L2µX), α(x) 7→ pi(α(x)) .
Then, we have
pi(α(X)) ⊆M(C0(Gnredα X)) .
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Dene the linear map
Uαµ : L
2G⊗ L2µX → L2G⊗ L2µX
Λ(a)⊗ Λµ(x) 7→ (Λ⊗ Λµ)(α(x)(a⊗ 1M(X)))
Lemma 5.1.5. Uαµ is a unitary operator on L2G⊗ L2µX and its adjoint is given by
(Uαµ )
∗ : L2G⊗ L2µX → L2G⊗ L2µX
Λ(a)⊗ Λµ(x) 7→ (Λ⊗ Λµ)((S−1 ⊗ id)(α(x))(a⊗ 1M(X)))
Proof The invariance of µ implies that
〈Uαµ (Λ(a)⊗ Λµ(x)) |Uαµ (Λ(b)⊗ Λµ(y)) 〉ϕ⊗µ = 〈 (Λ⊗ Λµ)(α(x)(a⊗ 1)) | (Λ⊗ Λµ)(α(y)(b⊗ 1)) 〉ϕ⊗µ
= (ϕ⊗ µ)((a∗ ⊗ 1)α(x∗y)(b⊗ 1))
= ϕ(µ(x∗y)a∗b)
= 〈Λ(a)⊗ Λµ(x) |Λ(b)⊗ Λµ(y) 〉ϕ⊗µ
for all a, b ∈ A and x, y ∈ X . Because α(x)(A⊗ 1M(X)) = A⊗X , then we can extend
the relations below to all the Hilbert space L2G ⊗ L2µX . Now, if a ⊗ x = α(y)(b ⊗ 1),
then it is not hard to show that S(b)⊗ y = (S(a)⊗ 1)α(x). This implies that
b⊗ y = (S−1 ⊗ id)(α(x))(a⊗ 1).
Now, we have
(Uαµ )
∗(Λ(a)⊗ Λµ(x)) = (Uαµ )∗((Λ⊗ Λµ)(α(y)(b⊗ 1M(X)))
= (Uαµ )
∗Uαµ (Λ(b)⊗ Λµ(y))
= (Λ⊗ Λµ)((S−1 ⊗ id)(α(x))(a⊗ 1M(X))).
Proposition 5.1.6. Dene the linear map
αr : Xr → B(L2G⊗ L2µX), x 7→ Uαµ (1⊗ x)(Uαµ )∗.
We have
• For all x, y ∈ X and a ∈ A
(pir ⊗ piµ)(a⊗ x)αr(piµ(y)) = (pir ⊗ piµ)((a⊗ x)α(y)),
αr(piµ(y))(pir ⊗ piµ)(a⊗ x) = (pir ⊗ piµ)(α(y)(a⊗ x)),
In particular, for all a ∈ X and x ∈ X ,
(pir(a)⊗ 1)αr(piµ(y)) = (pir ⊗ piµ)((a⊗ 1)α(y)),
(1⊗ piµ(x))αr(piµ(y)) = (pir ⊗ piµ)((1⊗ x)α(y)),
αr(piµ(y))(pir(a)⊗ 1) = (pir ⊗ piµ)(α(y)(a⊗ 1)),
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αr(piµ(y))(1⊗ piµ(x)) = (pir ⊗ piµ)(α(y)(1⊗ x)).
• αr is a non-degenerate injective ∗-homomorphism from Xr intoM(Ar ⊗ Xr) such
that αr(Xr)(Ar ⊗ 1) is a dense subsets of Ar ⊗Xr.
• (id⊗ αr)αr = (∆⊗ id)αr.
Proof
• Fix x, y ∈ X and a ∈ A. Because
(pir ⊗ piµ)(x⊗ a)Uαµ (1⊗ piµ(y))(Λ(b)⊗ Λµ(z)) = (pir ⊗ piµ)(x⊗ a)Uαµ (Λ(b)⊗ Λµ(yz))
= (pir ⊗ piµ)(x⊗ a)(Λ⊗ Λµ)(α(yz)(b⊗ 1))
= (Λ⊗ Λµ)((x⊗ a)α(yz)(b⊗ 1))
= (Λ⊗ Λµ)((x⊗ a)α(y)α(z)(b⊗ 1))
= (pir ⊗ piµ)((x⊗ a)α(y))(Λ⊗ Λµ)(α(z)(b⊗ 1))
= (pir ⊗ piµ)((x⊗ a)α(y))Uαµ (Λ(b)⊗ Λµ(z))
for all z ∈ X and b ∈ A, then
(pir ⊗ piµ)(x⊗ a)Uαµ (1⊗ piµ(y))Uαµ = (pir ⊗ piµ)((x⊗ a)α(y)).
The other equality can be prove in a similar way.
• Using the item above, the result follows becauseUαµ is unitary and (pir⊗piµ)(α(X)(A⊗
X)) = pir(A)⊗ piµ(X) is dense in Ar ⊗Xr.
• For all x, y ∈ X and a ∈ A, we have
(id⊗ αr)(αr(piµ(x)))(pir(a)⊗ 1⊗ piµ(y)) = (id⊗ αr)(αr(piµ(x))(pir(a)⊗ 1))(1⊗ 1⊗ piµ(y))
= (id⊗ αr)((pir ⊗ piµ)(α(x)(a⊗ 1)))(1⊗ 1⊗ piµ(y))
= (pir ⊗ pir ⊗ piµ)((id⊗ α)(α(x)(a⊗ 1))(1⊗ 1⊗ y))
= (pir ⊗ pir ⊗ piµ)((∆⊗ id)(α(x))(a⊗ 1⊗ 1)(1⊗ 1⊗ y))
= (pir ⊗ pir ⊗ piµ)((∆⊗ id)(α(x)(1⊗ y))(a⊗ 1⊗ 1))
= (∆⊗ id)((pir ⊗ piµ)(α(x)(1⊗ y)))(pir(a)⊗ 1⊗ 1)
= (∆⊗ id)αr(piµ(x))(pir(a)⊗ 1⊗ piµ(y)).
The result follows from the non-degenerancy of αr and because Ar = pir(A)
‖·‖.
Remark 88. If, we consider the action α◦ : Xop →M(A⊗Xop). Then, because
R(pir(a)) = Ĵpir(a)Ĵ , pi
◦
µ(x
op) = Jµpiµ(x
∗)Jµ
for all a ∈ A and x ∈ X , we have
α◦r(pi
◦
µ(x
op)) = Ad(Ĵ ⊗ Jµ)(αr(piµ(x))∗).
for all x ∈ X .
CHAPTER Nº 5. C∗-ALGEBRAIC QUANTUM TRANSFORMATION GROUPOIDS 135
Proposition 5.1.7. Let (Hµˆ,Λµˆ) be the GNS-pair for the positive faithful dual functional
µˆ : Gnα X → C, (ω ⊗ 1M(X))α(x) 7→ ϕ̂(ω)µ(x). Then, the linear map
T : L2G⊗ L2µX → Hµˆ
Λ̂(ω)⊗ Λµ(x) 7→ Λµˆ((ω ⊗ 1)α(x))
is a unitary operator.
Proof For any ω, θ ∈ Â and x, y ∈ X , we have
〈T (Λ̂(ω)⊗ Λµ(x)) |T (Λ̂(θ)⊗ Λµ(y)) 〉µˆ = 〈Λµˆ((ω ⊗ 1)α(x)) |Λµˆ((θ ⊗ 1)α(y)) 〉µˆ
= µˆ(α(x∗)(ω∗ ⊗ 1)(θ ⊗ 1)α(y))
= µ ◦ α−1(α(x∗y))ϕ̂(ω∗θ)
= µ(x∗y)ϕ̂(ω∗θ)
= 〈 Λ̂(ω) | Λ̂(θ) 〉ϕ̂〈Λµ(x) |Λµ(y) 〉µ
= 〈 Λ̂(ω)⊗ Λµ(x) | Λ̂(θ)⊗ Λµ(y) 〉ϕ̂⊗µ.
The result follows because Λ̂(Â) and Λµ(X) are dense in L2G and L2µX , respectively.
5.2 The C∗-completion of an algebraic quantum tran-
formation groupoid
Remark 89. From now on, we will suppose that the actions α and α̂ are reduced, and we
will impose the following mild restriction on the faithful positive functional µ : X → C:
there exists an analytic one-parameter group of automorphisms on X , σµ = (σµt : X →
X)t∈C such that Jµ : L2µX → L2µX , Λµ(x) 7→ Λµ(σµi/2(x)∗) is the modular conjugation
related to the GNS-representation (L2µX,Λµ, piµ). In particular, any KMS-weight on a
C∗-algebra satises this requirement which is also satised by a class of functionals
dened on an important class of ∗-algebras considered in [Ino98].
The goal of this section is to prove, step by step the following theorem.
Theorem 5.2.1. Let (X,α, α̂) be a braided commutative G-Yetter-Drinfeld ∗-algebra and
µ : X → C be a Yetter-Drinfeld integral. Consider the C∗-base b = (L2µX,B,B†) where
B := piµ(X)
‖·‖
andB† := pi◦µ(Xop)
‖·‖
, the Hilbert spaceH := L2G⊗L2µX and the reduced
C∗-completion of the algebraic crossed productA := C0(Gnredα X). Then, there exist closed
subspaces E := E(α, α̂), F := F (α, α̂) ∈ B(L2µX,L2G⊗ L2µX), a ∗-homomorphism
∆E F : AF,EH → AF,EH ∗
b
AF,EH ,
an anti-automorphism RE F : A → A and a completely positive operator valued weight
EΦF : A → ρF (B) such that
• The pair (AF,EH , ∆E F ) is a Hopf C∗-bimodule over b.
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• RE F is a co-involution for the Hopf C∗-bimodule (AF,EH , ∆E F ).
• EΦF is a bounded left Haar weight for the Hopf C∗-bimodule (AF,EH , ∆E F ).
Remark 90. We will use the same strategy as in [ET16] replacing systematically the
von Neumann algebraic techniques by the techniques of C∗-modules over C∗-bases,
C∗-algebras over C∗-bases and C∗-pseudo-multiplicative unitaries.
Denition 5.2.2. The tuple
(C0(Gnα X), b, F, E, ∆E F , RE F , EΦF )
is called a C∗-algebraic quantum transformation groupoid.
5.2.1 C∗-bimodule structure
Let B := piµ(X)
‖·‖ ⊆ B(L2µX) and take
B† := pi◦µ(Xop)
‖·‖
= Jµpiµ(X)Jµ
‖·‖ ⊆ B′ ⊆ B(L2µX).
We have
Lemma 5.2.3. The triple b = (L2µX,B,B†) is a C∗-base.
Proof Follows directly from the denition.
Lemma 5.2.4. For any a ∈ A and x ∈ X , the linear maps
Ea,x := U
α
µ (U
α̂
µ )
∗|Λ(a) 〉1piµ(x), Fa,x := Uαµ |Λ(a) 〉1Jµpiµ(x)Jµ,
belongs to B(L2µX,L2G⊗ L2µX).
Proof Follows directly.
Remark 91. For any a ∈ A, we have the bounded operator
|Λ(a) 〉1 := |Λ(a) 〉 ⊗ 1B(L2µX) : L2µX → L2G⊗ L2µX
Λµ(x) 7→ Λ(a)⊗ Λµ(x)
with adjoint operator given by
〈Λ(a) |1 := 〈Λ(a) | ⊗ 1B(L2µX) : L2G⊗ L2µX → L2µX
Λ(b)⊗ Λµ(x) 7→ 〈Λ(a) |Λ(b) 〉ϕΛµ(x) .
Then, we can write more directly forms
Ea,x : L
2
µX → L2G⊗ L2µX
Λµ(y) 7→ Uαµ (U α̂µ )∗(Λ(a)⊗ Λµ(xy))
Fa,x : L
2
µX → L2G⊗ L2µX
Λµ(y) 7→ Uαµ (Λ(a)⊗ Λµ(yσi/2(x)∗)) .
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Consider the Hilbert spaceH := L2G⊗ L2µX and the vector subspaces
E0 := {Ea,x : a ∈ A, x ∈ X} ⊆ B(L2µX,L2G⊗ L2µX),
F0 := {Fa,x : a ∈ A, x ∈ X} ⊆ B(L2µX,L2G⊗ L2µX),
and denote by
E(α, α̂) := E0
‖·‖
, F (α, α̂) := F0
‖·‖ ⊆ B(L2µX,L2G⊗ L2µX),
Remark 92. For any a ∈ A and x, y ∈ X , we have
Ea,xJµ(Λµ(y)) = U
α
µ (U
α̂
µ )
∗|Λ(a) 〉1piµ(x)Jµ(Λµ(y))
= Uαµ (U
α̂
µ )
∗(Λ(a)⊗ Jµpiµ(y)Jµ(Λµ(x)))
= Uαµ (U
α̂
µ )
∗(1⊗ Jµpiµ(y)Jµ)(Λ(a)⊗ Λµ(x))
= βr(piµ(y
∗))Uαµ (U
α̂
µ )
∗(Λ(a)⊗ Λµ(x))
Fa,x(Λµ(y)) = U
α
µ |Λ(a) 〉1Jµpiµ(x)Jµ(Λµ(y))
= Uαµ (Λ(a)⊗ Jµpiµ(x)Jµ(Λµ(y)))
= Uαµ (Λ(a)⊗ piµ(y)Jµ(Λµ(x)))
= Uαµ (1⊗ piµ(y))(Λ(a)⊗ Jµ(Λµ(x)))
= αr(piµ(y))U
α
µ (Λ(a)⊗ Jµ(Λµ(x)))
This two equalities shows that the operators Ea,x and Fa,x are in relations with the
actions αr and βr. Later, we will use this relations.
Proposition 5.2.5. HE = (H, E) is a C∗-b-module.
Proof
• We have
Ea,x(Λµ(y)) = U
α
µ (U
α̂
µ )
∗(Λ(a)⊗ Λµ(xy))
for every x, y ∈ X and a ∈ A. Because X is an idempotent ∗-algebra and UαµU α̂µ
is an unitary operator, then [E(L2µX)] = L2G⊗ L2µX .
• We have
Ea,xpiµ(y) = U
α
µ (U
α̂
µ )
∗|Λ(a) 〉1piµ(x)piµ(y) = Ea,xy
for every x, y ∈ X and x ∈ A. Because X is an idempotent ∗-algebra, then
[EB] = E.
• We have
E∗a,xEb,y = piµ(x
∗)〈Λ(a) |1U α̂µ (Uαµ )∗Uαµ (U α̂µ )∗|Λ(b) 〉1piµ(y)
= 〈Λ(a) |Λ(b) 〉ϕ piµ(x∗y)
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for every x, y ∈ X and a, b ∈ A. Because X is an idempotent ∗-algebra, and there
exits an element a ∈ A such that ϕ(a∗a) = 1, then [E∗E] = B.
Proposition 5.2.6. HF = (H, F ) is a C∗-b†-module.
Proof
• We have
Fa,x(Λµ(y)) = U
α
µ (Λ(a)⊗ Λµ(yσi/2(x)∗))
for every x, y ∈ X and a ∈ A. Because X is an idempotent ∗-algebra, Uαµ is an
unitary operator and σi/2 is an isomorphism then [F (L2µX)] = L2G⊗ L2µX .
• We have
Fa,xJµpiµ(y)Jµ = U
α
µ |Λ(a) 〉1Jµpiµ(x)piµ(y)Jµ = Fa,xy
for every x, y ∈ X and a ∈ A. Because X is idempotent ∗-algebra, then [FB†] =
F .
• We have
F ∗a,xFb,y = Jµpiµ(x
∗)Jµ〈Λ(a) |1(Uαµ )∗Uαµ |Λ(b) 〉1Jµpiµ(y)Jµ
= 〈Λ(a) |Λ(b) 〉ϕJµpiµ(x∗y)Jµ
for every x, y ∈ X and a, b ∈ A. Because X is an idempotent ∗-algebra, and there
exits an element a ∈ A such that ϕ(a∗a) = 1, then [F ∗F ] = B†.
Remark 93. Because
βr(piµ(x)) = U
α
µ (U
α̂
µ )
∗(1⊗ Jµpiµ(x)∗Jµ)U α̂µ (Uαµ )∗
for any x ∈ X , then
βr(Jµpiµ(x)Jµ) = U
α
µ (U
α̂
µ )
∗(1⊗ piµ(x∗))U α̂µ (Uαµ )∗
for any x ∈ X .
Remark 94. Using Lemma 4.3.6 for the C∗-modules found in Proposition 5.2.5 and
Proposition 5.2.6, we have two unique normal, unital and faithful ∗-representations
ρE : B
† → B(H), ρF : B→ B(H)
such that, by Remark 92,
ρE(Jµpiµ(x)Jµ) = βr(Jµpiµ(x)Jµ), ρF (piµ(x)) = αr(piµ(x)) = U
α
µ (1⊗piµ(x))(Uαµ )∗.
Proposition 5.2.7. (H, F, E) is a C∗-(b†, b)-module.
Proof
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• Fix x ∈ X and a ∈ A. Take x′i ∈ X and a′i ∈ A such that α̂(x)(ϕa ⊗ 1) =∑
i ϕa′i ⊗ x′i, then
ρF (piµ(x))Ea,y = U
α
µ (1⊗ piµ(x))(Uαµ )∗Uαµ (U α̂µ )∗|Λ(a) 〉1piµ(y)
= Uαµ (1⊗ piµ(x))(U α̂µ )∗|Λ(a) 〉1piµ(y)
= Uαµ (U
α̂
µ )
∗α̂r(piµ(x))|Λ(a) 〉1piµ(y)
=
∑
i
Uαµ (U
α̂
µ )
∗|Λ(a′i) 〉1(1⊗ piµ(x′iy)) =
∑
i
Ea′i,x′iy.
This implies that [ρF (B)E] = E, because α̂(X)(Â ⊗ 1) = Â ⊗ X and X is an
idempotent ∗-algebra.
• Fix x ∈ X and a ∈ A.
ρE(Jµpiµ(x)Jµ)Fa,y = U
α
µ (U
α̂
µ )
∗(1⊗ piµ(x∗))U α̂µ (Uαµ )∗Uαµ |Λ(a) 〉1Jµpiµ(y)Jµ
= Uαµ (U
α̂
µ )
∗(1⊗ piµ(x∗))U α̂µ |Λ(a) 〉1Jµpiµ(y)Jµ
=
∑
i
Uαµ |Λ(a′i) 〉1Jµpiµ(x′iy)Jµ =
∑
i
Fa′i,x′iy.
This implies that [ρE(B†)F ] = F , because X is an idempotent ∗-algebra.
Now, take A := C0(Gnredα X) = p¯i(Gnα X)
‖·‖ ⊆ B(L2G⊗ L2µX),
Proposition 5.2.8. The triple AF,EH = (A,HF ,HE) is a C∗-(b†, b)-algebra.
Proof We will prove this proposition in 2 steps:
• Claim: (A,HF ) is a C∗-b†-algebra. It follows from Proposition 5.1.7 that A is a
non-degenerate C∗-algebra of B(H). Now, because
ρF (piµ(x))p¯i(α(y)(ω ⊗ 1)) = αr(piµ(x))p¯i(α(x)(ω ⊗ 1)) = p¯i(α(xy)(ω ⊗ 1))
and X is an idempotent ∗-algebra then [ρF (B)A] = A.
• Claim: (A,HE) is a C∗-b-algebra. It follows from Proposition 5.1.7 that A is a
non-degenerate C∗-algebra of B(H). Now, because
ρE(Jµpiµ(x)Jµ)p¯i(α(y)(ω ⊗ 1)) = βr(Jµpiµ(x)Jµ)αr(piµ(y))(pi(ω)⊗ 1)
= αr(piµ(y))βr(Jµpiµ(x)Jµ)(pi(ω)⊗ 1)
= αr(piµ(y))αr(piµ(x
′))(pi(ω′)⊗ 1)(pi(ω)⊗ 1)
= αr(piµ(yx
′)(pi(ω′ · ω)⊗ 1)
and X and Â are idempotent ∗-algebras then [ρE(B†)A] = A. Note that, we use
the fact that β(X) ⊆M(Gnα X).
Let us summarize the results of this subsection as follows
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Theorem 5.2.9. Consider the C∗-base b = (L2µX,B,B†) where B = piµ(X)
‖·‖
, B† =
pi◦µ(Xop)
‖·‖
,H = L2G⊗L2µX andA := C0(Gnredα X) is the reduced C∗-completion of the
algebraic crossed product. There exist closed vector subspacesE,F ∈ B(L2µX,L2G⊗L2µX)
such that
AF,EH = (A,HF ,HE)
is a C∗-(b†, b)-algebra.
5.2.2 Hopf C∗-bimodule structure
By the last subsection, we have
H 4
ρE
F ∼= H E ⊗
b
F H ∼= E 5
ρF
H
Ea,x(Λµ(y)) 4
ρE
Fb,z 7→ Ea,x 5 Λµ(y) 4 Fb,z 7→ Ea,x 5
ρF
Fb,z(Λµ(y))
Proposition 5.2.10. There exists a unitary
V1 : (L
2G⊗ L2µX) E ⊗
b
F (L
2G⊗ L2µX)→ L2G⊗ L2G⊗ L2µX
such that for all a, b ∈ A, x, y, z ∈ X
V1(Ea,x(Λµ(y)) 4
ρE
Fb,z) = Λ(b)⊗ βr(Jµpiµ(z)Jµ)Ea,x(Λµ(y))
and
V1(T 4
ρE
idF ) = (1B(L2G) ⊗ T )V1
for all T ∈ ρE(B†)′. Moreover, if β◦r (Jµpiµ(x∗)Jµ) := βr(piµ(x)) for all x ∈ X , then
(id⊗ β◦r )(α◦r(Jµpiµ(x∗)Jµ))V1 = V1((1L2G ⊗ 1L2µX) E ⊗
b
F (1B(L2G) ⊗ Jµpiµ(x∗)Jµ)
(id⊗ β◦r )(α̂◦r(Jµpiµ(x∗)Jµ))V1 = V1((1L2G ⊗ 1L2µX) E ⊗
b
F βr(piµ(x))
for all x ∈ X .
Proof The linear operator V1 is well dened inE0 5 Λµ(X) 4 F0 which is a dense sub-
space of (L2G⊗L2µX) E⊗
b
F (L
2G⊗L2µX). Now, for all a, a′, b, b′ ∈ A andx, x′, y, y′, z, z′ ∈
X , if we denote r = Ea,x(Λµ(y)) 4
ρE
Fb,z and r′ = Ea′,x′(Λµ(y′)) 4
ρE
Fb′,z′ , we have
〈V1(r) |V1(r′) 〉 = 〈Λ(b)⊗ βr(Jµpiµ(z)Jµ)Ea,x(Λµ(y)) |Λ(b)⊗ βr(Jµpiµ(z)Jµ)Ea,x(Λµ(y)) 〉ϕ⊗ϕ⊗µ
= 〈Λ(b) |Λ(b′) 〉ϕ〈βr(Jµpiµ(z)Jµ)Ea,x(Λµ(y)) |βr(Jµpiµ(z′)Jµ)Ea′,x′(Λµ(y′)) 〉ϕ⊗µ
= 〈Λ(b) |Λ(b′) 〉ϕ〈Ea,x(Λµ(y)) |βr(Jµpiµ(z∗z′)Jµ)Ea′,x′(Λµ(y′)) 〉ϕ⊗µ
= 〈Ea,x(Λµ(y)) | ρE(F ∗b,zFb′,z′)Ea′,x′(Λµ(y′)) 〉ϕ⊗µ
= 〈Ea,x(Λµ(y)) 4
ρE
Fb,z |Ea′,x′(Λµ(y′)) 4
ρE
Fb′,z′ 〉
= 〈 r | r′ 〉,
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so V1 is unitary. Let T ∈ ρE(B†)′, a, b ∈ A and x, y, z ∈ X then
V1(T 4
ρE
idF )(Ea,x(Λµ(y)) 4
ρE
Fb,z) = V1(TEa,x(Λµ(y)) 4
ρE
Fb,z)
= Λ(b)⊗ βr(Jµpiµ(z)Jµ)TEa,x(Λµ(y))
= Λ(b)⊗ Tβr(Jµpiµ(z)Jµ)Ea,x(Λµ(y))
= (1B(L2G) ⊗ T )(Λ(b)⊗ βr(piµ(z∗))Ea,x(Λµ(y)))
= (1B(L2G) ⊗ T )V1(Ea,x(Λµ(y)) 4
ρE
Fb,z)
In particular, for all x ∈ X
V1(αr(piµ(x)) 4
ρE
idF ) = (1B(L2G) ⊗ αr(piµ(x)))V1.
Proposition 5.2.11. There exists a unitary
V2 : (L
2G⊗ L2µX) E ⊗
b
F (L
2G⊗ L2µX)→ L2G⊗ L2G⊗ L2µX
such that for all a, b ∈ A, x, y, z ∈ X
V2(Ea,x 5
ρF
Fb,z(Λµ(y))) = Λ(a)⊗ αr(piµ(x))Fb,z(Λµ(y))
and
V2(idE 5
ρF
T ) = (1B(L2G) ⊗ T )V2
for all T ∈ ρF (B)′, in particular, for T ∈ βr(Xr).
Proof The linear operator V2 is well dened inE0 5 Λµ(X) 4 F0 which is a dense sub-
space of (L2G⊗L2µX) E⊗
b
F (L
2G⊗L2µX). Now, for all a, a′, b, b′ ∈ A, x, x′, y, y′, z, z′ ∈
X , if we denote r = Ea,x 5
ρF
Fb,z(Λµ(y)) and r′ = Ea′,x′ 5
ρF
Fb′,z′(Λµ(y
′)), we have
〈V2(r) |V2(r′) 〉 = 〈Λ(a)⊗ αr(piµ(x))Fb,z(Λµ(y)) |Λ(a′)⊗ αr(piµ(x′))Fb′,z′(Λµ(y′)) 〉ϕ⊗ϕ⊗µ
= 〈Λ(a) |Λ(a′) 〉ϕ〈αr(piµ(x))Fb,z(Λµ(y)) |αr(piµ(x′))Fb′,z′(Λµ(y′)) 〉ϕ⊗µ
= 〈Λ(a) |Λ(a′) 〉ϕ〈Fb,z(Λµ(y)) |αr(piµ(x∗x′))Fb′,z′(Λµ(y′)) 〉ϕ⊗µ
= 〈Fb,z(Λµ(y)) | ρF (E∗a,xEa,x)Fb′,z′(Λµ(y′)) 〉ϕ⊗µ
= 〈Ea,x 5
ρF
Fb,z(Λµ(y)) |Ea′,x′ 5
ρF
Fb′,z′(Λµ(y
′)) 〉
= 〈 r | r′ 〉.
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Then V2 is unitary. Let T ∈ ρF (B)′, a, b ∈ A and x, y, z ∈ X then
V2(idF 5
ρF
T )(Ea,x 5
ρF
Fb,z(Λµ(y))) = V2(Ea,x 5
ρF
TFb,z(Λµ(y)))
= Λ(a)⊗ αr(piµ(x))TFb,z(Λµ(y))
= Λ(a)⊗ Tαr(piµ(x))Fb,z(Λµ(y))
= (1B(L2G) ⊗ T )(Λ(a)⊗ αr(piµ(x))Fb,z(Λµ(y)))
= (1B(L2G) ⊗ T )V2(Ea,x 5
ρF
Fb,z(Λµ(y))).
Lemma 5.2.12. We have the following relations
(i)
V2V
∗
1 = σ12(U
α
µ )13(U
α̂
µ )23(U
α
µ )
∗
23 = σ12U12(U
α̂
µ )23(U
α
µ )
∗
23U
∗
12,
(ii)
(id⊗ σ312V1) ◦ (V2 E ⊗
b
F id) = (V2 ⊗ id) ◦ (id E ⊗
b
F σ312V1),
where
σ321 : L
2G⊗ L2G⊗ L2µX → L2G⊗ L2µX ⊗ L2G, η ⊗ η′ ⊗ ξ 7→ η′ ⊗ ξ ⊗ η.
Proof Similar to the proved of item (iii) of Proposition 4.3 [ET16].
Theorem 5.2.13. There exits a ∗-homomorphism
∆E F : A → A E ∗
b
F A
P 7→ V ∗1 α˜r(P )V1
such that
(i)
∆E F (αr(piµ(x))) = αr(piµ(x)) E ⊗
b
F 1B(L2G⊗L2µX),
∆E F (βr(piµ(x))) = 1B(L2G⊗L2µX) E ⊗
b
F βr(piµ(x))
for all x ∈ X and
∆E F (pi(ω)⊗1B(L2µX)) = V ∗1 (∆̂cop(pi(ω))⊗1B(L2µX))V1 = V ∗2 (∆̂(pi(ω))⊗1B(L2µX))V2
for all ω ∈ Â,
(ii)
( ∆E F E ∗
b
F id) ◦ ∆E F = (id E ∗
b
F ∆
E F ) ◦ ∆E F
Proof By Proposition 5.2.10, the map given by
∆F E : A → B((L2G⊗ L2µX) E ⊗
b
F (L
2G⊗ L2µX))
P 7→ V ∗1 α˜r(P )V1
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is well dened and is a ∗-homomorphism.
(i) The inclusion αr(Xr) ⊆ ρE(B†)′ implies that
∆E F (αr(piµ(x))) = V
∗
1 α˜r(αr(piµ(x)))V1 = V
∗
1 (1B(L2G) ⊗ αr(piµ(x)))V1
= αr(piµ(x)) E ⊗
b
F 1B(L2G⊗L2µX),
for all x ∈ X ; the relation Uˆ◦∗12(Uαµ )23 = (Uαµ )23Uˆ◦
∗
12 implies that
∆E F (βr(piµ(x))) = Ad(V ∗1 Uˆ◦
∗
12)(1⊗ βr(piµ(x)))
= Ad(V ∗1 Uˆ◦
∗
12(U
α
µ )23)(1⊗ α̂◦r(x◦))
= Ad(V ∗1 (Uαµ )23Uˆ◦
∗
12)(1⊗ α̂◦(x◦))
= Ad(V ∗1 ) ◦ (id⊗ β◦)(α̂◦(x◦))
= 1B(L2G⊗L2µX) E ⊗
b
F βr(pir(x)),
for all x ∈ X , and by item (i) of Lemma 5.2.12
∆E F (pi(ω)⊗ 1L2µX) = Ad(V ∗1 )(α˜r(pi(ω)⊗ 1L2µX))
= Ad(V ∗1 )(∆̂cop(pi(ω))⊗ 1L2µX)
= Ad(V ∗1 U12)(pi(ω)⊗ 1L2µX ⊗ 1L2µX)
= Ad(V ∗2 Σ12U12(U α̂µ )23(Uαµ )∗23)(pi(ω)⊗ 1L2µX ⊗ 1L2µX)
= Ad(V ∗2 Σ12U12)(pi(ω)⊗ 1L2µX ⊗ 1L2µX)
= Ad(V ∗2 )(∆̂(pi(ω))⊗ 1L2µX),
for all ω ∈ Â.
(ii) Fix x ∈ X , then easily
( ∆E F E ∗
b
F id) ◦ ∆E F (αr(pir(x))) = ( ∆E F E ∗
b
F id)(αr(pir(x))E ⊗
b
F (1L2G ⊗ 1L2µX))
= αr(pir(x))E ⊗
b
F (1L2G ⊗ 1L2µX)E ⊗
b
F (1L2G ⊗ 1L2µX)
= (idE ∗
b
F ∆
E F )(αr(pir(x))E ⊗
b
f (1L2G ⊗ 1L2µX))
= (idE ∗
b
F ∆
E F ) ◦ ∆E F (αr(pir(x))).
Fix ω ∈ Â, it follows from item (i) that
(idE ∗
b
F ∆
E F ) ◦ ∆E F (pi(ω)⊗ 1L2µX) = (idE ∗b F ∆
E F ) ◦ Ad(V ∗2 )(∆̂(pi(ω))⊗ 1L2µX)
= (Ad(V ∗2 )E ∗
b
F id) ◦ (id⊗ ∆E F )(∆̂(pi(ω))⊗ 1L2µX),
( ∆E F E ∗
b
F id) ◦ ∆E F (pi(ω)⊗ 1L2µX) = ( ∆E F E ∗b F id) ◦ Ad(V
∗
1 σ
∗
321) ◦ Σ23 ◦ (∆̂(pi(ω))⊗ 1L2µX)
= (idE ∗
b
F Ad(V ∗1 σ∗321)) ◦ ( ∆E F ⊗ id) ◦ Σ23 ◦ (∆̂(pi(ω))⊗ 1L2µX),
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and by item (ii) of Lemma 5.2.12, the diagram
Âr ⊗ 1L2µX
∆̂⊗id
vv
Σ23◦(∆̂⊗id)
((
M(Âr ⊗ Âr ⊗ 1L2µX)
id⊗ ∆E F

id⊗Σ23◦(∆̂⊗id)
((
M(Âr ⊗ 1L2µX ⊗ Âr)
∆̂⊗id⊗id
vv
∆E F⊗id

M(Âr ⊗ Âr ⊗ 1L2µX ⊗ Âr)
id⊗Ad(V ∗1 σ∗312)
vv
Ad(V ∗2 )⊗id
((
M(Âr)⊗AE ∗
b
F A
Ad(V ∗2 )E∗
b
F id
((
AE ∗
b
F A⊗M(Âr)
idE∗
b
F Ad(V ∗1 σ
∗
312)
vv
AE ∗
b
F AE ∗
b
F A
is commutative, this implies
(id E ∗
b
F ∆
E F ) ◦ ∆E F (pi(ω)⊗ 1L2µX) = ( ∆E F E ∗b F id) ◦ ∆
E F (pi(ω)⊗ 1L2µX).
5.2.3 The co-involution and the left Haar weight
Proposition 5.2.14. Consider on the Hilbert space L2G⊗ L2µX the anti-linear operator
I = Uαµ (J ⊗ Jµ)U α̂µ (Uαµ )∗ = Uαµ (U α̂µ )∗(J ⊗ Jµ)(Uαµ )∗ = Uαµ (U α̂µ )∗Ĵµ˜U α̂µ (Uαµ )∗,
where µ̂ denotes the dual functional of µ on the crossed product Ĝ nα̂ X . Then
(i) I is a bijective isometry and I2 = 1L2G⊗L2µX .
(ii) Iαr(piµ(x∗))I = βr(piµ(x)) and Iβr(piµ(x∗))I = αr(pir(x)) for all x ∈ X .
(iii) I(ω∗ ⊗ 1L2µX)I = R̂(ω)⊗ 1L2µX for all ω ∈ Â.
(iv) If χ : (L2G ⊗ L2µX) E ⊗
b
F (L
2G ⊗ L2µX) → (L2G ⊗ L2µX) F ⊗
b†
E (L
2G ⊗ L2µX)
denotes the ip, then
V2 = (J ⊗ I)V1(I F ⊗
b†
E I)χ
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Proof By the implementation of α̂, U α̂µ = Ĵµ˜(J ⊗ Jµ), we have
(J ⊗ Jµ)U α̂µ = (U α̂µ )∗(J ⊗ Jµ) = (U α̂µ )∗Ĵµ˜U α̂µ ,
then
I := Uαµ (J ⊗ Jµ)U α̂µ (Uαµ )∗ = Uαµ (U α̂µ )∗(J ⊗ Jµ)(Uαµ )∗ = Uαµ (U α̂µ )∗Ĵµ˜U α̂µ (Uαµ )∗.
(i) By the relation above, we have that I = I∗ and I∗I = 1L2G⊗L2µX .
(ii) Fix x ∈ X , then
Iαr(piµ(x
∗))I = Uαµ (U
α̂
µ )
∗(J ⊗ Jµ)(Uαµ )∗αr(piµ(x∗))Uαµ (J ⊗ Jµ)U α̂µ (Uαµ )∗
= Uαµ (U
α̂
µ )
∗(J ⊗ Jµ)(1⊗ piµ(x∗))(J ⊗ Jµ)U α̂µ (Uαµ )∗
= Uαµ (U
α̂
µ )
∗(1⊗ Jµpiµ(x∗)Jµ)U α̂µ (Uαµ )∗ = βr(piµ(x)),
then it is obvious also that Iβr(piµ(x))I = αr(piµ(x∗)).
(iii) It follows from item (ii) of Corollary 2.8.7, that
(Ĵ ⊗ I)(U ⊗ 1)(Ĵ ⊗ I) = Ad((Uαµ )23(Ĵ ⊗ J ⊗ Jµ)(U α̂µ )23(Uαµ )∗23)(U12)
= Ad((Uαµ )23(Ĵ ⊗ J ⊗ Jµ))((Uαµ )∗13U12)
= Ad((Uαµ )23)((Uαµ )13U12) = U∗12.
Then, for any a, b ∈ A, we have
I(R̂((ωΛ(a),Λ(b) ⊗ id)(U))⊗ 1L2µX)I = I(J(ωΛ(a),Λ(b) ⊗ id)(U)∗J ⊗ 1L2µX)I
= I((ωĴ(Λ(a)),Ĵ(Λ(b)) ⊗ id)(U)⊗ 1L2µX)I
= (ωΛ(a),Λ(b) ⊗ id)(U)∗ ⊗ 1L2µX
and this implies by item (ii) of Lemma 4.2.29 that
I(ω∗ ⊗ 1L2µX)I = R̂(ω)⊗ 1L2µX .
(iv) By item (ii),
V1(I F ⊗
b†
E I)χ(U
α
µ (U
α̂
µ )
∗(η ⊗ Λµ(x)) β ⊗
µ
αE) = V1(I F ⊗
b†
E I)(E α ⊗
µ◦
β U
α
µ (U
α̂
µ )
∗(η ⊗ Λµ(x)))
= V1(I(E)E ⊗
b
F U
α
µ (J(η)⊗ Jµ(Λµ(x))))
= J(η)⊗ βr(Jµpiµ(x)Jµ)I(E)
= J(η)⊗ Iαr(piµ(x))(E)
= (J ⊗ I)V2(Uαµ (U α̂µ )∗(η ⊗ Λµ(x))E ⊗
b
F E),
for all E ∈ L2G⊗ L2µX , η ∈ L2G and x ∈ X .
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Theorem 5.2.15. There exists an involutive anti-∗-isomorphism
RE F : A → A
P 7→ IP ∗I
such that
(i) RE F (αr(piµ(x))) = βr(piµ(x)) and RE F (βr(piµ(x))) = αr(piµ(x)) for all x ∈ X ;
(ii) RE F (pi(ω)⊗ 1L2µX) = pi(R̂(ω))⊗ 1L2µX for all ω ∈ Â;
(iii) if Σ : A F ∗
b†
E A → A E ∗
b
F A is the ip map, then
∆E F ◦ RE F = Σ ◦ ( RE F E ∗
b
F R
E F ) ◦ ∆E F .
Proof By item (i) of Proposition 5.2.14, the map given by
RE F : A → B(L2G⊗ L2µX)
P 7→ IP ∗I
is well dened and is an involutive injective anti-∗-homomorphism, and by item (ii) and
item (iii) of Proposition 5.2.14, the image of Rβ α is A.
(i) Follows from item (ii) of Proposition 5.2.14.
(ii) Follows from item (iii) of Proposition 5.2.14.
(iii) Follows from Theorem 5.2.13 that
Σ ◦ ( RE F E ∗
b
F R
E F ) ◦ ∆E F (αr(piµ(x))) = Σ ◦ ( RE F E ∗
b
F R
E F )(αr(piµ(x))E ⊗
b
F 1B(L2G⊗L2µX))
= Σ(βr(piµ(x)) F ⊗
b†
E 1B(L2G⊗L2µX))
= 1B(L2G⊗L2µX) E ⊗
b
F βr(piµ(x))
= ∆E F (βr(piµ(x)))
= ∆E F ◦ RE F (αr(piµ(x)))
for all x ∈ X and
Σ ◦ ( RE F E ∗
b
F R
E F ) ◦ ∆E F ◦ RE F (pi(ω)⊗ 1L2µX) = Ad(χ(I E ⊗
b
F I)V
∗
2 )(∆̂(pi(R̂(ω)))⊗ 1L2µX)
= Ad(χ(I E ⊗
b
F I)V
∗
2 )(pi(R̂(ω2))⊗ pi(R̂(ω1))⊗ 1L2µX)
= Ad(V ∗1 (J ⊗ I))(pi(R̂(ω2))⊗ pi(R̂(ω1))⊗ 1L2µX)
= Ad(V ∗1 )(∆̂cop(pi(ω))⊗ 1L2µX)
= ∆E F (pi(ω)⊗ 1L2µX)
for all ω ∈ Â.
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Proposition 5.2.16. Dene the map Φ : A → ρF (B) by
Φ(P ) = (ϕ̂ ◦ R̂⊗ id)α˜r(P ).
We have
(id E ∗
b
F Φ) ∆
E F (P ) = Φ(P ) E ∗
b
F (1L2G ⊗ 1L2µX)
and
( RE F ◦ Φ ◦ RE F E ∗
b
F id) ∆
E F (P ) = 1 E ⊗
b
F R
E F ◦ Φ ◦ RE F (P )
for every P ∈ A.
Proof It is similar to the Theorem 5.4 of [ET16].
5.3 Example
LetG be a compact quantum group andH be a closed quantum subgroup ofG. We know
using the theory of compact quantum group that there exist two dense Hopf ∗-algebras
with integrals, (A,∆, ϕ) and (B,∆′, ϕ′), inside G and H, respectively. Because H is a
closed quantum subgroup ofG, we have that (B,∆′, ϕ′) is a closed quantum subgroup of
(A,∆, ϕ), as in Denition 2.1.15. Then, making use of Proposition 3.3.2, if we consider I
as the quotient type left coideal associated to this closed quantum subgroup, we obtain an
algebraic quantum transformation groupoid and moreover our Yetter-Drinfeld integral
satises the condition of Theorem 5.2.1 for the passage to the C∗-completion, this last
statement follows from the theory of compact quantum groups.
5.4 Comment on the passage to the von Neumann al-
gebraic setting
We want to make precise comments on the relationship between our C∗-algebraic con-
struction and the construction of a Measured quantum transformation groupoid in the
von Neumann framework.
5.4.1 Principal ingredients
• Using the algebraic objects studied in Chapter 2, we have similar constructions as
for von Neumann algebraic locally compact quantum groups. More precisely:
(1) The algebraic multiplicative unitary of an algebraic quantum group, Deni-
tion 2.4.1, replaces the multiplicative unitary of a locally compact quantum
group, and has similar properties that allows to get the same algebraic rela-
tions between the comultiplication and its dual, and also serves as an impor-
tant element in the construction of a Drinfeld double, Denition 2.5.5.
(2) We use the theory of actions of algebraic quantum groups in order to con-
struct objects similar to those in [ET16]. For example the construction of the
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crossed product of an action of an algebraic quantum group, Denition 2.7.4,
the existence of the standard implementation when we equip our ∗-algebra
with a positive functional invariant for the action, Denition 2.6.8, the con-
struction of the dual action, Denition 2.7.7 which also gives us a way to con-
struct the dual functional of the initial invariant functional, Denition 2.7.10.
• Similarly to that the construction made in [ET16], our principal ingredients are
a braided commutative Yetter-Drinfeld algebra and an invariant functional on it,
but in our case, over an algebraic quantum group.
(1) Our denition of a Yetter Drinfeld ∗-algebra over an algebraic quantum group,
Denition 2.8.1 is similar to the one in section 2.4 of [ET16], but making use of
actions of the algebraic quantum group and its dual and the algebraic mul-
tiplicative unitary of the algebraic quantum group. Also, we introduce the
denition of a Yetter-Drinfeld integral, Denition 2.8.6, which allows us to
construct the standard implementation of our actions and is an important
object for the passage to the C∗-algebraic framework.
(2) Our denition of a braided commutative Yetter Drinfeld algebra, Denition 2.8.12,
is equivalent to Denition 2.5.3 in [ET16] (Theorem 2.5.4, [ET16]).
5.4.2 The Hopf bimodule structure
In [ET16], the authors use the relative tensor products of Hilbert spaces and ber prod-
ucts of von Neumann algebras in order to construct the objects neccesary for the struc-
ture of a Hopf-von Neumann bimodule in the sense of Vallin [Val96]. Because our goal
is the C∗-algebraic framework, we need to replace those objects by similar ones in the
language of the C∗-algebras. For that we use the theory of C∗-algebras over C∗-bases
developed by T. Timmermann [Tim09, Tim12b, Tim12a]. It was shown in section 2.3
of [Tim07] that using C∗-bases asociated with KMS-weights, we can the relative ten-
sor product over C∗-bases with the von Neumann algebraic relative tensor product of
Hilbert spaces that involves the usage of bounded elements. More precisely:
• Theorem 5.2.9, Propostion 5.2.10 and Proposition 5.2.11 replace Proposition 4.3 [ET16]
in order to construct a Hopf bimodule structure.
• Theorem 5.2.13 is proved in a similar way as Theorem 4.4 [ET16], in order to con-
struct a comultiplication on the reduced C∗-completion of the crossed product
which gives us a Hopf C∗-bimodule.
• Theorem 5.2.15 is proved in a similar way as Theorem 4.6 [ET16], for constructing
a co-involution for our Hopf C∗-bimodule.
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Appendix A
Tools to work with Multiplier Hopf ∗-algebras
A.1 Complete modules
LetX be a leftA-module. We will write the left action of a on x as ax. So the associativity
property we can write like a(a′x) = (aa′)x. We will assume always that all modules are
non-degenerate. And when necessary will use unital actions.
Dene the vector space
Y = {T : A→ X : T is a linear map and T (aa′) = aT (a′) for all a, a′ ∈ A}
For any x ∈ X , dene also the linear map Tx : a 7→ ax, then because the action of A
on X is non-degenerate, we can see the vector space X as a vector subspace of Y , and
because it follows that Tx ◦ T ∈ Y for all x ∈ X and T ∈ Y , then Y is a left A-module
containing X as a left sub-A-module. Moreover, using the fact that A is an idempotent
algebra, it follows that Y is a non-degenerate A-module.
Denition A.1.1. The vector space Y will be denoted by X and it will be called the
completion of X .
Example A.1.2.
• If we consider a non-degenerate ∗-algebra A, we haveM(A) = AA.
A.2 The covering technique
Let A, B be algebras andX be a non-degenerate A-B-bimoduleX . We assume that AA,
BB admit local units.
Denition A.2.1 (Denition 2.2 - Denition 2.4, [Van08]). Let F : X → V be a linear
map from X to a vector space V . We say that the variable x in the expression F (x) is
covered from the left if there exists an element e ∈ A such that F (ex) = F (x) for all
x ∈ X . Similarly, we say that the variable x in the expression F (x) is covered from the
right if there exists an element f ∈ B such that F (xf) = F (x) for all x ∈ X . We say
that the variable x in the expression F (x) is covered if the variable is covered both from
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the left and from the right, i.e. there exist e ∈ A and f ∈ B such that F (ex) = F (x)
and F (xf) = F (x) for all x ∈ X .
Remark 95. It is important that e and f do not depend on x.
Proposition A.2.2 (Proposition 2.5, [Van08]). Let F : X → V be a linear map from the
left A-module X to a vector space V and assume that the variable is covered. Then there
exists a unique extension of F to a linear map G : X → V such that
G(y) = F (ey) = F (yf)
for all y ∈ X and for any pair of elements e ∈ A and f ∈ B that satisfy F (e·) = F (·)
and F (·f) = F (·).
A.3 The Sweedler type leg notation
Fix a multiplier Hopf ∗-algebra (A,∆). Consider A ⊗ A as a left A-module, where the
action is given by the left multiplication in the rst factor, i.e. a(b ⊗ b′) := ab ⊗ b′, for
all a, b, b′ ∈ A.
Notation 20. Let F : A ⊗ A → V be a linear map from A ⊗ A to the vector space
V , and assume that the variable is covered from the left, as in Denition A.2.1. Then,
by Proposition A.2.2, F can be extended to the completed module of A ⊗ A. Because
∆(A) ⊆ A⊗ A, we can dene F (∆(a)) for all a ∈ A, them we will write
F (a(1) ⊗ a(2)) := F (∆(a)) ∈ V
for all a ∈ A.
By denition, we have F (a(1)⊗ a(2)) = F (p⊗ q) where p⊗ q = (e⊗ 1)∆(a) and where
e ∈ A is chosen so that F (e·) = F (·).
Denition A.3.1. We say that, in the expression F (a(1)⊗a(2)), the factor a(1) is covered
from the left.
Appendix B
Yeer-Drinfeld ∗-algebras
B.1 Yetter-Drinfeld ∗-algebras over Hopf ∗-algebras
Let (H,∆, S, ε) be a regular Hopf ∗-algebra with integrals and X be a unital ∗-algebra.
B.1.1 (Left-left) Yetter-Drinfeld ∗-algebras
Consider a left action B : H ⊗X → X and a left coaction δ : X → H ⊗X , denoted by
x 7→ x[−1] ⊗ x[0].
Denition B.1.1. The ∗-algebra X is called a (left-left) Yetter-Drinfeld ∗-algebra if
h(1)x[−1] ⊗ h(2) B x[0] = (h(1) B x)[−1]h(2) ⊗ (h(1) B x)[0] (B.1)
for all h ∈ H , x ∈ X .
The equality (B.1) is called the Yetter-Drinfeld condition for (X,B, δ) and denoted as
(X,B, δ) ∈ HHYD for saying that X is a (left-left) Yetter-Drinfeld ∗-algebra. We give
another equivalent condition:
Proposition B.1.2. The ∗-algebraX is a (left-left) Yetter-Drinfeld ∗-algebra if and only if
δ(hB x) = h(1)x[−1]S(h(3))⊗ h(2) B x[0] (B.2)
for all h ∈ H , x ∈ X .
Proof
⇒ Fix h ∈ H and x ∈ X , then
h(1)x[−1]S(h(3))⊗ h(2) B x[0] = (m◦ ⊗ id)(S(h(3))⊗ h(1)x[−1] ⊗ h(2) B x[0])
= (m◦ ⊗ id)(S(h(3))⊗ (h(1) B x)[−1]h(2) ⊗ (h(1) B x)[0])
= (h(1) B x)[−1]h(2)S(h(3))⊗ (h(1) B x)[0]
= ε(h(2))δ(h(1) B x)
= δ(hB x)
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⇐ Fix h ∈ H and x ∈ X , then
(h(1) B x)[−1]h(2) ⊗ (h(1) B x)[0] = (m◦ ⊗ id)(h(2) ⊗ δ(h(1) B x))
= (m◦ ⊗ id)(h(2) ⊗ h(1)(1)x[−1]S(h(1)(3))⊗ h(1)(2) B x[0])
= h(1)x[−1]S(h(3)(1))h(3)(2) ⊗ h(2) B x[0]
= h(1)x[−1] ⊗ ε(h(3))h(2) B x[0]
= h(1)x[−1] ⊗ h(2) B x[0]
Let (X,B, δ) ∈ HHYD, and consider the linear map
τX : X ⊗X → X ⊗X, x⊗ y 7→ (x[−1] B y)⊗ x[0].
Denition B.1.3. A (left-left) Yetter-Drinfeld ∗-algebra (X,B, δ) is called braided com-
mutative if mX ◦ τX = mX , where mX : X ⊗X → X is the multiplication map of X ,
i.e. if
xy = (x[−1] B y)x[0]
for all x, y ∈ X .
Proposition B.1.4. A (left-left) Yetter-Drinfeld ∗-algebra (X,B, δ) is braided commuta-
tive if and only if
xy = y[0](S
−1(y[−1])B x)
for all x, y ∈ X
Proof Dene the linear map
ρX : X ⊗X → X ⊗X, x⊗ y 7→ y[0] ⊗ (S−1(y[−1])B x),
then mX ◦ ρX = mX if and only if
xy = y[0](S
−1(y[−1])B x)
for all x, y ∈ X . On the other hand, we have
ρX ◦ τX(x⊗ y) = ρX((x[−1] B y)⊗ x[0])
= x[0][0] ⊗ (S−1(x[0][−1])B (x[−1] B y))
= x[0] ⊗ (S−1(x[−1](2))x[−1](1) B y)
= ε(x[−1])x[0] ⊗ y = x⊗ y
for all x, y ∈ X . Similarly,
τX ◦ ρX(x⊗ y) = τX(y[0] ⊗ (S−1(y[−1])B x))
= y[0][−1] B (S−1(y[−1])B x)⊗ y[0][0]
= ε(y[−1])x⊗ y[0] = x⊗ y
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for all x, y ∈ X . This implies that mX ◦ τX = mX if and only if mX ◦ ρX = mX .
B.1.2 (Right-left) Yetter-Drinfeld ∗-algebras
Consider a a right action C : X ⊗H → X and a left coaction δ : X → H ⊗X , denoted
by x 7→ x[−1] ⊗ x[0].
Denition B.1.5. An ∗-algebra X is called a (right-left) Yetter-Drinfeld ∗-algebra if
x[−1]h(1) ⊗ x[0] C h(2) = h(2)(xC h(1))[−1] ⊗ (xC h(1))[0] (B.3)
for all h ∈ H , x ∈ X .
The equality (B.3) is called the Yetter-Drinfeld condition for (X,C, δ) and denoted as
(X,B, δ) ∈ HYDH for saying that X is a (right-left) Yetter-Drinfeld ∗-algebra. We give
another equivalent condition:
Proposition B.1.6. The ∗-algebra X is a (right-left) Yetter-Drinfeld ∗-algebra if and only
if
δ(xC h) = S−1(h(3))x[−1]h(1) ⊗ x[0] C h(2) (B.4)
for all h ∈ H , x ∈ X .
Let (X,B, δ) ∈ HYDH , and consider the linear map
τX : X ⊗X → X ⊗X, x⊗ y 7→ (y C x[−1])⊗ x[0]
Denition B.1.7. A (right-left) Yetter-Drinfeld ∗-algebra (X,B, δ) is called braided com-
mutative if mX ◦ τX = mX , where mX : X ⊗X → X is the multiplication map of X ,
i.e. if
xy = (y C x[−1])x[0]
for all x, y ∈ X .
Proposition B.1.8. A (right-left) Yetter-Drinfeld ∗-algebra (X,B, δ) is braided commu-
tative if and only if
xy = y[0](xC S(y[−1])) (B.5)
for all x, y ∈ X
Proof The proof is similar to the one of Proposition B.1.4.
B.2 Yetter-Drinfeld ∗-algebras over multiplier Hopf ∗-
algebras
Let (H,∆) be a multiplier Hopf ∗-algebra and X be a non-degenerate ∗-algebra.
160 APPENDIX B
B.2.1 (Left-left) Yetter-Drinfeld ∗-algebras
Consider a unital left action B : H ⊗X → X and a left coaction δ : X →M(H ⊗X)
denoted by x 7→ x[−1] ⊗ x[0] in the sense
x[−1]h⊗ x[0] = δ(x)(h⊗ 1M(X)), or hx[−1] ⊗ x[0] = (h⊗ 1M(X))δ(x)
for all h ∈ H and x ∈ X .
Denition B.2.1 (Denition 2.1, [Del07]). The ∗-algebra X is called a (left-left) Yetter-
Drinfeld ∗-algebra if
h(1)x[−1]h′ ⊗ h(2) B x[0] = (h(1) B x)[−1]h(2)h′ ⊗ (h(1) B x)[0] (B.6)
for all h, h′ ∈ H , x ∈ X .
The equality (B.6) is called the Yetter-Drinfeld condition for (X,B, δ) and denoted as
(X,B, δ) ∈ HHYD for saying that X is a (left-left) Yetter-Drinfeld ∗-algebra. We give
another equivalent condition:
Proposition B.2.2. The ∗-algebraX is a (left-left) Yetter-Drinfeld ∗-algebra if and only if
δ(hB x)(h′ ⊗ 1M(X)) = h(1)x[−1]S(h(3))h′ ⊗ h(2) B x[0] (B.7)
for all h, h′ ∈ H , x ∈ X .
Proof
(⇒) Fix h, h′ ∈ H and x ∈ X , because there is hx ∈ H such that hx B x = x, then
h(1)x[−1]S(h(3))h′ ⊗ h(2) B x[0] = (m◦ ⊗ id)(S(h(3))h′ ⊗ h(1)x[−1] ⊗ h(2) B x[0])
= (m◦ ⊗ id)(S(h(3))h′ ⊗ (h(1) B x)[−1]h(2) ⊗ (h(1) B x)[0])
= (h(1) B x)[−1]h(2)S(h(3))h′ ⊗ (h(1) B x)[0]
= ε(h(2))δ(h(1) B x)(h′ ⊗ 1M(X))
= δ(h(1)hxε(h(2))B x)(h′ ⊗ 1M(X))
= δ(hB x)(h′ ⊗ 1M(X))
(⇐) Fix h, h′ ∈ H and x ∈ X , because there are hx ∈ H such that hx B x = x and
h′′ ∈ H such that h′′h(2)h′ = h(2)h′, then
(h(1) B x)[−1]h(2)h′ ⊗ (h(1) B x)[0] = (h(1)hx B x)[−1]h′′h(2)h′ ⊗ (h(1)hx B x)[0]
= (m◦ ⊗ id)(h(2)h′ ⊗ δ(h(1) B x)(h′′ ⊗ 1M(X)))
= (m◦ ⊗ id)(h(2)h′ ⊗ h(1)(1)x[−1]S(h(1)(3))h′′ ⊗ h(1)(2) B x[0])
= h(1)(1)x[−1]S(h(1)(3))h(2)h
′ ⊗ h(1)(2) B x[0]
= h(1)x[−1]S(h(3)(1))h(3)(2)h
′ ⊗ h(2) B x[0]
= h(1)x[−1]h′ ⊗ ε(h(3))h(2) B x[0]
= h(1)x[−1]h′ ⊗ h(2) B x[0]
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B.2.2 (Right-left) Yetter-Drinfeld ∗-algebras
Consider a unital right actionC : X⊗H → X and a left coaction δ : X →M(H⊗X),
denoted by x 7→ x[−1] ⊗ x[0].
Denition B.2.3. The ∗-algebra X is called a (right-left) Yetter-Drinfeld ∗-algebra if
h′x[−1]h(1) ⊗ x[0] C h(2) = h′h(2)(xC h(1))[−1] ⊗ (xC h(1))[0] (B.8)
for all h, h′ ∈ H , x ∈ X .
Proposition B.2.4. The ∗-algebra X is a (right-left) Yetter-Drinfeld ∗-algebra if and only
if
δ(xC h)(h′ ⊗ 1M(X)) = S−1(h(3))x[−1]h(1)h′ ⊗ x[0] C h(2) (B.9)
for all h, h′ ∈ H , x ∈ X .
Proof The proof is similar to the one of Proposition B.2.2.
B.3 Yetter-Drinfeld ∗-algebras over algebraic quantum
groups
LetG = (A,∆, ϕ) be an algebraic quantum group, Ĝ = (Â, ∆̂cop, ψ̂) be its dual andU be
the algebraic multiplicative unitary of G. Consider a left coaction α : X →M(A⊗X)
ofG on X denoted by x 7→ x[−1]⊗ x[0], and a left coaction δ : X →M(Â⊗X) of Ĝ on
X denoted by x 7→ x[−1] ⊗ x[0].
Denition B.3.1. We say that the triple (X,α, δ) is a G-Yetter-Drinfeld ∗-algebra if
(idM(Â) ⊗ α) ◦ δ = (Σ⊗ idX) ◦ (Ad(U)⊗ idX) ◦ (idM(A) ⊗ δ) ◦ α. (B.10)
Indeed, the diagram
X
δ //
α

M(Â⊗X)
idM(Â)⊗α
//M(Â⊗ A⊗X)
M(A⊗X)
idM(A)⊗δ
//M(A⊗ Â⊗X)
Ad(U)⊗idX
//M(A⊗ Â⊗X)
Σ⊗idX
OO
is commutative.
This denition is equivalent to the classical one.
Proposition B.3.2. (X,α, δ) is a G-Yetter-Drinfeld ∗-algebra if and only if (X,Cδ, α) is
a (right-left) Yetter-Drinfeld ∗-algebra over the multiplier Hopf ∗-algebra (A◦,∆◦). Here
Cδ : X ⊗ Aop → X, x⊗ aop 7→ (a⊗ id)(δ(x))
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is the action of the multiplier Hopf ∗-algebra (Aop,∆op) onX generated by δ and we regard
the left coaction α as the map X →M((Aop)op ⊗X), x 7→ xop[1] ⊗ x[0].
Proof Fix a ∈ A and x ∈ X . It is obvious that
α(xCδaop) = ( op⊗id⊗id)((aop⊗id⊗id)((id⊗α)δ(x))) = (a⊗id⊗id)((id⊗α)δ(x)).
Now, if we use the notation y ⊗ z = δ(x[0]), then by Lemma 2.4.10
(Sop)−1(aop(3))x
op
[−1]a
op
(1) ⊗ x[0] Cδ aop(2) = S(a(3))opxop[−1]aop(1) ⊗ (a(2) ⊗ id)(y ⊗ z)
= S(a(3))
opxop[−1]a
op
(1)a(2)(y)⊗ z
= S(a(3))
opxop[−1](id⊗ y)(∆op(aop(1)))⊗ z
= ((id⊗ y)(∆(a(1)))x[−1]S(a(2)))op ⊗ z
= ( op ⊗ id)((id⊗ a)(U(x[−1] ⊗ y)U−1)⊗ z)
= ( op ⊗ id)((id⊗ a)(Ad(U)(x[−1] ⊗ y))⊗ z)
= (a⊗ id⊗ id)(Σ⊗ id)(Ad(U)⊗ id)((id⊗ δ)α(x)).
This implies that the equality
α(xCδ aop) = (Sop)−1(aop(3))x
op
[−1]a
op
(1) ⊗ x[0] Cδ aop(2)
holds for all ω ∈ Â and x ∈ X if and only if
(id⊗ α) ◦ δ = (Σ⊗ id) ◦ (Ad(U)⊗ id) ◦ (id⊗ δ) ◦ α
In a similar way, we can dene Yetter-Drinfeld ∗-algebras over Ĝ. Consider a left coaction
δ : X → M(Â ⊗ X) of Ĝ on X , denoted by x 7→ x[−1] ⊗ x[0], and a left coaction
α : X →M(A⊗X) of ̂̂G on X , denoted by x 7→ x[−1] ⊗ x[0].
Denition B.3.3. We say that the triple (X, δ, α) is a Ĝ-Yetter-Drinfeld ∗-algebra if
(idM(Â) ⊗ δ) ◦ α = (Σ⊗ idX) ◦ (Ad(Û)⊗ idX) ◦ (idM(A) ⊗ α) ◦ δ. (B.11)
Indeed, the diagram
X
α //
δ

M(A⊗X) idM(A)⊗δ //M(A⊗ Â⊗X)
M(Â⊗X)
idM(Â)⊗α
//M(Â⊗ A⊗X)
Ad(Û)⊗idX
//M(Â⊗ A⊗X)
Σ⊗idX
OO
is commutative.
We show now that our new denition is equivalent to the classical one.
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Proposition B.3.4. (X, δ, α) is a Ĝ-Yetter-Drinfeld ∗-algebra if and only if (X,Cα, δ¯) is
a right-left Yetter-Drinfeld ∗-algebra over the multiplier Hopf ∗-algebra (Â, ∆̂). Here
Cα : X ⊗ Â→ X, x⊗ ω 7→ (ω ⊗ id)(α(x))
is the action of the multiplier Hopf ∗-algebra (Â, ∆̂) on X generated by α and
δ¯ : X →M((Â)◦ ⊗X), x 7→ (Ŝ−1 ⊗ id)(δ(x))
is the left coaction of the multiplier Hopf ∗-algebra ((Â)op, ∆̂op) on X .
Proof Fix ω ∈ Â and x ∈ X . It is obvious that
δ¯(xCα ω) = (ω ⊗ Ŝ−1 ⊗ id)((id⊗ δ)α(x)).
Now, if we use the notation y ⊗ z = α(x[0]), then by Lemma 2.4.11
Ŝ−1(ω(3)) · Ŝ−1(x[−1]) · ω(1) ⊗ x[0] Cα ω(2) = Ŝ−1(ω(3)) · Ŝ−1(x[−1]) · ω(1) ⊗ (ω(2) ⊗ id)(y ⊗ z)
= Ŝ−1(ω(3))y(ω(2)) · Ŝ−1(x[−1]) · ω(1) ⊗ z
= Ŝ−1((y ⊗ id)(∆̂(ω(2)))) · Ŝ−1(x[−1]) · ω(1) ⊗ z
= Ŝ−1(Ŝ(ω(1)) · x[−1] · (y ⊗ id)(∆̂(ω(2))))⊗ z
= Ŝ−1((id⊗ ω)(Û(x[−1] ⊗ y)Û−1))⊗ z
= (Ŝ−1 ⊗ ω)(Ad(Û)(x[−1] ⊗ y))⊗ z
= (ω ⊗ Ŝ−1 ⊗ id)(Σ⊗ id)(Ad(Û)⊗ id)((id⊗ α)δ(x)).
This implies that the equality
δ¯(xCα ω) = Ŝ−1(ω(3)) · Ŝ−1(x[−1]) · ω(1) ⊗ x[0] Cα ω(2)
holds for all a ∈ A and x ∈ X if and only if
(id⊗ δ) ◦ α = (Σ⊗ id) ◦ (Ad(Û)⊗ id) ◦ (id⊗ α) ◦ δ
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Appendix C
Algebraic crossed product for actions of AQG
C.1 The case of actions of G
Let α : X → M(A ⊗ X) be a left coaction of G on an algebra X . We know that the
algebraic crossed product for α is
Gnα X = span{(ω ⊗ 1)α(x) : x ∈ X,ω ∈ Â} ⊆ M(ÂA⊗X).
Now, consider α◦ : Xop → M(A ⊗ Xop), the left coaction of G◦ = (A,∆cop, ϕ ◦ S)
on Xop (called the opposite coaction of α) dened by α◦(xop) = (S ⊗ op)(α(x)), its dual
action is the right action of the regular multiplier Hopf algebra ((Â)op, ∆̂op) on Xop:
Cα◦ : Xop ⊗ (Â)op → Xop, xop ⊗ ωop 7→ (ω ⊗ id)(α◦(xop))
Also, we can take the left action of the multiplier Hopf algebra (Â, ∆̂) on Xop dened
by
Bα◦ : Â⊗Xop → Xop, ω ⊗ xop 7→ (ω ⊗ id)(α◦(xop))
Remark 96. Observe that
ω Bα◦ xop = xop Cα◦ ωop = (xCα Ŝ(ω))op,
for all ω ∈ Â and x ∈ X .
The smash product of (Â)op and Xop with respect to the left action Cα◦ is dened by
(Â)op #Xop := span{ωop #xop : (ωop #xop)(θop # yop) = ωop·θop(1) # (xCαŜ(θ(2)))opyop }
and the smash product of Xop and Â with respect to the left action Bα◦ is dened by
Xop # Â := span{xop #ω : (xop #ω)(yop # θ) = xop(y Cα Ŝ(ω(1)))op #ω(2) · θ }.
Moreover, there is a relation between the smash products (Â)op #Xop, Xop # Â and
Â#X :
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Proposition C.1.1. The linear map
τ : Xop # Â→ (Â#X)op, xop #ω 7→ (Ŝ(ω) #x)op
is an isomorphism.
Proof We have,
τ((xop #ω)(yop # θ)) = τ(xop(ω(1) Bα◦ yop) #ω(2) · θ)
= τ(xop(y Cα Ŝ(ω(1)))op #ω(2) · θ)
= (Ŝ(θ) · Ŝ(ω(2)) # (y Cα Ŝ(ω(1))x))op
= ((Ŝ(θ) # y)(Ŝ(ω) #x))op
= τ(xop #ω)τ2(y
op # θ)
for all x, y ∈ X and ω, θ ∈ Â.
Remark 97. We will use the following
B : ((Â)opAcop ⊗Xop)⊗ (A⊗X) → A⊗X
(ωopa⊗ xop)⊗ (b⊗ y) 7→ (id⊗ Ŝ−1(ω))(∆(b))a⊗ yx
and
C : (A⊗X)⊗ ((Â)opAcop ⊗Xop) → A⊗X
(b⊗ y)⊗ (ωopa⊗ xop) 7→ (id⊗ ω)(∆(b))a⊗ xy
Lemma C.1.2. We have
α◦(xop)(ωop ⊗ 1) = (S(x[−1])ωop ⊗ 1)α◦(xop[0])
inM((Â)opAcop ⊗X◦).
Proof
(a⊗ y)C α◦(x◦)(ω◦ ⊗ id) = (aS(x[−1])⊗ x[0]y)C (ω◦ ⊗ id)
= (id⊗ ω)(aS(x[−1]))⊗ x[0]y
= a(1)S(x[−1](2))ω(a(2)S(x[−1](1)))⊗ x[0]y
= a(1)S(x[0][−1])ω(a(2)S(x[−1]))⊗ x[0][0]y
= (a(1)S(x[−1])ω(a(2))⊗ y)C α◦(x◦[0])
= ((a⊗ y)C (S(x[−1])ω◦ ⊗ id))C α◦(x◦[0])
= (a⊗ y)C ((S(x[−1])ω◦ ⊗ id)α◦(x◦[0]))
Then, the algebraic crossed product is
G◦ nα◦ Xop := span{(ωop ⊗ 1)α◦(xop) : x ∈ X,ω ∈ Â} ⊆ M((Â)opAcop ⊗Xop).
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Proposition C.1.3. We have the isomorphism
Θ : Xop # Â→ G◦ nα◦ Xop, xop #ω 7→ (ωop ⊗ 1)α◦(xop)
Proof Follows from the Lemma above.
Proposition C.1.4. We have the anti-isomorphism
Gnα X // Â#X // Xop # Â // G◦ nα◦ Xop
(ω ⊗ 1)α(x)  // ω#x  // x◦# Ŝ−1(ω)  // (Ŝ−1(ω)◦ ⊗ 1)α◦(x◦)
Proof Follows from Lemma C.1.1 and the Proposition above.
C.2 The case of actions of Ĝ
Let α̂ : X → M(Â ⊗ X) be a left coaction of Ĝ on an algebra X . Consider the left
coaction α̂◦ : Xop → M(Â ⊗ Xop) of (Ĝ)◦ = (Â, ∆̂, ϕ̂) on Xop dened by α̂◦(xop) =
(Ŝ−1 ⊗ op)(α̂(x)). If we denote H := (Ĝ)◦ = (B,∆B, ϕB), λ := α̂◦ and Y := Xop,
then λ : Y →M(B ⊗ Y ) is a left coaction of H on Y and if we consider again the left
coaction λ◦ : Y op →M(B ⊗ Y op) of H◦ = Ĝ on Y ◦ = X , we see that λ◦ = α̂ because
λ◦(yop) = (SB ⊗ op)(λ(y)) = (Ŝ ⊗ op)(Ŝ−1 ⊗ op)(α̂(x)) = α̂(x)
if x = y◦. Then, we can obtain
Ĝ nα̂ X = H◦ nλ◦ Y op = span{(aop ⊗ 1)α̂(x) : x ∈ X, a ∈ A} ⊆ M(Aop(Â)cop ⊗X)
(Ĝ)◦ nα̂◦ X◦ = Hnλ Y = span{(a⊗ 1)α̂◦(xop) : x ∈ X,ω ∈ Â} ⊆ M(AÂ⊗Xop).
Proposition C.2.1. We have the next important anti-isomorphism
Ĝ nα̂ X // A◦#X // X◦#A // Ĝ◦ nα̂◦ X◦
(a◦ ⊗ 1)α̂(x)  // a◦#x  // x◦#S(a)  // (S(a)⊗ 1)α̂◦(x◦)
Proof Similar to Proposicion C.1.4.
Remark 98. Recall that (Aop,∆op) is the regular multiplier Hopf algebra with antipode
Sop(aop) := (S−1(a))op.
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Â#X The smash product of Â and X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Gnα X The crossed product of G and X using the action α . . . . . . . . . . . . . . . . . . . 69
α˜ The dual action of α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
µ˜ The dual functional of µ by the action α . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
(X,α, α̂) A G-Yetter-Drinfeld ∗-algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
E,F, · · · Right Hilbert C∗-modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
X ′ The commutant of X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
[Y ] The closed linear span of Y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
| · 〉, 〈 · | The ket-bra notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
H,K,H,K Hilbert spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
⊗ Spatial tensor product when we work with C∗-algebras or tensor product
of Hilbert spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5 , 4 Relative tensor products of right Hilbert C∗-modules . . . . . . . . . . . . . . . . 110
(L2G,Λ) A GNS-pair for the left integral ϕ of the algebraic quantum group G . . 113
Ar The C∗-algebra of the C∗-algebraic quantum group Gr . . . . . . . . . . . . . . 114
Gr The reduced C∗-algebraic quantum group associated with G . . . . . . . . . 114
∆r The comultiplication of the C∗-algebraic quantum group Gr . . . . . . . . . 114
pir The ∗-representation of G associated with the GNS-pair (L2G,Λ) . . . . . 114
Gu The universal C∗-algebraic quantum group associated with G . . . . . . . . 117
A,B,C C∗-algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
a, b, c C∗-bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
b† The opposite C∗-base of b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
HE A C∗-module over a C∗-base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
⊗
b
Relative tensor product over the C∗-base b . . . . . . . . . . . . . . . . . . . . . . . . . . 122
EHF A C∗-bimodule over C∗-bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
∗
b
Fiber product over the C∗-base b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
AF,EH A C∗-algebra over C∗-bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
(AF,EH ,∆A) Hilbert C∗-module over a C∗-base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128


Groupoïdes quantiques de transformations : une approche
algébrique et analytique
Résumé : Cette thèse porte sur la construction d’une famille de groupoïdes quantiques
de transformations qui dans le cadre algébrique sont des algébroïdes de Hopf de mul-
tiplicateurs mesurés au sens de Timmermann et Van Daele et qui dans le cadre des al-
gèbres d’opérateurs sont des C∗-bimodules de Hopf sur une C∗-base au sens de Tim-
mermann. Dans le contexte purement algébrique, nous dénissons d’abord une algèbre
involutive de Yetter-Drinfeld tressée commutative sur un groupe quantique algébrique
au sens de Van Daele et une intégrale de Yetter-Drinfeld sur elle. En utilisant ces objets
nous construisons après un algébroide de Hopf de multiplicateurs involutif mesuré, ce
nouvel objet nous l’appellons groupoïde quantique algébrique de transformations. Pour
être capables de passer au cadre des algèbres d’opérateurs, nous donnons des condi-
tions sur l’intégral de Yetter-Drinfeld qui vont nous permettre d’utiliser la construction
Gelfand–Naimark–Segal pour étendre tous nos objets purement algébriques en des ob-
jets C∗-algébriques. Dans ce contexte, notre construction se fait d’une manière similaire
à celle présentée dans le travail de Enock et Timmermann, nous obtenons un nouvel objet
mathématique que nous appellons un groupoïde quantique C∗-algébrique de transforma-
tions, qui est déni en utilisant le langage des C∗-bimodules de Hopf sur une C∗-base.
Mots-clés. Groupoïde de transformations, Groupe quantique, Groupoïde quantique,
Algébroïde de Hopf de multiplicateurs, Algèbre de Yetter-Drinfeld, Tressée commutative,
C∗-bimodule de Hopf.
***
Quantum transformation groupoids: An algebraic and analytical
approach
Abstract: This thesis is concerned with the construction of a family of quantum trans-
formation groupoids in the algebraic framework in the form of the measured multiplier
Hopf ∗-algebroids in the sense of Timmermann and Van Daele and also in the context
of operator algebras in the form of Hopf C∗-bimodules on a C∗-base in the sense of
Timmermann. In the purely algebraic context, we rst give a denition of a braided
commutative Yetter-Drinfeld ∗-algebra over an algebraic quantum group in the sense
of Van Daele and a Yetter-Drinfeld integral on it. Then, using these objects we con-
struct a measured multiplier Hopf ∗-algebroid, we call to this new object an algebraic
quantum transformation groupoid. In order to pass to the operator algebra framework,
we give some conditions on the Yetter-Drinfeld integral inspired by the properties of
KMS-weights on C∗-algebras which will allow us to use the Gelfand–Naimark–Segal
construction to extend all the purely algebraic objects to the C∗-algebraic level. At this
level, we construct in a similar way to that used in the work of Enock and Timmermann,
a new mathematical object that we call aC∗-algebraic quantum transformation groupoid,
which is dened using the language of Hopf C∗-bimodules on C∗-bases.
Keywords. Transformation groupoid, Quantum group, Quantum groupoid, Multiplier
Hopf algebroid, Yetter-Drinfeld algebra, Braided commutative, Hopf C∗-bimodule.
