An information-spectrum approach is applied to solve the multiterminal source coding problem for correlated general sources, where sources may be nonstationary and/or nonergodic, and the distortion measure is arbitrary and may be nonadditive. A general formula for the rate-distortion region of the multiterminal source coding problem with the maximum distortion criterion under fixed-length coding is shown in this correspondence.
I. INTRODUCTION
In this correspondence, we study the classic problem in multiterminal rate-distortion theory, i.e., multiterminal source coding problem. In this problem, M (M ≥ 2) correlated general sources have to be compressed separately from each other in a lossy fashion, i.e., with respect to a fidelity criterion, and then decoded by the common decoder which has access to a side information source that is correlated with the sources to be compressed. This situation is illustrated in Fig. 1 , and it is also called distributed source coding. The well-known Slepian-Wolf coding problem and the Wyner-Ziv coding problem can be regarded as two special cases of this situation. These two special cases were solved in 1970's for stationary memoryless sources [1] , [2] , and later extended to the case of general sources [3] , [4] . However, for this general problem, no conclusive results are available to date. Even for the special case that the sources are memoryless and stationary and the distortion measure is additive, only inner and outer bounds are derived in [5] , [6] , etc. In this correspondence, we adopt an information-spectrum approach to solve this open problem for general sources under maximum distortion criterions. We obtain the rate-distortion region for correlated general sources, which is the main contribution of this correspondence.
The rest of this correspondence is organized as follows. In Section II, we first briefly introduce required notations and definitions in information-spectrum methods [7] , and then formally state the multiterminal source coding problem. In Section III, the main theorem concerning the rate-distortion region is presented and discussed. All the proofs are finally given in Section IV.
II. NOTATIONS AND DEFINITIONS
A general source X with alphabet X is characterize by an infinite sequence
of n-dimensional random variables X n taking values in the n-th Cartesian product X n , and in this correspondence, all the alphabets are assumed to be finite. Specifically, for M (M ≥ 2) correlated general sources, each general source X m (1 ≤ m ≤ M ) with alphabet X m is an infinite sequence denoted by
and the whole group of correlated general sources is denoted by (X m ) m∈IM , where I M denotes the set {1, 2, · · · , M }.
Analogously, any part of (X m ) m∈IM is denoted by (X m ) m∈A , where A ⊆ I M . In most situations, A is also assumed to be an ordered set, hence (X m ) m∈A is virtually a vector. Similar notations apply to any related quantities or functions, e.g., (X n m ) m∈A and (f (m) (X n m )) m∈A . For a sequence of real random variables {Z n } ∞ n=1 , the limit superior in probability p-lim sup n→∞ Z n and limit inferior in probability p-lim inf n→∞ Z n are defined by respectively. Then for general sources X, Y ,X andŶ , the spectral sup-entropy rate H(X), the spectral conditional supentropy rate H(X|Y ), the spectral sup-mutual information rate I(X; Y ), the spectral inf-mutual information rate I(X; Y ) and the spectral inf-divergence rate of X conditioned on Y with respect toX conditioned onŶ are defined respectively by
In this correspondence, all the logarithms are calculated to the natural base e. Also note that in these definitions, the general source can be replaced by a sequence of random variables with arbitrary alphabets, and we denote such a sequence by
, where Z n takes values in Z n . We also call it a general source. If a general source is a process, that is, it satisfies the consistency condition, the notation {X n } ∞ n=1 is then replaced by the usual notation {X i } ∞ i=1 for a process and X n = (X 1 , X 2 , · · · , X n ). If the processes (X, Y ) are stationary and ergodic, the quantities H(X), H(X|Y ), I(X; Y ) and I(X; Y ) are then given by
where
Moreover, if the stationary ergodic sources (X, Y ) are memoryless, we denote them by (X, Y ) for convenience, and
due to the memoryless property.
The multiterminal source coding system can be stated as follows. Given correlated general sources (X m ) m∈IM and the side information source S, the n-length source outputs (X n m ) m∈IM are separately encoded into a group of fixed-length codewords (φ 
. Accordingly the reproduced sequences form a group of general sources, namely, (Y m ) m∈IM with reproduction alphabets (Y m ) m∈IM . Here, the encoder (φ
and we denote the sequence {φ
(m) and φ respectively. The rate of each encoder
where |A| denotes the cardinality of the set A. The decoder (ψ
and we denote the sequence {ψ
by ψ (m) and ψ respectively.
Next, let us define a general distortion measure.
where K is a positive constant integer and
Then the fixed-length coding problem under the maximum distortion criterion is formulated as follows.
is f m-achievable if and only if there exists a sequence (φ, ψ) of fixed-length codes such that
Here, for any (
Accordingly, the f m-rate-distortion region and f m-distortion-rate region are defined respectively by
The fixed-length coding problem under the average distortion criterion can be defined analogously. A rate-distortion tuple
is f a-achievable if and only if there exists a sequence (φ, ψ) of fixed-length codes such that
It can be easily shown that f m-achievability always implies f a-achievability for bounded distortion measures, and that f aachievability implies f m-achievability for those bounded distortion measures satisfying (25) defined in Section III when the sources are stationary and memoryless.
III. MAIN RESULTS
In this section, we investigate the sufficient and necessary condition on the f m-achievability of rate-distortion tuples, thus determining the f m-rate-distortion region and f m-distortion-rate region of multiterminal source coding for correlated general sources. The main result is stated in the following theorem and the proof is presented in Section IV.
Theorem 1: For correlated general sources (X m ) m∈IM , a side information source S and distortion measures (
for any nonempty set A ⊆ I M , where
Remark 1: In Theorem 1, we introduce a new quantity I |A| ((Z (m) ) m∈A ), which may be regarded as a generalized version of the spectral inf-mutual information rate. Also note that I |A| ((Z (m) ) m∈A ) = 0 when |A| = 1.
Remark 2:
The condition (9) may be loosened to the following one
with lim n→∞ α n = lim n→∞ β n = 1 (see Lemma 2 in Section IV).
By Theorem 1, the f m-rate-distortion region and f m-distortion-rate region are determined as follows.
and (Z (m) ) m∈IM denotes all general sources that satisfy the conditions (9) and (10) with some sequence h of functions h n .
The f m-distortion-rate region for a constant rate tuple
for some sequence h of functions h n , and (Z (m) ) m∈IM denotes all general sources that satisfy the conditions (9) and (11).
To have an insight into Theorem 1, we consider some special cases. First consider the case of one terminal with side information at the decoder, we then get the rate-distortion function of the Wyner-Ziv problem for general sources. and a sequence h = {h n } ∞ n=1 of functions defined by
and hence the infimum of the achievable rate for a constant distortion tuple (D k ) k∈IK is given by
where inf is over all Z and {h n } ∞ n=1 satisfying properties (16) and (17). Second, let us consider the case of two terminals without side information at the decoder. Then Theorem 1 is reduced to the following form.
is f m-achievable if and only if there exist general sources (Z (1) , Z (2) ) with alphabet {Z
and
If for each k ∈ I K , the distortion measure d
for all
is a nonnegative (measurable) function called memoryless distortion measure, then for stationary memoryless sources (X 1 , X 2 ), the sufficient condition given by [5] follows from Corollary 3.
Corollary 4 ([5, Theorem 6.1]):
For correlated stationary memoryless sources (X 1 , X 2 ) and memoryless distortion measure
The proof is easy and hence omitted here. Note that the memoryless distortion measures are bounded since the alphabets are finite, and the sources (X 1 , X 2 , Z 1 , Z 2 ) are jointly stationary and memoryless, which implies the validity of the law of large number or the ergodic theorem.
Though we have determined the whole f m-rate-distortion or f m-distortion-rate region for correlated general sources under the maximum distortion criterion, this does not mean that the multiterminal source coding problem has been solved. First, the f m-rate-distortion or f m-distortion-rate region in Corollary 1 are obviously incomputable in general. Second, even for the correlated memoryless sources, the single letter f m-rate-distortion (or f a-rate-distortion) region is still unknown. It seems that the usual treatment for memoryless sources or channels in information-spectrum methods can not be easily applied to this problem, and one of the difficulties is how to reduce the general function h n = (h (m) n ) m∈IM to a memoryless form if we do not use the method in [5] . But in any case, Theorem 1 does provide a very general sufficient condition. and it also gives some hints on the characterization of single letter rate-distortion region. Under the same settings of Corollary 4, we believe that for any f m-achievable rate-distortion tuple, there exits a pair of random variables (Z 1 , Z 2 ) which can be regarded as a mixture of infinite general sources satisfying the condition (9), and most of the general sources (with probability 1) achieve the same rate-distortion tuple.
Finally, let us turn our attention to the multiterminal source coding problem for the mixed sources as an application example of Theorem 1. For simplicity, we will consider the settings of Corollary 3, and we assume that the source pair is a mixed source pair.
Let (X 1α , X 2α ) and (X 1β , X 2β ) be two correlated general sources, and let us define a mixed source pair (X 1 , X 2 ) by
, where α > 0, β > 0 are constants such that α + β = 1. Then for this mixed source pair, we have the following corollary derived from Corollary 3.
Corollary 5: For given correlated mixed sources (X 1 , X 2 ) with component sources (X 1α , X 2α ) and (X 1β , X 2β ) and
n ) defined by
The proof is similar to the proof of Corollary 1 in [4] and hence omitted here. Lemma 3 and 4 in [4] are applied repeatedly in the proof.
IV. PROOFS OF THEOREMS
To prove Theorem 1, we first need to establish a series of lemmas.
be arbitrary general sources with alphabets X = {X n } ∞ n=1 and Y = {Y n } ∞ n=1 respectively, then we have
Proof: For any γ > 0,
Lemma 2 (An enhanced version of Lemma 1 in [4]):
be arbitrary general sources with alphabets U = {U n }, V = {V n } and W = {W n } respectively, and they satisfy
with lim n→∞ c n = 1. Now let {B n } ∞ n=1 be a sequence of arbitrary (measurable) sets in U n × W n such that
Then, for any γ > 0, there exits a sequence f = {f n } ∞ n=1 of functions f n : V n → W n such that
The proof of Theorem 1 relies heavily on Lemma 1 in [4] , but here we choose to present an enhanced version of Lemma 1 in [4] , and its proof is greatly simplified by applying Theorem 5.5.1 in [7] .
Proof: Let us define a distortion measure
for all v ∈ V n , w ∈ W n . Clearly, d n is bounded, and we have
by the condition (37). Then from the proof of the direct part of Theorem 5.5.1 in [7] , it follows that for any γ > 0, there
Finally, we have
where (a) follows from (36), and hence
The proof is completed.
Lemma 3: Let (X m ) m∈IM , S and (Z (m) ) m∈IM be arbitrary general sources satisfying (9). Now let {B n } ∞ n=1 be a sequence of arbitrary (measurable) sets
Then, for any γ 1 , γ 2 > 0, there exist a group of sequences (f (m) = {f
. Proof: Supposing that for a given J (0 ≤ J < M ), we have
for any nonempty set A ⊆ I M . Clearly, the above conditions hold trivially when J = 0, and the lemma corresponds to the case J = M . So to prove the lemma, we only need to show that the above conditions also hold for the case of J + 1.
. From (9), it follows that
hence we have
Next, we define
for all nonempty A ⊆ I M .
Clearly, by the definition (4) and (12), we have
and hence lim n→∞ Pr{(U n , W n ) ∈ C ′′ n } = 1. Then from Lemma 2, it follows that there exists a sequence
Hence, we have
Furthermore, Let A be any nonempty subset in I M . If J + 1 ∈ A, we have
Otherwise,
where (a) follows from the property of the limit inferior in probability, (b) follows from (42) and (45), and (c) from Lemma 1 and (40).
Analogously, if J + 1 ∈ A, we have
where (a) follows from the property of the limit inferior in probability, (b) follows from (43) and (45), and (c) from Lemma 1 and (41). In the same way, it can also be shown that
for the case of J + 1 ∈ A.
Therefore, the conditions (38), (39), (40) and (41) hold for J + 1. The lemma is hence proved by simply repeating the above argument M times. Now, we start to prove Theorem 1.
Proof of Theorem 1: 1) Direct Part: Let γ 1 , γ 2 , γ 3 and γ 4 be arbitrary positive real numbers. We define T
Clearly, by the condition (10), we have
Then by Lemma 3, we obtain a group of sequences (f
. Next, we specify the encoding and decoding procedures. We will present a pair of random encoding and decoding maps according to a given rate (R m ) m∈IM satisfying
for any nonempty set A ⊆ I M . 
Generation of random bins:
n (z (m) ) denote the index to which z (m) corresponds.
with respect to the m-th terminal is defined
n (x m )) m∈IM ), if there is one and only one (z
n ,
n (x m )) m∈IM ) is defined to be an arbitrary fixed element in m∈IM Y n m . If the source outputs (x m ) m∈IM of the m terminals together with the side information s satisfy the following conditions:
n .
Furthermore, we have
Next, we estimate the probability of error. Let us define the probability of error P (n)
Then, the P (n) e (Φ n , Ψ n ) can be bounded as follows:
Clearly, the first term in (52) can be bounded above by
n } and hence converges to zero by (46) and (51). As for the second term in (52), the event
Then we have
In order to estimate Pr{((X n m ) m∈IM , S n ) ∈ T 2 (Φ n , Ψ n )}, let us estimate each term in the summation (53). For each nonempty set B ⊆ I M , we have Finally, let us use the diagonal method to complete the proof. By repeating the above argument with replacing γ 1 by a sequence {γ 1 (i)} ∞ i=1 which satisfies γ 1 (1) ≥ γ 1 (2) ≥ · · · > 0 and γ 1 (i) → 0 as i → ∞, we can conclude that there exists a sequence {(φ n , ψ n )} ∞ n=1 of codes which satisfies
Therefore, the proof of the direct part is established.
2) Converse Part: Since the rate pair ((R m ) m∈IM , (D k ) k∈IK is achievable, there exits a sequence {(φ n , ψ n )} ∞ n=1 such that
Let us define the general sources (Z (m) ) m∈IM by Z (m) n = φ n (X n m ) (m ∈ I M ), then
holds for all n = 1, 2, · · ·. Besides, let us define h n = ψ n , then we have
Furthermore, for any γ > 0 and sufficiently large n, we have Therefore, the converse part is established.
