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Introdution
0.1 Problématique
Que e soit en prospetion pétrolière, en prodution d'énergie nuléaire, en médeine, ou pour
onserver une oeuvre d'art, il n'est souvent pas possible d'eetuer des mesures diretes pour des
raisons de oût, de séurité ou de santé. Les pratiiens privilégient alors des mesures non intrusives.
Plusieurs tehniques existent et l'une d'elles onsiste à élairer l'objet par une onde et à réupérer
des mesures sur la frontière de elui-i.
En théorie du problème inverse, il est souvent armé qu'il n'est pas possible de déterminer
les aratéristiques d'un objet dont la dimension aratéristique est plus petite que la longueur
d'onde. Cette armation n'est pas omplètement fondée. Les mathématiiens appliqués ont par
exemple développé des méthodes pour déteter des petites hétérogénéités pour les problèmes de
propagation d'ondes. Nous pouvons par exemple iter la méthode MUSIC, voir [29℄. Cette méthode
est basée sur une modélisation par soure pontuelle des petites hétérogénéités et sur le modèle de
Foldy-Lax, voir [33℄ et [11℄, pour prendre en ompte leur interation. Bien qu'il existe des travaux
d'analyse asymptotique qui s'intéressent à l'eet d'une petite perturbation géométrique pour les
problèmes elliptiques ou quasi-elliptiques, voir [42℄, [28℄, [35℄, [41℄ et [12℄, e n'est pas le as pour
les problèmes de propagation d'ondes en régime temporel.
Nous nous sommes xés deux objetifs lors de ette thèse. Premièrement, nous avons voulu
donner une base théorique pour les problèmes de perturbation géométrique singulière dans le as
des problèmes de propagation d'ondes. Deuxièmement, nous proposons des modèles réduits d'ordre
élevé pour la modélisation par soure pontuelle. Nous pensons avoir un impat sur les appliations
suivantes :
Appliation à la prospetion pétrolière. La prospetion pétrolière est en pratique basée sur
l'étude de la propagation d'ondes élastiques dans la roûte terrestre, générée par des soures explo-
sives qui engendrent des ondes transitoires. L'étude de sismographes et l'utilisation de méthodes
lassiques de alul numérique permettent de déteter des hamps pétroliers dont la longueur ar-
atéristique est supérieure à la longueur d'onde. L'exploitation de gisements de pétrole de petite
taille, jusque là onsidérée non rentable, est maintenant envisagée par l'industrie pétrolière du fait
de la forte augmentation du prix du pétrole.
Appliation à l'imagerie médiale. L'imagerie médiale est ouramment utilisée pour la dé-
tetion de tumeurs. La détetion des tumeurs de petite taille permet un diagnosti préoe et
améliore le pronosti pour les patients. D'autre part, les temps d'exposition et l'intensité du signal
sont enadrés an d'assurer une ertaine séurité au patient.
Utiliser des ondes en domaine transitoire permet de limiter la durée de l'examen.
Ce premier hapitre a pour objetif de présenter le problème onsidéré, la méthode des développe-
ments asymptotiques raordés et d'expliiter le développement asymptotique à l'ordre 2 de notre
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solution.
0.2 Desription du problème onsidéré
Nous nous intéressons à la propagation d'ondes aoustiques dans un domaine omportant des
petites hétérogénéités. Nous sommes en domaine temporel et nous travaillons en 3D ('est à dire
que nous travaillons ave quatre dimensions : trois pour l'espae et une pour le temps). Dénissons
un peu plus en détails e que petit obstale signie. Notons ε le rayon de la boule dans laquelle




Figure 1  Contexte d'étude
obstales dont leur rayon vérie (1)
ε≪ λ. (1)
C'est e que nous appellerons la ondition asymptotique. Nous verrons dans le adre de la thèse
le as d'un seul obstale au sein du domaine. La généralisation au as de plusieurs obstales peut
être déduit des résultats présents dans ette thèse.





ave ω la pulsation et c la élérité de l'onde, la notion de longueur d'onde en régime temporel est




Cette transformée permet de passer du régime temporel au régime fréquentiel et nous obtenons un
signal qui peut prendre l'allure illustrée dans la gure 2.
Les longueurs d'ondes λ ∈ [λmin,λmax] du signal sont dénies à partir des pulsations ω ∈
[ωmin, ωmax] pour lesquelles la transformée de Fourier du signal û n'est pas négligeable. Lorsque
λmin est prohe de λmax, le signal est dit à faible bande, voir la gure 3, sinon il est dit à large
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ωmin ωmax
û(ω)
Figure 2  Signal à large bande
ωmin ωmax
û(ω)
Figure 3  Signal à faible bande
0.2.1 Domaine d'étude
Nous travaillons sur le domaine Ωε qui est l'extérieur de notre obstale que nous noterons ωε.
Expliquons un peu es deux notations. L'obstale ωε est un obstale autosimilaire, 'est à dire
qu'il est obtenu en multipliant une forme B̂ (ne dépendant pas de ε) par ε, voir gure 4.










Figure 4  Obstale autosimilaire
Remarque 0.2. Puisque ε est plus petit que 1, ωε est une version réduite de B̂.
Remarque 0.3. Notre obstale ωε dépend de ε, 'est pourquoi ε apparaît dans sa notation. Nous
dirons aussi que ε est la longueur aratéristique de l'élément.
Remarque 0.4. Notre obstale est entré en l'origine, remarquons que nous pouvons toujours
nous ramener à e as par une translation.
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Revenons à notre domaine d'étude Ωε, nous avons
Ωε := R
3 \ ωε. (6)






Figure 5  Domaine Ωε
Remarque 0.5. Le domaine Ωε est déni omme l'extérieur de l'obstale ωε, e dernier dépend
de ε, d'où Ωε aussi, e qui explique ette notation.
0.2.2 Problème onsidéré
Nous allons à présent dérire le problème onsidéré en détails. Commençons par rappeler
l'équation des ondes aoustiques
c2∆ũε(x, t)− ∂2t ũε(x, t) = f(x, t), (7)
ave x ∈ Ωε, c la élérité de l'onde, f ∈ C∞(R3 × R) le terme soure et t > 0.
Remarque 0.6. Il n'est pas néessaire d'avoir f aussi régulière, nous pouvons très bien développer
la théorie dans le as f ontinue en temps et à valeurs L2(Ωε).
Remarque 0.7. Nous avons noté la solution de l'équation ũε ar la solution dépend du domaine
Ωε qui lui même dépend de ε. En eet, nous pouvons failement onevoir que la solution sera
diérente si nous hangeons la taille de notre obstale.








un élément de R3.
Nous allons ajouter des onditions de Dirihlet ou de Neumann sur la frontière de notre obstale
notée Γωε
ũε(x, t) = 0, x ∈ Γωε , t > 0, (8)
ou
∂nũε(x, t) = 0, x ∈ Γωε , t > 0. (9)
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ũε(x, 0) = 0,
∂tũε(x, 0) = 0.
(10)





, ∀t ≥ 0. (11)
Remarque 0.9. Comme le support ne dépend pas de ε, pour ε assez petit, la distane de l'origine
au support est très grande devant ε.
En pratique, l'obstale est xé, il faut don prendre f susamment éloignée de l'origine.
An de résoudre e problème, nous avons déidé d'utiliser la méthode des développements
asymptotiques raordés que nous allons dérire dans la setion 0.3.
0.3 La méthode des développements asymptotiques raordés
Dans ette partie, nous allons d'abord dérire pourquoi nous utilisons ette méthode, puis,
nous détaillerons son fontionnement.
0.3.1 Diultés numériques pour traiter les petits détails géométriques
La présene de petits détails géométriques dans le domaine de alul provoque de nombreuses
diultés numériques. Premièrement, il faut adapter la taille δx du maillage en espae à la plus
petite longueur aratéristique (ii ε le rayon de la boule ontenant l'obstale). Nous devons
respeter la relation suivante
δx < Cte ε. (12)
La onstante Cte a été introduite ar il faut mailler la géométrique de taille ε. Par exemple, pour
une boule de rayon ε, il faut que δx <
ε
20
pour que la géométrie soit orretement disrétisée.
Lorsque nous voulons utiliser un maillage uniforme, ei introduit un très grand nombre de degrés
de libertés et don un oût de alul exorbitant.
Une solution onsiste à eetuer un ranement de maillage loal. Malheureusement, en régime
temporel, il est néessaire que le pas de temps vérie la ondition de Courant, Friedrihs et Lewy
(CFL). Cei introduit un pas de temps petit (de l'ordre de
ε
c
) et a pour onséquene d'augmenter
le oût de alul.
Deuxièmement, an d'éviter les phénomènes de dispersion numérique, il est néessaire de hoisir le
plus grand pas de temps vériant la ondition CFL. Cei est impossible dans un maillage ontenant
des mailles de tailles trop diérentes entre elles. Les numériiens ont développé voir par exemple
[19℄, [23℄, des méthodes de pas de temps loaux an de lutter ontre les phénomènes de dispersion.
Dans ette thèse, nous souhaitions développer des méthodes alternatives. Ces tehniques sont
eaes mais diiles à mettre en ÷uvre.
0.3.2 Dénition de modèles approhés adaptés au alul numérique par
l'analyse asymptotique
En parallèle de es méthodes purement numériques, les mathématiiens appliqués ont développé
des modèles approhés basés sur de l'analyse asymptotique. Dans notre domaine, la propagation
d'ondes, nous pouvons grossièrement séparer les diérentes méthodes en deux familles :
- l'analyse asymptotique régulière,
- l'analyse asymptotique singulière.
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Ces deux tehniques herhent à développer la solution, qui dépend d'un paramètre ε, sous la










Les fi sont les fontions de jauge, elles sont très souvent polynomiales
fi(ε) = ε
i. (14)
Dans le as de l'analyse asymptotique régulière, les termes ui du développement asymptotique
appartiennent au même espae fontionnel que la solution ũε, en général l'espae variationnel.
Pour l'analyse asymptotique régulière, le leteur pourra se référer par exemple à [2℄ et [8℄.
Dans le as de l'analyse asymptotique singulière, les termes ui du développement asymptotique
sont plus singuliers que la solution ũε. Pour l'analyse asymptotique singulière, nous pouvons iter
[13℄, [15℄, [30℄ et [42℄.
Dans le adre de ette thèse, nous utilisons la méthode des développements asymptotiques ra-
ordés qui fait partie de l'analyse asymptotique singulière. Notre objetif est de remplaer le petit
obstale par une soure pontuelle équivalente an de modéliser ave préision son interation ave
le milieu. Le petit paramètre ε n'apparaît plus omme une longueur géométrique mais omme une
amplitude de soure pontuelle. La disrétisation de e nouveau problème ne néessite plus de
ranement de maillage espae-temps.
0.3.3 Présentation de la méthode des développements asymptotiques
raordés
La méthode des développements asymptotiques raordés onsiste à onstruire deux diérents
développements (en hamp prohe et en hamp lointain) de ũε en variables rapides (près de
l'obstale) et en variables lentes (loin de l'obstale). A priori, auun de es développements n'est
déni sur tout le domaine. Ils doivent être raordés dans une zone intermédiaire.




du développement en hamp prohe ave les omportements asymptotiques quand x → 0 en hamp
lointain. Nous notons 0 = (0, 0, 0).
Pour résumer, nous pouvons dire que ette méthode se déroule en trois prinipales étapes :
- la première onsiste à dénir deux domaines ave un reouvrement. Nous verrons dans la partie
0.3.4 que nous aurons un domaine nommé hamp prohe, un autre hamp lointain et qu'il existe
un reouvrement entre es deux domaines que nous nommerons zone intermédiaire ou enore zone
de raord,
- lors de la seonde étape nous obtenons deux développements asymptotiques de la solution, un
en hamp prohe et un en hamp lointain, 'est e que nous verrons dans la setion 0.3.5,
- enn, nous raorderons les deux développements dans la zone intermédiaire an d'obtenir une
solution valide sur tout le domaine. Nous expliiterons e raord de façon formelle à la setion
0.3.6.
0.3.4 Dénition des deux domaines ave reouvrement
Nous avons un premier domaine que nous nommons domaine de hamp lointain. Il est déni
omme l'extérieur d'un voisinage de notre obstale. Prenons notre voisinage de la forme d'une
boule entrée en l'origine et de rayon ηf (ε)
Bηf (ε) := {x ∈ R3 : |x| < ηf (ε)}. (15)
Notons Ωfε notre domaine de hamp lointain, voir gure 6
Ωfε := R
3 \Bηf (ε). (16)
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Figure 6  Domaine de hamp lointain Ωfε
Remarque 0.11. Nous verrons plus tard que la longueur ηf (ε) aratérise la zone de validité du
hamp lointain.
Le seond domaine (d'introdution ar l'ordre n'a pas d'importane) est le domaine de hamp






Figure 7  Domaine de hamp prohe Ωnε
qui sert à dérire les phénomènes physiques ayant lieu au voisinage de elui-i
Ωnε := Bηn(ε) \ ωε, (17)
ave Bηn(ε) = {x ∈ R3 : |x| < ηn(ε)}, ωε notre obstale et ηn(ε) une distane.
Remarque 0.12. Nous avons pris n omme indie pour désigner le domaine de hamp prohe
(near-eld).
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Remarque 0.13. La distane ηn(ε) aratérise la zone de validité du hamp prohe. Elle dépend
de ε.
Enn, dénissons la zone de raord. Ce reouvrement existe si et seulement si la ondition
suivante est respetée
ηf (ε) < ηn(ε). (18)
Dans e as, nous notons C
ηn(ε)
ηf (ε)




:= {x ∈ R3 : ηf (ε) ≤ |x| ≤ ηn(ε)}. (19)






Figure 8  Zone de raord
Remarque 0.14. Nous avons pris m omme indie pour la zone de reouvrement (mathing
zone).




ε ∩Ωnε . (20)
Cei signie que dans la zone de raord, les points de vue de hamp lointain et de hamp prohe





\ Ωmε . (21)
Nous avons ainsi déni nos deux domaines ave reouvrement. An de naliser ette première


























0.3. LA MÉTHODE DES DÉVELOPPEMENTS ASYMPTOTIQUES RACCORDÉS 17
Commençons par le hamp lointain. La limite intéressante dans e as est la suivante
lim
ε→0
ηf (ε) = 0. (24)
Cei signie que le voisinage de notre obstale va disparaître lorsque ε tend vers 0, il ne restera
plus que l'origine, voir gure 9. Le domaine limite de hamp lointain est noté Ω⋆











Figure 9  Variation du hamp lointain lorsque ε tend vers 0





Puisque nous nous intéressons à des as asymptotiques, ε est plus petit que 1, e hangement de











Figure 10  Adimensionnement
Remarque 0.16. Cette étape de hangement de variables est aussi appelée adimensionnement.
En eet, X est sans unité.
Remarque 0.17. En faisant e hangement de variables, nous réobtenons la forme d'origine B̂
qui ne dépend plus de ε. En eet, rappelons que notre obstale ωε avait été onstruit en multipliant
B̂ par ε.
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Cei signie que notre domaine limite de hamp prohe noté Ω̂ sera
Ω̂ := R3 \ B̂, (28)










Figure 11  Variation du hamp prohe lorsque ε tend vers 0
Remarque 0.18. Puisque B̂ ne dépend pas de ε, la forme B̂ reste inhangée lorsque ε tend vers
0.
Enn, voyons omment varie la zone de raord lorsque ε tend vers 0. Pour la zone intermédi-
aire, nous pouvons soit être en variables x soit en variables X. Si nous raisonnons en variables x,
nous avons vu que Ωmε = C
ηn(ε)
ηf (ε)
















= {x ∈ R3 : ηf (ε) ≤ |x| ≤ ηn(ε)}. (30)




= {X ∈ R3 : ηf (ε)
ε
≤ |X| ≤ ηn(ε)
ε
}. (31)















Par onséquent, en variable X, la zone de raord est rapidement rejetée en l'inni.
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Conlusion
Nous avons déterminé nos deux domaines ave reouvrement et nous avons étudié leur om-
portement quand ε tend vers 0. Cei ahève la première étape de la méthode des développements
asymptotique raordés.
0.3.5 Développements formels en hamp prohe et en hamp lointain
Nous pouvons à présent onstruire deux développements de notre solution :
- un en hamp lointain que nous noterons uε,
- un en hamp prohe que nous noterons Uε pour se référer au hangement de variables X.
Développement asymptotique en hamp lointain
Le développement en hamp lointain est déni dans le domaine de hamp lointain Ωfε . Dans
ette setion, nous agissons de façon formelle sans nous préouper de la onvergene des séries
ar le but est d'expliquer la méthode des développements asymptotiques raordés. C'est pourquoi






ave ui des fontions dénies sur Ω
⋆ × R, ave Ω⋆ = R3 \ {0}.
Remarque 0.19. La série uε approhe notre solution exate ũε loin de l'obstale. Nous démon-
trerons e résultat au hapitre 4. En partiulier, nous montrerons que la série de hamp lointain
tronquée à l'ordre I approhe la solution exate ũε ave un reste de l'ordre du premier terme nég-
ligé, 'est à dire O
ε→0
(εI+1). Pour le moment, nous érivons ette série de façon formelle ar elle
n'est pas néessairement onvergente.
Remarque 0.20. Les fontions ui sont potentiellement singulières en l'origine. Insistons sur le
fait que ui ne dépend plus de ε. C'est très important ar une fois que nous aurons alulé les
fontions ui, nous pourrons failement obtenir uε, pour diérents ε, 'est à dire pour diérentes
tailles d'obstale.
Remarque 0.21. La fontion u0 est la limite formelle de uε dans la variable x
lim
ε→0
ũε(x, t) ∼ u0(x, t). (34)
Nous démontrerons au hapitre 4, plus préisément au théorème 4.1 que
max
t≤T





pour tout r⋆ > 0 et Bcr⋆ = R
3 \Br⋆.
Le développement asymptotique en hamp lointain approhe la solution exate loin de l'obsta-




c2∆ui(x, t) − ∂2t ui(x, t)
)
εi ∼ f(x, t). (36)
En identiant les termes de haque té de l'équation (36) nous avons
c2∆u0(x, t)− ∂2t u0(x, t) = f(x, t), (37)




ui(x, t) = 0. (38)
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De même, pour les onditions initiales nous obtenons
ui(x, 0) = 0 et ∂tui(x, 0) = 0. (39)
Nous avons nalement les problèmes suivants à résoudre. Trouver u0 : Ω




c2∆u0(x, t) − ∂2t u0(x, t) = f(x, t),
u0(x, 0) = 0, ∂tu0(x, 0) = 0,
(40)
et trouver ui : Ω







ui(x, t) = 0,
ui(x, 0) = 0, ∂tui(x, 0) = 0.
(41)
Information manquante du développement en hamp lointain
Ces problèmes ne sont pas bien posés ar les ui sont dénis que pour x ∈ Ω⋆ en espae,
'est à dire en dehors de l'origine. Leur résolution fait l'objet du hapitre 1. Il nous manque le
omportement des ui près de l'obstale. Plus préisément, nous devons déterminer leur singularité
en l'origine.
Développement asymptotique en hamp prohe





Le développement en hamp prohe est déni dans le domaine de hamp prohe Ωnε . Nous pouvons
développer la solution sous la forme suivante





ave Ui des fontions dénies sur Ω̂×R et Ω̂ = R3 \ B̂. Nous allons faire des remarques similaires
à elles pour le développement en hamp lointain.
Remarque 0.22. La série Uε approhe notre solution exate ũε au voisinage de l'obstale. Nous
démontrerons e résultat au hapitre 4. Pour le moment, nous érivons ette série de façon formelle
ar elle n'est pas néessairement onvergente.
Remarque 0.23. Les fontions Ui ne sont pas bornées au voisinage de l'inni. Insistons sur le
fait que Ui ne dépend plus de ε. Comme pour le hamp lointain, 'est très important ar une fois
que nous aurons alulé les fontions Ui, nous pourrons failement obtenir Uε, quelque soit ε.
Le développement asymptotique en hamp prohe approhe la solution exate dans un voisinage
de l'obstale, nous pouvons alors insérer e développement (43) dans l'équation des ondes sur Ωnε ,












i ∼ f(Xε, t). (44)
0.3. LA MÉTHODE DES DÉVELOPPEMENTS ASYMPTOTIQUES RACCORDÉS 21
Dans la variable X, le terme soure f est rejeté à l'inni. Il n'apparaît plus dans les problèmes de


































i = 0. (47)










i = 0. (48)
L'équation (48) permet de dénir par identiation les équations que vérient les Ui. En eet,
nous pouvons remarquer que nous avons deux termes ave des puissanes négatives pour ε (pour




∆XU0(X, t) = 0
∆XU1(X, t) = 0.
(49)




Ui(X, t) = 0. (50)
Remarque 0.24. Les équations (49) et (50) ne font plus intervenir ε.
Remarque 0.25. Le fontions U0 et U1 vérient l'équation de Laplae et les fontions Ui pour
i ≥ 0 vérient le système d'équations dit de Laplae emboîtée.
Remarque 0.26. Nous pouvons noter que dans les équations (49) et (50) la variable de temps t
peut être vue omme un paramètre. Ces problèmes sont dits quasi-statiques.
Pour les onditions de bord à la frontière de l'obstale, en variables x nous avons mis des
onditions de Dirihlet ou de Neumann sur Γωε . En passant en variables X, nous obtenons des
onditions de bord sur la frontière de B̂, notée ΓB̂
Ui(X, t) = 0, X ∈ ΓB̂, t > 0, (51)
ou
∂nUi(X, t) = 0, X ∈ ΓB̂, t > 0. (52)
Nous dirons que U0 et U1 appartiennent au noyau de l'équation (50). Nous avons nalement le







Ui(X, 0) = 0, ∂tUi(X, 0) = 0,
Ui(X, t) = 0 ou ∂nUi(X, t) = 0, pour X ∈ ΓB̂,
Ui(X, t) = 0, ∀i < 0.
(53)
Remarque 0.27. Ces problèmes ne sont pas bien posés et leur résolution fait l'objet du hapitre 2.
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Information manquante du développement en hamp prohe
Une fois que nous avons onstruit notre développement en hamp prohe, nous avons dérit la
solution du problème au voisinage de l'obstale mais il nous manque le omportement au voisinage
de l'inni des termes de hamp prohe.
Conlusion
Nous avons déterminé deux développements asymptotiques de notre solution, un en hamp
lointain et un en hamp prohe. Cei nalise la seonde étape de la méthode des développements
asymptotiques raordés.
0.3.6 Raord des deux développements en zone intermédiaire
La dernière étape de la méthode des développements asymptotiques raordés onsiste à ra-
order les deux développements dans la zone intermédiaire. En eet, rappelons que dans e domaine
nous sommes à la fois en domaine de hamp lointain et de hamp prohe. Dans ette zone nous
pouvons alors développer notre solution de deux façons : du point de vue du hamp lointain ou
du hamp prohe. Cette étape a été rédigée sans auune onsidération de onvergene de série et
doit être omprise au sens du alul formel. En nous plaçant en variables x, nous avons alors ette
égalité de façon formelle pour le moment



















ui(x, t) = 0, ∀i < 0,













La suite ommene à devenir tehnique, nous poserons orretement toutes les dénitions dans le
hapitre 3. Nous allons simplement expliquer omment ette méthode de raord fontionne sans
rentrer dans les détails. Nous passons en oordonnées sphériques
x1 = r sin θ cosϕ, x2 = r sin θ sinϕ, x3 = r cos θ, (58)
et
X1 = R sin θ cosϕ, X2 = R sin θ sinϕ, X3 = R cos θ. (59)
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La ondition de raord est nalement donnée par
ui,p(θ, ϕ, t) = Ui+p,p(θ, ϕ, t), ∀i ∈ Z, ∀p ∈ Z, (65)
ou de manière équivalente
Ui,p(θ, ϕ, t) = ui−p,p(θ, ϕ, t), ∀i ∈ Z, ∀p ∈ Z. (66)
Ce raord est très important ar l'information manquante du développement du hamp lointain
va être donnée par les éléments du développement du hamp prohe grâe à (65). De même,
l'information manquante du développement du hamp prohe va être déterminée grâe à (66) par
les éléments du développement du hamp lointain. Nous allons nalement pouvoir onstruire un
développement de notre solution valide sur tout le domaine Ωε. Il suit des onventions de nullité
(56) que
ui,p(θ, ϕ, t) = Ui,p(θ, ϕ, t) ≡ 0, ∀i < 0, ∀p ∈ Z, (67)
et à l'aide des onditions de raord, nous obtenons
ui,p(θ, ϕ, t) = 0 pour p < −i et Ui,p(θ, ϕ, t) = 0 pour p > i. (68)















La justiation rigoureuse de es raords apparaîtra au hapitre 3 lors de l'estimation de l'erreur de
raord. Cei lture la présentation de la méthode des développements asymptotiques raordés.
0.4 Développements asymptotiques à l'ordre 2
Dans ette setion nous allons expliiter le développement asymptotique à l'ordre 2 dans le as
d'un obstale sphérique de rayon ε ave des onditions de Dirihlet sur le bord. C'est le as que
nous avons odé au ours de la thèse, nous expliquerons dans la partie II omment nous l'avons
implémenté. C'est le résultat qui a le plus d'intérêt au niveau pratique.
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0.4.1 Développement asymptotique en hamp lointain à l'ordre 2
Nous notons uε,2 le développement asymptotique en hamp lointain à l'ordre 2. Nous avons
uε,2(x, t) = u0(x, t) + u1(x, t)ε+ u2(x, t)ε
2. (70)





c2∆u0(x, t) − ∂2t u0(x, t) = f(x, t),
u0(x, 0) = 0, ∂tu0(x, 0) = 0.
(71)






Remarque 0.28. Pour déterminer u0, u1 et u2, nous avons besoin de U0, U1 et U2. Les onditions
de raord reliant es six termes, voir (65) et (66), ne font intervenir que
ui,p pour i+ p ≤ 2 et Ui,p pour i− p ≤ 2. (73)
C'est pourquoi nous développerons u0 jusqu'à l'ordre O
r→0
(r2), u1 à l'ordre O
r→0
(r), u2 à l'ordre
O
r→0










) et U2 à l'ordre O
R→+∞
(1) inlus.
En partiulier, pour u0 nous développons à l'ordre 2, nous avons




Les termes de e développement peuvent être identiés au développement de Taylor à l'ordre 2
u0(x, t) = u0(0, t) +∇u0(0, t) · x+
1
2
x ·Hu0(0, t) · x+ O
r→0
(r3), (75)
ave H la hessienne et x = (r sin θ cosϕ, r sin θ sinϕ, r cos θ). Il suit


















Remarque 0.29. Nous avons x/r qui ne dépend plus de r, en eet
x
r
= (sin θ cosϕ, sin θ sinϕ, cos θ). (77)




u0,0(θ, ϕ, t) = u0(0, t),






















ui(x, t) = 0,
ui(x, 0) = 0, ∂tui(x, 0) = 0.
(79)
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An d'alléger la présentation, supposons que u1 et u2 peuvent être représentés à l'aide d'un hamp






, pour i = 1 et i = 2, (80)
ave r/c le temps que met l'onde pour arriver au point ourant x, gi une fontion dénie sur Ω
⋆
vériant gi(t) = 0, ∀t < 0.
Remarque 0.30. Nous n'avons pas xé gi mais simplement donné la forme générale de ui. C'est
la ondition de raord qui déterminera l'amplitude de la soure équivalente.







Faisons un développement de Taylor à l'ordre 2 de g1(t− r/c)

























Nous obtenons alors 









































Cei nalise notre développement en hamp lointain à l'ordre 2.
0.4.2 Développement asymptotique en hamp prohe à l'ordre 2
Passons au développement en hamp prohe, en notant Uε,2 le développement à l'ordre 2, nous
avons
Uε,2(X, t) = U0(X, t) + U1(X, t)ε+ U2(X, t)ε
2. (88)




∆XUi(X, t) = 0,
Ui(X, 0) = 0, ∂tUi(X, 0) = 0,
Ui(X, t) = 0, sur S× R+,
(89)
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ave S la sphère unité.
Remarque 0.31. Puisque nous nous intéressons au as d'un obstale sphérique de rayon ε, en
passant en variables X, nous obtenons la boule unité. C'est pourquoi nous mettons des onditions
de bord (ii Dirihlet) sur la sphère unité.
Un résultat de séparation de variables, voir en annexes B.1 ou [32℄, nous donne que U0 et U1







Φi,p(θ, ϕ, t), (90)
ave Φi,p des fontions dépendant de θ, ϕ et du temps que nous avons expliité en annexes B.1
mais que nous ne détaillerons pas ii. Remarquons que la ondition de Dirihlet est bien satisfaite
en R = 1. Comme Ui,p(θ, ϕ, t) = 0 pour p > i, voir (68), nous obtenons























U0,−1(θ, ϕ, t) = −Φ0,0(θ, ϕ, t),
U0,0(θ, ϕ, t) = Φ0,0(θ, ϕ, t),
(94)









U1,−1(θ, ϕ, t) = −Φ1,1(θ, ϕ, t),
U1,0(θ, ϕ, t) = Φ1,1(θ, ϕ, t),
U1,1(θ, ϕ, t) = Φ1,0(θ, ϕ, t).
(95)








U2(X, 0) = 0, ∂tU2(X, 0) = 0,
U2(X, t) = 0, X ∈ S, t > 0.
(96)
La solution homogène U2,hom du problème (96) s'érit don sous la forme (90)
U2,hom(X, t) = (1−
1
R
)Φ2,0(θ, ϕ, t) + (R−
1
R2
)Φ2,1(θ, ϕ, t) + (R
2 − 1
R3
)Φ2,2(θ, ϕ, t). (97)
Rappelons que d'après (91) les autres Φ2,p sont nuls. Ensuite, il sura de trouver une solution
partiulière U⋆2 . Nous déduirons ainsi
U2(X, t) = U
⋆
2 (X, t) + U2,hom(X, t). (98)
Nous avons à présent les développements en hamp lointain et en hamp prohe à l'ordre 2.
Nous pouvons passer au raord.
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0.4.3 Raord
Rappelons les relations de raord
ui,p(θ, ϕ, t) = Ui+p,p(θ, ϕ, t) et et Ui,p(θ, ϕ, t) = ui−p,p(θ, ϕ, t). (99)
Remarque 0.32. Ces relations sont indépendantes de r ou R nous n'avons don pas à nous
préouper des variables x ou X.
Nous allons ommener à raorder. Nous onnaissons u0, nous pouvons onstruire U0 grâe à
(3.7), en partiulier en prenant i = p = 0
U0,0(θ, ϕ, t) = u0,0(θ, ϕ, t). (100)
Dans la gure 12, nous mettons en bleu e que nous onnaissons à l'étape ourante, ii u0 et en
rouge e que nous herhons à déterminer, ii U0. Enn la èhe modélise la relation de raord,
'est à dire qu'ave u0 omme donnée nous déterminerons U0.
u0 U0
Figure 12  Raord entre u0 et U0
Comme u0,0(θ, ϕ, t) = u0(0, t) et U0,0(θ, ϕ, t) = Φ0,0(θ, ϕ, t), il suit












U0,0(θ, ϕ, t) = u0(0, t),
U0,−1(θ, ϕ, t) = −u0(0, t).
(103)
Nous pouvons passer à la onstrution de u1, voir gure 13
u1,−1(θ, ϕ, t) = U0,−1(θ, ϕ, t). (104)
A ette étape nous savons que U0,−1(θ, ϕ, t) = −u0(0, t) et le développement nous avait donné
u0 U0
u1
Figure 13  Raord entre U0 et u1




g1(t) = −4πu0(0, t). (105)
Nous en déduisons
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u1,−1(θ, ϕ, t) = −u0(0, t),









Nous pouvons passer à la onstrution de U1, voir la gure 14. La relation de raord nous
donne
U1,0(θ, ϕ, t) = u1,0(θ, ϕ, t) et U1,1(θ, ϕ, t) = u0,1(θ, ϕ, t). (108)
u0 U0
u1 U1
Figure 14  Raord pour déterminer U1
Remarque 0.33. À ette étape nous avons besoin à la fois de u0 et u1 pour onstruire U1 et nous
les avons déjà déterminés préédemment.




U1,0(θ, ϕ, t) = Φ1,1(θ, ϕ, t), il suit













Remarque 0.34. Nous avons x/r = X/R, ave les éléments du hamp prohe nous préférerons
X/R et pour les éléments du hamp lointain x/r pour plus d'homogénéité.
Ces deux relations permettent de déterminer U1












Nous en déduisons 















Nous pouvons passer à u2, voir la gure 15, le raord donne
u2,−1(θ, ϕ, t) = U1,−1(θ, ϕ, t) et u2,−2(θ, ϕ, t) = U0,−2(θ, ϕ, t). (113)
La première relation de raord, ave u2,−1(θ, ϕ, t) =
g2(t)
4π











































∆XU2(X, t) = 0, X ∈ S, t > 0,
(117)
ave U0(X, t) = (1 −
1
R
)u0(0, t). Par exemple prenons












Nous avons alors U2 = U2,hom + U
⋆
2 , il suit
U2(X, t) = (1 −
1
R
)Φ2,0(θ, ϕ, t) + (R−
1
R2
















Nous en déduisons 





















Nous pouvons à présent faire intervenir le relations de raord, voir la gure 16
U2,0(θ, ϕ, t) = u2,0(θ, ϕ, t), U2,1(θ, ϕ, t) = u1,1(θ, ϕ, t) et U2,2(θ, ϕ, t) = u0,2(θ, ϕ, t). (120)
Il suit














Φ2,1(θ, ϕ, t) = 0,





















































Nous avons déterminé le développement en hamp lointain et en hamp prohe de notre solution
à l'ordre 2. Pour le hamp lointain nous avons
uε,2(x, t) = u0(x, t) −
u0(0, t− r/c)
r





Le troisième terme de (122) peut être interprété omme un terme de déphasage. En eet, nous
avons
u0(0, t+ τ − r/c) = u0(0, t− r/c) + τ∂tu0(0, t− r/c) + O
τ→0
(τ2). (123)
En prenant τ = ε/c, il suit
u0(0, t+ τ − r/c) = u0(0, t− r/c) +
ε
c




umε,2(x, t) = u0(x, t) − ε





Remarque 0.35. Pour ette expression qui ne met plus en jeu de dérivée temporelle, nous parlons
de modèle modié d'ordre 2.
0.5 Plan de la thèse
La thèse est déomposée en deux parties : une partie théorique et une partie numérique.
L'objetif de la première partie est de dériver un développement asymptotique à tout ordre du
problème onsidéré et de le justier. Pour ela, nous montrerons que les problèmes dénissant les
termes du développement asymptotique sont bien posés et nous donnerons une estimation d'erreur.
Nous ommenerons par deux hapitres d'analyse, les hapitres 1 et 2 qui regroupent l'ensemble
des résultats onernant le hamp lointain et le hamp prohe. Nous y obtiendrons des développe-
ments singuliers des termes de hamp lointain au voisinage de l'origine et de hamp prohe au
voisinage de l'inni.
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Le hapitre 3 est dédié à la onstrution des développements asymptotiques raordés à tout or-
dre. Nous y détaillerons l'algorithme permettant de dénir de manière hiérarhique l'ensemble des
termes du développement asymptotique. Ce hapitre repose sur l'exploitation des onditions de
raord (65). Puis, nous dénirons l'erreur de raord et montrerons que elle i est petite lorsque
le paramètre ε tend vers 0. Dans le hapitre 4, nous obtiendrons une estimation d'erreur et nous
introduirons un résultat de stabilité pour l'équation des ondes. Cei terminera la première partie.
Dans la seonde partie, nous eetuerons une étude numérique des modèles réduits proposés
préédemment. Cette partie est divisée en trois hapitres.
Le hapitre 5 présentera une méthode direte pour aluler la solution ũε du problème onsidéré
à l'aide des méthodes de Galerkine Disontinue sur un maillage rané. Nous onstruirons une
solution numérique de référene. Le hapitre 6 s'intéressera à l'implémentation du modèle d'ordre
0, 1, 2 et 2 modié. Dans le hapitre 7, nous proposerons une méthode à pas de temps loal qui
est une alternative à la méthode des développements asymptotiques raordés.
Ces trois hapitres seront illustrés par de nombreux résultats numériques.
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Première partie
Développement asymptotique




Éléments d'analyse pour l'étude en
hamp lointain de l'équation des
ondes dans l'espae libre privé de
l'origine
Dans e hapitre, nous déterminerons la solution ausale, respetivement anti-ausale de l'équa-
tion des ondes à partir de l'étude de la solution sortante, respetivement entrante de l'équation de
Helmholtz dans les setions 1.1 et 1.2. Nous donnerons ensuite une base de représentation pour les
solutions régulières et singulières de l'équation des ondes dans les setions 1.3 et 1.4. Ce hapitre
étant assez tehnique, nous répertorierons les prinipaux résultats de e hapitre dans la setion
1.5.
1.1 Solution ausale de l'équation des ondes
Introdution
Dans e hapitre nous herhons à déterminer les éléments du développement en hamp lointain,
les fontions ui : Ω




c2∆u0(x, t)− ∂2t u0(x, t) = f(x, t), pour x ∈ R3, t ≥ 0
c2∆ui(x, t)− ∂2t ui(x, t) = 0, pour x ∈ Ω⋆, t ≥ 0.
(1.1)
Ces fontions sont potentiellement singulières en l'origine. C'est pourquoi nous onsidérons le
problème posé au sens des distributions [36℄ : trouver Tα ∈ S′(R3 × R) tel que
1
c2
∂2t Tα(x, t)−∆Tα(x, t) = λ(t)⊗ ∂αx δ(x) et supp(Tα) ⊂ {(x, t) ∈ R3 × R : t ≥ 0}, (1.2)








δ avec α = (α1,α2,α3) ∈ N3. (1.3)
Le symbole ⊗ représente le produit tensoriel (voir [36℄ page 106) et λ ∈ D(R) satisfait λ(t) = 0
pour t ≤ 0.
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Remarque 1.1. Nous notons Tα la solution de (1.2) pour rappeler que nous nous raisonnons au
sens des distributions. Nous étudions un as plus général.
Remarque 1.2. Bien que Tα soit une distribution nous avons préféré préiser la dépendane
en espae et en temps omme nous aurions pu le faire pour une fontion. Cei nous éloigne des
notations lassiques mais permet de mieux rappeler les dépendanes des distributions.
Une solution ausale de (1.2) peut être déterminée par la théorie de la onvolution des distri-
butions
T−α (x, t) = G
−(x, t) ∗ (λ(t)⊗ ∂αx δ(x)) , (1.4)




, avec r = |x|. (1.5)
Pour t− = t− r/c, nous parlons de temps retardé.
Remarque 1.3. La formule (1.5) est ambiguë. Elle doit être prise au sens des distributions omme
suit 〈









et r = |x|.
Proposition 1.1. Pour α = 0, la solution ausale T−0 de (1.2) peut être expliitée
T−0 (x, t) =
λ(t−)
4πr
ave t− = t− r/c. (1.6)
Preuve. An d'évaluer (1.4), rappelons la dénition de la onvolution au sens des distributions,
voir [36℄ : pour tout g, h ∈ D′(R3 × R) et Ψ ∈ D(R3 × R), nous avons
〈h(x, t) ∗ g(x, t),Ψ(x, t)〉 =
〈




En remplaçant h(x, t) par G−(x, t) et g(x, t) par λ(t) ⊗ δ(x) dans (1.7), nous obtenons
〈












Nous ommençons par évaluer le produit de dualité intérieur
〈λ(s)⊗ δ(y); Ψ(x + y, t+ s)〉(y,s) =
∫ +∞
−∞
λ(s)Ψ(x, t + s)ds ∈ D(R3 × R).
Nous obtenons alors
〈
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au sens des distributions nous avons




Cependant, pour α 6= 0, l'expression (1.4) peut être obtenue en diéreniant (1.6) au sens
des distributions. Pour |α| ≤ 3, nous expliitons les T−α (nous ne détaillons pas es aluls ar ils
seront obtenus par une autre méthode par la suite). Nous notons e1 = (1, 0, 0), e2 = (0, 1, 0) et
e3 = (0, 0, 1).






























































































































Par ontre, pour |α| grand, les aluls deviennent vite insurmontables. L'approhe adoptée dans
ette partie permet d'expliiter la formule (1.4) en utilisant une transformée de Fourier temporelle
et la méthode des multiples en régime fréquentiel [27℄. Rappelons que la transformée de Fourier




= 〈T, v̂〉 , ∀v ∈ S(R3 × R), (1.15)




v(x, t) exp(iktc)dt, (1.16)
ave k le nombre d'onde. Nous notons T̂α ∈ S′(R3 × R) la transformée de Fourier de Tα ∈
S′(R3 × R). La distribution T̂α est donnée par T̂α(x, k) = λ̂(k)T̂α(x, k) ave T̂α une solution de
l'équation de Helmholtz singulière
−∆T̂α(x, k) − k2T̂α(x, k) = ∂αx δ(x). (1.17)
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Cette partie est organisée omme suit. Dans un premier temps, nous travaillons en domaine
fréquentiel. Nous ommençons par rappeler brièvement la théorie des multiples pour déterminer
la solution sortante de l'équation de Helmholtz dans la setion 1.1.1. Ensuite, nous expliitons les
multiples en domaine fréquentiel en setion 1.1.2. Pour terminer l'étude en domaine fréquentiel,
nous détaillons l'obtention des parties singulières pour les premiers multiples en setion 1.1.3.
Dans un deuxième temps, setion 1.1.4, nous passons en domaine temporel par le biais d'une
transformée de Fourier inverse et nous déterminons la solution ausale de l'équation des ondes.
Enn, en setion 1.1.5, nous onluons en expliitant les multiples en domaine temporel d'ordre
inférieur ou égal à trois.
1.1.1 Solution sortante de l'équation de Helmholtz
Commençons par résumer quelques résultats de la théorie des multiples pour l'équation de
Helmholtz qui peuvent être trouvés par exemple dans [27℄. Une solution sortante de l'équation
de Helmholtz : ∆T̂−α(x, k) + k
2T̂−α(x, k) = −∂αx δ, peut être déomposée en une somme d'une
distribution Ŝα de support {0} (une somme nie de fontions de Dira) et d'une fontion singulière
M̂−α(x, k) appelée multiple
T̂−α(x, k) = Ŝα(x, k) + M̂
−
α(x, k). (1.18)
Le multiple M̂−α(x, k) = P̂α(x, k)
exp(ikr)
4πr
est le produit de la fontion de Green fréquentielle
et d'un polynme P̂α : R
3 × R → C de variable (−ik) dont les oeients sont des fontions
singulières en x = 0. Plus préisément, nous avons


















ave (r, θ, ϕ) les oordonnées sphériques
x1 = r sin θ cosϕ, x2 = r sin θ sinϕ et x3 = r cos θ. (1.20)

















Dans (1.21), nous avons noté h
(1)
n la fontion de Hankel sphérique du premier ordre, omme dans
[27℄ page 56 et dans [22℄ page 264. De plus, les fontions cosmn et sin
m
n sont dénies sur la sphère
unité omme suit 


cosmn (θ, ϕ) = P
m
n (cos θ) cos(mϕ),
sinmn (θ, ϕ) = P
m
n (cos θ) sin(mϕ).
(1.22)
L'expression (1.22) ontient la fontion de Legendre assoiée Pmn d'ordre entier m et degré n, voir












(−1)ℓ(n−m− ℓ+ 1)ℓ(n+m+ 1)ℓ
2ℓℓ!(m+ 1)ℓ
(1 − µ)ℓ, (1.23)
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où (n)ℓ est le symbole de Pohhammer
(n)ℓ =
(n+ ℓ− 1)!
(n− 1)! . (1.24)
Les premières fontions angulaires sphériques sont expliitées dans le tableau 1.1.
n m qn(z) P
m
n (cos θ) cos
m
n (θ, ϕ) sin
m
n (θ, ϕ)
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6
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Pour α ∈ N3, m ∈ N et n ∈ N ave m ≤ n, les réels (Aα)mn et (Bα)mn sont indépendants de k































(2n+ 1), m > 0
(1.25)

















Pour α ∈ N3, n ∈ N et m ∈ Z ave −n ≤ m ≤ n, les oeients (Aα)mn et (Bα)mn peuvent être
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cmn = n−m+ 1, amn = (n−m+ 2)cmn et dmn = n+m, bmn = (n+m− 1)dmn ,
(1.27)





n = 0. (1.28)
L'initialisation de ette formule par réurrene est donnée par
(A0)
m
n = 0 et (B0)
m
n = 0 sauf pour m = n = 0 où (A0)
0
0 = 1 et (B0)
0
0 = 0. (1.29)
Remarque 1.4. La formule de réurrene (1.27) est nouvelle dans le sens où elle est simpliée
omparée à des formules de réurrene existantes, voir par exemple [27℄ page 48, 49, 67, 68, 69,
72 où les entiers relatifs m positifs ou négatifs doivent être diéreniés.
Dans e qui suit nous allons montrer omment nous obtenons es formules de réurrene. Pour
ela nous avons besoin de prérequis. Nous ommençons par introduire les familles de fontions




Cmn (x) = qn(−ikr) cosmn (θ, ϕ)
exp(ikr)
4πr
, Smn (x) = qn(−ikr) sinmn (θ, ϕ)
exp(ikr)
4πr










Pour m > n, nous posons la onvention de nullité
Cmn (x) = C
−m
n (x) = S
m
n (x) = S
−m
n (x) ≡ 0. (1.31)











































































Preuve du lemme 1.1 . Nous donnons seulement la preuve de la première ligne de (1.32). D'après
[27℄ page 66, nous avons











ave µ = cos θ. Il suit que ∂x1C
m


































































































































































grâe aux relations de réurrene portant sur :
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 les fontions de Legendre assoiées, voir [27℄ pages 48 et 49, qui vérient pour n ≥ 0 et







































1− µ2∂µPmn (µ) +
mPmn (µ)√
1− µ2









ave la onvention de nullité Pmn ≡ 0 pour |m|>n et la onvention de parité




Cei termine la preuve.
Remarque 1.5. La relation (1.43) dière de la dénition lassique des Pmn mais permet de
simplier les relations de réurrene existantes.





n en dérivant M̂
−
α par rapport à e1 et en identiant à M̂
−




























Développons la deuxième ligne de (1.44), il suit
∂x1(M̂
−































































































α,n+1 − am+1n−1 Bm+1α,n−1 −Bm−1α,n+1 +Bm−1α,n−1
)
Smn .














































n par leur dénition, voir (1.25).
Appliquons et algorithme aux premiers α, nous obtenons la proposition












1 = 1, (Be2 )
1





0 = 1/3, (A2e1)
2
2 = 1/6, (A2e1)
0
2 = −1/3, (A2e2)00 = 1/3
(A2e2 )
2
2 = −1/6, (A2e2)02 = −1/3, (A2e3)00 = 1/3, (A2e3)02 = 2/3
ei + ej (Be1+e2)
2
2 = 1/6, (Ae1+e3)
1
2 = −1/3, (Be2+e3)12 = −1/3
3ei (A3e1)
1
1 = 3/5, (A3e1 )
1
3 = −1/10, (A3e1 )33 = 1/60, (A3e2 )11 = 3/5
(A3e2 )
1
3 = −1/10, (A3e2 )33 = −1/60, (A3e3)01 = −3/5, (A3e3 )03 = −1/5
(A2e1+e3)
0
1 = −1/5, (A2e1+e3)03 = 1/5, (A2e1+e3)23 = −1/30, (B2e1+e2)11 = 1/5
2ei + ej (B2e1+e2)
1
3 = −1/30, (B2e1+e2)33 = 1/60, (A2e2+e1)11 = 1/5, (A2e2+e1)13 = −1/30
(A2e2+e1)
3
3 = −1/60, (A2e2+e3)01 = −1/5, (A2e2+e3)03 = 1/5, (A2e2+e3)23 = 1/30
(A2e3+e1)
1
1 = 1/5, (A2e3+e1)
1
3 = 2/15, (B2e3+e2)
1











n non nuls pour |α| ≤ 3
Remarque 1.6. Pour α = (α1,α2,α3) ∈ N3, m ∈ N et n ∈ N nous avons
(Aα)
m
n = 0, pour α2 impair; (Bα)
m
n = 0, pour α2 pair. (1.47)
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n = 0 pour tout n pair.
1.1.2 Les premiers multiples en domaine fréquentiel
Dans l'équation (1.19), nous avons donné une formule expliite pour obtenir les multiples en
domaine fréquentiel. Cette formule peut être simpliée pour les premiers multiples et exprimée
en oordonnées artésiennes. Pour |α| ≤ 3, nous olletons es résultats dans le tableau 1.3.















































































Tableau 1.3  Les premiers multiples en domaine fréquentiel
1.1.3 Détermination des parties singulières Ŝα pour les premiers multi-
ples
Cette setion a plus un intérêt mathématique que pratique et n'aura pas d'inuene dans la
suite. Elle peut être omise en première leture. Rappelons quelques résultats de la théorie des
distributions.
Dénition 1.1. En dimension 1, une distribution T ∈ D′(R) est dite symétrique si pour tout
Ψ ∈ D(R) antisymétrique, nous avons 〈T ; Ψ〉 = 0. De façon similaire, T ∈ D′(R) est dite anti-
symétrique si pour tout Ψ ∈ D(R) symétrique, nous avons 〈T ; Ψ〉 = 0.
En dimension 3, une distribution est symétrique ou antisymétrique par rapport à haune des
variables d'espae. Plus préisément, T est dite symétrique, respetivement antisymétrique, par




pour tout Ψ antisymétrique, respetivement symétrique, par rapport à la variable xi.
Remarque 1.8. En dimension 1, si T ∈ D′(R) est symétrique, respetivement antisymétrique,
alors sa dérivée est antisymétrique, respetivement symétrique. En eet, si Ψ ∈ D(R) est symétrique,
respetivement antisymétrique, sa dérivée est de parité opposée. Il suit que
〈T ′; Ψ〉 = −〈T ; Ψ′〉 = 0 (1.49)
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pour T et Ψ ∈ D′(R) de même parité.
En dimension 3, si T ∈ D′(R3) est symétrique, respetivement antisymétrique, par rapport à la
variable xi alors sa dérivée est antisymétrique, respetivement symétrique par rapport à la variable
xi.
De plus, si T ∈ D′(R3) est symétrique par rapport à x1, x2 et x3 alors ∂|α|x T admet la même parité
que α1 par rapport à x1, α2 par rapport à x2 et α3 par rapport à x3.
Dénition 1.2. Nous disons qu'une distribution T ∈ D′(R3) est d'ordre au plus p ∈ N si pour
tout ompat K ⊂ R3 et tout ψ ∈ D(R3) à support dans K






L'ordre de la distribution est déni omme le plus petit p pour lequel ette propriété est valable.
Rappelons que si T ∈ D(R3) est d'ordre au plus p ∈ N alors ∂αx T est d'ordre au plus p+ |α|.
Dénition 1.3. Nous disons qu'une distribution T ∈ D′(R3) est à support dans le ompat
K ⊂ R3 si pour tout ψ ∈ D(R3) identiquement nul hors de K
〈T, ψ〉 = 0. (1.52)
Rappelons aussi que si T ∈ D′(R3) est une distribution à support {0} d'ordre au plus p alors







D'autre part, ∂βx δ admet la même parité que β. Il suit que si T est d'une parité la somme (1.53)
ne omporte que des β ayant ette parité.
Pour α = 0





Elle ne ontient pas de partie singulière
Ŝ0 = 0. (1.55)






Pour |α| = 1
Pour déterminer Ŝei , nous allons aluler la dérivée au sens des distributions de T̂
−
0 par rapport
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2 cos θ sin θ dθdϕ
)
Comme Ψ ∈ D(R3), nous avons
M̂−0Ψr
2 cos θ sin θ =
exp(ikr)
4π









2 cos θ sin θ dθdϕ = 0. (1.58)














Ŝe3 = 0. (1.60)
Par symétrie, nous avons aussi
Ŝei = 0. (1.61)





, T̂−ei est une distribution d'ordre 0.
Pour |α| = 2
Comme T̂−ei est une distribution d'ordre 0 pour tout i, T̂
−
α est une distribution d'ordre au plus
1. Il suit que sa partie singulière est de la forme
Ŝα = γα,0δ + γα,e1∂
e1
x δ + γα,e2∂
e2
x δ + γα,e3∂
e3
x δ. (1.62)
En tenant ompte de la parité de Ŝ−α (Ŝ2ei est paire par rapport à x1, x2 et x3 et Ŝei+ej ave i 6= j
est impaire par rapport à xi et xj et paire par rapport à la troisième variable). Nous en déduisons
que pour tout α d'ordre 2
γα,e1 = γα,e2 = γα,e3 = 0. (1.63)
De plus, pour α = ei + ej ave i 6= j, nous obtenons
γei+ej ,0 = 0. (1.64)
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Ŝ2ei = γ2ei,0δ = γδ
Ŝei+ej = 0.
(1.65)
D'autre part, la solution T̂−0 de l'équation ∆T̂
−
0 + k
2T̂−0 = −δ vérie T̂−0 = M̂−0 + Ŝ0 et
∆T̂−0 + k
2T̂−0 = −δ,
⇔ ∆M̂−0 + k2M̂−0 +∆Ŝ0 + k2Ŝ0 = −δ,
or ∆M̂−0 + k




∆Ŝ0 = Ŝ2e1 + Ŝ2e2 + Ŝ2e3 = −δ,






Pour |α| = 3
Comme Ŝei+ej = 0 pour tout i 6= j, Ŝe1+e2+e3 est une distribution d'ordre au plus 1. Ŝe1+e2+e3
est impaire par rapport à e1, e2 et e3, il suit
Ŝe1+e2+e3 = 0. (1.68)
Il nous reste à aluler Ŝ3ei et Ŝei+2ej . Commençons par aluler la dérivée au sens des dis-









































































2 cos θ sin θ dθdϕ
)
48 CHAPITRE 1. ANALYSE EN CHAMP LOINTAIN
Faisons un DL en 0 de Ψ
Ψ(x) = Ψ(0) + x.e1∂x1Ψ(0) + x.e2∂x2Ψ(0) + x.e3∂x3Ψ(0) + O
r→0
(r2). (1.69)

















r cos θ sin θ
est antisymétrique en x1 et x2 sur un domaine symétrique en x1 et x2. Par onséquent,
∫
|x|=ε
x1.∂x1Ψ(0)f(x) dθdϕ = 0 et
∫
|x|=ε
x2.∂x2Ψ(0)f(x) dθdϕ = 0. (1.70)





cos2 θ − 1
3
)




















































































































































D'autre part, l'équation ∆T̂−0 + k







⇔ ∂ei∆M̂−0 + k2∂eiM̂−0 + ∂ei∆Ŝ0 + k2∂eiŜ0 = −δeix
⇔ Ŝ3ei + Ŝei+2ej + Ŝei+2ek = −δeix .
Par symétrie du problème, nous avons Ŝei+2ej = Ŝei+2ek , d'où
Ŝ3ei + 2Ŝei+2ej = −δeix . (1.75)













1.1.4 Solution ausale de l'équation des ondes
Les multiples en domaine temporel T−α vont être déduits de T̂
−
α en appliquant la transformée
de Fourier inverse
T−α (x, t) = Sα(x, t) +M
−
α (x, t) (1.77)
ave













est à support dans {(x, t) ∈ R3 × R : x = 0 et t ≥ 0}. La
fontion singulière













































Nous venons don de démontrer le théorème 1.1.
50 CHAPITRE 1. ANALYSE EN CHAMP LOINTAIN
Théorème 1.1. Les multiples en domaine temporel sont donnés par la formule expliite


























n qui peuvent être déterminés par les formules (1.25), (1.27), (1.28)
et (1.29).
Remarque 1.10. La plupart des appliations qui utilisent les multiples ne se servent pas de la
partie singulière. C'est sûrement la raison pour laquelle la plupart des auteurs n'ont porté auune
attention au terme Sα.
Remarque 1.11. Soulignons qu'il est possible d'obtenir (1.83) prinipalement grâe à la non





1.1.5 Les premiers multiples en domaine temporel
Dans le théorème 1.1, nous avons donné une formule expliite pour obtenir les multiples en
domaine temporel. Cette formule peut être simpliée pour les premiers multiples et exprimée en
oordonnées artésiennes. Pour |α| ≤ 3, nous avons répertorié les premiers multiples en domaine
temporel et fréquentiel dans les tableaux 1.4 et 1.5.





















































































































Tableau 1.4  Les premiers multiples en domaine temporel ave t− = t− r/c et i 6= j
α 0 ei ei + ej 2ei
∑
ei ei + 2ej 3ei











Tableau 1.5  Les premières parties singulières Sα en domaine temporel ave i 6= j
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Conlusion
Dans ette setion, nous venons d'exhiber les solutions ausales singulières de l'équation des ondes
homogène hors de x = 0.
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1.2 Solution anti-ausale de l'équation des ondes
Le gros du travail a été fait préédemment lorsque nous avons déterminé la solution ausale.
Nous irons don plus vite dans ette partie. Nous onsidérons le problème posé au sens des distri-





α (x, t)−∆T+α (x, t) = λ(t) ⊗ ∂αx δ(x) et supp(T+α ) ⊂ {(x, t) ∈ R3 × R : t ≤ 0}. (1.84)
Remarque 1.12. Les solutions du problème (1.84) ne sont plus ausales mais anti-ausales ar
une soure en t = 0 génère une solution en des temps négatifs.
Nous gardons les mêmes notations que dans 1.1. La théorie de la onvolution nous donne une
solution
T+α (x, t) = G
+(x, t) ∗ (λ(t)⊗ ∂αx δ(x)) , (1.85)




, avec r = |x|. (1.86)
Pour t+ = t+ r/c, nous parlons de temps avané.
Lemme 1.2. Pour α = 0, ette formule est expliite




Preuve. D'après (1.85), T+0 (x, t) = G
+(x, t) ∗ (λ(t)⊗ δ(x)). En remplaçant f(x, t) par G+(x, t) et
g(x, t) par λ(t)⊗ δ(x) dans (1.7), nous obtenons
〈








Commençons par évaluer l'expression suivante
〈λ(s)⊗ δ(y); Ψ(x + y, t+ s)〉{y,s} =
∫ +∞
−∞
λ(s)Ψ(x, t + s)ds ∈ D(R3 × R).
Nous obtenons alors〈













































Par onséquent, au sens des distributions nous avons démontré (1.87).
Pour α 6= 0, nous adoptons la même stratégie pour évaluer T+α qui passe par la transformée
de Fourier. Rappelons que T̂ désigne la transformée de Fourier temporelle de T dénie par (1.15)
et (1.16). Grâe à la transformée de Fourier nous allons aluler T̂+α donnée par
T̂+α (x, k) = λ̂(k)T̂
+
α(x, k), (1.89)
ave T̂+α la solution entrante singulière de l'équation de Helmholtz
−∆T̂+α(x, k) − k2T̂+α(x, k) = ∂αx δ(x). (1.90)
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1.2.1 Solution entrante de l'équation de Helmholtz
En reproduisant les aluls de la setion 1.1.1, nous obtenons que la solution entrante de
l'équation de Helmholtz est la somme d'une distribution Ŝα de support {0} et du multiple M̂+α
T̂+α(x, k) = Ŝα(x, k) + M̂
+
α(x, k). (1.91)
Le multiple M̂+α(x, k) = P̂α(x, k)
exp(−ikr)
4πr
ave P̂α donné par (1.19) et expliité pour les
premiers α dans le tableau 1.3. Pour les Ŝα, e sont les mêmes que pour la solution sortante et les
premiers sont également donnés dans le tableau 1.3. Le seul hangement ave la partie préédente







1.2.2 Solution anti-ausale de l'équation des ondes
Pour déterminer la solution singulière entrante en domaine temporel T+α , nous allons appliquer
la transformée de Fourier inverse à T̂+α.
T+α (x, t) = Sα(x, t) +M
+
α (x, t) (1.92)
ave
























































Nous venons de démontrer le théorème 1.2 suivant.
Théorème 1.2. Le multiple en domaine temporel est donné par


























n des réels pouvant être alulé à l'aide des formules (1.25), (1.27), (1.28) et
(1.29).
Remarque 1.13. Nous obtenons un résultat assez similaire ave la solution ausale, en eet
les seules diérenes sont que nous prenons f et ses dérivées au temps t+ = t + r/c au lieu de
t− = t− r/c et nous avons un fateur (−1)p−ℓ qui apparaît.
Nous érivons les premiers multiples en temps avané dans le tableau 1.6. Les Sα sont les
mêmes que la solution ausale, ils sont donnés dans le tableau 1.5.
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Tableau 1.6  Les premiers multiples en domaine temporel ave t+ = t+ r/c et i 6= j
1.3 Étude des solutions régulières de l'équation des ondes
Dans ette partie nous étudions toujours le problème (1.2) mais nous allons ette fois-i déter-
miner des solutions régulières en x = 0. Pour ela, nous nous plaçons sur la boule de entre 0 et
de rayon r⋆, notée Br⋆
Br⋆ =
{
x ∈ R3 : |x| ≤ r⋆
}
. (1.99)
Cette partie va s'organiser omme suit. Nous ommençons par exhiber quelques solutions régulières
de l'équation des ondes dans une boule de rayon r⋆ dans la setion 1.3.1. Ensuite nous donnerons
une base de solutions régulières dans la setion 1.3.2. En setion 1.3.3, nous représentons toute
solution régulière à l'aide de ette base. Enn, nous exhiberons la solution développée à l'ordre 2
en setion 1.3.4. Rappelons les notations t+ = t+ rc et t
− = t− rc .
1.3.1 Quelques solutions partiulières régulières
Dans ette setion, nous onstruisons quelques exemples de solutions régulières de l'équation
des ondes. Commençons par expliquer d'où nous est venu l'idée pour déterminer une solution
régulière. En régime fréquentiel, nous pouvons ombiner une solution sortante et une solution
entrante (fontion de Hankel 3D) pour générer une solution régulière
2jn(kr) = h
(1)
n (kr) + h
(2)
n (kr). (1.100)
Pour l'équation des ondes, nous reproduisons ette idée en ombinant une solution ausale sin-
gulière ave une solution anti-ausale singulière an de onstruire une solution régulière.
Notation 1.1. Nous spéions la dépendane de Mα vis-à-vis de λ en introduisant les nota-
tions M+α [λ], respetivement M
−
α [λ], pour les multiples de la solution anti-ausale, respetivement
ausale.
Notation 1.2. Notons Reg[λ]α la diérene entre M
+
α [λ] et M
−
α [λ], i.e.
Reg[λ]α (x, t) =M
−
α [λ](x, t) −M+α [λ](x, t), (1.101)
ave M−α [λ] donné par le tableau 1.4 et M
+
α [λ] par le tableau 1.6.
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Remarque 1.14. Remarquons que nous avons également la relation Reg[λ]α (x, t) = T
−
α (x, t) −
T+α (x, t) ar les Sα sont identiques pour la solution ausale et anti-ausale et don s'annulent.
Nous allons à présent voir quelques propriétés de Reg[λ]α pour |α| = 0 et |α| = 1. En partiulier,
nous allons vérier que es solutions sont régulières en 0. D'autre part, bien que les formules des
M±α [λ] aient été obtenues pour λ ∈ D(R) elles peuvent être évaluées pour λ ∈ C∞(R). Dans ette
partie, nous prendrons λ ∈ C∞(R).
Ordre 0
Pour α = 0, les multiples M±0 [λ] sont expliités dans les tableaux 1.4 et 1.6. Nous rappelons
ii leur forme
M−0 [λ](x, t) =
λ(t−)
4πr




Il suit de la dénition de Reg[λ]α que
Reg
[λ]
0 (x, t) = M
−
0 [λ](x, t) −M+0 [λ](x, t).
Remarquons que Reg
[λ]
0 a les propriétés suivantes
Proposition 1.3. La fontion Reg
[λ]
0 est régulière en r = 0 et
Reg
[λ]
0 (x, t) = Or→0
(1). (1.103)












Nous utilisons le développement de Taylor de λ en t quand r tend vers 0, nous obtenons
Reg
[λ]




λ(t) + λ′(t)(−r/c) + O
r→0
























Pour α = ei, nous allons ombiner les deux multiples d'ordre 1 donnés par les tableaux 1.4


























Reg[λ]ei (x, t) = M
−
ei
[λ](x, t) −M+ei [λ](x, t).
La fontion Reg[λ]ei vérie les propriétés suivantes
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Proposition 1.4. La fontion Reg[λ]ei est régulière en r = 0 et
Reg[λ]ei (x, t) = Or→0
(r). (1.105)
Preuve de la proposition 1.4. Développons Reg[λ]ei




















Nous utilisons le développement de Taylor à l'ordre 3 de f en t quand r tend vers 0, nous obtenons








Remarque 1.16. Pour les multiples d'ordre 1 nous remarquons également qu'en partant de deux
solutions singulières nous obtenons une solution régulière en les soustrayant.
1.3.2 Une base de solution régulière de l'équation des ondes
Dans ette setion, nous allons onstruire une base an de représenter failement les solutions
régulières de l'équation des ondes. Dans la setion 1.3.1 nous avons montré quelques exemples de
solutions régulières pour α ≤ 1. À présent, exhibons des solutions régulières à tout ordre.
Il est tout à fait possible d'introduire la fontion régulière Reg[λ]α à tout ordre
Reg[λ]α (x, t) =M
−
α [λ](x, t) −M+α [λ](x, t), (1.106)
ave M−α [λ] qui est donné par (1.83) et M
+
α [λ] par (1.98). Cette fontion est bien régulière en 0
mais ne vérie pas
Reg[λ]α (x, t) = O
r→0
(r|α|). (1.107)
Nous préférerons ii introduire une autre famille de solutions régulières de l'équation des ondes,
Regpolm,n[λ], indexée par deux entiers naturels m et n ave 0 ≤ m ≤ n et pol qui peut prendre les
valeurs cos ou sin
Regpolm,n[λ](x, t) =M
pol,−
m,n [λ](x, t) −Mpol,+m,n [λ](x, t), (1.108)





















ave polmn déni par (1.22). Remarquons qu'il est possible d'érire les multiples M
±
α [λ] omme





































1.3. ÉTUDE DES SOLUTIONS RÉGULIÈRES DE L'ÉQUATION DES ONDES 57
D'autre part, les Mpol,±m,n peuvent eux aussi être érits omme une ombinaison linéaire des M
±
α
mais nous ne l'expliiterons pas ii. Réiproquement, les fontions Regpolm,n[λ] vérient les propriétés
suivantes :




La preuve du théorème 1.3 néessite un ertain nombre de prérequis. Commençons par dénir












donné par (1.21). Pour k positif, Qkn est la k-ième dérivée de Q
0
n. Pour k
négatif, Qkn est la primitive de Q
k+1
n qui vaut 0 en X = 0. Pour k ≤ n ette formule se simplie






(2n− ℓ− k)! . (1.113)
Lemme 1.3. Pour k ∈ N impair, nous avons
Qkn(−1) = 0. (1.114)





















Il suit que Q0n est symétrique par rapport à X = −1. Nous en déduisons que toutes les dérivées
impaires de Q0n en −1 sont nulles.
Nous avons aussi l'identité suivante



















Preuve du lemme 1.4. Commençons par expliiter le développement de Taylor de λ(p−ℓ) en t+ et
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ave k = k + ℓ.
















Nous remarquons que pour k pair on a (−1)k−ℓ − (−1)ℓ = (−1)−ℓ − (−1)ℓ = 0 et pour k impair















































D'après le lemme 1.3, Q2n−kn (−1) = 0, don S1 = 0. La seonde somme S2 orrespond à la somme
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En faisant le hangement de variable k′ = k − 2n− 1, nous obtenons le lemme 1.4 (omme k est
impair, k′ est pair).
Nous avons à présent le matériel néessaire pour démontrer le théorème 1.3.
Preuve du théorème 1.3. Commençons par expliiter Regpolm,n[λ]




















Q−k−1n (−1) + O
r→0
(rK+n+1). (1.124)
Nous déduisons le omportement de Regpolm,n[λ](x, t) à l'aide du premier terme de ette somme
Regpolm,n[λ](x, t) = O
r→0
(rn). (1.125)
Cei termine la preuve du théorème 1.3.
Remarque 1.18. Le leteur pourra remarquer que nous n'avons pas démontré que ette famille
de solutions régulières est une base. Il est lair que ette famille est libre ar leur partie angulaire
polmn forme une base spetrale sur la sphère unité. Le aratère générateur de ette famille sera
une onséquene du théorème 1.4 qui suit.
1.3.3 Représentation des solutions régulières de l'équation des ondes
Théorème 1.4. Pour a une fontion C∞(Γr⋆ × R) qui vérie
a(x, t) = 0, pour x ∈ Γr⋆ et t ≤ 0, (1.126)




∂2t u(x, t) − c2∆u(x, t) = 0, pour x ∈ Br⋆ et t ≥ 0,
u(x, 0) = 0, pour x ∈ Br⋆ ,
u(x, t) = a(x, t), pour x ∈ Γr⋆ et t ≥ 0,
u(x, t) = 0, pour x ∈ Br⋆ et t ≤ 0.
(1.127)











ave λpolm,n des fontions C
∞(R) qui vérient
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Preuve. An de démontrer le résultat annoné, rappelons que toute fontion a ∈ H1/2(Γr⋆) peut
être érite sous la forme d'une série, voir annexe. Nous proéderons de la manière suivante
i) Existene, uniité et dénition d'un opérateur solution
ii) Résolution pour a(x, t) = apolm,n(t)pol
m
n (θ, ϕ)
iii) Obtention de la formule générale.
i) Caratère bien posé de l'équation des ondes sur un domaine régulier
Dans ette première partie de preuve, nous démontrons que (1.130) est bien posé. Soit Ω un
domaine régulier de frontière ∂Ω (lors de ette thèse Ω sera suessivement Br⋆ la boule de rayon
r⋆, Cr2r1 la ouronne de petit rayon r1 et de grand rayon r2 ou enore Ωε,r⋆ = Ωε ∩Br⋆).


∂2t u(x, t) − c2∆u(x, t) = fs(x, t), pour x ∈ Ω et t ≥ 0,
u(x, t) = a(x, t), pour x ∈ ∂Ω et t ≥ 0,
u(x, t) = 0, pour x ∈ Ω et t ≤ 0,
(1.130)
ave a : ∂Ω× R 7→ R et fs : Ω× R 7→ R des fontions de lasse C∞ qui vérient
a(x, t) = 0 et fs(x, t) = 0 pour t ≤ 0. (1.131)
Remarque 1.19. Nous avons équivalene entre les onditions du problème (1.130) ave les on-
ditions initiales u(x, 0) = 0 et ∂tu(x, 0) = 0.




∆ã(x, t)− ã(x, t) = 0 dans Ω
ã(x, t) = a(x, t) sur ∂Ω.
(1.132)
Posons ũ(x, t) = u(x, t) − ã(x, t). Pour démontrer l'existene et l'uniité de u, ommençons par
démontrer l'existene et l'uniité de ũ. Nous obtenons


∂2t ũ(x, t) − c2∆ũ(x, t) = −∂2t ã(x, t) + c2∆ã(x, t) + fs(x, t), pour x ∈ Ω et t ≥ 0,
ũ(x, t) = 0, pour x ∈ ∂Ω et t ≥ 0,
ũ(x, t) = 0, pour x ∈ Ω et t ≤ 0.
(1.133)
La dernière ligne de (1.133) peut être transformée en la ondition initiale
∂tũ(x, 0) = ũ(x, 0) = 0, pour x ∈ Ω, (1.134)
en remarquant que ã(x, t) = 0 pour t ≤ 0. Posons f(x, t) = −∂2t ã(x, t) + c2∆ã(x, t) + fs(x, t),






















∂tU(x, t) + AU(x, t) = F (x, t), pour x ∈ Ω et t ≥ 0,
U(x, 0) = 0, pour x ∈ Ω.
(1.135)
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 ∈ H , ave H = H10 (Ω) × L2(Ω). Nous suivons la démarhe adoptée dans







Il suit D(A) := {V ∈ H,AV ∈ H} = H2dir(Ω)×H10 (Ω), ave H2dir(Ω) = H2(Ω) ∩H10 (Ω). En eet,
nous avons par dénition
{V ∈ H,AV ∈ H} = {u1 ∈ H10 (Ω),∆u1 ∈ L2(Ω)} × {u2 ∈ L2(Ω), u2 ∈ H10 (Ω)}. (1.137)
Pour le premier ensemble, nous avons u1 ∈ H10 (Ω) qui vérie ∆u1 ∈ L2(Ω), nous déduisons que
u1 ∈ H2dir(Ω). Pour le seond, nous obtenons u2 ∈ H10 (Ω). Il suit
D(A) = H2dir(Ω)×H10 (Ω). (1.138)
Nous avons don A qui est un opérateur non borné de D(A) ⊂ H vers H . Nous avons alors












 = −(u1(x), u2(x))H10 − (c
2∆u1(x), u2(x))L2 .
(1.139)
Il suit d'après la formule de Green que (AV (x), V (x))H = 0. A est don monotone. Voyons si A







(A+ I)V (x) = G(x), (1.140)
est équivalent à 


u1(x) − u2(x) = f1(x)
u2(x) − c2∆u1(x) = f2(x).
(1.141)
Ainsi d'après la première équation, nous avons u2 ∈ H10 (Ω) ar f1 ∈ H10 (Ω). En injetant la
première équation dans la seonde nous obtenons
u1(x) − c2∆u1(x) = f1(x) + f2(x). (1.142)
Cei implique à u1 d'appartenir à H
2
dir(Ω). Don ∀G ∈ H , nous avons trouvé un unique V appar-
tenant à D(A) tel que (A+ I)V (x) = G(x). A est don maximal monotone.
D'après le théorème de Hille-Yosida, le problème (1.135) admet une unique solution.
Soit St un semi-groupe assoié à A. Rappelons qu'à l'aide de l'expression de la solution U et




St−sF (x, s)ds, (1.143)
il est faile d'obtenir
‖U(· , t)‖H ≤
∫ t
0
‖F (· , s)‖Hds. (1.144)
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Comme ‖F (· , t)‖H = ‖f(· , t)‖L2(Ω), nous obtenons sur [0, t]
‖ũ(· , t)‖H1
0
(Ω) ≤ tmax ‖f(· , t)‖L2(Ω). (1.145)
Expliitons f , nous avons
‖ũ(· , t)‖H1
0
(Ω) ≤ tmax ‖∂2t ã(· , t)− c2∆ã(· , t)‖L2(Ω). (1.146)
Or, nous avons
‖∂2t ã(· , t)− c2∆ã(· , t)‖L2(Ω) ≤ ‖∂2t ã(· , t)‖L2(Ω) + c2‖∆ã(· , t)‖L2(Ω) (1.147)















(Ω) ≤ C0 t‖ã(· , t)‖W 2,∞(R+,L2(Ω)) ≤ C0 t‖a(· , t)‖W 2,∞(R+,H1/2(∂Ω)). (1.149)
Comme u = ũ+ ã, il suit de l'inégalité triangulaire
‖u(· , t)‖H1
0
(Ω) ≤ ‖ũ(· , t)‖H1
0
(Ω) + ‖ã(· , t)‖H1
0
(Ω)
≤ C0 t‖a(· , t)‖W 2,∞(R+,H1/2(∂Ω)) + C‖a(· , t)‖H1/2(∂Ω).
(1.150)
ii) Analyse
Dans ette partie, nous supposons que la solution est de la forme (1.128) et nous allons déter-
miner les λpolm,n qui vérient la ondition (1.129). Pour ela, ommençons par traiter la ondition à



























n (θ, ϕ). (1.152)
Nous posons le hangement de variable t′ = t+ r
⋆




















Comme λpolm,n(t) = 0 pour t < r
















Il s'agit d'une équation aux dérivées ordinaires qui est bien posée quand nous l'équipons des






) = 0 ∀ℓ ∈ [[0, n− 1]]. (1.155)
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Ensuite nous répétons le raisonnement et onstruisons λpolm,n par réurrene. Nous sommes au rang
k. Cela signie que les fontions λpolm,n (et ses dérivées jusqu'à l'ordre n − 1) sont onnues pour
t ≤ (k + 1) r⋆c . L'équation (1.153) permet de déterminer λpolm,n pour t ∈ [(k + 1)
r⋆
c










). Par souis de larté,




























































Sur [(k + 1)
r⋆
c






















]. Comme b ∈ C∞(R),
le problème (1.156) admet une unique solution d'après le théorème de Cauhy-Lipshitz. Nous
avons ainsi déterminé les fontions λpolm,n et ses dérivées d'ordre au plus n− 1 sur tout R, ar elles
sont égales aux valeurs terminales de L sur [(k + 1)
r⋆
c
, (k + 2)
r⋆
c
]. C'est bien une fontion C∞ de
R.
iii) Convergene des séries










n (θ, ϕ). (1.157)
Il reste à démontrer la onvergene des séries pour démontrer le résultat. Dans le as où a est
une somme nie de polmn , e résultat formel devient rigoureux ar la solution est elle aussi dérite





























aN (x, t) = a(x, t) dans H
1
2 (ΓR) (1.159)
Introduisons l'opérateur solution, que nous notons Sol. L'opérateur Sol assoie à la fontion a ∈
C∞(ΓR) la solution sur la boule u
Sol(a) = u(x, t). (1.160)
L'opérateur Sol est ontinu. Nous avons uN qui est la solution assoiée à aN
Sol(aN ) = uN (x, t). (1.161)
Il suit
Sol(a− aN) = u(x, t)− uN (x, t). (1.162)
Ave l'estimation (1.150) nous obtenons
‖u(x, t)−uN(x, t)‖H1(Br⋆ ) ≤ C0 t‖a(x, t)−aN (x, t)‖W 2,∞(R+,H1/2(Γr⋆ ))+C‖a(x, t)−aN (x, t)‖H 12 (Γr⋆ ).
(1.163)
En passant à la limite sur N nous obtenons la onvergene de uN vers u.
1.3.4 La solution développée à l'ordre 2
Dans ette setion, nous allons identier deux formes que prend la solution régulière de l'équa-
tion des ondes : son développement de Taylor en 0 à l'ordre 2 et son développement dans la base













u(x, t) = u(0, t) +∇u(0, t) · x+ 1
2




























Répertorions les Regpolm,n pour n ≤ 2 dans le tableau 1.7.
Détaillons le développement de Taylor de u















+ ∂x1x2u(0, t)x1x2 + ∂x1x3u(0, t)x1x3 + ∂x2x3u(0, t)x2x3.
Nous avons à présent le matériel néessaire pour identier les deux formes de u, nous obtenons




























































































Tableau 1.7  Les premiers Regpolm,n[λ
pol
























1.4 Étude des solutions singulières de l'équation des ondes
1.4.1 Solution de l'équation des ondes sur une ouronne solide
Problème sur la ouronne
Dans ette partie, nous allons déterminer la solution de l'équation des ondes sur une ouronne
solide (de petit rayon r1 et de grand rayon r2), voir la gure 1.1.
Cr2r1 = {x ∈ R3, r1 ≤ |x| ≤ r2}. (1.168)
Nous noterons uc la solution de e problème (c référant à ouronne). Nous onsidérerons une
solution ausale uc(x, t) = 0 pour les temps négatifs dont nous onnaissons la trae sur la frontière
de la ouronne Cr2r1 . Nous noterons les sphères de rayon r1, respetivement r2 sous la forme suivante
Γr1 = {x ∈ R3, |x| = r1} et Γr2 = {x ∈ R3, |x| = r2}. (1.169)
Nous voulons résoudre le problème (1.170). Cherhons uc ∈ C∞(Cr2r1 × R) tel que
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r1
r2




c2∆uc(x, t)− ∂2t uc(x, t) = 0, sur Cr2r1 ,
uc(x, t) = 0, ∀t < 0,
uΓr1 (x, t) = a(x, t),
uΓr2 (x, t) = b(x, t),
(1.170)
ave a ∈ C∞(Γr1 × R) et b ∈ C∞(Γr2 × R).
i) Caratère bien posé de l'équation des ondes sur la ouronne Cr2r1
Ce problème admet une unique solution qui est régulière dans la ouronne Cr2r1 . Comme pour
la boule de rayon R, il est possible de montrer l'existene et l'uniité du problème (1.170) grâe




∂2t uc(x, t) − c2∆uc(x, t) = 0, pour x ∈ Cr2r1 et t ≥ 0,
uc(x, t) = 0, ∀t < 0,
uc(x, t) = a(x, t), pour x ∈ Γr1 et t ≥ 0,
uc(x, t) = b(x, t), pour x ∈ Γr2 et t ≤ 0,
(1.171)
ave a et b des fontions C∞(Γr1 × R), respetivement C∞(Γr2 × R) .
Remarque 1.20. Nous avons équivalene entre les onditions du problème (1.171) ave les on-
ditions initiales uc(x, 0) = 0 et ∂tuc(x, 0) = 0.
Nous relevons tout d'abord la fontion a en ã, respetivement b en b̃ omme suit : soit ã ∈
1.4. ÉTUDE DES SOLUTIONS SINGULIÈRES DE L'ÉQUATION DES ONDES 67




∆ã(x, t)− ã(x, t) = 0 dans Cr2r1
ã(x, t) = a(x, t) sur Γr1





∆b̃(x, t)− b̃(x, t) = 0 dans Cr2r1
b̃(x, t) = 0 sur Γr1 ,
b̃(x, t) = b(x, t) sur Γr2 .
(1.173)
Posons ũc(x, t) = uc(x, t) − ã(x, t) − b̃(x, t). Pour démontrer l'existene et l'uniité de u, om-




∂2t ũc(x, t) − c2∆ũc(x, t) = f(x, t), pour x ∈ Cr2r1 et t ≥ 0,
∂tũc(x, 0) = ũc(x, 0) = 0, pour x ∈ Cr2r1 ,
ũc(x, t) = 0, pour x ∈ Γr1 ∪ Γr2 et t ≥ 0,
ũc(x, t) = 0, pour x ∈ Cr2r1 et t ≤ 0.
(1.174)






























∂tUc(x, t) + AUc(x, t) = F (x, t), pour x ∈ Cr2r1 et t ≥ 0,
Uc(x, 0) = 0, pour x ∈ Cr2r1 .
(1.175)

















c2∇u1(x, t)∇u2(x, t)dσx. (1.176)
Il suit D(A) := {V (x) ∈ H,AV (x) ∈ H} = H2dir(Cr2r1 ) × H10 (Cr2r1 ), ave H2dir(Cr2r1 ) = H2(R3) ∩
H10 (C
r2
r1 ). Nous avons don A qui est un opérateur non borné de D(A) ⊂ H vers H . Nous avons
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alors


















) − (c2∆u1(x), u2(x))L2(Cr2r1 ).








(A+ I)V (x) = G(x), (1.177)
est équivalent à 


u1(x) − u2(x) = f1(x)
u2(x) − c2∆u1(x) = f2(x).
(1.178)
La première équation donne u1 et u2 ∈ H10 (Cr2r1 ) ar f1 ∈ H10 (Cr2r1 ). La seonde se simplie en
u1(x) − c2∆u1(x) = f1(x) + f2(x). (1.179)




r1 ). Don ∀G ∈ H , nous avons trouvé un unique V
appartenant à D(A) tel que (A+ I)V (x) = G(x). A est don maximal monotone.
D'après le théorème de Hille-Yosida, le problème (1.175) admet une unique solution.




St−sF (x, s)ds, (1.180)
nous avons
‖U(· , t)‖H ≤ C
∫ t
0
‖F (· , s)‖Hds, C > 0. (1.181)






) ≤ tmax ‖f(· , t)‖L2(Cr2r1 ). (1.182)
























(· , t)‖L2(Cr2r1 ) ≤ C(1 + c
2)
(
‖∂2t ã(· , t)‖L2(Cr2r1 )) + ‖∂
2
t b̃(· , t)‖L2(Cr2r1 ))
)
(1.184)
ar ‖∆ã(· , t)‖L2(Cr2r1 ) = ‖ã(· , t)‖L2(Cr2r1 ) et respetivement ‖∆b̃(· , t)‖L2(Cr2r1 ) = ‖b̃(· , t)‖L2(Cr2r1 ).











, ∀p ≤ 2, ∃C > 0 : ‖∂pt a(· , t)‖X ≤ C}, (1.185)
ave X = H1/2(Γr1), H
1/2(Γr2), ou L






) ≤ C0 t‖ã(· , t) + b̃(· , t)‖W 2,∞(R+,L2(Cr2r1 ))
≤ C0 t
(
‖a(· , t)‖W 2,∞(R+,H1/2(Γr1 )) + ‖b(· , t)‖W 2,∞(R+,H1/2(Γr2 ))
)
.
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Nous obtenons pour C0 > 0 et C1 > 0
‖uc(· , t)‖H1(Cr2r1 ) ≤ C0‖ũc(· , t)‖H10 (Cr2r1 ) + C1‖ã(· , t) + b̃(· , t)‖H10 (Cr2r1 )
≤ C0 t
(









Comme pour les solutions régulières, nous ombinons une solution avanée et une solution
retardée, voir la setion 1.3.2. Nous herhons don une solution du problème (1.170) dans la base















ave pol qui prend les valeurs cos ou sin et λpol,±m,n les projetions dans la base des M
pol,±
m,n d'une
fontion λ ∈ C∞(R3) à déterminer. En omparant ave les déompositions apolm,n, respetivement






















































) sur Γr2 .
(1.189)




















pas unique. Plus préisément, les fontions λpol,±m,n sont dénies à un polynme près. Pour as-



































m,n ] par intervalle de temps δt =

















Figure 1.2  Potentiels avanés et retardés
r2 − r1
c
. Eetuons le hangement de variable t1 = t −
r1
c















)−Mpol,+m,n [λpol,+m,n ](x, t1 +
2r1
c
) sur Γr1 ,
Mpol,+m,n [λ
pol,+





) − Mpol,−m,n [λpol,−m,n ](t2 −
2r2
c
) sur Γr2 .
(1.192)
Comme pour le as de la boule Br⋆ (voir setion 1.3.3), nous eetuons e hangement de
variable an que les termes à gauhe de (1.192) deviennent des données. Cette fois-i nous
raisonnerons diretement sur les Mpol,±m,n et déterminerons les λ
pol,±














) est identiquement nulle d'après (1.191). De
même Mpol,−m,n [λ
pol,−
m,n ](x, t2 −
2r2
c






























) sur Γr1 ,
Mpol,+m,n [λ
pol,+





) sur Γr2 .
(1.193)
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Nous avons ainsi avané de δt dans la détermination de λ+ et λ−. Le raisonnement peut être ainsi
répété par réurrene.
Soit k un entier naturel. Supposons onnus Mpol,−m,n [λ
pol,−




























) et Mpol,−m,n [λ
pol,−
m,n ](x, t2 −
2r2
c
) sont ainsi onnues d'après l'hypothèse. Il suit de (1.189) que
nous avons déterminé Mpol,+m,n [λ
pol,+
















+ (k + 1)δt]. Nous venons de déterminer Mpol,−m,n [λ
pol,−
m,n ](x, t1) et
Mpol,+m,n [λ
pol,+
m,n ](x, t2) sur tout R.
Nous déterminons alors les λpol,±m,n (t
±) en résolvant les équations aux dérivées ordinaires (1.194)
munies de la ondition de ausalité (qui équivaut à imposer la nullité des n− 1 premières dérivées
de λpol,±m,n (t
±) en t+ = t+
r2
c


































iii) Convergene des séries
Dans la setion 1.4.1, les aluls ont été eetués de manière formelle. Il reste à démontrer la
onvergene des séries pour démontrer le résultat. Dans le as où a et b sont des sommes nies
de polmn , e résultat formel devient rigoureux ar la solution est elle aussi dérite à l'aide d'une

















































Introduisons l'opérateur solution, que nous notons Sol. L'opérateur Sol assoie à deux fontions
a ∈ C∞(Γr1) et b ∈ C∞(Γr2) la solution sur la ouronne uc
Sol(a, b) = uc(x, t). (1.197)
Lemme 1.5. L'opérateur Sol :W 2,∞([0, T ], H1/2(Γr1))×W 2,∞([0, T ], H1/2(Γr2)) → L∞([0, T ], H1(Cr2r1 ))
est ontinu, pour tout T > 0.
Preuve du lemme 1.5. La ontinuité de l'opérateur Sol déoule de l'estimation obtenue en (1.186).
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Revenons à la onvergene des séries. Nous avons ucN qui est la solution assoiée à aN et bN
Sol(aN , bN) = ucN (x, t). (1.198)
Il suit
Sol(a− aN , b− bN) = uc(x, t)− ucN (x, t). (1.199)
Ave l'estimation (1.186) nous obtenons
‖uc(x, t) − ucN (x, t)‖H1(Cr2r1 ) ≤ C‖a(x, t)− aN(x, t)‖H 12 (Γr1)






En passant à la limite sur N , nous obtenons la onvergene de ucN vers u.
1.4.2 Représentation des solutions singulières de l'équation des ondes
Dans la setion 1.4.1, nous avons dérit la solution uc dans une ouronne privée de l'origine ar
la somme des Mpol,+m,n et M
pol,−
m,n est singulière en 0. Cela dénit par onséquent une base pour les
solutions singulières de l'équation des ondes. Notons us la solution singulière qui s'exprime dans

























Le théorème 1.5 permet d'érire la solution de l'équation des ondes us dans une nouvelle base.
Théorème 1.5. Nous avons les omportements suivants au voisinage de x = 0












































polmn (θ, ϕ). (1.203)












r−ℓ−1+kpolmn (θ, ϕ) + O
r→0
(rK−n). (1.204)
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Notons Mpol,−m,n,p[λ] les éléments du développement de Taylor de M
pol,−
m,n [λ]





(p+ k + 1)!
λ(n+p+1)(t)
4πcn+p+1






















polmn (θ, ϕ) + O
r→0
(rK+n+1). (1.208)














Notons Regpolm,n,p[λ] les éléments du développement de Taylor de Reg
pol
m,n[λ].
Pour p et n de même parité :
Regpolm,n,p[λ](θ, ϕ, t) =
λ(p+n+1)(t)
2πcp+n+1
Q−p+n−1n (−1)polmn (θ, ϕ). (1.210)
Pour p et n de parité diérente :









iii) Remarquons que Rpolm,n[λ](x, t) = M
pol,−
m,n [λ](x, t
−) −Mpol,+m,n [λ](x, t+). Nous partons de l'ex-
pression (1.201) de la solution us et nous allons l'érire dans une autre base en ajoutant et retirant
Mpol,−m,n [λ
pol,+




















−)− Regpolm,n[λpol,+m,n ](x, t). (1.215)










−)− Regpolm,n[λpol,+m,n ](x, t). (1.216)
Cei termine la preuve.
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Remarque 1.21 (importante). Le théorème 1.5 est fondamental pour la suite ar il permet de
dérire le omportement de la solution en hamps lointain, nous réutiliserons ette déomposition
dans le hapitre 3.
1.5 Rappels des résultats obtenus
An de permettre une leture plus uide nous synthétisons les résultats obtenus et énonçons
quelques orollaires.
1.5.1 Développement modal
Rappelons que Br⋆ est la boule entrée en l'origine et de rayon r
⋆
.




u(x, t) = 0,
u(x, 0) = 0, ∂tu(x, 0) = 0,
(1.217)














































u(x, t) = 0, sur R3\{0} × R+,
























n (θ, ϕ). (1.224)
Preuve. Il sut de remarquer que Regpolm,n[b
pol
m,n] est non identiquement nul en l'origine.
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u(x, t) = 0,

























n (θ, ϕ). (1.228)
1.5.2 Développement asymptotique


















|∇uP (x, t)| = O
r→0
(rP ).
De plus, la fontion up admet la déomposition suivante












































Dans e hapitre, nous avons déterminé le développement modal de la solution en hamp
lointain. Nous nous sommes basés sur des résultats existants en fréquentiel pour les adapter au
domaine temporel. Notre ontribution majeure réside dans la simpliation des expressions. Pour





m,n ). Ces expressions restent toutefois assez lourdes. Ce hapitre permet de
failiter l'étape de raord qui sera réalisée au hapitre 3.
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Chapitre 2
Éléments d'analyse pour l'étude en
hamp prohe : modèle
quasi-statique à l'extérieur d'un
obstale
2.1 Introdution
Dans e hapitre, nous isolons un ertain nombre de résultats d'analyse onernant le hamp
prohe. Bien que ette partie soit assez diile à lire, elle permet d'avoir une présentation plus
direte dans les hapitres suivants.
Nous nous plaçons à l'extérieur d'un obstale B̂ ⊂ R3 sur le domaine Ω̂ = R3 \ B̂, voir la gure
2.1. Bien que la théorie puisse aussi être développée dans le as d'un obstale moins régulier, par
exemple de type Lipshitz, nous allons supposer que l'obstale est de lasse C∞. Ainsi les fontions
onsidérées seront aussi de lasse C∞. D'autre part, nous allons supposer que et obstale est







Figure 2.1  Domaine d'étude
Nous paramétrons e domaine par les oordonnées artésiennes de hamp proheX = (X1, X2, X3) ∈
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R3 ainsi que par les oordonnées sphériques (R, θ, ϕ) ∈ R+ × [0, π] × [0, 2π[ qui sont dénies par
le hangement de variables
X1 = R sin θ cosϕ, X2 = R sin θ sinϕ, et X3 = R cos θ.
Nous onsidérons une famille de fontions Ui : Ω̂ × R+ −→ R, i ∈ Z, qui vérient le système




Ui(X, t), pour X ∈ Ω̂, t ≥ 0, (2.1)
ave les onditions à la limite de Dirihlet sur la frontière Γ̂ de B̂
Ui(X, t) = 0, ∀i ∈ Z, ∀t ∈ R, ∀X ∈ Γ̂. (2.2)
Ces fontions sont aussi supposées nulles pour tout i < 0 et pour tout t ≤ 0
Ui(X, t) = 0, ∀i < 0, ∀t ∈ R, ∀X ∈ Ω̂, (2.3)
Ui(X, t) = 0, ∀i ∈ Z, ∀t ≤ 0, ∀X ∈ Ω̂. (2.4)
Enn, nous imposons le adre fontionnel suivant (qui est liite ar la frontière de l'obstale est
régulière)
Ui ∈ C∞(Ω̂× R). (2.5)
Remarque 2.1. Il est aussi tout à fait possible de onsidérer des onditions de Neumann. Celles-i
prennent la forme :
∂Ui
∂n
(X, t) = 0, ∀i ∈ Z, ∀t ∈ R, ∀X ∈ Γ̂. (2.6)
Remarque 2.2. Comme Ui = 0 pour i < 0, l'équation (2.1) se réduit pour i = −2 et −1 à
l'équation de Laplae homogène
∆XU0(X, t) = 0, ∆XU1(X, t) = 0, ∀t ∈ R, ∀X ∈ Ω̂. (2.7)
Ce hapitre se divise en deux parties. Nous allons déterminer le développement modal du
hamp prohe dans la setion 2.2, puis nous ferons quelques rappels sur le problème de Laplae
pour les onditions de Neumann ou de Dirihlet dans la setion 2.3.
2.2 Développement modal du hamp prohe au voisinage de
l'inni
2.2.1 Quelques notations
Rappelons ou introduisons quelques notations réurrentes de e hapitre


















 Les opérateursMpol,−m,n,ℓ et Reg
pol
m,n,ℓ sont dénis par (1.206) et (1.210). Ce sont des appliations
de l'ensemble des fontions C∞(R) vers l'ensemble des fontions C∞(S2×R) ave S2 la sphère
paramétrée par les variables (θ, ϕ).
 Soient R1 et R2 deux réels positifs ; nous notons B
c
R1




la ouronne de petit rayon R1 et de grand rayon R2
BcR1 =
{




X ∈ R3 | R1 ≤ R ≤ R2
}
. (2.9)
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2.2.2 Développement modal du hamp prohe
Lors de e premier résultat, nous supposons qu'il existe une famille de fontions qui vérie
les équations de Laplae emboîtées et nous exhibons le développement modal de la solution au
voisinage de l'inni.
Théorème 2.1. Si la famille de fontions (Ui ∈ C∞(Ω̂ × R))i≤I vérient (2.1), (2.2), (2.3) et
(2.4), alors il existe deux familles de fontions (Ai)
pol
m,n ∈ C∞(R) et (Bi)polm,n ∈ C∞(R) ave i ≤ I,














Nous pouvons trouver les dénitions de Mpol,−m,n,p et Reg
pol
m,n,p en (1.206) et (1.210).
Remarque 2.3. La onvergene de la série (2.11) peut être omprise au sens L∞loc(R, L
2(CR2R1 )),
W k1,∞loc (R, H
1(CR2R1 )) ou enore W
k1,∞
loc (R, H
1(∆k2 , CR2R1 )), ave R1 et R2 deux réels positifs qui
vérient R⋆ < R1 < R2 et k1 et k2 deux entiers naturels. Par régularité elliptique, voir [14℄, nous
pouvons montrer que la onvergene de ette série et de ses dérivées a lieu aussi pontuellement.
Remarque 2.4. Un résultat très similaire qui nous servira par la suite est donné par le lemme
suivant.








+ UPi (X, t), (2.11)
ave UPi le reste vériant
max
t≤T
∂mt |UPi (X, t)| = O
R→+∞
(R−P−1), ∀m ≥ 0
max
t≤T
∂mt |∇XUPi (X, t)| = O
R→+∞
(R−P−2), ∀m ≥ 0.
De plus, la fontion Ui,p admet la déomposition suivante




















Pour faire la preuve du lemme 2.1, nous aurons besoin de quelques résultats du hapitre 1 que




Regpolm,n,p[λ] = 0 ∀p < n,
Mpol,−m,n,p[λ] = 0 ∀p < −n− 1.
(2.14)





m,n (t) = 0, ∀i < 0. (2.15)
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Preuve du lemme 2.1. Nous détaillerons le alul formel qui permet d'obtenir le résultat mais pas
la partie onernant la onvergene de la série et la majoration du reste. Nous partons du résultat



















m,n] = 0 ∀ℓ > i,
Mpol,−m,n,−n−1+ℓ[(Bi−ℓ)
pol,−
m,n ] = 0 ∀ℓ > i.
(2.17)


















Eetuons à présent le hangement de variable p = −n−1+ℓ pour la première somme et p = n+ℓ




















m,n] = 0 pour p < n, nous pouvons don plonger la























RpUi,p(X, t) + O
R→+∞
(R−P−1), (2.21)
nous obtenons (2.13). Cei termine la preuve.






























ave ∆Γ le Laplaien Beltrami vériant
∆Γpol
n
m(θ, ϕ) = −n(n+ 1)polnm(θ, ϕ). (2.23)





p+2 = (p+ 2)(p+ 3)Rp. (2.24)













Montrer i) revient alors à vérier l'égalité suivante
[






Remarquons que pour p et n de parité diérente nous avons Regpolm,n,p+2[λ] = 0 et Reg
pol
m,n,p[λ] = 0
don l'égalité est vériée.












(p+ 2)(p+ 3)− n(n+ 1)
]
Q−p+n−3n (−1) = Q−p+n−1n (−1). (2.28)
Puisque Regpolm,n,p[λ] = 0 pour tout p < n, nous prenons p = n+ 2p
′












En annexes nous avons déterminé Q−pn pour p pair voir (C.15) et pour p impair voir (C.16), en







= (2p′ + 2)(2n+ 2p′ + 3). (2.30)
Il sut de remarquer pour p = n+ 2p′ que
[
(p+ 2)(p+ 3)− n(n+ 1)
]
= (2p′ + 2)(2n+ 2p′ + 3), (2.31)
pour onlure.
Nous raisonnons exatement de la même façon pour prouver ii) dans le as où n et p sont de même
parité. Voyons le as où n et p sont de parité diérente.



















= 2(2p′ − 2n+ 1)(p′ + 1). (2.33)
Il sut ensuite de remarquer pour p = −n− 1 + 2p′ que
[
(p+ 2)(p+ 3)− n(n+ 1)
]
= 2(2p′ − 2n+ 1)(p′ + 1), (2.34)
pour onlure.
Cei termine la preuve.





qui vérie l'équation de Laplae homogène. Puis nous traiterons
le as général.
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Étude du noyau de l'équation de Laplae





∆XU(X, t) = 0 dans Ω̂ et U(X, t) = 0 ∀t ≤ 0, (2.35)











et Apolm,n(t) = B
pol
m,n(t) = 0 pour tout t ≤ 0.







n (θ, ϕ). (2.37)









Upolm,n(R, t) = 0, (2.38)
et sont par onséquent données par
Upolm,n(R, t) = A(t)R
n +B(t)R−n−1, (2.39)








































m,n(t) = 0 pour tout ℓ ≤ 2n. Cei termine la preuve.




























Preuve. Pour U0, il sut de remarquer que U0 est solution de l'équation de Laplae homogène et
d'appliquer la proposition 2.1.
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m,n(R, t) = A1(t)R
n +B1(t)R
−n−1, aveA1 etB1 ∈ C∞(R). (2.44)
Analyse :























Commençons par éliminer les termes nuls. Rappelons que Regpolm,n,p[λ] = 0 si n et p sont de parité
diérente, voir le théorème 1.5. Il suit
Regpolm,n,n+1[(A0)
pol
m,n] = 0. (2.45)
D'autre part, nous avons par dénition, voir (1.206)
Mpol,−m,n,−n[(B0)
pol,−











m,n. Séparons le as n = 0 et n 6= 0.
Pour n 6= 0, nous avons
(U1)
pol
































































m,n(t) = 0 pour tout ℓ ≤ 2n.
Pour n = 0, nous avons
(U1)
pol
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Si U1 s'érit sous la forme (2.42) alors U1 est solution de l'équation de Laplae. Cei termine la
preuve.
Étude de l'équation de Laplae emboîtée : as général
Commençons par rappeler l'équation de Laplae emboîtée.











Ui−2(X, t), ∀X ∈ Ω̂, ∀t ≥ 0,
Ui(X, t) = 0, ∀i ∈ Z, ∀X ∈ Γ̂, ∀t ∈ R,
(2.54)



















Ui−1(X, t) sur B
c















Preuve. Appliquons ∆X à U
⋆
































































































Or remarquons que pour ℓ = −1,
Mpol,−m,n,−n−2[(Bi)
pol,−






























Maintenant prouvons la onvergene en norme L2 de la somme.










onverge en norme L2. Nous avons alors
∑
m,n,pol
‖Mpol,−m,n,−n−1[Bpol,−m,n ]R−n−1 +Regpolm,n,n[Apolm,n]Rn‖2 <∞. (2.65)
Pour les termes réguliers (Regpolm,n,p), ils sont en nombre ni ar Ui(X, t) = O
R→+∞
(Ri), il n'y a pas
de problème de onvergene.
Pour les termes singuliers, montrons à présent que
∑
m,n,pol









R−iUi(X, t) <∞, (2.66)
soit enore
Ui(X, t) = O
R→+∞
(Ri). (2.67)
























































(n− k)!(ℓ− n+ k)!cℓ . (2.71)
Cependant, k est positif et k ≥ n− ℓ don n− k ≥ ℓ, nous déduisons
2n−k ≤ 2ℓ. (2.72)




(k + 1) · · ·n
(n+ k + 1) · · · (2n) ≤ 1, (2.73)
et également
1
(n− k)!(ℓ− n+ k)! ≤ 1. (2.74)
Il suit




≤ Cte ℓ 2ℓ. (2.76)
Nous avons alors une onvergene L2loc.
Nous pouvons maintenant démontrer le résultat dans le as général à savoir faire la preuve du
théorème 2.1.
Preuve du théorème 2.1. Soit Vi+1 = Ui+1 − U⋆i+1 la fontion donnée par











La proposition 2.1 nous permet de remarquer que Vi+1 vérie
∆XVi+1(X, t) = 0, dans B
c
R⋆ × R+. (2.77)
La fontion Vi+1 est don solution de l'équation de Laplae homogène et nous avons déterminé
une solution partiulière de l'équation de Laplae emboîtée dans le lemme 2.3. Il sut à présent de
sommer les expressions de Vi+1 et U
⋆
i+1 an d'obtenir la solution de l'équation de Laplae emboîtée
dans le as général















Cei termine la preuve.
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2.3 Rappels sur le problème extérieur de Laplae
2.3.1 Condition de Neumann
Dans ette setion nous rappelons la adre fontionnel pour la résolution du problème de




∆XU(X) = F (X),
∂nU(X) = 0,
(2.78)
ave F un terme soure volumique. À la n de ette setion, nous pourrons armer l'existene
d'une solution de e problème ave
lim
R→+∞
U(X)− Uas(X) = 0, (2.79)
ave Uas le omportement asymptotique de la solution U .
L'espae variationnel HNeu
Commençons par dénir l'espae HNeu
HNeu := {U ∈ L2loc(Ω̂) : ∇U ∈ L2(Ω̂)}, (2.80)
ave L2loc l'ensemble des fontions qui vérient χU ∈ L2(Ω̂) pour tout χ ∈ D(R3) (en d'autres
termes, les fontions L2(Ω̂) sur tout borné y ompris au voisinage de la frontière).









U(R, θ, ϕ) sin θdθdϕ. (2.81)
Notation 2.1. Nous notons ΓR⋆ la sphère de rayon R
⋆
, dσ la mesure sur la sphère unité notée
S, d'où ∫
S





U(R, θ, ϕ) sin θdθdϕ, (2.82)






U(R, θ, ϕ)R2dσ. (2.83)
Remarque 2.5. Remarquons que U∞ est la limite de la valeur moyenne de U sur la sphère de


















U(R⋆, θ, ϕ)dσ =: U∞.
Preuve de la propriété 2.1. Cette preuve est une adaptation d'un résultat que nous pouvons trou-








U(R⋆, θ, ϕ)dσ. (2.84)
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Montrons que UR⋆ est de Cauhy au voisinage de l'inni. Nous avons






















Appliquons l'inégalité de Cauhy-Shwartz :



































Cei termine la preuve.
Propriété 2.2. L'espae HNeu est un espae de Hilbert lorsqu'il est muni du produit salaire
(U, V )HNeu =
∫
Ω̂
∇U(X).∇V (X) + U∞V∞.
La preuve s'eetue par ontradition, voir [31℄.
L'espae de Beppo-Levi H0
Dénition 2.1. L'espae de Beppo-Levi H0 est déni omme la fermeture des fontions de D(Ω̂)
vis-à-vis du produit salaire ∫
Ω̂
(








Propriété 2.3. Nous avons équivalene de normes dans H0. Il existe Cte > 0, ∀v ∈ H0




Preuve. Nous pouvons nous référer à [24℄ pour la preuve.
Lemme 2.4. Si U ∈ HNeu alors U − U∞ ∈ H0.
Preuve du lemme 2.4. Nous nous référerons à [9℄. Comme U∞ ∈ R et ∇U ∈ L2(Ω̂) (par dénition
de HNeu), nous avons ∇(U − U∞) ∈ L2(Ω̂).




Soient R1 > 0 tel que B̂ ⊂ BR1 et Ω̂R1 := Ω̂ ∩BR1 .




Démontrons à présent que
U − U∞
R
∈ L2(Ω̂\BR1). Nous avons
U − U∞ = U − U + U − U∞, (2.88)
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(U − U)2dσdR. (2.90)
Grâe à l'inégalité de Poinaré sur la sphère unité, puisque U −U est à moyenne nulle, nous avons
∫
S

























Puisque ∇XU = ∂RU +
1
R























En prenant R1 = R et R2 qui tend vers l'inni dans l'équation (2.85), nous avons















dRdσ < +∞. (2.97)
Théorème 2.2. Nous avons la aratérisation suivante de H0
H0 = {U ∈ H | U∞ = 0}. (2.98)
Preuve. Nous reprenons e qui a été fait dans [9℄. Notons D = {U ∈ H | U∞ = 0}. Commençons
par montrer H0 ⊂ D.




e qui est impossible sauf si U∞ = 0.
Montrons à présent l'inlusion inverse.
Soit U ∈ D. D'après le lemme 2.4, U − U∞ ∈ H0, omme U∞ = 0, U ∈ H0.
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∇U · ∇V dX, (2.99)
ave dX = dσdR.
Preuve. Remarquons que pour tout U, V ∈ H0 nous avons
∫
Ω̂
∇U · ∇V dX+ U∞V∞ =
∫
Ω̂
∇U · ∇V dX. (2.100)




FV ≤ CF ‖∇V ‖L2(Ω̂).




−∆XU = F dans Ω̂,
∂nU = 0 sur ∂Ω̂.








∇U.∇V dX = < F, V > .
(2.101)










D'après le théorème de Lax-Milgram et la proposition 2.3, ei termine la preuve.









Remarque 2.6 (exemple de fontions du dual). Soit F : Ω̂ → R une fontion. Assoions à F la
fontion G dénie par
G(X) = RF (X). (2.103)



















En partiulier, si F ∈ L2(Ω̂) à support ompat alors G est L2(Ω̂) et F ∈ H∗0 . En eet, nous avons
‖RF‖L2(Ω̂) ≤ R
∗‖F‖L2(Ω̂),
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où R∗ = sup
X ∈ suppF





ave s > 0 alors G est
un élément de L2(Ω̂)
∫
Ω̂
G2(R, θ, ϕ)R2dRdσ =
∫
Ω̂
R2F 2(R, θ, ϕ)R2dRdσ,






Nous allons à présent voir la formulation variationnelle du problème préédent. Nous partons
de l'équation suivante 


−∆XU = F dans H∗0
∂nU = 0 dans H
−1/2(∂Ω̂)
(2.104)







D'après la formule de Green, nous avons
∫
Ω̂
∇U · ∇V −
∫
∂Ω̂




En tenant ompte de la ondition à la limite il suit
∫
Ω̂




L'existene et l'uniité de la solution suit du théorème de Lax-Milgram. Il existe un unique U ∈ H0
tel que a(U, V ) = ℓ(V ) ave a, respetivement ℓ la forme bilinéaire dénie positive, respetivement
linéaire, dénies sur H0.













−∆Ũ = F, ar−∆Ũ = −∆XU +∆α = −∆XU,
∂nŨ = 0,
(2.109)
qui est lui-même bien posé. Dans le sens inverse, si U est la solution du problème (2.104), pour
V ∈ D(Ω̂), nous montrons à l'aide de la formule de Green
∫
Ω̂
−∆XU · V =
∫
Ω̂
F · V, (2.110)
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puis pour V ∈ D( ¯̂Ω) ∫
Ω̂
−∇U · ∇V +
∫
∂Ω̂
∂nU · V =
∫
Ω̂
F · V. (2.111)
Il suit que ∂nU = 0. Nous pouvons passer à la démonstration du théorème 2.5 plus général. Soit
χ une fontion de tronature qui vaut 1 en +∞ et 0 au voisinage de l'obstale B̂.
Théorème 2.5. Soient F : Ω̂ −→ R et Uas : Ω̂ −→ R des fontions qui vérient
F +∆X(χUas) ∈ H∗0 . (2.112)




−∆XU = F dans Ω̂
U − Uas ∈ H0
∂nU = 0.
(2.113)
Remarque 2.7. La ondition U − Uas ∈ H0 équivaut à (U − Uas)∞ = 0. C'est le sens que nous
donnons à la limite de (2.78).




−∆Ũ = −∆(U − χUas) = F +∆(χUas) ∈ H∗0 ,
∂nŨ = 0.
(2.114)
Remarque 2.8. Introduisons le ommutateur
< ∆, χ > Uas = ∆(χUas)− χ(∆XUas), (2.115)
ave χ(∆XUas) = ∆(χUas)− 2∇χ ·∇Uas− (∆χ)Uas. Nous obtenons < ∆, χ > Uas = 2∇χ∇Uas+
∆(χUas). Les fontions ∆χ et ∇χ sont à support dans un intervalle fermé, en eet, il existe un
R0 > 0 tel que pour tout R < R0 la fontion de tronature χ est nulle. De même, il existe un
R1 > R0 tel que pour tout R > R1, χ(R) = 1. Par onséquent, χ varie sur [R0, R1] et est onstante
en dehors.
Nous sommes don ramenés au problème préédent.
2.3.2 Condition de Dirihlet
Dans ette setion nous allons herher à dénir un espae pour lequel le problème (2.116) sera




∆XU(X) = F (X),
U(X) = 0, sur ΓB̂.
(2.116)
Dénissons l'espae HDir
HDir := {U ∈ L2loc(Ω̂) : ∇U ∈ L2(Ω̂) et U = 0 sur ΓB̂}, (2.117)
ave L2loc l'ensemble des fontions qui vérient χU ∈ L2(Ω̂) (en d'autres termes, les fontions
L2(Ω̂) sur tout borné y ompris au voisinage de la frontière).
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Théorème 2.6. L'espae HDir est un espae de Hilbert s'il est muni du produit salaire
(U, V )HDir =
∫
Ω̂
∇U · ∇V dX. (2.118)
Preuve. Nous pouvons nous référer à [24℄.
Remarque 2.9. Nous avons l'inlusion d'espaes suivante
HDir ⊂ HNeu. (2.119)




∆XU(X) = F (X),
U(X) = 0, pour X ∈ ΓB̂,
(2.120)







F −∆XUas ∈ H∗Dir ∩ L2loc(Ω̂),
(2.121)
ave χ = 1 au voisinage de l'inni et χ = 0 au voisinage de l'obstale.
Preuve. Analyse Nous voulons montrer que le problème de Dirihlet (2.120) est bien posé et que
sa solution U est unique. Introduisons la nouvelle fontion inonnue
Ũ(X) = U(X)− χU
as
(X) ∈ HDir, (2.122)




∆Ũ(X) = F (X)−∆(χU
as
(X)),
Ũ(X, t) ∈ HDir.
(2.123)
Synthèse Il existe un unique Ũ solution du problème (2.123). Alors Ũ + χUas est solution du
problème (2.120). Nous avons ainsi l'existene de U . Enn l'uniité de U déoule de elle de Ũ .
Cei termine la preuve.
Conlusion
Nous avons réutilisé les bases de représentation du hapitre 1 pour le développement modal
en hamp prohe de notre solution. De plus, nous avons vu que le temps pouvait être onsidéré
omme un paramètre. Cei permet d'obtenir failement des estimations des dérivées en temps de
la solution en hamp prohe. Ce sera très utile dans l'étape de raord pour identier les termes
de hamp prohe et de hamp lointain qui se orrespondent.
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Chapitre 3
Dénition du développement
asymptotique à tout ordre
3.1 Introdution
Dans e hapitre, nous ommenerons par rappeler les dénitions utiles pour la dénition du
développement asymptotique à tout ordre dans la setion 3.1.1. Ensuite, dans les setions 3.2
et 3.3, en exploitant les onditions de raord, nous dénirons les termes des développements
asymptotiques de hamp prohe et de hamp lointain. Ces deux développements sont dénis pour
un système d'équations aux dérivées partielles omportant des singularités au voisinage de l'origine
et de l'inni. Enn, nous dénirons une fontion de raord et estimerons son erreur dans la setion
3.4.
3.1.1 Rappels sur le hamp lointain






ave ui les fontions dénies sur Ω
⋆×R et Ω⋆ = R3\{0}. Rappelons que les termes de e développe-
ment vérient les problèmes d'évolution obtenus au hapitre . Trouver u0 : Ω




c2∆u0(x, t) − ∂2t u0(x, t) = f(x, t),
u0(x, 0) = 0, ∂tu0(x, 0) = 0.
(3.2)
et trouver ui : Ω







ui(x, t) = 0,
ui(x, 0) = 0, ∂tui(x, 0) = 0.
(3.3)
Remarque 3.1. Ces problèmes ne sont pas bien posés ar les fontions ui sont potentiellement
singulières à l'origine, voir le hapitre 1.
Le développement (3.1) approhe la solution de notre problème loin de l'obstale. Nous justi-
erons ette armation dans le hapitre 4. Pour le moment nous n'avons auun moyen d'assurer
que ette série est onvergente, nous ferons dans e hapitre tous les aluls de façon formelle.
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3.1.2 Rappels sur le hamp prohe






ave Ui les fontions dénies sur Ω̂×R et Ω̂ = R3\B̂. Rappelons que les termes de e développement








Ui(X, 0) = 0, ∂tUi(X, 0) = 0,
Ui(X, t) = 0, ∀i < 0.
(3.5)
Remarque 3.2. Ces problèmes ne sont pas bien posés ar les fontions Ui sont potentiellement
singulières au voisinage de l'inni, au sens de
lim
R→+∞
|U(R, θ, ϕ)| = +∞, (3.6)
voir le hapitre 2.
Le développement (3.4) approhe la solution de notre problème au voisinage de l'obstale.
Nous justierons ette armation dans le hapitre 4. Pour le moment nous n'avons auun moyen
d'assurer que ette série est onvergente, nous ferons dans e hapitre tous les aluls de façon
formelle.
3.1.3 Conditions de raord
Pour fermer les problèmes de hamp lointain et de hamp prohe (les rendre bien posés), nous
allons érire des onditions de raord, voir (65)
ui,p(θ, ϕ, t) = Ui+p,p(θ, ϕ, t), pour i ∈ Z et p ∈ Z. (3.7)
Rappelons que ui,p, respetivement Ui,p, sont les termes du développement au voisinage de 0,

















i (x, t) = O
r→0
(rP+1) et UPi (X, t) = O
R→+∞




ui(x, t) = Ui(X, t) ≡ 0, ∀i < 0,
ui,p(θ, ϕ, t) = Ui,p(θ, ϕ, t) ≡ 0, ∀i < 0.
(3.9)
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3.2 Exploitation des onditions de raord
3.2.1 Conséquene de la forme de l'Ansatz
Dans ette setion, nous allons montrer que la forme de l'Ansatz, (3.1) et (3.4), limite les singu-
larités des termes de hamp lointain et les roissanes des termes de hamp prohe. Commençons
par le as i > 0 et p < −i, nous avons i+ p < 0. La onvention (3.9) donne alors
Ui+p(X, t) ≡ 0 et Ui+p,p(θ, ϕ, t) ≡ 0. (3.10)
D'après la ondition de raord rappelée en (3.7), nous avons aussi
ui,p(θ, ϕ, t) = Ui+p,p(θ, ϕ, t). (3.11)
Il suit
ui,p(θ, ϕ, t) ≡ 0, ∀i > 0 et p < −i. (3.12)





p + uPi (x, t), (3.13)
ave u
P
i (x, t) = O
r→0
(rP+1).
Voyons à présent la as i > 0 et p > i, nous avons i− p < 0. La onvention (3.9) donne alors
ui−p(x, t) ≡ 0 et ui−p,p(θ, ϕ, t) ≡ 0. (3.14)
De plus, la ondition de raord (3.7) peut se réérire sous la forme
Ui,p(θ, ϕ, t) = ui−p,p(θ, ϕ, t). (3.15)
Il suit
Ui,p(θ, ϕ, t) ≡ 0, ∀i > 0 et p > i. (3.16)





p + UPi (X, t), (3.17)
ave U
P




Au hapitre 1, nous avons obtenu le développement modal des fontions singulières de l'équation
des ondes. Au voisinage de 0, respetivement de l'inni, les fontions ui, respetivement Ui, peuvent




























 la variable pol peut prendre les valeurs cos ou sin,


















 les fontions cosmn et sin
m
n sont les harmoniques sphériques, voir (1.22).
De plus, nous avons trouvé aux hapitres 1 et 2 les formes de (ui,p)
pol






























Comme la famille polmn est une famille libre, il suit que la ondition de raord peut aussi être






















En identiant nous obtenons les relations de raord que nous expliitons dans le théorème 3.1.














m,n(t) ⇔ (Ai)polm,n(t) = (bi−n)polm,n(t), pour n ≤ i.
(3.23)
La première relation relie les singularités du hamp lointain aux termes déroissants du hamp
prohe. La seonde relie les termes réguliers du hamp prohe aux termes roissants du hamp
lointain.
3.3 Dénition des termes du développement asymptotique
Pour dénir les termes du développement asymptotique, nous agissons par réurrene.
Initialisation :
Champ lointain
La fontion u0 est la solution régulière sur R




c2∆u0(x, t) − ∂2t u0(x, t) = f(x, t),
u0(x, 0) = 0, ∂tu0(x, 0) = 0.
(3.24)
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Cei se simplie en


















et d'autre part en remarquant que
Regsin0,0[(A0)
sin
0,0] = 0. (3.29)
Nous pouvons alors dénir U0 omme la solution de


∆XU0(X, t) = 0,
U0(X, t) = 0 sur Γωε ,
U0(X, t)− χ(R)U0,sing(X, t) ∈ HDir,
(3.30)
ave
χ(R) = 0, pour R < R⋆,
χ(R) = 1, pour R > 2R⋆.
Le premier terme du développement de hamp prohe en l'inni s'érit sous la forme














Remarque 3.5. Dans le as d'un obstale sphérique entré en l'origine, nous obtenons




Itération : (pour i ≥ 1)
A ette étape, nous avons déni, pour j ≤ i − 1, les termes du hamp lointain uj , les termes


























m,n(t) pour n < i et (ai)
pol
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Remarque 3.6. Dans le développement modal, il n'y a pas de termes réguliers ar la solution ui
n'a pas de terme soure en dehors de x = 0, voir le orollaire 1.1. Cei s'érit
(bi)
pol
m,n(t) = 0 ∀i ≥ 1. (3.35)
Champ prohe
Nous dénissons la partie non variationnelle de Uj onnaissant tous les Uj pour j ≤ i− 1 et tous





m,n(t), pour n ≤ i,




























Il ne nous reste plus qu'à dénir la partie régulière de Ui
Ui,reg(X, t) = Ui(X, t)− χ(R)Ui,sing(X, t), (3.36)
ave
χ(R) = 0, pour R < R⋆,
χ(R) = 1, pour R > 2R⋆.








, pour R ≤ 2R⋆,
= 0 pour R > 2R⋆.



























Maintenant, en tenant ompte de la remarque 3.6
(bi−n−ℓ)
pol
m,n(t) = 0, ∀i− n− ℓ ≥ 1. (3.37)
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3.4 La fontion de raord
3.4.1 Dénitions
Dans ette setion, nous introduisons une fontion de raord qui ontient tous les termes des
développements spatiaux de ui et des Ui mis en jeu dans le raord d'ordre I.








Remarque 3.7. La dénition de la fontion de raord est en variables de hamp lointain. Rap-






p + uPi . (3.39)









Preuve. Nous allons maintenant montrer que ette dénition est onsistante. Partons de la dé-
nition (3.38), nous avons en passant en variables X = x/ε



















0 ≤ i ≤ I
−i ≤ p ≤ I − i,
(3.43)




p ≤ j ≤ I + p
0 ≤ j ≤ I.
(3.44)
La première nous donne à la fois j − I ≤ p et p ≤ j, la seonde j ∈ [0, I]. Enn en utilisant la








Il est don naturel de poser la dénition (3.40).
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3.4.2 Estimation d'erreur de la fontion de raord
Dans ette setion, nous allons montrer que la fontion de raord que nous avons dénie
préédemment en 3.4.1 est valable dans la zone intermédiaire à la fois prohe des développements
de hamp prohe et lointain tronqués à l'ordre I. Nous allons don estimer l'erreur entre la fontion
de raord et les solutions des domaines hamp lointain et hamp prohe grâe au lemme 3.2. Nous
ferons ensuite le même alul pour le gradient des fontions dans le lemme 3.3.
Rappelons qu'au hapitre , nous avons vu que la zone de raord Ωrε était une ouronne de
petit rayon ηf et de grand rayon ηn. Nous avons vu également que ηf = ηf (ε) et ηn = ηn(ε) sont



















Lemme 3.2. Plaçons nous sur le ouronne Cηnηf . Nous avons l'erreur entre la solution du hamp
lointain et la fontion de raord qui vérie
max
0≤t≤T
‖uε,I(x, t)− racε,I(x, t)‖L∞(Cηnηf ) = Oε→0(η
I+1
n ). (3.47)
Nous avons l'erreur entre la solution du hamp prohe et la fontion de raord qui vérie
max
0≤t≤T













e(x, t) = max
0≤t≤T
‖uε,I(x, t)− racε,I(x, t)‖L∞(Cηnηf ). (3.49)
Par dénition nous avons





































p‖L∞(Cηnηf ) ≤ max0≤t≤T‖u
I−i
i (x, t)‖L∞(Cηnηf ). (3.52)
D'après le lemme 1.6 nous obtenons
εi max
0≤t≤T




Comme ε ≤ ηn, nous avons
e(x, t) ≤ Cte
I∑
i=0
εiηI−i+1n (ε) ≤ Cte ηI+1n (ε). (3.53)
Nous obtenons ainsi la première égalité. Pour la seonde, notons
E(X, t) = max
0≤t≤T
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Par dénition nous avons










































































ar ηf < 1 quand ε tend vers 0. Nous obtenons nalement









Cei termine la preuve du lemme.




∇, ave ∇ le gradient en oordonnées artésiennes.
Lemme 3.3. Plaçons nous sur le ouronne Cηnηf . Nous avons l'erreur entre le gradient de la





uε,I(x, t) − racε,I(x, t)
)
‖L∞(Cηnηf ) = Oε→0(η
I
n). (3.61)


























uε,I(x, t)− racε,I(x, t)
)
‖L∞(Cηnηf ). (3.63)
Par dénition nous avons





























104CHAPITRE 3. DÉFINITION DU DÉVELOPPEMENT ASYMPTOTIQUE À TOUTORDRE











‖L∞(Cηnηf ) = max0≤t≤T‖∇u
I−i
i (x, t)‖L∞(Cηnηf ). (3.66)
D'après le lemme 1.6 nous obtenons
max
0≤t≤T
‖∇uI−ii (x, t)‖L∞(Cηnηf ) ≤ Cη
I−i
n (ε). (3.67)
Comme ε ≤ ηn, nous avons
e(x, t) ≤ CηIn(ε). (3.68)
Nous obtenons ainsi la première égalité. Pour la seonde, notons












Par dénition nous avons















































































ar ηf < 1 quand ε tend vers 0. Nous obtenons nalement
E(X, t) ≤ C(ηf
ε
)−I−2. (3.75)
Cei termine la preuve du lemme.
Conlusion
Dans e hapitre, nous avons déterminé la solution valide sur tout le domaine en exploitant les
onditions de raord. Nous avons également donné une estimation de l'erreur de raord dans la
zone intermédiaire en introduisant une fontion de raord à la fois en variables de hamp lointain





L'objetif de e hapitre est de démontrer que les séries de hamp lointain et de hamp prohe
sont bien des approximations d'ordre I de la solution exate ũε. Cette étape passe par une preuve
de onsistane et stabilité.
4.1 Approximation de la solution en hamp lointain, hamp
prohe
Rappelons notre domaine Ωε = R
3\ωε en variables de hamp lointain et Ω̂ = R3\B̂ en variables
de hamp prohe. Nous allons dans ette setion dénir des approximations dans plusieurs zones




∂2t ũε(x, t)− c2∆ũε(x, t) = f(x, t) sur Ωε × R+
ũε(x, t) = 0, sur Ωε × R−
ũε(x, t) = 0, sur Γωε × R,
(4.1)
ave f ∈ D(R3)× R. Dans le domaine de hamp lointain
Bcr⋆ = {x ∈ R3 : |x| > r⋆}, (4.2)
ave r⋆ > ε, nous onsidérerons une approximation de la solution exate à partir du développement






Dans le domaine de hamp prohe
B̂R⋆\B̂ = {X ∈ Ω̂ : |X| < R⋆}, (4.4)
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ave x = Xε. L'objet de e hapitre est de démontrer les deux résultats suivants.
Théorème 4.1. Pour tout r⋆ > 0, nous avons l'estimation d'erreur
max
t≤T











Théorème 4.2. Pour tout R⋆ > 0, nous avons l'estimation d'erreur
max
t≤T
‖ũε(Xε, t)− Uε,I(X, t)‖L2(B̂R⋆\B̂) = Oε→0(ε
I+1), (4.8)






Ces deux résultats ne peuvent être obtenus diretement, nous allons passer par l'introdution




qui est beauoup plus grande que l'éhelle du hamp prohe mais beauoup plus petite que elle




χη(x) = 0, pour |x| < η
χη(x) = 1, pour |x| > 2η
χη(x) ∈ [0, 1] pour |x| ∈ [η, 2η]
(4.11)
Voir la gure 4.1.










Figure 4.1  Fontions de tronature
An de démontrer les deux théorèmes 4.1 et 4.2, nous introduisons l'approximation uniformé-
ment valide










Remarque 4.2. Cette fontion ũε,I oïnide ave uε,I sur le domaine de hamp lointain et ave
Uε,I sur le domaine de hamp prohe. Plus préisément, nous avons
ũε,I(x, t) = uε,I(x, t) (4.13)
pour |x| > r⋆ et ε assez petit et
ũε,I(Xε, t) = Uε,I(X, t) (4.14)
pour |X| < R⋆ et ε assez petit. Dans la zone intermédiaire, elle est une moyenne pondérée de uε,I
et Uε,I .
Par un argument de onsistane et de stabilité, nous montrerons que l'approximation unifor-
mément valide vérie le théorème 4.3.
Théorème 4.3. Pour ẽε,I(x, t) = ũε(x, t) − ũε,I(x, t), nous avons
max
t≤T






Dans la setion 1.3.3, nous avons obtenu l'inégalité (1.186) que nous réutiliserons ii, en parti-
ulier pour démontrer le théorème 4.4 qui est le résultat prinipal de ette setion et qui majore





Théorème 4.4. Munissons uε ∈ C∞(Ωε × R+) des onditions initiales
uε(x, 0) = 0 et ∂tuε(x, 0) = 0, (4.16)
et de la ondition de Dirihlet
uε(x, t) = 0, sur Γε × R+. (4.17)
Supposons de plus que supp( uε) ⊂ Ωε,rs := Ωε ∩Brs , pour rs > 0, alors uε vérie
∀T > 0, max
t≤T
‖uε(· , t)‖L2(Ωε) ≤ Crs(T )max
t≤T
‖ uε(· , t)‖L∞(Ωε,rs ), (4.18)
ave Crs(T ) une fontion au plus quadratique de T .
Remarque 4.3. L'inégalité du théorème 4.4 est uniquement utile en temps ourt, pour l'étude en
temps long, il faut utiliser d'autres outils qui sortent du ontexte de ette thèse.
Remarque 4.4. Nous pouvons faire mieux au niveau des espaes.
Avant de ommener la preuve du théorème 4.4, montrons quelques résultats préliminaires.
4.2.1 Stabilité d'un problème sur domaine borné





Preuve. Pour démontrer e résultat, plaçons nous sur le ube DR⋄ := [−R⋄, R⋄]3. Soit le produit
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Remarque 4.5. Rappelons que la famille wn,p,q est une base orthogonale de H
1
0 (DR⋄).
























































Cei termine la preuve.






Preuve. Comme Ωε,R⋄ ⊂ DR⋄ , nous avons H10 (Ωε,R⋄) ⊂ H10 (DR⋄) quitte à prolonger les éléments
de H10 (Ωε,R⋄) par 0 sur DR⋄ hors de Ωε,R⋄ . Nous partons du lemme 4.1 et puisque ‖u‖2L2(Ωε,R⋄ ) ≤
‖u‖2L2(DR⋄ ), nous obtenons le résultat attendu.
Remarque 4.6. Nous avons majoré la onstante sur Ωε,R⋄ à partir de elle sur le ube DR⋄ .
Nous pouvons aussi aluler la onstante optimale à partir de la séparation de variables sur la
sphère mais ei est plus diile à présenter.
Nous pouvons à présent passer à la démonstration du théorème 4.4.
4.2.2 Preuve du théorème 4.4
Preuve du théorème 4.4. Commençons par noter rf (t) := ct la distane parourue par l'onde
depuis la soure f au temps t, voir gure 4.2. Rappelons que l'équation des ondes propage l'in-
formation à vitesse nie c. Ainsi si le support de la soure f est inlus dans la boule de rayon rs
pour tout temps t > 0 alors la solution est nulle hors de la boule de rayon rs + ct. Traduisons le
fait que la solution est nulle avant l'arrivée de l'onde par : pour tout t > 0

















Figure 4.2  Domaine Ωε,R⋄
Notons uε,dir,R⋄ la solution du problème ave des onditions de Dirihlet sur ΓR⋄ = {x ∈ R3 :
|x| = R⋄} 


uε,dir,R⋄(x, t) = f(x, t) sur Ωε,R⋄ × R+,
uε,dir,R⋄(x, t) = 0 sur ΓR⋄ × R+,
uε,dir,R⋄(x, 0) = 0 et ∂tuε,dir,R⋄(x, 0) = 0 sur Ωε,R⋄ ,
(4.28)









L'introdution de ette frontière tive ne modie don pas uε ar elle se situe hors du support
de uε.
Remarque 4.7. Nous introduisons uε,dir,R⋄ ar nous onnaissons l'estimation pour ette fontion
max
t≤T
‖∇uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) ≤ Tmaxt≤T ‖ uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ). (4.30)












, H = H10 (Ωε,R⋄) × L2(Ωε,R⋄),








D(A) = H2dir(Ωε,R⋄)×H10 (Ωε,R⋄) et ∂tU +AU = F. (4.31)






























‖f(·, t)‖L2(Ωε,rs )ds ≤ Tmaxt≤T ‖f(·, t)‖L2(Ωε,rs ). (4.34)
En partiulier
∀T > 0, max
t≤T
‖∇uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) ≤ Tmaxt≤T ‖ uε,dir,R⋄(·, t)‖L2(Ωε,rs ). (4.35)





‖∇uε(·, t)‖L2(Ωε,R⋄ ) = maxt≤T ‖∇uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) ≤ Tmaxt≤T ‖ uε,dir,R⋄(·, t)‖L2(Ωε,rs ),
(4.36)
d'après (4.30). Appliquons à présent l'inégalité de Poinaré
max
t≤T
‖uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) ≤




‖∇uε,dir,R⋄(·, t)‖L2(Ωε,rs ). (4.37)
D'après l'inégalité de Young nous obtenons don pour tout t > 0
max
t≤T
‖uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) ≤
2T (rs + cT )√
3π
‖1‖L2(Ωε,rs )maxt≤T ‖ uε,dir,R⋄(·, t)‖L∞(Ωε,rs ). (4.38)
Remarquons que ‖1‖L2(Ωε,rs ) ne dépend pas du temps. Une dernière subtilité subsiste pour passer
de ‖uε,dir,R⋄(·, t)‖L2(Ωε,R⋄ ) à ‖uε(·, t)‖L2(Ωε). Il sut simplement de dire que uε est nulle pour tout
r > R⋄. Nous obtenons don le théorème 4.4.
4.3 Consistane
Dans ette partie nous nous intéressons à l'erreur ommise en tronquant la série ũε à I. Rap-
pelons que
ẽε,I(x, t) = ũε,I(x, t) − ũε(x, t), (4.39)




+∆. Le but de ette setion est de prouver le résultat
de onsistane donné par le théorème 4.5 suivant.
Théorème 4.5. Nous avons ẽε,I , l'erreur ommise en tronquant la série à l'ordre I, qui vérie
max
t≤T






4.3.1 Déomposition du résidu
Commençons par appliquer le d'Alembertien à l'erreur ẽε,I , voir (4.39). Par dénition de la
tronature de la solution ũε,I , voir (4.12), nous avons
ẽε,I(x, t) =
(











Nous allons ensuite utiliser les ommutateurs. Rappelons que le ommutateur de deux opérateurs
A et B s'érit
< A,B >= AB −BA. (4.41)
Nous obtenons en appliquant ette dénition
ẽε,I(x, t) = χ






+ < ,χη(x) > uε,I(x, t)+ < , 1− χη(x) > Uε,I(x/ε, t). (4.44)
Dans la suite, nous allons estimer haun des termes de ette somme : (4.42), (4.43) et enn (4.44).
Nous avons (4.42) qui est nul ar le support de la soure f est en hamp lointain, il suit
χη(x) uε,I(x, t) = f(t) = ũε(x, t). (4.45)
4.3.2 Consistane en hamp prohe
Dans ette setion, nous allons nous intéresser au terme (4.43).
Lemme 4.2. Nous avons la tronature de la solution en hamp prohe Uε,I qui vérie








Preuve. Par dénition du d'Alembertien et de Uε,I nous avons











































112 CHAPITRE 4. ESTIMATION D'ERREURS
En réarrangeant les termes nous obtenons





































Remarquons alors que ∆U0(x/ε, t) = ∆U1(x/ε, t) = 0, ∆XUi+2(X, t) =
∂2t
c2
Ui−2(X, t) et ∆X =
ε2∆, la somme se réduit don à










Cei termine la preuve.










− εI−1UI−1(x/ε, t)− εIUI(x/ε, t)
)
. (4.47)






















p + UPi (X, t), (4.49)
ave max
t≤T
∂mt |UPi (X, t)| = O
R→+∞
(R−P−1), pour tout m ≥ 0. Nous en déduisons
∂mt Ui(X, t) = O
R→+∞




En partiulier, lorsque r ∈ B2η nous avons
∂2t
c2























Uε,I(x/ε, t)‖L∞(Ωε,R⋄ ) ≤ Oε→0(η
I−1). (4.52)
4.3.3 Consistane dans la zone de raord
Dans ette setion, nous nous intéressons au terme (4.44).
4.3. CONSISTANCE 113
Lemme 4.3. Dans la zone intermédiaire, ii la ouronne C2ηη = {η ≤ |x| ≤ 2η}, nous avons
max
t≤T





‖Racε,I(x/ε, t)− Uε,I(x/ε, t)‖L∞(C2ηη ) ≤ Oε→0(η
I+1). (4.54)
Remarque 4.8. Le lemme 4.3 signie que la fontion de raord approhe bien à la fois la solution
en hamp lointain et elle en hamp prohe dans la zone intermédiaire, C2ηη .
Preuve du lemme 4.3. Il sut d'appliquer le lemme 3.2 à la ouronne C2ηη .
Lemme 4.4. Nous avons
max
t≤T











Preuve du lemme 4.4. Il sut d'appliquer le lemme 3.3 à la ouronne C2ηη .
Remarque 4.9. Nous avons pris η =
√
ε pour deux raisons. La première est que sous ette forme













La seonde est qu'ave η de et ordre, l'erreur entre le développement en hamp prohe et en hamp
lointain est minimisé, voir le lemme 3.2.
Lemme 4.5. Nous avons les majorations suivantes
max
t≤T





‖∇uε,I(x, t)−∇Uε,I(x/ε, t)‖L∞(C2ηη ) ≤ Oε→0(η
I). (4.59)
Preuve du lemme 4.5. Par inégalité triangulaire nous avons
max
t≤T
‖uε,I(x, t)− Uε,I(x/ε, t)‖L∞(C2ηη ) ≤ maxt≤T ‖uε,I(x, t) − racε,I(x, t)‖L∞(C2ηη )
+ max
t≤T




‖∇uε,I(x, t)−∇Uε,I(x/ε, t)‖L∞(C2ηη ) ≤ maxt≤T ‖∇uε,I(x, t)−∇racε,I(x, t)‖L∞(C2ηη )
+ max
t≤T
‖∇Racε,I(x/ε, t)−∇Uε,I(x/ε, t)‖L∞(C2ηη ).
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‖∇Racε,I(x/ε, t)−∇Uε,I(x/ε, t)‖L∞(C2ηη )
(4.61)
et que ε = η2 pour onlure. Cei termine la preuve.
Passons à la majoration du terme (4.44). Commençons par remarquer que
< ,χη(x) > ũε,I(x, t)+ < , 1− χη(x) > Uε,I(x/ε, t) =< ∆, χη(x) >
(




ar pour toute fontion v
< , 1 > v = 0 et < ,χη(x) > v =< ∆, χη(x) > v. (4.63)
En eet, ∂2t et χ
η
appartiennent à deux espaes normaux. Par dénition du ommutateur, voir
(4.41), il suit






χη(x)∆v = ∆(χη(x)v) − 2∇χη(x) · ∇v − (∆χη(x))v. (4.65)
En injetant (4.65) dans (4.64), nous avons
| < ,χη(x) > v| ≤ |(∆χη(x))v| + 2|∇χη(x) · ∇v|. (4.66)
Remarque 4.10. Les fontions ∆χη et ∇χη sont à support dans la ouronne C2ηη , ∆χη(x) =
1
η2























En remplaçant v par uε,I − Uε,I , nous obtenons
max
t≤T
‖ < ,χη(x) >
(













‖∇uε,I(x, t) −∇Uε,I(x/ε, t)‖L∞(C2ηη ),
















‖ < ,χη(x) >
(
uε,I(x, t)− Uε,I(x/ε, t)
)
‖L∞(Ωε,R⋄ ) ≤ Oε→0(η
I−1). (4.69)
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4.3.4 Preuve du théorème de onsistane 4.5
Les lemmes 4.2, 4.3 et 4.4 vont nous permettre de faire la preuve du théorème de onsistane
4.5.
Preuve du théorème 4.5. Nous avons
ẽε,I(x, t) = χ






















‖ < ,χη(x) > uε,I(x, t)+ < , 1− χη(x) > Uε,I(x/ε, t)‖L∞(Ωε,R⋄ ) ≤ Oε→0(η
I−1).
(4.73)
Par inégalité triangulaire nous déduisons
max
t≤T
‖ ẽε,I(x, t)‖L∞(Ωε,R⋄ ) ≤ Oε→0(η
I−1). (4.74)
Cei termine la preuve.
4.4 Preuve des théorèmes d'estimation d'erreur
Nous avons maintenant le matériel néessaire pour pouvoir démontrer les trois théorèmes énon-
és en début de hapitre, à savoir les théorèmes 4.1, 4.2 et 4.3. Commençons par le théorème 4.3.
Preuve du théorème 4.3. Le théorème de stabilité 4.4 fournit l'estimation
max
t≤T
‖ẽε,I(x, t)‖L2(Ωε) ≤ C(T )max
t≤T
‖ ẽε,I(x, t)‖L∞(Ωε,R⋄ ). (4.75)
Le théorème 4.5 permet d'estimer la forme du D'Alembertien
max
t≤T




ε. Cei termine la preuve.
Passons à la démonstration du théorème 4.1.














ave I0 > 0. Pour tout r
⋆ > 0, sur Bcr⋆ , nous sommes en hamp lointain ar il existe un voisinage
de l'origine qui n'intersete pas Bcr⋆ . Par onséquent la solution exate ũε oïnide ave la solution
en hamp lointain uε. Nous avons
max
t≤T




‖ẽε,I+I0(x, t)‖L2(Bcr⋆ ) + Oε→0(ε
I+1). (4.78)
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Le théorème 4.3 permet d'obtenir
max
t≤T

















2 ) = O
ε→0
(εI+1). (4.80)
Nous obtenons ainsi le résultat attendu.
Enn démontrons le théorème 4.2.











ave I0 > 0. Ii nous sommes en hamp prohe, ũε orrespond à la solution en hamp prohe Uε,
ave le hangement de variables nous avons




‖ũε(Xε, t)− Uε,I(X, t)‖L2(B̂R⋆\B̂) ≤ maxt≤T ‖ũε(Xε, t)− ũε,I+I0(Xε, t)‖L2(B̂R⋆\B̂) + Oε→0(ε
I+1).
(4.82)
Le hangement d'éhelle donne
max
t≤T
‖ũε(Xε, t)− ũε,I+I0(Xε, t)‖L2(B̂R⋆\B̂) = maxt≤T ‖ũε(x, t) − ũε,I+I0(x, t)‖L2(BεR⋆\ωε). (4.83)
En remarquant que BεR⋆\ωε ⊂ Ωε et ave le théorème 4.3 nous obtenons
max
t≤T


















2 ) = O
ε→0
(εI+1). (4.85)
Nous obtenons ainsi le résultat attendu.
Conlusion de la partie I
Ce hapitre termine la partie théorique. Cette onlusion est l'oasion de revenir sur les
nouveautés que nous avons apportées par rapport au régime fréquentiel. Nous pouvons par exemple
se référer à [41℄, [12℄ pour un travail où l'ensemble de la démarhe est présente.
Les aluls formels menant aux développements asymptotiques (l'identiation des systèmes
d'équations aux dérivées partielles et les éritures des prinipes de raord, voir l'introdution),
bien que plus omplexes, sont très similaires aux aluls en régime fréquentiel. Toutefois la déri-
vation et la justiation des singularités de hamp prohe et de hamp lointain sont à notre avis
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plus ompliqués. C'est la raison pour laquelle les hapitres 1 et 2 représentent la majeure partie
de ette thèse.
L'estimation d'erreur globale est basée, omme souvent en analyse asymptotique, sur un argu-
ment de stabilité et onsistane. L'argument de stabilité est spéique au temporel et est lié au fait
que l'équation des ondes onserve l'énergie totale. L'argument de onsistane est une adaptation
des preuves en régime fréquentiel. L'estimation des erreurs de raord dans une norme adaptée est
la partie la plus tehnique. Les estimations d'erreur loale reprennent un argument de rattrapage
d'ordre qui peut être onsidéré omme lassique en analyse asymptotique.
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Deuxième partie





bibliographique de la deuxième
partie
Dans ette partie, nous allons détailler les simulations numériques qui illustrent les résultats
théoriques obtenus dans la partie I. Nous développons également dans ette partie des outils
numériques pour le traitement des problèmes de perturbation singulière et de propagation d'ondes
en domaine temporel.
Ces simulations ont été réalisées à l'aide de la librairie du projetMagique-3D, dont le développeur
prinipal est Julien Diaz. Ce ode de alul est programmé en Fortran 90 et son noyau numérique
est un ode de Galerkine Disontinue (voir [1℄, [4℄, [6℄ et [25℄) sur des maillages tétraèdriques. Ce
hoix est partiulièrement adapté en général aux géométries omplexes et en partiulier à notre
problème de petit obstale. Toutefois, es simulations ont néessité de nombreuses modiations
que j'ai réalisées, notamment au niveau de l'automatisation des maillages, des algorithmes de raf-
nement loal espae-temps et de l'implémentation des méthodes asymptotiques proposées dans
ette thèse.
La prinipale diulté numérique se situe au niveau des grands ratios de longueur aratéris-
tiques. An de répondre à ette problématique, nous avons proposé trois diérentes approhes :
- la première approhe est la résolution direte à l'aide de la méthode Galerkine Disontinue (DG).
Nous détaillerons ette expériene dans le hapitre 5 prinipalement dans le but de présenter la
méthode de Galerkine Disontinue, de montrer notre point de départ et de onstruire une solution
de référene ;
- la seonde approhe est la méthode issue des développements asymptotiques raordés que nous
avons présentée de façon théorique dans la partie I, nous dérirons son implémentation numérique
dans le hapitre 6 ;
- la troisième approhe est la méthode des pas de temps loaux ou méthode de ranement espae-




Résolution direte à l'aide de la
méthode de Galerkine Disontinue
Ce hapitre se divise en deux parties. Dans un premier temps, nous allons expliiter l'expériene
numérique et pourquoi nous avons hoisi de travailler ave la méthode de Galerkine Disontinue
(DG) en setion 5.1. Ensuite, dans la setion 5.2, nous mettrons en ÷uvre la méthode DG pour
notre problème onsidéré.
5.1 Contexte d'étude pour la résolution direte
Nous travaillons sur la boule de rayon r⋆, notée Br⋆
Br⋆ = {x ∈ R3 : |x| ≤ r⋆}. (5.1)
Dans la simulation numérique, nous prenons r⋆ = 1. Ce domaine omporte un petit obstale
sphérique Bε de rayon ε
Bε := {x ∈ R3 : |x| ≤ ε}. (5.2)
Enn, nous notons Ωε = Br⋆ \Bε le domaine de propagation onstitué de Br⋆ privé de Bε. Nous






Figure 5.1  Domaine onsidéré pour la résolution direte
onditions de Dirihlet sur la frontière de l'obstale, 'est à dire sur la sphère de rayon ε, notée
Γε := {x ∈ R3 : |x| = ε}
ũε(x, t) = 0, sur Γε × [0, T ], (5.3)
ave [0, T ] un intervalle de temps ni, T étant la n de l'expériene numérique.
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Remarque 5.1. Lorsque nous implémentons, nous sommes forés de travailler sur un intervalle
de temps ni.
An de onsidérer l'extérieur de Br⋆ , nous allons mettre des onditions aux limites absorbantes
(CLA) sphériques sur la sphère de rayon r⋆, notée Γr⋆ := {x ∈ R3 : |x| = r⋆}.
Remarque 5.2. Les onditions aux limites absorbantes d'Engquist et Majda, voir [20℄ et [21℄
(d'ordre supérieur ou égal à 2) ne sont pas adaptées aux frontières ourbes. Lorsqu'elles sont d'or-
dre élevés, elles peuvent être instables lorsque le domaine omporte des oins.
Une idée naturelle onsiste à poser ette ondition aux limites sur une sphère de rayon r⋆. C'est
ette approhe qu'ont développé Bayliss, Gunzburger et Turkel, voir [5℄ et [7℄.
En dimension 3, les onditions de Bayliss et Turkel d'ordre 2 pour une sphère de rayon r⋆
s'érivent sous la forme
∂t
c
ũε(x, t) + ∂rũε(x, t) +
ũε(x, t)
r⋆
= 0, sur Γr⋆ × [0, T ], (5.4)
ave c la vitesse de propagation de l'onde et Γr⋆ la sphère de rayon r
⋆
. Rappelons à présent
l'équation des ondes aoustique
c2∆ũε(x, t)− ∂2t ũε(x, t) = f(x, t), sur Ωε × [0, T ]. (5.5)
La vitesse de propagation c est ontinue dans haque maille. Dans l'expériene, la soure f est le
produit d'un Dira (en espae) et d'une Gaussienne entrée en µ et de longueur aratéristique σ
(en temps)
f(x, t) = δx−xs ⊗ fg(t), (5.6)

















Rappelons que nous notons ũε la solution du problème sur Ωε. Enn nous prenons des onditions
initiales nulles
ũε(x, 0) = 0 et ∂tũε(x, 0) = 0 sur Ωε. (5.9)




c2∆ũε(x, t)− ∂2t ũε(x, t) = f(x, t), sur Ωε × [0, T ],
ũε(x, 0) = 0 et ∂tũε(x, 0) = 0 sur Ωε,
ũε(x, t) = 0, sur Γε × [0, T ],
∂t
c
ũε(x, t) + ∂rũε(x, t) +
ũε(x, t)
r⋆
= 0, sur Γr⋆ × [0, T ].
(5.10)
Ce problème admet une solution unique ũε ∈ C∞
(
(Ωε \ {xs})× [0, T ]
)
.
Remarque 5.3. Nous avons onsidéré une soure pontuelle singulière bien qu'elle ne soit pas
C∞
(
Ωε × [0, T ]
)
. En eet, 'est une onguration très fréquente dans la pratique et elle est de
e point de vue plus intéressante qu'une soure régulière. Les simulations numériques réalisées au
sein de l'équipe Magique-3D n'ont pas révélé de problème numérique. Toutefois, ei ne repose pas
atuellement sur une théorie rigoureuse.
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5.1.1 Pourquoi appliquer une approximation de Galerkine Disontinue ?
La méthode de Galerkine
1
Disontinue (DG) a été initialement introduite par Reed and Hill
en 1973, voir [34℄, omme tehnique de résolution des problèmes hyperboliques de transport des
neutrons. Cette tehnique, devenant de plus en plus populaire, permet désormais de résoudre la
plupart des équations aux dérivées partielles.
La méthode de Galerkine Disontinue (DG) est souvent assimilée à une méthode hybride ou
mixte, ar elle ombine à la fois les aratéristiques de la méthode des éléments nis (FEM) et
des volumes nis (FVM). En eet, la solution est représentée dans haque élément omme étant
une approximation polynomiale (omme dans les FEM) et les interations au niveau des inter-
faes (arêtes ommunes en 2D, faes ommunes en 3D), sont alulées à l'aide de ux numériques
(omme dans FVM). Théoriquement, les solutions peuvent être obtenues ave un ordre arbitraire-
ment élevé.
De plus, la méthode DG permet la formation de shémas numériques ompats. Cei est dû au
fait que la représentation de la solution dans haque élément est indépendante de la solution des
autres ellules (aspet loal). Cei améliore grandement la robustesse et la préision de n'importe
quelle implémentation de onditions de bord mais permet aussi la parallélisation du ode de alul.
En plus de es aratéristiques, la méthode DG est extrêmement exible :
- elle peut manipuler une grande variété d'éléments et de maillages,
- elle permet l'utilisation de tehniques adaptatives de type hp (éléments de taille variable (h) et
de degrés diérents (p)).
5.2 Mise en ÷uvre de la méthode de Galerkine Disontinue
5.2.1 Notations
Nous onsidérons des maillages omposés de tétraèdres. Nous notonsNTh le nombre d'éléments




v ∈ L2(Ωε), v|K ∈ Pp(K), ∀K ∈ Th
}
(5.11)
où Pp(K) est l'espae des polynmes de degré inférieur ou égal à p. Nous notons :
 Fi l'ensemble des faes internes, 'est-à-dire les faes appartenant à deux éléments du maillage
(que nous noterons arbitrairement K+ et K−), voir la gure 5.2,
 Fb l'ensemble des faes frontières, 'est-à-dire les faes appartenant à un seul élément du
maillage,
 n± les veteurs normaux à K±, orientés vers l'extérieur de K±,
 ϕ± les traes d'une fontion ϕ sur K±.
Remarque 5.4. Nous avons fait la gure 5.2 en 2D pour avoir une idée mais nous sommes en
3D, don les faes sont des triangles et les éléments du maillage sont des tétraèdres.
5.2.2 Disrétisation en espae
Construisons le problème approhé à partir du problème que nous avons détaillé en (5.10).
Multiplions l'équation des ondes par une fontion ontinue par maille v et intégrons sur K un
élément du maillage. Nous supposons ii que la solution est régulière an de pouvoir eetuer des
intégrations par partie et pouvoir dénir es traes de Dirihlet et de Neumann (pour les traes
1. En Français, les noms russes qui nissent en -in s'érivent -ine pour respeter la phonétique. Galerkine est la
version française de ΓAΛEPKNH.





Figure 5.2  Shéma de deux éléments du maillage
ũε doit être au minimum C
1
en espae). Nous obtenons
∫
K
c2∆ũε(x, t)v(x, t)dx −
∫
K
∂2t ũε(x, t)v(x, t)dx =
∫
K
f(x, t)v(x, t)dx. (5.12)
Dans la suite, nous omettrons dx pour alléger les expressions. Ave la formule de Green, nous
pouvons modier le premier terme de la façon suivante
∫
K
c2∆ũε(x, t)v(x, t) = −
∫
K
c2∇ũε(x, t)∇v(x, t) +
∫
ΓK
c2(∇ũε(x, t).n)v(x, t) (5.13)









































(∇ũ+ε (x, t).n+)v+(x, t)+



































Nous allons détailler au fur et à mesure les termes de (5.14).







(∇ũ+ε (x, t).n+)v+(x, t) + (∇ũ−ε (x, t).n−)v−(x, t)
]
. (5.15)
Dénissons le saut et la moyenne d'une fontion et d'un veteur.
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Dénition 5.1 (Dénition du saut et de la moyenne). Pour F ∈ Fi, nous notons [[ϕ]] le saut de
la fontion ϕ à travers la fae F et {{ϕ}} la moyenne de ϕ sur la fae F







Pour F ∈ Fb, nous notons [[ϕ]] := ϕn et {{ϕ}} := ϕ.
De la même façon, pour F ∈ Fi, nous notons [[q]] le saut d'un veteur q à travers la fae F et
{{q}} la moyenne de q sur la fae F







Pour F ∈ Fb, nous notons [[q]] := q · n et {{q}} := q.
Remarque 5.5. La moyenne d'un salaire, respetivement d'un veteur, est un salaire, respe-
tivement un veteur. Par ontre, le saut d'un salaire, respetivement d'un veteur, est un veteur,
respetivement un salaire. Remarquons que ette dénition reste valable en intervertissant K+ et
K−.
Nous allons également utiliser les propriétés suivantes
Propriété 5.1. Soient ϕ et ψ deux fontions ontinues par maille, nous avons à travers la fae
F ∈ Fi la relation suivante
[[ϕψ]] = [[ϕ]] {{ψ}}+ [[ψ]] {{ϕ}} . (5.16)
Preuve. D'après la dénition 5.1 nous avons pour F ∈ Fi

















Comme n+ = −n−, il suit
[[ϕ]] {{ψ}}+ [[ψ]] {{ϕ}} = (ϕ+ψ+ − ϕ−ψ−)n+ = [[ϕψ]] . (5.18)
Propriété 5.2. Soit ϕ une fontion salaire ontinue par maille et q une fontion vetorielle.
Nous avons à travers la fae F ∈ Fi la relation suivante
[[qϕ]] = [[q]] {{ϕ}}+ [[ϕ]] · {{q}} . (5.19)
Preuve. La preuve est semblable à elle de la propriété 5.1.














c2 [[∇ũε(x, t)v(x, t)]] .
La propriété 5.2 nous donne
[[∇ũε(x, t)v(x, t)]] = [[∇ũε(x, t)]] {{v(x, t)}}+ [[v(x, t)]] · {{∇ũε(x, t)}} . (5.20)
Nous voulons faire apparaître une symétrie, pour ela nous allons utiliser des propriétés de l'équa-
tion des ondes.
Propriété 5.3. Si ũε est solution de l'équation des ondes alors
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1. [[ũε(x, t)]] = 0,
2. [[∇ũε(x, t)]] = 0.
En eet, nous savons que l'onde ũε est ontinue dans Ωε et ∇ũε est ontinue à travers les
interfaes, an d'assurer la transmission du ux entre les deux mailles. Nous allons utiliser es
propriétés pour la formulation variationnelle. La propriété 5.3 et l'équation (5.20) donnent
[[∇ũε(x, t)v(x, t)]] = [[v(x, t)]] · {{∇ũε(x, t)}} . (5.21)
Nous ajoutons ensuite un terme nul pour obtenir une symétrie
[[∇ũε(x, t)v(x, t)]] = [[v(x, t)]] · {{∇ũε(x, t)}}+ [[ũε(x, t)]] · {{∇v(x, t)}} . (5.22)





c2γ [[ũε(x, t)]] · [[v(x, t)]] = 0, (5.23)
où γ est un terme qui pénalise les sauts de ũε et v sur les faes de Th. Il est déni sur haque fae
du maillage par : γ :=
α
h
, où h désigne le pas de disrétisation ('est-à-dire le diamètre du plus
















c2γ [[ũε(x, t)]] · [[v(x, t)]] .
(5.24)
La somme sur les termes de bord
Nous allons maintenant nous intéresser au terme de bord. La frontière du domaine Ωε est om-
posée de deux sphères entrées en l'origine Γε et Γr⋆ sur lesquelles nous avons soit des onditions






















c2(∇ũε(x, t).n)v(x, t). (5.26)
Rappelons que nous onsidérons la ondition absorbante suivante
∂t
c




voir le problème onsidéré (5.10).
Remarque 5.6. Puisque nous sommes sur une sphère, nous avons
∇ũε(x, t) · n = ∂rũε(x, t). (5.28)
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Les égalités (5.27) et (5.28) donnent

























La somme sur les faes ave des onditions de Dirihlet
























c2 {{∇ũε(x, t)}} · [[v(x, t)]] . (5.32)





c2 {{∇v(x, t)}} · [[ũε(x, t)]] = 0, (5.33)





























c2γ [[ũε(x, t)]] · [[v(x, t)]] .
(5.35)

















































Nous avons onstruit le problème semi-disrétisé de (5.10). Nous herhons ũε : [0, T ]× Vh → R




−∂2t (ũε, v)− c ∂tbh (ũε, v)− c2 ah(ũε, v) = (f, v),
ũε(x, 0) = 0 et ∂tũε(x, 0) = 0,
(5.37)
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ũε(x, t)v(x, t). (5.38)






ũε(x, t)v(x, t). (5.39)








































2 KUh = −F , (5.41)
où Uh est le veteur de omposantes uh,i, M est la matrie de masse (diagonale par blo), B est
la matrie absorbante (nulle partout sauf pour des éléments absorbants), K est la matrie
de rigidité (symétrique) et F est le veteur soure.
5.2.3 Préliminaires à la onstrution des matries M, K et B
Dénitions et notations
Pour le maillage, en 3D, nous ne onsidérerons que des tétraèdres.
Dénition 5.2 (Tétraèdre et fae de référene). En 3D, nous appelons élément de référene K̂
le tétraèdre de sommets Ŝ1(0, 0, 0), Ŝ2(1, 0, 0), Ŝ3(0, 1, 0), Ŝ4(0, 0, 1) et la fae de référene, notée


















Figure 5.3  La fae et le tétraèdre de référene
Remarque 5.7. En 1D, l'élément de référene est le segment [0, 1] et en 2D 'est le triangle de
sommets Ŝ1(0, 0), Ŝ2(1, 0), Ŝ3(0, 1).
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Dénition 5.3. Il existe, pour tout élément K, une fontion ane FK qui transforme un point
x̂ de K̂ de oordonnées (x̂, ŷ ,ẑ) en un point de l'élément K











x2 − x1 x3 − x1 x4 − x1
y2 − y1 y3 − y1 y4 − y1











où (xi, yi, zi) sont les oordonnées du sommet Si de l'élément K, voir la gure 5.4. Cette appli-
ation peut s'érire sous la forme matriielle
FK(x̂) = AK x̂+ bK ,
ave son jaobien qui vérie













Figure 5.4  La fontion ane FK
Remarque 5.8. A titre d'exemple, nous pouvons vérier que les oordonnées des sommets Si
vérient
(xi, yi, zi) = FK(x̂i, ŷi, ẑi), (5.44)
ave (x̂i, ŷi, ẑi) les oordonnées des sommets Ŝi du tétraèdre de référene K̂.
Remarque 5.9. Illustrons également FK dans le as 1D et 2D ave la gure 5.5.
En e qui onerne les degrés de liberté du maillage pour des éléments nis de type Pp, nous
dénissons les degrés de liberté sur l'élément de référene.
Dénition 5.4. En dimension 3, les degrés de liberté de l'élément ni de Lagrange P̂p sont les
points de oordonnées











, x̂i + ŷj + ẑℓ ≤ 1, i, j, ℓ = 1, · · · , p+ 1, (5.45)
voir gure 5.6. Pour un élément K, ses degrés de liberté sont les images par FK des degrés de
liberté de K̂, nous avons
PKp = FK(P̂p). (5.46)





































Figure 5.6  Degrés de liberté du tétraèdre de référene (P1 à droite et P2 à gauhe)
Constrution de l'espae d'approximation Vh
Nous allons onstruire une base de l'espae Vh, onstituée de fontions ontinues sur Ωε.
Dénition 5.5. Soit Vh un sous-espae vetoriel de H
1(Ωε). Nous utilisons des éléments nis de




v ∈ L2(Ωε), v|K ∈ Pp(K), ∀K ∈ Th
}
. (5.47)




ΦKi (Pj) = δij , ∀i, j = 1 . . .Np,
ΦKi |K′ = 0, ∀K 6= K ′,
(5.48)
où Np est le nombre de degrés de liberté d'un élément K et Pj sont les oordonnées des degrés de
liberté de K. L'espae Vh est de dimension NPh (NPh est le nombre de degrés de liberté assoiés







Remarque 5.10. Les valeurs pontuelles de v dans ette base oïnident ave ses degrés de liberté.
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Remarque 5.11. Le support de la fontion Φi est uniquement onstitué des éléments ontenant
le point Pi, voir la gure 5.7. Autrement dit, les seules fontions de base non nulles sur
un élément K sont les fontions assoiées aux degrés de liberté de l'élément K. Cette
propriété nous permet de dénir les fontions de base élément par élément à partir de fontions
de base Φ̂i dénies sur l'élément de référene K̂.




Φ̂i(P̂j) = δij , ∀i, j = 1 . . .Np,
Φ̂i|K ∈ Pp(K), ∀i = 1 . . .Np,
(5.50)








Figure 5.7  La fontion Φi et son support en 1D et 2D




ΦKi = Φ̂i ◦ F−1K , ∀i = 1 . . .Np,
ΦKi |K′ = 0 si K 6= K ′.
(5.51)
Les fontions de base P1 en 3D Expliitons les fontions de base P1. En P1, nous avons
Np = 4, voir la dénition 5.4 et la gure 5.6. Nous déduisons de la dénition 5.6 que nous avons
4 fontions de base en P1 données par
Φ̂1(x̂, ŷ, ẑ) = 1− x̂− ŷ − ẑ,
Φ̂2(x̂, ŷ, ẑ) = x̂,
Φ̂3(x̂, ŷ, ẑ) = ŷ,
Φ̂4(x̂, ŷ, ẑ) = ẑ.
Les fontions de base P2 en 3D Expliitons les fontions de base P2. En P2, nous avons
Np = 10, voir la dénition 5.4 et la gure 5.6. Nous déduisons de la dénition 5.6 que nous avons
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10 fontions de base en P2 données par
Φ̂1(x̂, ŷ, ẑ) = 2(1− x̂− ŷ − ẑ)(
1
2
− x̂− ŷ − ẑ), Φ̂6(x̂, ŷ, ẑ) = 4x̂ŷ,
Φ̂2(x̂, ŷ, ẑ) = 2x̂(x̂−
1
2
), Φ̂7(x̂, ŷ, ẑ) = 4ŷ(1− x̂− ŷ − ẑ),
Φ̂3(x̂, ŷ, ẑ) = 2ŷ(ŷ −
1
2
), Φ̂8(x̂, ŷ, ẑ) = 4ẑ(1− x̂− ŷ − ẑ),
Φ̂4(x̂, ŷ, ẑ) = 2ẑ(ẑ −
1
2
), Φ̂9(x̂, ŷ, ẑ) = 4x̂ẑ,
Φ̂5(x̂, ŷ, ẑ) = 4x̂(1− x̂− ŷ − ẑ), Φ̂10(x̂, ŷ, ẑ) = 4ŷẑ.
Les fontions de base P3 en 3D Expliitons les fontions de base P3. En P3, nous avons
Np = 20, voir la dénition 5.4. Nous déduisons de la dénition 5.6 que nous avons 20 fontions de




(1 − x̂− ŷ − ẑ)(2
3
− x̂− ŷ − ẑ)(1
3


























x̂(1− x̂− ŷ − ẑ)(2
3
− x̂− ŷ − ẑ), Φ̂6(x̂) =
27
2



















)(1− x̂− ŷ − ẑ), Φ̂10(x̂) =
27
2
ŷ(1 − x̂− ŷ − ẑ)(2
3







− x̂− ŷ − ẑ)(1− x̂− ŷ − ẑ), Φ̂12(x̂) =
27
2

























Φ̂17(x̂) = 27x̂ŷẑ, Φ̂18(x̂) = 27ŷẑ(1− x̂− ŷ − ẑ),
Φ̂19(x̂) = 27x̂ẑ(1− x̂− ŷ − ẑ), Φ̂20(x̂) = 27x̂ŷ(1− x̂− ŷ − ẑ).








b b b b
Φ̂1 Φ̂2
Φ̂3 Φ̂4
Figure 5.8  Fontions de base Φ̂i en P1, P2 et P3 en 1D
Passons maintenant au alul des diérentes matries du shéma.
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5.2.4 Calul de la matrie de masse M



















De plus, en utilisant les éléments de référene présentés plus haut et en eetuant le hangement

















D'après la relation (5.51) entre les fontions de bases sur l'élément K et K̂, nous avons




Remarque 5.13. Les blos de la matrie de masseM sont proportionnels entre eux. C'est pratique
pour le alul ar nous aurons qu'un seul blo à inverser.
5.2.5 Calul de la matrie de raideur K
Passons maintenant au alul de la matrie de raideur K. Nous supposerons ii que la élérité
est onstante par maille.
La matrie de raideur n'est pas diagonale par blo, 'est pourquoi nous introduisons une notation




ave i = kNp + I et k la numérotation du tétraèdre K (1 ≤ k ≤ NTh).
Remarque 5.14. Nous utiliserons maintenant les indies i et j pour la notation globale, 'est à
dire que i et j sont ompris entre 1 et NPh. Pour la notation loale nous utiliserons I et J qui




i = kNp + I,










Ki,j = ah(Φi,Φj). (5.59)
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Ki,j = ah(Φi,Φj) = (K1)i,j + (K6)i,j −
[
(K2)i,j + (K3)i,j + (K4)i,j + (K5)i,j
]
. (5.62)
Nous allons aluler haune de es sommes d'intégrales.
Calul de (K1)i,j
En utilisant le fait que
Φi|K(x) = Φ̂I ◦ F−1K (x) et Φj |K(x) = Φ̂J ◦ F−1K (x), (5.63)
nous en déduisons
∇Φi|K(x) = (J−1FK )
T∇Φ̂I ◦ F−1K (x) et ∇Φj |K(x) = (J−1FK )
T∇Φ̂J ◦ F−1K (x). (5.64)
Or (J−1FK )
T = (A−1K )
T




. Il suit en notant cK la










(A−TK ∇Φ̂I ◦ F−1K (x))TA−TK ∇Φ̂J ◦ F−1K (x)dx.
En posant x̂ = F−1K (x), il suit
∫
K
c2K∇Φi(x).∇Φj(x)dx = |det AK |c2K
∫
K̂
∇Φ̂I(x̂)TA−1K A−TK ∇Φ̂J(x̂)dx̂. (5.65)
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Nous pouvons noter que nous avons dans l'intégrale sur l'élément de référene le terme A−1K A
−T
K




est une matrie symétrique de dimension 3 × 3










33. Nous vérions assez failement en
3D que

































































Nous avons pour le premier terme de Kij des intégrales loales qui dépendent uniquement de
l'élément de référene. Passons maintenant aux intégrales ombinant saut et moyenne.
Calul de (K2)i,j
Pour les faes internes, nous utilisons la dénition 5.1 du saut et de la moyenne et nous obtenons
∫
F


























En développant il suit
∫
F







+.∇Φ+j (x) + Φ+i (x)n+.∇Φ−j (x)
+ Φ−i (x)n
−.∇Φ−j (x) + Φ−i (x)n−.∇Φ+j (x) + Φ+j (x)n+.∇Φ+i (x) + Φ+j (x)n+.∇Φ−i (x)
+ Φ−j (x)n




Remarque 5.15. Cette intégrale est alulée en deux temps, les termes en rouge sont alulés
quand nous sommes sur l'élément K+, les termes en noir quand nous sommes sur K−.
Remarque 5.16. Parmi les quatre intégrales en rouge de (5.69) nous avons des symétries en i
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Suite aux remarques 5.15 et 5.16, nous ne alulons que les deux ontributions en bleu de












































Remarque 5.17. Une fae interne F ∈ Fi est ommune à deux éléments du maillage que nous
notons K+ et K−, e qui explique pourquoi nous trouvons à la fois une intégrale sur les éléments
K+ et K−.
Commençons par le alul de la première intégrale de (5.71). Remarquons que tous les termes
de ette intégrale sont sur l'élément K+, nous ne tiendrons don pas ompte du +. Nous allons
avoir besoin d'exprimer Φi|F , ∇Φi|F , respetivement Φj |F , ∇Φj |F en fontion de Φ̂I |F , ∇Φ̂I |F ,
respetivement Φ̂J |F , ∇Φ̂J |F . Pour ela nous allons introduire de nouvelles dénitions. Rappelons
que nous avons noté F̂ la fae de référene, 'est à dire le triangle Ŝ1Ŝ2Ŝ3 et K̂ notre élément de
référene, 'est à dire le tétraèdre Ŝ1Ŝ2Ŝ3Ŝ4.
Dénition 5.7. Le tétraèdre de référene K̂ a quatre faes que nous notons F̂i pour i = 1, 2, 3, 4.
Les faes F̂i sont des triangles formés de trois sommets Ŝj pour j = 1, 2, 3, 4 et j 6= i, voir la gure
5.9.















Figure 5.9  Les faes F̂i du tétraèdre de référene K̂
Dénition 5.8. Nous notons gi la fontion ane qui transforme un point de la fae de référene
F̂ (point en 2D) en un point de la fae du tétraèdre de référene F̂i (point en 3D), voir la gure
5.10 qui illustre la fontion ane g3.
Notons ŝ = (x̂, ŷ) un point de la fae de référene F̂ , la dénition 5.8 donne
FK ◦ gi(ŝ) = x et ŝ = g−1i ◦ F−1K (x). (5.73)
























Figure 5.10  La fontion g3



























Φ+i (x) = Φ̂I ◦ F−1K+(x) et ∇Φ
+






















Pour le alul de la deuxième intégrale de (5.71), ça se omplique ar il y a à la fois des termes
provenant de K+ et de K−. Nous allons avoir besoin d'introduire une nouvelle dénition.
Dénition 5.9. Soit hm une fontion ane de F̂ dans F̂ telle que pour deux tétraèdres voisins
K+ et K− nous avons





Commençons par aluler la deuxième intégrale de (5.71). Prenons ŝ un point de la fae de

















Or ∇Φ+i = A−TK+∇Φ̂
+
I ◦ F−1K+ , il suit














Nous allons devoir retravailler le premier terme de l'intégrale. Il existe un m tel que




◦ g−1i (ŝ) ◦ F−1K+ . (5.81)
Dans e as
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Calul de (K3)i,j







Φj(x) · n∇Φi(x) +∇Φj(x)Φi(x) · n. (5.84)
Calulons simplement le premier terme, l'autre est obtenu par symétrie. En reprenant e que nous
avons fait sur les faes internes nous avons
∫
F











































Remarque 5.19. Pour une fae du bord du domaine, F ∈ Fb, la fae appartient à un seul élément
du maillage, 'est pourquoi il y a seulement l'intégrale sur K qui apparaît dans l'expression de
(K3)i,j .
Calul de (K4)i,j
Passons au alul du terme de pénalisation pour les faes internes, par dénition 5.1 du saut








































Comme nous l'avons fait pour le alul des intégrales ombinant saut et moyenne, nous ne alulons
que les termes en rouge de l'équation (5.88), les autres seront déterminés lors du passage à l'élément






































Pour le terme de pénalisation sur les faes de Dirihlet, nous avons
∫
F
γK [[Φi(x)]] [[Φj(x)]] =
∫
F
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Calul de (K6)i,j

















Remarque 5.20. Pour l'implémentation, pour haque tétraèdre, nous stokons inq veteurs de
taille Np : le premier orrespond au tétraèdre ourant, les quatre autres aux tétraèdres voisins. Cei
est un gros avantage niveau mémoire en omparaison par exemple ave la méthode des éléments
nis (EF) dont les éléments ont beauoup plus de voisins. En eet, rappelons que pour être voisins
ave la méthode DG, deux éléments doivent avoir une fae en ommun alors qu'ave la méthode
EF il sut d'avoir un sommet en ommun.
5.2.6 Calul de la matrie d'amortissement B














Remarque 5.21. Les termes Bi,j ressemblent aux Mi,j sauf que nous intégrons sur une fae
et non sur tout le tétraèdre. La matrie B est don également diagonale par blo. De plus, ette
matrie est nulle partout sauf pour les éléments ayant au moins une fae absorbante.















Nous en avons ni ave le alul mathématique des diérentes matries.
5.2.7 Disrétisation en temps
Après avoir vu la disrétisation en espae, regardons la disrétisation en temps de l'équation
(5.14). La onstrution du shéma en temps d'ordre 2 repose sur des développements de Taylor
d'ordre 3 ou 4. Rappelons que notre veteur solution Uh est de omposantes uh,i. Pour le alul
de la dérivée première, onsidérons alors le développement de Taylor suivant










= ∂tuh,i(t) + O
∆t→0
(∆t2).
Nous avons don, par approximation
un+1h,i − un−1h,i
2∆t
= ∂tuh,i(tn) + O
∆t→0
(∆t2), (5.99)
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où tn = n∆t et u
n
h,i est l'approximation de uh,i(tn).
De même, pour la dérivée d'ordre 2, nous onsidérons alors le développement de Taylor suivant




uh,i(t+∆t) + uh,i(t−∆t)− 2uh,i(t)
∆t2
= ∂2t uh,i(t) + O
∆t→0
(∆t2). (5.101)











Nous obtenons nalement le shéma en espae et en temps suivant
MUn+1 + Un−1 − 2Un
∆t2
+ c BUn+1 − Un−1
2∆t
+ c2 KUn = −Fh. (5.103)


















où Un est une approximation de Uh(tn). Le shéma est stable sous une ondition CFL dépendant
du paramètre γ.
Remarque 5.22. Premièrement, remarquons que les matries M et B sont diagonales par blos.
Ce shéma est don expliite par blo. Il ne néessite l'inversion que de matries de petites tailles
(Np×Np ave Np le nombre de degrés de liberté du tétraèdre de référene). C'est un des prinipaux
avantages des méthodes DG par rapport aux méthodes d' éléments nis.
Deuxièmement, omme les matries M et B sont positives, il en est de même pour M+c ∆t
2
B.
Nous en déduisons que les CLA ont un aratère stabilisateur.
Conlusion
Ce hapitre dérit le fontionnement du ode de l'équipe Magique-3D : la disrétisation en
espae et en temps, la onstrution des matries de masse, rigidité et d'amortissement. Nous
n'avons pas mis les résultats numériques pour deux raisons :
- nous n'avons pas à disposition de solution de référene pour vérier ;
- le ode de l'équipe Magique-3D est robuste, je onsidère que 'est une solution de référene pour
omparer mes prohaines expérienes numériques que je détaille dans les hapitres 6 et 7.
Il ne faut pas onsidérer que j'étais simple utilisatrie du ode. C'est la première fois que e ode
est utilisé dans le as d'une étude numérique liée à une analyse asymptotique multi-éhelle.
Chapitre 6
Résolution ave la méthode des
développements asymptotiques
raordés
Ce hapitre est, à mon sens, le plus amusant de ette thèse. Nous allons mettre en plae la
méthode des développements asymptotiques raordés (MAE) pour notre problème ave petit
obstale. Nous expliiterons dans les setions 6.1 et 6.2 les outils numériques pour ette mise en
÷uvre. Ensuite, dans la setion 6.3, nous montrerons les résultats numériques et en partiulier,
nous verrons que l'onde se propage dans le domaine omme s'il y avait un obstale au entre alors
qu'il n'est pas maillé.
6.1 Contexte d'étude pour la résolution ave la méthode
MAE (Mathed Asymptoti Expansions)
Le domaine sur lequel nous allons travailler dière de elui du hapitre 5. La génération du
maillage est une tâhe beauoup plus faile ar elle ne néessite pas de traitement partiulier au
voisinage de l'origine. Nous travaillons don sur toute la boule de rayon r⋆
Br⋆ := {x ∈ R3 : |x| ≤ r⋆}, (6.1)
que nous avons représentée sur la gure 6.1. Dans l'expériene numérique nous prenons r⋆ = 1.
b 0b
CLA sphériques
Figure 6.1  Domaine onsidéré pour la méthode MAE
Nous allons également mettre des CLA sphériques (Conditions aux Limites Absorbantes) sur
la sphère unité. Comme nous l'avons vu au hapitre 5, en dimension 3, les onditions de Bayliss,
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Gunzburger et Turkel d'ordre 2 pour la sphère de rayon r⋆ s'érivent sous la forme
∂t
c
ũε(x, t) + ∂rũε(x, t) +
ũε(x, t)
r⋆
= 0, sur Γr⋆ × [0, T ], (6.2)
ave Γr⋆ := {x ∈ R3 : |x| = r⋆} la sphère de rayon r⋆. Rappelons à présent l'équation des ondes
aoustiques
c2∆ũε(x, t)− ∂2t ũε(x, t) = f(x, t), sur Ωε × [0, T ], (6.3)
ave c la vitesse de propagation de l'onde. La vitesse de propagation c est ontinue dans haque






Dans l'expériene numérique, nous plaçons la soure en xs = (0, 0.3, 0). Rappelons que nous notons
ũε la solution du problème sur Ωε.
Remarque 6.1. Notre solution ũε vérie l'équation des ondes sur Ωε et n'est pas dénie en 0
omme nous avons pu le voir dans la partie I. Ses approximations ne seront pas dénies dans un
voisinage de l'origine.
Enn nous prenons des onditions initiales nulles
ũε(x, 0) = 0 et ∂tũε(x, 0) = 0 sur Ωε. (6.5)




c2∆ũε(x, t)− ∂2t ũε(x, t) = f(x, t), sur Ωε × [0, T ],
ũε(x, 0) = 0 et ∂tũε(x, 0) = 0 sur Ωε,
∂t
c
ũε(x, t) + ∂rũε(x, t) +
ũε(x, t)
r⋆
= 0, sur Γr⋆ × [0, T ].
(6.6)
6.2 Mise en oeuvre de la méthode MAE
Dans le hapitre d'introdution, nous avons vu que le développement asymptotique de la solu-
tion du problème (6.6) donnait
à l'ordre 0
uε,0(x, t) = u0(x, t), (6.7)
à l'ordre 1





uε,2(x, t) = u0(x, t)−
u0(0, t− r/c)
r
ε− ∂tu0(0, t− r/c)
rc
ε2, (6.9)
et enn la modiation de l'ordre 2 donne
umε,2(x, t) = u0(x, t)−
u0(0, t+ τ − r/c)
r
ε, (6.10)
ave u0 la solution du problème sans obstale dans le domaine et τ = ε/c.




c2∆u0(x, t)− ∂2t u0(x, t) = f(x, t), sur Br⋆ × [0, T ],
u0(x, 0) = 0 et ∂tu0(x, 0) = 0 sur Br⋆ ,
∂t
c
u0(x, t) + ∂ru0(x, t) + u0(x, t) = 0, sur Γr⋆ × [0, T ].
(6.11)
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C'est e que nous faisons à l'aide de la méthode DG. Rappelons e que nous avons vu au hapitre
5.
6.2.1 Calul de u0
Disrétisation en espae
Au hapitre 5, nous avons onstruit le problème semi-disrétisé de (5.10) et nous avons obtenu








2 KUh = −F , (6.12)
où Uh est le veteur de omposantes uh,i, M est la matrie de masse (diagonale par blo), B
est la matrie absorbante (nulle partout sauf pour les degrés de liberté orrespondants à
la frontière extérieure), K est la matrie de rigidité (symétrique) et F est le veteur soure.
Maintenant, pour résoudre le problème (6.11), nous ne devons plus prendre en ompte les
onditions de Dirihlet. Nous allons avoir une  nouvelle  forme bilinéaire symétrique āh sur































+ c bh (u0, v) + c
2 āh(u0, v) = −(f, v),
u0(x, 0) = 0 et ∂tu0(x, 0) = 0.
(6.14)








2 K̄U0h = −F , (6.15)
ave U0h le veteur de omposantes u0(Pi, t), M la matrie de masse dénie dans la setion 5.2.4,
B la matrie d'amortissement dénie en 5.2.6, F le veteur soure et K̄ la matrie de rigidité qui
dière de elle du hapitre 5.
Remarque 6.2. Nous avons déjà déterminé au hapitre 5 les matries M et B de façon détaillée.
Il manque la onstrution de K̄, 'est e que nous allons faire dans la setion 6.2.1.
Calul de la matrie de raideur K̄
Puisque la forme bilinéaire āh est semblable à ah, la onstrution de K̄ va être similaire à elle
de K. Reprenons don e que nous avons fait dans la setion 5.2.5. En partiulier, nous avions vu
que
Ki,j = ah(Φi,Φj). (6.16)
ave Φi, Φj des fontions de base de l'espae variationnel Vh. En proédant de la même façon,
pour K̄ nous avons
K̄i,j = āh(Φi,Φj). (6.17)
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Par dénition de āh, voir (6.13), nous obtenons























Remarque 6.3. Nous avons déjà expliité es intégrales dans la setion 5.2.5.
Reprenons les notations de la setion 5.2.5, nous avons
K̄i,j = K1 +K6 −K2 −K4. (6.19)
Nous renvoyons don à ette setion pour le détail de K1, K2, K4 et K6. Nous avons don toutes
les matries pour implémenter (6.15).
Disrétisation en temps

















MUn+1 − 2Un + Un−1
∆t2
+ c BUn+1 − Un−1
2∆t
+ c2 K̄Un = −F . (6.22)














Un−1 −∆t2F , (6.23)
ave Un = Uh(n∆t). Nous obtenons ainsi la solution u0 du problème (6.11) sur Br⋆× [0, T ]. Voyons
à présent l'algorithme pour la méthode MAE.
6.2.2 Calul des termes d'ordre supérieur





















ψ1(x, t) = u0(0, t− r/c),
ψ2(x, t) = ∂tu0(0, t− r/c).
(6.25)
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La fontion nodale φ n'est pas dénie en 0 mais partout ailleurs sur le maillage. La onstrution
de φ s'eetue tétraèdre par tétraèdre et sur haque degré de liberté du tétraèdre ourant. Nous
obtenons ainsi exatement l'évaluation de 1/r en haque degré de liberté du maillage hormis en
l'origine.
Pour la onstrution des fontions ψ1 et ψ2, nous ommençons par réaliser une expériene numérique
omplète et nous stokons les valeurs pontuelles u0(0, t) sur la grille en temps tn. Détaillons
l'opérateur de valeur pontuelle.
Opérateur de valeur pontuelle
Bien que l'ensemble des fontions H1 ne soit pas loalement C0, l'espae de reherhe de l'ap-
proximation est ontinu par moreaux. Il est don possible d'évaluer la valeur de l'approximation
numérique en x = 0. Plaçons nous dans le tétraèdre K0 qui ontient l'origine x = 0. L'approxi-







ave ΦK0i les fontions de bases du tétraèdre K0 et Pi les oordonnées des degrés de liberté du







Cette approhe est justiée par la théorie des inégalités inverses qui nous permet d'armer que
la valeur pontuelle de la solution u0 est bien approhée par elle de l'approximation numérique.
Cette théorie n'est pas l'objet de ette thèse mais nous avons proposé une estimation non optimale
en annexe D.
Ensuite, pour onstruire u1 au temps t, nous évaluons
r
c
pour haque degré de liberté et nous
assoions deux temps disrets tin et t
i











Puis nous approhons u0(0, t− ri/c) à l'aide d'une moyenne baryentrique





∈ [0, 1]. (6.31)
Dans le as de l'évaluation de u2, une approximation de la dérivée en temps est néessaire. Elle
est approhée à l'aide d'une diérene nie entrée
∂tu0(0, tn) =





ave tn = n∆t.
6.3 Résultats numériques
Dans ette partie nous allons omparer les résultats obtenus ave la méthode MAE et eux
obtenus de façon direte, 'est à dire dans le ontexte du hapitre 5. Pour avoir une idée en 3D,
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Figure 6.2  Comparaison de la méthode direte (à droite) et de la méthode MAE (à gauhe)
le leteur peut onsulter la page web https ://team.inria.fr/magique3d/multisale-modeling-for-
time-domain-wave-equation/. Nous avons mis un lihé dans la gure 6.2. Dans ette partie nous
travaillerons ave les résultats de six réepteurs plaés en xR1 = (0, 0.4, 0), xR2 = (0, 0.2, 0),
xR3 = (0,−0.2, 0), xR4 = (0, 0, 0.5), xR5 = (0,−0.4, 0) et xR6 = (0,−0.6, 0). Nous avons illustré










Figure 6.3  Position des apteurs et de la soure
quel ranement nous obtenons une solution orrete pour u0, 'est à dire pour le problème sans
obstale.
6.3.1 Validation de la solution u0
Nous avons réalisé les simulations numériques sur trois diérents maillages. Détaillons les ar-
atéristiques de haun
- maillage 1 : 87 817 tétraèdres, volume maximal d'un élément : 8.10−5,
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- maillage 2 : 119 526 tétraèdres, volume maximal d'un élément : 6.10−5,
- maillage 3 : 243 979 tétraèdres, volume maximal d'un élément : 3.10−5.
Nous représentons le maillage 3 dans la gure 6.4.
Figure 6.4  Maillage 3
À partir de es trois maillages nous dénissons six ongurations (lassées par ordre roissant
de nombre de degrés de liberté)
- la onguration 1 orrespond à une approximation P2 sur le maillage 1,
- la onguration 2 orrespond à une approximation P2 sur le maillage 2,
- la onguration 3 orrespond à une approximation P3 sur le maillage 1,
- la onguration 4 orrespond à une approximation P3 sur le maillage 2,
- la onguration 5 orrespond à une approximation P2 sur le maillage 3,
- la onguration 6 orrespond à une approximation P3 sur le maillage 3.
Nous pouvons nous référer au tableau 6.1 pour onnaître les nombres de degrés de liberté orre-
spondant aux ongurations. An de vérier la onvergene de la méthode MAE nous omparons
onguration 1 2 3 4 5 6
nombre de ddl 878 170 1 195 260 1 756 340 2 390 520 2 439 790 4 879 580
maillage 1 2 1 2 3 3
ordre P2 P2 P3 P3 P2 P3
Tableau 6.1  Nombre de degrés de liberté de haque onguration
les résultats des diérentes ongurations entre elles, voir les gures 6.5, 6.6, 6.7, 6.8, 6.9, 6.10, 6.11,
6.12, 6.13, 6.14, 6.15 et 6.16 pour les six réepteurs. Pour haque réepteur, nous aherons les u0
obtenus dans les six ongurations et les erreurs absolues pour les inq premières ongurations,
la dernière étant prise omme référene.
































Figure 6.6  Erreur absolue au réepteur R1





























Figure 6.8  Erreur absolue au réepteur R2































Figure 6.10  Erreur absolue au réepteur R3































Figure 6.12  Erreur absolue au réepteur R4

































Figure 6.14  Erreur absolue au réepteur R5
































Figure 6.16  Erreur absolue au réepteur R6
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Remarque 6.4. Nous observons que pour les deux premiers réepteurs qui se situent autour de
la soure, l'erreur est plus importante que pour les autres réepteurs. Cei est dû au aratère
singulier de la solution au voisinage de la soure.
Nous répertorions les temps de aluls néessaires dans le tableau 6.2. Les temps indiqués sont
des temps CPU, 'est don indiatif. Nous avons eetué les inq premières ongurations sur
mon ordinateur portable (8 Go de mémoire vive) et nous avons passé la onguration 6 sur une
mahine 24 Go. Pour la onguration 6, le temps de alul est sous-estimé ar il a été réalisé sur
une mahine plus puissante.
onguration 1 2 3 4 5 6
maillage 1 2 1 2 3 3
ordre P2 P2 P3 P3 P2 P3
temps CPU (en seondes) 603 958 2 519 3 957 2 785 9 917
Tableau 6.2  Temps d'exéution pour haque onguration
Conlusion
Nous allons faire une liste des onlusions que nous pouvons tirer des expérienes.
- La première et la plus importante est que la solution u0 onverge en ranant le maillage et en
augmentant l'ordre.
- Nous pouvons ensuite armer que l'ordre de la méthode a un impat sur la solution. En eet, en
P2, sur les 3 maillages, l'erreur autour de la soure est plus importante qu'en P3. Monter en ordre
est don plus bénéque que de raner ar le P2 du maillage le plus rané est moins bon autour
de la soure que le P3 du maillage le plus grossier. Il ne s'agit pas là de résultats surprenants.
- Si nous nous éloignons de la soure, toutes les ongurations donnent la même solution.
6.3.2 Validation de u1
Dans ette setion, nous proéderons sensiblement de la même façon que préédemment. Nous
allons omparer les inq premières ongurations aux six réepteur dérits dans la setion 6.3.1.
Pour haque réepteur, nous aherons les u1 obtenus dans les inq ongurations et les erreurs
absolue pour les inq ongurations omparée à une solution de référene. Pour le réepteur R1,
respetivement R2, R3, R4, R5, R6, nous obtenons les résultats en gure 6.17, 6.18, respetivement
en gure 6.19, 6.20, 6.21, 6.22, 6.23, 6.24, 6.25, 6.26, 6.27 et 6.28.
































Figure 6.18  Erreur absolue au réepteur R1
Remarque 6.5. La solution u1 étant alulée en fontion de u0, l'erreur qu'il y avait pour les
ongurations en P2 va s'aentuer, omme nous pouvons le remarquer sur les gures 6.18, 6.20,



























Figure 6.20  Erreur absolue au réepteur R2



























Figure 6.22  Erreur absolue au réepteur R3
































Figure 6.24  Erreur absolue au réepteur R4
































Figure 6.26  Erreur absolue au réepteur R5

































Figure 6.28  Erreur absolue au réepteur R6
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6.22, 6.24, 6.26 et 6.28. Il est alors judiieux de retraer les ourbes uniquement ave les expérienes











Figure 6.29  Erreur absolue au réepteur R1 pour les expérienes en P3
Remarque 6.6. Rappelons que la fontion u1 est radiale e qui signie que nous avons une
symétrie par rapport à l'origine. Nous pouvons vérier ette symétrie en omparant les résultats























Figure 6.30  Solution u1 au réepteur R1 (à droite) et au réepteur R5 (à gauhe)
Conlusion
La onvergene de u1 a bien été vériée. L'erreur diminue bien ave le pas de maillage et
ave l'augmentation de l'ordre de la méthode. Une partie de l'erreur numérique est due à une
mauvaise interpolation de la fontion
1
r sur notre espae éléments nis. An de limiter ette erreur
d'interpolation, nous pouvons évaluer u1 diretement à la position du apteur.
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6.3.3 Comparaison ave la méthode Direte
Malheureusement, il n'est pas possible de vérier la onvergene de la méthode direte. Tout
ranement de maillage augmente drastiquement le nombre de degrés de liberté et don l'espae
mémoire. Les plus gros as réalisés néessitent déjà 24Go de mémoire vive et haque fois que nous
divisons le pas de maillage par deux, l'espae mémoire néessaire est multiplié par 8.
La omparaison des simulations diretes ave elles obtenues ave la méthode par soure
pontuelle est simplement indiative bien que donnant des résultats satisfaisants. Nous omparons
pour haun des six apteurs la solution direte udε et la solution MAE à l'ordre 0, 1, 2 et l'ordre
2 modié. Pour se faire, nous traçons les erreurs suivantes
erreur ordre 0
eε0(x, t) = u
d
ε(x, t)− uε,0(x, t), (6.33)
erreur ordre 1
eε1(x, t) = u
d
ε(x, t)− uε,1(x, t), (6.34)
erreur ordre 2
eε2(x, t) = u
d
ε(x, t)− uε,2(x, t), (6.35)
erreur ordre 2 modié
eε2,m(x, t) = u
d
ε(x, t)− umε,2(x, t). (6.36)
Nous allons nous plaer dans les onguration 1 (qui orrespond au maillage le moins rané en P2)
et 4 (qui orrespond au maillage intermédiaire en P3) et nous ne onsidérerons que les réepteurs
R2, R3, R4 et R5.
Commençons par la onguration 1. Nous allons à haque réepteur omparer la solution direte
ave l'approximation d'ordre 0, 1, 2 et 2 modié de la méthode MAE dans une gure, puis dans






2,m. Ces résultats sont olletés dans les gures 6.31,
6.32, 6.33, 6.34, 6.35, 6.36, 6.37 et 6.38.













u ordre 2 modifie






















2,m au réepteur R2
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2,m au réepteur R3
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2,m au réepteur R4
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2,m au réepteur R5
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Interprétation des résultats pour la onguration 1
Pour ette onguration où les termes du développement asymptotique ne sont pas alulés ave
une très grande préision, nous observons que les modèles d'ordre 2 apportent qu'une amélioration
relative par rapport aux modèles d'ordre 1. Par ontre, il est lair que es développements sont
plus préis que le modèle d'ordre 0.
Passons à la onguration 4. Les résultats sont olletés dans les gures 6.39, 6.40, 6.41, 6.42,













u ordre 2 modifie






















2,m au réepteur R2
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2,m au réepteur R3
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2,m au réepteur R4
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2,m au réepteur R5
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Interprétation des résultats pour la onguration 4
Nous observons que l'erreur ommise par le modèle d'ordre 2 est bien inférieure à l'erreur ommise
pour le modèle d'ordre 1 qui est elle même inférieure à l'erreur ommise pour le modèle d'ordre 0.




































Figure 6.48  Erreur eε2,m au réepteur R4
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Interprétation des gures 6.47 et 6.48
Les gures 6.47 et 6.48 ont pour objetif d'illustrer la qualité de l'approximation numérique en
fontion du modèle. Nous observons que pour les ongurations 3 et 4 qui orrespondent à des
éléments nis P3, que l'erreur ommise est bien inférieure que elle des ongurations P2. Nous
remarquons également que l'approximation de la solution d'ordre 2 modiée est à privilégier par
rapport à l'approximation de la solution d'ordre 2.
Conlusion
Ce hapitre nous permet de valider numériquement la méthode des développements asympto-
tiques raordés. Il permet également de mettre en évidene les avantages de ette méthode que
nous rappelons ii :
- gain du temps de alul ;
- failité pour le maillage ;
- bonne solution sur un maillage grossièrement maillé, e qui implique moins de limitations dues
au stokage mémoire ;




Dans e hapitre, nous allons présenter à la fois de façon théorique et pratique la méthode de
ranement espae-temps. Nous verrons que 'est une autre voie pour répondre à notre probléma-
tique et pour diminuer le temps de alul.
7.1 Contexte d'étude pour les pas de temps loaux
Nous nous trouvons exatement dans la même onguration que lors de la résolution direte à







BUh + c2 KUh = −F . (7.1)
7.2 Pas de temps loaux : Motivations
7.2.1 Pourquoi appliquer la méthode des pas de temps loaux ?
Le traitement des milieux fortement hétérogènes (ette hétérogénéité peut être relative aux o-
eients physiques ou due à des mailles de taille très diérentes) peut être fait de deux manières
diérentes :
- des shémas impliites-expliites qui permettent d'utiliser des pas de temps homogènes,
- des shémas expliites par ranement espae-temps.
C'est ette deuxième approhe que nous adoptons ii. Les méthodes de Galerkine Disontin-
ues permettent d'utiliser des maillages irréguliers. Par irrégulier nous voulons dire que le pas de
disétisation dépend de l'élément sur lequel nous nous trouvons, voir la gure 7.1. Dans la adre
de notre problème, ei nous permet d'utiliser des petites mailles prohes de l'obstale et des
grandes mailles loin de l'obstale. Cette tehnique de ranement en espae permet de respeter
l'ensemble des longueurs aratéristiques. D'une part, le fait de onsidérer de grands éléments loin
de l'obstale a pour eet de diminuer le nombre de degrés de liberté (par rapport à un maillage
homogène). D'autre part, la présene de petits éléments ontraint fortement le pas de temps. En
eet, rappelons la ondition CFL (ondition de Courant, Friedrihs et Lewy)
dt < α min
K∈Th
(dx), (7.2)
ave dt le pas de temps, dx le diamètre de la sphère ironsrite de l'élément K, Th le maillage
onsidéré et α une onstante. Dans le as d'un maillage ave un ranement loal, voir pour
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Figure 7.1  Ranement loal
illustration la gure 7.2, nous pouvons failement noter que dans ertaines régions la ondition
CFL sera très largement satisfaite. Dans es zones, ei a pour eet d'augmenter inutilement le
Figure 7.2  Ranement loal 3D
oût de alul. De plus, pour éviter des phénomènes de dispersion numérique, il vaut mieux que
la relation (7.2) soit vériée loalement. Plus préisément, il est souhaitable du point de vue de
la dispersion numérique que dt ≃ αdx sur haque élément. Dans le as ontraire, la vitesse de
l'onde dans ertains éléments est mal approhée. Les méthodes de ranement ont pour voation
de proposer une solution à ette problématique.
7.3 Mise en ÷uvre de la méthode des pas de temps loaux
Dans ette setion, nous présentons une adaptation d'un shéma proposé par de Julien Diaz
et Markus Grote, voir [19℄.
7.3.1 Introdution
La méthode des pas de temps loaux onsiste à séparer le domaine en n sous-domaines et à
dénir dans haque zone un pas de temps qui lui est propre. Nous expliquons dans le adre de
ette thèse le as pour deux sous-domaines, un que nous nommerons zone ranée (en rouge) et
l'autre zone grossière (en bleu), voir la gure 7.3.
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Figure 7.3  Zone ranée et grossière
Une fois que nous avons partagé notre domaine, nous dénissons un pas de temps vériant la
ondition CFL dans haque zone. Nous aurons alors autant de pas de temps que de sous-domaines.
Dénition 7.1. Dans le as partiulier de deux sous-domaines, notons ∆t le pas de temps assoié




δt < α min
K∈Th,r
(dx),
∆t < α min
K∈Th,g
(dx),
∆t = p δt,
(7.3)
ave p un entier et Th,r, respetivement Th,g, l'ensemble des tétraèdres appartenant à la zone
ranée, respetivement à la zone grossière. Nous avons une partition du maillage
Th = Th,r ∪ Th,g. (7.4)








h , respetivement U
[r]
h , le veteur égal à Uh sur Th,g, respetivement sur Th,r et nul sur
Th,r, respetivement sur Th,g.
À présent, dénissons un opérateur de projetion .




Remarque 7.1. L'opérateur P est un opérateur de projetion dit opérateur de projetion sur la
zone ranée. L'opérateur I − P est don l'opérateur de projetion sur la zone grossière, voir la
gure 7.4. Nous avons
(I − P )Uh = U [g]h . (7.7)
Remarque 7.2. Nous pouvons érire notre veteur solution Uh omme la somme d'un veteur so-
lution sur la zone ranée PUh et d'un veteur solution sur la zone grossière (I−P )Uh. L'opérateur
P nous permet de onsidérer la solution dans haque domaine.
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Figure 7.4  Solution sur la zone ranée (à droite) et sur la zone grossière (à gauhe)
Remarque 7.3. La matrie de projetion P est diagonale : es éléments diagonaux sont égaux à
0 en zone grossière et à 1 en zone ranée.
7.3.2 Méthode de Galerkine Disontinue et pas de temps loaux
Comme nous l'avons dit en introdution, voir 7.2.1, nous utilisons la méthode GD et pour la
disrétisation en temps, nous mettons une disrétisation ave des pas de temps loaux. Dans le








2 KUh = −F , (7.8)
où Uh est le veteur de omposantes uh,i, M est la matrie de masse (diagonale par blo), B est
la matrie absorbante (nulle partout sauf pour des éléments absorbants), K est la matrie
de rigidité (symétrique) et F est le veteur soure. D'après la dénition 7.2, nous avons
Uh(t) = PUh(t) + (I − P )Uh(t) = U [r]h (t) + U
[g]
h (t). (7.9)
Puisque nous allons résonner ave des pas de temps diérents (∆t et δt), introduisons la notation
suivante
Ũ(t, τ) =




Ũn,m = Ũ(n∆t,mδt). (7.11)
Remarque 7.4. La variable τ appartient à l'intervalle [0,∆t], don si ∆t = p δt, alors m est un
entier ompris entre 0 et p.












h (t, τ) := PŨh(t, τ).
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Remarque 7.5. Nous posons quelques hypothèses qui rappellent le ontexte d'étude. Première-
ment, nous allons supposer que
BP = PB = 0, (7.13)
ar B est nulle dans la zone ranée. De même pour la soure, nous supposons qu'elle est nulle
dans la zone grossière e qui implique
PF = 0. (7.14)
Enn, puisque la matrie de masse et la matrie absorbante sont diagonales par blos et P est
diagonale, nous avons P et M ainsi que (I − P ) et B qui ommutent e qui se traduit par
PM = MP et (I − P )B = B(I − P ). (7.15)























= −PF − (I −P )F .
(7.16)








































2(I − P ) KUh = −F ,
(7.18)
la première équation étant dans la zone ranée et la seonde dans la zone grossière. Nous allons
maintenant disrétiser en temps haune des équations de (7.18) ave le pas de temps orrespon-
dant à la zone (∆t ou δt). Commençons par la zone ranée. Dans ette zone, nous avons déni
le pas de temps δt grâe á la ondition CFL, voir (7.3). Nous avons également noté Ũn,m la










+ c2 PKŨn,m = 0, (7.19)
ave Ũ
[r]




















+ c2(I − P ) KUn = −F . (7.20)
Maintenant, voyons l'algorithme de ette méthode.
Initialisation :
Au temps t = 0, nous avons U0 = 0 et omme le terme soure est nul dans la zone ranée nous
avons Ũ0,m = 0 pour tout m ≤ p. Pour le premier pas de temps nous avons simplement à résoudre








1 = −∆t2F . (7.21)









Figure 7.5  Initialisation de la méthode des pas de temps loaux
Au temps t = n∆t :
Au temps t = n∆t, nous avons alulé Un et Un−1. Nous devons alors faire l'initialisation pour la
variable de temps τ assoiée au maillage n
Ũn,0 = Un, (7.22)
voir la gure 7.5. Le premier terme à déterminer est Ũn,1 = Ũ(n∆t, δt). Pour se faire, nous
résolvons (7.19) sur [0, δt] en prenant en ompte la symétrie de Ũ par rapport à τ , 'est à dire que
Ũn,−1 = Ũn,1. Il suit
2MŨ [r]n,1 = 2MU [r]n − c2 δt2PKUn. (7.23)
Pour les temps suivant, 'est à dire pour τ ∈ [δt,∆t], nous avons d'après (7.19)
MŨ [r]n,m+1 = 2MŨ [r]n,m −MŨ
[r]
n,m−1 − c2 δt2PKŨn,m. (7.24)















Rappelons que ∆t = p δt. Nous devons alors eetuer p fois les aluls dans la zone nement














Figure 7.6  Calul dans la zone ranée
Lorsque nous avons Ũ
[r]
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n−1 − c2 ∆t2(I − P )KUn −∆t2F . (7.28)




















Figure 7.7  Détermination sur tout le domaine de la solution au temps (n+ 1)∆t
7.4 Résultats numériques
Nous serons plus onis que dans le hapitre préédent. Plaçons nous sur un maillage ompor-
tant 243609 tétraèdres et omparons les as P2 et P3. Pour la solution de référene nous prendrons
la solution de la méthode direte sur le même maillage en P3. Nous allons analyser les résultats
aux réepteurs R2, R3, R4 et R5. Rappelons la onguration des réepteurs et de la soure sur la










Figure 7.8  Position des apteurs et de la soure
et ave la méthode des pas de temps loaux en P2 et P3 et d'autre part nous aherons l'erreur
absolue de la méthode des pas de temps loaux P2 et P3, la solution P3 donnée par la méthode
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Méthode Direte P2 Ra. espae-temps P2 Direte P3 Ra. espae-temps P3
Temps CPU (en s) 3 520 2 891 13 051 10 742
Tableau 7.1  Temps de alul
direte étant prise omme référene. Nous noterons LTS la méthode de ranement espae temps
qui signie Loal Time stepping. Les temps de aluls sont répertoriés dans le tableau 7.1.


























Figure 7.10  Erreur absolue de la méthode LTS en P2 et P3 au réepteur R3

























Figure 7.12  Erreur absolue de la méthode LTS en P2 et P3 au réepteur R3





















Figure 7.14  Erreur absolue de la méthode LTS en P2 et P3 au réepteur R4

























Figure 7.16  Erreur absolue de la méthode LTS en P2 et P3 au réepteur R5
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Nous avons eetué es expérienes sur un maillage omportant trois zones : la plus ranée
entre l'obstale et la sphère de rayon 0.1, la seonde entre les sphères de rayon 0.1 et 0.2 et enn
la dernière entre 0.2 et 1. Répertorions le nombre de tétraèdres dans haque zone :
- zone ranée : 901 tétraèdres ;
- zone intermédiaire : 1 401 tétraèdres ;
- zone grossière : 241 307 tétraèdres.
Nous pouvons vérier que la somme fait bien le nombre de tétraèdres de tout le maillage à savoir
243 609 tétraèdres. Nous avons avons alors trois pas de temps diérents assoiés à haune des
zones.
Interprétation des résultats
Nous pouvons remarquer que la méthode ave ranement espae-temps est très prohe de la so-
lution obtenue ave la méthode direte et nous pouvons noter une amélioration en augmentant
l'ordre omme nous pouvons nous y attendre.
Conlusion
L'étude est inomplète ar nous avons du mal à vérier la onvergene de la solution. Cepen-
dant, les solutions données par la méthode direte et ranement espae-temps oïnident e qui
laisse penser que les résultats sont orrets.
La majeure ontribution dans ette partie est que nous avons mis en ÷uvre une stratégie multi-
étages. Les temps de aluls sont ainsi réduits. Par ontre, pour plus de trois niveaux de ranement,
nous observons une dégradation de la ondition CFL. Cei néessite un nouveau développement.
Ces algorithmes sont diiles à implémenter mais beauoup plus simples que sur des maillages
non onformes (n÷uds pendants), voir [23℄.
Conlusion Générale
Prinipaux résultats
Lors de ette thèse, nous avons développé et justié des modèles réduits adaptés au alul
numérique pour la propagation des ondes omportant de petites hétérogénéités.
Cette onlusion est une bonne oasion pour souligner et rappeler un ertain nombre de résultats.
À propos des modèles quasi-statiques de ouhe limite :
En zone de hamp prohe, le développement asymptotique est régi par des équations quasi-
statiques que nous avons appelées équations de Laplae emboîtées. Le temps n'apparaît plus
omme une variable d'évolution mais omme un paramètre (des problèmes de Laplae sont réso-
lus). Cei justie les approhes lassiquement utilisées par beauoup de pratiiens, voir [37℄, [38℄,
[39℄ et [40℄, qui modélisent le omportement au voisinage d'un détail géométrique pour un modèle
statique.
Du point de vue numérique, ette étude a fait apparaître qu'il est omplexe de tester les
modèles approhés en 3D.
Nous avons premièrement une forte augmentation du temps de alul omparé à des problèmes
similaires en 2D. Deuxièmement, l'implémentation des modèles réduits et l'automatisation des
maillages deviennent plus diiles qu'en 2D. Enn, le point le plus important est la limite due à
la mémoire vive. En trois dimensions d'espae, il est impossible de onsidérer des as très ranés
tant la mémoire néessaire au alul est grande lorsque le pas de maillage diminue.
Perspetives
Il existe de nombreuses extensions possibles à ette thèse, omme le traitement des ls, voir [12℄,
fentes, voir [41℄, perforations de petite taille devant la longueur d'onde ainsi que les ongurations
2D. Ces dernières sont partiulièrement diiles à traiter en raison de l'apparition d'opérateurs
en temps non loaux assoiés au symbole log(ω). Cette question est pour l'instant ouverte.
Revenons maintenant au problème de la détetion de petits obstales. Le hamp diraté par
un petit obstale peut se mettre sous la forme d'une série dont les premiers termes en hamp
lointain sont
u0(x, t) + εu1(x, t) + ε
2u2(x, t) + O
ε→0
(ε3). (7.29)
Le premier terme u1 de ette série ne dépend que de la valeur de u0 au entre de l'hétérogénéité
et prend la forme d'une soure pontuelle monopolaire dont l'amplitude est diretement liée au
diamètre de l'obstale.
Le seond terme u2 est omposé d'une soure pontuelle monopolaire et d'une soure pontuelle
dipolaire (qui est nulle dans le as d'un obstale sphérique). Ce terme nous donne des indiations
sur l'orientation de la petite hétérogénéité. Les termes d'ordre supérieurs peuvent nous donner des
indiations plus préises sur la géométrie de l'obstale. Grossièrement, la forme de l'obstale est
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ahée par les premiers termes du développement asymptotique. Il est don extrêmement diile
de la déterminer. C'est ette voie que nous souhaitons explorer par la suite.
Une autre extension possible de ette thèse onerne la modélisation stohastique de la prop-
agation des ondes dans les milieux omportant un grand nombre de partiules diuses de petites
tailles. Nous ne onnaissons pas ii la position de haque partiule mais la méthode proposée dans







Solution fondamentale de l'équation
des ondes salaire
Nous rappelons la formule donnant la fontion de Green de l'équation des ondes et nous éval-
uons un produit de onvolution qui orrespond à une soure monopolaire.





−∆ est la distribution G



















































4π‖x‖3∆Γ(1)dsx = 0. (A.4)
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4π‖x‖2 dsx = 2∂rΦ(ct, t).
(A.7)

































































= Φ(0, 0) = Φ(0, 0).
(A.12)
C'est à dire
G(x, t) = δx δt dans D′(R3 × R). (A.13)
Annexe B
Séparation de variables
B.1 Solution de l'équation de Laplae en oordonnées sphériques
Nous allons rappeler la méthode de séparation de variable en résolvant l'équation de Laplae
en oordonnées sphériques.
Nous avons les équations (B.1) qui relient les oordonnées artésiennes aux oordonnées sphériques.
x = r sin θ cosϕ, y = r sin θ sinϕ, z = r cos θ, (B.1)
où
0 ≤ r <∞, 0 ≤ θ ≤ π, −π < ϕ ≤ π.












Maintenant, nous pouvons vérier que si nous prenons les solutions u de la forme
u(x, y, z) = R(r)Θ(θ)Φ(ϕ), (B.2)
alors nous pouvons séparer les variables, e qui nous permettra de trouver haque fateur de (B.2)
en résolvant une équation diérentielle ordinaire.




















2 θ = − 1
Φ
∂2ϕΦ,
Ii on a séparé les variables. En eet, d'un té çà ne dépend que de ϕ et de l'autre de θ et
de r. Par onséquent, pour onserver l'égalité pour tout r, θ et ϕ, çà impose que les deux termes







2Φ = 0 (B.4)
par onséquent Φ est de la forme : Φ(ϕ) = A cos(µϕ) +B sin(µϕ). Ensuite pour R, Θ on a :
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Le même raisonnement montre que les deux tés de la dernière équation doivent être égaux à




2∂rR) = ν(ν + 1)
∂r(r
2∂rR)− ν(ν + 1)R = 0





∂θ(sin θ∂θΘ) = ν(ν + 1) (B.5)
1
sin θ
∂θ(sin θ∂θΘ) + [ν(ν + 1)−
µ2
sin2 θ
]Θ = 0 (B.6)
Pour µ = 0, alors l'équation (B.6) se réduit à l'équation de Legendre ave omme argument
x = cos θ, qui pour −1 < x < 1 a pour solution générale :
Θ = EPν(cos θ) + FQν(cos θ),
où Pν(x) et Qν(x) sont des fontions de Legendre de première et seonde espèe. (voir [32℄)
B.2 Solution de l'équation de Helmoltz homogène
Proposition B.1. Si u ∈ H1∗ (R3) vérie dans un voisinage V de 0 :
∆u(x) + k2u(x) = 0 dans V \{0} (B.7)










où on note respetivement :
 Ym,n les harmoniques sphériques,
 jm les fontions de Bessel sphériques de première espèe qui sont C∞,
 ym les fontions de Bessel sphériques de seonde espèe qui sont singulières (ym(z) =
O(z−m−1)),


















Preuve. Un tel u sera dit solution de l'équation de Helmholtz (voir [32℄).Pour résoudre (B.7) en
oordonnées spériques, omme on l'a vu pour l'équation de laplae, on herhe les solutions de la
forme :
u = R(r)Θ(θ)Φ(ϕ).
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On applique la méthode de séparation de variables et nous obtenons les équations diérentielles
suivantes pour déterminer R, Θ et Φ :
∂2ϕΦ+ µ
2Φ = 0 (B.8)
1
sin θ
∂θ(sin θ∂θΘ) + [ν(ν + 1)−
µ2
sin2 θ
]Θ = 0 (B.9)
∂r(r
2∂rR) + [k
2r2 − ν(ν + 1)]R = 0 (B.10)
Les équations (B.8) et (B.9) sont identiques aux équations (B.4) et (B.6) qu'on avait obtenues ave
la résolution de l'équation de Laplae. On a déjà vu la résolution, intéressons nous à la troisième







2 v)) + [k2r2 − ν(ν + 1)]r− 12 v = 0
2r∂r(r
− 1
2 v) + r2∂2r (r
− 1





2 v + r−
1






2 v + r−
1
2 ∂rv) + [k
2r2 − ν(ν + 1)]r− 12 v = 0





2 v − r− 32 ∂rv + r−
1
2 ∂2rv) + [k
2r2 − ν(ν + 1)]r− 12 v = 0
r
3
2 ∂2rv + r
1
2 ∂rv + [k















On reonnait alors l'équation de Bessel pour z = kr, dont la solution générale peut être exprimée
en termes de fontion ylindriques. En partiulier, dans le as où on est invariant par rotation et









(kr)][CPν (cos θ) +DQν(cos θ)],
où Jν(z) est la fontion de Bessel du première espèe et H
(2)
ν est la fontion de Hankel de
seonde espèe.
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Annexe C
La fontion Qn
C.1 Dénition et propriétés




Xn(X + 2)n. (C.1)
Lemme C.1. Pour p ∈ N, nous avons la p-ième primitive de Q0n nulle en 0 qui s'érit




ave F la fontion hypergéométrique dénie par exemple dans [22℄ p384.
Preuve. Commençons par rappeler la dénition de F pour tout |X | < 1







(a)s = a(a+ 1) · · · (a+ s− 1). (C.4)
Il suit
F (−n, n+ 1;n+ p+ 1;−X/2) =
∞∑
s=0
−n(−n+ 1) · · · (−n+ s− 1) (n+ 1) · · · (n+ s)





(n− s+ 1) · · · (n+ s)
(n+ p+ 1) · · · (n+ p+ s)s! (X/2)
s
Cependant pour s ≥ n+ 1 nous avons (n− s+ 1) · · · (n+ s) = 0, nous obtenons




(n− s)!(n+ p+ s)!s! (X/2)
s.





Remplaçons qnn = (2n)!/(n!2
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Nous obtenons la p-ième primitive nulle en 0














F (−n, n+ 1;n+ p+ 1;−X/2). (C.7)
Cei termine la preuve.
C.2 Évaluation en −1




F (−n, n+ 1;n+ p+ 1; 1/2). (C.8)
An de déterminer F , nous utilisons une propriété des fontions hypergéométriques que nous
pouvons trouver dans [22℄ page 387 et que nous rappelons ii




Γ(a/2 + b/2) Γ(b/2− a/2 + 1/2) , (C.9)
ave Γ la fontion Gamma. Il suit ave a = −n et b = n+ p+ 1




Γ(p/2 + 1/2) Γ(n+ p/2 + 1)
. (C.10)
Revenons à Q−pn , nous obtenons
Q−pn (−1) =
(−1)n+p 2−n−p√π
Γ(p/2 + 1/2) Γ(n+ p/2 + 1)
. (C.11)
Séparons à présent le as p pair et p impair.
Pour p = 2p′ :
Q−pn (−1) =
(−1)n+2p′ 2−n−2p′ √π








) = (p′ − 1
2













(p′ − 12 )× · · · × 32 × 12 (n+ p′)!
. (C.14)
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Pour p = 2p′ + 1 :
Le même raisonnement donne pour p = 2p′ + 1
Q−pn (−1) =
−(−2)n(n+ p′)!
(p′)!(2n+ 2p′ + 1)!
. (C.16)
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Annexe D
Théorie des inégalités inverses
Soit u une solution de l'équation des ondes de lasse C∞. Nous notons up son approximation
numérique obtenue par la méthode de Galerkine disontinue d'ordre p en espae et d'ordre 2 en
temps.





‖u(·, t)− up(·, t)‖2L2(K)
)1/2
≤ Cte1(hp+1 +∆t2), (D.1)
ave K un élément du maillage Th régulier et h la longueur aratéristique des tétraèdres. Nous
introduisons d'autre part vp l'interpolé de u sur l'élément ni Pp par moreaux. Le théorème 10 p











‖u(·, t)− vp(·, t)‖L∞(K) ≤ Cte3hp−1/2. (D.3)





Celle-i s'obtient par équivalene de norme sur le tétraèdre de référene K̂. Comme l'espae de
disrétisation est de dimension nie, nous avons
‖ŵp‖L∞(K̂) ≤ Cte5‖ŵp‖. (D.5)






En eet nous avons












Nous avons alors tous les résultats pour onlure
max
t≤T
‖u(·, t)− up(·, t)‖L∞(K) ≤ max
t≤T
‖u(·, t)− vp(·, t)‖L∞(K) +max
t≤T






‖vp(·, t)− up(·, t)‖L2(K).
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De même, nous obtenons
max
t≤T
‖vp(·, t)− up(·, t)‖L2(K) ≤ max
t≤T
‖vp(·, t)− u(·, t)‖L2(K) +max
t≤T
‖u(·, t)− up(·, t)‖L2(K)













En regroupant es résultats, nous avons
max
t≤T




Nous pouvons par onséquent approher la valeur pontuelle de u en 0 par elle de up.
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ε Longueur aratéristique de l'obstale
λ Longueur d'onde
ω Pulsation
x Point appartenant à R3 (utilisé pour le hamp lointain)
c Célérité de l'onde
ωε Obstale de longueur aratéristique ε
Ωε Domaine d'étude, à savoir R
3
privé de l'obstale
B̂ Obstale adimensionné : B̂ = ωε/ε
f Le terme soure
ũε Solution exate de l'équation des ondes aoustique dans Ωε
Γωε Frontière de l'obstale ωε
V Voisinage
supp Support
δx Taille du maillage en espae
fi Fontions de jauge
X Point adimensionné appartenant à R3 (utilisé pour le hamp prohe) : X = x/ε
Ba Boule entée en l'origine et de rayon a : Ba = {x ∈ R3 : |x| < a}
Ωfε Domaine de hamp lointain
Ωnε Domaine de hamp prohe
Ωmε Zone de reouvrement
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Ω⋆ Limite du domaine de hamp lointain : Ω⋆ := R3\{0}
Ω̂ Limite du domaine de hamp prohe : Ω̂ := R3\B̂
Cba Couronne entrée en l'origine de petit rayon a et de grand rayon b
Bca Extérieur de la boule entrée en l'origine et de rayon a
uε Développement asymptotique en hamp lointain
ui Termes du développement asymptotique en hamp lointain
ui,p Termes du développement de Taylor au voisinage de l'origine de ui
Uε Développement asymptotique en hamp prohe
Ui Termes du développement asymptotique en hamp prohe
Ui,p Termes du développement de Taylor au voisinage de l'inni de Ui
∆X Opérateur Laplaien en variables X : ∆X = ε
2∆
(r, θ, ϕ) Coordonnés sphériques (utilisées en hamp lointain)
(R, θ, ϕ) Coordonnées sphériques (utilisées en hamp prohe) ave R = r/ε
Chapitre 1
α Multi-indie de taille 3 : α = (α1, α2, α3) ∈ N3
Tα Distribution solution de l'équation (1.2)
S′ Espae des distributions tempérées / dual topologique de l'espae de Shwartz S
λ Fontion test de R
δ Distribution de Dira
∂αx δ Dérivée α de la distribution de Dira δ
⊗ Produit tensoriel
G− Solution ausale de l'équation des ondes
T−α Solution ausale de l'équation (1.2)
t− Temps retardé : t− = t− r/c
T̂ Transformée de Fourier de T
k Nombre d'onde : k = 2π/λ
BIBLIOGRAPHIE 209
T̂−α Solution sortante de l'équation de Helmholtz (p 38)
M̂−α Multiple fréquentiel assoié à la solution sortante (p 38)
Ŝα Distribution de support {0} (p 38)
P̂α Polynme de variable −ik (p 38)
(Aα)
m
n Réel indépendant de k (p 39)
(Bα)
m
n Réel indépendant de k (p 39)
(Aα)
m
n Réel indépendant de k (p 39)
(Bα)
m
n Réel indépendant de k (p 39)






n Fontion de Hankel sphérique du premier ordre (p 38)
qℓn Réel dépendant de n et ℓ (p 38)
cosmn Fontion dénie sur la sphère unité (p 38)
sinmn Fontion dénie sur la sphère unité (p 38)
Pmn Fontion de Legendre assoiée d'ordre entier m et degré n (p 38)
(n)ℓ Symbole de Pohhammer (p 39)
Cmn Famille de fontions ontenant cos
m
n (p 40)
Smn Famille de fontions ontenant sin
m
n (p 40)
F−1 Transformée de Fourier inverse (p 49)
M−α Multiple en domaine temporel d'ordre α (p 49)
Sα Parties singulières en domaine temporel (p 50)
T+α Solution anti-ausale de l'équation (1.84) (p 52)
G+ Solution fondamentale anti-ausale de l'équation des ondes (p 52)
t+ Temps avané : t+ = t+ r/c (p 52)
T̂+α Solution entrante de l'équation de Helmholtz (p 53)
M̂+α Multiple fréquentiel assoié à la solution entrante (p 53)
T+α Solution anti-ausale de l'équation des ondes (p 53)
M+α Multiple en domaine temporel assoié à la solution anti-ausale (p 53)
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Reg[λ]α Solution régulière de l'équation des ondes (p 54)
Qkn Polynmes (p 57)
Regpolm,n[λ] Famille de solutions régulières de l'équation des ondes (p 56)
Mpol,−m,n [λ] Famille de solutions ausales de l'équation des ondes (p 56)
Mpol,+m,n [λ] Famille de solutions anti-ausales de l'équation des ondes (p 56)
pol Variable pouvant prendre les valeurs cos et sin (p 56)
Mpol,−m,n,p[λ] Éléments du développement de Taylor de M
pol,−
m,n [λ] (p 73)





m,n,p[λ] Éléments du développement de Taylor de Reg
pol
m,n[λ] sans la partie angulaire (p 75)
M̃pol,−m,n,p[λ] Éléments du développement de Taylor de M
pol,−




Symbole simplié pour une triple somme (p 78)
∆Γ Laplaien Beltrami (p 80)
HNeu Espae variationnel pour les onditions de Neumann (p 87)
Uas Comportement asymptotique de la solution U (p 87)
U∞ Limite en l'inni de la solution U (p 87)
UR⋆ Valeur moyenne de U sur la sphère ΓR⋆ (p 87)
H0 Espae de Beppo-Levi (p 88)
HDir Espae variationnel pour les onditions de Dirihlet (p 92)
Chapitre 3
Ui,sing Partie non variationnelle de Ui (p 100)
Ui,reg Partie régulière de Ui (p 100)
racε,I Fontion de raord d'ordre I en variables de hamp lointain (p 101)
Racε,I Fontion de raord d'ordre I en variables de hamp prohe (p 101)
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Chapitre 4
uε,I Tronature de la série de la solution du hamp lointain (p 106)
Uε,I Tronature de la série de la solution du hamp prohe (p 106)
ũε,I Approximation uniformément valide (p 106)
Chapitre 5
NTh Nombre d'éléments du maillage (p 125)
Th Maillage assoié au domaine Ωε (p 125)
K Elément du maillage, ii une tétraèdre (p 125)
Vh Espae d'approximation (p 125)
Pp(K) Espae des polynmes de degré inférieur ou égal à p (p 125)
Fi Ensemble des faes internes (p 125)
Fb Ensemble des faes frontières (p 125)
n± Veteurs normaux orientés vers l'extérieur de l'élément K± (p 125)
ϕ± Traes d'une fontion ϕ sur K± (p 125)
[[ϕ]] Saut d'une fontion ϕ à travers une fae (p 127)
{{ϕ}} Moyenne d'une fontion ϕ sur une fae (p 127)
M Matrie de masse (p 130)
K Matrie de raideur (p 130)
B Matrie d'amortissement (p 130)
FK Fontion ane permettant de passer du tétraèdre de référene au tétraèdre K (p 130)
AK Jaobien de FK (p 131)
ΦKi Fontions de Lagrange de l'élément K (p 132)
Np Nombre de degrés de liberté d'un élément K (p 132)
Pj Coordonnées des degrés de liberté d'un élément K (p 132)
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NPh Nombre de degrés de liberté assoiés au maillage Th (p 132)
F̂ Fae de référene (p 138)
F̂i Faes du tétraèdre de référene (p 138)
Chapitre 6
uε,0 Solution en hamp lointain d'ordre 0 (p 144)
uε,1 Solution en hamp lointain d'ordre 1 (p 144)
uε,2 Solution en hamp lointain d'ordre 2 (p 144)
umε,2 Solution en hamp lointain d'ordre 2 modiée (p 144)
Ri Réepteurs (p 148)
Chapitre 7
∆t Pas de temps dans la zone grossière (p 177)
δt Pas de temps de la zone ranée (p 177)
Th,r Ensemble des tétraèdres appartenant à la zone ranée (p 177)
Th,g Ensemble des tétraèdres appartenant à la zone grossière (p 177)
U
[r]
h Solution dans la zone ranée (p 177)
U
[g]
h Solution dans la zone grossière (p 177)
P Opérateur de projetion sur la zone ranée (p 177)
Ũ Moyenne de U entre deux petits pas de temps (p 178)
Ũn,m Disrétisation de Ũ dans les deux éhelles de temps (p 178)
Ũ [r] Solution Ũ dans la zone ranée (p 178)
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