Abstract. We present a complete method for synthesizing lexicographic linear ranking functions supported by inductive linear invariants for loops with linear guards and transitions. Proving termination via linear ranking functions often requires invariants; yet invariant generation is expensive. Thus, we describe a technique that discovers just the invariants necessary for proving termination. Finally, we describe an implementation of the method and provide extensive experimental evidence of its effectiveness for proving termination of C loops.
Introduction
Guaranteed termination of program loops is necessary in many settings, such as embedded systems and safety critical software. Additionally, proving general temporal properties of infinite state programs requires termination proofs, for which automatic methods are welcome [19, 11, 15] . We propose a termination analysis of linear loops based on the synthesis of lexicographic linear ranking functions supported by linear invariants.
The method exploits the constraint-based approach to static analysis. In constraint-based analysis, a property template is constrained by high-level conditions that describe the desired property. These high-level conditions induce a constraint system; its solutions are valid instantiations of the template. For example, [3] describes how to generate linear invariants of linear transition systems via the constraint-based approach. In contrast to classical symbolic simulation, constraint-based analyses are not limited to invariants; for example, [4, 5] describes how to apply the constraint-based approach to generate linear ranking functions to prove loop termination.
Our approach to termination analysis has two distinct features over previous work on ranking function synthesis and constraint-based analysis. First, we combine the generation of ranking functions with the generation of invariants to form one constraint solving problem. This combination makes invariant generation implicit: the necessary supporting invariants for the ranking function are discovered on demand. In [4, 5] , the generation of ranking functions was supported by independently generated invariants. Second, we take constraint-based analysis one step further in combining structural constraints with numeric constraints, which allows us to specify a set of templates for the ranking function components and solve for a lexicographic linear ranking function. The numeric constraints arise, as usual, from placing conditions on the template coefficients. The structural constraints arise from requiring a lexicographic ordering among the ranking function components, which constrains the conditions that should be applied. Consequently, our solving strategy alternates between adding or removing ordering constraints and solving the resulting numeric constraint systems. We propose two main components to the solving strategy: first, the numeric constraint solver quickly solves the special form of parametric linear constraints that arise; second, the higher-level solver searches for a lexicographic ranking function. The latter is theoretically complete, in that if a lexicographic ordering exists, it will be found; moreover, it is fast in practice.
Automatic synthesis of linear ranking functions has received a fair amount of attention. In [8] , Katz and Manna show how to generate constraint systems over loops with linear assertional guards and linear assignments for which solutions are linear ranking functions. Synthesis of linear ranking functions over linear loops with multiple paths and assertional transition relations is accomplished via polyhedral manipulation in [4, 5] . In [14] , Podelski and Rybalchenko specialize the technique to single-path linear loops without an initial condition, providing an efficient and complete synthesis method based on linear programming. We generalize these previous efforts.
Automatic synthesis of ranking functions is applicable in at least two ways. First, it can serve as the main component of an automated program analysis. We provide empirical evidence of its effectiveness at analyzing loops that arise in C programs. Second, it can support theoretically complete verification frameworks like verification diagrams [11] and transition invariants [15] (see also [6, 9, 1] for related ideas). In this context, the user guides the construction of the proof with support from automatic invariant generation and ranking function synthesis. A verification diagram is a state-based abstraction of the reachable state-space of a program. A transition invariant is a relation-based abstraction of the transition relation of a program. Its form is a disjunctive set of relations. Ramsey's Theorem ensures that if each of the relations is well-founded, then the transition relation is well-founded. Both frameworks identify the semantic behavior of a loop, so that its infinite behavior can be expressed disjunctively. In a verification diagram, a loop might manifest itself in multiple strongly connected components of the diagram, each of which can have a different ranking function. Similarly, in a transition invariant, each disjunct can have a different ranking function. In many cases, these multiple ranking functions are simpler than a single global ranking function, so that it is reasonable to expect that automatic synthesis can usually replace the user in proposing ranking functions.
The rest of the paper is organized as follows. Section 2 introduces basic concepts and mathematical tools. Section 3 presents the constraint generation int gcd (int y1 > 0, int y2 > 0) : technique. Section 4 describes the method for synthesizing lexicographic functions in practice, while Section 5 discusses our approach to solving the generated numeric constraint systems. Section 6 presents empirical data from applying our analysis to C programs. Section 7 concludes.
Preliminaries
We first define our loop abstraction based on sets of linear transitions. Subsequently, we formalize ranking functions and inductive invariants in the context of loops. Finally, we present Farkas's Lemma.
Definition 1 (Linear Assertion) An atom over a set of variables V : {x 1 , . . . , x m } is a linear inequality over V:
. . , x m , 1) t , we also write a t x ≥ 0, where a m+1 = b. A linear assertion over V is a conjunction of linear inequalities over the program variables, written (as a matrix in homogenized form) Ax ≥ 0.
, which is a linear assertion over V, and an update u(V, V ), which is a linear assertion over primed and unprimed variables in V. Letting (xx ) = (x 1 , x 2 , . . . , x m , x 1 , x 2 , . . . , x m , 1) t , we also write τ (xx ) ≥ 0.
Definition 3 (Loop)
A loop L : G, Θ over V consists of a set of guarded commands G over V and an initial condition Θ, a linear assertion over V. We sometimes write Θx ≥ 0, viewing Θ as a homogenized matrix of coefficients.
Example 1. Consider the program gcd in Figure 1 (a), which computes the greatest common divisor of two positive integers [10] . To show that a loop is terminating, it is sufficient to exhibit a ranking function. In this paper we focus on lexicographic linear ranking functions.
Definition 5 (Linear Ranking Function) A linear ranking function for a loop L : G, Θ over V is a linear expression e : r 1 x 1 + . . . + r m x m + r m+1 , or r t x (letting x = (x 1 , x 2 , . . . , x m , 1) t as usual), such that (Bounded) L |= r t x ≥ 0; (Ranking) L |= τ (xx ) ≥ 0 → r t x − r t x ≥ for some > 0 and all τ ∈ G.
Definition 6 (Lexicographic Linear Ranking Function) A lexicographic linear ranking function for a loop L : G, Θ over V is an n-tuple of linear expressions r 1 t x, . . . , r n t x such that for some > 0 and for each τ ∈ G, for
For some loops, invariants are necessary to prove that a function is actually a ranking function for the loop; we say such invariants are supporting invariants. While in theory, supporting invariants may be of any type, we focus on linear invariants in this paper.
Definition 7 (Linear Inductive Invariant) A (homogenized) linear assertion Ix ≥ 0 is an inductive invariant of a loop L : G, Θ if it holds at the start of the loop and it is preserved by all guarded commands. Formally, a linear inductive invariant satisfies the following conditions:
As we are working only with linear transitions, linear ranking functions, and linear invariants, Farkas's Lemma [18] will both justify completeness claims and serve as a tool for encoding and solving conditions for synthesizing ranking functions.
Theorem 1 (Farkas's Lemma). Consider the following system of linear inequalities over real variables V = {x 1 , . . . , x m }:
Furthermore, S is unsatisfiable iff S entails −1 ≥ 0.
For notational convenience we represent applications of Farkas's Lemma by means of assertions in homogenized form as before, without explicitly mentioning the multipliers λ. Thus, for example, we write
Constraint Generation
Our approach for finding (lexicographic) ranking functions is based on a template ranking function, consisting of a (set of) linear expression(s) over V with unknown coefficients, and a template supporting invariant, consisting of an nconjunct linear assertion with n(|V| + 1) unknown coefficients. Conditions on the templates ensure that any solution to the induced constraint system represents a ranking function and its supporting invariants. Farkas's Lemma provides a means of translating some high-level conditions to numeric constraints. Structural conditions (i.e., ordering constraints among components) are enforced via the specific set of high-level conditions that are applied.
The application of Farkas's Lemma takes a system of linear assertions and templates and returns a dual numeric constraint system over the λ-multipliers and the unknown template coefficients. Given a loop L : G, Θ , the supporting invariant template Ix ≥ 0, and lexicographic ranking function template {c 1 t x, . . . , c n t x}, the following Farkas's Lemma specializations are applied to encode the appropriate conditions.
(Initiation) The supporting invariant includes the initial condition.
and the invariant may contradict each other, indicating "dead code."
, if the invariant holds and the transition is taken, then the invariant holds in the next state.
(Bounded) For transition τ i ∈ G and ranking function component c j t x, the invariant and transition imply the nonnegativity of the ranking function component.
(Ranking) For transition τ i ∈ G and ranking function component c j t x, taking the transition decreases the linear ranking function by at least some positive amount ( > 0).
taking the transition does not increase the linear ranking function.
This specialization is used only if n > 1 -i.e., if the ranking function template is lexicographic.
The specializations are applied according to the definitions of inductive invariants and ranking functions discussed in Section 2. In Section 4, we describe an effective algorithm for finding lexicographic ranking functions in practice.
Theorem 2. Loop L : G, Θ has a -lexicographic linear ranking function supported by an n-conjunct inductive linear invariant iff the constraint system generated by
is satisfiable for some σ mapping transition indices to lexical component indices {1, . . . , }.
Corollary 1. Loop L : G, Θ has a linear ranking function supported by an n-conjunct inductive linear invariant iff the constraint system generated by
is satisfiable.
These claims follow from the completeness of Farkas's Lemma and the definitions of inductive invariants and ranking functions.
The above formulation of the constraint system assumes a single n-conjunct invariant supporting all lexical components. An alternate formulation allows each component to have its own n-conjunct invariant. Specifically, the constraint system may be split into constraint systems, one for each component j:
This separation has two advantages. First, in practice, the multiple smaller systems are easier to solve than the equivalent large system. Second, the inductive invariant template may be instantiated differently for each system, so that a smaller template is sometimes possible. Consequently, each condition contributes constraints over fewer variables to the generated constraint systems.
, where we omit the disabled cases, as we often do in practice, so that the dual constraint system is conjunctive. C 1 and R 1,2 expand to the following:
Farkas's Lemma dualizes each component of the condition to produce one numerical constraint system over the λ-multipliers and the unknown template coefficients. See Section 5 for details on the form and solution of such constraint systems. Solving the system that arises here reveals the two-component ranking function y 2 − 2, y 1 − 2 , supported by the invariant y 1 ≥ 1 ∧ y 2 ≥ 1, which proves termination for gcd.
If we split the constraint system, as described above, into two constraint systems induced by
, then the solution produces the same ranking function y 2 − 2, y 1 − 2 . However, only a one-conjunct template invariant is needed, as the first component only requires the invariant y 1 ≥ 1, while the second only requires y 2 ≥ 1.
Lexicographic Linear Ranking Functions
Theorem 2 requires finding a σ mapping transition indices to lexical component indices. While the number of possible σ's is finite -as only at most |G| lexicographic components are required -it is exponentially large in the number of transitions. An implementation could enumerate the possible σ's to find one that induces a satisfiable constraint system, but this option is not practically feasible, nor is it theoretically satisfying. Not only does this approach take too long on loops for which a ranking function exists, but its worst-case input -loops for which no solution exists -occurs frequently in real code. In this section, we describe an effective procedure for deciding whether a loop has a lexicographic linear ranking function.
Each transition is assigned its own template component in the lexicographic function so that the discovered function has |G| components, ensuring completeness (although the final function may be compressible). Each transition and its component induces a bounded condition and a ranking condition. Furthermore, the transitions and proposed invariant template induce initiation and consecution (and possibly disabled ) conditions. All of these conditions are independent of the order of the lexicographic components; only the unaffecting conditions remain to be determined. Figure 2 outlines the algorithm. Function has llrf indicates if a loop L : G, Θ has a lexicographic linear ranking function supported by an n-conjunct inductive linear invariant. The function llrf L,n takes as input an order relation o, which describes the known ordering constraints between components. Initially, this relation is the empty relation. First, llrf L,n checks the feasibility of the current ordering o. The function sat L,n generates the constraint system induced by L, n, and o, returning whether the system is satisfiable. If it is not, then no possible completion of this ordering can induce a satisfiable constraint system, so the search on the current branch terminates. If the constraint system is satisfiable and the order relation is complete, a solution is feasible and the function returns. If the order is not complete, two unordered components are selected and the function is called recursively on the two alternate orderings of these components. The ∪ operation returns the transitive closure. Proposition 1. Assuming that sat L,n is a decision procedure, has llrf(L, n) returns true iff loop L : G, Θ has a lexicographic linear ranking function supported by an n-conjunct inductive linear invariant. Example 3. Since each transition is assigned its own template component, we drop the second index of B and R. Returning to the gcd program of Example 2, the search first generates the constraint systems induced by I ∧ C 1 ∧ C 2 ∧ B 1 ∧ R 1 and I ∧ C 1 ∧ C 2 ∧ B 2 ∧ R 2 and checks their feasibility. Finding both systems satisfiable, it adds (arbitrarily) the ordering constraint 1 > 2 between indices 1 and 2, which results in the constraint systems induced by I∧C 1 ∧C 2 ∧B 1 ∧R 1 ∧U 1,2 and I ∧ C 1 ∧ C 2 ∧ B 2 ∧ R 2 . Both systems are found satisfiable and, since {1 > 2} is a total ordering, the search terminates with ranking function y 2 − 2, y 1 − 2 , supported by the invariants y 1 ≥ 1 and y 2 ≥ 1, respectively, where σ(1) = 2, σ(2) = 1 (i.e., τ 1 maps to the second component, τ 2 to the first).
Solving the Numerical Constraints
Consider the specialization R ij , and expand the transition relation τ i (xx ) to the guard G i x + g i ≥ 0 and the update U i x + V i x + u i ≥ 0, where x = (x 1 , . . . , x m ) t . By Farkas's Lemma, R i,j expands as follows:
The second table corresponds to the constraints
where I, i, and c j are the unknown coefficients. The template invariant coefficients I and i appear in nonlinear terms, while the template ranking function coefficients c j occur only linearly. This observation holds in general. Thus, the number of template ranking function coefficients has little impact on the complexity of the constraint solving problem. Indeed, if no invariant template is proposed, the constraint solving problem is linear and thus trivial to solve. In this section, we focus on the nonlinear case that arises with a template invariant. In principle, Tarski's decision procedure for polynomials [21] or CAD [2] can be used to produce solutions of these systems. Sankaranarayanan et al.'s work on constraint-based linear invariant generation [3, 16] explores several techniques for solving similar constraint problems that arise in invariant generation; the main practical solution is partly heuristic. We present a principled technique that combines bisection search over the invariant template coefficients with linear constraint solving. It guarantees finding a solution if one exists with integer coefficients of at most some given absolute value.
Our method searches among linear assertions with integer coefficients in a preset range, looking for a linear invariant that makes the constraint system satisfiable. Rather than explicitly enumerating all linear assertions and checking whether they result in a satisfiable constraint system, the method is guided in its enumeration by considering regions of coefficients. A feasibility check forms a linear overapproximation of the constraint system based on the considered region and checks it for satisfiability. If the overapproximation is found unsatisfiable, it concludes that no assertion in that region is a supporting invariant, thus excluding the entire region from further search. If the region is found feasible, an assertion in the corner of the region is chosen and substituted in the constraint system, thus linearizing the constraint system. If the resulting constraint system is satisfiable, the search terminates, as a solution has been found. Otherwise, the region is bisected, and each subregion is handled recursively until a solution is found or the preset depth is reached. An outline of the algorithm is given in Figure 3 .
The feasibility check is computed as follows. Consider a constraint system Φ and a region r consisting of one interval [ i , u i ] for each invariant template coefficient c i . Each constraint ϕ in Φ of the form · · · ± c i λ j + · · · ≥ 0 is replaced by a constraint ϕ in which each c i is replaced by i if c i λ j occurs negatively and by u i if c i λ j occurs positively (recall that λ j ≥ 0). The resulting linear constraint system Φ is checked for satisfiability. Lemma 1. If Φ is satisfiable for some value of the c i 's in r, then Φ is satisfiable.
Consequently, if Φ is found unsatisfiable, then no solution exists for Φ with coefficients from r; the region r is deemed infeasible.
The linear systems formed during the feasibility check and the check for a solution contain the positive introduced by the ranking specialization. This may be maximized, resulting in a linear program. The resulting maximum must be positive for the constraint system to be satisfiable. Alternately, may be set to a constant value, resulting in a linear feasibility check.
The satisfiability check may terminate with a solution, terminate because it hits the maximum depth, or terminate because all regions are found infeasible. If the search terminates only because regions are found infeasible, then no (lexicographic) linear ranking function exists supported by an invariant of the given size. If the maximum depth is ever reached but no solution is found, the result is inconclusive. Assuming a fair bisect criterion and that the "lower-left" corner of the region is always chosen when checking a particular solution, we have the following guarantee. Invariants from other sources can be used directly by adding them "above the line" of each specialization. For example, polynomial methods exist to generate all invariant linear equalities [7] and many linear inequalities [17] . These invariants strengthen the constraint system without introducing nonlinearities. An invariant template may still be required to enable solving for the harderto-find supporting invariants. However, one may expect that a smaller template will be sufficient for finding the ranking function, thus reducing the complexity of solving the constraint system.
Experimental Results
We implemented our method in O'Caml as a standalone tool. Its input is a set of guarded commands, the initial condition, known invariants, and the size of the supporting invariant template. When successful, it returns a ranking function and its supporting invariants as a witness to termination. By itself, this tool is suitable for analyzing interesting loops like gcd and McCarthy's 91 function. For example, it finds a single ranking function for gcd in about five seconds and a lexicographic ranking function for gcd in about one second. The computation of the lexicographic function is faster because it requires only a one-conjunct template to produce two invariants, while the single ranking function needs two conjuncts. For McCarthy's 91 function, our tool finds the lexicographic ranking function in about a second.
To test our method's general applicability, we implemented a prototype C loop abstracter in cil [12] . Its input is C source code; its output is a set of abstracted loops, represented as sets of guarded commands. This set of tests measures the performance of our lexicographic ranking function synthesis method without supporting invariants 1 . Thus, all numeric constraint systems are linear. We implemented three lexicographic strategies to guide the synthesis. One tries to find a non-lexicographic linear ranking function. Search tries to find a non-lexicographic ranking function first, then applies has llrf (L, n) if that fails. Set tries to find a non-lexicographic ranking function first; if that fails, it tries to find a |G|-component lexicographic function with a fixed initial ordering. The third strategy was implemented for comparison purposes. One important feature of a scalable analysis is that when it fails on a common class of input, it fails quickly. Comparing Search with Set allows us to assess whether Search fails quickly on loops that do not have lexicographic linear ranking functions. The implementation omits the disabled case when generating the constraint systems to avoid introducing disjunctions, which produce multiple numeric constraint systems. In practice, however, the sets of guarded commands extracted by our C loop abstracter contain inconsistent transitions: each guarded command represents a path through the loop, but some of these paths are logically infeasible. Pruning the guarded command set by checking satisfiability of the guards before starting the main analysis leads to significant time and memory savings. This pruning is essentially the disabled case without invariants.
We applied our C loop abstracter and termination tool to a set of thirteen C projects downloaded from Netlib [13] and Sourceforge [20] . Table 1 displays the results. The timing data are obtained from running the tests on a 3GHz dual-Pentium processor with 2GB of memory. Loops are counted as successfully abstracted if they do not have any trivial guards or updates. The data indicate that our method provides good coverage of successfully abstracted loops (P/A) at low cost in time (Tm). Moreover, the timing data indicate that the extra power of lexicographic function synthesis comes at almost no cost. Although Search invokes the search method on every loop for which One fails, its speed is competitive with One while proving 10 more loops terminating. Moreover, comparing Search with Set indicates that the search method fails quickly when it must fail: the feasibility check controls an otherwise expensive search.
Our method of ranking function synthesis demonstrates two new ideas. First, the constraint-based analysis style of separating the encoding of requirements from the synthesis itself [4] is extended by incorporating structural and numeric constraints. The constraint solving process involves an interplay between satisfying structural requirements and the induced numeric constraints. Second, supporting invariants are found implicitly. This choice avoids the full cost of invariant generation. Our numeric constraint solver exploits the implicit nature of the supporting invariants, using a feasibility check to exclude sets of irrelevant assertions and invariants. In a real sense, the ranking conditions guide the search for supporting invariants.
