Abstract. GPUs are becoming a primary resource of computing power. They use a single instruction, multiple threads (SIMT) execution model that executes batches of threads in lockstep. If the control flow of threads within the same batch diverges, the different execution paths are scheduled sequentially; once the control flows reconverge, all threads are executed in lockstep again. Several thread batching mechanisms have been proposed, albeit without establishing their semantic validity or their scheduling properties. To increase the level of confidence in the correctness of GPU-accelerated programs, we formalize the SIMT execution model for a stack-based reconvergence mechanism in an operational semantics and prove its correctness by constructing a simulation between the SIMT semantics and a standard interleaved multi-thread semantics. We also demonstrate that the SIMT execution model produces unfair schedules in some cases. We discuss the problem of unfairness for different batching mechanisms like dynamic warp formation and a stack-less reconvergence strategy.
Introduction
Since the introduction of general purpose programming frameworks for graphics processing units (GPUs) a few years ago, GPUs are capable of accelerating many other kinds of data-parallel algorithms aside from graphics computations. Speedups of one or two orders of magnitude compared to CPU-based implementations have been achieved for applications in the fields of molecular dynamics, medical imaging, seismic imaging, fluid dynamics, and many others [8, 21] . GPUs are well suited for such massively parallel problems because of their high computational power and memory bandwidth. CPUs, on the other hand, are more optimized for sequential code containing many datadependent branch instructions. The model of computation of GPUs is therefore unlike the traditional one of CPUs, even though they are converging [17] .
GPUs typically launch thousands of threads to execute a data-parallel program. Each thread executes the program on different input data akin to the single program, multiple data (SPMD) principle. NVIDIA GPUs based on the FERMI architecture process up to 512 threads in parallel, with thousands more being idle and waiting to be scheduled later on [21] . Instead of executing each thread individually, however, the hardware transparently batches several threads together for improved efficiency. The threads of a batch always execute the same instruction in lockstep on a single instruction, multiple data (SIMD) unit, i.e., in parallel on different operands [24] . As threads are batched dynamically at runtime, GPUs based on NVIDIA's FERMI architecture or on AMD's GRAPHICS CORE NEXT design have no explicit support for SIMD vectors in their instruction sets [16, 23] , which distinguishes them from classical SIMD architectures [14] . NVIDIA uses the term single instruction, multiple threads (SIMT) to describe the SPMD-and SIMD-like execution model of their hardware [24] .
A batch of threads that is executed in lockstep is called a warp or wavefront by NVIDIA and AMD, respectively. Current NVIDIA hardware always uses a warp size of 32 threads, whereas AMD's GRAPHICS CORE NEXT architecture has a wavefront size of 64 [16, 24] . The SIMT design promises significant performance benefits especially for graphics applications [14] , but is in general not well-suited for code that heavily relies on data-dependent control flow instructions: If the control flow of threads of the same warp diverges, execution of the warp is serialized for each unique path, disabling the threads that did not take the path. The hardware must therefore track the threads' activation states and schedule all paths for execution one after another. Once all paths complete, the threads reconverge and proceed in lockstep again. It is desirable to reconverge threads as soon as possible for performance reasons, as otherwise many hardware units remain unused [24] . There are several different mechanisms to handle divergent control flow on a SIMT architecture [4] , which differ in thread scheduling and performance; in particular, FERMI uses a stack-based reconvergence mechanism based on immediate post-dominators, enabling full C++ support on the GPU [5, 20] .
The growing complexity of GPU-based software potentially increases the number of software errors, while at the same time the more wide-spread adoption requires a higher level of confidence in program correctness. For formal proofs of correctness, however, not only a precise understanding but also a formal foundation of the underlying SIMT execution model is required. We therefore provide a formal semantics for NVIDIA's stack-based reconvergence mechanism. To keep the formalization concise, it is based on a high-level programming language, disregarding much of NVIDIA's technical environment (a full discussion based on the assembly-level language PTX including the memory model can be found in [9] ). We analyze the semantic validity of this execution model by comparing it to a standard interleaved multi-thread semantics: We construct and prove a simulation that demonstrates that each warp execution including serializations on control-flow divergences corresponds to an interleaved multi-thread execution. In this sense, the SIMT execution model is correct with respect to the interleaving semantics. However, there is a difference between the two models regarding fairness of execution. In the interleaving model, generally weak fairness is assumed such that every enabled thread will eventually take a step. In contrast, FERMI's stack-based reconvergence mechanism does not guarantee such a fairness condition, rather its unfair scheduling of divergent threads prevents some otherwise valid programs from terminating in certain corner cases. We discuss the issue of unfairness for both NVIDIA's mechanism and for alternative SIMT implementations and provide a sufficient criterion for detecting such situations.
Overview. Section 2 gives a brief overview of the hardware architecture and introduces NVIDIA's SIMT execution model with the help of an example. Section 3 presents the formalization of this execution model. The interleaved multi-thread semantics and their simulation of the SIMT behavior are given in Sect. 4. Section 5 then discusses the issue of unfairness and Sect. 6 summarizes our findings and gives an outlook to future work.
SIMT Hardware Model
To set the context for the remainder of the paper, we give an overview of the FERMI architecture and its programming model, omitting all graphics-related details. We focus on NVIDIA's Compute Unified Device Architecture (CUDA -particularly, batches of threads are referred to as warps), as it is representative for other GPU programming frameworks and hardware designs: The underlying principles also apply to DirectCompute, the Open Computing Language (OPENCL), and AMD's GPUs [1, 13, 16, 22, 24] . Hennessy and Patterson [11] provide a more detailed introduction to CUDA and FERMI and contrast FERMI's design with traditional vector and SIMD architectures.
Hardware Architecture and Programming Model
CUDA programs launch parallel compute kernels on the GPU. Kernels are typically executed by thousands of threads in parallel, organized into a hierarchy: A grid represents a set of threads executing the same kernel in a data-parallel fashion similar to the SPMD principle. Grids are divided into thread blocks, each of which is assigned to a particular SIMT core by the hardware. Threads belonging to the same block communicate via a special on-chip memory on the SIMT core. Threads of different thread blocks share data using the GPU's global memory, which is not guaranteed to be consistent. The SIMT core splits thread blocks into warps, which comprise a fixed number of scalar threads that are executed in lockstep by an array of scalar processors on the SIMT core.
GPUs have multiple SIMT cores that execute warps as SIMD groups on the scalar processors. Typically, there are more warps allocated on a SIMT core than can be executed in parallel. This enables the GPU to hide high-latency memory operations: Instead of using advanced hardware mechanism such as prediction and out-of-order execution, GPUs exploit the massive parallelism of the thread hierarchy by interleaving the execution of different warps; switching between warps incurs no overhead. Different warps are executed independently, hence there is no performance gain or penalty when they are executing common or disjoint code paths.
The focus of this paper is divergence and reconvergence within a warp, so we mainly consider one single warp only; Sect. 5.2 discusses alternative SIMT implementations, some of which take multiple warps into consideration to improve efficiency.
SIMT Control Flow
SIMT cores execute warps in lockstep, that is, each thread of a warp executes the same instruction in parallel on different operands. In this way, instruction fetch and decoding costs are amortized over all threads of a warp and memory operations performed by threads of the same warp can often be coalesced into fewer memory accesses, which is likely to result in significant performance benefits [14, 24] . To support a wide variety of programs, however, the SIMT cores must be able to deal with diverging control flow that occurs when at least two threads of the same warp take different paths due to a data-dependent control flow instruction. Earlier GPU designs serialized the execution of the remainder of the program once the control flow diverges. Serialization without a reconvergence mechanism results in a low utilization of processing resources for branch-heavy programs and performance drops by a factor proportional to the warp size in the worst case [19] . Consequently, today's GPU architectures implement mechanisms for reconverging threads once their control flows return to a common path. Our focus in this paper is the formalization of an operational semantics for NVIDIA's stack-based reconvergence mechanism as outlined by Hennessy and Patterson [11] and explained in detail in one of NVIDIA's US patent applications [5] . Neither AMD nor NVIDIA provide any official information on their SIMT implementations.
Stack-Based SIMT Reconvergence
The main idea of a stack-based reconvergence mechanism is to store information about control flow divergence and reconvergence in a reconvergence stack. Possible causes for divergence are branches and loops with conditions depending on thread-specific data as well as loops and function calls with bodies containing data-dependent break or return statements. Whenever the control flow might diverge, a token is pushed onto the reconvergence stack. Tokens store both the continuation of a potentially divergent instruction and the threads participating in its execution. Once the control flows reconverge (or the execution of the branch, loop, or function call completes without causing any divergence at all), the topmost token is popped off the stack and the SIMT core uses the information contained in the token to continue the execution of the program.
The reconvergence stack belongs to the execution state of a warp, also comprising a program counter (PC), an active mask, and a disable mask. The active mask indicates which threads are active and participate in the execution of the instruction referred to by the warp's PC. Inactive threads do not execute the instruction and their respective scalar processors remain idle. The disable mask records the disable state of each thread: b or r indicate that the thread executed a break or return instruction, respectively, whereas 0 means that the thread is not disabled. Only threads with a disable state of 0 can be reactivated when a token is popped off the stack, thereby guaranteeing the correct handling of nested control flow instructions within a compute kernel.
Each token on the reconvergence stack is of a specific type and comprises an active mask and a program counter. Once a token is popped off the stack, the token's PC indicates the next instruction to be executed by the warp, the active mask determines which threads are activated or deactivated, and the token type affects the update operations performed on the warp's current active and disable masks. The type of a token is either div or sync for branches, brk for loops, or call for function calls. A div token stores all the information required for the execution of the second path of a branch after the first path terminates, while sync and brk tokens mark the reconvergence points of branches and while loops (i.e., their continuations), respectively. It seems that the reconvergence point of a control flow statement always corresponds to the statement's immediate post-dominator [5, 20] , which denotes the first instruction that must be executed by all divergent (and still active) threads before they return from the current function. The return address of a function call is stored in the corresponding call token on the reconvergence stack, hence no function call stack is required to store return addresses (such a stack would only be necessary to push and pop function arguments). Tokens of types brk and call are also used to determine all instructions a thread must skip after executing a break or return.
The execution state of a warp is stored directly on the SIMT core, but older entries of the stack may be spilled to global memory if necessary, making operations on the stack potentially time-consuming. In fact, the disable mask is merely an optimization that eliminates the need to modify the stack when threads are deactivated [5] .
Example 1. We demonstrate how NVIDIA's SIMT implementation handles nested control flow instructions by means of Prog. 1's compute kernel main; the kernel serves no real purpose other than an illustrative one. Note that when Prog. 1 is run on a GPU, the actual execution is likely to differ from what is described below, as the compiler performs (semantics preserving) control flow optimizations to minimize the overhead incurred by operations on the reconvergence stack; particularly, the compiler will most certainly inline the call to func. Table 1 depicts the evolution of the warp's execution state as the kernel is being executed. The active mask is shown as a bit field with a value of 1 at position n indicating that the thread with id n is active; the disable mask is also given in a similar bit field like fashion. The rightmost column represents the reconvergence stack with the topmost token on the left. Each consecutive pair of rows shows how the instruction pointed to by the PC in between them manipulates the warp's execution state. Figure 1 shows the control flow graph of the while loop in function func of Prog. 1, highlighting the immediate post-dominators of the loop at line 4 and the branch at line 5.
We assume a warp size of four for illustration purposes, with all four threads being active initially (in situations where the number of threads executing a kernel is not a multiple of the warp size, there are underpopulated warps with idle scalar processors). The global pointer variables a and b are assumed to be shared arrays of length four, acting as the kernel's input and output parameters; we avoid function parameters and return values to simplify matters, even though they are supported by CUDA, OPENCL, and DirectCompute. We assume that the values of the arrays a and b are 0, 1, 1, 1 and 0, 1, 1, 3 for indices 0 to 3, respectively. For each thread executing the kernel, the threadlocal variable tid contains the unique id of the thread (0 for the first thread, 1 for the second one, and so on), which is used to index into the arrays.
Execution of the compute kernel begins at line 14 where all threads of the warp call func in lockstep. A call token is pushed onto the stack, with its program counter set to the return address of the call, i.e., 15. The token's active mask marks all four threads as active, meaning that all four threads should eventually execute the return at line 15.
Execution continues at line 3 where all threads initialize their local variables i and j. Subsequently, the while loop is encountered and a brk token is pushed onto the stack. The loop condition evaluates to false for thread 0, hence the corresponding bit in the active mask is set to 0 and the thread does not participate in the execution of the loop. Next, the remaining threads push a sync token onto the stack because of the if instruction at line 5. The token's PC is set to the instruction at line 9, which is the reconvergence point where all threads taking one of the two paths of the branch should be executed in lockstep again. As thread 0 is not active when the if instruction is encountered, its bit in the sync token's active mask is not set. The branch statement also causes a div token to be pushed onto the stack, as threads 1 and 2 take the elsepath and thread 3 takes the then-path; if no divergence had occurred, the stack would remain unchanged. Execution of both paths is serialized, with current NVIDIA hardware executing the else-path first. Thus, thread 3 is disabled and threads 1 and 2 continue execution at line 8. The div token stores the information required to execute the thenpath once the else-path is completed. For this reason, the token's PC is set to point to the instruction of the then-path at line 6 and its active mask has only thread 3 activated. Threads 1 and 2 execute the break statement at line 8. Their bits in the active mask are cleared and their disable states are set to b. Consequently, there no longer are any active threads, so the warp pops the div token off the stack that causes thread 3 to execute the then-path of the branch at line 6. After the execution of the assignment, the end of the then-path is reached, causing the sync token to be popped off the stack. Execution now resumes at line 9; however, the warp cannot just use the token's active mask, as threads 1 and 2 executed a break and should therefore not participate in the execution of the loop anymore. To support such arbitrary nested control flow instructions within a compute kernel, the token's active mask is combined with the warp's disable mask, resulting in threads 1 and 2 to remain disabled in this case because their disable states have not yet been reset to 0.
Thread 3 returns to the beginning of the loop at line 4. As the condition evaluates to false, there no longer are any active threads and the warp subsequently pops the brk token off the stack. A token of type brk resets a disable state of b of all threads that are active in the token's active mask. Hence, all four threads execute the return instruction at line 11 that causes the threads to jump to the function's return address by popping the call token off the stack. They execute the next return statement at line 15, which completes the execution of the compute kernel.
During the compilation of a compute kernel written in a structured programming language like CUDA-C, branches and loops are replaced by unstructured conditional jumps. The compiler preserves the structural information by adding special flags and instructions into the assembly-level code, allowing the hardware to efficiently determine the immediate post-dominators [5, 23] . Our formalization of the SIMT execution model disregards these low-level implementation details and focuses on a structured programming language instead. A formal semantics of the SIMT behavior based on NVIDIA's assembly-level language PTX can be found in [9] .
Formalization of the SIMT Execution Model
We formalize the SIMT behavior as discussed in the preceding section in an operational semantics for a C-like high-level language. We focus on the main ideas of the mechanism and omit other hardware supported features such as indirect branches and function calls, as these can be reduced to sequences of their direct counterparts [5] . Due to the stack-based reconvergence mechanism, we base our formalization of the SIMT semantics on an instruction stack that unifies the treatment of statements from the structured programming language and the warp management tokens.
Basic Domains and Language Grammar
We assume a syntactic category Var of variable identifiers with typical element x (all metavariables may occur in an arbitrarily adorned form) and a syntactic category Func of function identifiers, of which f will be a typical element. We also assume a syntactic category Expr of (side effect-free arithmetical) expressions over Var , ranged over by e, which we do not specify more precisely.
Our programming language is a simple while-language with function calls; we distinguish between statements, statement lists, and programs. The grammar of (C-like) statements and statement lists is as follows: 
Warp Configurations and Transitions
The execution state of a warp consists of an instruction stack comprising statements and tokens, an active mask, and a disable mask. In contrast to the informal description in Sect. 2.3, our formal model does not maintain a separate reconvergence stack.
A thread is considered active if it is contained in the warp's active mask Θ ⊆ Thread; we write Θ + for an active mask with at least one active thread, i.e., Θ + = ∅. A disable mask Δ is defined as a function in DisableMask = Thread → DisableState, which maps a thread to its disable state δ that is either 0, b, or r. Token types are denoted by t and have a value of either div, sync, brk, or call. A token τ = t Θ comprises a token type t and an active mask Θ. Warp instruction stacks are given by
combining tokens and statements. In contrast to Sect. 2.3, a token's continuation is not given by a program counter but rather as the remainder of the instruction stack.
A warp configuration ϕ, η W, Θ, Δ, μ consists of a static and a dynamic part, separated by . The former comprises a function environment ϕ and a thread environment η, whereas the latter contains a warp instruction stack W , an active mask Θ, a disable mask Δ, and a memory μ. An initial warp configuration is of the form ϕ, η P call Θ , Θ, {Θ → 0}, μ where P is a program, Θ is an arbitrary subset of threads and μ is an arbitrary memory. For reasons of uniformity, we assume that there always is a call token at the bottom of the stack which corresponds to the invocation of the compute kernel. A warp transition ϕ, η W, Θ, Δ, μ ⇒ w W , Θ , Δ , μ describes a step transforming a warp configuration into another warp configuration, not repeating the static parts of the configurations.
Warp Operational Semantics
The warp operational semantics is the smallest binary relation ⇒ w on warp configurations which is closed under the rules in Table 2 . These are, in fact, rule schemes where 
warp transitions are obtained by replacing the metavariables with suitable instances. We use the following notational conventions: We only give the initial segment of the instruction stack W that is of relevance for the given rule; the remainder of W is omitted and remains unchanged. Similarly, we drop all other irrelevant parts of an operational judgement that remain unchanged. For example, the rule
is abbreviated as follows, where Θ + is not omitted (even though it remains unchanged) as it has to be stored in the call token and the rule may only be applied to warp configurations with a non-empty set of active threads:
The operational rules in Table 2 process the instruction stack of a warp configuration disregarding all possible compiler or hardware optimizations. The skip operation ; is simply popped off the instruction stack; like all other rules except for (token w ) and (inact w ), it can only be applied to warp configurations with at least one active thread. To execute an assignment x = e;, all active threads use the function E − : Expr → VarEnv × Mem → Val to evaluate e before any of them write to x, thereby avoiding potential nondeterminism. However, the order of conflicting writes (that is, η(θ 1 )(x) = η(θ 2 )(x) but E e η(θ 1 ) μ = E e η(θ 2 ) μ for two active threads θ 1 , θ 2 ∈ Θ) is undefined [24] ; this is modeled by the nondeterminism in the instantiation of the rule (assign w ): μ{η(Θ + )(x) → E e η(Θ + ) μ} abbreviates the memory update
for some arbitrary order of threads θ i ∈ Θ + . An if statement pushes two tokens onto the stack: The sync token marks the reconvergence point where all active threads Θ + are reactivated again; provided that they do not execute a break or return instruction in the meantime. The div token stores the information needed to execute the then-path of the branch once the execution of the else-path is completed. The rule (if w ) uses the function
to determine the set of threads for which expression e evaluates to true (i.e. non-zero).
A while statement at the top of the instruction stack is replaced by a sequence of instructions: First, a brk token storing the continuation for all threads exiting the loop is pushed onto the stack. Second, a corresponding while statement is created, which does not generate another brk token once it is encountered. Finally, the statement list forming the while statement's body is pushed onto the stack. Whether there are any threads for which the loop condition holds is again determined by the function act.
A break or return statement deactivates all active threads and sets their disable state to b or r, respectively.
[S] denotes a possibly empty statement list, so either break and return are directly followed by a token τ or all statements up to the next token on the stack are skipped.
A call to a function f places the program ϕ(f ) on the top of the stack. The call token that is pushed onto the stack beforehand stores the currently active threads Θ + , all of which are reactivated once the warp begins to execute the continuation of the call token.
When a token is popped off the instruction stack, the warp's active and disable masks are updated. The reactivation of an inactive thread depends on the type of the token and the thread's disable state. For instance, a thread with a disable state of r may only be reactivated if the token is of type call. The predicate
establishes this relationship between disable states and token types. The function enable clears the disable states of all threads for which awaits holds. Furthermore, it replaces the warp's active mask with the one of the token, removing all threads with a disable state other than 0. Formally, we define enable as
where
Particularly, enable only changes the disable states of threads that are contained in the token's active mask, otherwise threads would be reactivated too soon; this has already been illustrated in Ex. 1. For another example, consider a thread θ that executes a return statement in the else-path of a branch, while the other threads Θ of the warp call another function f when they later execute the if-path of the branch. Once the control flow returns from f , θ's disable state remains unchanged because θ is not active in the call token corresponding to the invocation of f . Hence, when the sync token of the branch is subsequently popped, θ is removed from the token's active mask before it is copied into the warp's execution state because its disable state is still set to r.
The rule (inact w ) is used to skip all statements up to the topmost token on the stack if the warp's active mask is empty. Such a situation typically arises when the condition of a while statement evaluates to false for all active threads or when a token does not activate any threads at all. The latter occurs when all threads return from a function call within an if-statement, for example. In that case, the rule (inact w ) skips all statements up to the next token, which is then dealt with by the rule (token w ). Once the last token is popped of the stack, the compute kernel terminates, as the last token on the instruction stack is the call token corresponding to the invocation of the compute kernel.
Example 2. We apply our formal semantics of the SIMT execution model to the compute kernel main of Prog. 1. As in Ex. 1, we illustrate active and disable masks as bit fields and omit the memory as well as the function and thread environments for reasons of brevity (observe that our formal model treats indexed array accesses such as b[tid] as regular variables; we assume that the thread environment is initialized such that no variables are shared). The following shows the derivation sequence of Prog. 1 beginning with the while statement at line 4 and ending just before the execution of the return statement at line 11. Again considering only four threads as in Ex. 1, the first warp configuration is given as while (i > 0 The application of the rule (while w ) pushes the entire body of the while statement onto the instruction stack again, even though there no longer are any active threads. However, the body of a while statement consists of statements only, hence no new tokens are pushed onto the stack. The rule (inact w ) is therefore able to skip all statements on the stack up to the brk token. When the rule (token w ) pops the brk token off the stack, the function enable reactivates all threads with a disable state of b. In contrast, the threads remain disabled when the div and sync tokens are encountered.
The following lemma summarizes a few invariants of reachable warp configurations. A warp configuration w is reachable if a finite sequence of warp transitions transforms some initial warp configuration into w; a warp transition is reachable if the warp configuration on its left hand side is reachable.
As can be seen by inspecting the operational rules for warps in Table 2 , no token intervenes a div token and a sync token and the active mask of a sync token comprises both the currently active threads and the active mask of the previous div token. Similarly, each while statement is directly followed by a brk token and the currently active threads are contained in the brk token's active mask. By induction and observing that no warp rule alters previously pushed tokens, the active mask of a token τ 1 is a subset of the active mask of another token τ 2 lower on the stack, if neither token is of type div. Analogously, the warp's current active mask always is a subset of the active masks of all tokens on the stack; except for div tokens, which always disable all active threads. A full proof of this lemma can be found in the accompanying technical report [10] .
Lemma 1. Let ϕ, η W, Θ, Δ, μ be a reachable warp configuration.
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Simulating SIMT Execution by Interleaved Multi-Threading
The formalization of the SIMT execution model in the preceding section allows us to formally establish its semantic validity by constructing a simulation relation between the warp semantics and a standard interleaved multi-thread semantics. The simulation shows that the SIMT execution model is correct in the sense that warps execute control flow instructions in a way that can be reproduced by a certain schedule of the interleaved thread semantics.
Interleaved Multi-Thread Semantics
The concepts of active masks, disable masks, and divergence do not apply to individual threads. However, threads still depend on an instruction stack that comprises statements and contexts c. Similar to the tokens in a warp's instruction stack, contexts denote the thread's continuations once a loop is exited or a break or return statement is executed. Thread instruction stacks are defined as follows, with contexts c being either brk or call:
A thread configuration ϕ, ν T, μ consists of a function environment ϕ, a variable environment ν, a thread instruction stack T , and a memory μ. A thread transition ϕ, ν T, μ ⇒ t T , μ transforms a thread configuration into another thread configuration. The rules of our thread operational semantics ⇒ t are given in Table 4 , where we reuse our notational conventions for warps. It is a fairly standard small-step semantics (see e.g. [26] ), so we only remark the following: Contexts that reach the top of the Multiple threads interleave execution. An interleaved thread configuration ϕ, η ς, μ uses a thread stack function ς : Thread → TStack to determine the instruction stack of each thread participating in the execution. An interleaved thread transition ϕ, η ς, μ ⇒ i ς , μ describes a step transforming an interleaved thread configuration into another interleaved thread configuration by selecting an arbitrary thread and executing a thread transition. With the help of our notational conventions for warps, the rule for our interleaved thread semantics ⇒ i is given as:
The thread semantics handles assignments in two steps: The rule (assign t rd ) evaluates the expression before the rule (assign t wr ) performs the actual memory update; if there was only one rule for assignments, the interleaved thread semantics would be unable to simulate the SIMT execution model. For instance, consider a statement x = x + 1 for some shared variable x. As a warp executes all of its n active threads in lockstep, the value of x is incremented by 1 in total. With only one assignment rule for threads, the interleaved thread semantics would always increment x by n. With the two rules for assignment, however, the interleaved semantics nondeterministically increments x by l with 1 ≤ l ≤ n, depending on the order in which the threads apply the rules (assign t rd ) and (assign t wr ). The simulation of the SIMT behavior therefore applies the rule (assign t rd ) to all active threads before any of them applies the rule (assign t wr ); in the example, this guarantees that x is incremented by 1. Figure 2 shows the intended simulation relation between the warp semantics and the interleaved thread semantics: Any reachable warp transition shall be matched by a finite sequence of zero, one, or more interleaved thread transitions (written as ⇒ i, * ). Based on the simulation of one single warp transition, we extend the simulation to sequences of reachable warp transitions, meaning that all warp executions are correct with regard to the interleaved thread semantics. The simulation depends on the mutually recursive projection functions π θ , π ¬θ : WStack × DisableState → TStack defined in Table 5 for each θ ∈ Thread that transform a warp instruction stack into a thread instruction stack. π θ projects active threads, whereas π ¬θ is used for inactive ones. The former simply outputs all statements it encounters, replaces all brk and call tokens by brk and call contexts, removes all sync and div tokens as they have no meaning for an individual thread, and deactivates the thread whenever a div token is encountered by calling π ¬θ . In the definition of π θ , the active masks of the tokens on the stack do not have to be considered because of Lem. 1(4). For an inactive thread, π ¬θ skips all instructions until it encounters an activation token, i.e., a token that reactivates the thread. The function actToken determines whether a given token is a thread's activation token:
Simulation Relation
The projection functions π θ and π ¬θ are combined into the curried thread stack func-
parameterized by Θ, which is used by the conversion function γ of Fig. 2 to turn warp configurations into interleaved thread configurations.
The existence proof for the simulation relation relies on a series of lemmata that relate warp configurations to interleaved thread configurations. The full proofs of the lemmata can be found in the accompanying technical report [10] .
The first lemma establishes a relationship between the functions actToken and enable, ensuring that a warp correctly activates inactive threads: It only activates inactive threads when it reaches their activation token and conversely, inactive threads are reactivated once their activation token is encountered. Using Lem. 2, we can show that all inactive threads of a reachable warp configuration simulate an arbitrary operational warp transition by simply remaining idle. This is because the instruction stacks of inactive threads remain unchanged.
Lemma 3. Let ϕ, η W, Θ, Δ, μ ⇒ w W , Θ , Δ , μ be a reachable warp transition and let
For the active threads in a reachable warp configuration, we would also like to proceed by focusing on a single thread, showing that each single active thread can simulate a warp transition. Assignments, however, are a special case that requires all active threads to be considered, as the order of conflicting writes to the same memory address is undefined. Lemma 4 therefore covers the simulation of assignments separately where ⇒ i,+ denotes a finite sequence of one or more interleaved thread transitions. Lemma 5 covers the remaining cases focusing solely on one active thread; ⇒ t,= denotes zero or one thread transitions.
Lemma 4. Let ϕ, η W, Θ, Δ, μ ⇒
w W , Θ , Δ , μ be a reachable warp transition using the rule (assign 
The combination of Lemmata 3, 4, and 5 proves that there always exists a sequence of interleaved thread transitions to simulate some arbitrary reachable warp transition. This result is summarized in the following proposition, completing the proof of the simulation relation shown in Fig. 2 .
The full simulation result follows from Prop. 1 by induction: All sequences of reachable warp transitions can be simulated by sequences of interleaved thread transitions. 
Theorem 1 (Simulation of the SIMT Execution Model). Let ϕ, η W, Θ, Δ, μ ⇒
From Thm. 1 it follows directly that all threads simulating the execution of a warp terminate once the warp terminates, that is, they have fully executed the program. Lemma 3 shows that the instruction stacks of inactive threads do not change, hence ensuring that inactive threads do not skip any instructions. Additionally, Lemmata 2 and 3 guarantee that inactive threads are not left behind if the warp pops their activation token off the stack. However, the SIMT execution model cannot ensure that all inactive threads will eventually be reactivated, even though the call token at the bottom of the stack is an activation token for all threads: In some cases, there are tokens on the instruction stack that are never reached again; the instruction stack is continuously modified without shrinking below a certain threshold. Theorem 1 holds even for non-terminating programs, hence the interleaved thread semantics is still able to simulate the warp execution. Obvious reasons for non-termination are bugs causing non-terminating loops or infinite recursion; there is, however, a more fundamental problem with the SIMT execution model: unfairness.
Unfairness of the SIMT Execution Model
Divergent threads within a warp must be scheduled and executed one after another. Today's GPUs use an unfair scheduling strategy in the sense that one of the divergent paths is fully executed before execution of the second path begins; if the first one does not terminate, the second one is not executed at all. For some programs, this unfair scheduling strategy makes it impossible for the warp to eventually terminate, even though in the interleaved semantics all weakly fair schedules terminate (where weak fairness means that no thread is left behind indefinitely).
The SIMT execution model is not part of CUDA's or OPENCL's specification [13, 24] ; instead, it is considered an implementation detail that programmers can "essentially ignore" for "the purposes of correctness" according to NVIDIA [24, p. 62] . Our findings in the preceding section support this statement insofar as they formally show that warps execute control flow instructions as if each thread executed them individually in some schedule. The correctness of the SIMT execution model (in the sense of simulatability) is therefore unaffected by fairness considerations. On the other hand, unfairness potentially affects program termination and thus program correctness, which may be the reason for the qualifying "essentially" in NVIDIA's statement.
Programs Affected by the Unfairness Problem
We first illustrate the problem of unfairness with two example programs before discussing it more generally: Suppose that in Prog. 2, the variable lock is shared among all threads of the warp with an initial value of 0, whereas tid stores the id of each thread. Execution of the program terminates if the interleaved thread semantics chooses a fair schedule; namely, it eventually executes the thread with id 0, causing the condition of the loop to evaluate to false for all other threads, which then terminate. A warp, on the other hand, schedules the else-path before allowing thread 0 to set lock to 1.
The loop therefore never terminates, thereby preventing the program from terminating. If the hardware were to execute the if-path first or if the conditional statement were reversed, the program would successfully terminate.
Program 3 (with lock and tid as above) also does not terminate when executed by a warp, although the unfairness has a different cause in this case. As the warp first encounters the loop, the condition evaluates to true for all threads except for thread 0. As the warp chooses the immediate post-dominator of the loop as the reconvergence point, thread 0 is not allowed to continue execution. Instead, the warp continuously executes the remaining threads, which never leave the loop as thread 0 never increments the value of lock. Again, a fair interleaved schedule would eventually allow each thread to increment lock, resulting in a successful termination of the program.
Programs affected by the unfairness problem are uncommon in practice. Particularly, Prog. 2 uses shared variables without any means of synchronization in both paths of an if statement, which is generally considered bad programming practice. Even if the code was not affected by the unfairness problem, it exploits the implicit knowledge about the sequential execution of the paths and might therefore break on future hardware if this assumption is no longer valid. Busy-loops like the one in Prog. 3 are often used in an attempt to implement global synchronization mechanisms that all NVIDIA GPUs are currently lacking [24] . Global synchronization is in fact impossible to implement, though not because of unfairness issues: A compute kernel might be executed by more threads than the hardware is capable of allocating concurrently, hence threads at the synchronization point might be waiting for threads that do not even exist yet and cannot be allocated, resulting in a deadlock.
The following lemma provides a sufficient criterion for programs that are unaffected by the unfairness problem. It is based on a new kind of thread transition t η defined as
with saddr (η) denoting the set of addresses shared among the threads of thread environment η. Such a thread transition makes arbitrary changes to the contents of all shared addresses. If all possible sequences of t η transitions terminate for all threads, the warp execution is guaranteed to terminate as well. Assume for a contradiction that the warp execution does not terminate. Then by Thm. 1 there is an infinite sequence of ⇒ t transitions with a corresponding infinite sequence of t η for at least one thread.
Lemma 6 is only a sufficient condition for warp termination, but not a necessary one as exemplified by Prog. 4. Assuming that the shared variable next is initialized to 0, tid stores each thread's id, and the warp size is 32, the warp execution terminates: The condition of the if statement eventually evaluates to true for all threads, so next is equal to 32 at some point and the loop terminates. By contrast, a sequence of 
Unfairness of Alternative SIMT Execution Models
Several alternative implementations of the SIMT execution model have been proposed, be it for performance reasons or generality [4, 6, 7, 18] . A stack-less approach, for instance, replaces the warp's reconvergence stack by a set of program counters, one for each thread and updated appropriately, that the warp uses to handle reconvergence. We formalize this stack-less warp semantics ⇒ w as follows, where the abstract function schedule : (Thread → TStack) → 2
Thread selects a set of threads with the same PC, that is, a set of threads for which ∀θ, θ ∈ schedule(ς) . ς(θ) = ς(θ ) holds: suggests a similar stack-less approach. By contrast, however, our stackless semantics ⇒ w does not consider (function call) stack pointers when selecting the next PC to execute, as that only affects performance but does not influence correctness or fairness. As reconvergence is based on equality of program counters, the fairness of ⇒ w and Collange's approach depends on the fairness of the choice function schedule. Particularly, Collange's lowest program counter scheduling policy makes the overall mechanism unfair.
Fung et al. propose a stack-less technique for more than one warp: dynamic warp formation [7] . The SIMT core dynamically regroups all of its threads with the same PC into one or more warps. Fairness depends on the warp scheduling policy; of the five suggested policies, only DTime selecting the oldest warp is generally fair. Thread block compaction [6] is another approach proposed by Fung et al. It reintroduces the reconvergence stack, albeit at the thread block level. The stack is used for block-wide synchronization at divergent branches and reconvergence points; divergent warps are regrouped into non-divergent ones, restoring the original warp groupings upon encountering the reconvergence point. Due to the synchronization, thread block compaction suffers from the unfairness problem.
Meng et al. [18] propose dynamic warp subdivision where warps are dynamically subdivided on branch (or memory) divergence. Each so-called warp-split is individually scheduled, therefore execution of divergent paths is interleaved. Additionally, threads might reconverge at some point past the immediate post-dominator, reuniting the warpsplits. Their approach consequently has the potential of solving the unfairness problem; in practice, however, unfairness is still an issue as warp subdivision is only allowed on statically determined "appropriate" branches in order to avoid undesirable over-subdivision.
Conclusions and Future Work
The single instruction, multiple threads execution model used by today's GPUs groups threads into batches that execute a compute kernel in lockstep, requiring a special mechanism to efficiently and correctly handle divergent control flow. Our formalization of the SIMT execution model allows us to prove its correctness in the sense that each SIMT execution corresponds to a standard interleaved multi-thread execution for some schedule. SIMT execution potentially affects program termination, however, as divergent threads are scheduled in an unfair way. Some alternative implementations of the SIMT execution model also exhibit this unwanted behavior.
As more and more GPU-accelerated algorithms are used in safety-or securitycritical applications such as medical imaging [8, 21] , the importance of formally verified program correctness increases. In particular, GPUs are capable of accelerating model checking algorithms that in turn are used in formal analyses of various problems in a wide range of application domains [2, 3] . Our work establishes the semantic validity of the underlying SIMT execution model, contributing to the development of formal verification tools and mechanisms for GPU-based applications. We plan to use a theorem prover to verify correctness and other properties of GPU-based programs.
Several research papers propose changes to the SIMT execution model in order to improve efficiency and performance. While the main point of interest is performance for the time being, new mechanisms should also explore the possibilities of solving the unfairness problem to avoid unexpected non-termination, especially since the current trend is the unification of the CPU and GPU programming models: For example, the CUDA 4.1 compiler is based on the LLVM compiler infrastructure [15] with the intention of allowing CUDA programs to run on either the GPU or the CPU [25] . In order to make the verification of program correctness independent of the execution model, we plan to study stronger criteria for the preservation of termination and other liveness properties when the underlying hardware uses the SIMT execution model instead of a weakly fair multi-thread semantics. Furthermore, it might be worthwhile to check whether our findings can be generalized to the SIMD execution models found in some contemporary CPU architectures.
