Due to the wider application of wireless sensor networks in real life, 3D coverage closer to the actual application environment has become a research hotspot of current sensor networks. To this end, this paper proposes a three-dimensional coverage deployment method based on RSS (Received Signal Strength) under a probabilistic model. According to the path loss of the wireless signal in the propagation process, the distance between the nodes can be roughly calculated, and the maximum distance between the nodes is defined by setting a threshold of the path loss, thereby further ensuring network connectivity and network quality. The probability coverage model is used and the cube-based network coverage is constructed. Based on this, the optimal coverage deployment problem in 3D-WSN is explored. Combining and improving the traditional particle swarm optimization algorithm can converge faster and avoid falling into local optimum. The simulation results show that the proposed method can converge quickly to improve network coverage and effectively reduce network energy consumption. In addition, we built a real experimental environment to verify the network quality by observing the RSSI (Received Signal Strength Indicator) changes. The experimental results verify the effectiveness of the proposed method.
With the advent of 5G, the demand for mobile data traffic has increased exponentially, so it is especially important to meet the explosive data traffic demand in 5G networks and improve network efficiency while reducing signaling overhead [8] . With the development of wireless sensor networks, the amount of data in the network will continue to increase and nodes will access the network on a large scale. Therefore, rational allocation of resources to improve network efficiency and enhance network connectivity has become an urgent problem to be solved [9] , [10] . Although there are many research results in the coverage optimization problem, its application in three-dimensional space is still worth considering. The main challenge is that the designed algorithms rarely meet multiple performance indicators, and most algorithms only consider the network coverage and ignore the problem of network energy consumption, or only consider the network life cycle and can not cover the whole monitoring area. However, these performance indicators are all extremely important in wireless sensor networks. In this paper, we study the coverage monitoring problem of balanced energy consumption, and the goal is to improve the network quality and prolong the network life cycle under the condition of satisfying the coverage rate. To this end, the main contributions made in this paper are as follows:
1) Considering the influence of the actual signal propagation attenuation and measurement error, the probability model is closer to the actual sensor perception behavior, and the 3D wireless sensor network is closer to the real application environment. At present, the probability model is mainly used in the research of coverage problems of two-dimensional sensor networks. To this end, a probability coverage model in 3D-WSN is constructed, which extends the traditional planar coverage to spatial coverage and extends the traditional Boolean perception model to a more realistic probability model. 2) According to the path loss of the wireless signal in the propagation process, the distance between nodes can be roughly calculated. We set the threshold of a path loss to define the maximum distance between nodes, further ensuring network connectivity and extending the network life cycle. Combined with the idea of simulated annealing, the traditional particle swarm optimization algorithm is improved. The improved algorithm adopts a fitness function suitable for three-dimensional wireless sensor networks while ensuring network connectivity, and can jump out of local optimum according to the cooling operation in the simulated annealing algorithm. Therefore, the algorithm can quickly improve the network coverage while ensuring connectivity in the three-dimensional wireless sensor network, that is, it can satisfy multiple performance indicators in the coverage problem. 3) The simulation results simulate the change of coverage under different parameters, and compared with other algorithms, the algorithm shows better simulation results.
4) The real experimental environment was built to verify the path loss. By comparing the range of the RSSI value range to judge whether the path loss is uniform and the network connectivity effect is obtained, the experimental results verify the effectiveness of the proposed method. The rest of the paper is organized as follows. We briefly reviewed the related work in Section 2. In the third section, we describe the network model of the method, the RSS distance measurement model, and related definitions. We introduced the design and design details of the three-dimensional deployment method based on RSS in Section 4. Section 5 reports on experimental setup, evaluation comparisons, results, and discussion. Finally, we summarize the work of Section 6.
II. RELATED WORK
Coverage as a typical problem in the basic theory of sensor networks reflects the network's perception of the physical world and directly affects the quality of network services. Over the years, this issue has aroused great interest, and as a result, many coverage agreements have been proposed. In this paper, we mainly introduce the existing research work from the two aspects of perception model (Boolean sensing model and Probability Sensing model) and coverage dimension (2D coverage and 3D coverage).
The first research on coverage optimization problems is based on a two-dimensional sensor network of Boolean perception models. Elhoseny et al. [11] proposed a genetic algorithm-based protocol that looks for the maximum number of non-DSCs (Disjoint sets of covers) to provide k-coverage for a predetermined number of targets. Finally, the energyefficient target coverage problem is transformed into the network lifetime maximization problem for all sensors. Roselin et al. [12] proposed an Energy Efficient Connection Coverage (EECC) algorithm to find the maximum number of non-DSCs (Disjoint sets of covers) to ensure target coverage and connectivity while minimizing sensor redundancy around the target. Mahboubi et al. [13] proposed four distributed deployment strategies, which polygonize the mesh and minimize the holes by relocating the nodes. The algorithm proposed in the paper is distributed and suitable for large-scale networks, but it also leads to too many mobile nodes. Silvestri and Goss [14] et al proposed a distributed deployment protocol for barrier coverage applications: MobiBar, which uses mobile sensors to construct k distinct complete barriers to provide k-barrier coverage. Ammari and Das [15] proposed a centralized cluster K coverage configuration protocol, which uses the constructed network model to analyze the coverage protocol and gives a comparison of the communication radius and the perceived radius when K coverage is completed. The calculation process of the minimum number of sensor nodes in the covered area and the calculation formula of the required sensor node density in the monitored area are given. Dahiya and Singh [16] proposed a mobile sink (MS) based coverage optimization and link stability estimation routing (MSCOLER) approach to recover coverage and prevent transmission failures in the network. The coverage problem is thus modeled as a non-constrained optimization problem with the goal of maximizing coverage. Li et al. [17] proposed a FBSM (Flip-Based Sensor Mobility) deployment scheme for sensor nodes with limited mobility, which maximizes coverage and minimizes the number of movements by using a virtual map to determine the mobility scheme. The goal of this method is to make the distribution of nodes in the network as uniform as possible, so it cannot be applied to network models with special requirements. Danratchadakorn and Pornavalai [18] proposed a method called coverage maximization with sleep scheduling (CMSS) to minimize the number of active sensors by minimizing the number of redundant sensors monitoring the same unit. Khalesian and Delavar [19] proposed a constrained Paretobased Multi-objective Evolutionary Approach (CPMEA) to solve the problem of deterministic deployment in WSN. The main goal is to find more than one Pareto optimal sensor layout that maximizes coverage and lifetime while maintaining a complete connection between the sensors. Yang et al. [20] proposed a cooperative mobile deployment scheme for sensor nodes based on local Hungarian algorithm LHS (Local Hungarian Solution). In this algorithm, the distributed equilibrium problem of wireless sensor networks is transformed into a bipartite graph, so that the uniform distribution of sensor nodes can be realized according to the local network information.
The research on the coverage problem based on the Boolean model provides some ideas for our application in the actual environment. However, the model is too simple and unrealistic because it does not take into account the attenuation and error in the actual propagation of the signal. In addition, as reviewed in [21] , most of the existing research work on coverage and connectivity issues is focused on two-dimensional planes. However, most of the application scenarios of wireless sensor networks in the real world are three-dimensional space, such as underwater monitoring, agroforestry monitoring and field monitoring and so on. Therefore, subsequent researchers began to consider coverage problems based on probability models and coverage problems in three-dimensional space. Compared with the Boolean model, the probability coverage model is closer to the actual sensor perception behavior. Tan et al. [22] pointed out that the probability-aware model can improve network coverage performance more effectively than the 0-1 model. The 0-1 model is only suitable for the case where the signal-to-noise ratio is relatively high, and the probability-aware model can be applied to the case where the signal-to-noise ratio is low by means of data fusion. Senouci et al. [23] proposed a PSObased deployment algorithm PSODA to solve the problem of deterministic deployment of midpoint coverage in WSNs. In this algorithm, the sensor follows the probability sensing model, and the maximum coverage problem is modeled as a constrained optimization problem. The main goal of the algorithm is to minimize the number of sensors while satisfying the coverage constraints of all target points. Abdulhalim and Bara'a [24] used a mlGA (multi-layer GA) to find the maximum number of DSCs (Disjoint sets of covers). The mlGA protocol assumes that the sensor uses the probability sensing model to reflect the uncertainty of the sensor's sensing capabilities and ensures that a minimum number of sensors are assigned to each DSC (Disjoint sets of cover) to provide full coverage. Xing et al. [25] gave the relationship between coverage, network density and signal-to-noise ratio of received signals from the point of view of theoretical analysis. It is proved that compared with disk coverage, data fusion can effectively reduce the number of deployed nodes through the cooperation between sensor nodes. Zorbas and Razafindralambo [26] used data fusion into actual volcano monitoring, selecting a minimum number of node sets each time to measure crustal movement caused by volcanic activity. The above is the relevant research on the coverage problem under the probability model. Below we begin to introduce the related results of the coverage problem in the three-dimensional space. Elhabyan et al. [27] proposed a centralized pareto-based multi-objective approach to maintain full connectivity and coverage in a 3D WSN by finding the best state (cluster head, activity, or sleep) for each sensor in the network. Miao et al. [28] proposed a 3D self-deployment (3DSD) algorithm, which uses negotiation strategy to ensure the effective connectivity of the network, and introduces density control strategy to make the nodes distribute evenly. The algorithm can realize the uniform and autonomous deployment of nodes in three-dimensional space with obstacles. Gupta et al. [29] considered the boundary effect and the constraints on the sampling period of the sensor, and studied the coverage problem in 3D MSN. The minimum number of sensors required for the expected coverage within a given MAR time is estimated by effectively perceiving the expected value of the volume. Ng et al. [30] proposed a BA (Bat Algorithm) based meta-heuristic algorithm SBA (Smart Bat Algorithm) in a three-dimensional environment. Through the use of decision theory and fuzzy logic technology, the search behavior of artificial bats is more intelligent and efficient. Yang et al. [31] proposed a new sensor deployment method combining image processing and artificial intelligence algorithms. By combining the LOS algorithm, a three-dimensional surface sensing model is established and a quality coverage matrix is performed to transform the problem range into image processing.
Compared with the Boolean model, the probability model is closer to the actual sensor perception behavior, and the 3D wireless sensor network is closer to the real application environment. However, as far as we know, there is no relevant research on the problem of 3D sensor network coverage under probabilistic model. Most studies only consider one of the indicators and ignore the other. To this end, we have studied the coverage problem of satisfying multiple indicators based on this idea.
III. PROBLEM MODELING
In this section, we will introduce the 3D network coverage model, the RSS measurement model, and give the relevant definitions and calculation methods for network coverage under the probability model.
A. PROBABILITY COVERAGE MODEL
The node-aware model is the primary issue to be considered in network coverage control technology. In the current research, the main perceptual models used include the Boolean perceptual model, the probabilistic perceptual model and the directed perception model. The Boolean perceptual model defines the sensing range of the node as a circular closed area with the radius of the sensing radius R s as the center of the node. The magnitude of the perceived radius R s is determined by the physical characteristics of the sensor, and any point within the circular area can be sensed by the node. The Boolean perception model assumes that the sensor does not have uncertainty when perceiving the target area. However, in practical applications, due to the existence of external noise, obstacles and other interference factors, and the attenuation of wireless signal strength with the increase of communication distance, the Boolean perception model can not reflect the sensing characteristics of nodes well. The probability model considers this uncertainty of node perception in practical problems, and the probability that node s perceives intruder a is expressed as:
where: R s represents the maximum perceived radius of the node when it is not subject to outside interference, and r is used to measure the uncertainty monitoring capability of the node. The parameters α = d (s, a) − (R s − r), λ and β represent the perceived probability values of the node to the intruder when the intruder is in the uncertain monitoring range. In the three-dimensional wireless sensor network, the physical characteristics of the probability perception model are shown in Figure 1 .
B. RSS MEASUREMENT MODEL
In wireless sensor networks, power loss or attenuation is unavoidable as the signal propagates between the transmitter and the receiver, and increases as the spacing between the transmitter and receiver increases. Since there is a path loss in the propagation of the wireless signal, the received power can be used to estimate the distance between any pair of nodes by using the signal. Furthermore, according to the work in theoretical studies [32] - [34] and experimental studies [35] , [36] , power loss can be expressed by using a lognormal model, namely: In the formula, P R is the power of the received signal, P 0 is the power of the received signal when a reference distance is d 0 , α is the path loss index, and m i is a Gaussian random variable used to represent the logarithmic normal shadow fading effect in multi-path environment.
Based on the lognormal model in equation (2), by using some parameter estimators, we can infer the distance d between the transmitter and the receiver based on the path loss power P 0 − P R . Therefore, the distance d R between two nodes can be estimated by the relevant RSS measurement and can be formulated as follows [37] :
This provides a new idea for coverage control research. We set a path loss threshold to limit the maximum distance between all transmitters and receivers. Therefore, whether the node position is valid can be determined by the following formula:
where d (N s , N r ) represents the distance between the transmitter and the receiver and ε represents the path loss threshold.
C. RELATED DEFINITION
Definition 1 (valid coverage area) [38] : The area that node i can perceive is called the coverage area ψ(i) of node i, and the intersection of the coverage area ψ(i) of node i and the required monitoring area is the effective coverage area ξ (i) of node i.
Definition 2 (coverage) [38] : The ratio of the union of the effective coverage area ξ (i) of all nodes in the network to the volume of the monitoring area is the coverage rate of the network.
Definition 3 (connectivity) [38] : If the total number of nodes in the network is n, the number of paths ϕ(i) that any node i in the network communicates with other nodes satisfies 0 ≤ ϕ(i) ≤ n−1 . When the nodes in the network are all connected to each other, the network communication path is the largest, and the total number is n(n − 2)/2.
In the Boolean model, if a monitoring area is within the sensing range of any node, we consider that the area is completely covered and the network coverage is 1. However, in the actual environment, the monitoring range of the node is irregular due to factors such as signal attenuation. Therefore, it is often difficult to calculate the union of the effective coverage area of the node and even the network coverage. Therefore, this section proposes a cube-based network coverage solution method for probabilistic models, which converts the union of effective coverage areas into the number of cubes. Referring to the idea of dividing the domain in calculus, the monitoring area is divided into equal-sized cubes. When the cube is small enough, whether the cube is effectively perceived by the node can be approximated as whether the cube center point is effectively perceived by the node. Suppose the number of cubes in the monitoring area is A c , the number of nodes is A n , and the probability that the center point of cube C i is perceived by node N j is:
where d(C i , N j ) represents the distance between the center point of the cube C i and the node N j , R s represents the maximum perceived radius of the node when it is not disturbed by the outside world, and the parameters r, λ, α, β have the same meaning as the parameters in the equation (1). Since the center point of the cube C i can be perceived by the nodes as independent events, the probability that the cube C i is perceived by at least one node according to the knowledge of probability theory is:
Thus, the probability that the center point of all cubes is perceived by at least one node can be approximated as the network coverage η:
IV. 3D DEPLOYMENT ALGORITHM BASED ON IMPROVED PARTICLE SWARM OPTIMIZATION
In this section, we first introduce the implementation of the three-dimensional deployment algorithm in two parts, and then give the pseudo code of the final implementation of the algorithm.
A. PART OF THE PARTICLE SWARM ALGORITHM
Since the multi-objective optimization problem does not have a unique global optimal solution, solving the multi-objective optimization problem is actually to find a set of solutions.
The particle swarm optimization algorithm is an optimization algorithm proposed by Kennedy et al. in 1995. It is successfully applied in many optimization problems because it is easy to understand and easy to implement. And in many cases, it is more efficient than genetic algorithm, so the application of PSO algorithm in multi-objective optimization problem is a very interesting research direction. Particle swarm optimization (PSO) is derived from the study of foraging behavior of birds, and is optimized by the information sharing mechanism between biological groups. Each particle in the PSO algorithm is a solution in the solution space, which adjusts its flight based on its flight experience and flight experience of the companion. The best place each particle has experienced during the flight is the optimal solution found by the particle itself. The best place that the entire group has experienced is the optimal solution that the entire group currently finds. The former is called the individual extremum, and the latter is called the global extremum. In practice, the degree of fitness is evaluated by the fitness value determined by the optimization problem. Each particle constantly updates itself through the above two extremes, resulting in a new generation of groups. Obviously, each sensor node in three-dimensional space can be regarded as a particle in the PSO algorithm. Assuming the population size of the particles is N , the position of the i th(i = 1, 2, · · · , N ) particle can be expressed as X i = (x i , y i , z i ) , the flight speed can be expressed as V i = (v ix , v iy , v iz ), and the particle X i will update its speed and position according to the following formula [39] :
where c 1 and c 2 are constants, which are called learning factors; r 1 and r 2 are random numbers in the range of [0,1]; w is the weight of inertia, t is the number of iterations; P i is the optimal position of the current particle X i , and P g is the optimal position of all the particles in the group.
In the section on RSS measurement model we constructed the relationship between path loss and distance. Based on this relationship, we set a path loss threshold to define the maximum distance between all transmitters and receivers. That is to say, in addition to ensuring maximum coverage when the algorithm finds the optimal solution, we also add distance-defined conditions to ensure connectivity. First, the three-dimensional coverage based on the cube mesh is obtained according to the probability model. Secondly, whether the current node position is valid is determined according to the path loss threshold. The fitness function is as follows:
B. PART OF THE SIMULATED ANNEALING ALGORITHM
The simulated annealing algorithm is an efficient global optimization method, and its basic idea is derived from the solid annealing process. In 1983, Kirkpatrick et al. [40] introduced the annealing process into the field of combinatorial optimization and proposed it, which has been successfully applied in large-scale combinatorial optimization problems. The simulated annealing algorithm compares the optimization problem into a physical system, compares the objective function of the optimization problem with the energy of the physical system, and obtains the global optimal solution of the optimization problem by simulating the physical system to gradually cool down to achieve the annealing process with the lowest energy state. Simulated annealing first determines the initial temperature when optimizing, then randomly selects an initial state and examines the objective function value of the state. Secondly, a small disturbance is added to the current state, and the objective function value of the new state is calculated. It can accept a better point with probability 1 and accept the worse point as the current point with a certain probability P until the system cools down. The simulated annealing method can converge to the global optimum with probability 1 under conditions where the initial temperature is sufficiently high and the temperature drops sufficiently slowly. Since it accepts a poor point with a certain probability, it has the ability to jump out of the local optimal solution. Therefore, the paper introduces the idea of simulated annealing into the particle swarm optimization algorithm, which avoids the shortcomings of the particle swarm optimization algorithm being easy to fall into the local extremum point and improves the convergence speed and precision of the post-evolution algorithm [41] . First of all, we set the initial temperature to:
Secondly, we add a small perturbation to the selection of the global optimal particle P g , calculate the adaptation value and combine the roulette strategy to select the substitute value P g of the global optimal particle P g to jump out of the local optimum. The formula for calculating the adaptation values of each particle after adding a small disturbance is as follows:
Finally, cool down the system and go to the next iteration, the cooling operation is:
where λ is the annealing constant and k is the number of iterations.
C. ALGORITHM IMPLEMENTATION
The final implementation of the 3D deployment algorithm based on the improved particle swarm optimization algorithm is as follows: Procedure 3DDA-IPSO For each particle i Initialize velocity V i and position X i for particle i; Evaluate particle i and set P i = X i ; Initialize historical optimal position P g ; Initialize the initial temperature T 0 according to equations (13) and (14); End Do{
For each particle i Calculate fitness value; If f (X i ) > f (P i )
End Determine the substitute value P g of the global optimal particle P g according to formula (15) in combination with the roulette strategy; For each particle i Calculate the velocity of the particle according to equation (11) and in combination with the substitute value P g of the global optimal particle P g ;
Update the position of the particle according to equation (12); End Cooling operation according to formula (16); }While maximum iterations or minimum error criteria is not attain; End procedure
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we will describe the settings of the experiment and discuss the results of the experiment. In the experimental simulation part, we simulated the algorithm using MATLAB software, verified the performance of the algorithm by adjusting the parameters and compared it with other algorithms. In the experimental verification part, a real outdoor experimental scenario is established for verification. By comparing the range of RSSI values to determine whether the path loss is uniform, the network connectivity and network quality are further verified.
A. EXPERIMENTAL SIMULATION
In order to verify the performance of the algorithm, we performed simulation experiments with matlab2014. The parameters we can adjust in the simulation experiment are: path loss threshold ε, perceived radius R s , number of sending nodes, ie population size and maximum number of iterations. For each parameter adjustment, we verify the algorithm effect in 5 random networks. The simulation parameters are shown in Table 1 . 
1) EFFECT OF TUNABLE PARAMETERS ON ALGORITHM PERFORMANCE
In order to verify the performance of the algorithm and the influence of adjustable parameter sensing radius R s and path loss threshold ε, we have carried out the following experiments, and adjust one parameter at a time and keep the other parameters fixed. In the first group of experiments, we set the path loss threshold ε to-10dBm, and the parameter sensing radius R s to 20m, 25m and 30m, respectively. We increase from 50 nodes to 650 nodes in a step of 50 and compare the performance of the three cases. In the second set of experiments, the parameter sensing radius R s in the probability model is set to 20m, and the path loss threshold ε is set to-10dBm,-12.5dBM and-15dBm, respectively. We also increase the number of nodes from 50 to 650 with a step of 50 and compare the performance of the three cases. The impact of two adjustable parameters on coverage is shown in figures 2 and 3. Fig. 2 shows the relationship between the coverage rate and the population size, that is, the number of nodes, when the path loss threshold ε is fixed and the parameter sensing radius R s in the probability model changes. It can be seen that with the increase of population size, the coverage rate in the three cases first increases rapidly, then the three curves tend to smooth gradually, and finally reach a relatively close coverage rate. When the number of nodes is less than 200, the effect of parameter R s on coverage is more obvious under the same population size. When the number of nodes is between 200 and 550, the effect of parameter R s on the coverage is gradually weakened under the same population size. When the number of nodes is greater than 550, the coverage rate is almost the same when the value of parameter R s is different in the same population size. At this point, parameter R s has little effect on coverage. This is because there are more coverage holes in the case of a small number of nodes, and more grid points can be covered when the parameter R s increases in the same population size, so the influence of the parameter R s on the coverage ratio is relatively high. As the number of nodes increases, the coverage hole gradually decreases and the coverage rate increases. At this time, coverage redundancy will occur, and the larger the value of the parameter R s is, the more redundant the area is at the same population size. Therefore, the influence of parameter R s on coverage is gradually weakened. When the number of nodes is sufficient, the coverage of the area will tend to be saturated. Therefore, if the parameter R s takes different values, the coverage rate can finally reach the respective saturation values. Since the path loss threshold ε is the same, the final coverage will be close and tend to be consistent when R s takes different values, so the parameter R s has little effect on the coverage when the population size is large enough. For each value of the parameter R s , in the case where the parameter R s is 30 m, the coverage ratio tends to be saturated when the number of nodes is 300; in the case where the parameter R s is 25m and 20m, the coverage tends to be saturated when the number of nodes is 400 and 550, respectively. This shows that when the parameter R s is small, the number of nodes required for the coverage to reach the saturation value is more. At the same time, it is further shown that the influence of the parameter c on the coverage rate gradually decreases as the population size increases. Figure 3 shows the relationship between coverage rate and population size, ie, the number of nodes, in the case where the parameter perceptual radius R s is constant and the path loss threshold ε changes. It can also be seen that with the increase of the population size, the coverage rate in the three cases firstly continues to increase at a relatively stable rate, and then the growth rate gradually slows down, and finally reaches their respective saturation values. For each curve, under the condition that the path loss threshold ε is -10 dBm, the coverage gradually becomes saturated when the population size is 350. Under the condition that the path loss threshold ε is -12.5dBm and -15dBm, the coverage gradually becomes saturated when the population size is 400 and 450 respectively. This indicates that as the population size increases, the saturation value of the coverage can be reached slowly when the path loss threshold ε is large, that is, a larger coverage can be achieved. (Since the RSSI is measured in (-)dBm, the relationship between the path loss threshold is: ε (-10dBm)< ε (-12.5dBm)< ε (-15dBm).) At the same time, it can be seen that in the three cases, the coverage rate is almost no significant increase after the saturation value is close to the saturation value. As the number of nodes increases, the coverage rate can be slower to reach its saturation value if the path loss threshold ε is larger. Therefore, as the population size increases, the coverage that can be achieved with a large path loss threshold ε will be significantly greater than the coverage that can be achieved with a small path loss threshold ε. This further indicates that as the population size increases, the influence of parameter ε on coverage increases. In summary, when the population size is small, the influence of parameter R s on coverage is obvious, and the parameter path loss threshold ε has a weak influence on coverage. As the population size increases and reaches a certain amount, the influence of the parameter R s on the coverage rate is gradually weakened to almost no effect, and the influence of the parameter path loss threshold ε on the coverage rate is gradually enhanced.
2) COMPARISON OF ALGORITHM PERFORMANCE
In order to verify the feasibility and convergence speed of the algorithm, we select the classical PSO algorithm and the 3DSD algorithm in reference [28] as a comparison to carry out the following experiments. In the first group of experiments, we set the path loss threshold to-15dBm and the parameter sensing radius to 25m in the probability model. We take 50 as the step size from 50 nodes to 500 nodes to compare the feasibility of the three algorithms. In the second group of experiments, under the same conditions, the total number of nodes is 300, we take 50 as a step from 50 iterations to 500 to compare the convergence rates of the three algorithms. The feasibility and convergence rate of the three algorithms are shown in figure 4 and figure 5 , respectively. Figure 4 shows the relationship between coverage and number of nodes when running the algorithms of this paper, PSO and 3DSD. With the increase of the number of nodes, the coverage rate of the three algorithms is increasing continuously. It can be seen that the proposed algorithm is superior to the PSO algorithm and the 3DSD algorithm. Compared with the PSO algorithm, the proposed algorithm can greatly improve the maximum coverage that can be achieved under different node numbers. When the number of nodes is 200, the coverage of the proposed algorithm is close to the maximum value and gradually becomes flat, which is obviously better than the remaining two algorithms. In terms of coverage growth rate, the coverage growth rate of the three algorithms is first increased and then flattened. Among them, the coverage rate of the proposed algorithm reaches 85% when the number of nodes is 200, and then slows down when the number of nodes is 300. When the number of nodes is 300, the coverage rate of PSO algorithm slows down to 83%. When the number of nodes is 300, the coverage rate of 3DSD algorithm can only reach 80%. These three algorithms can grow rapidly and reach the peak value in the early stage, but the algorithm proposed in this paper can jump out of the local optimization at the same time of fast convergence, so as to achieve higher coverage. Therefore, the proposed algorithm is superior to PSO algorithm and 3DSD algorithm in terms of maximum coverage rate under different population size and coverage growth rate. Figure 5 shows the relationship between coverage and the number of iterations when running the algorithms in this paper, PSO and 3DSD. As the number of iterations increases, the coverage achieved by the proposed algorithm is significantly better than the other two algorithms. Among them, when the number of iterations is 100-300 times, the algorithm has a significant improvement compared with the PSO algorithm, which indicates that the proposed algorithm has the ability to jump out of the local optimal solution. In terms of coverage growth, the algorithm proposed in this paper approaches the peak and converges rapidly in 300 iterations. However, the remaining two algorithms are still growing rapidly after 300 iterations, so the algorithm in this paper can reach the optimal value quickly and converge faster. This further shows that the proposed algorithm can not only jump out of the local optimal solution, but also can converge quickly. Comparing Fig. 4 and Fig. 5 , it can be found that the coverage rate that can be achieved in the later stage of the algorithm is relatively close, and the coverage rate that can be achieved in Fig. 5 at the initial stage of the algorithm operation is significantly smaller than the coverage rate that can be achieved in Fig. 4 . Therefore, the effect of the number of iterations of the algorithm on coverage is slightly greater than the impact of population size on coverage. In summary, compared with the PSO algorithm and the 3DSD algorithm, the proposed algorithm has a good simulation effect in terms of both effectiveness and convergence speed.
B. EXPERIMENTAL VERIFICATION
Taking into account the practical application requirements of the method, we have carried out relevant verification in the real environment. The experimental platform we built includes the STM32W108 development board and the STM32W108 wireless RF transceiver module that complies with the IEEE802.15.4/Zigbee standard. The development board is randomly selected in channels 11∼26, and the radio frequency transceiver module will broadcast on its selected channel. Figure 6 (a) and Figure 6(b) show the STM32W108 development board and STM32W108 wireless RF transceiver module used in the experimental platform, respectively. Among them, we use a battery box with three AA batteries to supply power, use 20-pin JTAG circuit for online debugging, and the development board and wireless RF transceiver module can be connected to JLink for program programming and online debugging.
1) EXPERIMENTAL DESIGN
In the experiment, we select the square area with a side length of 10m and the circular area with a radius of 20m as the experimental scene. The experimental site selected an outdoor space that was flat and wide without any obstacles. All nodes are fixed on a tripod with an adjustable height range of 0.3m∼2m. The development board is located in the center of the monitoring area to monitor the entire network and interact with the PC through a serial cable. The square experimental scene and the circular experimental scene are shown in Fig. 7 and Fig. 8 , respectively.
In the experimental scenario shown in Figures 7 and 8 , the receiving node is located at the geometric center of the region. We first randomly select seven location deployment nodes, and run the algorithm according to the coordinates of the seven randomly deployed nodes to obtain the optimal deployment location of the nodes. The specific location of the wireless RF transceiver module is shown in the yellow circle in Figure 7 and Figure 8 . The specific position of the STM32W108 development board is shown in the blue circle in Figure 7 and Figure 8 . In the experiment, the parameter sensing radius R s in the probability model is set to 3m and 6m, respectively, and the probability model parameters r are set to 0.5m and 1m respectively, and other parameters are the same as the experimental simulation section. After running the algorithm to obtain the location information of the node, the node is deployed to the specified location, and the radio frequency transceiver module broadcasts every 5s, and the development board receives all the data in the network.
2) EXPERIMENTAL ANALYSIS
Since the received signal strength (RSS) is related to the distance between nodes, the problem of path loss and network connectivity can be indirectly reflected by observing the RSSI. We collected and compared the RSSI of each node in two scenarios, square and circular. Each scenario includes random deployment and optimized deployment. Table 2 gives the average of the RSSI of each node in the four cases of the two scenarios, and the variance and standard deviation of the RSSI average of all nodes. The RSSI fluctuations of each node in the square and circular regions are shown in Figure 9 and Figure 10 , respectively.
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First, in the two scenarios shown in FIG. 9 and FIG.  10 , the value range of the node RSSI is larger in the case of random deployment, and the value range of the node RSSI is significantly reduced after the optimal deployment. Combined with Table 2 , we can see that the variance and standard deviation of the RSSI mean of each node change significantly after optimized deployment. This shows that the node position after algorithm optimization is more reasonable, and the network energy consumption is more balanced. Second, the fluctuation range of the seven curves in figure 9 (a) is -80dbm∼-60dbm, and the fluctuation range of 7 curves in figure 10 (a) is -85dbm∼-66dbm. In both cases, the difference between the maximum and minimum is about 20dbm. The fluctuation range of the 7 curves in figure 9 (b) is -76dbm∼-66dbm, and the fluctuation range of 7 curves in figure 10 (b) is -82dbm∼-72dbm. In both cases, the difference between the maximum and minimum values is about 10dbm. It can be concluded from Table 2 that both the square and the circular scenes balance the network energy consumption after optimal deployment, but the RSSI of the two cases in the circular scene is smaller than the square scene. This is because the area of the circular area is about four times the area of the square area, and the RSS is inversely proportional to the distance. Therefore, the RSSI of the two cases shown in FIG. 10 is smaller than that of FIG. 9 , and the network energy consumption is larger than that of FIG. Finally, the RSSI corresponding to the N5 node in Figure 9 (a) is around -60dbm, and its signal strength is much larger than any of the nodes in Figure 9(b) . However, the RSSI corresponding to the N1 node in Figure 9 (a) is around -80dbm, and its signal strength is smaller than any of the nodes in Figure 9 (b). This is due to the uneven distance between the sending node and the receiver after random deployment. This leads to uneven network load, which further affects network connectivity and shortens the network life cycle. After optimizing the deployment, the node not only improves the network coverage, but also implements coverage monitoring more effectively; and balances the path loss, further enhances network connectivity and prolongs network lifetime. Figure 11 gives a more intuitive comparison of the RSSI averages of each node before and after optimal deployment in the two experimental scenarios. First of all, combined with figures 9 and 10, it is clear that the range of the average RSSI of each node before and after optimal deployment in both scenarios is significantly reduced, and the difference between the maximum and minimum in this range is also significantly reduced. This more accurately verifies the conclusion that the path loss is more reasonable after optimizing the deployment. Secondly, combined with Table 2 , we can see that the average RSSI of each node after optimized deployment is more uniform than that of random deployment. Among them, the more obvious performance is that the node with the largest average RSSI in random deployment will obviously decrease the average value of RSSI after optimal deployment. On the contrary, the average RSSI of the node with the smallest RSSI at random deployment will increase significantly after optimal deployment. This can also well reflect the uniformity of the overall energy consumption of the network. Finally, compared with figure 11 (a) and figure 11 (b) , it can be concluded that compared with the square scene, the average RSSI of each node before and after optimal deployment in the circular scene is smaller as a whole, so the path loss is also larger and the network quality is poor. This is due to the large coverage monitoring area, which leads to the long transmission distance of the node, which further leads to the large path loss and reduces the network life cycle. Therefore, the selection of coverage is also an important factor to improve the quality of network coverage and prolong the network life cycle.
To sum up, in the square region with a side length of 10m and the circular area with a diameter of 20m, the effectiveness of the proposed algorithm in coverage and network energy consumption can be verified.
VI. CONCLUSION
As an emerging technology, wireless sensor networks have been widely used in the real world. In recent years, 3D wireless sensor networks closer to the real world have become a research hotspot. In this paper, a 3D coverage deployment method based on RSS under probability model is proposed. Through the path loss of the wireless signal in the process of propagation, the distance between nodes is roughly calculated, and the maximum distance between nodes is limited according to the set threshold of path loss, so as to further improve the network connectivity. The probabilistic coverage model is adopted and the cube-based network coverage is constructed. On this basis, the optimal coverage deployment in 3D-WSN is explored. We combine and improve the traditional particle swarm optimization algorithm, which can converge quickly and avoid falling into local optimization. In addition, we set up a real experimental environment for path loss verification, by comparing the range of RSSI range to determine whether the path loss is uniform, and further get the network connectivity effect, the experimental results verify the effectiveness of the method. Next, We will introduce an energy consumption model and compare it with the energy consumption in the actual scene to further study the energy efficient coverage problem.
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