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The question of what gravitational theory could supersede General Relativity has been central
in theoretical physics for decades. Many disparate alternatives have been proposed motivated by
cosmology, quantum gravity and phenomenological angles, and have been subjected to tests derived
from cosmological, solar system and pulsar observations typically restricted to linearized regimes.
Gravitational waves from compact binaries provide new opportunities to probe these theories in
the strongly gravitating/highly dynamical regimes. To this end however, a reliable understanding
of the dynamics in such a regime is required. Unfortunately, most of these theories fail to define
well posed initial value problems, which prevents at face value from meeting such challenge. In this
work, we introduce a consistent program able to remedy this situation. This program is inspired in
the approach to “fixing” viscous relativistic hydrodynamics introduced by Israel and Stewart in the
late 70’s. We illustrate how to implement this approach to control undesirable effects of higher order
derivatives in gravity theories and argue how the modified system still captures the true dynamics
of the putative underlying theories in 3+1 dimensions. We sketch the implementation of this idea
in a couple of effective theories of gravity, one in the context of Noncommutative Geometry, and
one in the context of Chern-Simons modified General Relativity.
I. INTRODUCTION
Understanding the nature of gravity, and what should supersede General Relativity (GR) to
describe it, is one of the most important questions in modern theoretical research. Efforts stem-
ming from cosmology, quantum gravity and particle physics have provided a plethora of interesting
suggestions for possible extensions. Many of such ideas have been confronted with exquisite cos-
mological, solar system, and pulsar tests, which have helped constrain and further shape or discard
them (e.g. [1–5]). The recent start of gravitational wave astronomy is providing the opportunity to
explore such theories in the previously inaccessible strongly gravitating/highly dynamical regime.
Indeed, the detection of gravitational waves emitted by binary black hole systems has already pro-
vided the first tests of GR [6, 7], which will be further refined as more events become available, e.g.
[8–11]. Incipient efforts are attempting to map out predictions from extensions/alternatives to GR
that can be confronted with observations. For this purpose, specific predictions from such theories
for compact binary mergers are required but, unfortunately, this has so far only been possible in a
(very) small number of theories [4, 5]. One main reason for this is the fact that most extensions
to GR lead to initial value problems whose well-posedness is, at best, suspect. As first stated by
Hadamard, well-posedness is a requirement for any physical theory in a way that its field equations
possess a unique solution which depends continuously on the initial data [12, 13]. In particular, a
large class of extensions to GR contemplate field equations which involve higher order derivatives,
∗Electronic address: jcayuso@perimeterinstitute.ca
†Electronic address: nortiz@perimeterinstitute.ca
‡Electronic address: llenher@perimeterinstitute.ca
ar
X
iv
:1
70
6.
07
42
1v
3 
 [g
r-q
c] 
 10
 N
ov
 20
17
2stemming from effective Lagrangians involving higher order curvature contributions, which, in turn,
lead to ghost degrees of freedom, acausal propagation of perturbations, and generically runaway
energy cascades to the ultraviolet (as an example, Ref. [14] discusses how generic ill-posedness in
Lovelock and Horndeski theories is). At the linearized level, the aforementioned issues are typi-
cally “controlled” by suitably imposed cutoffs, explicit removal of ghosts modes, etc. At nonlinear
regimes however, these strategies can not be readily applied. Moreover, since such regimes typi-
cally require complex numerical simulations—which seed all possible frequencies with truncation
errors—a well posed problem is a necessary condition for obtaining reliable predictions [13]. Faced
with this situation, some type of pragmatical approach should be considered to explore nonlin-
ear regimes and some possible first steps have recently been introduced [15, 16]. Whichever the
strategy is, it is important to stress that it should remain as faithful as possible to the motivating
principles employed to construct such GR extensions. Otherwise, solutions obtained with a given
strategy need not be representatives of the phenomena in the extended gravitational theory under
consideration.
In the current work, our aim is not to survey the whole gamut of extensions to GR but instead
focus on broadly applicable statements, and present a program to remedy shortcomings in the
exploration of such theories within gravitational wave astronomy, in particular allowing for captur-
ing the full dynamics of the system within the regime they were written for in 3+1 dimensions.
This program can then be appropriately incorporated in the extension of choice. As a result, a
fixed theory is introduced as a suitable modification of the truncated theory. In the fixed theory,
as opposed to the truncated one, the equations of motion yield a well posed problem and thus
allow one to study, in particular, their nonlinear behavior. This is schematically represented by
the solid arrow in Fig. 1. As we shall discuss, our strategy to construct a fixed theory relies on
two foundations. The first one guides how to modify the equations of mnonlinearotion so that
they lend themselves to defining well posed problems for the regime of interest. These modifica-
tions enforce a consistent gradient expansion, and thus truncation of the underlying equations is
maintained, and consequently energy cascade to the ultraviolet is controlled. The methodology
is inspired in the so-called Israel-Stewart formulation of relativistic viscous hydrodynamics which
addressed similar problems. The second one argues one indeed obtains reliable answers in 3+1
dimensions after suitably modifying the dynamics as described above. Such argument relies on
indications that GR—and viable extensions—in the long wavelength regime of perturbations to
black hole spacetimes, favours an indirect energy cascade. At the theoretical level, such indications
are motivated by the fluid/gravity correspondence in Anti-de Sitter (AdS) spacetime [17–19], the
study of perturbations of highly spinning black holes in asymptotically flat spacetimes [20], argu-
ments from nonlinear couplings in General Relativity [21, 22], and, most importantly, by the lack of
significant short-scale features in observed gravitational waves of merging black holes. Supported
by these indications, reliability on calculations obtained from “fixed” theories, would ultimately
allow confrontation of solutions versus actual phenomena observed in the nonlinear regime. This is
represented by the left, dotted arrow closing the cycle of Fig. 1. This work is organized as follows.
In Sec. II we succinctly review the Israel-Stewart formulation of relativistic viscous hydrodynamics,
and we argue in support of its application to gravity theories. In Sec. III we provide an example of
the implementation of our approach in a particular toy model. In Sec. IV A we apply the idea to the
case of linearized gravity in the context of Noncommutative Geometry. In Sec. IV B, the same idea
is implemented in a couple more models: The first one is inspired on the linearized field equations
of dynamical Chern-Simons gravity, whereas the second one is inspired in the Cauchy formulation
of the same field equations. We conclude in Sec. V. Through this manuscript, early latin symbols
a, b, c, ... correspond to spacetime indices, whereas middle latin ones i, j, k, ... correspond to spatial
indices. We work with geometrized units (G = c = 1).
3Truncated TheoryFixed Theory
Full Theory
FIG. 1: (Color online). Schematics of the three possible theories. First, a Full Theory is envisioned which
is free of pathologies and, in particular, problems studied in it are well posed. Such theory is in general
unknown and a Truncated Theory is written instead. Ideally, phenomenology/observations drawn from the
Truncated Theory are expected to guide the construction of the Full Theory. Since the Truncated Theory
typically has pathologies, a Fixed Theory is to be constructed. When done consistently, the Fixed Theory
informs about the Truncated Theory and, in turn, the Full Theory.
II. BRIEF REVIEW ON ISRAEL-STEWART’S FORMULATION OF RELATIVISTIC
VISCOUS HYDRODYNAMICS
To fix ideas, we step back from analyzing the case of gravity and first review the formulation
of relativistic viscous hydrodynamics, which, as we shall see, bears a close relation to our goal.
For concreteness and without loss of generality, we will concentrate on neutral, conformal fluids
described by a trace-free stress-energy tensor Tab on a d-dimensional flat background. We adopt the
modern approach to relativistic hydrodynamics as an expansion in gradients of the fluid fields [23,
24], and keep terms to second order in these gradients. This is then a truncated theory which, as
described next, has pathologies when dissipation is considered. In concrete terms, for a conformal
fluid of total energy density ρ and pressure p measured by observers comoving with d-velocity ua,
we consider the expansion
Tab = (ρ+ p)uaub + pηab
− ησab + ητΠ
[
<Dσab> +
1
d− 1σab∇cu
c
]
+ λ1σc<aσ
c
b> + λ2σc<aΩ
c
b> + λ3Ωc<aΩ
c
b>, (1)
where D := ua∇a is the derivative operator in the direction of ua, and Ωab := hachbd∇[cud] and
σab/2 := <∇aub> are the fluid’s vorticity and shear tensors, respectively, defined by means of the
projector to the space orthogonal to ua, hab := ηab+uaub, and the symmetric traceless part of such
projection, which for a second rank tensor Aab is given by
<Aab> := hachbdA
(cd) − 1
d− 1habhcdA
cd. (2)
In expansion (1), η represents the fluid’s shear viscosity, whereas (τΠ, λ1, λ2, λ3) denote nonlinear
transport coefficients. The fluid’s equations of motion are obtained from the conservation laws
∇aT ab = 0 coupled to the constraint uaua = −1 and the equation of state p = ρ/(d − 1) which is
imposed by conformal invariance. As is well known, restricting to the perfect fluid case—first line
4of Eq. (1)—yields a strongly hyperbolic system of equations which, supplemented with appropriate
initial and boundary conditions, yields a well posed Cauchy problem. In turn, the inclusion of
viscous terms breaks this property, hyperbolicity is lost and features like acausal propagation of
perturbations due to unbounded phase velocities appear, as well as runaway energy transfer [24, 25].
Such unphysical behavior is understood as one regards relativistic hydrodynamics as an effective
theory in the long wavelength regime. Thus, as energy runs towards shorter wavelengths due to
nonlinearities, one abandons the regime of applicability of the gradient expansion, and the evolution
system for the hydrodynamic variables can no longer be trusted. Although at the linear level this
could be dealt with by imposing a physical ultraviolet cutoff, such strategy is not well justified in
the nonlinear regime. Unfortunately, in general cases, the full theory is unknown, leaving us with
no theory to explore all the regimes of interest.
One option to remedy this situation was introduced by Israel and Stewart [26–28]. They de-
rived alternative equations of motion for relativistic viscous hydrodynamics starting from extended
irreversible thermodynamics considerations [29]. The resulting set of equations, which govern the
fixed theory, is constructed so as to ensure staying within the regime of applicability of the trun-
cated theory. The underlying assumption is that a gradient expansion is applicable in the physical
problem of interest. If this condition is not satisfied, then one is outside the regime of applicability
of the truncated theory. For a complete, didactic derivation of the Israel-Stewart theory, we refer
to [24], for instance. For brevity, here we describe a rather pragmatic approach, which can be
succinctly described as follows. First, promote everything but the perfect fluid part of Tab as a
new tensor Πab—namely the viscous part of the stress-energy tensor. Next, notice that, to leading
order, Πab = −ησab. Then, one can write
Πab = −ησab
−τΠ
[
<DΠab> +
1
d− 1Πab∇cu
c
]
+
λ1
η2
Πc<aΠ
c
b> −
λ2
η
Πc<aΩ
c
b> + λ3Ωc<aΩ
c
b>. (3)
One can then turn this equation into an evolution equation for Πab of the form
τΠu
c∇cΠab = −Πab − ησab + lower order terms, (4)
which ensures that in a timescale given by τΠ, Πab approaches ησab, thus higher derivatives are sub-
leading. The resulting system of equations is again strongly hyperbolic, and well posed problems
can be defined. Mathematically, the problem is now well defined; but what about the physics?
That is, has this modification altered the physics obtainable with these equations in such a way
that their results bear little (or limited) relation to the original system—as long as such system
can reliably treat problems of interest? We recall that the fixed theory has been written to enforce
a gradient expansion condition. As a result, energy flow to higher frequency modes is reduced.
Is this consistent with the desired physics? Interestingly, the answer to this question depends on
the dimensionality of the problem. Indeed, in two spatial dimensions—where energy preferentially
flows to lower frequency modes—the fixed theory does not affect the outcome in a significant way
when applied to initial conditions within the regime of applicability of the gradient expansion. This
behavior is due to the existence of a (quasi) conserved quantity dubbed as enstrophy [30]. The
fact that the rate of change of enstrophy is low constrains the amount of energy that can flow
to high frequencies [31, 32]. Consequently, the Israel-Stewart formulation applied to 2+1 viscous
relativistic hydrodynamics yields solutions which should approximate well the underlying (putative)
5theory1. Its main effect is simply to control high frequency modes which, especially in computational
implementations, can be easily triggered [34]. As mentioned then, applying the Israel-Stewart
formulation of viscous relativistic hydrodynamics does not only lead to well posed problems but, in
2+1 dimensions, provides reliable answers with respect to the putative full theory [35]. Likewise,
when addressing extensions to General Relativity derived from an effective theory approach, the
assumption is that the problem of interest is in the regime of applicability of the truncated theory.
Next, we will discuss scenarios when staying in such regime is likely.
A. Possible implications on gravity
The above discussion highlighted two important aspects that we will exploit in our program. First,
what the Israel-Stewart approach to “fixing” viscous relativistic hydrodynamics entails mathemat-
ically. Second, that such fix should provide faithful solutions to the case of 2+1 dimensions for
the hydrodynamical problem. Let us comment on the second property and its connection for our
purposes in gravitational theories.
• In the context of long-wavelength perturbations of asymptotically AdS black holes, a
fluid/gravity correspondence has been derived [17–19], which uniquely relates d-viscous rela-
tivistic hydrodynamics with d+ 1 gravity. This correspondence shows the intrinsic relation of
gravitational and hydrodynamical solutions in perturbations with long wavelengths. In par-
ticular, 2+1 hydrodynamics phenomena has a counterpart in 3+1 gravity (e.g. [19, 31, 36])2.
Furthermore, arguments for the existence of a gravitational analogue to enstrophy have been
provided as well as direct simulations of the inverse energy cascade in both hydrodynamics
and gravitational problems [31–33, 36–38].
• In the context of long-wavelength perturbations of highly spinning black holes in asymptoti-
cally flat spacetimes, recent work has revealed a close connection between gravitational tur-
bulence and the analog phenomena in hydrodynamics [20]. As well, tantalizingly, the Bianchi
identities at future null infinity, when expressed in terms of the vorticity field [33] reduces to
an equation analog to the one governing the vorticity in hydrodynamics, from which the slow
rate of change of enstrophy is understood.
• The recent detection of gravitational waves of merging black holes has shown waveforms that
do not indicate a significant transfer of energy to shorter wavelengths takes place, even when
the spacetime around a given black hole is perturbed in a significant way through the merger
with another [39–41].
The above considerations, coupled with the celebrated result of the stability of Minkowski space-
time for initial data in a suitable Sobolev norm [42, 43]—which limits the amount of energy that
higher frequency modes acquire—suggest that, for long-wavelength perturbations, 3+1 perturba-
tions do not have a significant direct energy cascade. Consequently, it is natural to expect that
1 In practical terms, solutions in 2+1 dimensions do not depend sensitively on the value of τΠ [33].
2 When applied to 3+1 hydrodynamics, the Israel-Stewart formulation produces solutions that do depend sensitively
on the additional parameters introduced (e.g. τΠ), thus it requires a thorough analysis to understand the extent and
regime in which solutions can indeed be trusted. The same caveat applies if our program were to be implemented
in higher dimensional theories of gravity (unless such dimensions were to be small or somehow screened).
6higher derivatives present in the equations of motion of extensions to GR, in the right regimes,
could be well behaved. At this point we should stress that this is not always the case. It depends
on the scenario under consideration. For example, strong energy cascades to shorter wavelengths
occurring in the context of the singularity theorems [44, 45], would make our approach not applica-
ble. Another relevant example would be black hole formation. In the case of gravitational collapse
of a compact star to a black hole, for instance, our approach might be applicable as long as higher
order gradients do stay reasonably small—which is indicated by simulations in GR. However, in
critical collapse [46], it will not be applicable.
III. GENERAL IDEA AND TOY MODEL EXAMPLE
In order to illustrate how an approach inspired in the Israel-Stewart strategy can help to alleviate
the blowing-up of solutions and unbounded phase velocities of high frequency modes, in this section
we introduce a toy model capturing these issues. Let us consider the following non-linear partial
differential equation for a complex scalar field ψ defined in 1 + 1 Minkowski spacetime in Cartesian
coordinates (t, x),
ψ = ψ∂nxψ, (5)
where  := −ηµν∇µ∇ν is the d’Alembert operator, and ∂nx indicates n-th order differentiation
with respect to the spatial coordinate x. In order to explore the possible non-linear phenomenology
of Eq. (5), we follow the standard approach of linearizing it with respect to a general solution
and study the behavior of general perturbations. As we will show in Sec. IV A and Sec. IV B,
linearized solutions of effective gravity theories share features with linearized solutions of the toy
model Eq. (5). We first notice that ψ = const. is a trivial solution of the nonlinear Eq. (5). Let us
take λ ∈ R+ and consider the linearization
ψ = λ+ φ, (6)
where the complex function φ represents a small deviation from the constant λ. Then, from Eq. (5)
one obtains that, to leading order, φ satisfies
φ = λ∂nxφ. (7)
In order to analyze the solutions’ behavior of the linear Eq. (7), we consider the ansatz
φ(t, x) = A exp(st+ ikx), (8)
with A, k ∈ R, s ∈ C, for which Eq. (7) implies the “dispersion relation” s(k) = ±√λ(ik)n − k2.
It is clear that λ being positive allows for s(k) to generically develop a positive, unbounded real
part, which then gives rise to solutions with unbounded growth rates—which stands in the way of
well-posedness. In the following Subsections we discuss the representative cases of n = 4 and n = 3.
A. Case n = 4
In the case of n = 4, the dispersion relation associated to Eq. (7) under the ansatz in Eq.(8),
is given by s(k) = ± ik√1− λk2, revealing the existence of blowing-up modes for sufficiently
7large values of k—high frequencies. Moreover, for arbitrarily large values of k, the phase speed
||s(k)/k|| approaches √λk, which exceeds the speed of light for k > 1/√λ. This implies acausal
mode propagation.
Let us now introduce the independent dynamical variable Π := ∂2xφ, together with the ad-
hoc evolution equation σΠ = ∂2xφ − τ∂tΠ − Π, where σ, τ ∈ R+. Our guiding principle in the
construction of this equation for Π, is that it should keep high order gradients small by enforcing
Π to approach ∂2xφ in a timescale τ . In general, the specific form of this equation would not matter
as long as energy does not significantly cascade to shorter wavelengths. If energy flows strongly to
higher frequencies, then the specific choice of evolution equation, which will have different inherent
timescales will likely have a significant impact on the solution. After the introduction of Π and its
evolution equation, the original Eq. (7) is replaced by the system
φ = λ∂2xΠ, (9a)
σΠ = ∂2xφ− τ∂tΠ−Π. (9b)
As we shall show, provided that σ is sufficiently large, namely σ ≥ λ, solutions of Eqs. (9) of the
form φ(t, x) = A exp(st+ ikx), Π(t, x) = Aβ(s, k) exp(st+ ikx), possess no blow-up modes, and
their phase velocity is bounded for all k. In practice, nonexistence of blow-up modes is equivalent
to nonpositivity of the real part of the dispersion relation solutions s(k). In order to show this, we
first notice that, with the given ansatz, Eqs. (9) imply the algebraic system(
s(k)2 + k2
)
= −λβ(s, k)k2, (10a)
σβ(s, k)
(
s(k)2 + k2
)
= −k2 − τβ(s, k)s(k)− β(s, k), (10b)
from which, eliminating β, we obtain the quartic equation for s(k),(
s(k)2 + k2
)[
σ
(
s(k)2 + k2
)
+ τs(k) + 1
]
= λk4. (11)
We shall show that the solutions of Eq.(11) have nonpositive real part. For clarity we split the
proof into two parts. In the first one, we show that Re[s(k)] 6= 0 for k 6= 0. In the second one, we
show that Re[s(0)] ≤ 0 and that it is a local maximum of Re[s(k)]. Combining results, and by
virtue of the continuity of s(k), we will conclude that Re[s(k)] ≤ 0 for all k ∈ R.
• For the first part of the proof, we observe that s(k) = 0 is not a solution for k 6= 0, the reason
being clear if we rearrange Eq. (11) as
s(k)2 + τs(k)
(
s(k)2 + k2
)
+ σs(k)4 + 2σs(k)2k2 = k2
[
(λ− σ)k2 − 1] , (12)
where σ ≥ λ guarantees nonvanishing of the right-hand side. Thus s(k) 6= 0 for k 6= 0. Now we
proceed by contradiction. Let k 6= 0, s(k) = u(k) + iv(k), and suppose u(k) = 0, then v(k) 6= 0,
otherwise s(k) = 0. Substituting s(k) = iv(k) in Eq. (12) results into
v(k)2
[
σv(k)2 − 2σk2 − 1] = k2 [(λ− σ)k2 − 1] , (13a)
iτv(k)
[
k2 − v(k)2
]
= 0. (13b)
Equation (13b) reveals v(k) = ±k, which in Eq. (13a) implies λ = 0, contradicting the hypothesis
λ ∈ R+. Therefore u(k) = Re[s(k)] 6= 0 for k 6= 0.
8• For the second part of the proof, consider k = 0. In this case, Eq. (12) reads
s(0)2
[
σs(0)2 + τs(0) + 1
]
= 0,
which has the trivial solution s(0) = 0, as well as
s±(0) = − τ
2σ
±
√( τ
2σ
)2
− 1
σ
. (14)
Thus Re[s(0)] ≤ 0 regardless of the relation between τ and σ. Furthermore, Re[s(k)] reaches a local
maximum at k = 0, as can be inferred by differentiating Eq. (12) with respect to k and evaluating
in k = 0, giving
s(1)(0) = 0, s(2)(0) = i, s(3)(0) = −i3λ, s(4)(0) = −12λτ, (15)
where s(i) denotes the i-th derivative of s with respect to k. Therefore, Re[s(k)] ≤ 0 for all k ∈ R,
which completes the proof.
In summary, the system of equations (9) constitutes a modification of the original Eq. (7) inspired
on the Israel-Stewart approach to relativistic hydrodynamics. This modification is such that the
dispersion relation s(k) associated to the system (9) has nonpositive real part, preventing the
existence of blowing-up modes originally present in Eq. (7). Nevertheless, it is important to verify
whether or not the modified system (9) preserves the dynamics of the original Eq. (7) in the low
frequencies regime, as such is the regime that might have inspired the model (or its truncation).
Despite the fact that we have eliminated the troublesome blowing-up modes, we could have “spoiled”
the physics in the process. In order to investigate this possibility, we have numerically solved the
polynomial equations for s(k) associated to Eqs. (7) and (9), respectively. In Fig. 2 we show the
real and imaginary parts of s(k) for system (7) with λ = 1, where S1 and S2 denote each of the
solutions s(k) = ±ik√1− λk2.
FIG. 2: (Color online) Real and imaginary parts of the dispersion relation solutions s(k) for the original,
linearized model Eq. (7) with n = 4 and λ = 1.
The appearance of blowing-up modes with k > 1 is evident in the right panel of Fig. 2. Even if
we argue that for values of k sufficiently far away from the blow-up region the dispersion relation
associated to this model could accurately describe physical modes, in a practical sense, the issues in
the high frequency regime would not let us exploit the good aspects of the theory, and here is where
9the modified model (9) steps in. Solving the quartic equation (11), in Fig. 3 we show the behavior
of its four solutions s(k), where, as an example, we have set τ = 5, σ = 3, and we have denoted the
i-th solution by Si
(m). In particular, we observe that the magnitude of the real part of solutions
S3
(m) and S4
(m) is smaller than that of solutions S1
(m) and S2
(m), thus corresponding to a slower
decay. Moreover, this real part goes to zero as k → 0. Also, at sufficiently small k, the imaginary
part of solutions S3
(m) and S4
(m) approaches that of S1 and S2, respectively, meaning that these
low-k modes present in the original system are still present in the modified model. These features
of solutions S3
(m) and S4
(m) persist as we choose different values of τ and σ. The curves describing
solutions S1
(m) and S2
(m) change their shapes when we vary the parameters, but in general we
observe that Re[S1,2
(m)] ≤ Re[S3,4(m)] ≤ 0.
FIG. 3: (Color online) Real and imaginary parts of s(k) for the modified model Eq. (9), with τ = 5, σ = 3,
and λ = 1.
The qualitative idea that we get from these observations is the following. The modified system (9)
captures solutions of the original model (7) for sufficiently small values of k, which is good news
provided that the inverse cascade hypothesis is correct. Moreover, high frequency blowing-up modes
are no longer a problem. Even though “spurious” modes also appear as a result of the modification
[S1
(m) and S2
(m)], these modes in general decay faster than those we identify with the original ones
from Eq. (7).
1. On the dispersion relation for large k
To complete our discussion on the modified model represented by Eqs. (9), we explore the behavior
of the dispersion relation solutions s(k) of Eq. (11), as well as their phase velocity s(k)/k in the
high frequency regime. To this respect, numerical computations suggest that s(k)/k asymptotes a
constant complex value. This motivates an inspection of Eq. (11) under the ansatz s(k) = αk with
α ∈ C. Considering only leading terms, we find σ(α2 + 1)2 − λ = 0, whose solutions are
α(±,±) = ±
√
−1±
√
λ
σ
. (16)
By virtue of the assumption σ ≥ λ, these solutions are purely imaginary, as expected. Furthermore,
as the magnitude of α(±,±) corresponds to the phase speed ||s(k)/k||, Eq. (16) reveals that two of
the solutions possess modes propagating at subluminal speeds, whereas the other two solutions
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posses superluminal—but bounded—modes, being the departure from the speed of light dependent
on the ratio λ/σ. These expectations are confirmed in Fig. 4. As a general feature, we have found
that the superluminal modes correspond to the “spurious” modes identified in Fig. 3 [S1
(m) and
S2
(m)], as long as σ & τ .
FIG. 4: (Color online) Imaginary part of s(k) for the modified model Eq. (9) in comparison to s(k) = ±ik,
with λ = 1, τ = 5, σ = 3 (left panel) and λ = 1, τ = 2, σ = 3 (right panel).
We have learned not only that the mode’s velocity remains finite as k grows large, but it can
be controlled by the parameters σ and τ . Since the speed of all modes is bounded, the numerical
solution of the problem would only require relatively straightforward techniques.
B. Case n = 3
The case of n = 3 has interesting properties which are not present in the case of n = 4, as we
shall show in the following discussion. First, the dispersion relation associated to Eq. (7) is now
given by
s(k) = ± ik√1 + λik, (17)
and because of the i factor below the square root, we have blowing-up solutions for any k, as well
as the existence of superluminal modes. (See Fig.5.)
The more pathological behavior observed in this case, is due to the fact that the symmetry
between the order of time and space derivatives is broken in Eq. (7). As we will show later, there
are indeed extensions to GR that contemplate such scenarios.
As we did in the n = 4 case, we introduce a modified system in an attempt to fix the solutions’
pathologies. One possible modification is the following:
φ = λ∂xΠ, (18a)
σ∂t∂xΠ = ∂
2
xφ− τ∂tΠ−Π. (18b)
Notice that instead of introducing a term of the form σΠ in Eq. (18b), we have instead employed
a combination of one time derivative and one spatial derivative, which restores the symmetry
related to space and time derivatives in the original equation. Using again the ansatz φ(t, x) =
11
FIG. 5: (Color online) Real and imaginary parts of the dispersion relation solutions s(k) for the original,
linearized model Eq. (7) with n = 3 and λ = 1.
A exp(st+ ikx), system (18) implies
s(k)2 + k2 = λβ(s, k)ik, (19a)
σβ(s, k)iks = −k2 − τβ(s, k)s(k)− β(s, k). (19b)
Eliminating β, we obtain the cubic equation for s(k)(
s(k)2 + k2
)
(σiks+ τs(k) + 1) = −λik3, (20)
whose solutions Si
(m) are presented in Fig.6, as well as a comparison between the imaginary parts
of these solutions and the ones corresponding to the original solutions Si of Eq. (7).
FIG. 6: (Color online) Real and imaginary parts of s(k) for the modified model Eq. (18), with τ = 2,
σ = 2, and λ = 1.
As can be inferred from the left panel of Fig. 6, blowing-up modes still exist in this case. However,
divergences are controlled as the real part of s(k) is bounded from above for every k. Therefore,
the problem is still well posed. Regarding the speed of mode propagation, we can see from the
right panel of Fig. 6, that the effect of the modification we introduce is to prevent the existence
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of superluminal modes. A natural objection about the structure of Eq. (18b) is the presence
of the crossed derivative term which obscures the understanding of the evolution of the system.
However, a simple modification can easily address this issue. Consider instead the addition of a
term proportional to Π, leading to the modified system
φ = λ∂xΠ, (21a)
αΠ + σ∂t∂xΠ = ∂2xφ− τ∂tΠ−Π, (21b)
with α ∈ R. Now, both φ and Π are determined by second-order in time equations. Importantly,
the alternative system Eqs. (21) also fixes the ill-posedness of Eq. (7) in a qualitatively similar
fashion as Eqs. (18). Repeating the analysis, in Fig. 7 we show that the high frequency dependent
blow-up modes are controlled since the real part of s(k) is bounded from above for every k, and
propagation speeds are not superluminal.
Summarizing, in the original ill-posed model Eq. (7) with n = 3, blowing-up solutions and
acausal propagation exist. We have alleviated these pathologies based on a prescription inspired in
the Israel-Stewart approach. As a result, the blow up of solutions has been controlled in such a way
that continuity in initial conditions is restored, and no more acausal mode propagation is present.
We have also shown that successful modifications of the original problem are not unique [compare
Eqs. (18) and (21)], underscoring how versatile the strategy is.
FIG. 7: (Color online) Real and imaginary parts of s(k) for the modified model Eq. (21), with τ = 2,
σ = 2, λ = 1, α=2.
IV. EXAMPLES IN SOME EXTENSIONS TO GENERAL RELATIVITY
As we mentioned in the introduction, our goal is not to concentrate on a specific case of the
many modifications that exist in the literature. Rather, our goal is to present a general approach
that could be adopted in one’s theory of choice. Having presented a thorough discussion of our toy
models, we now illustrate the approach in a couple of extensions to GR: Noncommutative Geometry
and Dynamical Chern-Simons gravity. Our choices are solely motivated by the disparate structure
they possess and the challenge they present to our approach. As discussed next, their intrinsic
problems with respect to the question of well-posedness can be addressed by our strategy.
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A. Linearized Noncommutative Geometry
This theory arises in the framework of Noncommutative Geometry (NCG), an effective theory
that attempts to elucidate the nature of spacetime at high-energies scales [47, 48]. It is suspected
that as energies approach the Planck scale, quantum gravity effects would manifest themselves as
noncommutative properties of spacetime. The NCG framework suggests that for energies below, but
close to the Planck scale, the spacetime can be considered as an “almost” noncommutative manifold,
more specifically, the product of a Riemannian spin manifold with a finite noncommutative space.
Several of its aspects have attracted attention in the recent past, like the fact that it provides a
geometrical derivation of the Standard Model; or that it has applications in high energy particle
physics and early universe cosmology. As an example of the latter, Ref. [49] explores constraints
on the gravitational sector of the theory, and derives equations of motion for the metric gab from a
spectral action. To the best of our knowledge, this theory has not been explicitly shown to not admit
a well posed initial value formulation. However, a cursory inspection of the resulting underlying
equations hints this is very likely the case. To discuss a specific case, we consider a low energy,
weak curvature regime, in which the nonminimal coupling between the background geometry and
the Higgs field is neglected. In such a regime, the following field equations are obtained in four
spacetime dimensions
Rab − 1
2
gabR = λ
(
2∇c∇dWacbd +WacbdRcd
)
+ κTMatterab , (22)
where Wacbd is the Weyl tensor, Rab and R are the Ricci tensor and scalar, respectively, ∇ is the
Levi-Civita connection, and λ, κ−1 = 16piGN are coupling constants. Here, we will focus in the
vacuum case, so we take a vanishing stress-energy matter tensor TMatterab = 0. In this case, the
traceless condition of the Weyl tensor implies R = 0, so we are left with the equation
Rab = λ
(
2∇c∇dWacbd +WacbdRcd
)
. (23)
We can rewrite the first term on the right-hand side of the equation above using the fact that, in
four spacetime dimensions, in the case of vanishing Ricci scalar, the Weyl tensor can be written as
Wacbd = Racbd +
1
2
(gadRcb + gcbRad − gabRcd − gcdRab). (24)
Then, using Bianchi’s Identity and its contracted version, which implies 2∇aRab = ∇bR = 0, we
obtain
∇dWacbd = 1
2
(∇cRab −∇aRbc), (25)
and thus 2∇c∇dWacbd = (Rab −∇c∇aRbc), so the equations of motion read
Rab = λ
(
Rab −∇c∇aRbc +WacbdRcd
)
. (26)
Let us now consider the linearized version of the theory around Minkowski spacetime. For this,
we assume gab = ηab+hab with the metric perturbation |hab|  |ηab|. We choose the Lorenz gauge,
∂ah¯ab = 0, where h¯ab is the trace reversed perturbation, so we have 2Rab = −hab, and we obtain
the equations of motion up to first order in hab
hab = λ (hab − ∂c∂ahbc) . (27)
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One can check, using the equation above for the components of hab and for its trace, that it is
consistent to use the residual gauge freedom from the Lorentz gauge to set h0i = 0 and h = 0. In
this case, the Lorentz gauge condition becomes ∂ahab = 0, and the equations of motion (27) reduce
to
hij = λhij . (28)
Now, we study Eq. (28) from the same perspective as Eq. (7). We first consider the ansatz hij(t, ~x) =
Aije
st+i~k.~x, where ij is a symmetric traceless spatial tensor orthogonal to ~k, with ~x, ~k ∈ R3, A ∈ R.
With this ansatz, Eq. (28) implies the algebraic equation for the dispersion relation s(k)
λ
(
s(k)2 + |k|2)2 − (s(k)2 + |k|2) = 0, (29)
whose solutions are
s(k) = ±i|k| and s(k) = ±
√
1
λ
− |k|2. (30)
The first pair is a sensible set of solutions propagating at the speed of light, whereas the second
pair gives rise to blow-up modes if λ > 0 and |k| is sufficiently small. Notice that this feature is
different to the one that we were tackling so far, namely ill-posedness evidenced by the existence
of high frequency blowing-up modes. However, our strategy is not exclusively applicable to fix
the uncontrolled growth of high frequency modes. Moreover, in this case there is no signature of
acausality because the modes’ velocity is bounded in any frequency regime. Notice also that the
solutions s(k) behave well if we assume λ < 0, which is precisely the case being explored in the
literature [49]. Nevertheless, the blowing-up of low frequency modes is indeed an issue per se, and
thus we employ this model as a convenient example of the application of the Israel-Stewart line of
thought in a gravity context. In order to show this, let us consider the system
hij = λΠij , (31a)
Πij = hij − τ∂tΠij − σΠij . (31b)
Taking the usual ansatz for the new dynamic field Πij(t, ~x) = Aβ(s,~k)ije
st+i~k, Eqs. (31) imply
that the associated dispersion relation s(k) satisfies
λ
(
s(~k)2 + |k|2
)2
−
(
s(~k)2 + |k|2
) [
σ
(
s(~k)2 + |k|2
)
+ τs(~k) + 1
]
= 0, (32)
with solutions
s(~k) = ±i|k| and s(~k) = − τ
2(σ − λ) ±
√(
τ
2(σ − λ)
)2
− 1
(σ − λ) − |k|
2. (33)
The first set of solutions exhibits the same modes travelling at the speed of light as the original
Eq. (28). The second set is such that Re[s(~k)] < 0 for all ~k, provided σ > λ and τ > 0. It is also
easy to check that in the case of σ = λ, Re[s(~k)] < 0 for all ~k, provided τ > 0. Still in this case,
the dispersion velocity keeps bounded in any frequency regime. In particular, it approaches the
speed of light as k grows arbitrarily large. Notice that the phase velocity’s magnitude ‖s(~k)/k‖
asymptotes the speed of light from below as k growths arbitrarily large.
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In summary, we have considered a rather simplified model of linearized gravity in the context of
Noncommutative Geometry. We have found the existence of blowing-up modes in the low frequency
regime of solutions of the equation governing the propagation of metric perturbations. Next, we
have suitably modified this equation with our approach, and we have shown that solutions do not
have blowing-up modes anymore.
B. Linearized Chern-Simons gravity
Chern-Simons (CS) gravity is an effective extension of General Relativity [50, 51]. It is mainly
motivated by parity-violating requirements from particle physics, and can be derived from different
approaches, in particular via a low energy limit of string theory [52]. As in the previous example,
well-posedness of CS gravity is formally an open question and, even when in certain specialized
cases the theory has been proven to be well posed as a Dirichlet boundary value problem [53], its
structure in general situations again hints strongly that it will not lead to well posed problems
in general. Indeed, the presence of higher order derivatives in the equations of motion can lead
to the emergence of unstable modes, unless CS is regarded as an effective field theory for which
only linear terms are kept in a perturbative expansion around GR [54]. The authors of the same
work conclude that, in the full, nonperturbative case, there are strong suspicions of ill-posedness
of the CS evolution system. For our current purposes, the presence of higher derivative terms in
CS gravity constitutes a suitable scenario to apply the ideas presented throughout this work. Let
us consider a 4-dimensional spacetime (M, gab) with Levi-Civita connection ∇. The CS action is
given by
S =
∫
M
d4x
√−g
{
κR+
α
4
ϑ ∗RR− β
2
[∇aϑ∇aϑ+ 2V (ϑ)] + LMatter
}
, (34)
where κ−1 = 16piGN , α and β are dimensional coupling constants, R is the Ricci scalar, g is the
determinant of the metric tensor gab, and ϑ is a real, scalar coupling field. The Lagrangian density
LMatter corresponds to matter fields independent of ϑ. The Pontryagin density is defined by
∗RR := −1
2
cdefR
abefRabcd, (35)
where cdef is the 4-dimensional Levi-Civita tensor. Notice that in the case where α = 0 and β = 1,
CS reduces to GR with the scalar field ϑ minimally coupled to the gravity sector.
The extrema of action (34) with respect to gab and ϑ, respectively lead to the field equations and
scalar field equation of motion
Gab +
α
κ
Cab =
1
2κ
Tab, (36a)
ϑ+ α
4β
∗RR =
dV
dϑ
, (36b)
where Gab = Rab − 12gabR is the Einstein tensor, Cab := ∇cϑcde(a∇eRb)d +∇c∇dϑ ∗Rd(ab)c is the
so called C-tensor, and Tab is the total stress-energy tensor given by
Tab = − 2√−g
(
δLMatter
δgab
+
δLϑ
δgab
)
, (37)
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where Lϑ = −(β/2) [∇aϑ∇aϑ+ 2V (ϑ)].
In the following, we restrict to the vacuum case, as well as vanishing scalar field potential, meaning
LMatter = 0 and V (ϑ) = 0. In this case, the field equations in trace-reversed form, and the scalar
field equation of motion are
Rab +
α
κ
Cab =
1
2κ
(
Tab − 1
2
gabT
)
, (38)
ϑ+ α
4β
∗RR = 0, (39)
with
Tab = β
(
∇aϑ∇bϑ− 1
2
gab∇cϑ∇cϑ
)
and T = gcdTcd. (40)
A subclass of CS gravity assumes a nondynamical scalar field ϑ. This framework is set by
choosing the coupling constant β = 0 at the level of the action (34), further implying the Pontryagin
constraint ∗RR = 0, which is rather restrictive in the allowed types of spacetime solutions. An
extended discussion on the nondynamical formulation can be found in [51]. As opposed to the
nondynamical case, the more generic dynamical Chern-Simons (dCS) framework, in which ϑ is
allowed to evolve according to Eq. (36b), is less restrictive and thus has the potential to be physically
more relevant. For this reason, in this work we focus on the dCS extension of GR.
1. Linearization of dCS gravity
We now proceed to study the linearized dynamical Chern-Simons theory. For this, we consider
perturbations of both the metric and the scalar field,
gab = g¯ab + hab, (41)
ϑ = ϑ¯+ δϑ, (42)
where g¯ab and ϑ¯ constitute a background solution of Eqs. (38)-(39).
3 Our analysis will be focused
on high frequency solutions of the perturbed equations of motion, aiming to spot pathologies due to
higher derivatives in this particular regime. Our approach to high frequencies assumes the geometric
optics approximation, which we adopt by considering the following ansatz for the metric and scalar
field perturbations,
hab = Aab(t, x
j) exp
[
iφ(t, xk)/φ
]
, (43)
δϑ = B(t, xj) exp
[
iφ(t, xk)/φ
]
, (44)
where the requirement that the phase φ varies much faster than the amplitudes (Aab, B) is achieved
by taking the parameter φ  1. Notice that we are considering steady-state solutions since the
3 The same problem was treated in Refs. [55, 56] with a decomposition of background and perturbed quantities
suitable to their applications. In Ref. [57], linear perturbations at the level of the action were performed, which
unveiled the presence of ghost degrees of freedom in the case of ϑ¯ 6= 0.
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metric and scalar perturbations share the same phase function. The way we discriminate terms in
our approximation is the following. Terms including derivatives of the phase function, ∇aφ, will be
accompanied by factors of −1φ . From the structure of the equations of motion, it is easy to see that
we will have four kinds of terms, having from zero to three derivatives of the phase function. The
third derivative term comes from the portion of the equations of motion that we are most interested
in study, so we will keep it. As we want to stay as close to leading order as possible, we will also
keep second derivative terms, but we will drop the lower derivative ones. Now, since the linearized
energy momentum tensor and its trace can only have at most one derivative of φ at linear order in
the perturbation, we can ignore the right-hand side of Eq. (38) and linearize instead
Rab +
α
κ
Cab = 0. (45)
Dropping terms with fewer than two derivatives of the perturbation, we obtain4(
Rab +
α
κ
Cab
)(1)
= − 1
2
(
∇¯a∇¯bh+ ∇¯c∇¯chab
)
+ ∇¯c∇¯(ahb)c
+
α
κ
∗R¯c(ab)d∇¯d∇¯cδϑ− α
2κ
(∇¯d∇¯cϑ¯) ¯(a|def |∇¯b)∇¯fhec
+
α
2κ
(∇¯d∇¯cϑ¯) ¯(a|def ∇¯c|∇¯fheb)
− α
2κ
(∇¯cϑ¯) ¯(a|cef ∇¯f ∇¯d|∇¯b)hde
− α
2κ
(∇¯cϑ¯) ¯(a|cef ∇¯f ∇¯d|∇¯ehdb)
+
α
2κ
(∇¯cϑ¯) ¯(a|cdf ∇¯f ∇¯e|∇¯ehdb)
+
α
2κ
(∇¯cϑ¯) ¯(a|cef |∇¯f ∇¯e∇¯b)h+O (−1φ ) , (46)
where symbols with an over bar correspond to background functions and operators, and h is the
trace of the metric perturbation. Towards linearization of Eq. (39), on the one hand we have
ϑ(1) = ϑ¯+ ¯δϑ− hab∇¯a∇¯bϑ¯
− 1
2
g¯ab
[
g¯cd(∂ahbd + ∂bhda − ∂dhab)
− hcd(∂ag¯bd + ∂bg¯da − ∂dg¯ab)
]
∂cϑ¯
= ¯δϑ+O
(
−1φ
)
, (47)
where in the last line we have only kept the term with second derivatives of the perturbation; and
on the other hand we have
(∗RR)(1) = 2R¯abcd¯cdef ∇¯a∇¯ehbf +O
(
−1φ
)
. (48)
4 Our perturbative calculations were all checked using the free package xPert [58, 59] for Mathematica [60].
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Therefore, the linearized version of Eq. (39) is
¯δϑ+ α
2β
R¯abcd¯
cdef ∇¯a∇¯ehbf = 0. (49)
In order to express the perturbed equations in terms of the wave vector ka := ∇aφ, we take into
account the following considerations:
(i) Quantities of the form ∇¯a∇¯bhcd ( or ∇¯a∇¯bδϑ) can be replaced by ∂a∂bhcd = kakbhcd
(∂a∂bδϑ = kakbδϑ) since these are the only terms of order 
−2
φ .
(ii) Quantities of the form ∇¯a∇¯b∇¯chde have to be examined with more detail since they contain
terms of order −2φ and 
−3
φ . This means that background Christoffel symbols will appear in
the φ expansion.
(iii) Since the tensor Cab is traceless, it is consistent to choose the transverse traceless gauge for
the metric perturbation, thus terms containing h or kahab will vanish.
(iv) In order to isolate the metric perturbation hab from the scalar field perturbation δϑ, we
multiply Eq. (46) by knk
n, and we replace the resulting term ¯δϑ using Eq. (49).
With these considerations, the equation for the metric perturbation takes the form
0 = −1
2
(kck
c)2hab
+
[
B
(1)
(a|felk
fke(kck
c) +B
(2)
(a|l(kck
c)2 +B
(3)
(a|flk
f (kck
c)2
]
hb)
l
+
[
B
(4)
abfedlk
fke(kck
c) +B
(5)
abdl(kck
c)2 +B
(6)
abfespdlk
fkekskp
]
hdl, (50)
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where the tensors B(i) are combinations of the background quantities. Being explicit:
B
(1)
afel =
α
2κ
[ (∇¯d∇¯eϑ¯) ¯adlf − (∇¯cϑ¯) ¯acnf Γ¯dnlg¯de
− (∇¯cϑ¯) ¯acef Γ¯ddl + (∇¯cϑ¯) ¯acnf Γ¯nle + (∇¯cϑ¯) ¯aclf Γ¯nne
]
,
B
(2)
al =
α
2κ
(∇¯cϑ¯) ¯acdf Γ¯dfl,
B
(3)
afl =
α
2κ
(∇¯cϑ¯) ¯aclf ,
B
(4)
abfeld =
α
2κ
{[
− (∇¯c∇¯dϑ¯) ¯(a|clf | − (∇¯cϑ¯) ¯(a|cdf Γ¯nnl| − (∇¯cϑ¯) ¯(a|cnf Γ¯ndl|]g¯b)e
+
[
− (∇¯cϑ¯) ¯(a|cdf |Γ¯nb)lg¯ne + (∇¯cϑ¯) ¯(a|clf |Γ¯nb)dg¯ne
+
(∇¯cϑ¯) ¯(a|cef |Γ¯nb)dg¯nl − 2 (∇¯cϑ¯) ¯(a|cdf |Γ¯nb)eg¯nl]
}
,
B
(5)
abdl = −
(∇¯cϑ¯) ¯(a|cd|f Γ¯nb)f g¯nl,
B
(6)
abfespdl = −
α2
βκ
∗R¯p(ab)sR¯fdcn¯cnel.
Clearly, Eq. (50) is rather convoluted, as it mixes components of the metric perturbation contracted
with tensors that depend on unspecified background quantities. However, the scope of this work
does not reach details of any particular theory. We aim to discuss on our prescription to alleviate
possible ill behavior of solutions in the high frequency regime. Thus we leave the background
unspecified5, and concentrate instead in the structure of the perturbation Eq. (50).
2. dCS toy model
Having in mind the observation in item (i), a 1 + 1 dimensional toy model can be motivated by
the structure of Eq. (50), namely
ϕ+ a∂2xϕ+ b∂4xϕ+ λ∂xϕ = 0, (51)
where ϕ plays the role of the perturbation, and (a, b, λ) are real coefficients. From this simple model
we aim to show how the highest derivative term, the one with coefficient λ, can spoil well-posedness
and how could we fix such a problem. For this purpose, we take the following strategy. First,
we consider Eq. (51) with λ = 0 and choose parameters (a, b) such that the system possesses no
blow-up modes. Then we will show how the addition of the high derivative term can spoil the
original system. Finally, we will apply our method to fix the problematic equation.
5 In fact, the assumption of specific backgrounds might even yield misleading answers as to the general behavior.
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In the case of λ = 0 and taking our usual phase function of the form φ(t, x) = st + ikx, from
Eq. (51) we find the relation (
s2 + k2
)2 − ak2 (s2 + k2)+ bk4 = 0, (52)
which leads to the dispersion relation
s(k)2 = −k2
[
1− a
2
(
1±
√
1− 4b
a2
)]
. (53)
It is not difficult to choose pairs of values (a, b) corresponding to nonblowing-up modes propagating
at constant speeds. See for example Fig. 8.
FIG. 8: (Color online) Real and imaginary parts of the dispersion relation solutions s(k) for the model
Eq. (51), with parameters a = 0.1, b = 0.001, λ = 0. No blowing-up modes are present.
We now turn on the high derivative term in Eq. (51) by taking λ 6= 0. The result is the appearance
of positive, unbounded real parts for all of the solutions of the dispersion relation s(k), indicating
the presence of blowing-up modes for Eq. (51). See Fig. 9.
FIG. 9: (Color online) Real and imaginary parts of the dispersion relation solutions s(k) for the model
Eq. (51), with parameters a = 0.1, b = 0.001, λ = 0.1. Positive, unbounded real parts reveal the existence
of blowing-up modes.
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Following our program, we fix the problem revealed in Fig. 9 by promoting the higher derivative
in Eq. (51) to a new dynamical variable Π := ϕ obeying an evolution equation that will keep
high order gradients small. The dynamics is now dictated by the system
ϕ+ a∂2xϕ+ b∂4xϕ+ λ∂xΠ = 0, (54a)
τ∂tΠ + Π−ϕ+ σΠ = 0. (54b)
Again with the ansatz ϕ(t, x) = A exp(st+ ikx), Π(t, x) = Aβ(s, k) exp(st+ ikx), system (54)
implies the polynomial equation for s(k)[
1+τs(k)+σ
(
s(k)2 + k2
) ][ (
s(k)2 + k2
)2−ak2 (s(k)2 + k2)+bk4]+ikλ (s(k)2 + k2)2 = 0. (55)
Fig. 10 provides evidence that, for parameters τ = 0.5, σ = 0.5, and the same choice of a = 0.1,
b = 0.001, λ = 0.1, although the real part of some of the solutions of Eq. (55) can be non-negative,
its growth is bounded in a significantly wide domain of wave numbers k. Such a result persists in
a broad range of coefficients (a, b, λ, τ, σ).
FIG. 10: (Color online) Real and imaginary parts of the dispersion relation solutions s(k) for the sys-
tem (54), with parameters a = 0.1, b = 0.001, λ = 0.1, τ = 0.5 and σ = 0.5. Real parts are bounded.
Although exponentially growing modes are still present, the suggested existence of an upper
bound for Re[s(k)] for all k, imply the existence of an upper bound in the solutions’ rate of growth.
In addition, mode propagation speeds are presumably subluminal, thus the problem of arbitrarily
large mode propagation speeds of Eq. (51) is fixed as we suitably modulate the higher derivative
term by virtue of the alternative system (54).
As the toy model Eq. (51) captures the structure of the linearized dCS field equations, our result
suggests an strategy to alleviate the instability of high frequency modes in actual dCS scenarios.
3. dCS field equations as a 3 + 1 evolution system
As pointed out by the authors of Ref. [54], besides the aspects of causality and finite propagation
speeds of linearized dCS gravity, the question of well-posedness of the full set of dCS field equations
written as a time evolution system is highly relevant. To the best of our knowledge, a rigorous
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mathematical proof of well-posedness of this system does not exist. Indeed, strong suggestions of
ill-posedness in the most generic case can be inferred from the results of Ref. [54].
A careful formulation of dCS field equations (36) as a Cauchy problem can be found in Ref. [54],
where a 3 + 1 split of the equations is performed, auxiliary variables are defined, and a closed
evolution system is written down for the spatial metric, the extrinsic curvature and the scalar
field. The evolution system turns out to be rather cumbersome. However, the authors manage
to construct a simple toy model capturing the structure of the actual system and the issues that
suggest ill-posedness. Acausal mode propagation is present in this toy model, for instance. Here
we resume their toy model and explore its acausal pathology. We systematically implement our
ideas to alleviate the issues. The toy model by Delsate-Hilditch-Witek [54] consists of a first order
in time equation of the form6
u˙+ u− u′′ = 0. (56)
Considering again solutions of the form u = A exp(st+ ikx), we find the dispersion relation
s(k) = −1− k2. (57)
Even though Re[s(k)] < 0 for arbitrary k, the phase velocity s(k)/k grows arbitrarily large for
modes in the high frequency regime, thus eventually violating causality. In order to prevent this,
let us define the new variable Π := u′ and build the alternative system
u˙ = −u+ Π′, (58a)
τ Π˙ = −Π + u′, (58b)
with 0 < τ ≤ 1 so the second equation imposes Π → u′ within a time scale given by τ . The
first-order system (58) is well posed if it is strongly hyperbolic [13], meaning that its principal
symbol
P :=
(
0 −1
−1/τ 0
)
,
is diagonalizable with real eigenvalues. It is not difficult to check that the eigenvalues of P are
±1/√τ ∈ R. Moreover, the set of eigenvectors {(1,−1/√τ)T , (1, 1/√τ)T } is linearly independent,
then P is diagonalizable. Therefore, the system (58) is well posed. For completeness, one can verify
that, writing u = A exp(st+ ikx), Π = Aβ(s, k) exp(st+ ikx), the system (58) has associated
dispersion relation s(k) satisfying
τs(k)2 + s(k)(τ + 1) + k2 + 1 = 0, (59)
whose solutions are given by
s(k) = −τ + 1
2τ
± 1
2τ
√
(τ + 1)2 − 4τ(k2 + 1). (60)
6 The model presented in Section IV-D-5 of Ref. [54] can be cast into a constant coefficient system of the same
structure as Eq. (56).
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It is clear that Re[s(k)] ≤ 0 for all k. Furthermore, the phase velocity in this case is
s(k)
k
= −τ + 1
2τk
± 1
2τ
√
(τ − 1)2
k2
− 4τ , (61)
whose magnitude asymptotes 1/
√
τ ≤ 1 as k → ∞. As expected, this is consistent with the
eigenvalues of the principal symbol P . Therefore, arbitrarily high frequency modes propagate at
nonsuperluminal speeds.
V. FINAL COMMENTS
In the current work we have presented a rather general approach to address pathologies typi-
cally found in many extensions to General Relativity and their applications in the strongly non-
linear/highly dynamical systems described by compact binary mergers. Our approach relies on
controlling the behavior of energy cascade to high frequencies so that the norm of the solution
can be bounded and problems studied with them are rendered well posed. Additionally, we have
argued that such an approach applied to 3+1 dimensional systems would yield solutions which
are faithful to the principles which underlie the original theory. That such a behavior happens
in the long-wavelength regime is still not solidly established, but is supported by several tantaliz-
ing observations, including the recent detections of gravitational waves. This opens the door to
implementing this approach in particular theories of interest and study their consequences for grav-
itational wave astronomy. As more detections are available—together with future, more sensitive,
facilities—important constraints on possibly subtle deviations can be potentially obtained.
Is our approach the only viable option? Unlikely, as several approaches can be envisioned.
These include, for instance, an “iterative” strategy where the zeroth order solution is provided
by General Relativity and this solution is then employed to evaluate the “corrections” [15]. This
strategy would require saving the solution to then redo the problem with new sources and iterate
as needed. Alternatively, a related strategy could be turned into a hierarchical strategy which
effectively enlarges the fields to solve for but does not require saving a particular step in the approach
(e.g. [16]). The strategies mentioned above would certainly address the ill-posedness concern but
may require several iterations (or members of the perturbative hierarchy computed) to capture the
correct physical behavior. It is possible that the cost associated in implementing these options is
high but, crucially, it might lead to secular modes which might require a suitable resummation
to be implemented. Notwithstanding these possible issues, there is a priori no guarantee that
the correcting terms will remain small unless one can argue there is no significant energy cascade
towards the ultraviolet regime. Fortunately for this question, the very same observation pointed
here—as to the possibly mainly inverse energy cascade in 3+1 dimensions for suitable regimes of
interest—would help to ease, to some degree, this concern. We note that other efforts have focused
on healing pathologies in specific theories, in particular the removal of ghost degrees of freedom [61].
However, removal of ghosts is no guarantee that a theory would admit a well posed formulation
(e.g. [14]). Of course, the existence of ghosts implies ill-posedness, but not the inverse.
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