The surface composition of charged Lennard-Jones clusters A n+ N , composed of N particles (55 ≤ N ≤ 1169) among which n are positively charged with charge q, thus having a net total charge Q = nq, is investigated by Monte Carlo with Parallel Tempering (MCPT) simulations. At finite temperature, the surface sites of these charged clusters are found to be preferentially occupied by charged particles carrying large charges, due to Coulombic repulsions, but the full occupancy of surface sites is rarely achieved for clusters below the stability limit defined in this work. Large clusters (N = 1169) follow the same trends, with a smaller propensity for positive particles to occupy the cluster surface at non-zero temperature. We show that these charged clusters rather behave as electrical spherical conductors for the smaller sizes (N ≤ 147) but as spheres uniformly charged in their volume for the larger sizes (N = 1169).
I. INTRODUCTION
The question of ion localization at interfaces has aroused considerable interest in the past decade, from the study of salts, acids, and bases at liquid interfaces 1 , to nanodroplets 1 , atmospheric aerosols 2 , and hydrophobic droplets 3 . The affinity of ions for the very surface of bulk water is a subtle topic, where the specific properties of ions and their effect on the structure of the solvent come into play [3] [4] [5] [6] . However, in finite-sized charged clusters or droplets, the distribution of charges is further affected by the fact that they are confined to a roughly spherical volume. In such systems, one issue is the competition between charge localization inside or at the surface. It is this latter effect that we study in the present work, employing a model whose liquid structure is far simpler than that of water. One of the most famous theoretical problem related to this question is the determination of the configuration that minimizes the Coulombic energy of N point charges located on a sphere, as initially proposed by J. J. Thomson. Such a fundamental problem finds applicability in modern investigations such as the formation pattern of virus capsids 7 , fullerene stability 8 , or multielectron bubbles at helium interfaces 9 , and has been treated by a number of theoretical approaches among which simulated annealing 10 , genetic algorithms 11 , basin-hopping 12, 13 , and constrained global optimization 14 .
Electrospray Ionisation (ESI) in Mass Spectrometry 15 is a domain where charged droplets are formed and some interrogations on the charges localization still persist. In these experiments, charged droplets composed of solvent and analyte molecules (typically biomolecules) are produced at finite temperature. After several cycles of evaporation, the analyte carrying part of the total droplet charge may eventually be ejected from the droplet and be analysed by mass spectrometry techniques in the gas phase. Beside the open question on the fragmentation mechanisms of these charged droplets [16] [17] [18] , one important issue is the localization of the embedded charges, i.e.
within or at the surface of the droplets, and the influence of this charge localization on the droplet stability. Recent atomistic simulations have shown that the common belief that positive charges are located at the droplet surface should be taken with caution 19, 20 . Localization of the embedded charges within charged droplets and the subtle effects on charges delocalization are the subjects tackled in the present investigation.
Inspired by the work of Jortner and co-workers, we have modeled ESI droplets as charged clusters 21 with a simple and generic representation of the interactions between individual particles. In the rest of this work, droplets containing a positive net total charge will be considered, thus corresponding to positive-ESI in experiments. Conclusions will be transferable to negative-ESI mode. In the positive-ESI mode, droplets with a net total positive charge are mainly produced because of the voltage applied in the capillary interface that drives positively charged entities towards the vacuum chamber. This does not preclude that negative charged particles are present within the droplet, up to the point that pure water droplets electrosprayed in positive-ESI mode can form negatively charged droplets, and the reverse, i.e. pure water droplets electrosprayed in negative-ESI mode provide a majority (>70%) of positively charged droplets, as shown by Jarrold and coworkers [22] [23] [24] . Note also that the droplets are electrosprayed from a mixture of solvents (water, methanol and their mixture are typically employed in ESI of biomolecules), biomolecules and counterions (salts and buffers from the initial solution), for typical applications in proteomics and genomics. Residual counterions are thus present in the final positively charged droplets formed.
Other sources for the presence of negative charges within a positively charged electrosprayed droplet are typically collisions with metal surfaces (from the walls of the capillary interface and skimmers for instance) or electric fields above the Taylor limit 25 . These remarks convey the idea that positively charged droplets of interest to our present modeling will be composed of charged particles carrying a positive charge q > 0, but it is not unreasonable to model charged droplets with a total net positive charge carrying both positive q > 0 and negative q < 0 individual charges.
In the present investigation, we model charged droplets as A n+ N clusters composed of N individual particles among which n are charged particles, each one carrying the charge q (q > 0 in most calculations, but we will also investigate charged clusters composed of both q > 0 and q < 0 charges). The cluster has a total net positive charge Q = nq. We investigate the influence of structural changes (ie, cluster size N, number of embedded charged particles n) as well as electrostatic (ie, charge sign and value, polarisability) and thermodynamic (ie, temperature) changes on the propensity for the charged particles to occupy the surface of the charged A n+ N clusters. We are interested in A n+ N clusters composed of 55 ≤ N ≤ 1169 particles. The present investigation is based on Monte Carlo with Parallel Tempering (MCPT) simulations. We use a simplified dimensionless form of the interaction potential between the particles, that could be qualified in modern language as a mesoscopic highly-coarse-grained representation.
It is based on Lennard-Jones and Coulomb pairwise interactions between individual spherical particles, completed by the addition of N-body polarisation. The interactions are written in dimensionless units. Each individual coarse-grained particle is either neutral (q = 0) or charged (q = 0), and may carry an induced dipole moment if polarisation effects are taken into account in the cal-culation. Within this model, one coarse-grained particle can be seen as either one biomolecule (for instance one amino acid, one peptide, or even one protein, for the proteic family), or as one coarsegrained solvent particle mimicking a few microscopic solvent molecules. In this latter case, our representation follows the coarse-grained models of water developed in the recent literature, where one chargeless coarse grain can be mapped to up to four individual microscopic water molecules.
See for instance the review by Klein and coll. 26 and the popular Martini coarse-grained model 27 .
The neutral spherical particles in our model can thus be seen as coarse grains for the solvent, i.e.
water or methanol (and mixtures of) as typically used in ESI of proteins and non-covalent complexes of proteins 28, 29 . The charged coarse grains mimic biomolecules, and there is no explicit charge transfers between solvent grains and biomolecules grains in the model (i.e. the ESI charging process is not directly modeled). It is easy to think of such spherical coarse grains in terms of charged amino acids (either for the native charged residues or after protonation of neutral residues in positive-ESI) or in terms of charged folded peptides and globular proteins. Similar spherical coarse grains are also used in the literature in order to simulate highly coarse grained non-globular proteins, i.e. patchy proteins [30] [31] [32] where the patches account for the anisotropy of interactions (and thus non spherical shapes). Here we consider a simple isotropic coarse-grained model of proteins, but one improvement will certainly be to introduce such patches. Obviously, the charged grains can also represent ionized water (a grain of water including one H 3 O + molecule in positive-ESI), or a residual counterion (a grain would be seen as the counterion and its immediate solvation sphere).
Our purpose is not to develop coarse-grained models dedicated to a specific solvent or to specific biomolecules. Rather we want to use a generic representation of the interactions between individual grains, and to that end dimensionless units are used. This is an advantageous representation as one single simulation can be used for describing several different cases, i.e. encompassing several solvent and analyte compositions, provided an inverse mapping between dimensionless units and real units is eventually done.
Section II of this paper describes the dimensionless potential energy surface used in the present work and computational details about the Monte Carlo with Parallel Tempering method. Results on charge localization and its relation to the excess charge delocalization are reported in Section III.
Concluding remarks are collected in Section IV. 
considering that all spherical particles (or grains) have the same size. In this equation, r * ij is the dimensionless distance between particles i and j, q * i , α * i and p * i are respectively the dimensionless charge, polarisability and induced dipole of particle i. φ s (r * ij ) is the Thole damping function
with a = 2.1304 and
. The dimensionless polarisability is chosen equal to α * i = 0.1 for all the polarisable particles and the charge q * i = q * is the same for all the charged particles, unless specified otherwise (ie, when we consider droplets with positive and negative charged particles).
B. Monte Carlo with Parallel Tempering (MCPT) simulations
The MCPT simulations were performed in spherical containers of radii R = 4.5σ, 5.0σ, 5.5σ, and 10σ respectively for the cluster sizes N = 55, 100, 147, and 1169 (note that these values exceed the typical radii used for modelling the corresponding neutral clusters so as to provide more flexibility for geometrical distortion of charged clusters). The centre of mass of the cluster and the container centre are constrained to coincide.
Each parallel MCPT simulation is a set of N rep Monte Carlo simulations performed at different dimensionless temperatures T * i with different initial random seeds ξ i . The temperatures T * i encompass the temperature range from the solid-state (low-temperature asymptote of the heat capacity curves) to liquid-state temperatures (high-temperature asymptote of the heat capacity curves). We adjusted the temperature scale for each investigated cluster in order to get the better compromise between resolution of the melting peak and convergence of the simulation, maintaining the required overlap between adjacent energy distributions between 40% and 90%. 35 Three MC moves have been adopted in the MCPT simulations: (i) displacement of particles, (ii) swap between a neutral and a charged particle, (iii) swap between configurations from adjacent replicas at temperatures T * i and T * i±1 . Simulations were performed for 10 6 to 10 8 sweeps (one sweep = N MC steps) depending on the cluster size and whether polarisation is taken into account (more time consuming calculations). This number of MC steps and thus the convergence of the MCPT calculations have been checked on the heat capacity curves of neutral clusters, comparing our results to available data from the literature. 36, 37 Global geometry optimisations have also been performed with the GMIN code 38 .
C. Stability criterion
Despite the cohesion due to Lennard-Jones interactions and polarisation, charged clusters should become rapidly unstable as the total reduced charge Q * = nq * increases. We therefore defined a stability limit below which clusters can be regarded as stable and are included and considered in our analyses. The stability criterion is established at the melting temperature, and our definition is based on the fraction of configurations in which evaporation is detected. An individual configuration is considered to undergo evaporation if at least one particle reaches the container edge within a small distance of 1/2 in reduced units (or σ/2 without reduced units). For N ≤ 147, the neutral clusters are not prone to evaporation at the melting temperature and a charged cluster (T * melt roughly in the range 0.23-0.36 for the charged clusters considered here) was considered stable if no evaporation occurred at this temperature among at least 90% of the configurations explored by the MCPT simulation. For N = 1169, the neutral cluster is already prone to some evaporation (in ∼ 20 − 25% of the configurations) at the melting temperature and a charged cluster (T * melt roughly in the range 0.52-0.55 for the charged clusters considered here) was considered stable if no evaporation occurred at this temperature among at least 60% of the configurations explored by the MCPT simulation.
III. RESULTS

A. Localization of charged particles and temperature effects
At T * = 0, the charged particles of A n+ N clusters are located at the cluster surface. For instance, the global minimum configurations of icosahedral A However, when the temperature increases, the global minimum configuration is (not unexpectedly) not systematically entropically favoured. This can be seen in Figure 1 where the energy difference ∆V * between the local minima belonging to the basins explored during the MCPT simulations and the global minimum is plotted for selected small clusters at solid-state (cyan), melting (black), and liquid-state (red) temperatures, respectively. Note that the melting temperature is defined as the temperature at the heat capacity peak, the solid-state and liquid-state temperatures are the minimum and maximum temperatures of our temperature ranges respectively, and each distribution was obtained by performing local minimisations with a conjugate gradient method over at least 147 are peculiar cases with much simpler energy landscapes, preserving the icosahedron structure of the neutral cluster, and therefore exploring very few minima other than the global one.
At liquid-state temperatures (red plots in Fig.1 ), the global minimum surroundings are no longer explored, and much higher energy conformations are found for all the systems presented in Fig. 1 .
At these temperatures, the clusters adopt a variety of distorted geometries in order to maintain their ability to accomodate, to some extent, charged particles at their surface as discussed below. (q * = 0.5).
For N = 1169, the general trends observed on small clusters, i.e. increase of F surf with Q * at fixed n and faster increase of F surf for small n at fixed Q * , are preserved. However, unlike smaller clusters, a smaller fraction of the charged particles are located at the surface of the A n+ 1169
clusters. The ratio of surface sites compared to inner sites is lowered in larger clusters, and the full occupancy of surface sites is never achieved although n may greatly exceed the number of accessible surface sites. For instance, the number of surface sites of A
700+
1169 clusters is about 450 − 490 over the temperature range spanned in the MCPT simulations but the cluster surface is never fully occupied (∼ 72% maximum occupancy found for the cases investigated here).
It is also relevant to explore whether this surface propensity for the positively charged particles remains when both positive and negative charged particles are embedded within the cluster.
We have investigated that point in the case of the prototype A , Q * = +14|q * |) and 60 q * > 0 and 14 q * < 0 charges (A
60+14− 147
, Q * = +46|q * |). These mixed clusters have therefore the same total charge as A There is thus a competition between solvating the negative particles within the cluster and reaching the cluster surface. As an example, we found that F surf ≈ 0.81 for A Including polarisation does not change these conclusions.
B. Are charged droplets spherical conductors or uniformly charged spheres?
In a recent paper, Ahadi and Konermann 19 very nicely showed that although excess charges (Na + ions in their case) embedded in a water droplet are not located at the droplet surface the excess charge is confined to a thin layer at the droplet periphery, so that the droplet acts as an ideal spherical conductor. Their demonstration is based on the electrostatic potential energy between the charged droplet and an external point charge probe. The structures of the droplets are extracted from room temperature microscopic molecular dynamics simulations of 10 Na + ions embedded in a water droplet of roughly 20Å (∼1250 water molecules), close to the Rayleigh limit. They found that the dependence of the electrostatic potential energy with respect to the distance r between the probe and the center of mass of the droplet is identical to the one obtained for a spherical conductor, ie, constant within the radius of the droplet and varying as 1/r outside the droplet. The argument used in the paper in order to reconcile the apparent contradiction between the charges location (inside the droplet) and the excess effective charge confined to a thin layer at the droplet surface is based on charge-induced orientation of the water dipole moments: the water molecules solvate the Na + ions within the droplet which induces an "orientational polarization" or "orientational alignment" of the water molecules. This consequently acts in a way so that the excess charge is transfered to the droplet periphery. The fact that the water molecules are polar molecules that form intermolecular hydrogen bonds is probably pivotal in the final charge-induced orientation of the water dipole moments. One might then logically wonder how much of these arguments are transferable and applicable to droplets not composed of explicit microscopic water molecules, but instead composed of solvent molecules having neither a permanent dipole moment neither forming hydrogen bonds. Our model for coarse-grained charged droplets provides an excellent test, and we apply now the same electrostatic calculations as in Ref. 19 on selected charged clusters investigated in Section III A. Note that some calculations presented below will include polarization effects in terms of induced dipoles on the particles, which will account for "charge transfers" between the particles of the clusters (an effect not taken into account in Ref. 19 ). 19 , we present in Fig.3 the Coulomb potential energy U * M C curves obtained from our MCPT simulations:
Following Ahadi and Konermann
between a point charge probe q * probe = q * and all N particles q * i = q * of the charged cluster A n+ N . In this equation, r * i and r * are respectively the positions of particle i and of the probe point charge defined with respect to the cluster center of mass. U * M C (r * ) is averaged over at least 10
3
Monte Carlo configurations, and anticipating that A n+ N clusters are not exactly spherical we have furthermore averaged over the three directions of space and over three planes (xy, yz, zx). In Ref. 19 the droplet charge was close to the Rayleigh limit, we have therefore used some of our results obtained for clusters with a relatively high total charge Q * , although this charge may still be far from the Rayleigh limit.
The electrostatic arguments behind Eq.(3) are now the following. If we consider our charged clusters as roughly spherical in shape, they might either behave as a spherical conductor charged at the surface or as a sphere uniformly charged in volume. Following the Gauss law for the calculation of the radial electrostatic field E * (r * ) and the related electrostatic potential V * (r * )
created by such objects anywhere in space, i.e. for r * < R * 0 and r * > R * 0 where R * 0 is the radius of the sphere, we get the following expressions for the Coulomb potential energy (see Appendix for the derivation of the expressions in reduced units):
for the spherical conductor charged at its surface with the surface density of charge σ * Q = Q * /S * , and
for the sphere uniformly charged in volume with the volume density of charge ρ *
Coulomb energy between a spherical conductor or a sphere uniformly charged in volume and an external probe particle varies as 1/r * for r * > R * 0 in both cases. However, the behaviour largely differs for r * < R * 0 since this energy is constant (the electrostatic potential is constant) inside the spherical conductor and decreases as −r * 2 when the sphere is uniformly charged in volume.
We have plotted in Fig. 3 For N ≤ 147, the fraction of charged particles located at the cluster surface always exceeds ∼ 0.7 (see Fig. 2 ), so that a majority of the charged particles are located at the cluster surface. We find that these clusters behave as ideal electrical spherical conductors at solid-state temperatures where we can see that the Coulomb energy U * M C closely follows the curves calculated for a sphere uniformly charged at its surface (dashed cyan curves). The ideal curves were obtained with R * 0 = 1.98, 2.50, and 2.69 for clusters with N = 55, 100, and 147, respectively (see Figs 3a-c). We observe deviations from the ideal behaviour for A 74+ 147 (q * = 0.5, Q * = 37) when r * = 2 − 3 (close to the surface), which we assume are related to distortions from sphericity for these clusters because of the higher value of the total charge Q * . At liquid-state temperatures (red lines in Fig. 3 ). For r * ≥ 2, the curves then depart from the ideal constant of the spherical conductor, but they nonetheless do not coincide with the ideal law of a sphere uniformly charged in its volume (dashed red curves which always stand below the red solid curves). The deviations from the ideal spherical conductor might therefore again be related to deviations from sphericity of the clusters at liquid-state temperatures, reflecting more diversity of clusters conformations and shapes in order to accomodate the charges at the surface at these temperatures.
The main effect of the addition of polarisation in the interactions between the particles in the MCPT calculations is to slightly decrease the number of charged particles located at the surface, as discussed in the previous section and shown in Fig. 2 , or in other words the charged particles are slightly more prone to occupy the interior of the cluster. The dotted red curves in Fig. 3(a- We thus find three general behaviours for the charged clusters investigated here:
1. The smaller A n+ N clusters (N ≤ 147) rather behave as ideal spherical conductors at solidstate and liquid-state temperatures. This is consistent with the fact that the charged particles are predominantly located at these clusters surface for this size range. Including polarisation does not change these conclusions.
Mixed clusters A
n+m− N composed of n positive and m negative charged particles behave as ideal spherical conductors, at both solid-and liquid-state temperatures. In such clusters, the negative charged particles are more prone to reside inside the clusters than the positive particles, while the positively charged particles make a compromise between solvating the negative particles within the cluster and reaching the cluster surface. As a result, these clusters appear as if they would carry their excess charge at the surface.
3. The larger A n+ N clusters (N = 1169) behave as ideal spheres uniformly charged within their volume, although the number of charged particles located at the surface roughly equals the number of charged particles embedded inside the cluster. Also note that locating half the number of charged particles at the droplets surface is not sufficient for the droplets to experiment some conductor-like behaviour. This is now clearly different from Konermann's observations 19 on a droplet composed of roughly the same number of particles (1248 in their study). The main difference between our two studies is the absence of a permanent dipole moment attached to the particles in our droplets, as well as the absence of hydrogen bonds between the particles. There is thus no "alignment" of dipole moments, and therefore no charge-dipole induced orientation of these particles in our case. Note that we conceive that
would favour the transfer of the excess charge onto the cluster surface, following the conclusions from point 2 above.
Charged particles in our model do not carry permanent dipoles but they can carry induced dipoles resulting from polarisation effects. We report in Fig. 4d Both questionings stem from Electrosprayed droplets produced in Mass Spectrometry experiments (ESI-MS) for which these properties might be pivotal for the final production of the ions in the gas phase.
For the charged clusters investigated here, with a total net positive charge Q * , the charged particles tend to be predominantly located at the clusters surface at finite temperature. We found that an increase of Q * at fixed n or a decrease of n at fixed Q * favoured the migration of the positive particles to the cluster surface although complete occupancy of the surface sites was found out of reach for the larger A to the particles as well as no hydrogen bonds between the particles, contrary to the microscopic representation of Konnerman and coworker. There is thus no possibility for "alignment" of dipole moments, and therefore no possibility for charge-dipole induced orientation of these particles in our droplets, which is the main argument put forward by Konermann and coworker in Ref. 19 for explaining the excess charge at the surface of their droplets. Note that the induced dipole moments, taken into account in our calculations on the A n+ 1169 clusters (and not considered in Ref. 19 ), are not large enough to induce similar charge-dipole alignments. As a result, the only A n+ N droplets that behave as ideal conductors are the ones composed of at most about 100 particles, because the charged particles are predominantly located at the clusters surface. The larger droplets of more than 1000 particles behave as spheres uniformly charged in volume, although roughly half of the charged particles are located at the clusters surface. Note that our current coarse-grained representation of the solvent in the droplets is very similar to the coarse-grained models of solvent developed and recently reviewed by Klein et al. 26 , i.e. chargeless and dipoless coarse grains which can be mapped to up to four individual microscopic water molecules. This is thus a reasonable model for treating coarse-grained droplets, and the results obtained here are therefore deemed representative of charged droplets containing coarse-grained water.
Our present findings on charged droplets should be taken into consideration when investigat- More realistic interaction potential models should also be developped, typically inhomogeneous spherical particles (with different u and σ parameters), non-spherical particles, including patchy particles and in particular patchy proteins, and possibly going towards coarse-grained proteins embedded in droplets using the Martini or other modern coarse-grained models. This is another direction we are exploring.
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VI. APPENDIX: COULOMB ENERGIES IN REDUCED UNITS
The Coulomb energy U vol between a probe particle with charge q probe and the electrostatic potential V vol created by a sphere of radius R 0 uniformly charged in volume with density of charge ρ Q = Q/V (Q being the total charge of the sphere and V its volume) is U vol (r) = q probe V vol (r) where
In reduced units, r * = r/σ for distances, U * = U/u for energies, and q * = q/ √ 4πǫ 0 σu for charges, this leads to 
