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Abstract
The condition number of a matrix plays an important role in numerical matrix computations. In this paper, we investigate how
much the small rank modification method can reduce the condition number of a matrix.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The condition number κ(A) of a matrix A is an important parameter in numerical matrix computations. For example
(see [1] and the bibliography therein); if we solve the linear system Ax = b with rounding errors, the relative output
error ‖δx‖‖x‖ is roughly proportional to κ(A). Furhermore, to solve a symmetric positive definite linear system by means
of the conjugate gradient algorithm, we need the number of iteration steps roughly proportional to
√
κ(A).
The small rank modification method (abbreviated as the SRM method hereafter) supports divide-and-conquer
eigen-solvers [2,1,3], but our subject is its very recent novel application in [4], where V.Y. Pan employs the SRM as
effective additive preconditioning for numerical solution of a linear system of equations, as well as for the numerical
computation of the rank of a matrix, its null vectors, singular vectors and eigenvectors, and its determinant. In our
present paper, we estimate how much SRM can decrease the condition number of a matrix, both when we know the
relevant part of the SVD, and where the SRM is random.
The paper is organized as follows. In Section 2, we state some basic definitions. In Section 3, we give the theoretic
infimum of the condition number. In Sections 4 and 5, we study the performance of random SRM– first theoretically,
and then experimentally. In Section 6, we propose a method for refining a random SRM.
2. Notation
• For any complex vector x = (x1, . . . , xn), ‖x‖ = (|x1|2 + · · · + |xn|2) 12 .
• AH denote the conjugate transpose of a complex matrix A.
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• In is the n × n identity matrix.
• For any m × n complex matrix A, A = UΣV H is called a singular value decomposition (SVD), where U is an
m×r matrix, V is an n×r matrix, Σ is an r×r diagonal matrix
(
σ1
. . .
σr
)
, r = rank A, such thatU HU = Im ,
V HV = In , σ1 ≥ · · · ≥ σr > 0. σi = σi (A) is called the i-th singular value of A.
• For any n × n complex matrix A, ‖A‖ = supx6=0 ‖Ax‖‖x‖ = σ1(A); when A is nonsingular, κ(A) = ‖A‖ · ‖A−1‖ =
σ1(A)
σn(A)
.
• B ≥ A means that B− A is a nonnegative definite Hermitian matrix. B > A means that B− A is a positive definite
Hermitian matrix.
3. Lower bounds
Let A be a given n × n nonsingular complex matrix, and∆ is any complex matrix of rank at most k, k ≤ n. In this
section, we compute the infimum of κ(A +∆) in three cases that we are interested in:
(i) both A and ∆ are nonnegative definite Hermitian matrices;
(ii) both A and ∆ are Hermitian matrices;
(iii) both A and ∆ are general complex matrices.
Theorem 1. For any n × n positive definite Hermitian matrix A,
inf
∆≥0,rank∆≤k
κ(A +∆) = σ1(A)
σn−k(A)
.
Proof. Without loss of generality, we assume that A is the diagonal matrix diag(s1, . . . , sn) where s1 ≥ · · · ≥ sn > 0.
Otherwise, let A = UΣU H be the SVD, and we replace A by Σ , ∆ by U H∆U . (1) σ1(A +∆) ≥ s1. (2) The right
nullspace of ∆ has dimension at least n − k, and it contains a nonzero vector x = (0, . . . , 0, xn−k, . . . , xn)T. From
‖(A +∆)x‖ ≤ sn−k‖x‖, we have σn(A +∆) ≤ sn−k . (3) The infimum is reached where ∆ = diag(0, . . . , 0, sn−k −
sn−k+1, . . . , sn−k − sn). 
Lemma 2. For any four real numbers a1 ≥ b1 ≥ b2 ≥ a2 > 0, there exist two real numbers u and v, such that
the 2× 2 matrix
(
a1 − u2 −uv
−uv a2 − v2
)
has singular values b1 and b2.
Proof. Let u =
√
(a1−b1)(a1+b2)
a1−a2 , v =
√
(b1−a2)(a2+b2)
a1−a2 , when a1 6= a2. 
Theorem 3. For any n × n nonsingular Hermitian matrix A,
inf
∆=∆H ,rank∆≤k
κ(A +∆) =

σk+1(A)
σn−k(A)
, k <
n
2
1, k ≥ n
2
.
Proof. Without loss of generality, we assume that A is the diagonal matrix diag(s1, . . . , sn) where |s1| ≥ · · · ≥
|sn| > 0. Otherwise, let A = UΣU H be the canonical form, we replace A by Σ , ∆ by U H∆U . (1) The right
nullspace of ∆ has dimension at least n − k, and it contains two nonzero vectors x = (x1, . . . , xk+1, 0, . . . , 0)T
and y = (0, . . . , 0, yn−k, . . . , yn)T. From ‖(A + ∆)x‖ ≥ |sk+1| · ‖x‖ and ‖(A + ∆)y‖ ≤ |sn−k | · ‖y‖, we have
σ1(A +∆) ≥ |sk+1| and σn(A +∆) ≤ |sn−k |. (2) We can easily yield the infimum by applying Lemma 2. 
Theorem 4. For any n × n nonsingular matrix A,
inf
rank∆≤k
κ(A +∆) =

σk+1(A)
σn−k(A)
, k <
n
2
1, k ≥ n
2
.
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Proof. Similar to the proof of Theorems 1 and 3. 
Remark 5. • If it is additionally required in Theorems 3 and 4 that the matrices A and A+∆ have the same singular
vectors, then inf∆ κ(A +∆) = min0≤ j≤k σ j+1(A)σn−k+ j (A) .
• It is interesting that a rank-one modification of a matrix supports any prescribed change of the set of its eigenvalues
(cf. [5] and the bibliography therein).
4. Random modification and conditioning (analysis)
In this section, we estimate κ(A +∆) for random modification
∆ = P
(
δ · Ik
O
)
Q
where δ > 0, P and Q are random unitary matrices. In addition, P = QH = Q−1 in the nonnegative definite
cases and in the Hermitian cases; P and Q are independent in the general cases. The n × n random unitary matrix
is generated as the Q-factor in a QR factorization of an n × n random matrix, whose entries have an independent
standard normal distribution. We have already proved that σ1(A+∆) ≤ σ1(A)+ δ and σn(A+∆) ≤ σn−k(A). Here
are some further estimates.
Case 1. Both A and ∆ are nonnegative definite Hermitian matrices. We may assume A = diag(s1, . . . , sn) where
s1 ≥ · · · ≥ sn > 0, and ∆ = P
(
δ · Ik
O
)
PH where P =
(
P1 P2
P3 P4
)
is a random unitary matrix, δ ≥ sn−k . Write
B = diag(s1, . . . , sn−k). Then
σn(A +∆) ≥ σn
((
B
O
)
+∆
)
= σn
((
I P1
O P3
)(
B
δ · Ik
)(
I P1
O P3
)H)
≥ sn−k
4‖P−13 ‖2
.
Case 2. Both A and∆ are Hermitian matrices. We may assume A = diag(s1, . . . , sn) where |s1| ≥ · · · ≥ |sn| > 0,
and ∆ = P
(
δ · Ik
O
)
PH where P =
(
P1 P2
P3 P4
)
is a random unitary matrix, δ ≥ |sn−k |  |sn−k+1|. Write
B = diag(s1, . . . , sn−k). Then
σn(A +∆) ≥ σn
((
B
O
)
+∆
)
− |sn−k+1|
= σn
((
I P1
O P3
)(
B
δ · Ik
)(
I P1
O P3
)H)
− |sn−k+1| ≥ |sn−k |
4‖P−13 ‖2
− |sn−k+1|.
Case 3. Both A and ∆ are general complex matrices. We may assume A = diag(s1, . . . , sn), where s1 ≥
· · · ≥ sn > 0, and ∆ = P
(
δ · Ik
O
)
Q, where P =
(
P1 P2
P3 P4
)
and Q =
(
Q1 Q2
Q3 Q4
)
are random unitary matrices,
δ ≥ sn−k  sn−k+1. Write B = diag(s1, . . . , sn−k). Then
σn(A +∆) ≥ σn
((
B
O
)
+∆
)
− sn−k+1
= σn
((
I P1
O P3
)(
B
δ · Ik
)(
I O
Q1 Q2
)H)
− sn−k+1 ≥ sn−k
4‖P−13 ‖ · ‖Q−12 ‖
− sn−k+1.
5. Random modification and conditioning (numerical tests)
Next, let us show some experimental results. Under the same assumptions as in the beginning of the previous
section, they show that show that σn(A +∆) = O(σn−k(A)) with a high probability when δ ≥ σn−k(A). Let
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A =

1
1
2
· · · 1
10
1
2
1
3
· · · 1
11
...
... · · · ...
1
10
1
11
· · · 1
19

be the Hilbert matrix of size n = 10. A is symmetric positive definite, its singular values are s1 = 1.75192,
s2 = 0.34293, s3 = 0.0357418, s4 = 0.00253089, s5 = 0.00012875, s6 = 4.72969 × 10−6, s7 = 1.22897 × 10−7,
s8 = 2.14744× 10−9, s9 = 2.26675× 10−11, s10 = 1.09323× 10−13, and κ(A) = 1.60293× 1013.
Example 6. ∆ = P
(
1
O
)
PT, P is random orthogonal. We compute the value κ(A+∆) 10 000 times, and plot the
sorted results in Fig. 1.
Fig. 1.
The smallest κ(A + ∆) is 7.72919 × 1010, very close to the infimum s1s9 = 7.72879 × 1010. About 58% of the
computed values are less than 3 s1s9 .
Example 7. ∆ = P
(
1
O
)
Q, P and Q are random orthogonal. We compute the value κ(A +∆) 10 000 times, and
plot the sorted results in Fig. 2.
Fig. 2.
The smallest κ(A+∆) is 6.52474× 1010, less than s1s9 = 7.72879× 1010. About 51% of the computed values are
less than 3 s1s9 .
Example 8. ∆ = P
(
I2
O
)
PT, P is random orthogonal. We compute the value κ(A + ∆) 10 000 times, and plot
the sorted results in Fig. 3.
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Fig. 3.
The smallest κ(A +∆) is 8.25056× 108, close to the infimum s1s8 = 8.15818× 108. About 36% of the computed
values are less than 3 s1s8 .
Example 9. ∆ = P
(
I2
O
)
Q, P and Q are random orthogonal. We compute the value κ(A+∆) 10 000 times, and
plot the sorted results in Fig. 4.
Fig. 4.
The smallest κ(A +∆) is 7.33236 × 108, less than s1s8 = 8.15818 × 108. About 27% of the computed values are
less than 3 s1s8 .
In the above examples, the condition number κ(A + ∆) of random rank-k modification is roughly proportional
to σ1(A)
σn−k (A) , which is asymptotically optimal in the positive definite case, but still far away from the infimum in the
general case.
6. Refinement of random modification
Let A = Udiag(s1, . . . , sn)V H be the SVD; then ∆ = Udiag(0, . . . , 0, sn−k − sn−k+1, . . . , sn−k − sn)V H is
the matrix of the smallest norm ‖∆‖ such that rank (∆) ≤ k and σn(A + ∆) is maximal. Furthermore, suppose
B = A + PQH is a well-conditioned nonsingular matrix, where P and Q are n × m matrices, k ≤ m ≤ n. Then we
have
‖∆H − B−1PQH∆H‖ = ‖B−1A∆H‖ ≤ 1
2
s2n−k‖B−1‖,
and
‖∆H −∆H PQH B−1‖ = ‖∆H AB−1‖ ≤ 1
2
s2n−k‖B−1‖.
This leads to our refinement
∆˜H = B−1PXQH B−1
where X is an m × m matrix such that rank (X) ≤ k, and both ‖A∆˜H ‖‖∆˜‖ and
‖∆˜H A‖
‖∆˜‖ are minimal.
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Algorithm 10. Refinement of small rank modification
INPUT: Integers k,m, n, k ≤ m ≤ n; n × m matrices P, Q such that B = A + PQH is well conditioned.
OUTPUT: n × k matrices P˜, Q˜ such that A + P˜ Q˜H is well conditioned.
COMPUTATION:
1. Compute P1 = B−1P , QH1 = QH B−1;
2. Orthonormalize the column vectors of P1 to P2, Q1 to Q2;
3. Compute the SVDs PH2 A
H AP2 = UΣ1U H , QH2 AAHQ2 = VΣ2V H ;
4. Output P˜ = δQ2V1, Q˜ = δP2U1, where δ ≈ √‖A‖, U1 is the last k columns of U , V1 is the last k columns
of V .
Remark 11. For integer m  n, the computational cost of Algorithm 10 is dominated at stage 1 of solving 2m linear
systems with the matrix B.
Next, let us compare the experimental results of Algorithm 10 with those of the previous section. Suppose P (and
Q) are the first m = 4 columns of a random orthogonal matrix, ∆ = PQH . When κ(A +∆) < 107, we refine them
to ∆˜ = P˜ Q˜H and output κ(A+∆˜)s1/s10−k . We repeat the procedure 10 000 times.
Example 12. k = 1, P = Q (Fig. 5).
Fig. 5.
The maximal quotient is 1.97586, and 99.5% of them are less than 1.02722.
Example 13. k = 1, P and Q are independent (Fig. 6).
Fig. 6.
The maximal quotient is 68.7247, and 99.5% of them are less than 1.26363.
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Example 14. k = 2, P = Q (Fig. 7).
Fig. 7.
The maximal quotient is 1.00676.
Example 15. k = 2, P and Q are independent (Fig. 8).
Fig. 8.
The maximal quotient is 1.00982.
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