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Abstract 
The paper revisits the dynamic effect of trade openness on environmental quality in South Africa by employing a fresh 
proxy of trade openness suggested by Squalli and Wilson (2011) over the period 1960-2016. Contrary to the previous 
literature, the new proxy is constructed to take into consideration both South Africa’s trade share of her GDP and her 
relative size of trade in relation to the world trade in a specified period of time. Adopting this novel approach to capture 
openness, the study applies the autoregressive distributed lag (ARDL) bounds test for cointegration approach to 
investigate the long run association between trade openness and environmental quality. Our findings show that the results 
of the long run are materially different from those of the short run. While trade openness has a significantly beneficial 
impact on CO2 emissions in the short run, it has a measurably detrimental consequence on it in the long run. These 
findings are new to the literature and contrast with the previous studies. While confirming the existence of an inverted 
U-shaped curve that validates the existence of environmental Kuznets curve (EKC) hypothesis for South Africa, our 
results are further supported by the nonlinear ARDL model, which reveals evidence of asymmetric pass-through effects 
of changes in trade openness on CO2 emissions. This paper suggests that South Africa’s policymakers must continue to 
improve trade policy reform with complementary policies to create a less carbon-intensive environment and promote 
lasting value for reductions of greenhouse gas (GHG) emissions and constantly support the establishment of greener 
technologies that ultimately lower CO2 emissions.  
JEL Classifications: F18, F13, Q56; O13; F1; F41 
Keywords: Trade openness. CO2 emissions. Asymmetric modelling. NARDL model. EKC. ARDL model. 
Cointegration. Kyoto protocol. Financial development. South Africa 
1. Introduction 
Openness to international goods market is considered to be among numerous factors that determine productivity and 
growth. Economic theory predicts that an increase in international trade stimulates economic expansion that eventually 
boosts economic progress (Zahonogo, 2017). Because of numerous problems associated with import-substitution 
industrialisation strategy, openness to international trade is now dominant for the past few decades especially among less 
developed and transition economies (Malefane and Odhiambo, 2018). An essential finding from the vast majority of 
empirical studies shows that globally active nations are more efficient; as a result, they tend to develop faster than their 
counterparts that merely focus on production to satisfy the domestic market (Fetahi-Vehapi, Sadiku and Petkovski, 2015).  
Moreover, foreign trade encourages effective allocation of resources, which leads to higher growth that could be 
transformed into larger factor accumulation, technology diffusion and knowledge spillovers (Zahonogo, 2017; Das and 
Paul, 2011). These are few gains of openness to international goods market. While considering the benefits of 
international trade, we always pay less attention to its environmental consequences. 
Over the past three decades, the environmental impact of openness to international trade has become one of the central 
questions in trade policy among developing and transition economies (Mapapu and Phiri, 2018; Inglesi-Lotz, 2018; 
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Copeland and Taylor, 2005; Taylor, 2004). The increase in greenhouse gases (GHGs) due to intensive production for 
exports is now harmfully affecting all countries across the world. The carbon dioxide emissions (CO2) emanating from 
people’s daily actions have been categorised as the prime contribution to GHGs (Khobai and Le Roux, 2017). This 
represents more than 62% of overall GHGs in earlier 2000s and continues to increase over the recent time. World CO2 
emissions grew to 31.3 billion tonnes in 2009, a rise suggesting 40 percent since 1990 (Grunewald and Martinez-Zarzoso, 
2015). 
Several papers have tried to assess the consequence of trade openness on the environment over the past few decades. The 
trade-environment nexus has been an issue queried in the literature for a long time such that it has produced more heat 
than light. While theoretical literature has successfully documented various channels through which openness to 
international trade can affect environmental quality, its empirical verification is still an open and contentious issue among 
scholars. Stirred by the influential work of Grossman and Krueger (1991; 1995), Antweiler, Copeland and Taylor (2001) 
theoretically provides a good number of channels by dividing the impact into scale, technique, and composition.  
On the empirical front, the evidence is largely conflicting or at best mixed (Cherniwchan, 2017; Rahman et al., 2017; 
Harbaugh et at., 2002). Although few recent studies have provided evidence suggesting beneficial effect of trade openness 
on the environmental quality, a consensus has not been reached in the literature.  Hence, it is still doubtful how reliable 
are these estimates. A probable reason for these conflicting findings in the literature is because the previous studies are 
hamstrung by a vague description of trade openness and how it is measured. Previous works have primarily relied on the 
ratio of trade (sum of exports and imports) to the GDP as a measure to investigate the trade-environment nexus. This 
proxy, conventionally referred to as “trade intensity (TI)”, only looks at the comparative position of trade performance 
of a country in relation to its domestic economy. However, the proxy generally ignores a country’s openness to world 
trade, thereby failing to capture the accurate effect of trade on the environment (Squalli and Wilson, 2011). In addition, 
differences in methodologies and problems with misspecification are among other reasons why previous papers have not 
established a consensus about the trade-environment nexus. 
Against this background, our paper aims to study the dynamic association between trade openness and the environment 
in South Africa by employing a fresh proxy of trade openness suggested by Squalli and Wilson (2011). Thus, the research 
contributes to the contemporary pool of connected literature on trade-environment nexus in two major ways. Firstly, the 
paper constructs and uses a new proxy of trade openness, which takes into consideration both the country’s trade share 
of her gross domestic product (GDP) and her relative contribution to the world trade. Using this innovative way to 
measure openness, this research remarkably differs from the previous studies that largely rely on TI-based measures of 
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openness to international trade. The study hence obtains novel results, while employing this seldom used alternative 
measure of trade openness. Secondly, the study attempts to consider both direct and indirect impact of openness to 
international goods market on the South Africa’s environment, which has been mostly overlooked in earlier papers. 
Moreover, the research decomposes the effects into scale, technique, composition, and comparative advantage and adding 
these in the CO2 equations. In doing so, the paper analyses more precisely different sources of CO2 emissions thereby 
offering a pioneering contribution using South African data by moving one step forward to offer estimates of their size. 
The remainder of the paper is structured as follows. Section 2 reviews the associated literature on trade-environment 
nexus. Section 3 formulates the methodological framework. The results are discussed in section 4, and section 5 concludes 
with policy implications. 
2. Literature Review 
Among the theoretical studies on the trade-environment nexus are those published by Grossman and Krueger (1993, 
1995); Copeland and Taylor (1994) and later on by Antweiler et al. (2001). Openness to international goods market 
indirectly leads to environmental degradation when it stimulates economic growth and directly contributes to increasing 
environmental pollution in third world countries due to the inflow of trade activities from developed countries (Grether 
and De Melo, 2003). Dinda (2006) explains that polluting activities in developed countries usually attract stringent 
environmental costs compared to those obtained in developing countries. Given this, pollution-intensive industries in 
developed countries shift to less developed countries that have relatively weaker regulatory laws. This suggests that 
openness to international trade quite makes less developed countries dirtier, thereby increasing the pollution levels. 
Antweiler et al. (2001) refer this notion as the pollution haven hypothesis (PHH). Its natural alternative, factor endowment 
hypothesis (FEH) can also be responsible for increasing CO2 emissions especially when there is an influx of dirty capital-
intensive processes in countries that have relatively abundant capital. In both PHH and FEH, openness to international 
goods market is predicted to worsen the environmental quality such that countries with comparative advantage in 
production of dirty capital-intensive goods will likely to intensify pollution levels with trade (Mapapu and Phiri, 2018; 
Inglesi-Lotz, 2018; Lopez, 1993). 
More generally, Antweiler et al. (2001) initially provided the theoretical context, which explores the factors determining 
various sources of emissions and successfully decomposed their effects into scale, technique, and composition. The scale 
effect arises due to a rise in income on emissions. The technique effect captures the effect of employing more stringent 
environmental standards leading to environmentally friendly production approaches, as extra income increases people’s 
willingness for a less carbon-intensive environment (Kebede, 2017). The composition effect, on the other hand, captures 
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the effect on emissions resulting from the country’s structure of the industry. Put differently, the composition effect is 
the effect on emissions brought about by a country’s composition of output influenced by the magnitude of her openness 
to international goods market together with her comparative advantage (Cherniwchan, 2017). Therefore, the resource 
abundance of a country as well as the efficacy of her environmental standards will determine the overall composition 
effect on emissions. Thus, the effect could be either positive or negative. Precisely, while less developed countries that 
have weak environmental laws tend to specialise in the production of pollution-intensive products, developed countries 
always concentrate on the production of clean goods owing to their strong environmental standards. So, differences in 
pollution abatement costs, at least in part, theoretically explain the pattern of trade flows across the countries (Antweiler 
et al., 2001; Copeland and Taylor, 2013). 
Turning to empirical literature, many studies have examined the trade-environment nexus. However, the empirical 
evidence has remained largely conflicting and inconclusive across different types of methodologies and countries 
examined. While some recent studies have found openness to international trade to be beneficial and good for the 
environment (Kwakwa, Alhassan and Adu, 2018; Wan, Nakada and Takarada, 2018; Hasson and Masih, 2017; 
Cherniwchan, 2017; Roy, 2017; Zerbo, 2017; Destek, Balli and Manga, 2016; Dogan and Turkekul, 2016; Dogan and 
Seker, 2016; Zerbo, 2015; Li, Xu and Yuan, 2015; Jabeen, 2015; Ling, Ahmed, Muhamad and Shahbaz, 2015; Shahbaz, 
Tiwari and Nasir, 2013c; Aichele and Felbermayr, 2013),  others have found evidence that an increase in trade openness 
has been detrimental to the environmental quality (Raza and Shah, 2018; Solarin, Al-Mulali, Musah, and Ozturk, 2017; 
Fernández-Amador, Francois, Oberdabernig and Tomberger, 2017; Balin, Akan and Altayligil, 2017; Kebede, 2017;  
Jamel and Maktouf, 2017; Lin, 2017; Shahbaz, Nasreen, Ahmed and Hammoudeh, 2017; Le, Chang and Park, 2016;  
Twerefou, Appiah-Konadu and Anaman, 2015). In contrast to all these studies, few studies have provided evidence 
suggesting openness to international goods market has no statistically significant impact on the environmental condition 
(Oh and Bhuyan, 2018; Gale and Mendez, 1998). 
Using the STIRPAT model, Kwakwa et al. (2018) analyse the environmental impact of international trade in Ghana. 
Their results illustrate that international trade leads to a reduction in CO2 emissions in Ghana. Wan et al. (2018) construct 
a two-country trade model to study the effect of trade openness in environmental goods and find that the effect is 
beneficial in the presence of an environmental regulation. Cherniwchan (2017) studies the North American Free Trade 
Agreement (NAFTA)’s environmental consequences on manufacturing firms in the U.S using sulfur dioxide (SO2) and 
particulate matter (PM10) as the measures of environmental quality. The findings show that openness considerably 
decreases these measures at the affected firms. Similarly, using two indicators of intra-industry trade (i.e. levels of sector-
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level trade and within-industry specialisation), Roy (2017) finds evidence, which suggests that both intra-industry trade 
and overall trade intensity are good for the environment. The author concludes that openness to international goods market 
is considerably pro-environment, though the beneficial impact of intra-industry trade is greater. Zerbo (2017) uses the 
ARDL framework to study the trade-environment nexus in fourteen Sub-Saharan African countries. The findings suggest 
that openness strengthens economic growth and enhances environmental quality in these countries. The Author 
summarises that since openness to international goods market does not cause any environmental deterioration, a trade 
incentive policy should be adopted without any damaging impact on environmental quality. 
Furthermore, Destek et al. (2016) assess the effect of trade openness on CO2 emissions while controlling for economic 
growth, urbanisation and energy intensity in ten chosen Central and Eastern European Countries (CEECs) using fully 
modified ordinary least squares (FMOLS) model. Their findings show that a rise  in trade openness reduces CO2 emissions 
in CEECs. This implies that an increased openness to international goods market is good for the environments of CEECs. 
In the same way, Dogan and Turkekul (2016) test the EKC hypothesis in the case of United States of America by adding 
the impact of trade openness in the CO2 emissions model over the period of 1960-2010. Their results show evidence that 
increased openness to international trade and growth in real GDP reduce pollution levels. In addition, using panel data 
for European Union for the period 1980-2012, Dogan and Seker (2016) investigate the determinants of CO2 emissions 
and roles of trade openness, renewable and non-renewable energy. Their results suggest that while renewable energy and 
openness to international trade have mitigating effects on carbon emissions, non-renewable energy deteriorates the 
environmental quality. 
On the contrary, Raza and Shah (2018) investigate the trade-environment nexus in Pakistan using the ARDL framework 
and their findings suggest that a rise in trade openness deteriorates the environmental condition. Similarly, using the 
ARDL framework to test the pollution haven hypothesis in Ghana over the period 1980-2012 Solarin et al. (2017) find 
trade openness is harmful to Ghana’s environment, but institutional quality improves it. Their results further validate the 
presence of pollution haven hypothesis in Ghana. Balin et al. (2017) study the link among environmental quality, trade 
openness and other control variables using the ARDL framework in Turkey for the period 1974-2013. Their findings 
show that a rise in openness to international trade worsens the Turkish environment. Kebede (2017) draws similar 
conclusions in the case of Ethiopia for the period 1970-2014 using the ARDL model to examine the dynamic relationship 
among trade openness, population, energy intensity, affluence, financial development, urbanisation and CO2 emissions. 
The author finds that a rise in openness increases CO2 emissions, while increases in population, urbanisation and financial 
development stimulate economic growth. In addition, Jamel and Maktouf (2017), using the Cobb-Douglas production 
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function, extend the Kebede (2017)’s model to assess the link among trade openness, environmental quality and other 
control variables for European countries over the period 1985-2014. Their findings show evidence of neutrality 
hypothesis that links CO2 emissions to financial development and feedback effect, which suggests the bidirectional 
causality among all the variables. The authors also find openness to international trade to have a harmful impact on the 
environment. 
Furthermore, Lin (2017) uses Chinese 312 prefectures data for the period of 2004-2011 and three measures of 
environmental pollutions namely SO2, NO2 and Aerosol concentration to investigate the trade-environment nexus in 
China and finds that trade openness has substantially contributed to increase these indicators of environmental quality. 
Further analysis reveals that these indicators provide consistent evidence suggesting that trade openness has a damaging 
impact on the Chinese environment, thereby confirming the hypothesis of an intercontinental race to the bottom brought 
about by foreign trade and the PHH. Similarly, Shahbaz et al. (2017) find that trade openness deteriorates the environment 
of the high-income, middle-income and low-income categories using a panel dataset for 105 heterogeneous countries 
over the period 1980-2014. Le et al. (2016) re-assess the trade and environment nexus in a cross-country panel for the 
global sample using the particulate matter (PM10) emissions and find that a rise in openness to international trade brings 
about increased environmental dilapidation. Their results further suggest that although openness to international goods 
market has a benign consequence on the environmental quality of high-income group, it has an unfavourable impact on 
the environmental conditions of low- and middle-income groups of the global sample. The authors’ findings are in 
agreement with the general view that developing countries have been made dirtier with trade and pollution-intensive 
industries from developed countries have migrated to increase pollution levels in these poor countries.   
For the case of South Africa, few empirical papers that have recently examined the trade-environment nexus have also 
found mixed results (Inglesi-Lotz, 2018; Mapapu and Phiri, 2018; Hasson and Masih, 2017; Khobai and Le Roux, 2017; 
Zerbo, 2017; Zerbo, 2015; Shahbaz, Tiwari and Nasir, 2013c; Kohler, 2013; Menyah and Wolde-Rufael, 2010). The most 
recent studies by Inglesi-Lotz (2018) and Mapapu and Phiri (2018) have provided evidence suggesting that trade openness 
has no statistically significant impact on the South Africa’s environmental condition. On the contrary, the study by Hasson 
and Masih (2017), which uses the ARDL framework over the period 1971-2013, has provided evidence suggesting that 
openness to international goods market reduces overall pollutions brought about by CO2 emissions in South Africa. Their 
findings support that increased openness to international trade improves the environment via technological innovation 
that promotes expenditures on energy research and development. In doing so, such research activities promote the use of 
greener technology, which substantially reduces carbon emissions and improves the environmental quality. Zerbo (2017, 
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2015) also finds resembling evidence that trade openness has an advantageous influence on South Africa’s environment. 
The author’s results in those two studies show that openness to international trade enhances economic growth and reduces 
environmental pollution. Similarly, Shahbaz et al. (2013c) explore the effect of trade openness and other control variables 
on the South Africa’s environment employing dataset spanning over the period 1965 to 2008. The findings depict that, 
whereas financial development improves environmental decay, a rise in economic growth increases energy emissions 
that deteriorates the environmental quality. Coal consumption contributes to worsen the South Africa’s environmental 
quality. Trade openness enhances the environment by lessening the growth of carbon emissions. In the same way, Kohler 
(2013) uses South Africa’s data on energy and trade to examine the trade-environment nexus over the period 1960-2009 
and finds that increased trade openness improves the environmental condition. The author concludes that trade openness 
is good for the South Africa’s environment. Contrary to all these empirical results for South Africa, Khobai and Le Roux 
(2017) examine the link between CO2 emissions and trade openness and find that trade openness hampers South Africa’s 
environment. Other control variables used in the study also increase CO2 emissions. 
Previous studies that have investigated the trade-environment nexus have one thing in common - considering and using 
trade intensity (TI) as a trade openness proxy. The TI-based measure, conventionally seen as the ratio of trade (sum of 
exports and imports) to GDP, expresses a country’s trade in relation to her share of income (GDP) and it is not contrived.1 
While the proxy makes intuitive sense, it fails considerably to address the vagueness associated with the definition of true 
trade openness and how it is measured. The major weakness in using TI-based proxy is that it is only one-dimensional 
that focuses on the comparative position of a country’s trade performance in relation to her domestic economy. That is, 
it deals only with the question of how huge is the country’s share of income related to foreign trade? The limitation of 
this measure lies on its inability to capture another vital aspect of trade openness, which is how significant is the specific 
trade level of a country to world trade? This means that the TI-based measure fails to capture the accurate impact of trade 
on the environment. In addition, the measure widely ignores the openness of a country to world trade, thereby penalising 
bigger economies by portraying them as closed economies (Squalli and Wilson, 2011). Consequently, the TI-based 
measure does not convincingly reflect the correct idea of trade openness, having failed to consider the benefits a country 
derives in trading quite rigorously with the rest of the world.  
Against this background and drawing from the gaps identified in the literature, the paper constructs and uses a new proxy 
of trade openness, which reflects trade outcome reality by taking into consideration two dimensions that accurately 
                                                            
1 This proxy sharply contradicts with other indicators employed by other empirical studies such as the arbitrary binary 
(1,0) indicator proposed by Sachs and Warner (1995). 
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capture true trade openness. The new proxy considers both South African trade share of her GDP and her comparative 
magnitude of trade in relation to the rest of the world in a specified period of time. Adopting this seldom approach to 
capture openness, the paper differs significantly from the previous studies that use the traditional TI-based measure. Also, 
we find that the previous studies especially for the case of South Africa only look at the direct environmental effects of 
openness to international goods market, while ignoring the indirect consequences such as composition of economic 
activities and comparative advantage as explained in Cole and Elliott (2003) and Cole (2006). Given this, the paper 
attempts to fill this gap by using both direct and indirect effects to investigate the trade-environment nexus in South 
Africa. The paper achieves this by decomposing the effects to examine the overall environmental effects of openness to 
international goods market in South Africa. 
3. Methodology 
The research uses yearly data that spans over the period 1960-2016 to examine the dynamic association between trade 
openness and environmental quality in South Africa. 
3.1 Functional form 
The paper adopts the standard environmental Kuznets curve (EKC) hypothesis to study the trade-environment association 
for South Africa. The EKC hypothesis argues that at the initial phase of a societal development (especially during the 
industrial stage), environmental decay increases considerably as high priority is placed on increasing material output 
(economic growth). Since more income is preferred to a clean environment at this stage, an increase in income is thus 
accomplished to the detriment of the environmental quality. Hence, the rapid economic growth unavoidably brings about 
higher exploitation of natural resources that deteriorate the environmental quality. This reason intuitively explains the 
positive association between economic growth and the environmental condition. However, at the advanced industrial 
phase of development, an increase in income improves the environmental quality following the enforcement of more 
stringent environmental standards and people’s inclination for a clean environment (John and Pecchenino, 1994; Selden 
and Song, 1995). In its general format, the standard EKC hypothesis, following Cole (2006), Grossman and Krueger 
(1991, 1995), Cole and Elliott (2003), Ling et al. (2015) and Begum et al.(2015) is thus presented as follows: 
ܥܱଶ ൌ ܨሺܵܧ, ܶܧሻ																																																																																																																																																																																		ሺ1ሻ 
Where CO2 is a proxy for environmental quality measured by CO2 emissions per capita (in metric tons), SE is the real 
GDP per capita that captures the “scale effect” and TE is the square of real GDP per capita, which is a proxy for the 
“technique effect”. Log-linearizing the above theoretical relationship, we thus obtain as follows: 
10 
 
	Inܥܱଶ௧ ൌ ߙ ൅ ߮ܫ݊ܵܧ௧ ൅ ߚܫ݊ܶܧ௧ ൅ ߝ௧																																																																																																																																												ሺ2ሻ 
Cole and Elliott (2003) demonstrate that the use of real GDP per capita captures the scale effect whereas the square of 
real GDP per capita denotes the technique effect. Both scale and technique effects are referred to as income effect (Ling 
et al., 2015). The scale effect captures an increase in income (economic growth) leading to a higher level in emissions 
while the technique effect reduces emissions as more environmentally friendly technologies are employed as income rises 
and due to people’s inclination for a less carbon-intensive environment. Thus, the theoretical expectations demand that: 
߮ ൐ 0 and ߚ ൏ 0 for the EKC hypothesis to be validated. The validation implies that there is an existence of an inverted 
U-shaped curve in the association between income and the environmental condition. 
According to Brock and Taylor (2005), whether EKC hypothesis holds or not largely depends on the level of technological 
progress in a country. In this direction, the paper has included technological innovation to explore its impact on CO2 
emissions. Therefore, following Antweiler et al. (2001), Sohag et al. (2015) and Ahmed et al. (2016), the various sources 
are decomposed into scale, technique, trade, energy consumption, composition, comparative advantage and technological 
effects to investigate the overall effects of openness to international goods market on the environment. In doing so, 
Equation (2) is further augmented as follows: 
	Inܥܱଶ௧ ൌ ߙ ൅ ߮ܫ݊ܵܧ௧ ൅ ߚܫ݊ܶܧ௧ ൅ ߩܫܴ݊ܶܧ௧ ൅ ߨܫ݊ܧܧ௧ ൅ ߜܫ݊ܥܧ௧ ൅ ߬ܫ݊ܥܲܧ௧ ൅ ߱ܫ݊ܶܧܥܪ௧ ൅ ௧ܷ																															ሺ3ሻ 
where ܫܴ݊ܶܧ௧ is the natural log of trade openness taken as the composite trade intensity (CTI), ܫ݊ܧܧ௧ is the natural log 
of energy consumption (million tonnes of oil equivalent), ܫ݊ܥܧ௧ represents the natural log of capital-labour ratio, ܫ݊ܥܲܧ௧ 
denotes the natural log of cross product of capital-labour ratio and trade openness to capture the comparative advantage 
effect and ܫ݊ܶܧܥܪ௧ captures the natural log of technological innovation measured by total patent applications. 
߮, ߚ, ߩ, ߨ, ߜ	߬	ܽ݊݀	߱ are the coefficients to be estimated that measure elasticities while ௧ܷ is the stochastic error term 
with standard properties. 
Theoretical studies linking trade openness to the environment have been mixed, hence the environmental effect of trade 
openness is ambiguous. Therefore, ߩ ൐ 0	݋ݎ ൏ 0. Previous work has revealed that an increase in energy consumption is 
commonly believed to be connected to higher emissions (Shahbaz et al., 2013c; Dogan and Turkekul, 2016; Destek et 
al., 2016). Therefore, a reduction in energy consumption improves the environmental quality. Given this, a priori 
expectation is that ߨ ൐ 0. Cole (2006) illustrates that the composition effect shows that the production structure, which 
is often dominated by capital-intensive processes, increases carbon emissions with trade. Environmental quality 
deteriorates as a country increasingly changes its industrial structure in those activities which are predominantly capital-
intensive. Earlier work establishes a strong positive link between emission intensity and capital intensity (Raza and Shah, 
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2018). Hence, a priori expectation requires that	ߜ ൐ 0. Furthermore, Antweiler et al. (2001) demonstrate that composition 
effect can increase or reduce emissions following openness to international trade. Countries that have comparative 
advantages in cleaner industries tend to have minimum carbon emissions while those that specialise in export and 
production of dirty and pollution-intensive goods have higher emissions. Given this in mind, the expected sign for the 
coefficient of comparative advantage effect (߬) can either be negative or positive (i.e. ߬ ൏ 0	݋ݎ ൐ 0). Sohag et al. (2015) 
reveal that technological innovation is vital for enhancing energy efficiency. During production processes, advanced 
technologies enable countries to lower carbon emissions using a minimum level of energy as well as switching from non-
renewable energy types to alternative sources such as solar power to maintain energy efficiency. Therefore, a priori 
expectation requires that ߱ ൏ 0. 
Furthermore, following Sohag et al. (2017) and Al Mamun et al. (2014), we explore the effects of sector value addition 
to GDP on the environmental quality in South Africa to assess their relative contributions to the growing carbon emissions 
in the country. In this regard, Equation (3) augmented to account for them is expressed as follows: 
	Inܥܱଶ௧ ൌ ߙ ൅ ߮ܫ݊ܵܧ௧ ൅ ߚܫ݊ܶܧ௧ ൅ ߩܫܴ݊ܶܧ௧ ൅ ߨܫ݊ܧܧ௧ ൅ ߜܫ݊ܥܧ௧ ൅ ߬ܫ݊ܥܲܧ௧ ൅ ߱ܫ݊ܶܧܥܪ௧ ൅ ߞܫ݊ܣܩܦ ௧ܲ ൅
ߴܫ݊ܫܩܦ ௧ܲ ൅ ߶ܫ݊ܵܩܦ ௧ܲ ൅ ௧ܷ																																																																																																																																																													ሺ4ሻ  
where ܫ݊ܣܩܦ ௧ܲ, ܫ݊ܫܩܦ ௧ܲ	ܽ݊݀	ܫ݊ܵܩܦ ௧ܲ respectively denote the natural logs of sector-wise disaggregated contributions 
to GDP by agriculture, industry and service sectors. 
To address the problem of omitted variable bias, previous studies have controlled for other important variables in the 
trade-environment regression. In this paper, an attempt has been made to control for these vital variables which include 
foreign direct investment (FDI), institutional quality (INS), Kyoto protocol commitment (KYO) and financial 
development (FD). Therefore, adding these variables into equation (4), our baseline equation is presented as follows: 
	Inܥܱଶ௧ ൌ ߙ ൅ ߮ܫ݊ܵܧ௧ ൅ ߚܫ݊ܶܧ௧ ൅ ߩܫܴ݊ܶܧ௧ ൅ ߨܫ݊ܧܧ௧ ൅ ߜܫ݊ܥܧ௧ ൅ ߬ܫ݊ܥܲܧ௧ ൅ ߱ܫ݊ܶܧܥܪ௧ ൅ ߞܫ݊ܣܩܦ ௧ܲ ൅
ߴܫ݊ܫܩܦ ௧ܲ ൅ ߶ܫ݊ܵܩܦ ௧ܲ ൅ ߸ܫ݊ܨܦ௧ ൅ ߰ܫ݊ܨܦܫ௧ ൅ ߪܫ݊ܫܰܵ௧ ൅ ߣܭܻܱ௧ ൅ ௧ܷ																																																																											ሺ5ሻ  
The impact of financial development is unclear since it depends on whether the sector has achieved the level of maturity. 
By committing and reallocating the scarce financial resources to those activities that generate less emissions, the sector 
contributes to improve environmental quality. In addition, the sector has constantly supported the use of greener 
technologies to improve production level leading to minimum carbon emissions (Tamazian and Rao, 2010). A mature 
financial sector is able to monitor funds and other resources for environmentally friendly projects, while it poses a serious 
problem for such funded projects to be monitored by an immature financial sector, driven by sole objective of profit-
maximisation at any cost. As a result, the expected sign for the coefficient of financial development can be either positive 
or negative (i.e. ߸ ൐ 0	݋ݎ ൏ 0ሻ. Foreign direct investment inflows, which offer the necessary funding capital for higher 
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economic expansion, produce positive externalities via transfer of technology, enhance managerial skills, increase 
productivity gains and introduce new production processes that improve economic growth (Lee, 2013). Under pollution 
haven hypothesis, it has been established theoretically that an increase in FDI is closely associated with high carbon 
emissions. Therefore, a priori expectation requires that	߰ ൐ 0. A country, having a well-developed institution, tends to 
execute stringent environmental laws, where defaulters are severely punished, and the private sector ultimately complies, 
thereby mitigating carbon emissions. This implies that there is an inverse relationship between a higher institutional 
quality and carbon emissions. Hence, it is expected that ߪ ൏ 0. The main objective of global efforts to reduce the negative 
impact of global climate change is the mitigation of international GHGs emissions. The commitments of the key carbon-
producing countries to realise the international emission targets will determine the success of this world carbon protocol. 
Therefore, the impact of Kyoto Protocol on carbon emissions will depend on the level of South Africa’s commitment to 
reduce CO2 emissions. To this end, its expected sign could be positive or negative (i.e. ߣ ൏ 0	݋ݎ ൐ 0). 
3.2 Measuring trade openness 
A measure for trade openness used in this paper is the composite trade intensity (CTI) introduced by Squalli and Wilson 
(2011) to overcome the limitations associated with the conventional trade intensity (TI) adopted in the previous literature. 
The CTI includes more vital information regarding the contribution of a country to the world economy and her significant 
influence on the global economy. Intuitively, CTI symbolises TI adjusted by the share of a country’s trade level in relation 
to the average international trade. The novelty in using the CTI-based proxy is that it reflects trade outcome reality by 
capturing two dimensions of a country’s ties with the rest of the world. The CTI is presented thus: 
ܥܶܫ ൌ ሺܺ ൅ܯሻ௜1
݊∑ ሺܺ ൅ܯሻ௝௡௝ୀଵ
	ሺܺ ൅ ܯሻ௜ܩܦ ௜ܲ 																																																																																																																																																				ሺ6ሻ 
where: i denotes South Africa; j represents its trading partners; the first part of the equation (5) captures world trade share 
while the second part represents South Africa’s trade share. 
3.3 Variables and data sources 
The research employs yearly data that covers the period 1960-2016. In this research, CO2 emissions as a measure for the 
environment is the dependent variable.  The study also uses GDP per capita as a measure of scale effect (SE), energy 
consumption as a measure of energy effect (EE), trade openness computed as a composite trade intensity as a measure of 
trade effect (TRE), capita-labour ratio as a measure for composition effect (CE) and cross product of the composition 
effect and trade openness as a proxy for comparative advantage effect (CPE). We have included the square of GDP per 
capita as a proxy of technique effect (TE) to test for the existence of EKC. The other control variables used in the study 
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include: technological innovation (TECH), agricultural value addition to GDP (AGDP), industrial value addition to GDP 
(IGDP), service sector value addition to GDP (SGDP), financial development (FD), foreign direct investment (FDI), 
institutional quality (INS) and Kyoto protocol (KYO). Table 1 presents a summary of variable definition and data sources. 
[Insert Table 1 here] 
 
3.4 Empirical Framework 
To examine the trade-environment nexus, the study uses the Autoregressive Distributed lag (ARDL) approach, which is 
preferred to the Johansen’s maximum likelihood-based test and Engle-Granger’s residual-based test on the following 
reasons: (1) it does not need that the basic series under consideration to have the same order of integration; (2) it utilises 
adequate number of lags to lessen the strength of residual serial correlation; (3) it utilises a simple linear transformation 
to generate an error correction model (ECM) from the framework; (4) it fixes residual serial correlation problems and 
those of endogeneity bias; (5) lastly, in the case of small sample size, it does perform better than the Johansen and Engle-
Granger tests (Pesaran, Shin and Smith, 2001). 
Following Pesaran et al. (2001), the ARDL specification of Equation (5) is expressed as follows: 
∆ܫ݊ܥܱଶ௧ ൌ ߛ଴ ൅ ∑ ߛଵ௜∆ܫ݊ܥܱଶ௧ି௜ ൅ ∑ ߛଶ௜∆ܫ݊ܵܧ௧ି௜ ൅ ∑ ߛଷ௜∆ܫ݊ܶܧ௧ି௜ ൅ ∑ ߛସ௜∆ܴܶܧ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀଵ
∑ ߛହ௜∆ܧܧ௧ି௜ ൅ ∑ ߛ଺௜∆ܫ݊ܥܧ௧ି௜ ൅ ∑ ߛ଻௜∆ܫ݊ܥܲܧ௧ି௜ ൅ ∑ ߛ଼௜∆ܫ݊ܶܧܥܪ௧ି௜ ൅ ∑ ߛଽ௜∆ܫ݊ܣܩܦ ௧ܲି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߛଵ଴௜∆ܫ݊ܫܩܦ ௧ܲି௜ ൅ ∑ ߛଵଵ௜∆ܫ݊ܵܩܦ ௧ܲି௜ ൅ ∑ ߛଵଶ௜∆ܫ݊ܨܦ௧ି௜ ൅ ∑ ߛଵଷ௜∆ܫ݊ܨܦܫ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߛଵସ௜∆ܫ݊ܫܰܵ௧ି௜ ൅ ∑ ߛଵହ௜∆ܫ݊ܭܻ ௧ܱି௜௡௜ୀ଴௡௜ୀ଴ ൅ ߠଵܫ݊ܥܱଶ௧ିଵ ൅ ߠଶܫ݊ܵܧ௧ିଵ ൅ ߠଷܫ݊ܶܧ௧ିଵ ൅
ߠସܫܴ݊ܶܧ௧ିଵ൅ߠହܫ݊ܧܧ௧ିଵ ൅ ߠ଺ܫ݊ܥܧ௧ିଵ ൅ ߠ଻ܫ݊ܥܲܧ௧ିଵ ൅ ߠ଼ܫ݊ܶܧܥܪ௧ିଵ ൅ ߠଽܫ݊ܣܩܦ ௧ܲିଵ ൅ ߠଵ଴ܫ݊ܫܩܦ ௧ܲିଵ ൅
ߠଵଵܫ݊ܵܩܦ ௧ܲିଵ ൅ ߠଵଶܫ݊ܨܦ௧ିଵ ൅ ߠଵଷܫ݊ܨܦܫ௧ିଵ ൅ ߠଵସܫ݊ܫܰܵ௧ିଵ ൅ ߠଵହܭܻܱ௧ିଵ ൅ ߝ௧ 																																																							ሺ7ሻ             
where ߝ௧	and ∆ respectively denote the white noise and the first difference terms. The analysis involves two steps where 
Schwarz's Bayesian Information Criterion (SBIC) chooses the specification of the ARDL models to identify the optimal 
lag length and later the equations are run by OLS (Pesaran et al., 1999). Using this approach addresses the problems of 
endogeneity. Therefore, the first stage involves the stationarity test to ascertain whether unit roots are present in the series. 
In other words, the test enables us to determine whether the variables are stationary. When a variable is stationary, this 
implies that the autocorrelations, variance and mean could be approximated (Raza and Shah, 2018). On the other hand, a 
series will drift away from its long-run mean if it is nonstationary. In this case, the inference is ultimately on the basis of 
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spurious analysis. Therefore, the work uses the Phillip-Perron test together with the Dickey Fuller test with Generalised 
Least Squares (GLS) de-trending for stationarity test. 
After stationarity test, another step deals with the cointegration test to ascertain if the variables under consideration have 
a stable long run association. Based on equation (7), we provide the null hypothesis testing for no cointegration as 
follows:ሺܪ଴: ߠଵ ൌ ߠଶ ൌ ߠଷ ൌ ߠସ ൌ ߠହ ൌ ߠ଺ ൌ ߠ଻ ൌ ߠ଼ ൌ ߠଽ ൌ ߠଵ଴ ൌ ߠଵଵ ൌ ߠଵଶ ൌ ߠଵଷ ൌ ߠଵସ ൌ ߠଵହ ൌ 0). The null 
hypothesis tests against the alternative hypothesisሺܪଵ: ߠଵ ് ߠଶ ് ߠଷ ് ߠସ ് ߠହ ് ߠ଺ ് ߠ଻ ് ߠ଼ ് ߠଽ ് ߠଵ଴ ് ߠଵଵ ്
ߠଵଶ ് ߠଵଷ ് ߠଵସ ് ߠଵହ ് 0ሻ. Assuming that the cointegration exists, the long-run model, which is run is expressed as 
follows: 
∆ܫ݊ܥܱଶ௧ ൌ ߚ଴ ൅ ߠଵܫ݊ܥܱଶ௧ିଵ ൅ ߠଶܫ݊ܵܧ௧ିଵ ൅ ߠଷܫ݊ܶܧ௧ିଵ ൅ ߠସܫܴ݊ܶܧ௧ିଵ൅ߠହܫ݊ܧܧ௧ିଵ ൅ ߠ଺ܫ݊ܥܧ௧ିଵ ൅ ߠ଻ܫ݊ܥܲܧ௧ିଵ ൅
ߠ଼ܫ݊ܶܧܥܪ௧ିଵ ൅ ߠଽܫ݊ܣܩܦ ௧ܲିଵ ൅ ߠଵ଴ܫ݊ܫܩܦ ௧ܲିଵ ൅ ߠଵଵܫ݊ܵܩܦ ௧ܲିଵ ൅ ߠଵଶܫ݊ܨܦ௧ିଵ ൅ ߠଵଷܫ݊ܨܦܫ௧ିଵ ൅ ߠଵସܫ݊ܫܰܵ௧ିଵ ൅
ߠଵହܭܻ ௧ܱିଵ ൅ ߮௧																																																																																																																																																																																					ሺ8ሻ  
The ARDL model specifying the short-run dynamics is presented as follows: 
∆ܫ݊ܥܱଶ௧ ൌ ߚ଴ ൅ ∑ ߚଵ௜∆ܫ݊ܥܱଶ௧ି௜ ൅ ∑ ߚଶ௜∆ܫ݊ܵܧ௧ି௜ ൅ ∑ ߚଷ௜∆ܫ݊ܶܧ௧ି௜ ൅ ∑ ߚସ௜∆ܴܶܧ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀଵ
∑ ߚହ௜∆ܧܧ௧ି௜ ൅ ∑ ߚ଺௜∆ܫ݊ܥܧ௧ି௜ ൅ ∑ ߚ଻௜∆ܫ݊ܥܲܧ௧ି௜ ൅ ∑ ߚ଼௜∆ܫ݊ܶܧܥܪ௧ି௜ ൅ ∑ ߚଽ௜∆ܫ݊ܣܩܦ ௧ܲି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߚଵ଴௜∆ܫ݊ܫܩܦ ௧ܲି௜ ൅ ∑ ߚଵଵ௜∆ܫ݊ܵܩܦ ௧ܲି௜ ൅ ∑ ߚଵଶ௜∆ܫ݊ܨܦ௧ି௜ ൅ ∑ ߚଵଷ௜∆ܫ݊ܨܦܫ௧ି௜ ൅ ∑ ߚଵସ௜∆ܫ݊ܫܰܵ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߚଵହ௜∆ܫ݊ܭܻܱ௧ି௜௡௜ୀ଴ ൅ ߱ܧܥܯ௧ିଵ ൅ ߮௧ 																																																																																																																																											ሺ9ሻ  
Where ECMt  represents the error correction term and it is presented as follows: 
ܧܥܯ௧ ൌ ∆ܫ݊ܥܱଶ௧ െ ߚ଴ ൅ ∑ ߚଵ௜∆ܫ݊ܥܱଶ௧ି௜ ൅ ∑ ߚଶ௜∆ܫ݊ܵܧ௧ି௜ ൅ ∑ ߚଷ௜∆ܫ݊ܶܧ௧ି௜ ൅ ∑ ߚସ௜∆ܴܶܧ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀଵ
∑ ߚହ௜∆ܧܧ௧ି௜ ൅ ∑ ߚ଺௜∆ܫ݊ܥܧ௧ି௜ ൅ ∑ ߚ଻௜∆ܫ݊ܥܲܧ௧ି௜ ൅ ∑ ߚ଼௜∆ܫ݊ܶܧܥܪ௧ି௜ ൅ ∑ ߚଽ௜∆ܫ݊ܣܩܦ ௧ܲି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߚଵ଴௜∆ܫ݊ܫܩܦ ௧ܲି௜ ൅ ∑ ߚଵଵ௜∆ܫ݊ܵܩܦ ௧ܲି௜ ൅ ∑ ߚଵଶ௜∆ܫ݊ܨܦ௧ି௜ ൅ ∑ ߚଵଷ௜∆ܫ݊ܨܦܫ௧ି௜ ൅ ∑ ߚଵସ௜∆ܫ݊ܫܰܵ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴∑ ߚଵହ௜∆ܫ݊ܭܻܱ௧ି௜௡௜ୀ଴ ൅ ߮௧ 																																																																																																																																																																ሺ10ሻ  
The short run coefficients relate to the short run dynamics of the convergence of the model to equilibrium and ߱ in 
Equation (9) above denotes the adjustment speed. Furthermore, the study uses cumulative sum of squares of recursive 
residuals (CUSUMSQ) and cumulative sum of recursive residuals (CUSUM) to test for structural stability. 
3.5 Robustness check 
The paper has implemented robustness checks by using the nonlinear autoregressive distributed lag (NARDL) model 
and structural breaks exercise. 
3.5.1 Trade-environment nexus: Application of NARDL procedure to model the asymmetric 
long-run cointegrating association  
The robustness of the long- and short-run estimated parameters is assessed by using an alternative estimation approach, 
the NARDL framework. Our ARDL baseline equation (i.e. Equation 7) captures only the symmetric effects of trade 
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policy and other control variables on CO2 emissions, under the general belief that the underlying long-run association is 
described as following a symmetrically linear combination. Also, it is assumed that there is no difference between the 
decomposed partial sum processes of negative and positive impacts of these nonstationary stochastic explanatory 
variables on CO2 emissions. In general, the cointegrating association could be asymmetric or nonlinear. Therefore, 
following Shin et al. (2014), we decompose the changes of trade openness variable (i.e. our variable of interest in this 
research) into positive and negative components to capture their asymmetric impacts on CO2 emissions. In this direction, 
the two components constructed to capture these effects are as follows:  
ܱܲܵ௧ ൌ෍∆ܫܴ݊ܶܧ௝ା ൌ
௧
௝ୀଵ
෍݉ܽݔ
௧
௝ୀଵ
൫∆ܫܴ݊ܶܧ௝, 0൯																																																																																																																							ሺ11aሻ 
                                                          
ܰܧܩ௧ ൌ෍∆ܫܴ݊ܶܧ௝ି ൌ
௧
௝ୀଵ
෍݉݅݊
௧
௝ୀଵ
൫∆ܫܴ݊ܶܧ௝, 0൯																																																																																																																							ሺ11bሻ 
	                                                                                                                   
where ∆ represents the difference operator and ܱܲܵ௧ and ܰܧܩ௧ denote respectively the partial sum processes of positive 
and negative changes in trade policy in the period t. We hence rewrite Equation (7) by replacing the ܫܴ݊ܶܧ௧ variable 
with  ܱܲܵ௧ and ܰܧܩ௧. We obtain the following specification: 
∆ܫ݊ܥܱଶ௧ ൌ ߜ଴ ൅ ∑ ߜଵ௜∆ܫ݊ܥܱଶ௧ି௜ ൅ ∑ ߜଶ௜∆ܫ݊ܵܧ௧ି௜ ൅ ∑ ߜଷ௜∆ܫ݊ܶܧ௧ି௜ ൅ ∑ ߜସ௜∆ܱܲܵ௧ି௜ ൅௡ସ௜ୀ଴௡ଷ௜ୀ଴௡ଶ௜ୀ଴௡ଵ௜ୀଵ
∑ ߜହ௜∆ܰܧܩ௧ି௜ ൅ ∑ ߜ଺௜∆ܫ݊ܧܧ௧ି௜ ൅ ∑ ߜ଻௜∆ܫ݊ܥܲܧ௧ି௜ ൅ ∑ ߜ଼௜∆ܫ݊ܶܧܥܪ௧ି௜ ൅ ∑ ߜଽ௜∆ܥܧ௧ି௜ ൅௡ଽ௜ୀ଴௡଼௜ୀ଴௡଻௜ୀ଴௡଺௜ୀ଴௡ହ௜ୀ଴
∑ ߜଵ଴௜∆ܫ݊ܨܦ௧ି௜ ൅ ∑ ߜଵଵ௜∆ܫ݊ܨܦܫ௧ି௜ ൅ ∑ ߜଵଶ௜∆ܫ݊ܫܰܵ௧ି௜ ൅ ∑ ߜଵଷ௜∆ܫ݊ܣܩܦ ௧ܲି௜ ൅ ∑ ߜଵସ௜∆ܫ݊ܫܩܦ ௧ܲି௜ ൅௡ଵସ௜ୀ଴௡ଵଷ௜ୀ଴௡ଵଶ௜ୀ଴௡ଵଵ௜ୀ଴௡ଵ଴௜ୀ଴
∑ ߜଵହ௜∆ܫ݊ܵܩܦ ௧ܲି௜ ൅ ∑ ߜଵ଺௜௡ଵ଺௜ୀ଴௡ଵହ௜ୀ଴ ∆ܭܻ ௧ܱି௜ ൅ ߨଵܫ݊ܥܱଶ௧ିଵ ൅ ߨଶܫ݊ܵܧ௧ିଵ ൅ ߨଷܫ݊ܶܧ௧ିଵ ൅ ߨସܫܱ݊ܲܵ௧ିଵ ൅
ߨହܫ݊ܰܧܩ௧ିଵ൅ߨ଺ܫ݊ܧܧ௧ିଵ ൅ ߨ଻ܫ݊ܥܲܧ௧ିଵ ൅ ߨ଼ܫ݊ܶܧܥܪ௧ିଵ ൅ ߨଽܫ݊ܥܧ௧ିଵ ൅ ߨଵ଴ܫ݊ܨܦ௧ିଵ ൅ ߨଵଵܫ݊ܨܦܫ௧ିଵ ൅
ߨଵଶܫ݊ܫܰܵ௧ିଵ ൅ ߨଵଷܫ݊ܣܩܦ ௧ܲିଵ ൅ ߨଵସܫ݊ܫܩܦ ௧ܲିଵ ൅ ߨଵହܫ݊ܵܩܦ ௧ܲିଵ ൅ ߨଵ଺ܭܻ ௧ܱିଵ ൅ ߝ௧ଵ	 																																															ሺ12ሻ	              
Shin et al. (2014) clearly show that Equation (12) can be estimated by applying the procedure similar to Equation (7). 
Nonlinearity is therefore incorporated into the model by the partial sum decompositions of trade policy variable. Since 
the bounds-testing procedure can be applied to Equation (12), the ܱܲܵ௧ and ܰܧܩ௧ variables are therefore considered as 
one variable2, where the critical values for the F-test similar to Equation (7) are used, although Equation (12) contains 
more variables than Equation (7). Information about three aspects of asymmetric impacts are obtained once Equation (12) 
is run. First, if ∆ܱܲܵ has a number of lags that differ from that of ∆ܰܧܩ, then the short-run asymmetry adjustment is 
realised. Second, short-run asymmetric effect is obtained if ∑ߜସ௜ ്∑ߜହ௜. Lastly, long-run asymmetric impact is obtained 
                                                            
2 Shin et al. (2014) argue that, because of dependency between the two variables, such a treatment is crucial.  
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if the coefficient on ܱܲܵ௧ differs significantly from that of ܰܧܩ௧. Using the Wald test, we hence determine whether 
గర
ିగభ ്
గఱ
ିగభ in Equation (12) to draw conclusion in this direction. 
3.5.2 Trade-environment nexus: Assumption of structural breaks 
3.5.2.1 Zivot-Andrews structural break unit root test 
This paper uses the Dickey-Fuller GLS and Phillips-Perron tests for stationarity test of all variables under review. 
Unfortunately, due to presence of structural breaks in these variables, these tests can produce biased and misleading 
results about the unit root tests. Consequently, this research has accounted for the possibility of structural breaks by using 
the robust technique developed by Zivot-Andrew (1992). Therefore, following Zivot-Andrew (1992), we construct the 
following three models for unit root tests to accommodate the structural break points in these variables if they exist. 
∆ݔ௧ ൌ∝ ൅ߙݔ௧ିଵ ൅ ߚݐ ൅ ߱ܦ ௧ܷ ൅ ∑ ௝݀∆ݔ௧ି௝ ൅ ߝ௧௞௝ୀଵ 																																																																																																																ሺ13ሻ 
∆ݔ௧ ൌ ߚ ൅ ߚݔ௧ିଵ ൅ ߱ݐ ൅ ߚܦ ௧ܶ ൅ ∑ ௝݀∆ݔ௧ି௝ ൅ ߝ௧௞௝ୀଵ 																																																																																																															ሺ14ሻ 
∆ݔ௧ ൌ ߱ ൅ ߱ݔ௧ିଵ ൅ ߱ݐ ൅ ߩܦ ௧ܷ ൅ ߩܦ ௧ܶ ൅ ∑ ௝݀∆ݔ௧ି௝ ൅ ߝ௧௞௝ୀଵ 																																																																																															ሺ15ሻ  
where ܦ ௧ܷ is a dummy variable denoting a mean shift, which happens at each point having a time break, ܦ ௧ܶ represents 
the variable-shift trend. Therefore,  
ܦ ௧ܷ ൌ ൜1… ݂݅	 ݐ ൐ ܶܤ0… ݂݅ ݐ ൏ ܶܤ		ൠ ܽ݊݀	ܦ ௧ܷ ൌ ൜
ݐ െ ܶܤ… ݂݅		 ݐ ൐ ܶܤ
0… ݂݅ ݐ ൏ ܶܤ		ൠ																																																																																							ሺ16ሻ  
߱ ൌ 0 is the null hypothesis of the structural break stationary period, which shows that the variable is having a unit root. 
Meanwhile, if ߱ ൏ 0, this is evident that the series is trend-stationary with one unknown time break. 
3.5.2.2 Gregory-Hansen(G-H) test of Cointegration with regime shifts 
Furthermore, if there is an existence of structural breaks in the variables, then the use of bonds testing procedure for 
cointegration will yield inconsistent results. As a result, to address this problem, the research uses the robust technique 
developed by Gregory-Hansen (1996) for cointegration test accounting for the structural break points in the variables, 
while examining the cointegrating association among the time series under review. Under the G-H test, the null hypothesis 
is specified as: ܪ଴: no cointegration at the break point against the alternative hypothesis ܪ଴: cointegration at the break 
point. 
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As a robustness check, to properly account for the presence of structural breaks in the variables under review, Equation 
(7) is re-estimated by incorporating a dummy variable representing the structural break point. Using this approach, the 
presence of structural breaks is well captured and accounted for in this research. In doing so, we estimate the following 
equation by introducing the break point dummy variable of the year 1982, the timing period of structural break in the 
variables. 
 ∆ܫ݊ܥܱଶ௧ ൌ ߛ଴ ൅ ∆ܦ1982 ൅ ∑ ߛଵ௜∆ܫ݊ܥܱଶ௧ି௜ ൅ ∑ ߛଶ௜∆ܫ݊ܵܧ௧ି௜ ൅ ∑ ߛଷ௜∆ܫ݊ܶܧ௧ି௜ ൅ ∑ ߛସ௜∆ܴܶܧ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀଵ
∑ ߛହ௜∆ܧܧ௧ି௜ ൅ ∑ ߛ଺௜∆ܫ݊ܥܧ௧ି௜ ൅ ∑ ߛ଻௜∆ܫ݊ܥܲܧ௧ି௜ ൅ ∑ ߛ଼௜∆ܫ݊ܶܧܥܪ௧ି௜ ൅ ∑ ߛଽ௜∆ܫ݊ܣܩܦ ௧ܲି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߛଵ଴௜∆ܫ݊ܫܩܦ ௧ܲି௜ ൅ ∑ ߛଵଵ௜∆ܫ݊ܵܩܦ ௧ܲି௜ ൅ ∑ ߛଵଶ௜∆ܫ݊ܨܦ௧ି௜ ൅ ∑ ߛଵଷ௜∆ܫ݊ܨܦܫ௧ି௜ ൅௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴௡௜ୀ଴
∑ ߛଵସ௜∆ܫ݊ܫܰܵ௧ି௜ ൅ ∑ ߛଵହ௜∆ܫ݊ܭܻ ௧ܱି௜௡௜ୀ଴௡௜ୀ଴ ൅ ܦ1982 ൅ ߠଵܫ݊ܥܱଶ௧ିଵ ൅ ߠଶܫ݊ܵܧ௧ିଵ ൅ ߠଷܫ݊ܶܧ௧ିଵ ൅
ߠସܫܴ݊ܶܧ௧ିଵ൅ߠହܫ݊ܧܧ௧ିଵ ൅ ߠ଺ܫ݊ܥܧ௧ିଵ ൅ ߠ଻ܫ݊ܥܲܧ௧ିଵ ൅ ߠ଼ܫ݊ܶܧܥܪ௧ିଵ ൅ ߠଽܫ݊ܣܩܦ ௧ܲିଵ ൅ ߠଵ଴ܫ݊ܫܩܦ ௧ܲିଵ ൅
ߠଵଵܫ݊ܵܩܦ ௧ܲିଵ ൅ ߠଵଶܫ݊ܨܦ௧ିଵ ൅ ߠଵଷܫ݊ܨܦܫ௧ିଵ ൅ ߠଵସܫ݊ܫܰܵ௧ିଵ ൅ ߠଵହܭܻܱ௧ିଵ ൅ ߝ௧ 																																																				ሺ17ሻ             
4. Results and Discussion 
4.1 Summary statistics 
The descriptive statistics of the variables utilised in this research is presented before we start discussing the results. Table 
2 thus shows that the mean value of CO2 emissions (kg per 2010 US$ of GDP) is 0.264. The average mean of energy 
consumption, million tonnes oil equivalent (InEE) is 4.220 and the square of GDP per capita (InTE) takes the highest 
value which is 60.316 over the selected period in South Africa. The difference between minimum and maximum values 
of all the variables ranges in between 0.39 to 43.84 and technique effect (InTE) has the highest difference. The variations 
are more in technique effect (InTE) compared to service sector value added to GDP (InSGDP). The variations of 
comparative advantage effect (InCPE) and trade effect (InTRE) are also relatively higher as they have the second and 
third highest standard deviations. The variations are less for industrial value added to GDP (InIGDP), financial 
development (InFD), Kyoto protocol (KYO), capital-labour ratio (InCE), institutional quality (InINS), agricultural value 
added to GDP(InAGDP), energy consumption (InEE) and technological innovation (InTECH), which make these 
variables less unstable in relation to others. Moreover, the Jarque-Bera statistics affirms the normality of our data series 
which indicates the suitability of the data for any empirical analysis. 
 [Insert Table 2 here] 
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4.2 Order of integration of the respective variables  
The results of the stationarity test are presented in Table 3. The results from both Phillips-Perron and Dickey Fuller GLS 
tests demonstrate that all the series under consideration are either integrated of order zero (level) or one (at first 
difference). In addition, evidence from the results shows that after first differencing, any series that is non-stationary in 
level becomes stationary at I (1) in both tests. 
[Insert Table 3 here] 
Based on the stationarity test results in Table 3, we do not have any variable integrated of the second order I(2). Having 
established this, we proceed to test if the variables are cointegrated.  
4.3 Cointegration test results    
Table 4 reports the results of this cointegration test. 
[Insert Table 4 here] 
 
[Insert Table 5 here] 
 
The cointegration test results reported in Table 4 show that there is a cointegrating relationship in all the eight (8) models 
given that the computed F-values are larger than the critical value bounds as shown in Table 5 at 1% level of statistical 
significance in Models 1, 2, 3, 4, 6, 7, 8; 5% level in Model 5. Following this evidence, the null hypothesis of no 
cointegration is rejected. We therefore conclude that there is a long-run association among the variables in the 8 models. 
The SBIC determines the optimal lag length by selecting ARDL (1, 1, 1, 0, 0, 0, 0, 0, 1, 0) for Model 1; ARDL (1, 1, 1, 
0, 0, 1, 1, 0, 1, 0) for Model 2; ARDL (1, 1, 1, 0, 0, 0, 2, 0, 2, 0) for Model 3; ARDL (1, 0, 0, 0, 0, 0, 0, 0, 0,  1) for Model 
4; ARDL (1, 1, 2, 0, 0, 0, 1, 0, 0, 1) for Model 5; ARDL (1, 1, 1, 0, 0, 1, 1, 0, 2, 1) for Model 6; ARDL (1, 1, 1, 0, 0, 0, 
0, 1, 0, 0) for Model 7 and ARDL (1, 1, 1, 0, 0, 2, 0, 1, 0, 0) for Model 8. 
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4.4 Long-and short-run impact of trade policy on CO2 emissions and control variables 
Having confirmed that cointegration exists in all the models, we continue to obtain the short-and long-run estimates, 
which are reported in Table 6. The results show that all the models are well fitted since they pass all the diagnostic tests. 
The tests suggest that there is no misspecification in all the models. Also, no evidence of autocorrelation is found. The 
CUSUMSQ and CUSUM tests show that the estimated parameters are steady over the selected period. 
Table 6 reports the results of long-and short-run coefficients of variables. 
[Insert Table 6 here] 
The results show that the long run estimates for the scale effect (InSE) and technique effect (InTE) have the hypothesized 
signs of positive and negative values respectively and are both significant. The income effect which is decomposed into 
scale and technique effect shows different outcomes for South Africa; the scale effect has positive relationship with CO2 
emissions while technique effect shows evidence of negative effect. The results indicate that, using the South Africa’s 
dataset, the net effect (of scale-technique effect) on CO2 emissions is negative. This is because the positive scale effect is 
overwhelmed progressively by the negative technique effect as income rises since an increase in income rouses people’s 
inclination for a less carbon-intensive environment. Table 6 reveals that, in Model 1, at the 1% significant level, a 1% 
increase in per capita income will lead to a larger 14.110% rise in per capita CO2 emissions in the long run holding other 
things constant. The result suggests that as South African economy attains more economies of scale, more pollution will 
be generated. Nevertheless, if economic transition changes because of advancement in technology, the positive impact 
becomes negative thereby enhancing the environmental condition (lowering CO2 emissions). The negative impact of InTE 
reflects this. Therefore, a 1% increase in income due to a change in technology in South Africa reduces CO2 emissions 
by 7.130% in Model 1. This evidence signifies that the association between the linear impact of InSE and the non-linear 
impact of InTE on CO2 emissions is inverted U-shaped providing support for the presence of EKC hypothesis in South 
Africa; even though the estimated value of scale effect is curiously large. A plausible reason explaining this could be due 
to a substantial dependence on domestic production and consumption in South Africa. Our findings are consistent with 
the results of Shahbaz et al. (2013c); Jayanthakumaran et al. (2012); Fodha and Zaghdoud (2010); Copeland and Taylor 
(1994); Ling et al. (2015); Sadat and Alom (2016); Shahbaz et al. (2015); Lau et al. (2014); Shahbaz et al.(2012b); Saboori 
et al.(2012b) and Nasir and Rehman (2011). 
The estimated long run coefficients of trade openness are positive and statistically significant in all the models. For 
instance, under the ARDL estimator reported in Table 6, in Model 1, a 1% rise in trade openness brings about a 0.736% 
20 
 
rise in CO2 emissions at 1% level of significance ceteris paribus. This empirical evidence showing the positive influence 
of trade openness on CO2 emissions is consistent with the results of Baek et al. (2009) that openness is harmful to the 
environmental conditions of less developed nations. Our findings indicate that trade liberalisation is not environmentally 
friendly in South Africa in the long run unlike the short run results. The harmful effect of openness on the South Africa’s 
environment indeed reaffirms the fear of those canvassing against unrestricted access to foreign trade in the country. 
Meanwhile, a plausible reason explaining such a harmful impact is the kind of products which comprise the bulk of South 
Africa's exports. For example, in a country like South Africa that has a comparative advantage in natural resources, it is 
likely that a rise in international trade is associated with increased output in environmental resource-intensive goods due 
to an increase in demand in their foreign markets. With South Africa's comparative advantage in the production of natural 
resource-intensive goods such as gold, platinum, diamond, Chromium, coal, nickel, iron ore, natural gas, rare earth 
elements, vanadium, phosphates, manganese minerals, copper, tin, antimony and forest products, there is a likelihood 
that the higher demand of these products in the foreign markets will be associated with worsening environmental effects 
in South Africa. After gold and diamond, platinum and coal constitute into South Africa’s bulk of exports. In 2009, coal 
and platinum contributed R65.4 billion and R58 billion respectively of South Africa's foreign exchange earnings (Shahbaz 
et al., 2013c). Notwithstanding the importance of these mineral deposits to South Africa's economy, their continuous 
harvest has serious environmental consequences. Our findings are in harmony with the conclusions of Shahbaz et al. 
(2013a, c, 2014a, b); Solarin et al. (2017); Le at al. (2016); Feridun et al. (2006) and Omri et al. (2014). However, the 
evidence is in contrast with Ling et al. (2015); Sadat and Alom (2016); Shahbaz et al. (2012b, c); Shahbaz et al. (2013b). 
Concerning the energy variable (InEE), the evidence shows that the estimated values are positive and statistically 
significant in most models in both the long-and short-run for South Africa. The findings suggest that energy consumption 
substantially contributes to deteriorate the environmental quality in South Africa. This is because South Africa heavily 
depends on energy sector for production. The results are in line with Shahbaz et al (2013c). Under the ARDL estimator 
shown in Table 6, we find a positive sign for composition effect (InCE) with statistical significance at 1% level suggesting 
that a 1% increase in the capital-labour ratio is associated with a 0.749% rise in CO2 emissions in Model 1 ceteris paribus. 
Our results are further supported by Cole (2006) which finds a positive association between energy consumption and 
composition effect that deteriorates the environmental condition. Because capital and labour are the main factor inputs 
used in the production process, changing the composition of production line (i.e., using more capital-intensive means of 
production) in the presence of technique effect increases emission intensity in South Africa. The results obtained are in 
line with Managi et al. (2009) but in contradiction with Ling et al. (2015); Sadat and Alom (2016); Tsurumi and Managi 
(2010) and Feridun et al. (2006). 
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The long run sign of comparative advantage effect (InCPE), which captures the cross-product of capital-labour ratio and 
trade openness is negative at 1% level of significance in all models. The results from Model 1, under the ARDL estimator 
suggest that a 1% rise in this variable will be associated with a 0.681% decrease in CO2 emissions in the long run. This 
is likely due to the fact that, in the long run, openness enables South Africa to import cleaner technology that reduces 
CO2 emissions in the production of capital-intensive goods that the country has a relatively comparative advantage. The 
results further show that shifting production to those areas that South Africa has a comparative advantage improves 
environmental quality. Evidence from these results may stem from gains in technical competitiveness from shifting 
physical and human capital outwards from one sector and this has a beneficial effect on energy demand thereby reducing 
CO2 emissions. Similar results have been derived by Managi et al. (2009); but contrasting to Ling et al. (2015); Sadat and 
Alom (2016). 
The coefficients of financial development (InFD) are statistically significant and negative in most of the models in the 
long run. The results show that the financial sector in South Africa has accomplished the maturity stage such that it 
efficiently allocates scarce funds to promote environmentally friendly schemes, thereby enabling the businesses to adopt 
greener technology in production processes. This empirical evidence is compatible with the conclusions of Tamazian and 
Rao (2010) and Shahbaz et al (2013c). The coefficients of foreign direct investment (InFDI) are negative and significant 
statistically in both the long run and short run in most of the models, implying that the foreign direct investment 
contributes to reduce carbon emissions in South Africa. The findings hence suggest that foreign direct investment is 
environmentally friendly in the country. In Model 4, for instance, keeping other things constant, a 1% rise in InFDI 
reduces InCO2 by 0.439% in the long run. Similar negative association between InFDI and InCO2 was observed by 
Abdouli and Hammami (2017) for MENA countries and Omri et al. (2014) for 54 countries. However, our results are in 
contradiction with Lee (2013) and Ming Qing and Jia (2011). The estimation results show that the coefficients of 
institutional quality variable (InINS) are significant and positive implying that a rise in institutional quality enhances 
economic expansion that has a significantly detrimental effect on environmental quality. Through economic growth, a 
rise in institutional quality adversely affects the environment. Similar results have been derived by Abid (2016) and 
Sjostedt and Jagers (2014).  
The coefficients of Kyoto dummy are negative and significant statistically in both the long run and short run. This 
suggests that the Kyoto Protocol initiative has contributed measurably to lower environmental degradation in South 
Africa. Empirical evidence shows that indeed, such commitments have enabled South Africa to improve her 
environmental condition. Our results are supported by the findings of Aichele and Felbermayr (2013); Grunewald and 
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Martinez-Zarzoso (2015) and Iwata and Okada (2014). The estimated coefficients of technological innovation in both 
long run and short run are found to be negative and statistically significant at 5% level, implying that it helps to decrease 
carbon emissions by promoting the efficiency of energy utilisation as well as generating renewable energy sources at 
reduced costs in South Africa. Our findings are in line with the results of Chen and Lei (2018); Yii and Greetha (2017); 
Sohag et al.(2015) and Ahmed et al.(2016). Furthermore, the research contributes by assessing the impact of sector value 
addition to GDP on carbon emissions in South Africa. To this end, our results show that the growth of agricultural and 
service sectors in both long run and short run have resulted in lower carbon emissions, while industrial sector growth 
considerably deteriorates South Africa’s environmental quality in the long run. Our empirical results are supported by 
the findings of Sohag et al. (2017); Nahla (2017) and Al Mamun et al. (2014) 
Lastly, the panel B of Table 6 presents the short run results for the selected ARDL models. The estimated values on the 
lagged ECM are negative (having the expected signs) and significant statistically in all models at the conventional levels. 
The empirical results confirm the existence of a steady long-run association among the variables under consideration. A 
negative and significant ECM coefficient denotes the adjustment speed and how fast those variables move back to 
equilibrium due to a shock in the long run. For example, in Model 7 with ECM (-1) =-0.725 implies that 73% of the 
disequilibrium resulting from the shocks of the last year readjusts to the long run equilibrium. The coefficient shows that 
any departure from the long run equilibrium level of CO2 emissions of the present period is adjusted by 73% in the 
following period to restore equilibrium. The high ECM coefficient associated with Model 7 further shows a higher 
adjustment speed to equilibrium. In addition, the highly significant ECM coefficients in most of the models are another 
proof, which confirms that all the series are having stable long-run relationships, thereby substantiating the evidence for 
cointegration of the variables in the system established earlier. 
4.5 Robustness check 
4.5.1 Trade-environment nexus: Application of NARDL procedure to model the asymmetric 
long-run cointegrating association 
The robustness of the estimated parameters of the ARDL estimator in Table 6 is assessed by using the NARDL framework 
as an alternative estimation approach. The results are reported in Table 6. When the results of both techniques are 
compared, we found evidence of little or no difference in the estimated coefficients especially with respect to their signs 
and magnitudes. Most of the variables, while maintaining their signs, are statistically significant, although in some cases, 
their magnitudes differ slightly from one another. In both estimation strategies, the presence of EKC hypothesis is 
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validated. Furthermore, Table 7 reports the results of asymmetric effects of trade openness on CO2 emissions, where the 
Wald test applied to test the null hypothesis of symmetry and its equivalent p-values are reported. Table 7 shows evidence 
of cointegrating relationships among the variables under the NARDL estimator in all models since F_PSS values exceed 
the lower and upper bound critical values at the respective conventional significance levels. Since the null hypothesis of 
symmetrical effect is rejected following the Wald test, we therefore find evidence of long-and short-run asymmetric 
effects of trade openness on CO2 emissions in South Africa in Model 6. Our results show that, in the long run, an increase 
in trade liberalisation increases CO2 emissions by 1.759%, while a reduction in trade openness correspondingly leads to 
a decrease in CO2 emissions by 2.117%. This finding is thus consistent with the results of the linear ARDL estimator. 
Given this evidence, we hence conclude that our main results produced by the linear ARDL model are robust and not 
materially different from those of the nonlinear ARDL model.      
4.5.2 Trade-environment nexus: Assumption of structural breaks 
Since the Dickey-Fuller GLS and Phillips-Perron tests applied in this study for stationarity test fail considerably to capture 
the presence of structural breaks in the variables, we have used the Zivot-Andrews structural break unit root test. Table 
8 presents the results, showing that all variables, except InEE, InINS, KYO and InAGDP, are non-stationary at level. 
However, these variables, after first differencing, become stationary in the presence of structural breaks. Our results show 
that the timing period of the most structural break is the year 19823. We further conducted Chow test to verify this timing 
period of break point and our result rejects the null hypothesis at 1 percent significance level. Hence the alternative 
hypothesis of structural break occurring in 1982 is accepted and validated by the Chow test. Having established strong 
evidence of structural break in the variables, a cointegration test is conducted to assess whether these variables are having 
long-run relationship in the presence of endogenous structural breaks. The research uses the Gregory-Hansen test of 
cointegration with regime shifts. Table 9 reports the result, which shows that the variables under review are cointegrated 
at the break point assuming a change in level and trend. However, no long-run relationship is established when the 
cointegration tests are conducted under the assumption of a level change, a regime change and a regime and trend change. 
Therefore, for robustness check, we created a dummy variable (D1982) for the break year of 1982 to account for the 
presence of structural break in the variables and re-estimated the models. The results are presented in Table 6 under the 
ARDL estimator controlling structural breaks. Our results show that, when the structural break is accounted for, most of 
the variables retain their signs although their magnitudes are relatively different. In general, since we find no significant 
                                                            
3 The validation of this year 1982 as a structural break point can also be observed from the figures 1-11 in the appendix.  
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difference in the results of the ARDL estimators which control for structural breaks in the variables, we can comfortably 
conclude that our main results are robust and do not change profoundly. 
5. Conclusions and Policy Implications 
This paper contributes fresh evidence on the trade-environmental quality nexus by using a novel proxy of trade openness 
suggested by Squalli and Wilson (2011), which takes into consideration both South Africa’s trade share of her GDP and 
the relative size of her trade in relation to the average global trade in a specified period of time. Adopting this barely used 
approach to accurately capture trade openness, the paper investigates the dynamic relationship between trade openness 
and CO2 emissions over the period 1960-2016 in South Africa, while decomposing the effects into composition, 
technique, scale, energy consumption, comparative advantage and technological innovation. In the same framework, the 
paper investigates the relative effects of sector-wise disaggregated GDP on carbon emissions in the presence of trade 
openness in South Africa. The other control variables used in this study are Kyoto Protocol dummy, institutional quality, 
foreign direct investment and financial development. We have also hypothesised asymmetrical pass-through effects of 
trade openness on CO2 emissions in the non-linear ARDL framework as well as assuming the presence of structural breaks 
for robustness check. We have applied the Phillip-Perron and Dickey Fuller GLS tests to examine the unit roots of the 
series under consideration and SBIC is utilised to identify the optimal lag length. The presence of cointegration is 
investigated by using ARDL bounds test. The results confirm the existence of cointegrating relationships among the 
variables. To properly account for the presence of structural breaks in the variables, we have further used the Zivot-
Andrews structural break stationarity test and the Gregory-Hansen test of cointegration with regime shifts. Empirical 
evidence shows that the scale effect deteriorates environmental quality; however, the technique effect improves it. This 
finding, which confirms that the relationship follows an inverted U-shaped curve, validates the existence of EKC 
hypothesis in South Africa. Energy consumption, composition effect, institutional quality and industrial GDP increase 
CO2 emissions, while Kyoto Protocol Commitment variable, foreign direct investment, financial development, agriculture 
GDP, service sector GDP, technological innovation and comparative advantage effect lower CO2 emissions. 
Furthermore, the association between CO2 emissions and trade openness in South Africa is examined by estimating the 
long run and short run impact. We observe that the results of the short-run effects are materially different from those of 
the long-run effects. While trade openness contributes significantly to reduce CO2 emissions in the short run, it has a 
measurably harmful consequence on the South Africa’s environment in the long run. This empirical evidence is new to 
the literature and supported by the theoretical postulation advanced by Tayebi and Younespour (2012). Our main results 
produced by the linear ARDL model are found to be robust and consistent with those of the non-linear ARDL model. We 
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found strong evidence of long- and short-run asymmetric effects of trade openness on carbon emissions in South Africa. 
Our findings reveal that increasing trade openness is closely associated with higher carbon emissions in the long run, 
while reducing trade openness decreases carbon emissions correspondingly. In addition, since South Africa has a 
comparative advantage in export and production of dirty products, the study is able to establish evidence of pollution 
haven hypothesis in South Africa. These findings suggest that openness to international trade considerably contributes to 
worsen the country’s environmental condition, thereby enabling the country to become one of the “havens” for the highly 
intensive-pollution industries of the world. Our results are further supported by Copeland and Taylor (2013)’s conclusions 
that polluting industries with dirty goods have migrated to less developed nations, thereby transferring the pollution 
problems of developed nations to these poor countries and worsening their existing environmental decay. Also, given 
South Africa’s ineffective environmental laws and weaker institutions due to corruption, the country has become dirtier 
as she specialises in production of dirty goods that noticeably deteriorate her environment. International trade has indeed 
facilitated to transform the country into a highly polluted factory of the world, which exports much of what it produces 
back to the global markets.  
 The policy implication of these findings is that South Africa must effectively strengthen her trade policy when seeking 
to improve her environment. Meanwhile, the long run damaging impact of trade openness on South Africa’s environment 
does not call for concerted efforts to shut down the borders, because of numerous positive impacts of international trade 
on South Africa’s economy. Instead, suitable measures have to be initiated to ensure that international trade contributes 
positively to lower the growing level of emissions in South Africa. In this direction, South Africa’s policymakers must 
intensify efforts to adopt updated, greener and cleaner technologies to shift from the non-renewable energy sources to 
renewable or less carbon-intensive ones so as to ensure proficiency in the production processes. Meanwhile, the 
substitution of non-renewable energy types with alternative sources such as solar power will considerably reduce CO2 
emissions in South Africa.  
In addition, global collaboration to reduce carbon emissions is enormously crucial to address the rising trans-boundary 
environmental degradation and other related spill over impacts. In this direction, South African government should strive 
to ensure strong partnerships with the rest of the world to share technology, which can lead to minimum pollutions (Le 
et al., 2016; Beghin et al., 1994). More importantly, South Africa’s policymakers should incorporate comprehensive 
environmental chapters into their trade agreement policies to ensure a transition into cleaner industries and low-carbon 
economy, thereby promoting production of green goods and services. Also, trade policy could be supplemented with 
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other policies to promote lasting value for reductions of GHG emissions and constantly support the establishment of new 
technologies, which improve the South Africa’s environmental condition and safeguard the global environment.  
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