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Resumen—En este trabajo se estudia la detec-
cio´n de bordes en una imagen SAR polarime´trica
comparando el valor medio entre dos regiones. Se con-
sidera un modelo de datos complejo Gaussiano de me-
dia no nula que conduce a la utilizacio´n del test de
Hotelling generalizado con distribucio´n F. Se evalu´a
el desempen˜o del test para datos sinte´ticos y se veri-
fica su correspondencia con el modelo teo´rico, inde-
pendiente de la cantidad de datos considerados. Por
otro lado, se aplica el test a datos reales, obtenie´ndo-
se resultados insatisfactorios. Finalmente, se analizan
las causas de los resultados, y se propone una posible
mejora del modelo considerando ruido multiplicativo.
Palabras Clave—Deteccio´n de Bordes, Synthe-
tic Aperture Radar, Test Hotelling Generalizado.
1. Introduccio´n
1.1. Radar de Apertura Sinte´tica
El Radar de Apertura Sinte´tica (SAR) es un sistema
que sensa la superficie terrestre y forma ima´genes de la
misma para su estudio. Opera sobre una plataforma ae-
rotransportada o satelital, emitiendo pulsos de radio fre-
cuencia y recibiendo las ondas reflejadas en la superficie
terrestre a medida que se desplaza. Mediante un adecuado
procesamiento, el conjunto de estas reflexiones es trans-
formado para formar una imagen del terreno, a partir de
la cual es posible analizar diversas caracterı´sticas del mis-
mo, como humedad, vegetacio´n, rugosidad, entre otras.
La sen˜al recibida por el receptor esta´ determinada por
para´metros de dos diferentes tipos: los para´metros re-
lacionados con el objeto iluminado, como su estructura
geome´trica y caracterı´sticas diele´ctricas, y por para´me-
tros relacionados con el propio sensor, como la frecuen-
cia de transmisio´n, estado de polarizacio´n y a´ngulo de
incidencia. Por lo tanto, es necesario que los datos obte-
nidos a partir de las reflexiones sean representados por
modelos que reflejen estas interrelaciones. En este senti-
do, en un sistema SAR polarime´trico la informacio´n pro-
veniente de cada punto del terreno es representada por
una matriz compleja S denominada matriz de scattering,
cuyos elementos relacionan el campo ele´ctrico reflejado y
el incidente1. Adicionalmente, los datos son de naturaleza
aleatoria, cuyas caracterı´sticas estadı´sticas esta´n determi-
nadas por el a´rea iluminada y por el feno´meno fı´sico de la
reflexio´n de las ondas. Por lo tanto, el procesamiento de la
informacio´n para la formacio´n de ima´genes debe tener un
enfoque estadı´stico que contemple estas caracterı´sticas.
1.2. Deteccio´n de Bordes
La segmentacio´n de datos SAR consiste ba´sicamente
en la transformacio´n de una imagen de la escena en una
nueva imagen, donde los nuevos pı´xeles son organizados
en diferentes grupos. Cada grupo se define por una ca-
racterı´stica compartida por datos que lo conforman, re-
flejando informacio´n estructural de la escena subyacente.
La deteccio´n de los bordes sobre la imagen para delimi-
tar estos grupos es de gran importancia y constituye un
to´pico de gran actividad en el procesamiento SAR.
Para este propo´sito, el modelo de datos ampliamente
utilizado es el complejo Gaussiano de media nula. Es-
to implica la necesidad de evaluar momentos de mayor
orden y conduce con frecuencia a tests estadı´sticos con
distribuciones asinto´ticas, que difieren de los resultados
obtenidos al considerar una cantidad finita de datos. Por
ejemplo en [2] se aplica un test basado en la matriz de
covarianza de los datos, asumiendo un modelo Gaus-
siano de media nula. La distribucio´n del estadı´stico que
se utiliza no tiene una expresio´n analı´tica. Para poder eva-
luar su desempen˜o debe considerarse su comportamiento
asinto´tico (infinito nu´mero de datos), que resulta en una
distribucio´n Wishart para la hipo´tesis nula. Dado que en
la aplicacio´n se considera un nu´mero finito de pı´xeles pa-
ra determinar un borde, para alcanzar el desempen˜o teo´ri-
co debe ajustarse manualmente el umbral asociado al test.
Otros enfoques proponen la deteccio´n de bordes sin
considerar el modelo estadı´stico subyacente, basa´ndose
en la estructura de la imagen directamente, como el ca´lcu-
lo del gradiente o en la transformada Wavelet. Por ejem-
plo, en [3] se evalu´a el gradiente de la imagen en mo´dulo
y direccio´n para cuatro diferentes orientaciones, previo
filtrado de los datos con un filtro Gaussiano 2-D para mi-
tigar el ruido. En [4] se utiliza la transformada wavelet
1Para una definicio´n rigurosa de la matriz de scattering, consultar
[1]
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para la deteccio´n de bordes. Se aplica el me´todo “soft-
thresholding”, que consiste en descartar en cada nivel de
descomposicio´n a los coeficientes menores a un umbral
y reducir la amplitud al resto. Debido a que este proce-
dimiento tiende a descartar coeficientes con informacio´n
u´til, el trabajo propone aplicarlo a coeficientes precla-
sificados como no-pertenecientes a bordes, preservando
ası´ su ubicacio´n y nitidez. Si bien se propone un modelo
de ruido speckle para los datos, los ajustes de la precla-
sificacio´n son completamente ad-hoc, sin tener en cuenta
su distribucio´n.
1.3. Propuesta
En este artı´culo se propone un me´todo para la detec-
cio´n de bordes en una imagen SAR polarime´trica, basado
en la comparacio´n de las medias entre dos zonas adyacen-
tes de la imagen. Se procesan los datos de la matriz com-
pleja S para preservar la informacio´n polarime´trica. Se
deriva un test de hipo´tesis de distribucio´n F, cuya expre-
sio´n es cerrada bajo ambas hipo´tesis. Esta caracterı´stica
permite predecir su desempen˜o sin recurrir a expresiones
asinto´ticas y establece un ajuste automa´tico del umbral
de deteccio´n en funcio´n de la probabilidad de falsa alar-
ma deseada, sin la necesidad de ajustes posteriores.
En la primera parte se presenta el modelo de datos uti-
lizado. Se deriva el test de hipo´tesis junto con la distri-
bucio´n del estadı´stico resultante, verificando su validez
mediante simulacio´n. Luego se muestran los resultados
de la aplicacio´n del test a datos SAR simulados y reales,
y se concluye con un ana´lisis de la diferencia entre ellos.
2. Modelo
En aplicaciones de sensado remoto donde el a´rea de in-
tere´s (objetivo) del radar es mayor que su celda de reso-
lucio´n y se dispone de diversidad polarime´trica, los datos
son representados por la matriz de scattering S comple-
ja. Bajo la suposicio´n de que la zona iluminada es ho-
moge´nea, donde todos los reflectores puntuales sobre la
superficie contribuyen en igual proporcio´n a la energı´a re-
flejada, es usual adoptar un modelo Gaussiano complejo
para cada elemento de la matriz S. Esto esta´ justificado
bajo tres hipo´tesis: 1. Existe un gran nu´mero de reflec-
tores puntuales en la celda de resolucio´n; 2. La distan-
cia entre el radar y la zona objetivo es mucho mayor que
la longitud de onda del radar; 3. La rugosidad de la su-
perficie es menor que la longitud de onda, lo que permi-
te considerar que la fase resultante de cada contribucio´n
esta´ uniformemente distribuida en el intervalo [−pi, pi].
Considerar datos de media nula significa atribuir a mo-
mentos de orden superior la diferencia de brillo en la ima-
gen formada. Esto provoca que los estadı´sticos utilizados
en la deteccio´n de bordes presenten distribuciones com-
plicadas, debiendo recurrir a expresiones asinto´ticas pa-
ra establecer una probabilidad de falsa alarma determi-
nada. Por ejemplo en [5], donde se comparan matrices
de covarianza para determinar bordes, se tiene una ex-
presio´n asinto´tica para la distribucio´n del estadı´stico bajo
la hipo´tesis nula, mientras que no se cuenta con una ex-
presio´n para determinar la probabilidad de deteccio´n. El
modelo propuesto en este artı´culo considera datos com-
plejos Gaussianos de media no-nula, atribuyendo a este
para´metro el brillo de las diferentes zonas en la imagen.
2.1. Datos








Cada elemento Spq es una cantidad compleja que relacio-
na el campo reflejado con polarizacio´n q, con el campo
incidente con polarizacio´n p, para p = h, v, q = h, v,
polarizaciones horizontal y vertical respectivamente. Se
asume que Spq tiene distribucio´n compleja normal, de
media µ y varianza σ2.
Vectorizando la matriz S, se obtiene para cada
dato un vector columna complejo x = {xi} =
[Shh, Shv, Svh, Svv]
t, i = 1, .., 4. En el caso de rada-
res monoesta´ticos se cumple que Shv = Svh, en ese
caso puede definirse x con 3 componentes. Se conside-
rara´ aquı´ el caso general de 4 componentes.
Los datos se asumen independientes entre sı´, sin em-
bargo se trata vectorialmente a cada uno para conservar la
informacio´n que posee la correlacio´n entre sus elementos.








 , x ∼ CN(µ,Σ) (2)
donde CN(µ,Σ) significa distribucio´n compleja normal
(Gaussiana), de vector media µ y matriz de covarianza








donde (·)H indica conjugado transpuesto, | · | indica de-
terminante y p es el nu´mero de componentes de x. En
este caso p = 4.
2.2. Test de Hipo´tesis
En esta seccio´n se desarrollara´ un test de hipo´tesis para
el modelo de datos explicado. En [6] se detalla la deriva-
cio´n completa para el caso de datos reales. Dado que su
extensio´n para el caso complejo es directa, se incluira´n
aquı´ los puntos ma´s relevantes por completitud.
El problema consiste en comparar la media de dos zo-
nas de la imagen y decidir si son iguales o no. Formal-
mente, el problema de decisio´n consiste en elegir una de
dos hipo´tesis posibles: la hipo´tesis nula H0 (la medias
comparadas son iguales) o la hipo´tesis alternativaH1 (las
medias comparadas son distintas):{ H0 : µ(1) = µ(2)
H1 : µ(1) ̸= µ(2) (4)
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En (4) µ(i), i = 1, 2 indica la media del i-e´simo grupo
de datos a comparar. Si H0 se rechaza, entonces el pixel
en medio de las dos zonas corresponde a un borde.
El test se desarrolla en base al cociente de verosimili-
tud. Dado que los para´metros µ y Σ son desconocidos,
se utilizara´n sus estimadores de ma´xima verosimilitud
(MLE) en las expresiones. Este me´todo se denomina test
de Cociente de Verosimilitud Generalizado (GLR) [7].
Sean dos muestras aleatorias de N observaciones
{x(i)α } del tipo de datos definido en (2); i = 1, 2; α =
0 . . . N conN > p. Es decir cada vector x(i)α tiene distri-
bucio´n CN(µ(i),Σ(i)). Se define el vector aleatorio yα:
yα = x
(1)
α − x(2)α , yα ∼ CN(µy,Σy) (5)
dondeµy = µ
(1)−µ(2) yΣy = Σ(1)+Σ(2). El objetivo
del test es de decidir si µ(1) = µ(2) o, equivalentemente,











(yα − µy)HΣy(yα − µy)
] (6)









El numerador de (7) resulta de maximizar la funcio´n
de verosimilitud con respecto a Σy bajo la hipo´tesis nu-
la, es decir, cuando las medias son iguales, mientras que
el denominador resulta de maximizarla respecto de µy y
Σy , bajo la hipo´tesis alternativa. Los ma´ximos ocurren
cuando los para´metros son iguales a los estimadores de
ma´xima verosimilitud de µy yΣy . Debido a que las dis-
tribuciones involucradas son Gaussianas, los estimadores
resultan ser las conocidas medias y matrices de covarian-
zas muestrales:









α=1(yα − y¯)(yα − y¯)H

































α=1(yα− y¯)(yα− y¯)H . Aplicando sobre











T 2 = (N − 1)N y¯HA−1y¯ = N y¯HS−1y¯ (12)
siendo S = AN−1 . La potencia 2 en (12) esta´ so´lo para
enfatizar que el estadı´stico no puede tomar valores nega-
tivos. Aplicando el corolario 5.21 de [6], se verifica que






 F2p,2(N−p) bajoH0F ′2p,2(N−p)(2γ) bajoH1
(13)
donde se denota con Fν1,ν2 a la distribucio´n F con ν1 y
ν2 grados de libertad, yF ′ν1,ν2(ν3) a la distribucio´n F no
central, con ν1 y ν2 grados de libertad y para´metro de no
centralidad ν3. En (13) γ es igual a:
γ = 2µy
HΣyµy (14)
El test se define sobre la regio´n crı´tica (zona de recha-
zo) dada por T 2 ≥ T 20 , donde T 20 es elegido de manera
que la probabilidad de (13) cuando la hipo´tesis nula se
cumple sea igual a la probabilidad de falsa alarma desea-
da. Por lo tanto, el desempen˜o de la deteccio´n esta´ deter-
minado por la siguiente expresio´n:{
PFA = QF2p,2(N−p)(δ)




donde PFA denota la probabilidad de falsa alarma, PD
es la probabilidad de deteccio´n ,Qfdp es la distribucio´n
acumulada complementaria de la distribucio´n fdp y δ es
el umbral de deteccio´n.
3. Validacio´n
En esta seccio´n se realizara´ la validacio´n nume´rica de
los resultados de la seccio´n anterior mediante simula-
ciones en computadora. Se comparan las distribuciones
teo´ricas con el histograma que se obtiene evaluando T 2
con los datos simulados. El procedimiento es el siguiente:
2El corolario citado aplica a datos reales, pero puede extender-
se fa´cilmente al caso complejo. El resultado es la duplicacio´n de los
para´metros en la distribucio´n.
XV Reunio´n de Trabajo en Procesamiento de la Informacio´n y Control, 16 al 20 de septiembre de 2013
1. Se generan N > p datos del tipo descrito en (2),
con media y varianza elegidas aleatoriamente.
2. Se evalu´a (12). Esto constituye una realizacio´n del
estadı´stico T 2.
3. Se repite los pasos 1 y 2 L veces, para obtener L
realizaciones de T 2 y se realiza el histograma.
4. Finalmente se compara el histograma con las dis-
tribuciones teo´ricas obtenidas en (13).
El procedimiento anterior se repitio´ para varios valo-
res de N y L, para ambas hipo´tesis, obteniendo en todos
ellos coincidencia entre el histograma y la distribucio´n
teo´rica, independientemente de la cantidad N de datos
considerados. La Fig.1 muestra los resultados obtenidos
para L = 10000 realizaciones del estadı´stico, y N = 10,
bajo ambas hipo´tesis. Se observa que el histograma de T 2
coincide con la distribucio´n teo´rica en ambos casos.

























































(b) Bajo hip.H1, γ=33.4
Figura 1: Histograma de T 2.
4. Aplicacio´n
En esta seccio´n se aplicara´ la deteccio´n de bordes ba-
sada en el test propuesto. En primer lugar se explicara´ el
algoritmo utilizado para la deteccio´n de bordes. Luego se
mostrara´n los resultados de su aplicacio´n a una imagen
formada a partir de datos simulados por computadora y
posteriormente sobre una imagen SAR real de la misio´n
SARAT, provista por la Comisio´n Nacional de Activida-
des Espaciales (CONAE).
4.1. Detector de Bordes
El algoritmo de deteccio´n de bordes esta´ basado en
el propuesto en [5], y esta´ implementado para detectar
bordes en dos orientaciones perpendiculares (horizontal
y vertical). Naturalmente puede extenderse a ma´s orien-
taciones, pero no se han implementado en el presente
artı´culo para mantener el mı´nimo costo computacional
que permita obtener conclusiones va´lidas. En [5] se de-
talla co´mo aumentar el nu´mero de orientaciones si fuera
necesario.
El detector de bordes se aplica sobre una imagen SAR
polarime´trica de Nf por Nc pixeles en escala de grises y
devuelve una imagen binaria de Nf por Nc pixeles, con
valor 1 donde ha detectado un borde y 0 en caso contrario.
Su esquema de funcionamiento es el siguiente:
1. Se define una ventana de filtrado de L porW pixe-
les, donde L ·W = N > p, se establece la PFA
deseada y se elige una orientacio´n.
2. Se calcula el umbral δ que corresponde a PFA me-
diante la primera sentencia de (15).
3. Para cada pixel de la imagen de entrada, se consi-
deran losN pixeles definidos por la ventana a cada
lado del pixel considerado. Se evalu´a el estadı´stico
T 2 dado en (12).
4. Se repite el paso anterior para cada orientacio´n.
5. Se crea una nueva imagen, asignando el ma´ximo de
los estadı´sticos calculados a la posicio´n del pixel
considerado.
6. Se compara el valor cada pixel de la nueva imagen
con δ. Si es mayor o igual, significa que pertenece
a la la regio´n crı´tica del test, por lo tanto se rechaza
la hipo´tesis nula y se detecta un borde asignando el
valor 1. En caso, contrario, se asigna 0.
4.2. Datos Sintetizados
El algoritmo descrito en la seccio´n anterior se aplico´ en
primer lugar a ima´genes de datos sintetizados de 100 por
100 pixeles. El valor de cada uno se genera utilizando
el modelo indicado en (2). Las ima´genes consisten en 4
zonas diferentes y se analizan dos casos: en el primero
cada zona es caracterizada con una media diferente, ele-
gida aleatoriamente, y todas las zonas tienen la misma
covarianza. En el segundo cada zona posee medias y co-
varianzas diferentes, elegidas aleatoriamente (Fig. 2). La
(a) Zonas con diferen-
tes medias e iguales
covarianzas
(b) Zonas con diferen-
tes medias y diferentes
covarianzas
Figura 2: Ima´genes de datos sintetizados.
disposicio´n de las zonas se eligio´ de manera que la fron-
teras entre ellas tengan la misma orientacio´n que las con-
sideradas en el detector de bordes (horizontal y vertical).
Se espera que el detector sea capaz de identificar las fron-
teras entre zonas con diferente media. Dado que el test
estima las matrices de covarianza de los datos, se espera
que pueda diferenciar las medias de forma independiente
a la covarianza.
La Fig. 3 muestra el resultado del paso 5 del detector
de bordes. Son ima´genes en escala de grises con los valo-
res que toma el estadı´stico T 2 en cada pixel. Se observa
claramente co´mo los valores altos corresponden a los pi-
xeles de frontera entre cada zona, mientras que en el resto
el valor es ma´s bajo, indicando ausencia de bordes.
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(a) Datos con igual cova-
rianza
(b) Datos con diferente
covarianza
Figura 3: Valor del estadı´stico luego de aplicar el detector.
La Fig. 4 muestran las ima´genes binarias finales para
cada caso, para PFA = 10−3. Se observa la deteccio´n
correcta de los bordes, confirmando el resultado esperado
en ambos casos: para igual covarianza y para diferente
covarianza para cada zona.
(a) Datos con igual cova-
rianza
(b) Datos con diferente
covarianza
Figura 4: Resultados del detector para PFA = 10−3. El
color blanco corresponde aH1 y el negro aH0.
4.3. Datos Reales
El mismo algoritmo se aplico´ sobre una imagen SAR
polarime´trica real. Es una imagen parcial Single Look
Complex que se obtuvo a partir del enfoque de datos cru-
dos (Raw Data) de la misio´n SARAT, provistos por CO-
NAE [8]. La Fig. 5 muestra los datos Shh en magnitud.
Figura 5: Imagen SAR. Magnitud de Shh.
El resultado se muestra en la Fig. 6. Se observa que los
resultados no son los esperados. El estadı´stico toma va-
lores altos au´n en zonas homoge´neas, detectando bordes
donde no los hay. Una posible explicacio´n a este resulta-
do se expone en la siguiente seccio´n.
5. Discusio´n
Se ha desarrollado un detector de bordes basado en la
comparacio´n de medias. Bajo la hipo´tesis de gaussiani-
dad de los datos complejos, la distribucio´n del estadı´stico
(a) Valor del estadı´stico (b) Deteccio´n de borde para
PFA = 10
−3
Figura 6: Resultados del detector para datos reales.
que se obtiene es bien conocida y de expresio´n cerrada,
para ambas hipo´tesis, permitiendo caracterizar el desem-
pen˜o sin recurrir a expresiones asinto´ticas. El detector
ha funcionado exitosamente en ima´genes generadas por
computadora, como era de esperarse. Sin embargo, ese
no fue el caso para ima´genes SAR reales. El motivo ma´s
evidente es que la hipo´tesis de gaussianidad con media
diferente de cero es muy fuerte, de difı´cil cumplimien-
to en los datos SAR, au´n en las zonas ma´s homoge´neas
donde se ha probado. Si bien zonas con diferentes niveles
de brillo presentan diferentes medias, la varianza varı´a en
forma proporcional, lo que indica un modelo multiplica-
tivo subyacente que difiere del considerado. Dicho mo-
delo es ampliamente utilizado para explicar el feno´meno
de ruido speckle que se produce debido a la naturaleza
coherente de la sen˜al reflejada ([9],[10],[11]).
El modelo multiplicativo considera a cada dato como
el producto de dos variables aleatorias Z = XY , donde
X modela la retrodispersio´n del terreno (BackScatter) e
Y modela el ruido Speckle ([9]). La distribucio´n asigna-
da a X depende del grado de homogeneidad del terreno
y la de Y depende de que´ tipo de dato se esta´ consideran-
do (amplitud, intensidad o datos complejos). En [11] se
extiende el modelo de speckle a la matriz de covarianza
muestral C.
Considerando el trabajo futuro, una de las opciones
para obtener mejores resultados con las ima´genes reales
sin modificar radicalmente el test, consiste en aprovechar
su robustez frente a la distribucio´n de datos subyacente
(Teorema 5.2.3. de [6]). Esta propiedad indica que para
muestras de gran taman˜o, puede prescindirse de la hipo´te-
sis Gaussiana. En ese caso el estadı´stico se distribuye
asinto´ticamente como χ2 (Chi-cuadrado) con p grados
de libertad, bajo la hipo´tesis H0. Esta propiedad podrı´a
permitir comparar medias de diferentes zonas, conside-
rando el modelo multiplicativo adecuado. Sin embargo,
se estarı´a tratando con una distribucio´n asinto´tica, lo que
obliga a trabajar con grandes muestras (N grande). Esto
ocasiona que pixeles ma´s alejados del pixel considerado
influyan en la estimacio´n. Si existe algu´n borde en la zo-
na de la muestra, el estadı´stico incrementara´ su valor en
toda esa zona, provocando que el borde detectado sea de
mayor ancho, con la consecuente pe´rdida de resolucio´n
en la ubicacio´n del borde.
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