In high-dimensional and complex metric spaces, determining the nearest neighbor (NN) 
Introduction
Similarity queries have become a fundamental paradigm for multimedia, data mining, decision support, pattern recognition, statistical, and medical applications, to list a few. In its essence, the problem is to determine the object which is most similar to a given query object. This is usually done by first extracting the relevant features from the objects (e.g. color histograms from still images [15] , Fourier coefficients from time series [1] ), and then measuring the distance between feature values, so that similarity search becomes a nearest neighbor (NN) query over the space of feature values.
To speed-up NN search, feature values, which often are high-dimensional (high-) vectors, can be indexed by means of either multi-dimensional trees (such as the R £ -tree [4] , the SR-tree [18] , and the X-tree [6] ) or metric trees (e.g. the M-tree [10] and the mvp-tree [8] ). Metric trees only require the distance between feature values to be a metric, thus they can be used even when no adequate vector representation for the features is possible.
It is a fact that, depending on the characteristics of the data set at hand, indexing might not be the best solution. Indeed, the performance of index trees has been repeatedly observed to deteriorate in high-spaces, so that, even for as low as 10-15, a linear scan of the data set would perform (much) better [7, 24, 18] . Furthermore, recent mathematical studies demonstrate that this unpleasant phenomenon, known as "the curse of dimensionality", is not peculiar to vector spaces, but can also affect more complex metric spaces [20] , it being tightly related to the distribution of distances between the indexed objects and the query object [7] . Intuitively, the more such distances are all similar each other, i.e. their variance is low, the more searching is difficult.
On the other hand, when objects are naturally organized into clusters or the intrinsic (or fractal) dimensionality of the data set is low, NN search can be efficiently solved [3, 7, 10, 18] . In this case, a (multi-step) filter-and-refine approach has also been proposed, the idea being to initially use an easy-to-compute distance function that lower bounds the original one, and then to compute the actual result by evaluating the original distance function only on the set of candidates returned by the filter step. This is also the basic idea underlying the use of dimensionality-reduction techniques [21] .
In this paper we pursue a different, yet complementary, direction that extends previous work on approximate NN search, i.e. when one does not require that the result has necessarily to be the "correct" NN of the query object. Approximate queries are suitable to a variety of scenarios, especially when the query specification is itself a "guess". This is the case in exploratory data analysis, in content-based image retrieval, and in many other real-life situations. Furthermore, in many cases the difference between the NN and a "good" approximation is indistinguishable from a practical point of view. With approximate queries, the two conflicting requirements to be satisfied are low processing costs and high accuracy of the results, i.e. low errors. The approach undertaken by what here we call approximately correct NN (AC-NN) queries [2] is to specify the maximum relative error to be tolerated,¯ ¼, thus one is guaranteed to obtain a result whose distance from the query object does not exceed ½ ·¯µ times the distance between the query object and its NN. Unfortunately, AC-NN algorithms are still plagued by the dimensionality curse and become unpractical when is intrinsically high, regardless of¯.
In this paper we propose a probabilistic approach to approximate NN search, which allows two parameters to be specified at query time: the accuracy¯allows for a certain relative error in the result, and the confidence AE guarantees, with probability at least´½ AEµ, that¯will not be exceeded. This generalizes both AC-NN queries, obtained
The basic information used by our PAC (probably approximately correct) NN algorithms is the distance distribution of the query object, which is exploited to derive a stopping condition with provable quality guarantees, the basic idea being to avoid searching "too close" to the query object.
We first analytically and experimentally demonstrate the effectiveness of a PAC-NN sequential algorithm. Results show that, say, with Ò ½ ¼ objects and ½¼¼, only about ¼¼¼ objects need to be read in order to obtain, with probability ¼ , a result that differs no more than ½¼± from the correct one. Since the complexity of the PAC-NN sequential algorithm is at least Ç´ÒAE ½´½ ·¯µ µ, thus still linear in the data set size, we introduce a PAC-NN indexbased algorithm that we have implemented in the M-tree [10] , and experimentally demonstrate that performance can improve by 1-2 orders of magnitude. Although we use the M-tree for practical reasons, our algorithm and results apply to all multi-dimensional and metric index trees. We also demonstrate that, for any value of the¯accuracy parameter, the AE confidence parameter can be chosen in such a way that the actual average relative error stays indeed very close tō . This implies that an user can indeed exert an effective control on the quality of the result, thus trading accuracy for cost.
The rest of the paper is organized as follows. After reviewing the basic logic of C-NN and AC-NN algorithms (Section 2), in Section 3 we emphasize the distinction between the task of "locating" the result (either correct or approximate) and the task of "stopping" the search, and show that the first task is relatively easy, whereas stopping is the real trouble. Then we exploit this observation by introducing PAC-NN queries, and formalize the relationship between the distance distribution and the stopping condition used by PAC-NN algorithms. Section 4 provides analytical and experimental evaluation for sequential data sets, and Section 5 introduces and evaluates the PAC-NN indexbased algorithm on both synthetic and real data sets. Finally, in Section 6 we discuss other approaches to approximate NN search and draw our conclusions.
NN and approximate NN search algorithms
For the sake of generality, we develop our arguments by considering that objects are points of a metric space Å Í µ, where Í is the domain of values and is a metric -a non-negative and symmetric function which satisfies the triangular inequality, ´Ô Ô µ ´Ô Ô µ · ´Ô Ô µ Ô Ô Ô ¾ Í -used to measure the distance (dis-similarity) of points of Í.
Some basic definitions are useful for what follows (the relevant notation is summarized in Table 1 ). For any real
, that is, the set of points in Í whose distance from does not exceed Ö. Given a query point Õ, the minimum distance between Õ and a region Ê Í is defined as Ñ Ò´Õ Êµ
Finally, given a set Ë Í of Ò points, and a query point Õ ¾ Í , the nearest neighbor of Õ in Ë is a point Ô´Õµ ¾ Ë such that:
An optimal correct nearest neighbor (C-NN) index-based algorithm has first been described for the PMR-Quadtree [16] and then generalized to work with any (either multidimensional or metric) index tree that is based on a recursive and conservative decomposition of the space [5] , thus matching the following generic structure. Each node AE (usually mapped to a disk page) in the tree corresponds to a data region, Ê ´AEµ Í . Node AE stores a set of entries, each entry pointing to a child node AE and including the specification of Ê ´AE µ. All indexed feature values are stored in the leaf nodes of the tree, and those in the sub-tree rooted at AE are guaranteed to stay in Ê ´AEµ.
The C-NN Optimal algorithm in Figure 1 uses a priority queue, PQ, of references to nodes of the tree, which are kept ordered by increasing values of Ñ Ò´Õ Ê ´AEµµ.
This ensures the algorithm to be optimal, since it only accesses those nodes whose region intersects the NN ball Table 1 . Summary of relevant notation.
Ö Õ´Õµ [5] . Note that the computation of Ñ Ò´Õ Ê ´AEµµ is the only part of the algorithm that depends on the specific index at hand. The search is stopped at line 5 when the first region in the queue cannot contain any point closer to Õ than the current nearest neighbor, whose distance from Õ is Ö, i.e.
Ñ Ò´Õ Ê ´AEµµ Ö.
Algorithm C-NN Optimal

Input:
index tree Ì , query object Õ; Output: object Ô´Õµ, the nearest neighbor of Õ; Although "optimal", above algorithm is effective only when the number of dimensions is relatively low (i.e. ½¼) after which a sequential scan becomes competitive. This is because in spaces with an intrinsic highthe distance Ö Õ of the NN of Õ is "large", and this implies that the probability that a data region intersects the NN ball Ö Õ´Õµ approaches 1 [24] . In order to reduce the complexity of C-NN search, several alternatives have been considered to support approximate similarity queries, i.e. queries that are not guaranteed to return the NN of the query point. Here we concentrate on the relevant case of approximately correct NN (AC-NN) queries, which, given a value for the accuracy parameter (relative error)¯, can return any point Ô ¼ ¾ Ë such that: On the other hand, the AC-NN algorithm, before reading node , discovers that ´Õ Ô µ Ö Ö ´½·¯µ and stops, thus returning point Ô ¼ for which ´Õ Ô ¼ µ ´½ ·¯µ ´Õ Ôµ holds.
¾
Performance of the AC-NN algorithm depends on the choice of¯. Intuitively, the higher¯is, the faster the algorithm is expected to run. However, this can have a negative effect on the quality of the result, that is, on the effective error. Figure 3 confirms that the fraction of such regions grows with and soon reaches a limit beyond which sequential scan becomes more convenient.
PAC similarity queries
A basic observation to go beyond limitations of AC-NN queries concerns the very nature of a similarity search process. According to our view, this can be conceptually split into two phases: Locating: This first phase just consists in determining the result, that is, retrieving the point that will be eventually returned by the algorithm. Stopping: This phase does not change, by definition, the result, yet it is needed to determine that what discovered so far is a´½ ·¯µ-approximation of the NN. 2 In [2] this is derived by means of combinatorial arguments applied to the BBD-tree, a multi-dimensional index structure with non-overlapping data regions. Figure 4 (a) shows the total (i.e. "locating" plus "stopping") cost, expressed as the number of distance computations executed by the AC-NN algorithm implemented in the M-tree, whereas in Figure 4 (b) we plot the ratio of the "locating cost" to the total cost.
Although the performance rapidly deteriorates as grows, it can be seen that locating a´½ ·¯µ-approximate NN is, in itself, a relatively easy task, whose complexity indeed decreases with space dimensionality. This is due to the reduction of the variance of the distances to the query object, which is responsible for the dimensionality curse. We conclude that the hard problem in high-approximate search is to determine how to stop, and that most of the time spent in an AC-NN search is wasted time, during which no improvement is obtained.
The new approach to similarity search we propose considers a probabilistic framework, according to which it is admissible that the result can exceed the error bound¯with a certain probability AE. This leads to what we call PAC-NN queries. 
Definition 2 Given a data set
¾
The confidence parameter AE aims to avoid searching "too close" to the query point (this will be made precise in Section 3.2). This exploits the observations that Ö Õ is "large" in high-spaces and that, nonetheless, stopping an AC-NN thus avoiding the mismatch proper of AC-NN algorithms for which¯ « ¯. This will be investigated in Section 5. Finally, since PAC-NN queries still use¯, "locating" is guaranteed to remain a relatively easy task.
The distance distribution
PAC-NN algorithms need some information about Ö Õ in order to provide a probabilistic guarantee on the quality of the result. Our solution exploits results from [11, 9] on the estimation of search costs for similarity queries on metric spaces. For this, it is adequate to consider probability metric spaces, Å Í µ, where is a measure of probability over Í [11] . To help intuition, we slightly abuse terminology and also call the data distribution over Í. The models in [11] and [9] show that the costs for determining the NN of Õ can be accurately predicted if one knows the relative distance distribution of Õ, formally defined as:
where Ô is distributed according to . Intuitively, Õ´Ü µ represents the fraction of objects in Í whose distance from Õ does not exceed Ü.
In 
Stopping the search in PAC-NN algorithms
The basic idea of PAC-NN algorithms is to avoid to search in a region that, according to Õ´¡ µ, is reputed to be "too small" to contain at least a point. How the AE confidence parameter is related to the volume of such region is formalized by the following definition. 
Definition 3 Given a data set
For instance, when
. This is to say that with probability at least ± the hypercube centered on 
¾
The AE-radius is the basis to determine a stopping condition with probabilistic quality guarantees. µ ball, which is empty with probability at least ½ AE. It is indeed this phenomenon that is not exploited at all by C-NN and AC-NN algorithms.
Lemma 1 Given a data set
When are PAC-NN queries meaningful?
After [7] , this section addresses an important conceptual issue, concerning the very reason to be of (approximate) NN search. This is an important point, since in [7] it is clearly demonstrated that, under specific conditions related to Õ´¡ µ, the NN problem can lose interest. This happens when the distance from Õ to its NN is comparable to the distance from Õ to its "farthest neighbor" in the data set. The most well-known case for which this holds are highEuclidean spaces with a uniform distribution of data points (this case has been extensively analyzed in [24] ). Clearly, in such situations not only C-NN search is meaningless, but also AC-NN and PAC-NN queries are of no interest.
The scenarios we consider are clearly those for which approximate NN search is meaningful, yet C-NN and AC-NN algorithms would perform poorly. This holds, say, for the metric spaces Ð Ô Í ´ ¼ ½ Ä Ô Í µ when is in the range from 20 to 100 or something more. For such dimensionalities the performance of known algorithms deteriorates, yet the variance of distances still makes the search meaningful. Figure 5 aims to support the above claims and to provide a graphical intuition on how PAC-NN algorithms work. The figure shows graphs of both Õ´¡ µ and Õ´¡ µ, together with values of AE and¯. When the two distributions are quite well separated (as it happens in the scenarios we focus on),¯and AE can be chosen so that the value of´½ ·¯µÖ Õ AE stays well on the left of the zone where Õ´¡ µ sharply increases, that is where most distance values are concentrated. This is also to say that in this case the result of the PAC-NN query is indeed meaningful. 
The PAC-NN sequential algorithm
The PAC-NN sequential algorithm is suitable when the data set is stored as a sequential file and no index is available. Note that, regardless of¯, an AC-NN algorithm would necessarily scan the whole file, thus approximation alone (without AE) would be hopeless.
Given a file of Ò records/points and a query point Õ, our algorithm reads the records one by one, and stops as soon as it finds a point Ô ¼ for which ´Õ Ô ¼ µ Ö Õ AE ¯h olds. The expected cost, measured as the number of distance computations (probes), is estimated by considering a random sampling process with repetitions (i.e. a point can be probed more than once). This is an adequate model as long as there is no correlation between the distances of the points to Õ and their positions in the file, Ò is large, and the estimated cost is (much) lower than Ò. On the other hand, when the analysis derives that the cost is comparable to Ò, then predictions deviate from the actual performance and only provide a (non-tight) upper bound of the cost.
The search process can be analyzed by observing that the cost Å is a geometric random variable, 3 where the probability of success of a single probe is given by Õ´Ö Õ AE ¯µ . From this it immediately follows that the expected value of Å is simply the inverse of the probability of success at each probe: given by Eq. 4 into Eq. 6, it is derived:
Experimental results shown in Table 2 Table 3 shows some statistics on the effective error distribution for uniformly distributed data sets. 
As a final observation, asymptotic analysis of Eq. 7 reveals that Å grows like Ç´ÒAE ½´½ ·¯µ µ, thus linearly with Ò. From this we conclude that the PAC-NN sequential algorithm is not really suitable for (very) large data sets, especially when¯and AE have both small values. We remark, however, that this depends on the specific metric spaces (in particular on the uniform distribution) used in the example. 4 The table simply reports Ò if Å Ò results from Eq. 7.
Experimenting the index-based PAC-NN algorithm
The PAC-NN algorithm for index-based search is described in Figure 6 . As with the AC-NN algorithm, lines Update PQ performing an ordered insertion of the pointer to AE ; 13. End.
Figure 6. The index-based PAC-NN algorithm.
In the following we present experimental results on the performance of the PAC-NN algorithm, and compare it with AC-NN search. All the experiments are run by indexing the data set with an M-tree (the node size is 8 KB), executing ½¼¼ queries with the same distribution of the data set, and then averaging results. For simplicity, we do not use the distance distribution Õ´¡ µ of the query point, rather we approximate it with the overall distance distribution, ´¡µ, obtained by sampling the data set at hand. Although this can introduce some estimation error, from a practical point of view differences are minimal, as demonstrated in [11] .
Alternatively, a better approximation of Õ´¡ µ can be obtained by using the techniques described in [9] , which require to store the distance distribution of a set of "representative points" 5 and then to combine them at query time. The sample size is between ½± (for larger data sets) and ½¼± of the data set size, and ´¡µ is represented by a 100-bins equi-width histogram. For space reasons we only present results where the "cost" is measured as the number of distance computations (CPU cost). I/O costs (page reads) are not shown, since they follow the same trend of CPU costs, up to a scale factor that depends on the average number of entries in each node.
Synthetic data sets
We start with data sets consisting of Ò ½ ¼ uniformly distributed objects. For high-spaces, Figure 7 shows how the cost varies with , for different values of AE and¯ ¼ ½.
It is clear that the AC-NN algorithm (AE ¼ ) is completely useless at such high dimensionalities, whereas the cost of PAC-NN queries remains quite low (note that the cost axis uses a logarithmic scale). it is evident that¯alone is ineffective, whereas the cost is highly dependent on¯when AE ¼.
In low-to medium-spaces both PAC-NN and AC-NN algorithms can be profitably used, with Figure 9 showing typical trends. As for the cost, Figure 9 (a) shows thatā lone has a minimal influence. 6 As for the effective error, Figure 9 (b) confirms that PAC-NN search can exceed the error bound, the average amount depending on the choice of AE. 6 This does not contradict results in [2], since in that paper much higher values of¯are considered, up to¯ ½ ¼ . Figure 9 , it can be observed that both costs and effective errors are now reduced. This confirms that also for PAC-NN queries uniformly distributed data sets are harder to deal with. 
Real data sets
Here we present results of experiments with two reallife data sets. The first data set consists of ½½ 45-dimensional feature vectors extracted from color images. Each image is first decomposed into five overlapping parts, then from each part a 9-dimensional feature vector is extracted using the first three moments of the distribution of the 3 HSV color channels, as described in [23] . The Euclidean distance is used to compare the so-obtained 45-dimensional vectors. In general, as Figure 11 shows, average costs are reduced up to ¼± by using the PAC-NN algorithm. Note that, because of the different distance distribution, higher values of¯, as compared to those shown in Section 5.1 for uniform and clustered data sets, are now used. As for the quality of the result, Figure 12 shows how, for a given¯value, accuracy can be controlled by varying AE. It has to be remarked that in many cases, even using quite high values of¯and AE, the PAC-NN algorithm is able to return the correct NN. As an example, consider Figure 13 , where the query image is shown on the left and its NN is in the middle. The correct NN is also retrieved by the PAC-NN algorithm as long as¯ ½ and AE ¼ , whereas for higher values of the parameters the PAC-NN search retrieves the approximate NN shown on the right. The second data set we experimented with was given us by B.S. Manjunath [19] and consists of ¾ 60-dimensional vectors. Each vector contains texture information extracted from a tile of size ¢ that is part of a large aerial photograph (there are 40 airphotos in the data set). Each tile is analyzed by means of 30 Gabor filters, and for each filter the mean and the standard deviation of the output are stored in the feature vector. Figure 14 (a) shows how the cost varies with AE and¯, and Figure 14 (b) makes evident the trade-off existing between cost and accuracy. The most important observation, which has general validity and is not restricted to the specific data set, is that¯ « is almost insensitive to the specific choice of and AE values, provided the two parameters are chosen in an appropriate way. This has an explanation similar to the one given for the sequential case (Eq. 6), in that performance mainly depends on the value of Ö Õ AE ¯, rather than on the singlē and AE values. 
Tuning PAC-NN search
Since we have not developed yet a model to predict the cost of the PAC-NN index-based algorithm, here we provide some guidelines on how parameters of PAC-NN queries can be chosen in order to achieve a certain trade-off between the actual quality of the result, i.e.¯ « , and the cost.
Consider the case of, say, a 40-dimensional data set with ½¼ uniformly distributed points. Figure 15 A realistic scenario for an user issuing PAC-NN queries on a data set for which statistics like these are available is summarized in Figure 16 . The user can either specify a value for the effective relative error or limit the cost to be paid. In the first case the system can first choose¯ ¯ « and then, from Figure 15 (b), the appropriate value for AE. In the second case these steps have to be preceded by an estimate of¯ « based on Figure 15 (a) . As an example, in order to have¯ « ¼ ¾, Figure 15 
Sequential vs. index-based PAC-NN search
We conclude by comparing the sequential and the indexbased PAC-NN algorithms. Since, as discussed at the beginning of Section 5, the index uses the overall distance distribution (rather than the one specific for the query point at hand) to determine the AE-radius, the same procedure was used for the sequential search, in order to guarantee fairness of comparison. Finally, we evaluated the query response time as a function of the effective error on the airphoto data set. Experiments were run on a Linux PC with a Pentium III 450 MHz processor, 256 MB of main menory, and a 9 GB disk. It should be remarked that the average response time for correct NN queries is 107 seconds for a sequential scan, and 26.3 seconds for an index-based search. As Figure 17 shows, index-based search consistently outperforms the sequential PAC-NN scan, the difference always being about one order of magnitude. For higher values of¯ « , not shown in the figure, the stopping condition is satisfied by a large fraction of the points in the data set and therefore the response time for both algorithms is considerably lower. 
Conclusions
In this work we have introduced a new paradigm for approximate similarity queries, in which the error bound¯can be exceeded with a certain probability AE and both¯and AE can be chosen on a per-query basis. We have analytically and experimentally shown that PAC-NN queries can lead to remarkable performance improvements in high-spaces, where other algorithms would fail because of the "dimensionality curse". Our algorithms need some prior information on the distance distribution of the query point, which, using results in [11] , can be however reliably approximated by the overall distance distribution of the data set. We have also shown that it is indeed possible to exert an effective control on the quality of the result, thus trading accuracy for cost. This is an important issue that has gained full relevance in recent years [22] .
Other approaches, besides the one proposed in [2] and that we have somewhat taken as a reference starting point, exist to support approximate NN search. Indik and Motwani [17] consider a hash-based technique able to return a´½·¯µ-approximate NN with constant probability. Although definitely interesting, this technique is limited to vector spaces and Ä Ô norms, and its preprocessing costs are exponential in ½ ¯, with the drawback that¯needs to be known in advance.
Also, no possibility to control at query time the probability of exceeding the error bound is given. This is also the case for the solution proposed by Clarkson [13] , which applies to exact NN search over generic metric spaces, but whose space requirements depend on the error probability. Finally, Zezula et al. [25] have recently proposed approximate NN search algorithms with good cost performance. However, since the effective error is not bounded by any function of the input parameters, their algorithms do not provide guarantees on the quality of the result.
We have argued and experimentally shown that, even if the "dimensionality curse" can make NN queries meaningless when the distances between the indexed objects and the query objects are all similar [7] , there are indeed relevant cases where this is not the case and, at the same time, known algorithms show poor performance. PAC-NN queries and algorithms are best suited to these situations, even if they can be profitably applied also to low-dimensional spaces.
In the future we plan to extend our approach to -nearest neighbors queries, for which the exact search would retrieve the best matches of the query object, and to develop a cost model for predicting the performance of the PAC-NN indexbased algorithm. Another interesting research issue would be to apply our results to the case of complex NN queries, where more than one similarity criterion has to be applied in order to determine the overall similarity of two objects [14, 12] .
