While all nonsequential unbiased estimators of the normal mean have variances which must obey the Cramer-Rao inequality, it is shown that some sequential unbiased estimators do not.
Introduction
Beyond its limited practical llnpQTtance, the. main significance of Wolfowitz' (1947) discovery of a sequential version of the Cramer-Rao inequality was that it dampened the enthusiasm of early proponents of sequential sampling. The substantial savings in (expected) sample size from sampling sequentially, demonstrated by Wald and others in the area of hypothesis testing, would apparently not be realized in the area of estimation. The reasoning was as follows: Wolfowitz' result implies that no unbiased sequential estimator e of the normal mean, satisfying certain regularity conditions, can have a smaller variance than 0 2 lEN, where 0 2 is the variance of the nonnal observations and EN is the expected sample size. Since the sample mean for a sample of size n has variance 02 /n , the " only way that e can have a smaller variance is for EN to exceed n. The point of the present paper is to show that this reasoning is misleading;
" there do exist unbiased sequential estimators e of the normal mean which have smaller variance than that permitted by the Cramer-Rao inequality. To be precise, the regularity conditions Wolfowitz assumes, while excessive, can not be eliminated altogether. Thus the Cramer-Rao botmd does not need to hold. The conclusion to be drawn. is that the limitations of sequential estimation, whatever they may be, must be assessed by other means.
One may reasonably object to an assessment which focuses completely on unbiased estimation. However, in defense of the current concern with tmbiasedness, it should be said that:
(i) When one is estimating a location parameter such as the normal mean, a restriction to tmbiased estimators seems fairly innocuous.
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(ii) The current attempt to give a nonasymptotic theoretical assessment of sequential estimators is a difficult task madesamewhat easier by restricting one's attention solely to unbiased estimators.
Perhaps others will be encouraged to make a more comprehensive study which includes other estimators. The author believes that the present study sheds same light on the complexities one will need to consider.
(iii) The present study addresses itself to a long-standing, un- (A mild hint that regularity conditions may be needed is given by the fact that a widely encompassing theory of complete and sufficient statistics is impossible in a sequential setting; completeness too easily fails to occur. Cf., Lehmann and Stein (1950) .)
As a historical note, it should be mentioned that sequential estimators have been shown to be more efficient than nonsequential estimators in a setting in which the Cramer-Rao bound has no applicability. This can occur when one is estimating a location parameter 8 for a family of densities {f(x-8), -oo<8<oo}, and f is a discontinuous density function. (5), and (7) The sequence~is required to go to infinity as n .t-00 lIDU to satisfy A o~~< n, n~1. The properties of e depend upon the values ofã nd Pn = Pr(M=n) , n~1, which remain to be specified. It is easily A checked that e is a function of the observed sample X, Y, Z, Xl' X 2 ,··· ,~N' where MAN denotes the minimum of M and N, and, hence, can be used to estimate e. Pe(N~, M=ri rs;J e (8) and, consequently, A Thus Eee is defined, and it follows, as above, that (C) The 1mbiasedness of e: In view of (9), e is unbiased whenever Pe(NMEI) = 1, e r O. First, observe that this can not hold if I has a largest index nO' for there is positive probability (for every e) that I~I < k Y , 1~k~no' forcing~to exceed nO (cf., (7)). On the other hand, if I is an 1mbounded continuous sequence of integers with minimal element nO' then~~M~nO (cf., (7)) and, consequently, NM E I whenever < 00. Now, when e r 0, Pe(I~1~k Y Lo.) = 0, since Y < 1. And sincẽ -+ 00, Pe Cl\f < (0) = 1 (c f., (7) 
for some sufficiently large constant c depending on y, but not on m (or n).
(The argument of~in (11) approximately equals -(l-y)m-(l-y), which is botmded below for y < 1.) Inequality (10) easily follows from (11). 0 almost surely, n~1.
Since N > n says that I~I~k Y for 1 $ k :5 n, and~= n implies that
I~I~k Y for~+l $ k $ n, it follows from the lennna that
. "
The varlance of e at e = 0: According to (8) ,
Since it follows from (12) and (13), and then (7) , that
The latter expression can be made arbitrarily small by letting~-+ 00 very slowly, by letting Pn be zero tmtil n is quite large, and then letting 2y-l 2
Pn -+ 0 at a reasonably slow rate. This is because PO(ISnl~n Y ) = o(e-(n /20"))
as n -+ 00 and, hence, it goes to zero at a suitably fast rate. In fact, one may let P n -+ 0 sufficiently fast that M has all of its moments finite. Thus, " not only can one find an tmbiased estimator e which violates the Cram~r-Rao inequality at e = 0, but this can be done with a stopping time L whose r-th 11 lOOment is unifonnly bounded in e (cf., (6)) for every r~1.
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We have not been able to prove that e has a finite variance for all e or found a way to modify the approach used in this second counter-example to obtain a finite variance for all e. While this is not a necessary attribute in a counter-example, it would have been nice to have been able to do so.
Recall that the variance of e is finite for all e in the first counterexample.
It would be interesting to know whether one can cause the Cramer-Rao inequality to be violated at more than one value of e. This seems likely.
The author suspects that "violation sets" must be of Lebesgue measure zero 
