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Quasi-concave functions play an important role in economics and fi-
nance as utility functions, measures of risk or other objects used, mainly,
in portfolio selection analysis. A special attention is paid to these func-
tions in the minimax theory. Unfortunately, their limited application
is due to the fact that supremum, sum, product of quasi-concave func-
tions are typically not quasi-concave. This difficulty is overcome by es-
tablishing of uniformly quasi-concave functions, due to Prékopa, Yoda and
Subasi (2011). We contribute with a new characterization of uniformly
quasi-concave functions that allows easier verification and provide more
straightforward insight.
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1 Introduction
Let us open our discussion with a definition of quasi-concave real function.
Definition 1 Let E ⊂ Rn. We say that f : E → R is quasi-concave if
1. E is convex.
2. For each ∆ ∈ R∗ the level set lev≥αf = {x ∈ E : f(x)  α} is convex.
Alternatively, one can deal with quasi-convex functions; i.e. −f is quasi-
concave. All these functions are useful in economics and finance, they serve as
utility functions, measures of risk or other objects, mainly in portfolio selection
analysis; see [1], [2], [3], [4], [5], [8], [9], [10], [11], [12]. In this paper we focus on
quasi-concave functions. Unfortunately, their limited application is due to the
fact that supremum, sum, product of quasi-concave functions are typically not
quasi-concave. This difficulty is overcome by establishing of uniformly quasi-
concave functions, due to Prékopa, Yoda and Subasi (2011), see [7].
Definition 2 Let E ⊂ Rn. Then, we say that functions fi : E → R, i =
1, 2, . . . ,m are
uniformly quasi-concave if
1. E is convex.
2. For each i = 1, 2, . . . ,m the function fi is quasi-concave.
3. For each x, y ∈ E either
∀i = 1, 2, . . . ,m min{fi(x), fi(y)} = fi(x)
or
∀i = 1, 2, . . . ,m min{fi(x), fi(y)} = fi(y).
We present a generalization and equivalent descriptions of uniformly quasi-
concave functions. This paper improves our considerations published in [6].
2 Introductory definitions
We will deal with functions defined on a common nonempty set E and having
values in a totally ordered set Q = (Q,≺Q), e.g. the Q could be the extended
real line R∗ = [−∞,+∞] equipped with the natural ordering. On Q, we will
employ derived relations Q,Q,Q,minQ,maxQ. The set of all such functions
will be denoted F(E,Q).
Let us start with definitions of the main objects of our interest.
Definition 3 We say that a nonempty family F ⊂ F(E,Q) is uniformly mono-
tone if for each x, y ∈ E either
∀f ∈ F minQ{f(x), f(y)} = f(x)
or
∀f ∈ F minQ{f(x), f(y)} = f(y).
We are searching for equivalent descriptions of uniformly monotone families of
functions.
A characterization is based on level sets. Let us recall appropriate definitions.
Definition 4 For a function f : E → Q and a given level ∆ ∈ Q we consider
level sets
levQ∆f = {x ∈ E : f(x) Q ∆} ,
lev≺Q∆f = {x ∈ E : f(x) ≺Q ∆} ,
levQ∆f = {x ∈ E : f(x) Q ∆} ,
levQ∆f = {x ∈ E : f(x) Q ∆} .
For a nonempty family F ⊂ F(E,Q) we determine the sets of all its level sets
LEVELsQ (F) = {levQ∆f : f ∈ F , ∆ ∈ Q} ,
LEVELs≺Q (F) = {lev≺Q∆f : f ∈ F , ∆ ∈ Q} ,
LEVELsQ (F) = {levQ∆f : f ∈ F , ∆ ∈ Q} ,
LEVELsQ (F) = {levQ∆f : f ∈ F , ∆ ∈ Q} .
Working in a vector space V, convex sets are well-defined and we can correctly
define quasi-concave functions.
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Definition 5 Let V be a vector space and E ⊂ V be nonempty. We say that
f ∈ F(E,Q) is quasi-concave if
• E is convex.
• For each ∆ ∈ Q the level set levQ∆f is convex.
The definition of uniformly quasi-concave functions introduced in [7] can be
also generalized for our setting.
Definition 6 Let V be a vector space and E ⊂ V be nonempty. We say that a
nonempty family F ⊂ F(E,Q) is uniformly quasi-concave if
• E is convex,
• each function of F is quasi-concave,
• F is uniformly monotone.
3 Descriptions of uniformly monotone functions
3.1 Partial ordering induced by functions
Any set of functions determines a partial ordering on their common domain.
This observation allows us to derive an equivalent characterizations.
Definition 7 A nonempty family F ⊂ F(E,Q) determines a partial ordering
≺F and an equivalence ∼F on E by
x ≺F y ⇐⇒ ∀f ∈ F : f(x) Q f(y),∃g ∈ F s.t. g(x) ≺Q g(y),
x ∼F y ⇐⇒ ∀f ∈ F : f(x) = f(y).
The partial ordering is giving an equivalent description of uniform mono-
tonicity.
Theorem 1 Let F ⊂ F(E,Q) be a nonempty family. Then F is uniformly
monotone iff the factor space E/∼F is totally ordered by ≺F /∼F , i.e. for each
couple x, y ∈ E just one from the three following relations holds
x ≺F y, x ∼F y, y ≺F x.
Proof: We will prove the equivalence.
1. Let F be uniformly monotone.
Fix x, y ∈ E, x 6∼F y.
Then, there is a function g ∈ F s.t. g(x) 6= g(y).
We have to distinguish two possibilities:
(a) Let g(x) ≺Q g(y).
Hence from uniform monotonicity ∀f ∈ F : f(x) Q f(y)
Consequently, x ≺F y.
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(b) Let g(x) Q g(y).
Hence from uniform monotonicity ∀f ∈ F : f(x) Q f(y)
Consequently, y ≺F x.
We have proved that the factor space E/∼F is totally ordered by ≺F /∼F .
2. Let the factor space E/∼F be totally ordered by ≺F /∼F .
Fix x, y ∈ E.
Since the factor space E/∼F is totally ordered by ≺F /∼F , we have to
distinguish three possibilities:
(a) If x ∼F y then, ∀f ∈ F : f(x) = f(y).
Hence, ∀f ∈ F : minQ{f(x), f(y)} = f(x) = f(y).
(b) If x ≺F y then, ∀f ∈ F : f(x) Q f(y).
Hence, ∀f ∈ F : minQ{f(x), f(y)} = f(x).
(c) If y ≺F x then, ∀f ∈ F : f(x) Q f(y).
Hence, ∀f ∈ F : minQ{f(x), f(y)} = f(y).
We have shown that F is uniformly monotone.
Q.E.D.
3.2 The set of all level sets
Another equivalent characterization can be received using the set of all level
sets.
Theorem 2 Let F ⊂ F(E,Q) be a nonempty family. Then
F is uniformly monotone.
iff
LEVELsQ (F) is totally ordered by natural set-ordering.
iff
LEVELs≺Q (F) is totally ordered by natural set-ordering.
iff
LEVELsQ (F) is totally ordered by natural set-ordering.
iff
LEVELsQ (F) is totally ordered by natural set-ordering.
Proof: It is sufficient to prove the equivalence for LEVELsQ (F), since a
type of level sets is totally ordered if and only if the other types of level sets
are totally ordered. That is because LEVELsQ (F) = E \ LEVELsQ (F) and
LEVELs≺Q (F) = LEVELstQ (F), LEVELsQ (F) = LEVELstQ (F), where ≺
t
Q
denotes the reverse ordering to ≺Q.
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1. Let F be uniformly monotone.
Let A,B ∈ LEVELsQ (F) and A \B 6= ∅.
Then, A = levQαf , B = levQβg for some f, g ∈ F and α, β ∈ Q.
Moreover, there is ξ ∈ E such that ξ ∈ A and ξ 6∈ B, i.e. f(ξ) Q α and
g(ξ) Q β.
Take x ∈ B; i.e. g(x) Q β.
Then, g(x) ≺Q g(ξ). Accordingly to uniform monotonicity, f(x) Q f(ξ).
Thus, f(x) Q α and, consequently, x ∈ A.
We have derived A ⊃ B. That means that LEVELsQ (F) is totally or-
dered by set-ordering.
2. Let LEVELsQ (F) be totally ordered by set-ordering.
Take x, y ∈ E.
Assume f, g ∈ F such that f(x) ≺Q f(y) and g(x) Q g(y).
Denoting α = f(x), β = g(y), we observe
x ∈ levQαf , y 6∈ levQαf ,
x 6∈ levQβg, y ∈ levQβg.
Therefore, levQαf 6= levQβg, levQαf 6⊂ levQβg, levQαf 6⊃ levQβg,
which is in contradiction with the assumption that LEVELsQ (F) is to-
tally ordered by set-ordering.
We derive that the factor space E/∼F is totally ordered by ≺F /∼F .
Accordingly to Theorem 1, we have shown that F is uniformly monotone.
Q.E.D.
3.3 Composition of functions
Characterization by means of total ordering of level sets implies characterization
using composition of appropriate functions.
Theorem 3 Let F ⊂ F(E,Q) be a nonempty family. Then F is uniformly
monotone iff there is a totally ordered space X , a function ψ : E → X and
nondecreasing functions ϕf : X → Q, f ∈ F such that for each f ∈ F we have
a decomposition f = ϕf ◦ ψ.
Proof:
1. Assume for each f ∈ F a decomposition f = ϕf ◦ ψ, where ψ : E → X ,
ϕf : X → Q is nondecreasing, X is a totally ordered space.
Let x, y ∈ E and g ∈ F be with g(x) ≺Q g(y). Then ψ(x) ≺X ψ(y), since
ϕg is nondecreasing.
For each f ∈ F , ϕf is nondecreasing, therefore,
f(x) = ϕf ◦ ψ(x) Q ϕf ◦ ψ(y) = f(y).
Thus we have shown, the family F is uniformly monotone.
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2. Let F be uniformly monotone.
For each x ∈ E, we denote




X = {ψ(x) : x ∈ E} .
Immediately, we have X is totally ordered by set-ordering and ψ : E → X .
Moreover for each x ∈ E, any function f ∈ F reaches its maximum on
ψ(x) in the point x. It is because x ∈ ψ(x) and ψ(x) ⊂ levQf(x)f .
Therefore, we can correctly define
ϕf (G) = maxQ {f(u) : u ∈ G} for each G ∈ X , f ∈ F .
Hence, for each f ∈ F , ϕf : X → Q is nondecreasing and
ϕf ◦ ψ(x) = maxQ {f(ξ) : ξ ∈ ψ(x)} = f(x).
Q.E.D.
We see from the proof that it is sufficient if the outer functions in the decom-
position are determined on the image of the inner function. Under a slight
restriction these functions can be enlarged to the whole ordered space.
Proposition 1 Let X , Q be totally ordered spaces and each nonempty subset
of Q possess a supremum and an infimum. Let D ⊂ X and ϕ : D → Q be
nondecreasing function.
Then, the function ϕ can be enlarged to a nondecreasing function ϕ̃ : X → Q,
i.e. ϕ̃(d) = ϕ(d) for all d ∈ D.
Proof: We extend the function ϕ to the whole X . For each t ∈ X , we set
ϕ̃(t) = supQ {ϕ(d) : d X t, d ∈ D} if ∃d ∈ D s.t. d X t,
= infQ {ϕ(d) : d ∈ D} if ∀d ∈ D : d X t.
The function ϕ̃ is nondecreasing and ϕ̃(d) = ϕ(d) for all d ∈ D.
Q.E.D.
4 Particular cases
Immediate task is if the inner totally ordered space could be taken as the real
line. In this section we present three particular cases where it is the case and
one counter example.
4.1 Finite and countable families
Theorem 4 For a nonempty finite family F ⊂ F(E,R∗) the following state-
ments are equivalent:
1. F is uniformly monotone.
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2. There are a function ψ : E → R and nondecreasing functions
ϕf : ψ(E)→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
3. There are a function ψ : E → R and nondecreasing functions
ϕf : R→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
Proof: Considered family possesses finite number of members, say m ∈ N.
Let us index its members as F = {f1, f2, . . . , fm}.
To prove announced equivalences, we prove step by step chain of implica-
tions.
1. Evidently, (3)⇒ (2) and (2)⇒ (1).
2. Let functions of F be uniformly monotone.




ψ = χ ◦ f1 + χ ◦ f2 + · · ·+ χ ◦ fm.
Hence,
x ≺F y ⇐⇒ ψ(x) < ψ(y),
x ∼F y ⇐⇒ ψ(x) = ψ(y),
y ≺F x ⇐⇒ ψ(x) > ψ(y).
For i = 1, 2, . . . ,m : we define ϕi : ψ(E)→ R∗ such that for d ∈ ψ(E) we
set
ϕi(d) = fi(x) ⇐⇒ ψ(x) = d.
The definition is correct because of
ψ(x) = ψ(y)⇐⇒ x ∼F y ⇐⇒ ∀i = 1, 2, . . . ,m : fi(x) = fi(y).
We have constructed a function ψ : E → R and nondecreasing functions
ϕi : ψ(E)→ R∗, i = 1, 2, . . . ,m such that fi = ϕi◦ψ for all i = 1, 2, . . . ,m.
Thus, statement (2) is fulfilled.
3. Accordingly to Proposition 1 for each i = 1, 2, . . . ,m, we extend the func-
tion ϕi to the whole R as nondecreasing function.
Denoting ϕ̃i the extension, we have constructed a function ψ : E → R and
nondecreasing functions ϕ̃i : R→ R∗, i = 1, 2, . . . ,m such that fi = ϕ̃i ◦ψ
for all i = 1, 2, . . . ,m.
Thus, statement (3) is fulfilled.
Q.E.D.
Similar ideas work for a countable family, also.
Theorem 5 For a countable family F ⊂ F(E,R∗) the following statements are
equivalent:
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1. F is uniformly monotone.
2. There are a function ψ : E → R and nondecreasing functions
ϕf : ψ(E)→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
3. There are a function ψ : E → R and nondecreasing functions
ϕf : R→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
Proof: Considered family possesses countable number of members. Let us
index its members as F = {fi, i ∈ N}.
To prove announced equivalences, we prove step by step chain of implica-
tions.
1. Evidently, (3)⇒ (2) and (2)⇒ (1).
2. Let functions of F be uniformly monotone.









x ≺F y ⇐⇒ ψ(x) < ψ(y),
x ∼F y ⇐⇒ ψ(x) = ψ(y),
y ≺F x ⇐⇒ ψ(x) > ψ(y).
For i ∈ N we define ϕi : ψ(E)→ R∗ such that for d ∈ ψ(E) we set
ϕi(d) = fi(x) ⇐⇒ ψ(x) = d.
The definition is correct because of
ψ(x) = ψ(y)⇐⇒ x ∼F y ⇐⇒ ∀i ∈ N : fi(x) = fi(y).
We have constructed a function ψ : E → R and nondecreasing functions
ϕi : ψ(E)→ R∗, i ∈ N such that fi = ϕi ◦ ψ for all i ∈ N.
Thus, statement (2) is fulfilled.
3. Accordingly to Proposition 1 for each i ∈ N, we extend the function ϕi to
the whole R as nondecreasing function.
Denoting ϕ̃i the extension, we have constructed a function ψ : E → R and
nondecreasing functions ϕ̃i : R → R∗, i ∈ N such that fi = ϕ̃i ◦ ψ for all
i ∈ N.




Employing topology, we can receive an interesting result.
Definition 8 If T is a topological space we denote
RF (T ) = {A ⊂ T : clo (int (A)) = A}
the set of all regular closed sets.
Lemma 1 Let T be a topological space and A,B ∈ RF (T ). If A \B 6= ∅ then
there is an open set G such that G 6= ∅ and G ⊂ A \B.
Proof: Assuming int (A) \ B = ∅ we have int (A) ⊂ B which leads to A =
clo (int (A)) ⊂ clo (B) = B that contradicts the assumption A \B 6= ∅.
B is a closed set and therefore it is sufficient to set G = int (A) \B.
Q.E.D.
Theorem 6 Let T be a topological space possessing a finite Borel measure µ
with property µ(G) > 0 for all open sets G ⊂ T . Let E ⊂ T be closed, E 6= ∅ and
F ⊂ F(E,R∗), F 6= ∅. If for all x ∈ E we have {y ∈ E : y Q x} ∈ RF (T )
the following statements are equivalent:
1. F is uniformly monotone.
2. There are a function ψ : E → R and nondecreasing functions
ϕf : ψ(E)→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
3. There are a function ψ : E → R and nondecreasing functions
ϕf : R→ R∗ for each f ∈ F such that f = ϕf ◦ ψ for all f ∈ F .
Proof: It is sufficient to show (1) ⇒ (2). The rest of proof follows from
Theorems 2, 3 and Proposition 1.
Therefore, we assume F is uniformly monotone. According to Theorem 2,
the set LEVELs (F) is totally ordered. Now, we repeat construction from the
proof of Theorem 3. For each x ∈ E, we set




X = {ψ(x) : x ∈ E} .
The assumption implies X ⊂ RF (T ). According to Lemma 1 and properties
of µ, function ρ : X → R : L→ µ(L) is increasing 1-1-mapping.
Setting ψ̃ = ρ ◦ ψ, ϕ̃f = ϕf ◦ ρ−1, we are receiving description required in
the theorem, i.e. ψ̃ : E → R and nondecreasing functions ϕ̃f : ψ̃(E) → R∗ for
each f ∈ F such that f = ϕ̃f ◦ ψ̃ for all f ∈ F .




Accepting Axiom of Choice the set of all reals can be well-ordered, say (R,≺),
see Zermelo’s theorem. Recall properties of well-ordering
• (R,≺) is totally ordered.
• Each subset of reals possesses a minimal member in ≺.
For each r ∈ R we define a function fr : R → {0, 1} such that fr(x) = 0 for
x ≺ r, fr(r) = 0 and fr(x) = 1 for x  r.
The counter example is done because the family F = {fr : r ∈ R} is uni-
formly monotone since LEVELs≺ (F) is totally ordered by set-inclusion, but,
cannot be imbedded into R equipped with natural ordering.
Therefore, we cannot arrange any inner function with values in reals.
5 Uniformly quasi-concave functions
The observations can be summarized to give equivalent description for uniformly
quasi-concave functions. List of general descriptions looks like.
Theorem 7 Let V be a vector space, E ⊂ V, E 6= ∅ and F ⊂ F(E,Q) be
nonempty. Then the following statements are equivalent:
1. F is uniformly quasi-concave.
2. F is uniformly monotone and consists of quasi-concave functions.
3. Each function of F is quasi-concave and the factor space E/∼F is totally
ordered by ≺F /∼F .
4. LEVELs (F) is totally ordered by set-ordering and consists of convex sets.
5. There is a totally ordered space X , a quasi-concave function ψ : E → X
and nondecreasing functions ϕf : X → Q for each f ∈ F such that f =
ϕf ◦ ψ for each f ∈ F .
Proof: The observation combines Theorems 1, 2 and 3 together with
an observation that constructions in their proofs are preserving quasi-concave
functions and convex sets.
Q.E.D.
Now, we consider cases possessing characterizations with inner functions
leading to reals.
Theorem 8 Let V be a vector space, E ⊂ V, E 6= ∅ and F ⊂ F(E,R∗) be
nonempty and at most countable family. Then the following statements are
equivalent:
1. F is uniformly quasi-concave.
2. There are a quasi-concave function ψ : E → R and nondecreasing func-
tions ϕf : ψ(E)→ R∗, f ∈ F such that for all f ∈ F we have f = ϕf ◦ψ.
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3. There are a quasi-concave function ψ : E → R and nondecreasing func-
tions ϕf : R→ R∗, f ∈ F such that for all f ∈ F we have f = ϕf ◦ ψ.
Proof: Theorem combines Theorems 4, 5 and observation that the con-
structions in their proofs preserve quasi-concave functions because of sum of
uniformly quasi-concave functions is quasi-concave, for proof see Prékopa, Yoda
and Subasi (2011).
Q.E.D.
Theorem 9 Let V be a topological vector space possessing a finite Borel mea-
sure µ with property µ(G) > 0 for all open sets G ⊂ T . Let E ⊂ V be
closed nonempty set and F ⊂ F(E,R∗) be nonempty. If for all x ∈ E we
have {y ∈ E : y Q x} ∈ RF (T ) the following statements are equivalent:
1. F is uniformly quasi-concave.
2. There are a quasi-concave function ψ : E → R and nondecreasing func-
tions ϕf : ψ(E)→ R∗, f ∈ F such that for all f ∈ F we have f = ϕf ◦ψ.
3. There are a quasi-concave function ψ : E → R and nondecreasing func-
tions ϕf : R→ R∗, f ∈ F such that for all f ∈ F we have f = ϕf ◦ ψ.
Proof: Theorem combines Theorems 3, 6 and observation that the con-
structions in their proofs preserve quasi-concave functions.
Q.E.D.
6 Examples
As an example we consider a family of Gaussian curves and, then, we proceed
to the example presented in [7].
We will work in a finite dimension d ∈ N, denoting by R+ positive reals, by
R+,0 non-negative reals, by PDM (d) the set of all positive definite matrices of
type d× d, by Λ (Σ) the largest eigenvalue of a matrix Σ ∈ PDM (d).
Let us begin with two observations from linear algebra.
Lemma 2 Let x, y ∈ Rd be linearly independent and b ∈ R2. Then, there is
h ∈ Rd such that 〈x, h 〉 = b1, 〈 y, h 〉 = b2.
Proof: Consider matrix A = (x y). The equation A>z = b possesses a solution,
since rank of A is 2.
Q.E.D.
Lemma 3 Let Σ,Γ ∈ PDM (d). If for each x ∈ Rd the vectors Σx, Γx are
linearly dependent, then, there is α > 0 such that Σ = αΓ.
Proof:
1. Take x ∈ Rd, x 6= 0.
Set α = 〈 x,Γx 〉〈 x,Σx 〉 , then, α > 0 and Γx = αΣx, since Σx, Γx are linearly
dependent and both matrices are positively definite.
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2. Matrix Σ is positively definite, then, there are ξ1, ξ2, ..., ξd ∈ Rd linearly
independent eigenvectors. Each ξi corresponds to an eigenvalue λi > 0.
Take x ∈ Rd, x 6= 0.
Then, one has an expression x =
∑d
i=1 ciξi with ci ∈ R, i ∈ {1, 2, . . . , d}
properly chosen.
There are αi > 0, i ∈ {1, 2, . . . , d} and γ > 0 such that






















We know that ξ1, ξ2, ..., ξd are linearly independent and all eigenvalues of
Σ are positive. Therefore, for all i ∈ {1, 2, . . . , d}, ci 6= 0 we have γ = αi.
We have proved, there is α > 0 such that Γ = αΣ.
Q.E.D.
Now, we recall notion of a differentiable function.
Definition 9 Let G ⊂ Rd be open set, f : G → R and x ∈ G. We call f to
be differentiable at x, whenever, gradient ∇f (x) exists and there is a function
ϕ : G− x→ R vanishing at the origin, i.e. limz→0 ϕ(z) = 0, such that
f(y)− f(x) = 〈∇f (x) , y − x 〉+ ‖y − x‖ϕ(y − x) ∀y ∈ G.
Lemma 4 Let G ⊂ Rd be open set, f, g : G → R and x ∈ G. If f, g are
differentiable at x and ∇f (x), ∇g (x) are linearly independent then there is a
direction h ∈ Rd and δ > 0 such that f(x) < f(x+ th) and g(x) > g(x+ th) for
all t ∈ (0, δ).
Hence, if f, g are contained in a family of real functions then the family
cannot be uniformly monotone.
Proof: Functions f, g are differentiable at x. Therefore, there are functions
ϕ,ψ : G− x→ R vanishing at the origin, such that for all y ∈ G:
f(y)− f(x) = 〈∇f (x) , y − x 〉+ ‖y − x‖ϕ(y − x),
g(y)− g(x) = 〈∇g (x) , y − x 〉+ ‖y − x‖ψ(y − x).
Gradients of considered functions are linearly independent. According to Lemma
2, there is a direction h ∈ Rd such that
〈∇f (x) , h 〉 = 1, 〈∇g (x) , h 〉 = −1.
Hence, there is δ > 0 with property ‖h‖|ϕ(th)| < 12 , ‖h‖|ψ(th)| <
1
2 for all
t ∈ (0, δ) .
f(x+ th)− f(x) = t 〈∇f (x) , h 〉+ t‖h‖ϕ(th) = t (1 + ‖h‖ϕ(th)) > t
2
> 0,














whenever α > 0, µ ∈ Rd, Σ ∈ PDM (d).
Lemma 5 Let M ⊂ R+ × Rd × PDM (d). Then, a family of curves ΥM =
{υ (•|α, µ,Σ) : (α, µ,Σ) ∈M} is uniformly monotone iff there are m ∈ Rd and
V ∈ PDM (d) such that for all (α, µ,Σ) ∈M we have µ = m, Σ = Λ(Σ)Λ(V)V.
Proof: Take (α, µ,Σ), (β, ν,Γ) ∈M.
1. Assume µ 6= ν.
Then,
υ (µ|α, µ,Σ) > υ (ν|α, µ,Σ) , υ (µ|α, ν,Σ) < υ (ν|α, ν,Σ) .
Therefore, family ΥM is not uniformly monotone.
2. Let µ = ν.
For any a > 0, b > 0 the function f : R → R : t ∈ R 7→ a exp{bt} is
increasing.
Therefore, it remains to compare two functions






















Functions are quadratic. Particularly, they are continuously differentiable
with gradients














(a) Let x ∈ Rd such that ∇κ1 (x), ∇κ2 (x) be linearly independent.
According to lemma 4, the family ΥM is not uniformly monotone.
(b) Let ∇κ1 (x), ∇κ2 (x) be linearly dependent for all x ∈ Rd.













Comparing largest eigenvalues of matrices, we receive α = 1 and
Γ = Λ(Γ)Λ(Σ)Σ.
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Proposition of Lemma 5 is shown.
Q.E.D.
In accordance with Theorem 3, we derived family ΥM is uniformly monotone
iff its functions can be expressed like υ (•|α, µ,Σ) = φα,Σ ◦ ψ. where













Let us denote Ed = Rd \ {0} and define functions
κ (•|α, µ,Σ) : Ed → R : x ∈ Ed 7→
α− 〈x, µ 〉√
〈x,Σx 〉
,
whenever α > 0, µ ∈ Rd, Σ ∈ PDM (d).
Lemma 6 Let M ⊂ R+ × Rd × PDM (d). Then, a family of curves KM =
{κ (•|α, µ,Σ) : (α, µ,Σ) ∈M} is uniformly monotone iff there are m ∈ Rd and
V ∈ PDM (d) such that for all (α, µ,Σ) ∈M we have µ = αm, Σ = Λ(Σ)Λ(V)V.
Proof:








, thus, KM is uniformly












2. Take, µ, ν ∈ Rd and Σ,Γ ∈ PDM (d) with Λ (Σ) = Λ (Γ) = 1.
Let us abbreviate κ1(x) = κ (x|1, µ,Σ), κ2(x) = κ (x|1, ν,Γ).










ν − 1− 〈x, ν 〉
〈x,Γx 〉3/2
Γx.
(a) Let µ, ν be linearly independent.
According to Lemma 2, there is ξ ∈ Ed such that










The gradients are linearly independent, hence according to lemma 4,
the family K̃M is not uniformly monotone.
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(b) Let x ∈ Ed such that Σx, Γx be linearly independent.























Then, gradients ∇κ1(tx), ∇κ2(tx) are linearly independent for t > 0
sufficiently small, hence according to lemma 4, family K̃M is not
uniformly monotone.
(c) Let µ, ν be linearly dependent and for all x ∈ Ed vectors Σx, Γx be
linearly dependent.
Then, there is m ∈ Rd and α, β ∈ R such that µ = αm, ν = βm.
According to lemma 3, there is γ > 0 with property Γ = γΣ.
Comparing largest eigenvalues of matrices, we receive γ = 1 and
Γ = Σ.
Proposition of Lemma 6 is shown.
Q.E.D.
In accordance with Theorem 3, we derived family KM is uniformly monotone
iff its functions can be expressed like κ (•|α, µ,Σ) = φα,Σ ◦ ψ. where











Let us denote Ed = Rd \ {0} and define functions
h (•|α, µ,Σ) : Rd → R : x ∈ Rd 7→ Prob (〈x,X 〉 ≤ α) .,
whenever α > 0, µ ∈ Rd, Σ ∈ PDM (d) and X ∼ N(µ,Σ).
Lemma 7 Let M ⊂ R+ × Rd × PDM (d). Then, a family of curves HM =
{h (•|α, µ,Σ) : (α, µ,Σ) ∈M} is uniformly monotone iff there are m ∈ Rd and
V ∈ PDM (d) such that for all (α, µ,Σ) ∈M we have µ = αm, Σ = Λ(Σ)Λ(V)V.
Proof: Always, h (0|α, µ,Σ) = 1. Unity dominates any probability.
Therefore,HM is uniformly monotone iff H̃M =
{
h̃ (•|α, µ,Σ) : (α, µ,Σ) ∈M
}
is uniformly monotone, where h̃ is the restriction of h to Ed.
For all x ∈ Ed
h̃ (x|α, µ,Σ) = Φ
(




Probability distribution function Φ of the standard Gaussian variable is increas-
ing, therefore, H̃M is uniformly monotone iff KM is uniformly monotone; which
is defined in Lemma 6,
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Q.E.D.
In accordance with Theorem 3, we derived familyHM is uniformly monotone
iff its functions can be expressed like h̃ (•|α, µ,Σ) = φα,Σ ◦ ψ. where













Now, we proceed to the example stated in [7]; i.e. we focus our interest to
uniformly quasi-concave families. Unfortunately, considered function are not
quasi-concave on whole Rd. We have to restrict their definition region to a
convenient E ⊂ Rd and denote
q (•|α, µ,Σ, E) : E → R : x ∈ E 7→ Prob (〈x,X 〉 ≤ α) .,
Lemma 8 Let M ⊂ R+ × Rd × PDM (d) and E ⊂ Rd. If there are m ∈ Rd
and V ∈ PDM (d) such that for all (α, µ,Σ) ∈ M we have µ = αm, Σ =
Λ(Σ)
Λ(V)V and q (•|α, µ,Σ, E) is quasi-concave then the family of curves ΠM =
{q (•|α, µ,Σ, E) : (α, µ,Σ) ∈M} is uniformly quasi-concave.
Proof: Family ΠM is uniformly monotone, since family HM is uniformly
monotone, according to Lemma 7.
Functions of ΠM are assumed to be quasi-concave.
Consequently, ΠM is uniformly quasi-concave family, see Definition 6.
Q.E.D.









see Lemma 2.2 of [7].
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