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9

CONTENTS
The present thesis deals with two apparently separate subjects. One (Part I) is the non-equilibrium steady
state (NESS) associated to the so-called adiabatic piston, and the other (Part II) is the 3D collective motion
of Dictyostelium Discoideum. However, we have a common philosophy behind them: We would like to shed
more light on the momentum and its flux. Our efforts are (a) to be conscious about the momentum flux and the
way it is related to the other conserved quantities and (b) to consider the change of the scale of description.
The whole thesis work constitutes along these two axes. Below in this General Introduction we will develop
our idea putting emphasis on the parallelism between the two parts.
1 The Momentum coupled to Energy or to Angular Momentum.
1.1 Conserved quantities.
As a background, we recall very briefly the nature of conserved quantities.
Invariance and conservation law — By Noether’s first Theorem [1] any continuous symmetry or invariance
of a system implies a conservation law. For example, the Galilean relativity [2] states the invariance under
the spatial translation and this invariance implies the conservation of vectorial momentum. The invariance
under the time translation implies the energy conservation. Finally the invariance under the spatial rotation
implies the conservation of angular momentum [3]. The mass is conserved also, but as we shall often use
the convective derivatives, the last aspect is masked and we will discuss no more about it explicitly. (Note:
Throughout this thesis we limit ourselves in the non-relativistic regime.)
Generic form of the conservation laws — Suppose that A is a conserved quantity. (A = ~P for momentum,
A = E for energy, and A = ~M for angular momentum. A is such that between the time t and t + dt the variation
dA for a convected domain of continuum media, Ω(t), is equal to the sum of the quantity injected inside Ω(t),
which we denote by diA, and the quantity transferred from the environment of Ω(t) through its boundaries ∂Ω(t),
which we denote by deA [4],
dA
dt
=
diA
dt
+
deA
dt
.
To rewrite this expression in terms of local quantities, the local injection of the quantity is represented by a
source term φA and the transfer is represented by a flux of A, which we denote by ~JA. And the above relation
becomes [4],
dA
dt
=
∫
Ω(t)
φAd
3~r +
∫
∂Ω(t)
~JA · d~S . (1)
Here, the scalar and the vector assignments are relative, i.e., if A is already a vector, for example the momen-
tum ~P, each physical quantities are raised by this rank, such as,
d~P
dt
=
∫
Ω(t)
~fv d
3~r +
∫
∂Ω(t)
↔
G · d~S
where ~fv is the distant force per volume and
↔
G is the momentum flux.
A special remark is in order about the angular momentum: Usually in physics of continuous medium,
one does not consider any angular momentum exchange, and the microscopic structures of the medium do
not enters into the description of the angular momentum conservation. In that case, the angular momentum
balance is summarized as the symmetry of the linear momentum flux [5],
↔
G =
↔
G
T
. This is, however, not
always the most convenient framework. In general, the angular momentum transfer exists, and can be locally
represented by an angular momentum flux
↔
C. Then the angular momentum conservation is written in an
analogous form as the linear momentum, that is, d
~M
dt
=
di ~M
dt
+
∫
∂Ω(t)
↔
C · d~S . This is one of the main point of the
Part II.
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Conservation relations are valid at any scale — The conservation relation written in the form of (1) re-
mains true for any Ω(t), from a microscopic material element to the macroscopic volume, including mesoscopic
size structural group element. For large domains, however, we may want to use poorer spatial resolution of
description, i.e. coarse-graining. Such operation can cause (i) the loss of informations and the conserved
quantities becomes more approximate in keeping the strict nature of conservation, and (ii) the internal re-
partitioning of a conserved quantity into convective and conductive ones.
Relevance of intermediate length scales — At microscopic levels (at small scales), the complex systems
may present a lot of variability, characterized by a large number of parameters. Because of this variability, the
construction of a predictive model for a system at a microscopic level is practically impossible. Nevertheless,
we do not need to perceive all the complexity of the microscopic level. At the macroscopic level (large scale)
this complexity is strongly reduced and the the problem is to choose properly a few (order) parameters that
characterize the macroscopic system. If the system contains one or more intermediate scales, these scales
can give a crucial clues for the choice of the macroscopic variables.
Conservation relations constraint the system’s evolution — The macroscopic conserved quantities are
expressed in terms of the order parameters. The conservation laws, therefore, relate together those order
parameters. The task is then to determine how the macroscopic version of the momentum, angular momentum
and energy depend on the order parameters (the constitutive equations). As opposed to the phenomenological
approach, another instructive approach is to consider the dynamics at smaller scales than the final description.
It is because, in the dynamics at smaller scales, we might get insights about how the conserved quantities are
coupled with each other. Below we explain this statement in more concrete contexts.
1.2 Coupling between conserved quantities at “microscopic level”.
For the two subjects explored in this thesis, the microscopic approach is a crucial ingredient for the under-
standing of the coupling between the momentum flux and the other conserved quantities, either the dissipated
energy (the first subject – Part I) or the angular momentum (the second subject – Part II), respectively.
(Part I) Microscopic coupling of momentum flux with energy dissipation through Brownian motion —
In the energetics of the Langevin description which have been developed during the last decades [6], we
know that a Brownian object in contact with two thermal bath at different temperatures inevitably causes the
conduction of energy from the hotter bath to the cooler one through the mechanical, or sometimes called
"adiabatic", motions of the Brownian object. (This point has been overlooked in the R. Feynman’s pioneering
model of Brownian ratchet [7].) However, the transfer of energy can accompany the transfer of momentum.
In the ordinary Langevin description this momentum transfer cannot be incorporated because this description
does not reflect the microscopic mechanism by which the thermal noises are generated. This insensitiveness
is, on the one hand, a merit of the Langevin description which relies only on the central limit theorem (or,
more precisely, the large deviation principle with small deviation approximation ). It is also a limitation of this
description, on the other hand.
To be concrete, we take here an example of a “cooled Brownian piston," see Fig. 1. If T > T ′ and if the
Figure 1: “Cooled [warmed] Brownian piston" : A piston (thick brown bar beneath “M”) is held by a spring and
at the same time tightly connected to a symmetric object (diamond). The ideal gas environments in the upper
and lower cylinders are of temperature T and T ′, respectively, and at the pressure p and p′, respectively.
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friction constants of the Brownian object (“piston”) in the respective bath are known, we have the Langevin
description of the Brownian object. Then the rate of the heat transfer (energy current) from the upper to the
lower cylinder can be predicted using the framework of the Stochastic Energetics. On this level of description,
however, the non-equilibrium force due to this heat conduction is zero. In reality, the absence of left-right sym-
metry of the setup implies that, the mean position of the piston should depend on the sign of the temperature
difference, T − T ′ (Curie’s principle). This is why we have to go down to the analysis on more microscopic
level to treat explicitly the interaction between the gas particle and the piston. In Part I we will show how the
momentum flux is coupled with the energy dissipation on the scale at which the ordinary Langevin description
is too coarse.
(Part II) "Microscopic" coupling of momentum flux with torque through mesoscopic cellular elements
— While the transfer of angular momentum is often neglected, it is no more a good approximation for the
medium with "microscopic" (in fact mesoscopic) structures. To understand the interplay or coupling between
the momentum flux and the angular momentum, we must first describe these quantities at this scale. Once
the coupling mechanism is described at the mesoscopic level, we reduce the complexity of the mesoscopic
description by an appropriate coarse-graining operation.
On this issue of the structured material, Cosserat [8] have proposed a theory. This theory evoked the
"oriented rigid particles" (also called trièdres rigides,or "rigid crosses") buried in the structured material, as an
order parameter. In the physics of Liquid Crystals [9], the nematic director as an order parameter is defined
from microscopic degrees of freedom. For the medium consisting of cellular elements, which is of our interest
in the Part II, “rigid particles” are not well adapted. Active processes occurring inside the cellular elements
add the complexity on the microscopic level.
The essential point for the model construction is that the cellular elements of mesoscopic size exchange
not only the force across the cell-to-cell interfaces but also torque across those interfaces. As a consequence,
the mechanical balance involves both the forces and torques. Once we find this balance at mesoscopic scale,
the coarse-graining procedure renders these forces and torques into the linear and angular momentum flux,
respectively.
—– To summarize this section, we argued that the momentum flux is coupled to the flow of other conserved
quantities, such as the energy or the angular momentum, at (relatively) microscopic level. Once we identified
these coupling, the next step is go up to the macroscopic description in respecting the laws of conservation.
2 Bottom-up approach from microscopic
0.2.3 Ad hoc vs universal ?
The bottom-up approach from microscopic studies would receive the criticism of being ad hoc or case-by-case
studies that lack generalities. It is inevitably true in a sense because the microscopic details are different from
a system to system. However, we would like to distinguish our approach in this thesis from the ad hoc ones by
that we focus on the common or universal aspects shared by various microscopic problems. For this purpose
we introduce some general and useful theoretical tools or concepts. To describe roughly what they are,
we will give (i) a brief survey of the research backgrounds of the Part I and of Part II, (ii) description of the
problems that people faced with in the respective field, and (iii) how we could overcome those problems by
introducing the new tools or concepts. The momentum flux is the core concept of our approach.
(Part I) Brownian ratchet and Adiabatic piston — In recent years, several model have been proposed
in which the Brownian object is put in some asymmetric setup. Fig. 1 is an example. While the Langevin
description adapted to these setup fails to describe the non-equilibrium forces, there is a known methods
to calculate the system’s macroscopic response to the out of equilibrium driving: This method consists of
writing down the Master-Boltzmann equations for the probability distribution of the velocity or position of the
Brownian piston and then constructing a hierarchy of evolution equations for the moments of these variables.
By truncating this moment hierarchy with the aid of a small parameter (the ratio of the mass of gas particles
to the piston’s mass), the steady state velocity or position are obtained. While this approach is well-defined
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and systematic, the drawback of this approach is to be ad hoc. That is, from the result for a setup one cannot
predict the result for the other setup, due to the lack of physical understanding of the phenomena, until our
work [10], which is not ad hoc. For example, there are the studies on the Brownian ratchet problem with no
concrete reference to the historical "adiabatic piston problem" that can date back until the early 20th century,
and vice versa. Our work showed that these two classes of setup deal with essentially the same problem.
We showed in [10] that, in order to have a physical understanding of the Brownian piston or the related
setup, it is necessary and sufficient to consider the momentum balance and its coupling to the irreversible
energy flux. In our work we introduced the new concept, Momentum transfer Deficit due to Dissipation (MDD)
that summarizes the basic mechanism of this energy-momentum coupling. This concept is very general and
at the same time very simple so that many ad hoc calculations which have been done hitherto on the different
model setup can now be essentially solved essentially by two line’s calculations accompanied by clear physical
explanations. The only drawback is that the overall numerical constant factor is undetermined (such as
√
π/8 in
many cases). While our approach might look “phenomenological” because of the last drawback and because
of the simplicity of the whole analysis, we can show that it is not the case. In fact, as a hindsight, we can
show that the above mentioned two lines of argument corresponds exactly to the first and the second moment
equations of the Master-Boltzmann approach, except that no clear physical meanings have been associated
to them before us.
(Part II) Active 3D multi-cellular medium — Dictyostelium discoideum [11] belongs to the class, Myce-
toza ("amoeba"), which has the property to aggregate to form a three-dimensional multicellular media, a sort
of slug, when the individual bodies are starved. For them the starvation is not an exceptional event but may
takes place every several days, according to the literatures. In this starved stage of the life cycle before form-
ing a “scorocarp”, it is supposed that each cell, or the individual constituting this 3D aggregate, generates a
polarized cortical flow at its surface [12] and that this flow is the origin of the active force of the whole aggre-
gate. The inducer of the polarization is thought to be a chemical signal of cAMP [13, 14]. (Th regeneration
and propagation of cAMP are the separate issue, which we do not discuss here.) Experiments by Inouye et
al [15, 16] showed that this force was proportional to the entire volume of the aggregate, rather than being
proportional to the area of the surface that is in contact with the substrate or other type of walls.
This observation seems apparently counterintuitive, or, in contradiction with the hypothesis of the individ-
ual cortical flow because, for those cells inside the bulk of the aggregate, the polarized cortical flow of the
neighboring cells should cancel with each other. Only those cells being in contact with a substrate or wall
would be supposed to generate a net displacement, and therefore a force, against the substrate, see Fig. 2.
To resolve this paradox, some people assumed a distant force with no physical ground [17].Other assumed
Figure 2: Pair of neighbor cells in the bulk (left), and a cell in contact with a wall (right). In the cells or on the
cell surface, the cortical layer is represented in blue, and the arrows represents the material flow inside the
cells. On the left, two cells are in contact, and the cortical flow occurring in each cells cancels. Therefore there
is no momentum transfer form one cell to the other. On the right, the cell is in contact with a substrate (a wall).
If the cell is somehow stopped, the cortical flow occurring in the cell contributes to the momentum transferred
from the cell to the wall.
an invisible but solid scaffold network (Extra-Cellular Matrix, ECM) immersed in aggregate which transmits the
force of the cells in the bulk [18]. The ECM is then required to be rigid over a macroscopic length. Still other
model assumed the presence of the second chemical field [19].
We will show, in Part II, that to understand this paradoxal but experimental fact, it is sufficient to take into
account themomentum balance and its coupling to the torque (angular momentum flow). We introduced in [AF
and K Sekimoto, arXiv:1406.4820] the new tool, the neighbor distribution function, to describe the exchange
of momentum and angular momentum that take place in the active multicellular medium. With this tool, we
will see that this paradoxical force indeed arose as the boundary-layer effect, which in turn is related to the
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angular momentum flux through the medium. This framework is again not ad hoc. It can also explain how the
aggregate behaves differently depending on the experimental boundary conditon, either confined in a pipe or
it is put on a flat substrate. The results are consistent with the observations.
— The studies in Part I and Part II show not only the importance of the momentum flux but also the utility of
the microscopic approach which is conscious about the general principle. Once we find the coupling between
the conserved quantities at (relatively) micro scale, it must induce the coupling between them at macroscopic
scale, because the conserving properties are robust against the coarse-graining.
3 Discussion
Not everything is common in the parts I and II. We here discuss the specificities of each parts but in a com-
parative way.
Convective vs conductive fluxes — The object medium studied in Part I and Part II includes the ideal
gases (Part I) and cellular elements (Part II). A big difference of these two systems is that the gas is ideally
dilute, while the cellular elements are concentrated with no interior voids. This difference leads to the different
types of the momentum flux: convective vs conductive fluxes.
In Part I the momentum and energy in the gases are carried by the mass of the particle. By the collision-
free nature of the ideal gas, we can separate the gas particles into the incoming ones toward the Brownian
piston and the outgoing ones that are leaving the piston. Each of them, incoming or outgoing, the moving
mass of the particle carries the momentum and energy as convective flow.
In Part II the momentum or angular momentum in the multicellular media are transmitted through the
cell-to-cell interfaces. Besides, all the inertia effects are negligible because the movement of individual cells
and that of the whole aggregate are very slow, i.e., at a low Reynolds number. As a consequence, both
the momentum and angular momentum fluxes are of conductive nature. For the conductive fluxes, either of
momentum or of angular momentum, the conservation laws takes the form of reciprocity law, or the Newton’s
third law: The flux from a cell i to one of its neighbor cells, j, can be viewed either from the cell i or from the
cell j. The only difference is the sign ± before the fluxes. Our new tool, the neighbor distribution function,
captures the reciprocity as its redundancy property.
—– Despite the different nature of these fluxes, convective versus condutive, the coarse graining of the
description of both cases can be in principle proceeded in a similar manner, by correctly summing over the
fluxes over a "macroscopic" dimension.
Dilute vs dense systems— Coarse graining of conserved quantities To relate the conservation relations
at the small scales to the macroscopic conservation relations, a principal question is over what domain we
should sum the conserved quantities.
In Part I, we assume that the Brownian piston has not only a large sectional surface but, more importantly,
a large mass (M) compared with that of the gas particles m(≪ M). This implies that, to change appreciably the
velocity of the piston, a large number of collisions of gas particles are required. It is, therefore, over the time
domain that we should coarse-grain the momentum and energy which are transferred to the piston and vice
versa. During a time lapse, ∆t, the momentum transferred ∆~P from the environment to the Brownian object is
the sum of the momenta
∑
∆t m~vin of the particles entering into collision with the Brownian object minus the sum
of the momenta
∑
∆t m~vout of out-going particles, ∆~P =
∑
∆t m~vin −
∑
∆t m~vout. Likewise, the energy transferred ∆E
from the environment to the Brownian object is the sum of the energies
∑
∆t m
|~vin |2
2
of the particles in-coming to
the Brownian object minus the sum of the energies
∑
∆t m
|~vin |2
2
of out-going particles, ∆E =
∑
∆t m
|~vin |2
2
−∑∆t m |~vout |2
2
.
Notice that the two sums in ∆~P are constructive while those in ∆E are destructive. This difference leads to a
lot of interesting outcomes, which is the main issue of Part I.
In Part II, we suppose that the notion of the “fluid particle” is valid for describing the distribution of the
momentum flux and angular momentum flux. That is, while the momentum (or angular momentum) transfer
between a particular neighboring cell-pair depends strongly on their relative positions, a certain kind of self-
statistical averaging is supposed to be valid for each fluid particle. (The details are discussed in the text.)
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Under this hypothesis, which seems to be supported by the real video images, it is over the volume of the
fluid particle that we cumulate and coarse-grain the momentum and angular momentum. The redundancy
character of the reciprocal law mentioned above is compatible with the self-averaging property.
Order parameters — We use the word “order parameters" for those variables that specify the macroscopic
state of the system, either locally or globally, other than the conserved quantities.
In Part I, the setup of the ideal gases is completely controlled by the temperatures and the pressure. To
characterize the Brownian object, either we monitor its time-averaged position when the object is trapped
(e.g. for Brownian piston), or we monitor its time-averaged velocity (e.g. for adiabatic piston). Besides these
parameters, we might mention the kinetic temperature, or the variance of velocity, of the Brownian object as the
parameter characterizing its fluctuating state. We will see in the main text how this temperature is associated
to the energy flow. The traditional approach by master-Boltzmann equation lacked the notions of energy and
momentum flux.
In Part II, while the things are certainly more complex than the previous part, we will show in the main text
that the dominant dynamical behavior of the medium can be characterized by the order parameters such as
the “elastic” shear deformation (tensor)1,
↔
Γ , and the tensor characterizing local gradient of the polar orienta-
tion, WˆdΛ.
As a short summary, in the present thesis we treat two apparently disconnected problems of non-equilibrium
process by a common approach : First we identify the coupling between the momentum flux and some other
conserved ones at the microscopic level, and then we derive the macroscopic properties of the system using
the methods mutatis mutandis, being always conscious about the momentum flux.
4 The organization of the thesis
We summarize the organization of the chapters below in the form of table so that some parallelism between
the two parts are visible. The words after the Chapter numbers are not the Chapter titles but the brief indication
of the contents.
Table 1: Organization of the chapters
Part I Part II
Introduction Chap.1 Chap.5
Coupling conserved qtts Chap.2 Coupling of momentum Chap.6 Coupling between momentum
flux to energy dissipation flux and angular momentum flux
From Kinematics Chap.3 Steady state of dense Chap.7 Kinematics of cellular
gas under thermal gradient medium
To Hydrodynamics ibid. Chap.8 Constitutive equations
Applications Chap.4 Relations among various Chap.9 Force proportional to the
models, and generalization to volume of aggregates, and other
inelastic systems experimental results
1On may imagine the elongation/compression of the spring in a spring-dash model reprentasion a Maxwell fluid.
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Chapter 1
Introduction to NESS of Brownian
motion
In this Part, we discuss the non-equilibrium steady state of diluted gas particles and heavy Brownian object.
We focus on the convectivemomentum flux carried by the gas particles and show how this concept is powerful
to understand the coupling between the gas particles under non-equilibrium condition (temperature inhomo-
geneity) and the Brownian object that undergoes the collision of the gas. Through the energy and momentum
conservation argument, we can understand the coarse-grained steady-state velocity under the non-equilibrium
condition, typically called “adiabatic piston”.
In nonequilibrium statistical mechanics the mechanical coupling between a system and environments still
remains poorly understood. In the Langevin description, the framework of energetics was developed during
the last decade[20, 6] but there are certainly many aspects which cannot be grasped by such a level of
description. For example, when a Brownian object is not symmetric, such as a cone or wedge shape, its
asymmetric properties are not fully reflected in the linear friction constant or tensor, γ, of the Langevin equation
because γ is non-polar. See Fig. 1.1. Related to this limitation, or due to our lack of comprehension about
T,p
Figure 1.1: Triangular Brownian particle in a gas.
nonequilibrium Brownian motion, there are a class of nonequilibrium phenomena which have refused to be
understood at a fundamental level. A most striking example is the adiabatic piston placed between two gases
with different temperatures [21, 22]. See the Box.
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[Box: Adiabatic piston] Since the 1920’s a simple question associated to non-equilibrium
statistical physics has been addressed, which is called adiabatic piston, see Fig. 1.2.
T’,p
M
T,p
Figure 1.2: Basic setup of the adiabatic piston
If we put a Brownian piston of mass M between the two semi-infinite cylinders each being filled with
an ideal gas consisting of particles with mass m(≪ M), what is the non-equilibrium steady state ?
Here the temperature and pressure of the gas in the left cylinder are prepared at (T, p) while those in
the right cylinder are at (T ′, p). The surface area of the piston is the same on both sides. It is clear
that, if the piston were firmly fixed and if the piston is “adiabatic”, then there would be no net force
on the piston because the gas in each cylinder remains in equilibrium and presses the piston by the
same pressure but in the opposing directions. When the Brownian motion of this adiabatic piston is
allowed, however, this motion will allow the energy transfer from the hotter gas (e.g. the side of T
if T > T ′) to the colder gas (ibid. T ′) [7]. The question is if this non-equilibrium process leads to a
non-vanishing net force on the piston. The macroscopic thermodynamics cannot answer this type of
question [23], neither the Langevin description can give an answer to this type of setup [24]. While the
stochastic energetics [20, 6] can describe correctly the heat flow, the non-equilibrium force is beyond
the resolution of this level of description.
Many computational studies have been reported in the past both on this problem and also on a class of
Brownian ratchet models, which turned out to be essentially the same problem as adiabatic piston [10].
All these studies have been done using either by ad hoc treatment of Master-Boltzmann equations
with truncated moment hierarchical expansion with ǫ =
√
m/M as small parameter, or by molecular
dynamics (MD) simulations, see the references cited in [10]. Both the perturbative approach and
the MD simulation consistently concluded that the Brownian piston will move steadily towards the
hotter gas. Nevertheless a clear physical understanding was missing. A frequently given hand-waving
argument was that the hotter side losing the heat has locally lower pressure. But it is not a valid
argument. If the ideal gas is used, the cooled particle will never hit again the Brownian piston while
the freshly colliding particles are characterized by the equilibrium parameters, (T, p) or (T ′, p). The
adiabatic piston has, therefore, remained among "Some problems in statistical mechanics that I would
like to see solved" [25].
The laws of thermodynamics cannot tell whether the piston moves or not [23]. Feynman [26] pointed out
that the fluctuations of piston’s velocity should be taken into account. However, the Langevin description with
linear friction falsely predicts zero mean velocity. The adiabatic piston is, therefore, still listed among major
unsolved thermodynamics problems [25].
A similar difficulty also appears in some models of Brownian motors working between two baths [24]. In
these models, the body of Brownian objects, e. g. a triangular body, is not symmetric with respect to space
inversion. This kind of asymmetry is not fully realized in the linear Langevin equation since the linear friction
constant or tensor is non-polar. In the case of the adiabatic piston, the Brownian object itself is symmetric
but the environments are not. In either case, the linear Langevin theory cannot take into account asymmetric
interactions between the Brownian objects and the environments.
Until our work, the common solution to these problems has been to resort to full and general microscopic
descriptions, such as the molecular dynamic (MD) simulation or master-Boltzmann equation under pertinent
perturbative approximations [27]. These methods are effective in predicting the outcome. For the adiabatic
piston, the MD simulations [22] and perturbative master-Boltzmann equation [22, 28, 29, 30, 31] give quite con-
sistent results showing that the piston moves towards the hotter reservoir. For the ratchet models (Fig. 4.1(top)
below) the agreement between MD simulation and perturbative theory is excellent [24, 32]. When higher or-
der terms are taken into account, the perturbative theories can tell the effect of the shape of Brownian object
[24, 32] or of the inelasticity of collisions, called inelastic piston [33, 34] (Fig. 4.2 below) and their combinations
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[35, 36] (Fig. 4.3 below).A more recent investigation based on the nonlinear Langevin equation showed the
same results [37] but the projection-operator technique applied to nonlinear friction made it difficult to grasp
the physics behind. In short, while we now know that the piston moves, we still don’t fully understand the
physics behind it. We still had no physical explanation why the nonequilibrium processes give rise to a force
and what determines its direction.
We developed a general theoretical framework to answer to this fundamental problem. The key is to
explicitly take into account the momentum and mass balances under nonequilibrium condition, in addition to
the energy balance considered by the stochastic energetics [6]. Briefly, the nonequilibrium energy transfer,
or dissipation, leads to a deficiency in the momentum transfer from the environment to the Brownian object,
while the gas particle (mass) flux is unchanged by the dissipation. We shall call this deficiency the momentum
transfer deficit due to dissipation or MDD, for short. We will show that this MDD is expressed as a form
of nonequilibrium boundary condition for the momentum flow [Eq. (2.2) below]. With this condition, many
nonequilibrium problems which have been hitherto solved case-by-case can be explained in a unified manner
sometimes even at semi-quantitative level.
In the remainder of this Part, we introduce the key concept, MDD, in Chap.2 for the ideal gas environments.
Then in Chap.3 we extend the concept of MDD to the dense gas. The applications of MDD to different type of
problems are discussed in Chap.4, as well as the numerical verification of this framework.
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Chapter 2
Coupling between momentum flux and
energy dissipation — “Momentum
transfer Deficit due to Dissipation”
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2.3 Justification of the simple argument by traditional approach . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Physical Understanding of Adiabatic Piston . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Abstraction of the problem
We explain the concept of MDD as the underlining mechanism of the adiabatic piston. The readers might
consult [10, 38] for the technical details and its generalization to inelastic case.
The essential point of the adiabatic piston is more clearly grasped when the Brownian piston separating
the ideal gases is trapped by a potential force such as an elastic spring (Fig. 2.1) so that the mean velocity
of the piston vanishes (〈V〉 = 0). If there appears a non-equilibrium force FNESS on this trapped Brownian
piston, the steady state velocity 〈V〉 of the piston in the absence of trapping is given by the balance with the
passive frictional force, FNESS − (γ + γ′)〈V〉 = 0, where γ and γ′ are the friction coefficient of the Brownian
piston against the respective gas. The first step is to realize that the Brownian motion of the piston serves
Figure 2.1: Trapped adiabatic piston.[39]
merely as the mediator of the energy transfer, or heat, from hotter gas to the cooler gas. While correlation
between collisions with the piston by the hot gas particles and by the cold gas particles are essential for the
irreversibility of this purely mechanical problem, we can bypass all the details for the purpose of understanding
the non-equilibrium force FNESS. The rate of the energy transfer per unit surface of the piston, J
(e)
diss
can be found
using the stochastic energetics [6] or even by a heuristic argument [40]. (See the Box)
23
2.2. CONCEPT OF MOMENTUM TRANSFER DEFICIT DUE TO DISSIPATION - MDD
[Box: Kinetic temperature and heuristic argument for the heat flux] For weak dissipation, the
dissipation rate J(e)
diss
depends on the coupling with the environments only through the friction constants,
γ with the first gas and the aforementioned γ′ with the second gas:
J
(e)
diss
=
kBT − kBT ′
M(γ−1 + γ′−1)
. (2.1)
For the later use, we here show a heuristic derivation of Eq. (2.1). Assuming a kinetic temperature
of Brownian motion, kBT kin, we can construct dimensionally J
(e)
diss
by the time constant M/γ and the
temperature gap, kBT − kBT kin, as J(e)diss = (γ/M)(kBT − kBT kin). Applying the same argument for the
second bath, i.e. J(e)
diss
= −(γ′/M)(kBT ′ − kBT kin), and eliminating Tkin , we obtain Eq. (2.1). For the
standard non-heuristic derivation, see Ref. [6, 41]. The linear friction, γ = c′ρLmvth, can be also
obtained heuristically by a Doppler shift of the momentum transfer, where c′ =
√
8/π from the standard
gas kinetics.
The result reads, J(e)
diss
= (kBT − kBT ′)/[M(γ˜−1 + γ˜′−1)], where γ˜ = γ/A and γ˜′ = γ′/A with A being the area of
each piston surface.
Once we know the energy transfer rate across the gas-piston interface, we can concentrate on the following
problem: When an ideal gas prepared in the equilibrium characterized by (T, p) is brought into contact with the
wall that absorbs (or injects) energy at the rate J(e)
diss
per unit surface (Fig. 2.2), how the pressure on the wall is
modified from p?
Figure 2.2: Gas in contact with an energy-transferring wall at x = 0. The contact density is denoted by ρ(0). In
general the effective temperature Tnew(x) should depend on the position x.[39]
2.2 Concept of Momentum transfer deficit due to dissipation - MDD
In the elementary setup Fig. 2.3(a), an ideal gas of temperature T and pressure p fills to the left of the wall.
The wall is a Brownian object and its velocity fluctuates. However, it macroscopically remains at rest. The
collisions of the gas particles with the wall strictly satisfy the momentum conservation but can be either elastic
or inelastic. We assume that the energy transfer by individual collision is very small so that the double-collision
by the wall with the same gas particle is negligible. More specifically, the mass of the wall, M, and that of gas
particles, m, are assumed to satisfy ǫ2 ≡ m/M ≪ 1. We separate this momentum transfer into two parts; one
due to the incoming particles toward the wall,
∑
mvin , and the other to the outgoing particles from the wall,∑
(−mvout), where the sum is taken over a unit time. The sum of the two momentum fluxes gives the force on
the wall.
When the wall’s microscopic fluctuations are thermally in equilibrium with the gas [Fig. 2.3(a)(left)], the
detailed balance condition tells that two momentum fluxes should be equal on the time average, and the sum
of the two is the hydrostatic pressure p times the surface area, L. Note that unlike a simple kinetic theory
used in elementary textbooks the individual collisions can transfer energy between the gas and the wall at the
microscopic level since the wall fluctuates. It is the detailed balance that makes the two momentum fluxes
identical on the average. On the other hand, when the dissipation carries away a part of kinetic energy of the
gas upon collision to the outside of the system at the rate J(e)
diss
per unit time [Fig. 2.3(a)(right)], the speed of the
outgoing particles is, on the average, less than that of the incoming ones. Therefore, the momentum transfer
by outgoing flux,
∑
(−mvout), should be less than the incoming one,
∑
mvin, which should not be influenced by
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the dissipation as long as the double collisions are negligible. This reduction in momentum transfer is the
MDD, and the resulting force on the wall is less than that in the equilibrium by the MDD. This additional force
due to MDD is exactly the point where the Langevin equation with linear friction fails to grasp the left-right
asymmetry of the system.
Figure 2.3: (a) When the piston’s mean velocity V¯ is zero, the net momentum transfer by the incoming par-
ticles,
∑
mvin, and by the outgoing particles,
∑
(−mvout), per unit time sum up to give the force on the piston.
(Left) Equilibrium state where no net energy is transferred to the piston. (Right) Non-equilibrium case where
the energy is dissipated at a rate J(e)
diss
. When J(e)
diss
> 0[< 0], additional force FMDD < 0[> 0] is exerted on the pis-
ton. (b) Cooled/warmed Brownian piston : The piston (thick bar) and object (diamond) are tightly bound and
are held by a spring. The gas environments have temperatures T and T ′ and pressures p and p′, respectively.
[38]
To make this principle more concrete and quantitative, we first assume elastic collisions between gas
particles and the wall. We take the thermal velocity vth =
√
kBT/m as a typical normal component of the
velocity of incoming particles vin up to a numerical factor (see below). The first part of momentum transfer
is
∑
mvin ≃ mvth ωcol, where ωcol ≃ ρLvth/2 is the collision frequency on the wall. We denote by v′(< 0) the
typical normal component of the outgoing velocities vout. The second part of momentum transfer is then∑
(−mvout) ≃ m|v′|ωcol. The conservation of mass fluxes imposed the common frequency, ωcol for both incoming
and outgoing fluxes.
Now v′ is related to vth though the energy balance condition, m2 vth
2 − m
2
v′2 ≃ J
(e)
diss
ωcol
. Here, we assumed that
the parallel component of the velocity does not contribute to the energy loss. Noting |v′| ≃ vth for weak
energy transfer, the left hand side can be approximated by vth(mvth − m|v′|). Then the MDD par unit time is
(mvth − m|v′|)ωcol ≃ J
(e)
diss
vth
, and the net force on the wall is
F = Feq + FMDD, FMDD ≃ −c
J
(e)
diss
vth
, (2.2)
where Feq = pL is equilibrium hydrostatic force and the numerical constant c is 1 in the above semi-quantitative
derivation. From the view of the gas, Eq. (2.2) can be considered as a boundary condition for the momentum
flux. This additional force FMDD induced by dissipation is the main result of the Part I. More refined argument
gives c =
√
π/8 (See Appendix A.1).
A theorem: An interesting realization of MDD, which is also a new model of NESS, is illustrated in
Fig. 2.3(b). In two dimension, a piston with smooth vertical wall as Brownian object is in contact with a
gas of temperature T and pressure p. Its horizontal motion is tightly coupled to another object (rhombus)
immersed in a different gas environment of temperature T ′. We can show the following1. :
1Details of proof is under preparation.
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Theorem 2.2.1
When the horizontal diagonal ℓ‖ and vertical diagonal ℓ⊥ of the rhombus are made indefinitely large keep-
ing ℓ1 ≡ 2ℓ2⊥/ℓ‖ constant, the collisional forces from the second gas converges to the ordinary force of
Langevin equation, that is the frictional, −γ′V and random force,
√
2γ′kBT ′Θt, with the friction constant
γ′ =
√
π/8 ρℓ1mvth (ρ = p/kBT ) and Gaussian white noise Θt with 〈ΘtΘt′〉 = δ(t − t′)
Therefore, for T ′ < T the thermal contact can dissipates energy to the second gas without net transport of
momentum between the two gases on the time average.
Now substituting Eq. (2.1) to (2.2) we have a concrete form of MDD and the force in nonequilibrium. We
can show that the microscopic approach with the master-Boltzmann equation gives exactly the same result
if we choose c =
√
π/8. When the wall is ‘cooled’, i.e. for T ′ < T , the mean position of the wall in NESS is
displaced leftwards relative to its equilibrium position , and vice versa.
2.3 Justification of the simple argument by traditional approach
In retrospect, the traditional approach through the Master-Boltzmann equation could have given the same
insight. For the setup of Fig. 2.3(b), this equation can be written as follows:
∂tP(X,V, t) = −V∂XP(X,V, t) − [−γbV − ∂XU(X)]∂V P(X,V, t)
−
∫
V ′
W(V ′|V)P(X,V, t) +
∫
V ′
W(V |V ′)P(X,V ′, t) + kBT b
γb
∂2XP(X,V, t),
where P(X,V, t) is the probability density of the position X and velocity V of the wall as a Brownian piston, and
U(X) represents the trapping potential energy. The heat absorption by the wall is modeled by the coupling to
a Langevin bath [6] at the temperature Tb with the coupling, i.e. friction, constant γb. The collision of the gas
particles is represented by the velocity transition rate, W(V ′|V), given by
W(V ′|V)dV ′dt = H(v⊥ − V) × ρA(v⊥ − V)dt
√
m
2πkBT
e
− m
2kBT
v⊥2
(
m + M
2m
)
dV ′
where A is the surface area of the wall, v⊥ is the normal component of the incoming velocity of gas particle,
and H(z) is the Heaviside unit step function. v⊥ is the function of wall’s velocities before (V) and after (V ′) the
collision, respectively, through the momentum conservation rule,
V ′ = V +
2m
m + M
(v⊥ − V).
The truncated equations for the first two moments of V can be derived from the above Master-Boltzmann
equation, and the results read
M
d〈V〉
dt
= −〈U′(X)〉 − (γ + γb)〈V〉 +
(
p − c j
(e)
vth
)
A
M
d〈V2〉
dt
= −〈VU′(X)〉 − γ
M
[〈V2〉 − kBT ] − γb
M
[〈V2〉 − kBT b] + c′〈V〉
where c =
√
π/8 and the other constant c′ is irrelevant as we shall see immediately below. In the steady state,
not only 〈V〉 = d〈X〉/dt = 0 but also 〈VU′(X)〉 vanishes. Then the second moment equation tells that the kinetic
temperature of the Brownian piston, Tkin ≡ M〈V2〉, is given by the well known formula of Langevin dynamics,
kBT kin =
γkBT + γbkBT b
γ + γb
Moreover, the second and the third terms on the r.h.s. of the second moment equation gives the energy
transfer to [from] the wall, respectively:
J
(e)
diss
= − γ
M
[〈V2〉 − kBT ] = γb
M
[〈V2〉 − kBT b].
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With J(e)
diss
thus known, the first moment equation in the steady state is nothing but the momentum balance
condition:
−〈U′(X)〉 +
p − c J
(e)
diss
vth
A = 0.
Our physical reasoning, therefore, reproduces completely the traditional result except for the numerical factor
c. Moreover, our explanation allows to treat the adiabatic piston, Brownian ratchet models [24], or inelastic
piston [33] on the same footing [10].
2.4 Physical Understanding of Adiabatic Piston
Now we come back to the adiabatic piston (with elastic wall) [28, 29, 30, 22]. We apply the boundary conditions
(2.2) to the both sides of the piston shown in Fig 1.2, with an appropriate sign of the forces and dissipation
rates as well as taking account of different temperatures. By the isobaric condition, the equilibrium force
Feq on both sides cancels. On the side of temperature T ′ the force, F′MDD, should contain the dissipation
rate J(e)′
diss
= −J(e)
diss
to assure the energy conservation. Both FMDD and F′MDD are oriented toward hot side
(leftward if T > T ′), and the total momentum balance about the piston is recovered by the frictional force,
FMDD + F
′
MDD
− (γ + γ′)V¯ = 0, where V¯ is the steady state velocity of the piston. Combining with Eqs. (2.2) and
(2.1) the steady state velocity reads
V¯ = − c
γ + γ′
(
1
vth
+
1
v′
th
)
kBT − kBT ′
M(γ−1 + γ′−1)
, (2.3)
which is identical to the result obtained from the perturbative calculation in [29] with c =
√
π/8. (p = ρkBT is
assumed to verify it.) The correction to dissipation due to the ‘mesoscopic loss’ (γ + γ′)V¯2 is of higher order by
ǫ2 and, therefore, negligible. This remark applies to all other examples below.
Once we understood finally the adiabatic piston, the MDD should be incorporated in the hydrodynamic
description of adiabatic piston [42]. It is of interest to generalize the present results to interacting gas par-
ticles, for examples the boundary thermostats [43] as well as to the contact value theorem [44, 45] under
nonequilibrium. In the next chapter we will discuss this problem.
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This chapter is based on our published results in [39].
3.1 Toy model
We begin by a very elementary kinetic model to discuss the interplay of the energy and momentum transfer1.
We take up a single gas particle on the x-axis bounded by the energy-transferring walls at x = 0 and at
x = Lsys, which are macroscopically fixed in space, see Fig. 3.1. We further simplify that the hot wall (on the
left) receives the particle of velocity −v− and returns with the velocity v+ with 0 < v− < v+. The cold wall (on the
right) does the opposite operation. The microscopic mechanism underlying these reflections are irrelevant for
our argument. (On might imagine the two tennis players engaging in a rally.)
Figure 3.1: Space (x)- time trajectory of a particle between the hot (x = 0) and cold (x = Lsys) walls.
Before counting the momentum and energy flux, J(e)
diss
and j(p), we impose the vanishing of the mass flux,
j(m) in the steady state:
j(m) = (ρ+mv+ − ρ−mv−)xˆ = 0.
1This is a simplified version of Knudssen heat transfer, see, for example, [46], page 25.
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This is satisfied by the densities of rightward and leftward particle, respectively,
ρ± =
v∓
(v+ + v−)Lsys
.
Also the collision frequency on each wall, νcol is found to be
νcol =
v+v−
(v+ + v−)Lsys
.
With this νcol, the energy transfer rate J
(e)
diss
is
J
(e)
diss
=
m
2
(v2
+
− v2−)
v+v−
(v+ + v−)Lsys
xˆ =
m
2
(v+ − v−)v+v−
Lsys
xˆ
while the momentum flux j(p) reads
j(p) = m(v+ + v−)
v+v−
(v+ + v−)Lsys
xˆxˆ = m
v+v−
Lsys
xˆxˆ.
We verify that J(e)
diss
is odd under time or space-inversion, while j(p) is even under these operation. The symmetry
of j(p) can also be seen from Fig 3.1. This model, although simple, shows how the directed energy transfer is
established without gradient of momentum flux. In other words, the pressure on the hot and cold walls are the
same.
To see more in detail the process at the walls, we refer to the contact value theorem, p = kBTρ(0) [44],
which give the equilibrium momentum transfer to a hard wall by a hard core gas in terms of the equilibrium
temperature T and the gas particle density at the closest contact surface of the hard wall. Our interest is the
case with energy-transferring walls, see Fig. 2.2. When the walls transfer the energy, the p should indicate the
total momentum flux j(p), i.e.,
pneq = | j(p)| = m(v+ + v−)νcol
and kBT neq/2 the kinetic energy per particle,
kBT neq
2
=
m
2
ρ+v+
2
+ ρ−v−2
ρ+ + ρ−
=
m
2
v+v−.
Since the total density ρ(0) on the wall is, by the homogeneity,
ρ(0) =
(
1
v+
+
1
v−
)
νcol =
1
Lsys
we arrive at a form of the contact value theorem in non-equilibrium.
pneq = kBT neq ρ(0). (3.1)
In other words, while the symmetry allows the correction to the r.h.s. of the form ∝ (v+ − v−)2 or ∝ (J(e)diss)2, the
contact value theorem holds up to the order of O((J(e)
diss
)2) if peq and Teq are appropriately chosen (cf.[47]).
3.2 Non-ideal gas
We studied a purely mechanical toy model that shows the basic compatibility between these fluxes and their
nature of symmetry in space and in time (§§ 3.1). Below we go onto the dense hard-core gas with appreciable
Knudsen number, Kn ≪ 1 (§§ 3.3). We recall what it means. The mean free path ℓmap of an ideal gas is
infinite because the particles undergo no collisions. Knudsen number Kn ≡ ℓmap/Lsys is therefore infinite with
any system size, Lsys. The macroscopic thermo-hydrodynamics [48] supposes the opposite limit, Kn ≪ 1.
When we study the thermo-hydrodynamics with energy-transferring boundaries, the physical ideas obtained
in the previous section should, therefore, be applicable only to the vicinities of those walls probably with
some modifications. The main question is how to reconcile the formula Eq. 2.2 for the ideal gas with the
macroscopic description of thermo-hydrodynamics with non-equilibrium boundary condition, i.e., with heat
transferring walls. In this chapter we limit ourselves to the steady states with vanishing macroscopic velocity
of the gas. (It is, therefore, hydrostatics, not hydrodynamics.) The conservation laws of mass, momentum and
energy then impose the constancy of those fluxes.
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3.3 Non-equilibrium hydrodynamics
In the non-equilibrium steady state with heat flux of a dense hard-core gas with Kn ≪ 1, the energy flux vector
field, j(e), and momentum flux tensor field, j(p), must satisfy the basic conservation laws:
∇ · j(e) = 0, ∇ · j(p) = 0.
If the wall is perpendicular to the x-axis, the system is homogeneous in y and z directions and the above
conditions are reduces to
J
(e)
dissx
= const. j(p)xx = const.
If the heat conduction obeys approximately the Fourier’s law, j(e) = kT∇T, with kT being the heat conductivity,
the temperature gradient keeps constancy of the energy flux. As for the momentum flux j(p), the symmetry
argument or Curie principle [49] allows the anisotropy of the type j(p) = p1+a(xˆxˆ− 1
3
1) with a characterizing the
deviatoric part of the flux due to heat flux ‖x. However, seeing that the O(J(e)
diss
2
) contribution was missing in the
above simple model Eq. 3.1, we simply identify j(p) = pneq1 to be the pressure in the present approximation.
If pneq obeys approximately the equilibrium equation of state, p = p(ρ,T ), among the pressure p, tempera-
ture T and the density ρ, the density ρ(x) varies in a manner locally compensating the heterogeneity of the
temperature T (x) so that the pneq remains homogeneous.
Our concern is how we can relate the momentum flux and the energy flux in the dense hard-core gas
where pneq reflects already both the incoming and outgoing particles. Below we will indicate that the relation
like Eq. 2.2 corresponds to the skewness of the velocity distribution of particles (especially) at the energy-
transferring wall. To be concrete we imagine the dense hard-core gas which is conducting the heat rightwards
up to the energy-transferring wall at x = 0 without convection (Fig. 2.2). We also assume that the wall ex-
changes only the x-component of momentum. Now we introduce the velocity distribution function f (vx; x) per
unit volume of gas particles. Then the particle density ρ(x) is given by
ρ(x) =
∫
f (vx; x)dvx.
The conditions on the fluxes of mass, momentum and energy along the x axis are given, respectively, as
0 = j(m)(x) · xˆ =
∫
mvx f (vx; x)dvx
pneq = xˆ · j(p)(x) · xˆ =
∫
mv2x f (vx; x)dvx
J
(e)
diss
= j(e)(x) · xˆ =
∫
m
2
v3x f (vx; x)dvx, (3.2)
where pneq and J
(e)
diss
are independent of the position x.
Now we focus on the thin slab of the distance ≪ ℓmfp from the energy-transferring wall. In this slab we
assume that the gas particles undergo practically no collisions except for with the wall. We introduce the
partial momentum fluxes associated to the incoming particles, j(p)
in
and to the outgoing particles, j(p)out, right
before the wall:
j
(p)
in
∣∣∣∣
x=0−
≡
∫
mv2xH(+vx) f (vx; x)dvx, j
(p)
out
∣∣∣∣
x=0−
≡
∫
mv2xH(−vx) f (vx; x)dvx.
In equilibrium where f (vx; x) are symmetric with respect to vx, the both partial fluxes are the same. In the
presence of the heat flux it is no more the case. While the asymmetric velocity distribution for Knudsen heat
transfer, i.e. the above toy model, is usually singular and far from Maxwellian, the collisions make the velocity
distribution looks like skewed Maxwell distribution. We, therefore, assume an approximate form2:
f (vx; x)|x=0− =
[
c0 + c1
(
vx
σ
)
+ c2
(
vx
σ
)2
+ c3
(
vx
σ
)3]
e
− vx2
2σ2 .
2On the wall, x = 0, the very MDD implies the discontinuity in f (vx; x) at vx = 0. Here, however, we shall use a smoothed form as
qualitative model. See also, for example, [46], page 202.
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For a week energy flux, the terms containing c1, c2 and c3 are regarded to be small perturbations with respect
to the main term c0. The expression of the density and the flux conditions mentioned above impose
ρ|x=0−√
2π
= (c0 + c2)σ
0 = c1 + 3c3
pneq√
2πm
= (c0 + 3c2)σ
3
2J
(e)
diss
3
√
2πm
= (c1 + 5c3)σ
5
= 2c3σ
5, (3.3)
where in the last line we used the vanishing mass flux condition in the second line; c1 = −3c3. Finally the
difference between the partial momentum fluxes j(p)
in
and j(p)out read
( j
(p)
in
− j(p)out)|x=0−
2m
= (c1 + 4c3)σ
4
= c3σ
4,
where again we used the vanishing mass flux condition. Then if we introduce the squared average of the
particle velocity (noting |c2|/c0 ≪ 1 for weak non-equilibrium),
v2x|x=0− =
pneq
ρ|x=0−
=
1 + 3c2/c0
1 + c2/c0
σ2 ≃ σ2,
we obtain the relation of MDD and the energy flux, reminiscent of (2.2):
(
j
(p)
in
− j(p)out
)∣∣∣∣
x=0−
= C
J
(e)
diss[
v2x|x=0−
]1/2
with a numerical factor C =
√
2/(3
√
π), which is subject to our approximations.
In conclusion, the dense hard-core gas conducting the heat carries also momentum through the asymmet-
ric distribution of particle’s velocity, and the concept of MDD is a neat way to explain the relation between the
energy flux and the partial momentum fluxes in the non-equilibrium steady state.
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4.1 Application to different geometries - ratchet model in two gas en-
vironments
Ratchet model in two gas environments: Van den Broeck et al. [24, 32] proposed and analyzed a series
of Brownian ratchet models that move horizontally in contact with two ideal gas environments at different
temperatures T and T ′. One typical example is shown in Fig. 4.1(top), where we assumed isobaric condition
only to simplify the argument without loosing the essential point. Microscopic methods concluded that it
moves steadily with the base of the triangle in hotter environment being ahead, i.e. leftwards if T > T ′. Based
on our principle, the origin of nonequilibrium force is essentially the same as the aforementioned adiabatic
piston. Intuitively, if we look at only the bases of triangles, it already appears identical to the adiabatic piston,
Fig. 4.1(bottom). In fact, the sides of the triangle receive more frequent collisions than on the base but with
much less impact on the horizontal motion. We can rigorously show that in the limit of θ → 0 (see Fig. 4.1), the
Figure 4.1: A Brownian ratchet proposed in [24, 32](top) consists of two triangles (total mass M) that translates
along the horizontal axis. This model can be mapped to the adiabatic piston (bottom) in the limit, θ → 0.
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momentum transfer rate on the sides converges to the equilibrium force, pL, without fluctuation or frictional
velocity dependence [16]. Therefore, in this limit, the effect of side surface vanishes and the same principle
as the adiabatic piston determines the motion of the ratchet model. The result agrees with their perturbative
calculation[24, 32].
4.2 Application to Asymmetric Inelastic Brownian wall
Single sided inelastic piston The principle (2.1) is also applicable to the case where the collision is weakly
inelastic. In Fig. 2.3(b) we remove the rhombus and the second gas environment, and instead assume the
restitution coefficient e (1 − e ≪ 1) for the collision between the gas particles and the vertical wall. See
Fig. 4.4(b). In this case, the dissipation rate consists of two parts:
J
(e)
diss
= J
(e)
diss,hk
+ J
(e)
diss,ex
. (4.1)
The ‘house-keeping’ heat generation [50], J(e)
diss,hk
, is due to inelasticity of individual collisions. The ‘excess’
dissipation, J(e)
diss,ex
, is due intrinsically to the nonequilibrium Brownian motion of the wall. If the wall was rigidly
fixed, only J(e)
diss,hk
is nonzero. In this case the dissipation per collision is mv2
th
/2 − mv′2/2 = (1 − e2)mv2
th
/2 and
J
(e)
diss,hk
= (1 − e2)mv2
th
/2 × ωcol. Noting (1 − e)2 ≃ 2(1 − e), the same argument leading to Eq. (2.2) gives
FMDD ≃ FMDD,hk − c
J
(e)
diss,ex
vth
, FMDD,hk = −1 − e
2
pL, (4.2)
where FMDD,hk is force due to the ‘house-keeping’ MDD which reduces the force even for a fixed wall. (A sand
bag will receive less impact than a hard wall by a bullet.)
Figure 4.2: (a) A microscopic “adiabatic” piston of mass M (vertical bar) separates two semi-infinite gases of
point-like particles with mass m(≪ M). The two gases have the same pressure, p, but different temperatures,
T and T ′. (b) A macroscopic inelastic piston with restitution coefficients, e (left surface) and e′ (right surface)
is in a gas. [33].
Double sided inelastic piston A piston of two inelastic faces shown in Fig. 4.2(b) is in a gas of temperature
T and pressure p, and the faces have coefficients of restitution e (left face) and e′ (right face), respectively, with
1−e ≪ 1 and 1−e′ ≪ 1. The dissipation rate J(e)
diss
, MDD and FMDD, on each face satisfy Eq. (2.2). But the MDD
on the two faces has different signs, and thus the net force arises only when e , e′, as FMDD
∣∣∣
left
+ FMDD
∣∣∣
right
=
(e−e′)pL/2. By balancing with the frictional force, the stationary velocity V¯ to the lowest order in 1−e and 1−e′
(therefore |e − e′| ≪ 1) and in ǫ is
V¯ =
1
γ + γ′
e − e′
2
pL = −e − e
′
4c′
vth, (4.3)
where γ ≃ γ′ = c′ρLmvth with c′ a constant. The result (4.3) agrees with the perturbative results [33, 34] with
c′ =
√
8/π. This elementary example shows, however, that our principal formula (2.2) is universal whether or
not the origin of dissipation is kinematical or dynamical, because the momentum conservation is universally
valid.
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We have shown that our simple calculation gives the identical result as microscopic approaches up to
a numerical factor of order one. We note that the microscopic approach is still needed to find the correct
numerical factor for the Brownian object of complicated geometry and to find higher order corrections to the
perturbation. However, our main goal is rather to show that the principle (2.2) is a general theory of the force
under nonequilibrium condition.
4.3 Combination of geometry and inelasticity
Costantini et al. [33] studied a variant of above ratchet model using a single triangle but with inelastic surface
of restitution constant e. See Fig. 4.3. In this case, the net house-keeping component vanishes, as if the
L
T,p 2θ
Figure 4.3: Inelastic triangle [33].
triangle were in a hydrostatic pressure, (1 + e)p/2.
The excess dissipation is expressed in terms of the aforementioned kinetic temperature kBT kin as J
(e)
diss,ex
=
(M/γ)(kBT − kBT kin). Upon a binary inelastic collision, the velocity of a Brownian object changes in the same
way as that of elastic collision if the effective mass Meff ≡ 2M/(1 + e) is used. The Brownian object then obeys
approximately the Maxwell distribution ∝ e−MeffV2/(2kBT ). It implies kBT kin = kBT × (1 + e)/2. Therefore,
J
(e)
diss,ex
=
γ
M
1 − e
2
kBT , (4.4)
where the friction constant γ is the same as before in the lowest order in (1 − e). With the numerical factor
c =
√
π/8, we recover the microscopic result. When the dominant house-keeping MDD is canceled by the
same MDD from the other sides, as for an inelastic triangular Brownian object [35], it is the excess MDD that
explains the origin of nonequilibrium force.
The excess dissipation J(e)
diss,ex
on the side surfaces are less important than that on the base, in the way that
the contribution from the side surfaces vanishes in the limit θ → 0. In this limit, the force balance with frictional
drag −γV¯ and Eq. (4.4) yields
V¯ = − c
M
1 − e
2vth
kBT . (4.5)
This result is identical to the one obtained by microscopic approach [33] to the lowest order in 1 − e, if we
choose c =
√
π/8. What we clarified here is that the dissipation attributed to Brownian motion plays a decisive
role [26] in the force generation through the MDD.
4.4 Numerical simulations of dense gas system
This part concerns the numerical study beyond the ideal gas limit. The studies are done under the initiative of
Professor Ryoichi Kawai (Alabama University, USA) and his student. [38].
4.4.1 Shared Brownian pistons in hard disc gas
Now, we introduce a concrete NESS model shown in Fig. 4.4(a) so that we can evaluate the dissipation rate.
The upper cylinder is the same as the basic model [Fig. 2.3(a)] and the gas in it has temperature T1. A NESS
condition is generated by linking the piston to another piston in the second cylinder filled with another gas at
a different temperature T2. These two pistons are rigidly connected and move together. Unlike the upper one,
the lower cylinder is periodic along the cylinder axis so that the particle density does not change as the piston
moves. Accordingly, when the piston moves, the pressure of the upper gas, p1 changes while the pressure p2
of the lower gas remains constant.
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Figure 4.4: Models with two different types of dissipation. (a) Shared Brownian piston: The piston is in contact
with the second gas. When two gases have different temperatures, heat flows from the upper gas to the lower
gas through the fluctuation of the piston. (b) Inelastic Brownian piston: The collision between the gas particles
and the piston is inelastic. The energy dissipates into the internal degrees of freedome in the piston and the
gas particles.
It is known that when T1 > T2, heat flows from the upper gas to the lower gas through the fluctuations of
the Brownian object [20]. The heat dissipation through a shared piston is understood at the level of standard
Langevin theory [51]. Using the friction coefficients for the upper and lower pistons, γ1 =
√
8/πρ1L
√
kBT1 and
γ2 = 2
√
8/πρ2L
√
kBT2, we find the dissipation rate as
J
(e)
diss
=
√
π
8
kBT1 − kBT2
M(γ−1
1
+ γ−1
2
)
. (4.6)
Substituting this dissipation rate and the prefactor c =
√
π/8 to Eq. (4.17) , we obtain an explicit expression
of the force due to MDD:
FMDD = − 2ρ1ρ2 L
ρ1 + 2ρ2
m
M
(kBT1 − kBT2) . (4.7)
We have checked the above results using hard disk molecular dynamics simulation. The detailed simulation
method will be reported somewhere else. Initially the system is at a thermal equilibrium with T1 = T2 = 1.0.
The mean position of the piston X0 remains constant since Fext + p1L = 0. Figure 4.5 shows that when the
temperature of the lower gas is reduced to T2 = 0.5, the upper gas is compressed despite the temperature is
kept at T1 = 1.0. The displacement of the piston indicates that the force exerted on the piston by the gas is not
the pressure times the surface area. Similarly, when T2 is raised above T1, the upper gas expands.
When the system reaches a NESS, the piston is settled at a new position and a new pressure p′
1
is
established. Assuming that the gas obeys the ideal gas law and the displacement ∆X is much smaller than
X0, the missing force is estimated by
FMDD = (p1 − p′1)L = p1L
∆X
X0
. (4.8)
In Fig. 4.6 we plot FMDD obtained in three different ways; Eq. (4.8) with the measured displacement of
the piston, Eq. (4.17) using the dissipation rate measured in the MD simulation, and the full theoretical result
(4.7). All three estimations agree very well, implying the validity of Eq. (4.17).
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Figure 4.5: Molecular dynamics simulation of momentum transfer deficit due to dissipation using the model
illustrated in Fig. 4.4(a). The upper panel shows the position of the piston and the lower panel the temperature
of two gases. Initially,the two gases have the same temperature T1 = T2 = 1.0. When the temperature of
the lower gas is reduced to T2 = 0.5, the upper gas is compressed due to FMDD . The values of the system
parameters are L = 300, M/m = 20, X0 = 1000, ρ1 = ρ2 = 0.00333 where the diameter of the gas particle is
a unit of the length. The mean free path in this configuration is about 150. The data are averaged over 300
realizations. ref. [38]
Figure 4.6: Molecular dynamics simulation of momentum transfer deficit due to dissipation using the model
illustrated in Fig. 4.4(a). The black solid circle shows the force measured in the simulation through Eq. (4.8).
The red solid square plots the force estimated from Eq. (4.17) using the observed heat flow. The full theoretical
prediction Eq. (4.7), is plotted with a solid line. The upper curves shows the case where the temperature of
the second gas (T2 = 1.5) is higher than the upper gas whereas the lower curves shows the opposite case
where the lower gas has T2 = 0.5. See Fig. 4.5 for the values of the system parameters. ref. [38]
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Figure 4.7: FMDD on the inelastic piston shown in Fig. 4.4(b) is plotted as a function of the piston mass (upper
panel) and of the restitution coefficient (lower panel). The force was evaluated in three different ways; the
black circle indicates the force measured from the displacement of the piston in the MD simulation using Eq.
(4.8). The red square shows the formula (4.17) using the dissipation rate observed in the MD simulation. The
solid line plots the theoretical value, the sum of Eqs. (4.15) and (4.16). In the upper panel, e = 0.96 and in the
lower panel, M/m = 20 are used. See Fig. 4.5 for other parameter values. ref. [38]
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4.4.2 MDD in granular systems: Inelastic piston SIMU
In order to demonstrate the generality of Eq. (4.17), we consider a different type of dissipation. In the model
illustrated in Fig. 4.4(b) energy dissipates into the internal degrees of freedom of the piston and gas particles
though inelastic collisions between them. Using a standard collision rule used for granular systems, post-
collisional velocities are related to the pre-collisional velocities as ui − Ui = −e(vi − Vi) where e is a coefficient
of restitution (0 < 1 − e ≪ 1). The momentum always conserves and thus Eq. (A.1) is still valid. The energy
balance for this model is
m
2
v2i −
m
2
u2i =
M
2
U2i −
M
2
V2i +
1 − e2
2
mM
m + M
(Vi − vi)2 (4.9)
Unlike the previous case, there is no dissipation between collisions, hence Vi+1 = Ui. Summing up Eq. (4.9)
for all collisions during a unit time, we obtained Eq. (A.7) again with a different dissipation rate:
J
(e)
diss
=
1 − e2
2
mM
m + M
ωcol〈(V − v)2〉col (4.10)
Although the actual expression of J(e)
diss
is different, the momentum and energy conservation laws are universal,
and hence the general expression (4.17) is also valid for this model.
Now, we evaluate the dissipation rate (4.10). Assuming that the piston obeys the Maxwellian distribution
with a kinetic temperature Tkin, the mean value in Eq. (4.10) is given by
〈(v − V)2〉col = 2kBT
m
+
2kBTkin
M
, (4.11)
The dissipation rate is divided into two parts, one proportional to the mean kinetic energy of the gas particles
(1st term) and the other to the mean kinetic energy of the piston (2nd term). We shall call the former house
keeping dissipation (Jdiss,hk) and the latter excess dissipation (Jdiss,ex) as coined in Ref.[50]. Using the mean
values used in the previous section and
ωcol = ρLvth/
√
2π (4.12)
(see Appendix A.2), we obtain
Jdiss,hk = (1 − e)
√
2
π
vthpL (4.13)
Jdiss,ex = (1 − e) γ
M
kBT
2
, (4.14)
where we assumed m/M ≪ 1, (1− e2) ≈ 2(1− e), and Tkin ≈ T × (1+ e)/2 [52]. Through our basic principle (2.2)
and the prefactor c =
√
π/8, these dissipation rates lead to FMDD = FMDD,hk + FMDD,ex where
FMDD,hk = −1
2
(1 − e)pL (4.15)
FMDD,ex = − m
M
(1 − e)pL . (4.16)
Figure 4.7 shows the result of MD simulation. We again plot FMDD evaluated in three different ways; Eq. (4.8),
Eq. (2.2) using the measured dissipation rate, and full theoretical value with Eqs. (4.15) and (4.16). All three
estimations agree well.
As discussed in Ref. [10], these forces explain the driving of inelastic pistons [33] and granular ratchets
[35]. For the granular pistons, the house-keeping force (4.15) is dominant and agrees with the perturbative
results [33]. On the other hand, the driving force of the granular ratchets is the excess-dissipation force (4.16)
since the net house-keeping force vanishes in this model.
4.5 Conclusion
We investigated the force exerted by gas particles on a Brownian object in a non-equilibrium steady state
(NESS) and discovered a rather general principle [10]. When there is energy dissipation, net momentum
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flux at the surface of a Brownian object is reduced compared to the flux without dissipation, which we shall
call momentum deficiency due to dissipation (MDD). As a consequence the force on the Brownian object
decreases from the equilibrium force by
FMDD = −c
J
(e)
diss
vth
(4.17)
where J(e)
diss
is energy dissipation per unit time, and the thermal velocity of the gas particles of mass m at
temperature T is defined by vth ≡
√
kBT/m. The Boltzmann constant is denoted with kB. The positive prefactor
c depends on the detail of the system but usually at the order of 1.
With this new principle, we could explain all of the above mentioned phenomena without the lengthy cal-
culation [10]. It is this MDD that is what is missing in the linear Langevin theory. The stochastic energetics
[6] tells us that the linear Langevin theory is sufficient to obtain the dissipation rate. Furthermore, this funda-
mental principle is applicable to systems beyond the regular Brownian objects, such as inelastic pistons and
granular Brownian ratchets [33, 35].
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In this Part, the main subject is the dense 3D active cellular media. As we wrote in the General Introduc-
tion, our approach is bottom-up from microscopic level rather than ad hoc. Being conscious of the momentum
and angular momentum fluxes, we develop general new tools and concepts to attack the problem. In this intro-
duction chapter, we describe how we are motivated by some experimental data on Dictyostelium Discoideum
of which there is a lack of understanding, and we also give a brief description of the theoretical models in the
related fields.
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5.1 System of interest
5.1.1 Dictyostelium
Dictyostelium Discoideum is an eukaryote also called the social amoeba since those unicellular organisms
have the tendency to aggregate to form a multicellular organism. In unicellular growth stage it is an amoeba,
that is, a unicellular organisms which do not have a "definite shape". The asexual life cycle of D. discoideum
is divided into 4 stages: the vegetative stage, the aggregation stage, the migration stage and the culmination
stage[11].
5.1.1.1 Life stages
General reference is the book of Gilbert [11]. Below is its very brief summary.
Vegetative stage (∼4-5 hours): This stage begins as spores are released from a mature fruiting body, see
Fig. 5.1. Germs (Myxamoebae) hatch from the spores under warm and moist conditions. During their vege-
tative stage, the germs divide by mitosis as they eat bacteria. When the food supply is depleted (starvation),
the gene expression of the germs change and the amoeba enter in the aggregation stage.
Figure 5.1: Dictyostelium life cycle. Spores give rise to germs (myxamoebae) under warm and moist condition.
As the food supply diminishes, aggregation occurs and a migrating slug is formed. Then, the slug culminates
in a fruiting body that releases more spores... ref. Wikipedia ©Tijmen Stam - user:Hideshi
Aggregation stage (∼5 hours): During aggregation, starvation initiates migration of the individual amoebas
to a central place. This mechanism is related to the production of several chemicals: the glycoproteins allow
for cell-cell adhesion, and adenyl cyclase creates cyclic AMP (cAMP). The cAMP is secreted by the amoebas
to attract neighboring cells to a central location. As they move toward the signal, they bump into each other
and stick together by the use of glycoprotein adhesion molecules.
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Migration stage (∼2 hours): If the environment is dark and moist, this stage begins once the amoebas have
formed a tight aggregate, and the elongated mound of cells tip over to lie flat on the ground. The amoebas
work together as a motile slug (pseudoplasmodium). The slug is approximately 2-4 mm long, composed of
up to 100,000 cells,[53]. It is encased in a slimy sheath [54]. The cells in a slug become differentiated into
prestalk and prespore cells that move to the anterior and posterior ends, respectively. The slug stops once it
reaches an illuminated region.
Culmination stage (∼10 hours): Once the slug has found a suitable environment, the anterior end of the
slug forms the tubed stalk (15-20 %) of the fruiting body [55] and the posterior end will form the spores of the
fruiting body. For that, prestalk cells begin secreting an extracellular cellulose tube, which allows the more
posterior cells to move up the outside of the tube to the top, and the prestalk cells move down [56]. At the end
of this 8 to 10 hour process, the mature fruiting body is fully formed. This fruiting body is 1-2 mm tall and is now
able to start the entire cycle over again by releasing the mature spores that become germs (myxamoebae).
5.1.1.2 Chemotaxis
General reference: Gilbert’s book [11]
Chemotaxis at aggregation stage: It has been shown [57] that the aggregation is a result of chemotaxis.
As the vegetative growth occurs and the food decreases, some germs in the central region start recurrently
to secrete a pic of cyclic AMP (cAMP) [58]. The pic of cAMP is then actively propagated from cell to cell
by a signal-reception/signal-relaying mechanism [59, 60]. As a result, a chemical spiral wave propagates
throughout the medium. In addition to the re-emission of the chemicals signal, the cells polarize and initiate
a movement toward the cAMP pulse [61, 62] and a collective motion of the cells is initiated toward the center.
Once the aggregate is formed, the chemical wave continue to emitted but the geometry of the system evolves.
More details may be found in [63].
The velocity and the wave length of the cAMP signal at the beginning of the aggregation stage are ∼
200 µm/min and ∼ 4min in the early period to finally become ∼ 50 µ m/min and ∼ 2min at the end of this stage
[64].
Chemotaxis at migration stage: The chemical wave still propagates through the medium, but the geometry
has changed. During the aggregation, the center of the spiral chemical wave migrates to the anterior end of
the slug. It now propagates from anterior to posterior [63, 65]. The periodicity for the propagation of cAMP is
∼ 5min in this stage. Being guided by this internal wave the slug moves forward the chemical gradient in the
direction of the tip.
5.1.1.3 Motility and cortical flow
Recent experiments [12] shows that the motion of a Dictyostelium Discoideum cell may be due to the cortical
flow generated by a mechanism of polymerization/depolymerization of the cytoskeleton, see Fig. 5.2. These
Figure 5.2: Cortical flow in a Dictyostelium Discoideum cell (curved arrows). The cytosketon in the cortcal
region is represented by the hutch. This flow is maintained by a polymerization/depolymerization mechanism
at the top and the bottom of the cell. The polarity of the cell (pˆ) is shown by the thick rightward arrow.
experiments are consistent with recent theoretical developments based on the active gel model [66, 67]. Those
models propose a mechanism for amoebas moving in a confined geometry such as a micropipe. Interestingly,
both theories and experiment pose the question of the role of focal adhesion since it do not seems necessary
with this mechanism. We will discuss later about the different mechanisms of motility.
45
5.1. SYSTEM OF INTEREST
5.1.2 Behavior of Dictyostelium slugs in the migration stage
5.1.2.1 Known facts — in confined geometry
In the experiment of Inouye et al. [15, 16], the aggregate of Dictyostelium Discoideum at the migration stage
is confined into a pipe, and is submitted to a difference of applied pressure from the head to the tail of the
aggregate.
Experiment under pressure gradient: In [15], the Dictyostelium slug is placed into agar pipes of different
diameters. The agar pipe is placed into a moist chamber at 21◦C, and the difference of external pressure from
the head to the tail of the slug is controlled with the help of a rubber bulb and a manometer, see Fig.5.3. In
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Figure 5.3: Experimental setup used in [15]. The external pressure at the top of the slug is controlled by a
rubber bulb and a manometer. The humidity is controlled by a moist chamber.
[15] the velocity of the slug vs the difference of pressure ∆P was measured, see Fig. 5.4. 1 The authors
introduced the “total active force” as the force necessary to stop the migration of the slug. It was deduced
from the pressure difference ∆P times the cross section A of the slug. (In fact it is done by extrapolation of the
force-velocity data.)
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¯=69 Μm, L=432 Μm
¯=122 Μm, L=380 Μm
Figure 5.4: The velocity of the slug as a function of the difference of pressure imposed from the head to the tail
of the slug for slugs of different diameters and length L. Thick lines are the fit shown in [15]. (Figure extracted
from [15].) The total active force is read off from the cut of the horizontal axis, multiplied by the cross section
of the slug.
Experiment under centrifugal force: In [16], the Dictyostelium slug is placed under similar conditions to
[15]. The slug is placed into an agar pipes of different diameters. The agar pipe is placed into a moist
conditions (into a plastic block) at 23◦C. The main difference from the previous setup is that a centrifugal force
is applied, see Fig. 5.5. The pipe and the plastic block were put on a rotating disc of acrylic. The velocity of
the slug as function of the centrifugal force is measured, see Fig. 5.6.2
“Bulk force” : The total active force is deduced the centrifugal force necessary to stop the slug, as function
of the total volume of the slug. The experimental result is summarized in Fig. 5.7.The results shows that the
1The horizontal axis used in the literatures is the pressure difference, ∆P. To find the total force, we must multiply by the sectional
surface area.
2The unit used in the literatures is in g, the accerelataion. To find the total force, we must multiply by the total mass (and 1000).
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Plastic Box
Slug
Figure 5.5: Experimental setup used in [16]. The centrifugal force is imposed by the rotation of the setup
(blue arrows). To ensure humidity of the environment, the pipe confining the slug is placed into a plastic box.
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Figure 5.6: The velocity of the slug as a function of the centrifugal force exerted on the slug for slugs of
different diameters and length L. Thick lines are the fit shown in [16]. (Figure extracted from [16].) The total
active force is read off from the cut of the horizontal axis, multiplied by the cross section of the slug.
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Figure 5.7: The total active force, the force to stop the slug as a function of its volume. The blue dots are the
data of pressure-difference experiments [15], while the red dots are data of centrifugal-force experiments [16].
The thick straight line is also from [16].
total active force increases with the volume of the slug, more or less linearly. The result is not surprising if
the volume is changed only through the length (L in Figs. 5.4 and 5.6) of the slug: this only means that the
slug acts mostly homogeneously along the axe of the tube. (I.e. the effect of both ends are small). The result
is surprising, however, if the force increases as we change the diameter (φ in Figs. 5.4 and 5.6) of the slug.
If each cells are well aligned and “crawls” using its own cortical flow, (see Fig. 5.8), the only effective action
are done by those cells in contact with the substrate. At all the lateral cell-cell contact, the cortical flows of
neighboring cells are cancelled by each other, and not contributing to the locomotion. If only the cells at the
borders are mechanically effective, we may well expect that the total active force is rather proportional to the
total area of contact between the slug and the container.
47
5.1. SYSTEM OF INTEREST
Figure 5.8: Naive view of the crawling cells confined between the substrate planes (thick horizontal lines). If it
were the case, the total active force would be proportional to the total area of contact surface of the slug with
the substrate wall.
In the passive case, we know how the “bulk (dissipative) force” can be generated. This is the Poiseuille
flow: In a long vertical straight tube, water can flow steadily. Since the gravitational force (ρg per volume) is
uniform over the volume, the viscous force should also be proportional to the one. In order to realize such
“bulk” property, the flow velocity profile in the steady state adapts to the diameter of the tube. When a slug
is confined in a vertical tube or in a tube under a centrifuge, can the active cells also adapt to the (effective)
gravitational force ? This is the main motivation of the present Thesis.
5.1.2.2 Known facts — in “open” geometry
The conditions of the experiments of Kitami [68] are similar to the conditions in [16]. The humidity is ensured
in a measurement vessel maintained at 25◦C. The measurement vessel is placed in a centrifuge. The main
difference is that, the slug is not confined into a pipe but is simply placed on an agar gel (see Fig. 5.9).
Measurement vessel
Slug
Figure 5.9: Experimental setup used in [68]. The centrifugal force is imposed by the rotation of the setup
(symbolized by the blue arrows). The slug is placed on an agar substrate, and the agar substrate is placed in
a measurement vessel where the humidity is controlled.
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Figure 5.10: The velocity of a slug in the open geometry as a function of the centrifugal force exerted on the
slug. Thick lines are the fit shown in [68]. (Figure extracted from [68].)
“Non-linearity of velocity”: Kitami measured the velocity of the slug as a function of the centrifugal force.
The result is in Fig. 5.10. Interestingly, the slug behaves in a very different manner from the confined geometry
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(cf. Fig.5.6). Because the only difference in the setup as compared with the confined geometry is the boundary
condition, we anticipate that the boundary effect is crucial. Is such asymmetric behavior has something to do
with the “bulk force” behavior ? This is also the motivation of the present Thesis.
5.2 Brief review of the existing models of active matters
Recently many progress has been made in the modeling of biological active matters. We review some view-
points concerning the mechanical and statistical properties of biological active medium from the sub-cellular
scale to multi-cellular scale. More complete review may be found in [69, 70]
5.2.1 Sub-cellular dynamics of active matters
An important issue has been the mechanics of cytoskeletons in a eukaryotic cell. Two strategies are possible.
One is the bottom-up approach from microscopic description of molecular processes, and the other is more
phenomenological approach of active gels.
5.2.1.1 The bottom-up approach
Figure 5.11: Two-headed myosin dimer attached to two filaments of actin. The dimer of myosin causes relative
translational and rotational movements of the filaments (blue and red arrows).
In the bottom-up approach, the cytoskeleton is regarded to be a suspensions of polar protein filaments,
which are cross-linked by active cross-linkers consisting of clusters of molecular motors [71, 72, 73]. Molecular
motors are proteins that are able to convert the chemical energy into mechanical work by hydrolyzing ATP
molecules [74]. The mechanical work is done by the motors moving in a uni-directional manner along the
polar filaments. For example, kinesins ”walk” on microtubules while myosins ”walk” on filaments of actin.
Since the filaments are polar, they are characterized by their positions and orientations. Some authors [75,
76, 77, 78, 79, 80] have modeled the motors as active cross linkers (see Fig. 5.11) capable of walking along
the filaments and mediate the momentum and angular momentum among filament pairs. As a consequence,
it provides an active contributions to the translational and rotational velocities of filaments. The activity is
localized at the position of the molecilar motors whereas the passive frictional forces are distributed in the
entire bulk. Therefore, the activity is described as a distribution of force or torque dipoles whereas the passive
ones are treated in more macroscopic manner. These models showed the experimentally observed contracted
states [81, 82] and propagating density waves in [76, 79].
5.2.1.2 Phenomenological approach
A more phenomenological way to model a cell is to regard the cell as an active gel. This approach is mostly
based on symmetries, with much less microscopic considerations. A systematic derivation of the hydrody-
namic equations has been done based on a generalized hydrodynamic approach close to equilibrium for polar
or nematic systems [9, 83]. In other words the model of ”active gel” is a visco-elastic fluid or suspension of
orientable objects supplemented by active stresses [84, 85], See Box. More recent approachs [86, 87] con-
sidered multicomponent systems. The multicomponent theory took proper account of the relative permeation
between the components, which was neglected in the one-component models.
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[Box: Hydrodynamic formalism] The generalized hydrodynamic equations were derived through the
identification of fluxes and forces determined by the entropy production rate S˙ as de Groot and Mazur
did in their book of 1962 [88]3. At a constant temperature T , the entropy production rate is related to
the rate of change of the free energy F of the active gel, TS˙ = − dF
dt
. The change of the free energy can
be written as an integral of the terms depending on the order parameters of the system, basically the
density ρ, velocity, ~v and the polarity pˆ representing the orientation of the micro-polar suspension. The
activity is taken into account by adding to the free energy density of the passive systems the energy
brought to the system through the consumption of ATP (the fuel). This terms is assumed to be linearly
dependent on an intensive parameter, i.e., the rate of advancement of the reaction (of consumption
of ATP). Then, taking into account the symmetries of the system, it is possible to write down dF
dt
as
an integral of the sum of the “products of forces and conjugated fluxes”. Finally, knowing those forces
and fluxes, it is possible to establish the generic expression of the fluxes in terms of the force through
the Onsager coefficients, the dynamical description of those systems is completed [84, 89].
Both bottom-up and phenomenological approaches aim to understand several experimental observation con-
cerning the organization of the cytoskeleton [90, 71], lamellipodium motion [78] or the formation of contractile
rings during cell division [91]. Detailed reviews are found in [92, 85].
5.2.2 Single cell motility in an environment
5.2.2.1 Movement on or in a solid background
For a cell in an environment, two basic migration modes have been studied[66] :
Mesenchymal mode: Cell crawling on a surface is powered by the lamellipodium, a thin, fan-shaped struc-
ture in front of the cell body that is dense with actomyosin [93]. Crawling motility on a rigid substrate is
understood as follows: polymerization of actin at the lamellipodium leading edge along with anchoring of new
filaments to the substrate via focal adhesions generates a pushing force against the cell membrane, while
contractility of the actomyosin network at the rear end pulls the cell body forward. Steady moving states are
maintained by turnover of actin monomers, a process known as treadmilling. Polarization of the actomyosin
gel, strong adhesion, and high cell shape anisotropy of the lamellipodium are characteristic of this type of
motility [94, 95].
Amoeboid mode: In 3D background the cells have only weak attachment points. The lamellipodium is not
adapted for moving in such a geometry. In the amoeboid mode, there is no leading edge actin polymerization,
and motility is strongly dependent on myosin II-driven contractility of the actin network, generating cytosolic
fluxes. Several recent studies have shown that the cell types such as fibroblasts , leukocytes [96, 97], can
migrate in 3D geometries via an amoeboid mode. Some theoretical descritions have been proposed for
that mode [66, 67]. The idea in [66] is to model the exoskeleton as a poroelastic multi-component active
gel. Taking into account the relative permeation between various components, the model showed that, due to
active stress and gel turnover, the gel layer which is initially static and homogeneous can develop a contractile-
type instability to enter a polarized moving state in which the rear end is enriched in the gel polymer. In the
model the cells were assumed to be confined in a thin pipe.
5.2.2.2 Movement in a fluid background
A mode of bacterial motion is via polymerization. Recent bio-mimetic experiments of the motion of bacterium
Listeria Monocytogenes [98, 99] has demonstrated the effect of polymerization of actin at the surface of the
bacteria. Another mode of motion of Bacteria is swimming. The swimming at very low Reynolds numbers,
has been beautifully described by Purcell in his classic 1977 paper [100]. At very low Reynolds numbers, the
swimming evokes fascinating questions related to the time reversibility of the governing equations [101, 102].
Bacteria can swim using a variety of periodic and non time-reversal invariant strokes of their flagella or cilia.
3The order parameters are incorporated by the paper of Martin-Parodi-Pershan, Phys. Rev. A 6 (1992).
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While specific mode may differ from one bacteria to another, the long-time and large-length behavior can be
simplified: The momentum flux far from the individual swimmer can be sketched as that of a force dipole
[103, 104]. See Box.
[Box: Puller, pusher, and ...] Simple active particles (swimmers) can be classified according to
the forces they exert on the surrounding fluid. Contractile swimmers or ”pullers” are propelled by
flagella at the head of the organism. They pull the fluid longitudinally along their long axis and
push the fluid transversally (Fig.5.12(a)). The unicellular flagellate algae Chlamydomonas are ex-
amples of pullers. A swimmer is a puller when the average position of the hydrodynamic cen-
ter lies near the ”head” of the swimmer, defined with respect to its direction of self-propelled
motion. Contrastingly, the “pushers” push the fluid longitudinally and pull the fluid transversally
(Fig.5.12(b)). Most bacteria, such as Escherichia coli, belong to this class. In this case, the hy-
drodynamic center of the swimmer lies near the ”tail” [105]. The mixed modes is also possible.
(a) (b) (c)
Figure 5.12: Force dipole of the puller (a) and pusher (b). The red arrows represent the force
exerted by the swimmer on the fluid. The curved arrows indicates the flow induced by the swimmer.
A thick dots show the hyperbolic (saddle) points of the flow. (c) crawler, which would be realized by
the cell undergoing the cortex flow, shows the combined mode of puller and pusher. Note that the
two hyperbolic points are situated on the cell surface. The separatrix of the flow field is, therefore,
nothing but the cell surface. The flow along the cell axis between the hyperbolic points might look
similar to the treadmilling of actin or microtubule filaments. The difference from the latter case is that,
for the active cells, the matter constituting individual cells are circulated only inside the separatrix.
The breaststroke swimmer is pusher by its feet and puller by its arms. The cell undergoing the cortex
flow (Fig. 5.2) would also swim with the mixed mode (Fig.5.12(c)) .
5.2.3 Collective motion of cells with background
For general review about the "flocks" see [106]. For more recent review about collective motion, see [107].
5.2.3.1 Collective motion in fluid background
The active gel theory, which originally dealt with the active motion of polar elements in a cell, is applicable
also to the suspensions of active swimmers with proper modifications. It is because the active gel theory is
a phenomenological theory using mainly the symmetry based argument. With respect to the simple hydrody-
namics, we must identify the polar or nematic order parameter field. Also the active aspect of the particles (the
swimmers diluted in a liquid substrate) should be built in a phenomenological level.. The collective behavior of
active swimmers can be described by active gel theory [108], where the swimmers were represented through
the force dipole description [104].
Bottom-up or microscopic” approaches are also possible. This approach can take account of the interac-
tions between neighboring active particles, either via physical interactions [109, 105, 110] or via a local rule
[111]. The Stokes approximation is usually used to take account of the hydrodynamic interaction at very low
Reynolds number. The kinetic equation for the one-particle density in the phase space has the form of Boltz-
mann equation. In this equation the interactions can be incorporated using some mean/molecular field field
models. The Boltzmann equations have been solved directly for some specific geometries and initial condition
51
5.3. CHALLENGE OF PART II
either analytically or numerically. The use of the mean/molecular field approximation in this approach has
been limited to the regime of weak interactions, that is, at low density and weak density correlations.
5.2.3.2 Collective motion on rigid substrates
The studies also have been made of the collective motion of cells on rigid substrates. Experimentally, people
are interested in the bacteria gliding on a rigid surface [112], animal herds on land [113] or, in the artificial
realm, vibrated granular particles on a plate [114, 115, 116].
In some models, the self-propelled (polar) particles interacts among them through polar or ferro-magnetic
interactions. The system, therefore, tends to promote the polar order, i.e., the alignment of the particles such
as in the classic Vicsek model [111]. Toner and Tu [113] formulated their phenomenological continuum model
based on the symmetry considerations. Their model was derived [117] by coarse-graining the microscopic
Vicsek model through a Boltzmann-equation approach.
In other models, the active particles interacts among them only through nematic (apolar) interactions.
The active particles themselves can be still polar, i.e., self-propelled hard rods [109] or be apolar such as
melanocytes, for which the activity induces non-directed motion [118]. In such models the nematic interaction
tends to align particles regardless of their polarity. Extreme fluctuation properties of ordered phases have
been predicted for this type of models [119] and observed in experiments [120] and in simulations [121].
These systems show a rich variety of collective behaviors with large temporal and spacial correlations. To
mention a few, the cluster formation for myxobacteria mutants [122] or nematic bands [123].
5.2.4 Dense multi-cellular medium without background
Some developements have been made to model dense multi-cellular medium. To describe the dynamics of
tissus, Lenne proposed, a vertex model [124, 125]. This model essentially aimed to describe the ordering of
the tissues taking account of the adhesion between cells.
Other model introduced the hypothesis of differential adhesion [126]. Their model assumes that the cells
can create a gradient of their adhesivity over the cell scale. The adhesion and the tensile stress appears to
play peculiar roles in the morphogenesis of Drosophilia [127]. In these models, where the energy is assigned
to the cell-cell interfaces as well as to the volume, the plastic behavior of the medium was explained by the
changes in the topology of those interfaces. This is related to foam mechanics [128].
The role of polar cell division [129] has also been investigated. A study compared different hypothesis
based on the experimental observation of the shaping of the Dorsoventral Compartment Boundary during
the morphogenesis of the Drosophila [130]. The role of apotosis and cell division in the fluidization of cell
aggregates has been studied [131]. This approach associated the apotosis and cell division to the creation of
force dipoles localized at the places of these events The key idea is that the rate of cell division or apoptosis
is controlled by the stress. With this hypothesis,[131] showed that the cell aggregate is fluidized by this
mechanism. Also numerical approaches, such as the cellular potts model [132] or other multi-scale simulations
[133, 134], have also been proposed to describe the multi-cellular medium.
5.3 Challenge of Part II
The previous studies discussed in §§ 5.2.4 have assumed some form of the background against which and
through which the active particles move and interact with each other. Our interest is in the dense multi-cellular
medium where the cellular units have no background but only their “neighbors” around. This is the rheology
of dense “crawlers,” i.e. the cells with active cortex flow. The hydrodynamic description of this dense system
should differ from that of dilute suspensions of bacteria or that of colonies on a rigid substrate. Because the
system has no 3D-background, the cells cannot move with respect to some reference frame, except at the
boundary with other substances. Inside the bulk the crawling of two neighboring cells would cancel each
other, as was illustrated in Fig. 5.8 (see also Fig 2). Because of this paradox, the justification of any phe-
nomenological approaches without microscopic ingredients behind will be delicate. Therefore,
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we take the bottom-up approach to the dense active system without background.
Because the system is dense, the interactions among the neighboring cells cannot be approximated as
simple sum of binary interactions. The behavior of a pair of neighboring cells is influenced by the third cell
of which the first two cells are the immediate neighbor. We need to first understand the three-body problem
even if we finally reduce the problem to that of the binary correlation. The dense system also invalidates the
multi-polar expansion because this expansion requires a small parameter like [size of two objects] / [distance
between two objects]ll1. When this inequality does not hold, a way to characterize the mechanical interaction
between two neighboring cells is to include not only the force, or momentum flow rate, but also the torque, or
the angular momentum flow rate, across the cell-cell interface. In short,
we construct the framework based on the linear and angular momentum flows.
The construction of the remainder of this Part is as follows (see also Table. 1).
Chap.6 We develop the framework which describes the quasi-static mechanical state of cellular structures in
terms of momentum flux and angular momentum flux. Although the result is formally that of Cosserat
medium [8], we found, for the first time, the microscopic expression for the angular momentum flow. The
microscopic expression for the (linear) momentum flow has been given by Irving and Kirkwood [135]
(see also [136]), and our formula for the angular momentum flux shows a beautiful complementarity to
the former.
Chap.7 This chapter focuses on the kinematics that relates the global deformation and the cell-level deforma-
tion. The rheology is constructed using the notion of fluid particle in the actual state and in the reference,
or fictitiously relaxed, state. We introduce the three-neighbor geometrical distribution whose statistics
is take over a “fluid particle”. We characterize the relative displacement δǫ of a particular neighboring
cell pair at distance ǫ1 upon the above mentioned fictitious relaxation, under a given positioning of the
third cell at distance ǫ2. This allows to take the non-affine deformation of cells’ geometry. We also take
account of an “intrinsic deformation,” which is a 3D analogue of the membrane’s spontaneous curvature.
Roughly speaking the resulting δǫ is the sum of affine part, non-affine part and the intrinsic part. In deriv-
ing the result, we made full use of the redundancy properties of the three-neighbor distribution function.
In this procedure there emerge a good choice of the order parameters.
Chap.8 Having known the kinematics and the order parameters, the conserved fluxes, i.e. of momentum
and of angular momentum, are related to the order parameters. In the bottom-up approach, we apply
a type of molecular-field approximation to represent the “micro-environment” that consist of the cells
surrounding a particular pair of neighboring cells (see Fig. 8.1). Once we know the force and torque
between these central pair of cells, our microscopic formula for the momentum and angular momentum
fluxes (Chap.6) allows to construct the constitutive equation of the medium. The system is finally closed
by the two conservation equations, one for linear momentum and the other for angular momentum.
Chap.9 The framework developed up to the preceding chapters are applied to describe the essential features
of experimental data discussed in §§ 5.1.2. We will reach our goal: understanding the origins of the
“bulk force” and “non-linearity of (flow) velocity” which are observed experimentally. The orders of mag-
nitude of the parameters used are also justified by the aid of the data from the literature of independent
experiments. The perspectives are discussed at the end.
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Chapter 6
Macroscopic description of the
momentum flux
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Cosserat theory [E. Cosserat and F. Cosserat, Théorie des corps déformables ” (Herman,1909)] is a way
to extend a simple Newtonian fluid model or bulk elasticity models to incorporate the underlying mesoscopic
structures into the macroscopic theory. However, this theory, which contains asymmetric stress tensor and
“couple stress tensor”, has been lacking its bottom-up theoretical basis which may correspond to the virial
stress formula of Irving-Kirkwood theory of the gas hydrodynamics. Based on the momentum and angular
momentum conservation laws, we will present a bottom-up formulation of the Cosserat-type theory in the
way adapted to the dense cellular media.1 Mesoscopic formulas for the stress and couple stress tensors
are given, which is reminiscent of the virial stress but without any assumptions about the interactions at the
cell-cell interfaces.
6.1 Introduction
In the most common continuum descriptions of deformable media, i.e. the hydrodynamics and elasticity, the
internal structure of the media is not visible at the macroscopic level. However, the real materials, either
passive or active, often have a number of important length scales. For real materials with intrinsic length
scales, the average displacements only are not enough to describe the local deformations. Moreover, the
linear macroscopic momentum flux, or the (minus of) stress field, is not convenient to describe all the local
mechanical states. For example, a dense aggregate of living cells (e.g. Dictyostelium Discoideum in its
migration stage [11]) involves the interaction among the cells through extended cell-cell interfaces.
In this context Cosserat and Cosserat [8] proposed a framework in 1909, while their framework was made
known only some 50 years later to the general continuum mechanics community thanks to Günther [138].
1See also: AF and K. Sekimoto, preprint, [137]
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See [139] and [140] for the historical reviews. In very brief the Cosserat theory replaces the single elasticity-
hydrodynamics equation, ∂ jσi j = 0, for the symmetric total stress tensor σi j, by the two balance equations,
∂ jσi j = 0 and ∂ jµi j = −εi jkσ jk, for the non-symmetric total stress tensor, σi j, and the so-called “couple stress
tensor”, µi j, where ∂ j implies the spatial derivative with respect to the jth Cartesian component and εi jk is
the component of the Levi-Civita pseudo-tensor (also called permutation symbol). Throughout this Part we
suppose to be in the slow dynamic regime where the inertia effects are negligible.
With all these success at least on the practical level, however, this theory has lacked the bottom-up con-
struction, or the recipe of calculating the stress and couple stress tensors. The Cosserat theory has, therefore,
remained a phenomenology. It will be very helpful to have a general framework to connect any microscopic
model of structured medium to the macroscopic Cosserat theory. For comparison, Irving-Kirkwood theory
[135] introduced the molecular-level expression of the stress for the gas, which is often called the virial stress.
The equilibrium pressure driven using the virial theorem (see [141]p.130 or [142]p.190-191) and the virial
stress has been shown to be consistent [143].
In the present chapter, we will give a basis for the Cosserat theory by the bottom-up approach which is
adapted for the cellular media. In our framework (i) the asymmetric stress is expressed in the form of virial
stress, (ii) the couple stress is also expressed in a form very similar to the virial stress. While the details will
be given below in the main part, the basic virial-like form of the stress is an appropriate average of (distance
vector)×(force vector) for the stress. For the couple stress the force above is replaced by the torque. In
contrast with the molecular theories, however, the interactions among the cellular elements need not be of
pairwise. In fact the dense cellular structures can contain highly complicated passive and active interactions
through the interfaces among the cells. Our formalism enables to connect between the modeling analysis
at the microscopic level and the macroscopic Cosserat framework. In the present paper we focus on the
formalism: An application will be discussed elsewhere.
The key idea of our formalism is to look at the flow of momentum and angular momentum at the cell-
cell interfaces. Whatsoever complicated are the origin and the behavior of the forces and torques among
the cellular structures, our point is only to relate them to the macroscopic stress and couple stress. On
the Cosserat theory a persistent doubt has been cast [140] concerning the identifiability of the presupposed
element called “oriented rigid particles.” Also the conventional “derivation” of the theory using the virtual work
of d’Alembert made less visible the principal roles of momentum and angular momentum conservation. Our
formalism based only on the conservation laws will shed a new light not only on the Cosserat theory but also
on the existing kinetic theory of fluids.
The organization of this Chapter is as follows. In the next section we first define the momentum and
angular momentum conservation laws in terms of microscopic linear momentum flux
↔
G. Then we we rewrite
the microscopic balance equations into its mesoscopic version, or at the scale of cells, by introducing the
forces and torques (i.e. momentum and angular momentum flows), ~Fi, j and ~Mi, j, respectively, through the cell-
cell interfaces. Then in § 6.3 we introduce what we call the neighbor distribution function ρˆ2FM defined in (6.11).
This function allows us rewrite the discrete mesoscopic balance equations with ~Fi, j and ~Mi, j in an apparently
continuum form with keeping all the informations of the former. The continuum form is advantageous for the
coarse-graining procedure. Moreover, this new function ρˆ2FM bears a special redundancy property, which will
also play a crucial role later. In § 6.4 we apply the spatial coarse-graining procedure to the mesoscopic balance
equations expressed in terms of ρˆ2FM . Using the aforementioned redundancy of the latter, which survives after
the coarse-graining, we finally reach the results which (i) reproduce Cosserat’s balance equations in terms of
the coarse-grained momentum and angular momentum fluxes,
↔
G and
↔
C, respectively on the one hand, and
(ii) give physically appealing formulas for these fluxes on the other hand. The results, which are given in
(6.22) and (6.25) with the definition about the averaging (6.23). The last section § 6.5 is for the concluding
discussion. Since we will highlight on the role of the momentum fluxes, we shall use the notations somehow
different from the conventional ones. However, correspondences are simple and unique;
↔
σ = {σi j} 7→ −
↔
G and
↔
µ = {µi j} 7→ −
↔
C.
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6.2 Microscopic level and cell-level expressions of the balance rela-
tions
6.2.1 Medium
We first make precise what we call “cellular” structure. We are interested in the three-dimensional packing of
closed compartments, which we call “cells." We distinguish each cell by an index, i. We assume that there
is no interior free surfaces of these cells, being different from packed granular media. The size and shape of
the cell can be distributed around typical ones. We denote by ~ri the center of volume of the ith cell. We also
denote by Ωi the space occupied by the i-th cell. The border of this volume, ∂Ωi, needs not to be of polyhedral
shapes, and the number of the immediate neighbor cells for each cell need not to be the same for all the cells.
To any spatial domain Ω, either large or small, we can associate its "closure" domain, which we denote by
Ω˜, as the union of Ωi of those cells whose center belong to Ω. In equation, it reads
Ω˜ ≡
⋃
~ri∈Ω
Ωi,
or schematically it looks like Fig. 6.1.
Figure 6.1: Schematic definition of Ω˜ (bounded by thick lines) for a given domain Ω (bounded by dashed
curve). Cells are represented by 2D polygons and their centers inside Ω are marked by the thick dots. Thin
lines are the “internal” cell-cell interfaces which do not belong to the border of Ω˜. In reality the cells are three-
dimensional and the cell-cell interfaces may not be flat.
6.2.2 Microscopic description of the momentum balances
We denote by
↔
G the microscopic momentum flux tensor. It is defined such that
↔
G · d ~A(~r) gives the flow rate
of momentum across the oriented infinitesimal surface element, d ~A(~r), at the position ~r. We ignore completely
the “convective" part of the linear or angular momenta which is carried by the inertia or moment of inertia,
respectively. Our basic starting point is the conservation laws of momentum and angular momentum,
∇ ·
↔
Gt = 0, 0 = ε :
↔
Gt,
where t means to take the transposition and ε is the Levi-Civita pseudo-tensor and the product “:" is such
that (ε :
↔
A)α =
∑
β
∑
γ εαβγAβγ in the cartesian component representation. The second equation is nothing but
the symmetry,
↔
G =
↔
Gt, but we wrote above in the form similar to the final Cosserat form summarized in the
final section. In either form, it means that the description by
↔
G is enough detailed that the balance of angular
momentum can be expressed by the linear momentum flux alone [144]. From these setup we can derive the
following statement:
Quasi-static conservation laws in terms of G for a cellular element: About an individual cellular element,
Ωi, the balance of linear and angular momenta is represented by the relations:∫
~r∈∂Ωi
↔
G · d ~A(~r) = 0 (6.1)
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∫
~r∈∂Ωi
~r ∧
↔
G · d ~A(~r) = 0, (6.2)
where integral is done over the whole boundary ∂Ωi of the i-th cell occupying the volume Ωi, and d ~A(~r) is the
outward area element at the position ~r(∈ ∂Ωi) .
To derive (6.2) we can use the Gauss’ theorem and then use both ∇ ·
↔
Gt = 0 and ε :
↔
Gt = 0.
6.2.3 Cell-level description of momentum balances
We then rewrite the above conservation laws in a form specific to the cellular medium. In other words we move
from the space of ~r to the space of the indices of the cells, {i}. This step allows us to reflect the characteristics
of the cellular elements in the final coarse-grained description.
Definition of inter-cellular force Fi, j and inter-cellular torque ~Mi, j across the cell-boundary: When the
ith and jth cells share an interface, ∂Ωi ∩ ∂Ω j(, ∅), then the force and torque that the ith cell applies to the jth
cell through this interface, which we denote by ~Fi, j and ~Mi, j, respectively, are given by
~Fi, j ≡
∫
~r∈∂Ωi∩∂Ω j
↔
G · d ~Ai→ j(~r) (6.3)
~Mi, j ≡
∫
~r∈∂Ωi∩∂Ω j
(~r − ~ri) ∧
↔
G · d ~Ai→ j(~r) − ~ai, j ∧ ~Fi, j, (6.4)
~ai, j =
∫
∂Ωi∩∂Ω j (~r − ~ri)dAi→ j(~r)∫
∂Ωi∩∂Ω j dAi→ j(~r)
, (6.5)
where, the surface integral is done over the interface, ∂Ωi ∩ ∂Ω j, with d ~Ai→ j(~r) being the area element at ~r,
oriented from the ith cell toward the jth cell. The vector ~ai, j is the relative position from ~ri to the areal center of
the interface, ∂Ωi ∩ ∂Ω j, see Fig. 6.2. In this figure the center-to-center vector ~ǫi, j is also defined as
~ǫi, j = ~r j − ~ri, (6.6)
and we can see immediately the geometrical relation, ~ai, j − ~a j,i = ~ǫi, j. We can also see that the torque ~Mi, j in
(6.4) is measured with respect to the center of the interface, ∂Ωi ∩ ∂Ω j. While the apparent ~ri in (6.4) and that
in (6.5) cancel with each other, we retain them since the physical meaning of the torque ~Mi, j is clearer in the
this form.
jia
ijε
   
aij
i
j
Figure 6.2: Definition of ~ai, j and ~ǫi, j. The common interface ∂Ωi ∩ ∂Ω j is denoted by ~S i j.
About these definitions, we notice redundancies in ~Fi, j and ~Mi, j; the force that the ith cell receives at ~ri
from the jth cell at ~r j(= ~ri + ~ǫi, j) is the minus of the force that the latter receives from the former. The similar
statement holds also for the torque. Therefore, we have
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Reciprocity relations for ~Fi, j and ~Mi, j: For the interface between the neighboring cell-pair, i and j, the force
Fi, j and torque ~Mi, j satisfy
~Fi, j + ~F j,i = ~0, ~Mi, j + ~M j,i = ~0. (6.7)
Mathematically, the geometrical identity, d ~Ai→ j(~r) + d ~A j→i(~r) = ~0 applied in (6.3) and (6.4) leads immediately to
the above antisymmetric relations.
The definitions of ~Fi, j and ~Mi, j also allow to rewrite the microscopic continuum momentum balance equa-
tions (6.1) and (6.2) into the discretized form:
Kirchhoff-type laws for ~Fi, j and ~Mi, j about a cellular element : For the ith cellular element and its neigh-
bors, the microscopic laws (6.1) and (6.2) implies the balance of the momentum and angular momentum
flows:
(i)∑
j
~Fi, j = ~0, (6.8)
(i)∑
j
(
~Mi, j + ~ai, j ∧ ~Fi, j
)
= ~0. (6.9)
where the sum
∑(i)
j
runs over all the cells indexed by j for which the i-th cell is immediate neighbor. To show
these laws, we decompose the cell border ∂Ωi in (6.1) and (6.2) using the identity, ∂Ωi = ∪(i)j (∂Ωi ∩ ∂Ω j). Then
the definitions (6.3) and (6.4) are used, respectively. As is evident from the definitions of ~Fi, j and ~Mi, j the
apparent “pair-interaction” forms of (6.8) and (6.9) can admit any many-body interactions among the cellular
elements.
Identities for the global conservation laws: Because of the flow conserving nature of the momentum and
angular momentum, we can extend the surface integrals of a single cell that appeared on the left hand side
(l.h.s.) of (6.1) and (6.2) to a packed composition of the cells. That is, for any “closure” surface Ω˜, there hold∫
~r∈∂Ω˜
↔
G · d ~A(~r) = ∑~ri∈Ω ∫~r∈∂Ωi
↔
G · d ~A(~r) and
∫
~r∈∂Ω˜~r ∧
↔
G · d ~A(~r) = ∑~ri∈Ω ∫~r∈∂Ωi ~r ∧
↔
G · d ~A(~r). Then, using as building
blocks the flow elements ~Fi, j and
(
~Mi, j + ~ai, j ∧ ~Fi, j
)
(see (6.3) and (6.4)), we have the following identities: For
arbitrary “closure” surface Ω˜, there hold2
∫
~r∈∂Ω˜
↔
G · d ~A(~r) =
∑
~ri∈Ω

(i)∑
j
~Fi, j
 ,∫
~r∈∂Ω˜
~r ∧
↔
G · d ~A(~r) =
∑
~ri∈Ω

(i)∑
j
(
~Mi, j + ~ai, j ∧ ~Fi, j
) .
(6.10)
6.3 Cell-level local “neighbor distribution function”
The next and crucial step is to rewrite (6.8) and (6.9) for a cell Ωi in the forms which are more adapted to the
coarse-graining. The new idea, to our knowledge, is to use a local “neighbor distribution functions”, ρˆ2FM.
2 We remark that, if we defined ~ai, j as ~ǫi, j/2 (and ~a j,i by ~ǫ j,i/2) instead of (6.5), such replacement would not affect at all the final result.
Moreover, this choice simplifies the calculation: For example, the r.h.s. of the second equation of (6.10), which can be also written as∑
~ri∈Ω
∑(i)
j
[ ~Mi, j +
1
2
(
~ai, j − ~a j,i
)
∧ ~Fi, j]+BC with the term +BC representing the correction terms from the border of Ω˜, should remains the
same with +BC = 0 if the above definition for ~ai, j were taken. (Note the aforementioned identity, ~ai, j −~a j,i = ~ǫi, j) Despite this advantage, we
shall maintain the original definition of ai, j by (6.5), or equivalently by Fig. 6.2, because the physical meaning of the mesoscopic torque
~Mi, j will be clearer under this definition.
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Definition of neighbor distribution function: At the cell-level, we will introduce an empirical and local
simultaneous distribution function of the center distance ~ǫ, the cell-to-cell force ~F and cell-to-cell torque ~M
associated to a cell at the position ~r. (Throughout this Chapter, we will use the “hat” symbol like Aˆ to denote
those quantities which are before the coarse-graining. )
ρˆ2FM
(
~ǫ, ~F, ~M,~r
)
≡
∑
i
(i)∑
j
δ
(
~ǫ − ~ǫi, j
)
δ
(
~F − ~Fi, j
)
δ
(
~M − ~Mi, j
)
δ
(
~r − ~ri
)
. (6.11)
Such a simultaneous distribution function is not a technical tool but a necessary ingredient when we con-
struct a bottom-up theory without assuming specific constitutive equations. Hereafter, for the simplicity of the
notations, we will also use the “peripheral” or partially integrated neighbor distribution functions,
ρˆ2F(~ǫ, ~F,~r) ≡
∑
i
∑(i)
j
δ( ~F− ~Fi, j)δ
(
~ri − ~r
)
δ
(
~r j − ~ri − ~ǫ
)
, and ρˆ2M(~ǫ, ~M,~r) ≡
∑
i
∑(i)
j
δ( ~M− ~Mi, j)δ
(
~ri − ~r
)
δ
(
~r j − ~ri − ~ǫ
)
.
Also we will use the purely geometrical neighbor distribution, ρˆ2
(
~ǫ,~r
) ≡ ∑i ∑(i)j δ (~ri − ~r) δ (~r j − ~ri − ~ǫ) . The further
integration of ρˆ2(~ǫ,~r) over ~ǫ yields
∫
ρˆ2
(
~ǫ,~r
)
d3~ǫ =
∑
i δ
(
~ri − ~r
)∑(i)
j
1, where
∑(i)
j
1 is the number of neighbors of
the ith cell. Finally the empirical (single) cell density function, ρˆ1, is defined by
ρˆ1
(
~r
) ≡∑
i
δ
(
~ri − ~r
)
. (6.12)
As the neighbor density distribution, ρˆ2FM , contains the detailed informations about ~ǫi, j = ~r j − ~ri, ~Fi, j and
~Mi, j, we will represent the integrals (6.10), which were once written using the sums
∑(i)
j
~Fi, j and
∑(i)
j
~Mi, j, as the
moment integrals of ρˆ2FM.
Global integrals using the neighbor distribution function: For arbitrary Ω,
∫
~r∈∂Ω˜
↔
G · d ~A(~r) =
∫
~r∈Ω
[∫∫
~F ρˆ2F(~ǫ, ~F,~r) d
3 ~F d3~ǫ
]
d3~r, (6.13)
∫
~r∈∂Ω˜
~r ∧
↔
G · d ~A(~r)
=
∫
~r∈Ω
[∫∫∫
( ~M +
1
2
~ǫ ∧ ~F)ρˆ2FM(~ǫ, ~F, ~M,~r) d3~ǫ d3 ~M d3 ~F
]
d3~r.
(6.14)
The proofs of (6.13) and (6.14) are given in Appendix B.1, where the identities (6.10) are crucial.
Redundancy of ρˆ2FM(~ǫ, ~F, ~M,~r): The utility of the distribution ρˆ2FM is not only that it contains the whole local
informations at the cell-level but also that this distribution inherits the reciprocity relations (6.7) in the form of
redundancy.
ρˆ2FM
(
~ǫ, ~F, ~M,~r
)
= ρˆ2FM
(
−~ǫ,− ~F,− ~M,~r + ~ǫ
)
. (6.15)
The proof of (6.15) is given in Appendix B.2. The associated peripheral distributions should also obey
ρˆ2F
(
~ǫ, ~F,~r
)
= ρˆ2F
(
−~ǫ,− ~F,~r + ~ǫ
)
. (6.16)
ρˆ2M
(
~ǫ, ~M,~r
)
= ρˆ2M
(
−~ǫ,− ~M,~r + ~ǫ
)
. (6.17)
These redundancies give the relations among the moment integrals such as
∫∫
~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
=
1
2
∫∫
~F
[
ρˆ2F
(
~ǫ, ~F,~r
)
− ρˆ2F
(
~ǫ, ~F,~r − ~ǫ
)]
d3 ~F d3~ǫ
(6.18)
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∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
+
∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r − ~ǫ
)
d3 ~F d3~ǫ = 0 (6.19)
The proofs of (6.18) and (6.19) are given in Appendix B.3. These relations are useful because the integrals,∫∫
~F ρˆ2F(~ǫ, ~F,~r) d
3 ~F d3~ǫ and
∫∫
~M ρˆ2M(~ǫ, ~M,~r) d
3 ~M d3~ǫ, are delicate ones containing the cancellation of the dom-
inant order. For example, (6.16) means that the typical values of ~F for a given ~ǫ and for (−~ǫ) will be roughly
opposite at a given ~r or ~r + ~ǫ. The above relations render them into harmless forms. Correct treatment of
such integral is a key point of the coarse-graining procedure (see below). The above redundancy should be
maintained upon the coarse-graining procedure.
6.4 Coarse-graining of the conservation laws
6.4.1 Coarse-grained neighbor distributions
We now consider the situations where the statistics of {~ǫi j}, { ~Fi j} and { ~Mi j} over the volume of any “fluid particle”
occupying a macroscopically small but microscopically large spatial domain varies only slowly as function of
the representative position ~r of that fluid particle. Note that we do not require the near regularity of the cellular
structure but suppose only the statistical near homogeneity of the microscopic state. If the above condition is
fulfilled, one may replace the empirical neighbor distribution function, ρˆ2FM(~ǫ, ~F, ~M,~r), by a continuous function,
ρ2FM(~ǫ, ~F, ~M,~r), which we call the coarse-grained neighbor distribution function, as long as we use the latter
for calculating the moment integrals such as those appeared in (6.18) and (6.19). By the above definition of
coarse-graining, those the moment integrals calculated using ρ2FM are slowly varying functions of ~r. Their
spatial derivative with respect to ~r, which we denote by ∇, must, therefore, satisfy ‖~ǫ · ∇‖ ≪ 1 when ‖~ǫ‖ is of the
typical center-to-center distance of neighboring cell pairs.
From the coarse-grained neighbor distribution ρ2FM we can induce the associated [peripheral] distributions
functions, ρ2F(~ǫ, ~F,~r), ρ2M(~ǫ, ~M,~r), ρ2(~ǫ,~r) and ρ1(~r), just as are done for the empirical distribution functions. In
place of the empirical number of cell neighbors,
∑(i)
j
1, we introduce the coarse-grained number of neighbors,
Z(~r), defined through
Z(~r)ρ1(~r) ≡
∫
ρ2
(
~ǫ,~r
)
d3~ǫ. (6.20)
6.4.2 Coarse-grained conservation law
The redundancy relations (6.15), (6.16) and (6.17) for the empirical distribution functions ρˆ∗ (* stands for 2FC
etc.) should be inherited by the coarse-grained ones ρ∗ as the common identities of all the empirical ones.
Using these redundancy relations, we analyze the moment integrals of ρ2FP and reach the central results of
the present paper:
Coarse-grained momentum and its balance law: The coarse-grained momentum flux
↔
G that satisfies the
local (coarse-grained) momentum conservation,
∇ · ↔G = ~0. (6.21)
is identified to be
↔
G(~r) ≡ Z(~r)ρ1(~r)〈~ǫ
2
⊗ ~F〉2(~r). (6.22)
where 〈ψ〉2(~r) stands for the average of ψ weighted by the coarse-grained neighbor distribution ρ2FM ,
〈ψ〉2(~r) ≡
∫∫∫
ψ ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3 ~M d3 ~F d3~ǫ∫∫∫
ρ2FM
(
~ǫ, ~F,~r
)
d3 ~M d3 ~F d3~ǫ
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=
∫∫∫
ψ ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3 ~M d3 ~F d3~ǫ
Z(~r)ρ1(~r)
. (6.23)
Also ~X ⊗ ~Y denotes the tensor whose i j component is XiY j. The key of the proof is to use (6.18) or, more
precisely, its coarse-grained version with ρˆ2F being replaced by ρ2F . The details are given in Appendix B.4.
Coarse-grained angular momentum and its balance law: The coarse-grained angular momentum flux
↔
C
that satisfies
∇ · ↔C = −ε :
↔
G, (6.24)
is identified to be
↔
C(~r) ≡ Z(~r)ρ1(~r)〈~ǫ
2
⊗ ~M〉2(~r). (6.25)
The derivation is similar to the linear momentum case, see Appendix B.5. As mentioned in the Introduction
the results are reminiscent of the virial stress formula [135, 143].
6.5 Conclusion and discussion
We have found the mesoscopic formulas for the coarse-grained momentum flux
↔
G and angular momentum
flux
↔
C:
↔
G ≡ Zρ1〈~ǫ
2
⊗ ~F〉2,
↔
C ≡ Zρ1〈~ǫ
2
⊗ ~M〉2.
These fluxes which satisfy the Cosserat-type balance equations:
∇ · ↔G = ~0, ∇ ·
↔
C = −ε :
↔
G.
The spatial resolution of the coarse-grained fields
↔
G and
↔
C is limited by the typical magnitude of ~ǫ that
appears in the above mesoscopic formulas. We recall that the conventional Cosserat theory uses the stress
↔
σ and the couple stress
↔
µ, which are related to the fluxes
↔
G and
↔
C through the rules,
↔
σ = −↔G and
↔
µ = −↔C.
While we started from a single tensor representing microscopic (linear) momentum flux
↔
G, the coarse-
graining over the cellular scale has necessitated the introduction of the angular momentum flux
↔
C on top of
the linear momentum flux
↔
G. The situation is analogous to the description of an elastic beams, where the
traction and torsion were brought into upon coarse-graining [144]. As the traction and torsion were equally
important, the handling of
↔
G and
↔
C on the equal footing will facilitate the modeling and analysis of the cellular
media, either passive or active element. The difference from the elastic beam theory is that the coarse-grained
fields
↔
G and
↔
C sit always in the three-dimensional space as
↔
G does. We should, therefore, interpret ↔G and
↔
C as interpolated fields bearing less informational contents than
↔
G3. In order to apply to a specific setup, we
need to supplement with proper boundary conditions adapted to the characteristic of the system. Unlike the
conventional hydrodynamics of viscous fluids, the no-slip boundary condition is not a priori assured and we
should carefully chose the appropriate ones case by case. The redundancy in the pair neighbor distribution
ρ2FM can be extended for the three or more cells that are neighboring with each other. (See Definition 7)
The redundancy relations are then more complicated but richer in their implication. In practice when the
forces ~Fi j and torques ~Mi j reflect the more-than two-body correlations such distributions are needed at least
in the midst of the bottom-up calculations. The present framework gives a basis for modeling mesoscopic
system, either active or passive. In the remainder rest of the dissertation we will apply 6.22 and 6.25 to our
microscopic model of the dense active cellular aggregates such as Dictyostelium Discoideum and will obtain
the macroscopic linear and angular momentum fluxes. The formulas 6.22 and 6.25 themselves are, however,
very general and also generalizable further. For example, we may adapt the same approach as here to the
vertex model [145]. Other applications may be to the soft granular materials at high densities (see [146], which
presents a little different but bottom-up approach) or to the random elastic networks.
3The same remark applies to the coarse grained Langevin equations which bear spurious fine details, see [6]p.18.
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7.1 Picture of polarized 3D cell medium
In the slug stage the cells, or the individuals of Dictyostelium Discoideum, are densely packed without gap
among them. And each cell has a moderate but perceptible rigidity. The shape of the cell is influenced
by the configuration of its neighbors, ~ǫi, j see Fig. 6.2. Based on the experimentally reported images of the
Dictyostelium Discoideum [147], we assume that the cells are elongated with a pretty large aspect ratio. We
will use this fact throughout this thesis. This shape can be modeled as the polyhedron with flat interfaces.
Below we will characterize a unit vector pˆ that is determined by the set, {~ǫi, j}, around the ith cell, as well as the
polarity of the cell. The configuration of the packed cells is, therefore, reminiscent of the nematic liquid crystals,
but with the polarity. Like the liquid crystals, the cells will most often contact each other by their "side" surfaces.
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Figure 7.1: Schematic representation (in 2D) of the two typical local arrangements of cells, nematic arrange-
ment (top) and “head-to-tail” arrangement (bottom). See the text.
But there should also be the contact of the “head-to-tail" type. See Fig. 7.1. An important consequence of the
polar nature of the cells is that, in the language of the liquid crystal [9], the globally polarized medium can have
a spontaneous splay distortion. For simplicity we neglect the chirality of the cells and do not take account of
the effect of the twist.
The dense packing of elongated object limits a lot the possible configurations for the microscopic arrange-
ment. For reasonable dispersity of the distribution of the shapes of the cells, one can imagine two main sets
of microscopic ordering. One, represented in Fig 7.1(top), allows a certain freedom: a line of cells can easily
be shifted in the direction pˆ, but does not allow the exchange among the lines. The other arrangement repre-
sented in Fig 7.1(bottom) allows the gliding along the region where tips of the cells are laterally aligned. The
real microscopic arrangement should be a combination of those two configurations. The statistical weight of
the nematic arrangement may be more frequent than the “head-to-tail” one, although this is not crucial for the
following analysis.
7.2 Deformation of fluid particle
7.2.1 Introduction – notion of reference state
We introduce the notion of the deformation in the medium. The “deformation” requires a certain “reference
state” which we distinguish by the superscript, (0), with respect to the actual state. Basically the reference
state(0) is the state to which a mesoscopic volume element (“fluid particle") of the actual state relaxes within a
short time after its isolation from the bulk, see Fig. 7.2. We suppose that this fast relaxation does not involve
the topological changes of the cell neighbor relationship. In other words, the reference state keeps the identity
of the cell-cell interfaces in the real state. For example, the shear stresses at the interfaces between the cells
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Figure 7.2: The fast relaxation to the reference configuration from the actual one. Immediately after extracting
a mesoscopic particle from the bulk (the leftmost rectangle) the fluid particle remains undeformed (the middle
rctangle). Within a short time τ, which is rheologically short but elastically long enough, the fluid particle
relaxes (the rightmost parallelogram).
will be relaxed during the relaxation to the reference state. We suppose that this time is much smaller than
relaxation time linked to the topological rearrangement of the cells, see Fig. 7.3.
We, therefore, suppose the following
Definition 1 (The reference state)
In the reference state there is no passive shear stress (= transfer of the momentum component tangential
to the interface across the cell-cell interface). See Fig 7.3.
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Figure 7.3: A fast mode of local relaxation associated to the shear deformation between the cells.The green
arrows schematically represent the momentum transfer between two cells via the roughness of the interface.
After the relaxation time ∼ τs its tangential component disappears if there is no active generator of the shear
force.
7.2.2 Polar decompostion
We suppose that, locally, the deformation of a fluid particle from its reference state to the actual state is well
described by an affine tensor,
↔
T
(0→1)
. We will use its polar decomposition into the orthogonal (rotational) part,
↔
R, and deformational (symmetric) part,
↔
S , that is,
↔
T
(0→1)
=
↔
S
(0→1)
· ↔R
(0→1)
(7.1)
For a fluid particle at ~r(1), any macroscopically small vector ∆~r(1) in the actual state is associated to its coun-
terpart in the reference state ∆~r(0) through
∆~r(1) =
↔
T
(0→1)
· ∆~r(0) (7.2)
We assume hereafter that (i) the deformation is small, that is,
↔
s
(0→1)
≡ ↔S
(0→1)
− ↔1 ,
where the components of
↔
s
(0→1)
are small as compared to 1, and that (ii) using the arbitrariness of the orien-
tation of the reference state, we suppose that the rotational part is close to unity.
↔
a
(0→1)
≡ ↔R
(0→1)
− ↔1 ,
where the components of
↔
a
(0→1)
are small as compared to 1.
If we denote ∆~r(1) − ∆~r(0) by δ~r(0→1), then (7.2) linearized in terms of ↔s and ↔a reads
∂δ~r(0→1)
∂(∆~r(0))
=
↔
T
(0→1) − ↔1 = ↔s + ↔a .
7.2.3 Orientation of fluid particle in the reference state — pˆ and qˆ
Once we fictitiously cut out a fluid particle from the medium, its position ~r has no meaning. The subsequent
short-time relaxation brings the ambiguity of the orientation of the extracted fluid particle, since we cannot de-
fine the parallel translation between two objects (i.e. the fluid particle before the short-time relaxation and that
after the relaxation). However, as long as the short-time relaxation causes only small deformations without
or almost without topological changes in the neighbor relationship among the cells, we can find a principle to
orient the relaxed fluid particle. The idea is to reorient relaxed particle in the way that its configuration is the
most close to the actual state using some optimization criterion.
Among possible candidates of the optimization criteria, we may use the oriented surface vectors {~Ai, j} of
the cell-cell interfaces. We will denote the corresponding surface vectors in the reference state by {~A(0)
i, j }, and
denote the respective deviation by δ~Ai, j ≡ ~Ai, j− ~A(0)i, j .We can then calculate the mean square average deviation,
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‖δ~Ai, j‖2, the average over all the cell-cell interface within a fluid particle.. This average changes if we reorient
rigidly the fluid particle in the reference state. We reorient this particle so that the average of ‖δ~Ai, j‖2 takes its
minimum value.
Once we fix the orientation of the short-time relaxed fluid particle, we characterize this orientation by the
principal polar unit vector pˆ(~r) and the secondary unit vector qˆ so that pˆ · qˆ = 0. ( This is reminiscent of the
traditional Cosserat medium (see Chap. 6) although we did not rely on this frame in the construction of the
Cosserat’s result.).
The principal vector pˆ is associated to the cell’s polarity: Although not being the exclusive definition, we
can assign the direction of pˆ as that of the principal eigenvector of the tensor 〈~A(0)
i, j ⊗ δ~A(0)i, j 〉i, j averaged over all
the interfaces in the fluid particle in the reference (i.e. short-time relaxed) state. The +pˆ(~r) direction should
signify the one towards which the chemotaxis drives the cells, where ~r is the position from which the fluid
particle has been cut-out. In vivo, we see that the active cells under the gradient of chemo-attractants are
macroscopically polarized because (i) the shape of each cell is elongated and (ii) each cell shows the active
motions at its “lateral” surfaces so that they “crawl” towards the source of the chemo-attractant.
The second unit vector qˆ is necessary to specify the orientation of the fluid particle in the reference state.
To define this we notice the further anisotropy of the medium. The densely packed state of cells in the actual
state should bring their local “polyhedral” packing, which will be reflected in the pair neighbor distribution in the
reference state, ρ(0)
2
. For example, the packing of long cylindrical rods would make a bundle, and the section
of the bundle will have a hexagonal symmetry. Although in actual medium the size-dispersion and topological
defects of the cells packing can obscure the symmetry to some extent, we suppose that this symmetry is still
discernible. We then use this approximate discrete symmetry to define the second normalized vector, qˆ . We
do not specify the precise protocol to define qˆ except that this vector is orthogonal to pˆ. As the hexagonal
section of a bundle of cylinders show, the choice of qˆ may have some degeneracy. The only requirement on
the selection of one qˆ(~r) among those possible ones is that the choice of qˆ(~r) for the fluid particle which was
originally at ~r and its equivalent qˆ(~r + d~r) for the “neighbor” fluid particle should be continuous, so that we the
two fluid particles in the reference states are oriented almost in parallel.
In summary we orient a fluid particle in the reference state almost in parallel to that in the actual state, and
we assign pˆ(~r) and qˆ(~r) to the fluid particle in the reference state which has been cut out from the position ~r.
7.2.4 Fluid particles at ~r and at ~r + d~r
Next we introduce a tensor
↔
dΛ as the “connection” from (the frame of) the fluid particle at ~r to that at ~r + d~r.
The frame ( pˆ, qˆ), which characterizes the orientation of the fluid particle depends on the position ~r. The frame
( pˆ, qˆ) for the fluid particle at ~r + d~r is rotated relative to that at ~r. To represent this small rotation, we introduce
the notations
dpˆ(~r) ≡ pˆ(~r + d~r) − pˆ(~r) = (d~r · ∇) pˆ, dqˆ(~r) ≡ qˆ(~r + d~r) − qˆ(~r)dpˆ = (d~r · ∇) pˆ.
See Fig. 7.4. The relation
qˆ · dpˆ = −pˆ · dqˆ (7.3)
holds because of the orthogonality, (qˆ · pˆ) = 0 at any position. We can find a rank 2 tensor
↔
dΛ that generates
this rotation to order d~r.
Definition 2 (Tensor d
↔
Λ)
↔
dΛ is such that pˆ(~r + d~r) = (
↔
1 +
↔
dΛ) pˆ(~r) and qˆ(~r + d~r) = (
↔
1 +
↔
dΛ)qˆ(~r) to the linear order in d~r. In other words,
↔
dΛ · pˆ(~r) = dpˆ(~r)
↔
dΛ · qˆ(~r) = dqˆ(~r). (7.4)
Note that the anti-symmetric property,
↔
dΛt = −
↔
dΛ, follows. from (7.3).
66
CHAPTER 7. KINEMATICS – (GEOMETRY)
Lemma 7.2.1 (Explicit formulas for
↔
dΛ)
Several equivalent expressions are possible:
↔
dΛ = dpˆ ⊗ pˆ − pˆ ⊗ dpˆ + [1 − pˆ ⊗ pˆ] · [dqˆ ⊗ qˆ − qˆ ⊗ dqˆ] · [1 − pˆ ⊗ pˆ]
=
[
dpˆ ∧ pˆ + (dqˆ ∧ qˆ) · pˆ ⊗ pˆ] · ε
= −(dqˆ · ~b) pˆ · ε + (dpˆ · ~b)qˆ · ε + −(dqˆ · pˆ) + (dpˆ · qˆ)
2
~b · ε
=
(
[d~r · ∇ pˆ] ∧ pˆ + {[d~r · ∇qˆ] ∧ qˆ} · pˆ ⊗ pˆ·)ε, (7.5)
where ε is the Levi-Civita quasi-tensor and ~b ≡ pˆ ∧ qˆ.
The proof of (7.5) is found in Appendix B.6.
Because
↔
dΛ is linear order in d~r and a rank-2 tensor, we can suppose a rank-3 tensor WˆdΛ such that
↔
dΛ = d~r ◦ WˆdΛ, symbolically. To make precise the meaning of the product ◦, we define this tensor in more
general term:
Definition 3 (Rank-3 operator WˆdΛ)
The rank-3 quantity, WˆdΛ, is used exclusively in the form of ~X ◦ WˆdΛ to mean
~X ◦ WˆdΛ ≡
(
[~X · ∇ pˆ] ∧ pˆ + {[~X · ∇qˆ] ∧ qˆ} · pˆ ⊗ pˆ
)
· ε (7.6)
for any vector, ~X. In particular, for ~X = d~r,
d~r ◦ WˆdΛ =
↔
dΛ.
Using these preparatory steps, we can compare the neighbor distribution in the reference state, ρ(0)
2FM
for ~r
and for ~r+d~r. The neighbor distribution in the reference state, ρ(0)
2FM
, depends on ~r through the frame ( pˆ(~r), qˆ(~r)).
If this frame is rotated, the new ρ(0)
2FM
is obtained merely shifting all the vectors ~r, ~F and ~M) by the same rotation
operation. By this fact we can express the spatial variation of the neighbor distribution ρ(0)
2FM
:
Lemma 7.2.2 (Spatial derivatives of ρ(0)
2FM
)
For any distribution in the reference state ρ(0)
2FM
,
d~r · ∇ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
= −d↔Λ :
{
~ǫ ⊗ ∂~ǫ + ~F ⊗ ∂ ~F + ~M ⊗ ∂ ~M
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
= (d~r ◦ WˆdΛ) :
{
~ǫ ⊗ ∂~ǫ + ~F ⊗ ∂ ~F + ~M ⊗ ∂ ~M
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
(7.7)
The proof of (7.7) is found in Appendix B.7.
(r)
r
^qr
p^
(r+dr)
r+dr
r+dr
^q
1+dΛp^
Figure 7.4: The tensor
↔
1 +
↔
dΛ converts an orthonormal pair of the vectors (~ˆp~r, ~ˆq~r) into (~ˆp~r + d ~ˆp~r, ~ˆq~r + d~ˆq~r). In
the (r+dr) frame the arrows in cyan are the copy of those arrows in the (r) frame.
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7.2.5 From neighbor distribution in the reference state, ρ(0)
2FM
, to that in the actual
state, ρ2FM
The change of the distribution function from ρ2FM to ρ
(0)
2FM
, is not a point-to-point mapping, which is unlike the
Liouville type evolution of the phase space density of a Hamiltonian system. In a fluid particle in the reference
state, more than one pairs of neighbor cells correspond to the same value of (~ǫ, ~F, ~M) (up to the extension
d3~ǫd3 ~Fd3 ~M). Each pair is surrounded by its specific environment. It means that, in the actual state, each
k l
εε
j
k
l
i
ei j
e
Figure 7.5: The knowledge of the relative position the force and the torque may not be sufficient to distinguish
two pair of cells. Because of the variability of their environment, two pair of neighbors characterized by the
same relative position, the same force and the same torque may behave differently as the medium is deformed.
This is why we introduced the spread function.
pair may have different set of (~ǫ, ~F, ~M) under a certain bias. To incorporate this type of dispersion, we must
introduce what we call the spread shift function , σ2FM:
Definition 4 (Spread shift function, σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ, ~F, ~M;~r
)
)
For the pair of neighbor cells characterized by (~ǫ, ~F, ~M) in the reference state, the conditional probability
to take the values in the volume d3~e d3 ~f d3~m around (~ǫ + ~e, ~F + ~f , ~M + ~m) in the actual state is given by
σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ, ~F, ~M;~r ) d3 ~f d3~m. The integral of this element is normalized to 1.
By this definition the neighbor pair distribution in the actual state, ρ2FM , is immediately given by
ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫd3 ~Fd3 ~M
= d3~ǫd3 ~Fd3 ~M
∫
σ2FM
(
~ǫ − ~ǫ0, ~F − ~F 0, ~M − ~M 0
∣∣∣∣~ǫ 0, ~F 0, ~M 0,~r ) ρ(0)2FM (~ǫ 0, ~F 0, ~M 0, pˆ, qˆ) d3~ǫ 0 d3 ~F 0 d3 ~M 0(7.8)
(7.8) can be rewritten in a convenient form for the later use.
Lemma 7.2.3 (Redistribution from ρ(0) to ρ.)
Using the conditional probability previously defined, the pair distribution of the actual state, ρ2FM is related
to that of the reference state, ρˆ2FM , through the following formula:
ρ2FM
(
~ǫ, ~F, ~M,~r
)
=
∫
~e, ~f ,~m
σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ − ~e, ~F − ~f , ~M − ~m,~r ) ρ(0)2FM (~ǫ − ~e, ~F − ~f , ~M − ~m, pˆ, qˆ) d3~e d3 ~f d3~m (7.9)
Proof : On the r.h.s. of (7.8) we change the integration variables, ~ǫ 0 7→ ~e ≡ ~ǫ − ~ǫ 0, etc.. We then arrive at the claimed
result.
The above form is general but too detailed for our goal of hydrodynamic description. We, therefore, extract
from the above equation up to the first order moment contribution and will show that the higher order moments
are small. For this purpose we first define several useful quantities:
Definition 5
Given the relative position of neighboring cell, ~ǫ, momentum transfer ~F and angular momentum transfer
~M, in the actual state, their mean shifts associated to the (inverse) fast relaxation are given as follows:
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1. δ~ǫ
(
~ǫ, ~F, ~M,~r
)
: mean shift of ~ǫ
δ~ǫ
(
~ǫ, ~F, ~M,~r
)
=
∫
~e, ~f ,~m
~e σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ, ~F, ~M,~r ) d3~e d3 ~f d3~m
2. δ ~F
(
~ǫ, ~F, ~M,~r
)
: mean shift of the momentum transfer ~F
δ ~F
(
~ǫ, ~F, ~M,~r
)
=
∫
~e, ~f ,~m
~f σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ, ~F, ~M,~r ) d3~e d3 ~f d3~m
3. δ ~M
(
~ǫ, ~F, ~M,~r
)
: means shift of the angular momentum transfer ~M
δ ~M
(
~ǫ, ~F, ~M,~r
)
=
∫
~e, ~f ,~m
~m σ2FM
(
~e, ~f , ~m
∣∣∣∣~ǫ, ~F, ~M,~r ) d3~e d3 ~f d3~m,
Having defined the first order moments, we like to develop (7.9) in terms of ~e etc. However, ρ2FM or ρ
(0)
2FM
in (7.9) are rather highly peaked functions than very smooth ones reflecting the local order of the cellular
arrangement. Therefore, we must carefully define the goodness of the development.
Definition 6 (“Approximation" about the neighbor distributions)
The “approximation" [or ≃] implies that it holds for whatsoever integral with any smoothly varying functions
of ~ǫ, ~F, and ~M.
This definition is reminiscent of the calculus of the “distributions” (δ(x), δ′(x) etc.) in mathematics. With this
definition of “approximation" we find the following formula:
Lemma 7.2.4
Eq. (7.9) can be rewritten as follows:
ρ2FM
(
~ǫ, ~F, ~M,~r
)
≃ ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
−
[
∂~ǫ · δ~ǫ + ∂ ~F · δ ~F + ∂ ~M · δ ~M
]
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
+O
(
(∂~ǫ · δ~ǫ)2, (∂ ~F · δ ~F)2, (∂ ~M · δ ~M)2
)
, (7.10)
where the partial derivative operators in the first line on the r.h.s. operate all the function to their right.
The proof of (7.10) is found in Appendix B.8.
7.2.6 Rough plan of the remaining part of this Chapter
We have seen that the macroscopic momentum flux and angular momentum flux, are constructed from
the neighbor distribution function, ρ2FC , see (6.22) and (6.25). And ρ2FC was constructed from ρ
(0)
2FC
and the
“deviation fields”, δ~ǫ, δ ~F and δ ~M, see (7.10).
Our strategy is the following:
•Among these three deviation fields, we first study the kinematic part, δ~ǫ, especially its simpler form, δǫ (1)(~ǫ,~r).
The other two fields, δ ~F and δ ~M, belong to the dynamics part, which we will discuss in Chap.8.
•In order to reflect the three-body effect in the dense medium, we will introduce δǫ (1,0)(~ǫ1, ~ǫ2,~r), which repre-
sents the same field as δǫ (1)(~ǫ,~r) but involves three-body geometry, see (7.19). This is the deviation field for
the three neighbor distribution function, ρ3(~ǫ1, ~ǫ2,~r), see (7.11) just below. The resulting expression of δǫ (1,0) is
given in (7.61), which in turn gives δǫ (1) in (7.89).
The rough plan of the remaining part of this Chapter proceeds is as follows (see the footnote1):
1 If the readers are interested in the basic concepts rather than the details, they will find, in the middle of §§ 7.3.2, an indication of
where to skip. If the readers continue to follow at that point, they will also find a more detailed plan of the remainder of this Chapter just
before §§ 7.3.3.
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1. After identifying the redundancy relations of ρ3 (7.14), we use this redundancy to decompose ρ3 into ρ
(A)
3
and ρ(B)
3
(Definition 9), we show that ρ(A)
3
are, roughly speaking, generated by ρ(B)
3
(7.17).
2. Then we consider the relation between ρ(0
3
and ρ3, the latter being the distribution in the reference state
(7.18).
3. Through this transformation we introduce δǫ (1,0) as mentioned above.
4. Analysis of the transformation from ρ(0
3
to ρ3 motivates to introduce the intermediate field, δǫ1 and δǫ2,
which are defined functionally by δǫ (1,0) (see (7.34)). The direct meaning of δǫ1 and δǫ2 is explained in
(7.37).
5. To proceed further, we clarify the physical meaning of ρ(0,A)
3
, which is the counterpart of ρ(A)
3
in the refer-
ence state (§§ 7.3.3). We study first the case with ρ(0,A)
3
= 0 (§§ 7.3.4) then, afterwards, we incorporate
the effect of non-zero ρ(0,A)
3
(§§ 7.3.5).
6. The explicit form of δǫ (1,0) is obtained in the cours of inverting (7.34), that is, expressing δǫ (1,0) as func-
tional of δǫ1 and δǫ2. This operation (from §§7.3.4.1) is rather technical, but we reach a semi-explicit
form in (7.49), and then full explicit form in (7.60). In this inversion process, we identify a “representative”
displacement ~h (see (7.51)), whose motivation is explained using Fig. 7.11. The study of this field, such
as (7.56), leads us naturally the tensor
↔
m(~r) (see (7.57)).
7. Coming back to the inverted formula for δǫ (1,0) in terms of δǫ1 and δǫ2, as well as of
↔
m (7.60), this formula
allows the iterative expansion to reach the explicit expression for δǫ (1,0) in (7.61).
7.3 Assessment of δ~ǫ with three-neighbor interactions
7.3.1 Motivation and strategy
In the last section our result (7.10) shows that the pair neighbor distribution ρ2FM in the actual state of fluid
particle is constructed, to a good approximation, from the pair neighbor distribution in the reference state
ρ
(0)
2FM
and the deviation fields, δ~ǫ
(
~ǫ, ~F, ~M,~r
)
, δ ~F
(
~ǫ, ~F, ~M,~r
)
, and δ ~M
(
~ǫ, ~F, ~M,~r
)
. Seeing that ρ(0)
2FM
is more or
less standardized (because it is relaxed), what we seek next is to know how δ~ǫ, δ ~F and δ ~M depend on the
macroscopic order parameters. Our primary interest is δ~ǫ, or more precisely, its weighed integral with ρ2FM
over ~F and ~M. Once we understand this deviation, the other deviations, δ ~F and δ ~M can be associated, later
on.
However, the analysis based on the pair of neighboring cells, or the two-body approximation, is not satis-
factory. In a dense medium of our interest, more than two cells in the neighborhood are strongly interacting
and the better knowledge of their local configuration requires to start from (at least) three-neighbor distribution
functions, ρ3(~ǫ1, ~ǫ2;~r). We will, therefore, “raise” our previous argument to that takes into account the three-body
interaction among the cells neighboring with each other.
7.3.2 Three-neighbor distribution, ρ3; its redundancy and consequences
As predicted in the conclusion of the previous Chapter (§§ 6.5), we introduce the three-neighbor distribution
function as the extension of the two-neighbor one, ρˆ2(~ǫ,~r) :
Definition 7 (three-neighbor distribution function)
The function ρˆ3
(
~ǫ1, ~ǫ2,~r
)
is defined by
ρˆ3
(
~ǫ1, ~ǫ2,~r
)
=
1
2
∑
i
(i)∑
j
(i, j)∑
k
δ
(
~r − ~ri
)
δ
(
~r + ~ǫ1 − ~r j
)
δ
(
~r + ~ǫ2 − ~rk
)
, (7.11)
where the sum,
∑(i)
j
, runs over the neighbors of the cell i while the sum,
∑(i, j)
k
, runs over the cells which are
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common neighbors of the cells i and j.
We can interpret ρˆ3
(
~ǫ1, ~ǫ2,~r
)
as the empirical correlation function of triplet of neighbor cells for having a neigh-
bor at a relative position ~ǫ1 and another neighbor at the relative position ~ǫ2 which share the interface with the
first one, See Fig 7.6.
2 ε
j
k,ii
k
εj,ki,jεε
x
x+
x+
ε2
1
ε
ε
1
Figure 7.6: Triplet of neighbor cells i, j, k and their relative positions, ~ǫi, j, ~ǫ j,k, ~ǫk,i.
Hereafter, we accept the coarse grained picture described in §§ 6.4.1 and replace the empirical distribu-
tions ρˆn by typical ones, ρn.
We will also introduce the notion of the average over the common neighbors under a given pair neighbor
distance, ~ǫ1:
Definition 8 (Average about the “common neighbor” )
When the three cells are mutually the direct neighbor with the relative positions of the second and the
third being ~ǫ1 and ~ǫ2, respectively, we define, for any function φ(~ǫ1, ~ǫ2, ∗) (∗ is any other variables)
〈φ(~ǫ1, ~ǫ2, ∗)〉~ǫ2
(
~ǫ1,~r
) ≡
∫
φ(~ǫ1, ~ǫ2, ∗) ρ3
(
~ǫ1, ~ǫ2,~r
)
d3~ǫ2∫
ρ3
(
~ǫ1, ~ǫ2,~r
)
d~ǫ2
(7.12)
As is evident from (7.11) also from Fig.7.6(Left), the three-neighbor distribution, ρ3, has the symmetry property;
Theorem 7.3.1 (Symmetry of ρ3)
ρ3
(
~ǫ1, ~ǫ2,~r
)
= ρ3
(
~ǫ2, ~ǫ1,~r
)
. (7.13)
Besides the above symmetry, ρ3 has the following redundancy property (cf. (6.15) for ρ2FC);
Theorem 7.3.2 (Redundancy of ρ3)
The followings hold identically:
ρ3
(
~ǫ1, ~ǫ2,~r
)
= ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r + ~ǫ1)
= ρ3
(−~ǫ2, ~ǫ1 − ~ǫ2,~r + ~ǫ2) (7.14)
Proof : If the cells i, j and k form a triplet of neighboring cells, see Fig. 7.6(right), then the three vectors ~ǫi, j, ~ǫ j,k and ~ǫk,i
satisfy
~ǫi, j + ~ǫ j,k + ~ǫk,i = ~0.
Then there are three different ways of expressing this geometry, each of which corresponds to a contribution to
ρ3
(
~ǫ1, ~ǫ2,~r
)
, ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r + ~ǫ1) and ρ3 (−~ǫ2, ~ǫ1 − ~ǫ2,~r + ~ǫ2) . We, therefore, have the claimed identities.
Here we recall our experience in Chap.6, where an evident rewriting of the moment integral, Corollary 6.18,
being based on the redundancy of ρˆ2F (6.7), helped us to evaluate a delicate integral containing the cancella-
tion at the dominant order (see, (B.9)). With ρ3 we have the similar mechanism. In order to identify and avoid
a similar delicate cancellation of the dominant order, we introduce the following combinations of ρ3.
See the footnote.2
2 The remainder of this Chapter is rather technical. Those readers who are interested only in the result are invited to skip to the end
of the Chapter, giving a glance at Eq. (7.88). Our object is, in any case, to express the δ~ǫ, as mentioned above in terms of the order
parameters.
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Definition 9 (ρ(A)
3
and ρ(B)
3
)
We define ρ(A)
3
and ρ(B)
3
through
ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
) ≡ 1
2
{
ρ3
(
~ǫ1, ~ǫ2,~r
) − ρ3 (−~ǫ1, ~ǫ2 − ~ǫ1,~r′)} , (7.15)
and
ρ
(B)
3
(
~ǫ1, ~ǫ2,~r
) ≡ 1
2
{
ρ3
(
~ǫ1, ~ǫ2,~r
)
+ ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r′)} , (7.16)
respecively. Likewise we define ρ(0,A)
3
and ρ(0,B)
3
.
To understand the significance of this reorganization, we note that the r.h.s. of (7.15) would have been zero
if ~r in the second ρ3 there were ~r + ~ǫ1. Therefore, ρ
(A)
3
is, a priori, a small quantity reflecting the slow spatial
variation of the statistics of the three-neighbor distribution. We will see later (§§ 7.3.3) that the “antisymmetric”
part in the reference state, ρ(0,A)
3
, will play a role of “spontaneous curvature” of the cells’ deformation. For the
moment we will only notice that these two parts, ρ(A)
3
and ρ(B)
3
, are mutually related.
Theorem 7.3.3 (Redundancy in terms of ρ(A)
3
and ρ(B)
3
)
If ρ3’s are slowly varying with respect to ~r (i.e., if ‖(~ǫ1 · ∇)‖ ≪ 1), then the redundancy (7.14) reads as follows
ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
)
=
1
2
~ǫ1 · ∇ρ(B)3
(
~ǫ1, ~ǫ2,~r
)
+ O (~ǫ1 · ∇)3 (7.17)
The proof of (7.17) is found in Appendix B.9.
Following our task to “raise” the protocol in the previous section to the three-neighbor case, what to do next
is to introduce a kernel function σ3 which is analogous to σ2FM in Definition 4).
Definition 10 (The spread shift function, σ3.)
σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) is the proportion of cell neighbor triplets in the reference state of relative positions, ~ǫ1 and
~ǫ2, for which the relative distances deviates respectively of ~e1 and ~e2. That is, it relates ρ3 to ρ
(0)
3
through the
relation,
ρ3
(
~ǫ1, ~ǫ2,~r
)
=
∫
~e1,~e2
σ3
(
~e1, ~e2
∣∣∣~ǫ1 − ~e1, ~ǫ2 − ~e2,~r ) ρ(0)3 (~ǫ1 − ~e1, ~ǫ2 − ~e2, pˆ, qˆ) d3~e1 d3~e2 (7.18)
We skip the detailed justification of the above integral form because the protocol is essentially the same as
from (7.8) to (7.9). The exact form of σ3 is beyond our concern but we characterize this conditional probability
through its dominant moments.
Definition 11 (Shift of the neighbor vector, δǫ (1,0), and higher moments.)
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ≡
∫
~e1 σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) d3~e1 d3~e2, (7.19)
More generally,
δǫ (k,n) (~ǫ1, ~ǫ2,~r) ≡
∫
(
k︷       ︸︸       ︷
~e1⊗ . . .⊗~e1 ⊗
n︷       ︸︸       ︷
~e2⊗ . . .⊗~e2) σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) d3~e1 d3~e2. (7.20)
The interpretation for δǫ (1,0) is that, if a pair of neighboring cells in the reference state are at the
distance of ~ǫ1, their relative position in the actual state will be the actual state.~ǫ1+δǫ (1,0) on the average,
see Fig. 7.8(top). For example, δǫ (1,0) (~ǫ1, ~ǫ2,~r) = δǫ (0,1) (~ǫ2, ~ǫ1,~r) holds.
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By the same token as the derivation of (7.10), the relation (7.18) is reduced, approximately, to the following
"Lagrange" type formula.
Theorem 7.3.4 (ρ3 and δǫ (1,0))
ρ3
(
~ǫ1, ~ǫ2,~r
)
= ρ
(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − ∂~ǫ1 · {δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − ∂~ǫ2 · {δǫ (1,0) (~ǫ2, ~ǫ1,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+(h.o.t.), (7.21)
where (h.o.t.) means the higher order terms such as 1
2
(∂~ǫ1 ⊗ ∂~ǫ1 ) :
{
δǫ (2,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)},
1
2
(∂~ǫ2 ⊗ ∂~ǫ2 ) :
{
δǫ (2,0) (~ǫ2, ~ǫ1,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} or (∂~ǫ1 ⊗ ∂~ǫ2 ) : {δǫ (1,1) (~ǫ2, ~ǫ1,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} , all that contain δǫ (n,k) with
n + k > 1. Those terms that contains δǫ (n,k) with n + k > 1 is at most of order O
(
1
|~ǫ|n+k
∣∣∣δǫ (1,0)∣∣∣n+k).
The proof of (7.21) is found in Appendix B.10. Form (7.21) we can deduce the mapping for the pair distribution
ρ
(0)
3
→ ρ3.
Preliminary discussion about the consequences of redundancies
At microscopic level, if ith, jth and kth cells are the direct-neighbors with each other, the deviation δ~ǫ j,k must
be dependent on δ~ǫi,k and δ~ǫi, j through the identity, ~ǫ j,k = ~ǫi,k − ~ǫi, j. We will derive important consequences
of this redundancy. The result will be found a little below ((7.35) and (7.36)) But before treating the three-
body problem of δǫ1 with controlled correction terms, we shall first study a simpler cases to the lowest order
approximations:
Claim 1 : In 2 body description with ρ2 and δǫ (1), if the mean deviation δ~ǫ is slowly varying function of ~r, we
have δǫ (1) (−~ǫ,~r) ≃ −δǫ (1) (~ǫ,~r) . This implies ρ2 (−~ǫ,~r) ≃ ρ2 (~ǫ,~r) .
As for the first statement, we notice that we cannot modify ~ǫi, j without modifying −~ǫi, j. This constraint
is reflected in the mean deviations, δǫ (1) (~ǫ,~r) = −δǫ (1) (−~ǫ,~r + ~ǫ) . Now if the mean deviation δǫ (1) is slowly
varying function of ~r, then we can approximate δǫ (1) (−~ǫ,~r + ~ǫ) by δǫ (1) (−~ǫ,~r) . See Fig. 7.7, where the legend
gives a slightly different explanation.
(     ,   )
(   ,   )
r
ε
r
r
r
ε
−ε
ε+δε ε
−ε +δε −ε−ε r
r
Figure 7.7: Pair of neighbor cells can be described either based on the one centered at ~r (top left), or based
on that at ~r + ~ǫ. If the statistics is almost homogeneous with respect to ~r, we can approximately translate the
latter viewpoint by the vector −~ǫ (bottom left). Upon the deviation, through the relaxation relating the actual
state to the reference state, the deviations are shown on the right of ⇒. By comparing the (top right) and
(bottom right), we conclude δǫ (1) (−~ǫ,~r) ≃ −δǫ (1) (~ǫ,~r) .
Claim 2 : In 3 body description with ρ3 and δǫ (1,0), if the mean deviation δ~ǫ is slowly varying function of ~r, we
have δǫ (1,0)(−~ǫ1, ~ǫ2 − ~ǫ1,~r) ≃ −δǫ (1,0)(~ǫ1, ~ǫ2,~r) and δǫ (1,0)(~ǫ2 − ~ǫ1,−~ǫ1,~r) ≃ δǫ (1,0)(~ǫ2, ~ǫ1,~r) − δǫ (1,0)(~ǫ1, ~ǫ2,~r).
These are an extension to the case of ρ3 of the previous claim. In Fig 7.8, we assume that the statistics of
~ǫ1 and ~ǫ2 in the triangle of (top left) is approximately translated to that of (bottom left). [If ~r in the latter were
~r +~ǫ1 it would be exact.] Upon the relaxation to the reference state (right), the inspection of the vectors will tell
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Figure 7.8: Triplet of neighbor cells. See the text and the caption of Fig. 7.7.
the above approximate relations.
What we described above are only the first two cases of a series of the “redundancies” among δ~ǫ’s of n-cell
neighbor distribution functions. We expect that the more than three-cells distributions are less important than
the those discussed in the above claims. These claims are still qualitative. We will now start the systematic
analysis. Both sides of () should be expressed in terms of δǫ (1,0). For this purpose we will apply (7.21) to the
l.h.s. and r.h.s. of () separately.
Lemma 7.3.1 (l.h.s. of (7.17))
ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
)
= ρ
(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − 1
2
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
−1
2
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
+O
(
1
|~ǫ|n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(7.22)
The proof of (7.22) is found in Appendix B.11. Note that the two factors containing δǫ (1,0) before ρ(0,B)
3
on the
r.h.s. are those that we claim to be small. Our analysis will achieve to specify this small quantities ( (7.35) and
(7.36) below).
One might ask if there is any physical meaning of the antisymmetric part for the distribution in the reference
state, ρ(0,A)
3
. In fact the presence of this part is a natural consequence of the polar nature of the cells. We
postpone, however, the detailed argument on this issue until we finish to rewrite (7.17), and we will in the next
subsection §§ 7.3.3. The r.h.s of (7.17) will also be rewritten:
Lemma 7.3.2 (r.h.s of (7.17))
~ǫ1 · ∇ρ(B)3
(
~ǫ1, ~ǫ2,~r
)
= ~ǫ1 · ∇ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
(~ǫ1 · ∇)∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
(~ǫ1 · ∇)∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(7.23)
The proof of (7.23) is found in Appendix B.12.
Now we will combine the previous two Lemmas concerning (7.17):
Lemma 7.3.3 (Combination of the rewriting of l.h.s. and r.h.s. of (7.17))
The redundancy constraint (7.17) is reduced to the following equation:
2ρ
(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
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−
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
−
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
= ~ǫ1 · ∇ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − 1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
−1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
, (7.24)
The proof of (7.24) is found in Appendix B.13.
Next we rewrite the operation of ~ǫ1 · ∇ on ρ(0,B)3 .
Theorem 7.3.5
Eq. (7.17) is further reduced to the following equation:
2ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − (δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
−
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)−) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
= −
{
1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) + (~ǫ1 ◦ WˆdΛ) · ~ǫ2
}
· ∂~ǫ2ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−
{
1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) + (~ǫ1 ◦ WˆdΛ) · ~ǫ1
}
· ∂~ǫ1ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
+ O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(7.25)
The proof of (7.25) is found in Appendix B.14.
Eq.(7.25) has essentially the following form, ρ(0,A)
3
= (~K1 · ∂~ǫ1 + ~K2 · ∂~ǫ2 )ρ(0,B)3
(
~ǫ1, ~ǫ2
)
+O (~ǫ · ∇)3 . This equation
is, therefore, a vectorial linear inhomogeneous equation for ρ(0,B)
3
(
~ǫ1, ~ǫ2
)
. We will come back to this point in
Theorem 7.3.6, where a new mathematical tool will be introduced.
Detailed plan of the remainder of this Chapter The above equation contains a lot of information for δǫ (1,0).
As it takes many pages of deductions to see that, we describe here a rough plan of our procedure: In the
following (§§ 7.3.3) we will argue that the inhomogeneous term, ρ(0,A)
3
, reflects the polar nature of the cells and
that ρ(0,A)
3
, 0 implies the spontaneous “splay” of the cell orientations. We will then find in §§ 7.3.4 that the
homogeneous part of the equation allows us to extract the coarse-grained information of the cellular medium.
The result for δǫ (1,0) in the homogeneous case, ρ(0,A)
3
= 0, will be found in (7.49). This equation is still implicit
one. To make into an explicit formula, we introduce a new function ~h (7.51), and find its form (7.59) through
a new tensor
↔
m. The explicit formula is in (7.61). While δǫ (1,0) is the deviation vector in the context of three-
body treatment, we reduce this field to its two-body version, δǫ (1). the result is given by (7.70) at the end
of §§ 7.3.4.6. The
↔
m hitherto undetermined is fixed in §§ 7.3.4.7 and the result for δǫ (1) is explicitly given in
(7.77). We then go on to include the possibility of spontaneous “curvature” of the cellular elemtns ρ(0,A)
3
, 0
(§ 7.3.4). The full inhomogeneous case will be dealt with in §§ 7.3.5. The modification brings the shifts in, for
example
↔
m, by intrinsic constant quantities such as
↔
m
(int)
in δǫ (1,0) (7.88) or in δǫ (1) (7.89).
7.3.3 The meaning of non-zero ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
For comparison, we would first recall the microscopic origin of the spontaneous curvature of a membrane. If
the constituting molecules of this membrane orient their “fat head” on one side of the membrane (e.g. recto)
and their “thin tail” on the opposite side (e.g. verso), then the membrane will show a spontaneous curvature.
That is, if we cut out a small piece of this membrane, this piece would take a cap-like shape with the verso
side with thin tails being concaved.
The situation with non-zero ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
is somehow analogous to this spontaneous curvature but in
3D dense polar medium. Each polar cell would take the “fan shaped” form due to its polar asymmetry, and
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as a result, the packing of such cells on more or less ordered polarity may become spontaneously deformed
upon fictitious relaxation to the reference state, see Fig. 7.9. To see how ρ(0,A)
3
is related to ∇pˆ, we study a
ε2ε1
ε1
ε2
Ts
x
x
Figure 7.9: 2D schematic arrangement of the actual state (left) and the reference state (right). When the
polarity pˆ of cells is locally more or less ordered in the actual state, the relaxed reference state will reflect the
tendency of individual cells to take a fan-like shape.
simpler case with ρ(0)
2
(~ǫ) ∝
∫
ρ
(0)
3
(~ǫ,~ǫ ′)d~ǫ ′, see Fig. 7.10. There, the three tapered cells are stuck side by side
with the upper and lower cells being centered at ±~ay + δ~ax (~ay‖yˆ and δ~ax‖xˆ) relative to the center of the middle
cell, where we assume that ‖δ~ax‖ ≪ ‖~ay‖. In this particular but typical geometry, we have
 δa +  ay     x
 δa +  ay     x−
Figure 7.10: 2D illustration for the ρ(0,A)
3
, 0 case. The trapezoidal form represents symbolically the geometrical
consequence of the polar cell. See the text.
ρ
(0)
2
(~ǫ) = δ(~ǫ − ayyˆ − δax xˆ) + δ(~ǫ + ayyˆ − δax xˆ)
≃ (1 − δ~ax · ∇~ǫ)[δ(~ǫ − ~ay) + δ(~ǫ + ~ay)]
≡ ρ(0,B)
2
(~ǫ) + ρ
(0,A)
2
(~ǫ), (7.26)
where we separated the antisymmetric part, ρ(0,A)
2
(~ǫ), from the symmetric part, ρ(0,B)
2
(~ǫ). under the exchange of
~ǫ by −~ǫ :
ρ
(0,B)
2
(~ǫ) = δ(~ǫ − ayyˆ) + δ(~ǫ + ayyˆ), ρ(0,A)2 (~ǫ) = −δ~ax · ∇~ǫ[δ(~ǫ − ayyˆ) + δ(~ǫ + ayyˆ)]. (7.27)
On the one hand, we find also the relation which is analogous to (7.17):
ρ
(0,A)
2
= −δ~ax · ∇~ǫ ρ(0,B)2 . (7.28)
On the other hand ∇ pˆ in Fig. 7.10 can be read off as the deflection of the central axis of the cells, that is,
∇pˆ ≃ yˆ‖~ay‖
(
−‖δ~ax‖‖~ay‖
~y
)
= −‖δ~ax‖‖~ay‖2
~y~y, or, (~ay · ∇) pˆ ≃ −‖δ~ax‖‖~ay‖
~y, (7.29)
We, therefore, see that ρ2(0, A) , 0 is closely related to ∇pˆ , 0 and their magnitudes are linearly related
through δ~ax.
7.3.4 The form of δǫ (1,0)’s in the case of ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= 0
Having seen the meaning of ρ(0,A)
3
by an analogy to the spontaneous curvature, we will now study the form of
δǫ (1,0) defined by Definition. 11, supposing that the spontaneous curvature is negligible; ρ(0,A)
3
= 0. We do this
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because the treatment is simpler than otherwise. Once we know how to treat this case, the generalization to
the case with ρ(0,A)
3
, 0 is relatively easy (after §§ 7.3.5).
We here introduce a general observation which serves as a useful method of coarse graining. (See the
comment below Theorem. 7.3.5.)
Theorem 7.3.6 (K-theorem)
Suppose that ~K1(~ǫ1, ~ǫ2), ~K2(~ǫ1, ~ǫ2),
↔
K1,1(~ǫ1, ~ǫ2),
↔
K1,2(~ǫ1, ~ǫ2),
↔
K2,2(~ǫ1, ~ǫ2), . . . are slowly varying function of ~ǫ1 and
~ǫ2, and if the equation
0 =
(
~K1 · ∂~ǫ1 + ~K2 · ∂~ǫ2 +
↔
K11 : ∂~ǫ1∂~ǫ1 +
↔
K12 : ∂~ǫ1∂~ǫ2 +
↔
K22 : ∂~ǫ2∂~ǫ2 + . . .
)
φ
(
~ǫ1, ~ǫ2
)
(7.30)
has a solution φ
(
~ǫ1, ~ǫ2
)
that ‘fastly varies’ in certain restricted domains in (~ǫ1, ~ǫ2) space, then
~K1 = ~K2 = ~0,
↔
K1,1 =
↔
K2,2 =
↔
K1,2 =
↔
0 ,
... = 0.
(7.31)
holds for those ’fastly varying’ domains.
Proof : For simplicity, we will limit our interest to ~K1 and ~K2. The generalization to more fonctions including
↔
K11,
↔
K12
and
↔
K22, etc. is straightforward.
The fastly varyng nature attributed to φ(~ǫ1, ~ǫ2) and the slowly varying one to ~K1(~ǫ1, ~ǫ2) and to ~K2(~ǫ1, ~ǫ2) implies
that, we can find the six sets, (~ǫ(1)
1
, ~ǫ(1)
2
), (~ǫ(2)
1
, ~ǫ(2)
2
), (~ǫ(3)
1
, ~ǫ(3)
2
), (~ǫ(4)
1
, ~ǫ(4)
2
), (~ǫ(5)
1
, ~ǫ(5)
2
), and (~ǫ(6)
1
, ~ǫ(6)
2
) which are
1. close enough to each other so that the values of both ~K1 and ~K2 are almost the same for all these six sets, but
2. far enough from each other that the six dimensional vector, (∂~ǫ1φ, ∂~ǫ2φ), evaluated at these six sets of (~ǫ1, ~ǫ2) can
span the full six-dimensional space.
If we admit these two conditions, we have 6 independent and homogeneous equations of the form of (7.30) for
which ~K1 and ~K2 constitute the 6 unknown parameters. We, therefore, conclude the first line of (7.31) for the local
domain including these sets of (∂~ǫ1φ, ∂~ǫ2φ). We may repeat the same argument for a separate domain of (∂~ǫ1φ, ∂~ǫ2φ)
and again the first line of (7.31) holds for that domain. Also we may extend the above argument for, for example,
the 24 (= 2x3 + 3x6) dimensional space and derive the first and second lines of (7.31).
In the above lemma, we can access the [zero] values of ~K1 etc. only for the domains where φ(~ǫ1, ~ǫ2) varies
fastly in space. As we see below, it suffices, however, for our purpose.
Comparison of (7.31) with (7.25) under the assumption of ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= 0 leads us to identify φ =
ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
. In fact the neighbor distribution function ρ(0,B)
3
should be a fastly varying function of ~ǫ1 and ~ǫ2
when the cells are well packed and locally aligned, see Fig. 7.1. Then we can read out what correspond to ~K1
and ~K2.
~K1 = δǫ (1,0)
(
~ǫ1, ~ǫ2,~r
)
+ δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)
−1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) − (~ǫ1 ◦ WˆdΛ) · ~ǫ1 (7.32)
~K2 = δǫ (1,0)
(
~ǫ2, ~ǫ1,~r
)
+ δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)
−1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) − (~ǫ1 ◦ WˆdΛ) · ~ǫ2 (7.33)
For the simplicity of notations we define
Definition 12 (δǫ1
(
~ǫ1, ~ǫ2, ~r
)
and δǫ2
(
~ǫ1, ~ǫ2, ~r
)
)
δǫ1
(
~ǫ1, ~ǫ2,~r
) ≡ 1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) + (~ǫ1 ◦ WˆdΛ) · ~ǫ1,
δǫ2
(
~ǫ1, ~ǫ2,~r
) ≡ 1
2
(~ǫ1 · ∇)
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) + (~ǫ1 ◦ WˆdΛ) · ~ǫ2.
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(7.34)
(Notice the notations δǫ1 and δǫ2 which are different from δǫ (1,0).)
Then the first line of the general result (7.31) is expressed that, for ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= 0, the following
relations should hold from (7.32) and (7.33):
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = δǫ1 (~ǫ1, ~ǫ2,~r) (7.35)
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) = δǫ2 (~ǫ1, ~ǫ2,~r) . (7.36)
If we kept the terms of higher terms in ∼ ‖δǫ (1,0)‖/‖~ǫ1‖, the above definitions should contain the terms like 12 (~ǫ1 ·
∇)
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) and 12 (~ǫ1·∇) (δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ,
respectively. The delicate near-cancellation of not small terms on the l.h.s. of (7.35) and (7.36) is, therefore,
due to the redundancy of ρ3. This is a refinement of the qualitative argument in Clain 2 with Fig. 7.8.
The definitions (7.22) for the case of ρ(0,A)
3
= 0 reads
ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
= −1
2
∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} + O (δǫ (1,0) · ∂~ǫ)2 ,
When all the above results being incorporated therein, ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
is expressed in terms of δǫ1 and δǫ2:
Theorem 7.3.7
Under ρ(0,A)
3
= 0, the formula (7.22) relating ρ(0,A)
3
(= 0) to ρ(A)
3
is written as
ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
)
= −1
2
∂~ǫ1 ·
{
δǫ1
(
~ǫ1, ~ǫ2,~r
)
ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)}
−1
2
∂~ǫ2 ·
{
δǫ2
(
~ǫ1, ~ǫ2,~r
)
ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)}
+ O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
, (7.37)
This expression gives the meaning of δǫ1 and δǫ2, and at the same time, an improved expression with respect
to (7.22) [for the ρ(0,A)
3
= 0 case] because the new quantities δǫ1 and δǫ2 are devoid of delicate cancellation of
large quantities, see (7.34).
Next three equations are consequences of the redundancy of ρ3 for δǫ1 and δǫ2.
Lemma 7.3.4
−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0 (7.38)
δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) − δǫ2 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0. (7.39)
δǫ1
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
)
= δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(
~ǫ2, ~ǫ1,~r
) − δǫ2 (~ǫ2, ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) . (7.40)
The proof of (7.38) is found in Appendix B.15. The proof of (7.40) is found in Appendix B.16. Up to here we
have derived (7.35) and (7.36), i.e.
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = δǫ1 (~ǫ1 − ~ǫ2,−~ǫ2,~r) ,
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) = δǫ2 (~ǫ1 − ~ǫ2,−~ǫ2,~r) ,
and the properties of δǫ1 and δǫ2, (7.38), (7.39) and (7.40), i.e.
−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0
δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) − δǫ2 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0.
and
δǫ1
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
)
= δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(
~ǫ2, ~ǫ1,~r
) − δǫ2 (~ǫ2, ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) .
See the footnote.3
3 We have finished up to the 5th stage in the Global plan (§§ 7.2.6). The remaining 6th and 7th stages are: [6.] The explicit form of
δǫ (1,0) is obtained in the cours of inverting (7.34), that is, expressing δǫ (1,0) as functional of δǫ1 and δǫ2. This operation (from §§7.3.4.1)
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7.3.4.1 Expression of δǫ (1,0) in terms of δǫ1 and δǫ2
The three-neighbor distribution contains rich informations in its redundancy. To extract them and also to
simplify the notations, we introduce several linear operators associated to the symmetry operations.
Definition 13 (Symmetrizers and anti-symmetrizers)
U+
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
{
f
(
~ǫ1, ~ǫ2
)
+ f
(
~ǫ2, ~ǫ1
)}
(7.41)
U−
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
{
f
(
~ǫ1, ~ǫ2
) − f (~ǫ2, ~ǫ1)} (7.42)
B+
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
{
f
(
~ǫ1, ~ǫ2
)
+ f
(−~ǫ1, ~ǫ2 − ~ǫ1)} (7.43)
B−
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
{
f
(
~ǫ1, ~ǫ2
) − f (−~ǫ1, ~ǫ2 − ~ǫ1)} (7.44)
The operators U+ and U− concern concern the exchange of the priority orders of the neighbor-cell positions,
~ǫ1 and ~ǫ2. While ρ3(~ǫ1, ~ǫ2,~r) does not distinguish the first and the second arguments, δǫ (1,0) concerns the
deviation of ~ǫ1 under the circumferential condition, ~ǫ2. The operators B+ and B− concern the exchange of the
standpoint between one at root ~0 and the other at ~ǫ1. These operators satisfy the pairwise the property of
projectors and also some mixed properties which will be useful later on.
Lemma 7.3.5
[I]
B− + B+ = id., U+ +U− = id. (7.45)
B− ◦ B+ = B+ ◦ B− = U+ ◦ U− = U− ◦ U+ = 0 (7.46)
[II]
(B− ◦ U+)2 = 3
4
B− ◦ U+. (7.47)
[III]
1
4
B− ◦ U+ = B− ◦ U− ◦ B− ◦ U+ (7.48)
The proof of this Lemma is found in Appendix B.17.
We will show the following theorem.
Theorem 7.3.8
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = 1
2
δǫ1
(
~ǫ1, ~ǫ2,~r
) − 1
3
B− [δǫ2]
(
~ǫ1, ~ǫ2,~r
)
+ B− ◦ U+
[
4
3
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
, (7.49)
The proof of (7.49) is found in Appendix B.18.
7.3.4.2 Résumé up to here
The redundancies of ρ3, (6.15), written in terms of mean deviations δǫ (1,0) (see Definition 11) together with
the moments of σ3 (see Definition 10) gave the relation (7.25). Then, we have decided to first consider the
case ρ(0,A)
3
= 0. Under this restriction, (7.25) reads
2ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
)
= −
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
is rather technical, but we reach a semi-explicit form in (7.49), and then full explicit form in (7.60). In this inversion process, we identify a
“representative” displacement ~h (see (7.51)), whose motivation is explained using Fig. 7.11. The study of this field, such as (7.56), leads
us naturally the tensor
↔
m(~r) (see (7.57)). [7.] Coming back to the inverted formula for δǫ (1,0) in terms of δǫ1 and δǫ2, as well as of ↔m
(7.60), this formula allows the iterative expansion to reach the explicit expression for δǫ (1,0) in (7.61).
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−
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)
= −δǫ1
(
~ǫ1, ~ǫ2,~r
) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ) − δǫ2 (~ǫ1, ~ǫ2,~r) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ) + O
(
1
|~ǫ|n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
,
(7.50)
where δǫ1 and δǫ2 were defined in Def 12. Then, Theorem 7.3.6 gave us the relations (7.35) and (7.36), i.e.,
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = δǫ1 (~ǫ1, ~ǫ2,~r)
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) = δǫ2 (~ǫ1, ~ǫ2,~r) ,
Usage of the formula (7.50) that expresses ρ(A)
3
in terms of δǫ1 and δǫ2 and ρ(0,B)3 in the redundancy relation,
ρ
(A)
3
(
~ǫ1, ~ǫ2,~r
)
= −ρ(A)
3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) , allowed to derive the properties of δǫ1 and δǫ2 given in (7.38), (7.39) and
(7.40), i.e.
−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0,
δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) − δǫ2 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0.
and
δǫ1
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
)
= δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(
~ǫ2, ~ǫ1,~r
) − δǫ2 (~ǫ2, ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) ,
respectively.These three relations are analyzed to reach (7.49), i.e.,
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = 1
2
δǫ1
(
~ǫ1, ~ǫ2,~r
) − 1
3
B− [δǫ2]
(
~ǫ1, ~ǫ2,~r
)
+ B− ◦ U+
[
4
3
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
,
7.3.4.3 The “mean deviation”, ~h(~ǫ1 − ~ǫ2,~r) constitutied by δǫ (1,0)
The object of this short part is to justify the physical meaning of the field ~h which we define in (7.51).
The expression for δǫ (1,0) (7.49) is implicit with respect to δǫ (1,0), and we need a further physical argument
to specify B− ◦U+
[
4
3
δǫ (1,0)
]
term, which will eventually become ~h introduced below. For this purpose, we shall
consider U−
[
δǫ (1,0)
]
and the two associated quantities, see Fig. 7.11. If we are interested in the deviation of
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Figure 7.11: The same configuration of a triplet of the neighboring cells in the reference state is represented
using the three different reference points (the thick dots marked by ~r). The dashed arrows correspond to the
actual state. See the text.
~ǫ1 − ~ǫ2, we may express it in different manners according to the three viewpoints shown in Fig. 7.11. They
read, respectively, U−[δǫ (1,0)] ≡ δǫ (1,0)
(
~ǫ1, ~ǫ2,~r
) − δǫ (1,0) (~ǫ2, ~ǫ1,~r) (for Fig.7.11(left)), δǫ (1,0) (~ǫ1 − ~ǫ2,−~ǫ2,~r) (for
Fig.7.11(center)), and −δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) (for Fig.7.11(right)). We argue about these three quantities:
Proposition 7.3.6
1st claim: These three vectors are not identical but close to each other.
It is because the reference point ~r relative to the triplet of the nighboring cells is different in each
case.
2nd claim: These deviation vectors are a priori the function of ~ǫ1 − ~ǫ2.
It is because such deviations are not only influenced by the specific common neighbor located at the
bottom left corner in Fig. 7.11, but by all the cells surrounding the pair of cells of which we measure
the deviation, and we have, therefore, no reason to attribute the particular importance to the cell at
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the bottom left corner.
3rd claim: The arithmetic means of the above three will give a good measure of the mean deviation of the
relative position, ~ǫ1 − ~ǫ2 and virtually the function of only only ~ǫ1 − ~ǫ2 and ~r.
We expect that the possible biases due to the choice of specific reference points (the thick dots in
Fig. 7.11) will interfere rather destructively with each other.
By the last claim, we introduce ~h
(
~ǫ1 − ~ǫ2,~r
)
Definition 14 (Mean deviation of the relative position, ~ǫ1 − ~ǫ2)
~h
(
~ǫ1 − ~ǫ2,~r
) ≃ 1
3
{
[δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (~ǫ2, ~ǫ1,~r)] + δǫ (1,0) (~ǫ1 − ~ǫ2,−~ǫ2,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)} (7.51)
The notation, ≃, in (7.51) indicates that we regard the r.h.s. as the function of only (~ǫ1 − ~ǫ2) and ~r. We notice
the relation
~h
(
~ǫ,~r
)
= −~h (−~ǫ,~r) (7.52)
7.3.4.4 Determination of the functional form of ~h
We will find an important property of ~h (see (7.56)) and then reach the Theorem 7.3.10.
The task is essentially a step by step rewriting of the r.h.s. of (7.51). 4
Lemma 7.3.7
~h(~ǫ1 − ~ǫ2,~r) = 2
3
U− ◦ (1 − (B+ − B−) ◦ (U+ −U−))
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
(7.53)
The proof of (7.53) is found in Appendix B.19.
Lemma 7.3.8
~h
(
~ǫ1 − ~ǫ2,~r
)
=
4
3
{
U− ◦ B+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
+ 2U− ◦ B− ◦ U+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)}
(7.54)
The proof of (7.54) is found in Appendix B.20.
Lemma 7.3.9
~h
(
~ǫ1 − ~ǫ2,~r
)
=
4
3
{
1
2
U− [δǫ1]
(
~ǫ1, ~ǫ2,~r
)
+ 2U− ◦ B− ◦ U+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)}
(7.55)
The proof of (7.55) is found in Appendix B.21. This result will be used later in §§ 7.3.4.5. Now we claim the
following:
Lemma 7.3.10
~h must satisfy
~h
(
~ǫ2 − ~ǫ1,~r
)
= ~h
(
~ǫ2,~r
) − ~h (~ǫ1,~r) (7.56)
The proof of (7.56) is found in Appendix B.22.
(7.56) has a very suggestive form but we have to be careful about the fact that all these arguments are
valid on on the domain of ~ǫ where the neighbor distribution function ρ2
(
~ǫ,~r
)
is appreciably different form zero.
We shall denote by D such domain of ~ǫ. This domain D should not include the origin ~0 due to the definition of
4We write ≃ by =, with the understanding of the argument in (7.51).
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the neighbor vector ~ǫ. 5
The relation (7.56) leads to the presence of a common tensor
↔
m:
Lemma 7.3.11
If ~ǫ1(∈ D) and ~ǫ2(∈ D) are such that ~ǫ2 − ~ǫ1 ∈ D, then we can define the tensor
↔
m(~r) by
∂~ǫ~h|(~ǫ2,~r) = ∂~ǫ~h|(~ǫ2−~ǫ1,~r) = ∂~ǫ~h|(~ǫ1,~r) ≡
↔
m(~r). (7.57)
See Fig. 7.12.
The proof of (7.57) is found in Appendix B.23.
ε−ε’
’ εε
Figure 7.12: See the text. In this particular geometry, we say that the vector ~ǫ − ~ǫ′ in the right subdomain can
be embedded in the top subdomain that contains both ~ǫ and ~ǫ′.
Fig. 7.12 suggests that the composition of the subdomains of D which share this constant tensor ↔m(~r) is
not self-evident. We introduce several notations to make precise this issue:
Definition 15 (D(0) andD(0)
j
’s)
We denote by D(0) (⊂ D) the comain of ~ǫ over which the same constant tensor ↔m = ∂~ǫ~h is shared.
Most generically D(0) will consist of several disconnected subdomains which we describe as
D(0) = ∪iD(0)i , with D(0)i ∩D(0)j = ∅ for i , j.
The presence of disconnected subdomains of D(0) is likely for the medium in which the cells are more or less
ordered with well defined local macroscopic polar vector pˆ. In such case D is expected to consist of several
disconnected domains, some being associated to the lateral (side-by-side) neighbors, and the others to the
head-to-tail neighbors.
Since ~h represents the deviations in the relative position between two neighboring cells (see (7.51)), the
tensor
↔
m should reflect a local but macroscopic deformation. We may well expect that
↔
m is related somehow
to the affine deformation of the medium at very macroscopic level. We, therefore, seek to reconstruct the
functional form of ~h(~ǫ,~r) vs ~ǫ based on (7.57). While the naive expectation is like (7.59), we need to take care
of the disjoint structure of the validity domain D(0).
5 If the medium is soft enough, the relative position are distributed all around ~0, rather than localized around some favored directions.
In such case D will be simply connected.
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Corollary 7.3.9
Immediate consequences of (7.57) are
[I] In each D(0)
i
, the form of ~h(~ǫ) takes
~h(~ǫ) =
↔
m · ~ǫ + ~hi, ∀~ǫ ∈ D(0)i , (7.58)
with a constant vector ~hi.
[II] If there is an ~ǫ such that ~ǫ ∈ D(0)
i
and (−~ǫ) ∈ D(0)
j
with i , j are satisfied, then ~hi + ~h j = 0.
[III] If there are ~ǫ and ~ǫ ′ both in a subdomain D(0)
i
and if ~ǫ − ~ǫ ′ ∈ D(0)
j
with i , j (see Fig. 7.12) is satisfied,
then ~h j = 0.
The proof of this Corollary is found in Appendix B.24.
With these observations and the definitions of D(0) and D(0)
j
(Definition 15), we reach the conclusion:
Theorem 7.3.10
If, for any subdomain D(0)
j
, there exists a vector ~ǫ′′ which can be embedded within the other subdomain,
say D(0)
i
, then there is a constant tensor
↔
m such that
~h(~ǫ) =
↔
m · ~ǫ, ∀~ǫ ∈ D(0), (7.59)
Proof : In the case of Fig. 7.12 above, ~ǫ′′ corresponds to ~ǫ−~ǫ ′ that satisfies the above condition. Such composition will
be possible as long as we have the head-to-tail positions of the neighboring cells (that corresponds to the rightmost
subdomain) and the side-by-side positions of the neighboring cells (that corresponds to the topmost subdomain).
Then [III] of the previous Corollary gives ~h j = 0.
Hereafter, we suppose that D(0) occupies the substantial part of D.
Coming back to the reformulation of (7.49), i.e. δǫ (1,0) (~ǫ1, ~ǫ2,~r) = 12δǫ1 (~ǫ1, ~ǫ2,~r) − 13B− [δǫ2] (~ǫ1, ~ǫ2,~r) + 43B− ◦
U+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
, we make use of (7.59) to make 4
3
B− ◦ U+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
in an explicit form.
Lemma 7.3.12
δǫ (1,0) (~ǫ1, ~ǫ2,~r) =
(
1
2
− 4
3
(B− ◦ U−)
)
[δǫ1]
(
~ǫ1, ~ǫ2,~r
) − 1
3
B− [δǫ2]
(
~ǫ1, ~ǫ2,~r
)
+
↔
m · ~ǫ1, (7.60)
The proof of (7.60) is found in Appendix B.25.
7.3.4.5 Explicit formula for δǫ (1,0) (~ǫ1, ~ǫ2,~r)
By combining (7.60) that is, δǫ1
(
~ǫ1, ~ǫ2,~r
) ≡ (~ǫ1 ◦ WˆdΛ) · ~ǫ1 and δǫ2 (~ǫ1, ~ǫ2,~r) ≡ (~ǫ1 ◦ WˆdΛ) · ~ǫ2, we can have imme-
diately the explicit formula:
Theorem 7.3.11 (Explicit form of δǫ (1,0)
(
~ǫ1, ~ǫ2, ~r
)
)
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = ↔m · ~ǫ1 + 1
3
(
(~ǫ1 + ~ǫ2) ◦ WˆdΛ
)
· ~ǫ1 + . . . , (7.61)
where “. . .” denotes the higher order terms in the smal gradient |~ǫ · ∇|.
The presence of ~ǫ2 on the r.h.s. accounts for the three-body interactions among the cells.
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7.3.4.6 From δǫ (1,0) to δǫ (1)
This is the point where we seek to eliminate properly ~ǫ2 in δǫ (1,0) starting from δǫ (1)(~ǫ1,~r). This cannot be done
by a simple integration over ~ǫ2 of the “continuity equation” of the Lagrange type, (7.21), because the integration
of ρˆ3 defined in (7.11) over ~ǫ2 would give rise to what we may call ρˆ2 but with the multiplicative integer which
is the number of common neighbors for on at ~r and the other at ~r + ~ǫ1. Because this number, say Z2, also
depend on ~ǫ1 in the statistical sense, we need to know how small such dependence is. Below we will show
that, as long as spatial variation of δǫ (1)(~ǫ1,~r) is slow enough with respect to that of the (statistically averaged)
neighbor distribution function ρ3, we can neatly find an average 〈δǫ (1)(~ǫ1,~r)〉(0)~ǫ2 that gives the deviation of ~ǫ1 in
the effective-two body description taking into account the three-body effect.
Definition 16 (The pair distribution functions, ρ2, ρ
(0)
2
, spread shift function σ2, and the mean deviation δǫ (1))
We introduce
ρˆ2
(
~ǫ1,~r
)
=
∑
i
(i)∑
j
δ(~ǫ1 − ~ri + ~r j)δ(~r − ~ri) (7.62)
and its coarse grained version ρ2(~ǫ1,~r) in the actual state and ρ
(0)
2
(~ǫ1, pˆ, qˆ) being its counterpart in the
reference state, where the ~r-dependence is through the orientational frame pˆ and qˆ.
The spread shift function σ2 that relates ρ
(0)
2
to ρ2 is introudced by
ρ2(~ǫ1,~r) =
∫
~e1
σ2(~e1|~ǫ1 − ~e1,~r)ρ(0)2 (~ǫ1 − ~e1, pˆ, qˆ)d3~e1 (7.63)
Using this σ2 we define δǫ (1)(~ǫ1,~r), the mean deviation of the relative position ~ǫ1, by
δǫ (1)(~ǫ1,~r) =
∫
~e1
~e1σ2(~e1|~ǫ1,~r)d3~e1 (7.64)
Then we have the following by an analogy to (7.21).
Lemma 7.3.13 (Reduced relation for the pair neighbor distributions)
ρ2
(
~ǫ1,~r
)
= ρ
(0)
2
(
~ǫ1, pˆ, qˆ
) − ∂~ǫ1 · {δǫ (1) (~ǫ1,~r) ρ(0)1 (~ǫ1, pˆ, qˆ)} + (h.o.t.), (7.65)
Proof : This lemma is a generalization of (7.21) to the distribution ρ2. It is obtained by expanding, on the r.h.s. of
(7.63), the arguments ~ǫ1 − ~e1 in σ2ρ(0)2 in terms of ~e1 Keeping only the first terms of the expansion and conpleting
the integration, we arrive at (7.65).
While ρˆ2 is clearly defined we have no access to the detailed data of it. Good representation of ρ2 will be
obtained if we start from ρ3 by taking into the three-body correlation. The strategy is to show that, for such
(good model of) ρ2, the δǫ (1) defined above is simply connected to a form of average of δǫ (1,0) to a very good
approximation. To formulate the latter claim, we need to introduce the “necklace” coordination number, Z2,
given that the form of ρ2(~ǫ1,~r) is known.
Definition 17 (The “necklace” coordination number Z2(~ǫ1, ~r) and its equivalent in the reference state Z
(0)
2
(~ǫ1, pˆ, qˆ))
We define,
the “necklace” coordination number, Z2, that is the mean number of common neighbors in the actual state
for a pair of cells at relative position ~ǫ1. In statistically averaged representation, we define it by
Z2(~ǫ1,~r) ≡
∫
~ǫ2
ρ3(~ǫ1, ~ǫ2,~r)d
2~ǫ2
ρ2(~ǫ1,~r)
. (7.66)
Its counterpart in the reference state is denoted by Z(0)
2
and defined by
Z
(0)
2
(~ǫ1, pˆ, qˆ) ≡
∫
~ǫ2
ρ
(0)
3
(~ǫ1, ~ǫ2, pˆ, qˆ)d
2~ǫ2
ρ
(0)
2
(~ǫ1, pˆ, qˆ)
. (7.67)
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We introduce the difference between Z2 and Z
(0)
2
at the same ~ǫ by δZ2(~ǫ1,~r) ≡ Z2(~ǫ1,~r) − Z(0)2 (~ǫ1, pˆ, qˆ).
〈Φ〉(0)
~ǫ2
is defined as the average of Φ over the possible ~ǫ2 with the proper statistical average in the
reference state:
〈Φ〉(0)
~ǫ2
(~ǫ1,~r) ≡
∫
~ǫ2
Φ
(
~ǫ1, ~ǫ2,~r
)
ρ
(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
d3~ǫ2
Z
(0)
2
(~ǫ1,~r)ρ
(0)
2
(
~ǫ1,~r
) (7.68)
(As for the denominator of (7.68), notice (7.66).)
The main claim is now formulated as follows:
Theorem 7.3.12
δǫ (1)(~ǫ,~r) = 〈δǫ (1,0)〉(0)
~ǫ2
(~ǫ1,~r) + . . . , (7.69)
where “ . . . ” is the higher order terms of the contrast between the slowly varying (δǫ (1,0) etc.) to the fastly
varying (ρ3 etc.) functions of ~ǫ1. Or, with the explicit expression for δǫ (1,0) in (7.69),
δǫ (1) (~ǫ1,~r) = ↔m · ~ǫ1 + 1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1. (7.70)
The proof of (7.70) is found in Appendix B.26.
7.3.4.7 Parameter
↔
m and deformation of a fluid particle
The δǫ (1)(~ǫ1,~r) obtained above contains still a unspecified parameter,
↔
m. In this subsection we will relate
↔
m
to the order parameters such as the linear deformation of the fluid particle. We consider the vector ∆~r which
is the end to end vector of the chains of neighbor vectors ~ǫi (i = 1, . . . , N). In Fig. 7.13 we show but one
realization.6 In equation, ∆~r =
∑N
i=1 ~ǫi. Here, we suppose as ∆~r the vector that is small in the sense that it is
contained within a fluid particle. But , at the same time, ∆~r is large in the sense that its (fictitious) relaxation to
Fluid particle
   r∆
Figure 7.13: See the text.
the one in the reference state, ∆~r(0), is almost deterministic. We introduce δ~r(∆~r,~r) to denote this change:
δ~r(∆~r,~r) ≡ ∆~r − ∆~r(0) =
N∑
i=1
(~ǫi − ~ǫ(0)i ), (7.71)
where ~ǫ(0)
i
is the result of (fictive) relaxation of ~ǫi. In relation to the latter condition, N is supposed to be large
enough in the sense that the wide meandaring of the chain assures us to treat the fictitious change in the
neighbor vectors {~ǫi − ~ǫ(0)i } to be approximately independent with each other, at least when we estimate the
6We a pologyze the multiple usage of the notation ~ǫα: One was for distinguishing the principal neighbor at the relative position ~ǫ1 and
the common neighbor at ~ǫ2 with the former one. The other is, as we do here, to distinguish the chain of (principle) neighbor vectors.
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sum,
∑N
i=1(~ǫi −~ǫ(0)i ). But N must not be too large, or the meandaring is not too extreme, so that the self-crossing
or near crossing within the chain should not cause the correlations among {~ǫi −~ǫ(0)i }. Under these assumptions
about the chain of neighbor vectors, we will relate the function δ~r(∆~r,~r) to
↔
m(~r). The result will be found in
(7.75).
For the statistical treatment we introduce the joint density for the N neighbor vectors, ρˆ and its counterpart
in the reference state, ρˆ(0).
Definition 18 (Weights of a “chain”, ρˆ
(
{~ǫ1, ..., ~ǫN}, ~r
)
and ρˆ(0)
(
{~ǫ1, ..., ~ǫN}, pˆ, qˆ
)
, and their inter-relationship)
In the actual state, ρˆ
({~ǫ1, ..., ~ǫN},~r) is such that ρˆ ({~ǫ1, ..., ~ǫN},~r)δ(∑Ni=1 ~ǫi − ∆~r)∏Ni=1 d~ǫi d(∆~r) gives the number
of the chains which make the chain of the cell neighbor vectors, {~ǫ1, . . . , ~ǫN}, up to the respective volume
{d~ǫ1, . . . , d~ǫN} and whose end-to-end vector is ∆~r up to d(∆~r), par unit volume around ~r. The function
ρˆ(0)
({~ǫ1, ..., ~ǫN}, pˆ, qˆ) is defined similarly for the reference state.
The “spread shift function” σchain (cf. Definition 4) is such that, given the deviation, δ~r(∆~r,~r) these two
densities, ρˆ and ρˆ(0) are related statistically through
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r)∏
k
d~ǫk d(∆~r)
=
∫
σchain({~el}|{~ǫl − ~el},∆~r,~r)ρˆ(0)
({~ǫi − ~ei}, pˆ, qˆ)δ(∑Ni=1(~ǫi − ~ei) − [∆~r − δ~r])∏
j
d~e j
∏
k
d~ǫk d(∆~r − δ~r).
(7.72)
In (7.72) the integral variable ~ei has the meaning of the deviation of the individual neighbor vector, ~ǫi, associated
to the (fictive) relaxation to the reference state, i.e., ~ei = ~ǫi − ~ǫ(0)i . This integral transformation is justified by the
same way as what we did around (7.9). The above mentioned hypothesis of the approximate independence
among the microscopic deviations, {~ei} is incorporated by the introduction of the function σ2(~e|~ǫ) through (see
(7.63))
σchain({~ei}|{~ǫi},∆~r,~r) =
∏
i
σ2(~ei|~ǫi,~r). (7.73)
Under this assumption, we can show the following.
Lemma 7.3.14
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r) = ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)
−
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk,~r) ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)]
− ∂
∂(∆~r)
· [δ~r ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)] + O
(
1
|~ǫ| |δǫ
(k)|
)
k>1
(7.74)
with δǫ (1)(~ǫ,~r) being defined in (7.64).
The proof of (7.74) is found in Appendix B.27.
Now we use (7.74) to calculate the mean of
∑
~ǫn in the actual state. As a result, we will obtain the relation
between
↔
m and δ~r.
Lemma 7.3.15
↔
m is such that
δ~r(∆~r,~r) =

↔
m · ∆~r +
N∑
k=1
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫk
∆~r
(
1 + O(∆~r · ∇)) (7.75)
with
Φ(~ǫ1, . . . , ~ǫN)
∆~r
=
∫
Φ(~ǫ1, . . . , ~ǫN)ρˆ
(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏ j d~ǫ j∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏ j d~ǫ j
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Φ(~ǫ1, . . . , ~ǫN)
∆~r
is the average over the chains, where we supposed that it is essentially the function of ∆~r
as long as N is properly chosen as discussed above.
The proof of (7.75) is found in Appendix B.28.
7.3.4.8 Résumé fo this §§
↔
m is expressed by taking the derivative of (7.75) with respect to ∆~r:
↔
m = d(δ~r)/d(∆~r) − d

N∑
k=1
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫk
∆~r/d(∆~r),
where (d~a/d~b)i j ≡ ∂ai/∂b j. We introduce the tensor,
↔
Γ;
Definition 19 (Deformation tensor for fluid particle,
↔
Γ)
↔
Γ =
∂
∂(∆~r)
δ~r(∆~r,~r). (7.76)
Notice that this is a non-symmetric tensor. d(δ~r)/d(∆~r) which appeared above is the transposition of
↔
Γ.
The final expression for δǫ (1) is obtained by substituting this ↔m into (7.70):
δǫ (1)(~ǫ,~r) = ~ǫ · ↔Γ +
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫ
− ~ǫ · ∂
∂(∆~r)
N∑
k=1
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫk
∆~r
. (7.77)
For the sake of the later use we introduce the notation,
δǫ (1)naf(~ǫ,~r) ≡
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫ
− ~ǫ · ∂
∂(∆~r)
N∑
k=1
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫk
∆~r
, (7.78)
where naf implies the non-affine correction.
7.3.5 The form of δǫ (1,0)’s in the case of ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
, 0
We recall that ρ(0,A)
3
, 0 implies a three-dimensional medium having the character which is analogous to the
natural spontaneous curvature of two-dimensional membrane (see §§ 7.3.3). The object is to extract the
information on δǫ (1,0) from (7.25) as summaried in §§ 7.3.4.2. For this purpose, we generalize the Theorem
7.3.6 for the case with ρ(0,A)
3
, 0. First we argue how the slowly varying part can be formally extracted. We will
use again the notation introduced in the Theorem 7.3.6.
Lemma 7.3.16 (Generalization of the K-theorem)
If the function φ
(
~ǫ1, ~ǫ2
)
that varies fastly in certain restricted domains in (~ǫ1, ~ǫ2) space is is the solution of
ψ
(
~ǫ1, ~ǫ2
)
= (~K1 · ∂~ǫ1 + ~K2 · ∂~ǫ2 +
↔
K1,1 : ∂~ǫ1 ⊗ ∂~ǫ1 +
↔
K2,2 : ∂~ǫ2 ⊗ ∂~ǫ2 +
↔
K1,2 : ∂~ǫ1 ⊗ ∂~ǫ2 + ...)φ
(
~ǫ1, ~ǫ2
)
(7.79)
then the slowly varying coefficients ~K1, ~K2,
↔
K1,1,
↔
K2,2,
↔
K1,2 .... as functions of ~ǫ1 and ~ǫ2, then the set
(~K1, ~K2,
↔
K1,1,
↔
K2,2,
↔
K1,2, ...) is uniquely fixed for a given ψ.
Proof : If the two sets of slowly varying functions , (~K(I)
1
, ~K(I)
2
,
↔
K
(I)
1,1,
↔
K
(I)
2,2,
↔
K
(I)
1,2, ...) and (~K
(II)
1
, ~K(II)
2
,
↔
K
(II)
1,1 ,
↔
K
(II)
2,2 ,
↔
K
(II)
1,2 , ...) both
satisfies (7.79), then the set, (~K
1
, ~K
2
,
↔
K1,1,
↔
K2,2,
↔
K1,2, ...) ≡ (~K(I)1 , ~K(I)2 ,
↔
K
(I)
1,1,
↔
K
(I)
2,2,
↔
K
(I)
1,2, ...) − (~K(II)1 , ~K(II)2 ,
↔
K
(II)
1,1 ,
↔
K
(II)
2,2 ,
↔
K
(II)
1,2 , ...)
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corresponds the case of the original K-theorem 7.3.6. Therefore, the difference (~K
1
, ~K
2
,
↔
K1,1,
↔
K2,2,
↔
K1,2, ...) must be
identically zero.
We now apply the above lemma to (7.25). We can identify the correspondences: ψ = 2ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
,
and φ = ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
. Then the 3-dimensional vectors ~K1 and ~K2 in (7.25) should be:
~K1 =
(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) − δǫ1 (7.80)
~K2 = +
(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) − δǫ2 (7.81)
where δǫ1 and δǫ2 has been defined in Definition 7.34. In the case ψ , 0, These vector fields do not vanish,
unlike it did in the homogeneous case (see (7.36) and (7.35)) because of the inhomogeneous term ψ. We thus
introduce the notation, ∆ǫ1 and ∆ǫ2:
Definition 20
∆ǫ1
(
~ǫ1, ~ǫ2, pˆ, qˆ
) ≡ K1 = (δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) − δǫ1
∆ǫ2
(
~ǫ1, ~ǫ2, pˆ, qˆ
) ≡ K2 = (δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) − δǫ2 (7.82)
One consequece is that, if we substitute the definitions of ∆ǫ1 and ∆ǫ2, and also substitute ψ = 2ρ(0,A)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
,
and φ = ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
, we have
ρ
(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
=
[
1
2
∆ǫ1
(
~ǫ1, ~ǫ2,~r
) · ∂~ǫ1 + 12∆ǫ2
(
~ǫ1, ~ǫ2,~r
) · ∂~ǫ2
]
ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
+ ... (7.83)
We see the parallelism between this equation and (7.37) for the ρ(0,A)
3
= 0 case, where the correspondence is
(−ρ(0,A)
3
, ∆ǫ1, ∆ǫ2, ρ(0,B)3 ) vs ( ρ
(A)
3
, δǫ1, δǫ2 and ρ(0,B)3 ).
Lemma 7.3.17
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = ∆ǫ (~ǫ1, ~ǫ2, pˆ, qˆ) +
(
1
2
− 4
3
(B− ◦ U−)
)
[δǫ1]
(
~ǫ1, ~ǫ2,~r
) − 1
3
B− [δǫ2]
(
~ǫ1, ~ǫ2,~r
)
+
↔
m · ~ǫ1, (7.84)
where ∆ǫ is defined by
∆ǫ (~ǫ1, ~ǫ2, pˆ, qˆ) ≡
(
1
2
− 4
3
(B− ◦ U−)
)
[∆ǫ1]
(
~ǫ1, ~ǫ2,~r
) − 1
3
B− [∆ǫ2]
(
~ǫ1, ~ǫ2,~r
)
. (7.85)
The proof of (7.84) is found in Appendix B.29.
Lemma 7.3.18
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = ∆ǫ (~ǫ1, ~ǫ2, pˆ, qˆ) + ↔m · ~ǫ1 + 1
3
(
(~ǫ1 + ~ǫ2) ◦ WˆdΛ
)
· ~ǫ1 + . . . (7.86)
Proof : The δǫ1 and δǫ2 in the above are always defined by (7.34) (= (??)), which contain the δǫ (1,0) in the gradient
(~ǫ1 · ∇). Therefore, the direct evaluation of the operators (B− and U−) can be done in the same manner as there:
We can substitute (7.34) for the δǫ1 and δǫ2 in (7.84). We then obtain an implicit functional equation for δǫ (1,0).
We can solve this equation iteratively, as in the case of ρ(0,A)
3
= 0 because the smallness of |~ǫ · ∇| in (7.34) is
always there. The only difference is that, upon the first iteration, the new term ∆ǫ enters through δǫ1 and δǫ2.
This term, therefore contributes of the order ∼ (~ǫ1 · ∇)∆ǫ . This term can, however, be ignored because the formula
for δǫ (1,0) (7.84) always has the non-iterated ∆ǫ as the first term on the r.h.s.
In short the only modification due to non-zero ρ(0,A)
3
is the additional ∆ǫ in the first term with respect to (7.61).
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7.3.5.1 Result for δǫ (1)
As for ∆ǫ , this quantity is still ill-specified. Physically, however, ∆ǫ must contains intrinsic information of the
medium, as we see from (7.83) and the discussion of the physical meaning of ρ(0,A)
3
given in §§ 7.3.3. We,
therefore, define intrinsic quantities,
Definition 21 (intrinsic parameters,
↔
m
(int)
and Wˆ(int)
dΛ
)
These quantities are such that δǫ (1,0) in (7.86) vanishes for ↔m = ↔m
(int)
and WˆdΛ = Wˆ
(int)
dΛ
. That is,
0 = ∆ǫ (~ǫ1, ~ǫ2, pˆ, qˆ) + ↔m(int) · ~ǫ1 + 1
3
(
(~ǫ1 + ~ǫ2) ◦ Wˆ (int)dΛ
)
· ~ǫ1 + . . . (7.87)
When we subtract from (7.86) the above equation side-by-side, we have a neat expression for δǫ (1,0):
δǫ (1,0) (~ǫ1, ~ǫ2,~r) = (↔m − ↔m(int)) · ~ǫ1 + 1
3
(
(~ǫ1 + ~ǫ2) ◦ (WˆdΛ − Wˆ (int)dΛ )
)
· ~ǫ1 + . . . (7.88)
Physically, if a fluid particle in the actual state takes the value
↔
m =
↔
m
(int)
and WˆdΛ = Wˆ
(int)
dΛ
, no changes will be
observed when it is (fictitiously) cut out to relax to the reference state.
Up to here was on the level of three-body interaction. The analyses in §§ 7.3.4.5 and §§ 7.3.4.7 done for
the case of ρ(A)
3
= 0 can be adapted here to the case of ρ(A)
3
, 0, just by replacing
↔
m there by
↔
m − ↔m
(int)
and WˆdΛ
there by WˆdΛ − Wˆ (int)dΛ . Skipping all the parallel procedures, we finally obtain the counterpart of (7.77) which is
adapted for the case ρ(0,A)
3
, 0.
Theorem 7.3.13 (δǫ (1)(~ǫ,~r))
δǫ (1)(~ǫ,~r) = ~ǫ · ↔Γ +
{
δǫ (1)naf(~ǫ,~r) − δǫ (1)naf(~ǫ,~r)
∣∣∣
WˆdΛ=Wˆ
(int)
dΛ
}
= ∆ǫ (1)(~ǫ,~r) + ~ǫ · ↔Γ + δǫ (1)naf(~ǫ,~r), (7.89)
where ∆ǫ (1)(~ǫ,~r) is defined as*
∆ǫ (1)(~ǫ,~r) ≡ − δǫ (1)naf(~ǫ,~r)
∣∣∣
WˆdΛ=Wˆ
(int)
dΛ
.
, (7.90)
*Note that
↔
Γ has been defined by (7.76), and δǫ (1)naf(~ǫ,~r) has been defined in (7.78) that is,
δǫ (1)naf(~ǫ,~r) ≡
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫ
− ~ǫ · ∂
∂(∆~r)
∑N
k=1
[
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
]
~ǫ1=~ǫk
∆~r
.
On the r.h.s. of (7.89) we have the intrinsic term, ∆ǫ (1)(~ǫ,~r), that depends on the polar order parameters pˆ
and qˆ, the second term, ~ǫ ·↔Γ, that includs the shear order parameter and the last non-affine term, δǫ (1)naf(~ǫ,~r),
that reflects the gradients of the polar order parameters, ∇pˆ and ∇qˆ.
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8.1. PASSIVE CONTRIBUTIONS
Introduction
In the previous chapter, we have established the kinematic relation between the local kinematic parameter
δǫ (1)(~ǫ,~r) and the “order parameters,” i.e., ~ǫ ·↔Γ and δǫ (1)naf(~ǫ,~r) (or, essentially, WˆdΛ), which is associated to ∇pˆ
and ∇qˆ, as well as the intrinsic contribution, ∆ǫ (1)(~ǫ,~r).
Knowing this kinematic parameter δǫ (1)(~ǫ,~r) we go on to the dynamics part, which is in opposition to the
kinematics part. We will construct the constitutive equations. We discuss first the passive contributions,
which exist even in the non-active system. (It is difficult to talk about “near” equilibrium, because the passive
cellular media have often the topology and/or geometry that are very far from equilibrium or long-time limit.
The boundary conditions are discussed in the final section.
Unlike the two conservation equations, which we have fully discussed in Chap. 6, the physical interpre-
tation or intuitive explanation of each term of the constitutive laws would be quite cumbersome and of less
interest than the schematic explanation for the most relevant terms. We, therefore, postpone this task to the
chapter of application (Chap. 9), where we apply the present formalism to the experimental situations with
several simplifications and, there, we will identifying the essential terms in the constitutive equations1. We will
then give the physical approximation for these terms in §§ 9.2.5.
8.1 Passive contributions
8.1.1 Linear and Angular Momentum deviation
8.1.1.1 Formal expressions for
↔
G and
↔
C
We seek for the relation between flux of conserved quantities and the order parameters that are identified in
the preceeding sections by an intermediate of the kinetic parameter, δǫ (1)(~ǫ,~r).
If we have the concrete expressions for
↔
G =
1
2
∫ ∫ ∫
~ǫ ⊗ ~F ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫd3 ~Fd3 ~M
and
↔
C =
1
2
∫ ∫ ∫
~ǫ ⊗ ~M ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫd3 ~Fd3 ~M,
then the conservation laws discussed in Chap. 6 should close the system of equations and we can describe
the evolution of the system, supplemented with the boundary conditions.
We first extract the “reference fluxes,”
↔
G
(0)
and
↔
C
(0)
, from the total fluxes as the deviations,
↔
G −
↔
G
(0)
and
↔
C −
↔
C
(0)
, where
↔
G
(0)
=
1
2
∫ ∫ ∫
~ǫ ⊗ ~Fρ(0)
2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫd3 ~Fd3 ~M
and
↔
C
(0)
=
1
2
∫ ∫ ∫
~ǫ ⊗ ~Mρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~Fd3 ~M.
This is done through the separation of the reference distribution in the above expressions for
↔
G and
↔
C using
(7.10),2
↔
G =
1
2
∫ ∫ ∫
~ǫ⊗ ~F
{
1 − (∂~ǫ · δ~ǫ) − δ~ǫ · ∂~ǫ − (∂ ~F · δ ~F) − δ ~F · ∂ ~F − (∂ ~M · δ ~M) − δ ~M · ∂ ~M
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~Fd3 ~M,
and
↔
C =
1
2
∫ ∫ ∫
~ǫ⊗ ~M
{
1 − (∂~ǫ · δ~ǫ) − δ~ǫ · ∂~ǫ − (∂ ~F · δ ~F) − δ ~F · ∂ ~F − (∂ ~M · δ ~M) − δ ~M · ∂ ~M
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~Fd3 ~M,
1The readers may consult (9.5) and (9.7) while the definition of the notations should be given before
2That is, ρ
2FM
(
~ǫ, ~F, ~M,~r
)
≃ ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
−
[
∂~ǫ · δ~ǫ + ∂ ~F · δ ~F + ∂ ~M · δ ~M
]
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
+ O
(
(∂~ǫ · δ~ǫ)2, (∂ ~F · δ ~F)2, (∂ ~M · δ ~M)2
)
.
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where δ~ǫ(~ǫ, ~F, ~M,~r), δ ~F(~ǫ, ~F, ~M,~r) and δ ~M(~ǫ, ~F, ~M,~r) have been defined in Definition 5. The integration by parts
of the integrals on the r.h.s. gives
↔
G =
↔
G
(0)
+
1
2
∫ ∫ ∫ {
δ~ǫ ⊗ ~F + ~ǫ ⊗ δ ~F
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~Fd3 ~M (8.1a)
↔
C =
↔
C
(0)
+
1
2
∫ ∫ ∫ {
δ~ǫ ⊗ ~M + ~ǫ ⊗ δ ~M
}
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~Fd3 ~M, (8.1b)
where we used, for example, ∂~ǫ ⊗ ~ǫ = id. or ∂ ~M(~ǫ ⊗ ~F) = 0, etc.
If we introduce the partially integrated densities,
ρ
(0)
M
(
~M, pˆ, qˆ
)
=
∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Fd3~ǫ,
ρ
(0)
F
(
~F, pˆ, qˆ
)
=
∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Md3~ǫ, (8.2)
then we may avoid the triple integral d3~ǫd3 ~Fd3 ~M. Using these partially integrated densities, the equations (8.1)
read
↔
G −
↔
G
(0)
=
1
2
{∫
〈δ ~F〉FM ⊗ ~ǫ ρ(0)2
(
~ǫ, pˆ, qˆ
)
d3~ǫ +
∫
~F ⊗ 〈δ~ǫ〉ǫM ρ(0)F
(
~F, pˆ, qˆ
)
d3 ~F
}
(8.3a)
↔
C −
↔
C
(0)
=
1
2
{∫
〈δ ~M〉FM ⊗ ~ǫ ρ(0)2
(
~ǫ, pˆ, qˆ
)
d3~ǫ +
∫
~M ⊗ 〈δ~ǫ〉ǫF ρ(0)M
(
~M, pˆ, qˆ
)
d3 ~M
}
, (8.3b)
where
〈δ ~F〉FM =
∫ ∫
δ ~Fρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Fd3 ~M∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Fd3 ~M
, 〈δ ~M〉FM =
∫ ∫
δ ~Mρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Fd3 ~M∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3 ~Fd3 ~M
, (8.4)
〈δ~ǫ〉ǫF =
∫ ∫
δ~ǫρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~F∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~F
, 〈δ~ǫ〉ǫM =
∫ ∫
δ~ǫρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~M∫ ∫
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
d3~ǫd3 ~M
. (8.5)
The suffix, for example “FM” of 〈 〉FM , means that the integrations with respect to ~F and ~M have already
been done.
The task is, therefore, to find the forms of 〈δ ~F〉FM, 〈δ~ǫ〉ǫM, 〈δ ~M〉FM and 〈δ~ǫ〉ǫF . This is the subject from the
next subsection.
8.1.1.2 Molecular-field model of the interactions
Apparently the knowledges of δǫ (1,0)(~ǫ1, ~ǫ2,~r) or δǫ (1)(~ǫ1,~r) that we have are not sufficient for them. To provide
〈δ ~F〉FM, 〈δ~ǫ〉ǫM, 〈δ ~M〉FM and 〈δ~ǫ〉ǫF from the above known quantities, we will adopt a kind of local molecular-field
picture:
We take a pair of neighboring cells, e.g. cell-i and cell- j. This pair is surrounded by their "micro-
environment," a shell of cells which are either the first neighbor of i-th cell or that of j-th cell, but excluding the
i- j pair in question, See Fig. 8.1. Our idea is summarized as follows:
1. When the medium is macroscopically deformed, the deviations about the i- j pair, δ ~Fi, j, δ ~Mi, j, and δ~ǫi, j
due to this macroscopic deformation are completely specified by the displacements of this "micro-
environment" relative to the central pair cells; {δ~ǫi,k} (k , j) and {δ~ǫ j,ℓ} (ℓ , i).
2. These relative displacements of the micro-environment, for example δ~ǫi,k (with k , j), are expressed in
terms of δǫ (1) defined in (7.69), such as
δ~ǫi,k = δǫ (1)(~ǫi,k,~r).
3. The relation between the output, δ ~Fi, j, δ ~Mi, j, and δ~ǫi, j, and the input, {δǫ (1)(~ǫi,k,~r)}k, j and {δǫ (1)(~ǫi,ℓ,~r)}ℓ,i
is well approximated by linear relations.
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Figure 8.1: Definition of the “micro-environment” (shaded) of the i- j pair of cells. In reality the structure is
three-dimensional.
The usage of the averaged quantity δǫ (1) in the calculation of the micro response is a core idea of the “molec-
ular field theory” (Weiss theory) or “reaction field theory” (Onsager theory) of the solid-state physics.
In the present context, the second and the third hypotheses above expect that, due to the large number
of cells constituting the "micro-environment" (about thirty?), the influence of this micro-environemnt latter on
the cell pair at the center should be self-averaged, like the molecular field of spin models. In the language
of the molecular field, our system is in the regime of paramagnetism, or well above the “Curie temperature”,
without having strong feed-back loop of interaction to bring about a qualitatively new state. See below, the
Proposition 8.1.6 “Cell’s adaptation to the dense environment by weakening its polar nature” below. We
therefore assume that the “molecular field” δǫ (1) is weak and the linear approximation is enough. The above
ideas are represented in the following form :
δ~ǫi, j =
(i)∑
k(, j)
↔
Ei,k · δǫ (1)
(
~ǫi,k,~r
)
+
( j)∑
l(,i)
↔
E j,ℓ · δǫ (1)
(
~ǫ j,ℓ,~r
)
(8.6a)
δ ~Fi, j =
(i)∑
k(, j)
↔
F i,k · δǫ (1)
(
~ǫi,k,~r
)
+
( j)∑
l(,i)
↔
F j,ℓ · δǫ (1)
(
~ǫ j,ℓ,~r
)
(8.6b)
δ ~Mi, j =
(i)∑
k(, j)
↔
Ci,k · δǫ (1)
(
~ǫi,k,~r
)
+
( j)∑
ℓ(,i)
↔
C j,ℓ · δǫ (1)
(
~ǫ j,ℓ,~r
)
, (8.6c)
By coarse-graining these equations we can close these “molecular-field” type input-output relations to
obtain the expressions for the quantities defined in (8.4). For example, the statistical average 〈δ ~F〉FM defined
in (8.5), which depends on ~ǫ and ~r (through pˆ(~r) and qˆ(~r)), should be identified with the deviations δ ~Fi, j of (8.6)
under a given neighbor distance ~r. This assertion reads
(8.5) 〈δ ~F〉FM
(
~ǫ,~r
)
= 〈δ ~Fi, j〉(0)~ǫi, j=~ǫ (8.6), (8.7)
where the variables and constraints are explicitly written. The technique is similar to what is used around
(6.13) and (6.14).
Lemma 8.1.1
The quantities defined in (8.4) are written as follows:
〈δ ~F〉FM
(
~ǫ,~r
)
=
∫ ↔
χF
(
~ǫ,~ǫ ′, pˆ, qˆ
) · δǫ (1) (~ǫ ′,~r) d3~ǫ ′, (8.8a)
〈δ~ǫ〉ǫM
(
~F,~r
)
=
∫ ↔
χǫ |F
(
~F, ~ǫ ′, pˆ, qˆ
)
· δǫ (1) (~ǫ ′,~r) d3~ǫ ′ (8.8b)
〈δ~ǫ〉ǫF
(
~M,~r
)
=
∫ ↔
χǫ|M
(
~M, ~ǫ ′, pˆ, qˆ
)
· δǫ (1) (~ǫ ′,~r) d3~ǫ ′ (8.8c)
〈δ ~M〉FM
(
~ǫ,~r
)
=
∫ ↔
χM
(
~ǫ,~ǫ ′, pˆ, qˆ
) · δǫ (1) (~ǫ ′,~r) d3~ǫ ′, (8.8d)
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where the "susceptibility" kernels are defined through
↔
χF
(
~ǫ,~ǫ ′, pˆ, qˆ
)
=
〈
(i)∑
k
↔
F i,kδ
(
~ǫi,k − ~ǫ ′
)
+
( j)∑
k
↔
F j,kδ
(
~ǫ j,k − ~ǫ ′
)
〉(0)
~ǫi, j=~ǫ
(8.9a)
↔
χF
(
~ǫ,~ǫ ′, pˆ, qˆ
)
=
∑
i
∑(i)
j
{∑(i)
k
↔
F i,kδ
(
~ǫi,k − ~ǫ ′
)
+
∑( j)
k
↔
F j,kδ
(
~ǫ j,k − ~ǫ ′
)}
δ
(
~ǫi, j − ~ǫ
)
δ
(
~ri − ~r
)
ρ2
(
~ǫ, pˆ, qˆ
) (8.9b)
↔
χǫ |F
(
~F, ~ǫ ′, pˆ, qˆ
)
=
∑
i
∑(i)
k j
{∑(i)
k
↔
Ei,kδ
(
~ǫi,k − ~ǫ ′
)
+
∑( j)
k
↔
E j,kδ
(
~ǫ j,k − ~ǫ ′
)}
δ
(
~Fi, j − ~F
)
δ
(
~ri − ~r
)
ρ
(0)
F
(
~F, pˆ, qˆ
) (8.9c)
↔
χǫ|M
(
~M, ~ǫ ′, pˆ, qˆ
)
=
∑
i
∑(i)
j
{∑(i)
k
↔
Ei,kδ
(
~ǫi,k − ~ǫ ′
)
+
∑( j)
k
↔
E j,kδ
(
~ǫ j,k − ~ǫ ′
)}
δ
(
~Mi, j − ~M
)
δ
(
~ri − ~r
)
ρ
(0)
M
(
~M, pˆ, qˆ
) (8.9d)
↔
χM
(
~ǫ,~ǫ ′, pˆ, qˆ
)
=
∑
i
∑(i)
j
{∑(i)
k
↔
Ci,kδ
(
~ǫi,k − ~ǫ ′
)
+
∑( j)
k
↔
C j, kδ
(
~ǫ j,k − ~ǫ ′
)}
δ
(
~ǫi, j − ~ǫ
)
δ
(
~ri − ~r
)
ρ
(0)
2
(
~ǫ, pˆ, qˆ
) . (8.9e)
Note: The definitions of ρ(0)
F
and ρ(0)
C
are in (8.2).
Proof : We take (8.8a) for example. δ ~Fi, j in (8.6) can be written as δ ~Fi, j =
∫ {∑(i)
k
↔
F i,kδ
(
~ǫi,k − ~ǫ ′
)
+
∑( j)
k
↔
F j,kδ
(
~ǫ j,k − ~ǫ ′
)}
·
δǫ (1)(~ǫ ′,~r)d3~ǫ ′. Using the identification (8.7) discussed above, we have the expressions in (8.9b) etc.
Now we substitute (8.8) into the expression of the deviations the momentum fluxes.
Lemma 8.1.2
δ
↔
G
[
δǫ (1)
]
≡ ↔G −
↔
G
(0)
=
1
2
∫
~ǫ ⊗
{∫ ↔
χF
(
~ǫ,~ǫ ′, pˆ, qˆ
) · δǫ (1) (~ǫ ′,~r) d3~ǫ ′
}
ρ
(0)
2
(
~ǫ, pˆ, qˆ
)
d3~ǫ
+
1
2
∫ {∫ ↔
χǫ|F
(
~F, ~ǫ ′, pˆ, qˆ
)
· δǫ (1) (~ǫ ′,~r) d3~ǫ ′
}
⊗ ~Fρ(0)
F
(
~F, pˆ, qˆ
)
d3 ~F (8.10)
δ
↔
C
[
δǫ (1)
]
≡ ↔C −
↔
C
(0)
=
1
2
∫
~ǫ ⊗
{∫ ↔
χM
(
~ǫ,~ǫ ′, pˆ, qˆ
) · δǫ (1) (~ǫ ′,~r) d3~ǫ ′
}
ρ
(0)
2
(
~ǫ, pˆ, qˆ
)
d3~ǫ
+
1
2
∫ {∫ ↔
χǫ |M
(
~M, ~ǫ ′, pˆ, qˆ
)
· δǫ (1) (~ǫ ′,~r) d3~ǫ ′
}
⊗ ~Mρ(0)
M
(
~M, pˆ, qˆ
)
d3 ~M (8.11)
8.1.1.3 Concrete formulas for
↔
G and
↔
C
Up to (7.89 ) we studied δǫ (1) −∆ǫ (1)(~ǫ,~r), i.e., the microscopic deviation of the neighbor position, ~ǫ, that speci-
fies the actual state with respect to the reference state, and found the expression in terms of the deformation
↔
Γ
and WˆdΛ. Using this deviation, we established in (8.10) and (8.11) the formal expression for δ
↔
G
[
δǫ (1)
]
=
↔
G−
↔
G
(0)
,
i.e., the deviation of the momentum flux, and for δ
↔
C
[
δǫ (1)
]
=
↔
C −
↔
C
(0)
, i.e., the deviation of the angular momen-
tum flux, as functionals of δǫ (1). Because δ
↔
G
[
δǫ (1)
]
and δ
↔
C
[
δǫ (1)
]
are linearly dependent on δǫ (1), which in
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turn depends linearly on
↔
Γ and WˆdΛ, we obtain,
Lemma 8.1.3
↔
G(~r) =
↔
G
(0)
+ δ
↔
G
[
∆ǫ (1)
]
− g : ↔Γ − gǫ : ◦WˆdΛ + (h.o.t.) (8.12a)
↔
C(~r) =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− c : ↔Γ − cǫ : ◦WˆdΛ + (h.o.t.), (8.12b)
where g is tensorial coefficients of rank 4, and, and gǫ and cǫ are those of rank 5. The symboles : and
: ◦ denotes to take the full index contraction with the tensors to the right, i.e., ↔Γ and WˆdΛ, respectively,
to that the result be the tensors of rank 2. Those (h.o.t.) to the extreme right are the small error of order
(||δǫ (1)||/|ǫ |)2, where |ǫ| is the characteristic center-to-center distance between the neighboring cells.
The proof of (8.12) is found in Appendix B.30.
Microscopic phenomenological model (“Weiss approximation”) : As told in the introduction of this
chapter, our bottom-up approach from the three-body neighbor distributions have achieved already several
things. (i) We could identify the order parameters,
↔
Γ and WˆdΛ, which we know how to construct micro-
scopically. (ii) The statistically representative deviations, δǫ (1,0) or δǫ (1), of the neighbor vector ~ǫ have been
constructed in terms of these order parameters. Once these bases are founded, we need to relate these to
the macroscopic quantities, as written in (8.12). We regard this as a microscopic phenomenological model in
the following sense.
As in the Weiss model, or the very Ising model of ferromagnetism to start with, we introduce a microscopic
model with a few phenomenological parameter like Ji, j of the spin-spin coupling, (−Ji, j~si · ~s j). Sometimes one
can estimate the magnitude of Ji, j from experimental data. Whether or not it is done, however, we know the
form of the coupling from the symmetry argument. For example, the ±z inversion symmetry of the coupling
energy justify the above form ∝ ~si · ~s j with Ji, j being invariant under the ± inversion. This is how we construct
phenomenologically the microscopic model.
We have,
↔
Γ and WˆdΛ, which we know how to construct microscopically on the one hand, and we have the
macroscopic
↔
G and
↔
C, on the otherhand. We will check how the other terms and coefficients g etc. in (8.12)
behave under different symmetry transformations.
We will discuss (1) momentum and angular momentum fluxes, (2) the order parameters, and (3)
↔
1 , pˆ and
qˆ and ε. We shall denote by ‖uˆ the unit normal of the plane of the mirror inversion.
(Fluxes) Under the mirror inversion,
↔
G −→ [
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] :
↔
G
↔
C −→ −[
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] :
↔
C.
It is because
↔
G is constructed microscopically by the two vectors ~F and ~ǫ. (See (6.22).) Contrastingly,
↔
C
is a pseudo-tensor because it is constructed microscopically by the microscopic torque ~M and ~ǫ, where
~M a pseudo-vector that changes its sign under the mirror inversion. (See (6.25).)
(Order parameters) Under the mirror inversion,
... :
↔
Γ −→ ...[
↔
1 − 2uˆ ⊗ uˆ][
↔
1 − 2uˆ ⊗ uˆ] :
↔
Γ
... : ◦WˆdΛ) −→ ...[
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] : ◦WˆdΛ.
(pˆ etc.) Under the mirror inversion (the proofs are given in Appendix B.31):
pˆ −→ [↔1 − 2uˆ ⊗ uˆ] · pˆ, qˆ −→ [
↔
1 − 2uˆ ⊗ uˆ] · qˆ.
↔
1 −→ [
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] :
↔
1 =
↔
1 .
(...
...ε) −→ −(. . . [↔1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ] ⊗ [
↔
1 − 2uˆ ⊗ uˆ]
...ε) = −ε. (8.13)
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Immediate consequences found from the above list are
Lemma 8.1.4
1. The (intrinsic) terms and coefficients in (8.12) other than
↔
G,
↔
C,
↔
Γ and WˆdΛ in (8.12a) should not
practically contain ε. (cf. The pair of ε can be eliminated under contraction).
2. Those in (8.12b) should practically contain a single ε.
Here “practically” means that if we contract two ε’s, it returns to a (non-pseudo) quantity. Therefore, the
appearance of ε by even times will not be counted.
Next we list the property of the terms or coefficients under the simultaneous inversion of pˆ and qˆ into (−pˆ)
and (−qˆ) :
(Order parameters) Under the inversion, pˆ and qˆ into (−pˆ) and (−qˆ), both order parameters remains the
same: ↔
Γ −→
↔
Γ, WˆdΛ −→ WˆdΛ
The first one is evident, while the second remains invariant because WˆdΛ contains pˆ or qˆ for even times.
(g and c) Under the inversion, pˆ and qˆ into (−pˆ) and (−qˆ),
g −→ g, c −→ −c.
These are tensors of rank 4. As g does not contain ε (see above), pˆ or qˆ should practically appear
for even times in it. On the other hand, c, which contains one rank 3 pseudo-tensor ε, pˆ or qˆ should
practically appear for once.
(gǫ and cǫ ) Under the inversion, pˆ and qˆ into (−pˆ) and (−qˆ),
gǫ −→ −gǫ , cǫ −→ cǫ .
We use the same argument as for g and c except that gǫ and cǫ are tensors of rank 5.
By combining the above observations, we can assert the following:
Lemma 8.1.5
Under the inversion, pˆ and qˆ into (− pˆ) and (−qˆ), the terms below change their sign (i.e. of odd parity),
showing the polar aspect of the cells:
gǫ : ◦WˆdΛ,
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
, c :
↔
Γ,
The identification of the odd parity terms due to asymmetry of the medium is important because we claim
the following biophysical hypothesis:
Proposition 8.1.6 (Cell’s adaptation to the dense environment)
In the aggregate the constituting cells weaken their polar nature and show only weak asymmetry.
Argument: We expect that the evolution of Dictyostelium Discoideum has been such that, in the migration
stage, the cells in the aggregates avoid too much mutual conflict or disorder. This is the idea behind our
hypothesis of slow variations, ~ǫ · ∇ ≪ 1. If this asymmetry of cellular units were very strong, the internal
constraint should be a priori also strong and, therefore, the spontaneous curvature of the medium should be
high. Such situation seems not be compatible with the slow variations, because in the reference state, the
microscopic arrangement of the medium should vary rapidly due to the strong internal constraints. In the same
context we expect that, upon entering the migration stage due to starvation, the individual cells becomes more
adaptive to its environment to decrease the intern mechanical constraints.
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For the moment, this proposition has no experimental proof but remains a hypothesis which seems to be
plausible for us. Experimental check would be a challenge.
If we admit this proposition, those terms of odd parity under the inversion, pˆ and qˆ into (− pˆ) and (−qˆ),
should be relatively small as compared to the remainder in the expressions of
↔
G and
↔
C (8.12). We therefore
end up with the simplified version of (8.12) with keeping only the even parity terms:
Lemma 8.1.7 ( Main contributions to
↔
G and
↔
C in (8.12))
↔
G =
↔
G
(0)
+ δ
↔
G
[
∆ǫ (1)
]
− (g : ↔Γ) + (small terms) (8.14a)
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ : ◦WˆdΛ) + (small terms), (8.14b)
where (small terms) in these equations contain, besides those written as (h.o.t.) in (8.12) also the terms we
excluded based on the above “adaptation hypothesis”. For example, among the ignored terms in (8.14a),
there is gǫ : ◦(WˆdΛ) or even other term that contains ∇WˆdΛ. These two terms contains different coefficients of
different ranks and, therefore, of different parity about the inversion, pˆ and qˆ into (− pˆ) and (−qˆ). Notice that the
∇·↔C with (8.14b) also generates the term containing ∇WˆdΛ. The macroscopic balance equation (6.24)), that is,
∇ · ↔C = −ε :
↔
G should, therefore contains ∇WˆdΛ on both hand side. Our point of view (see below §§ 8.2.5.2) is
that the effect of this “deformation gradient”, ∇WˆdΛ, is well represented by the term in ∇·
↔
C. Finally, we suppose
that δ
↔
G[δǫ (1)] = 0.
We recall that the vectors pˆ and qˆ are introduced in a hierarchical manner; first pˆ(~r) is identified for the cell
in the actual state, then qˆ(~r) is determined by adjusting the secondary axis of the fictitious relaxation of fluid
particle to the reference state (see §§.7.2.3). While qˆ is used in the kinematics, or, for orienting the fluid particle
in the reference state, its role in the dynamics is secondary, because the dominant feature of the polarized cell
is its large aspect ratio and its principal orientation ∼ pˆ. We, therefore, put another physical assumption:
Proposition 8.1.8 (Simplification about the definition in §§7.2.3 — Ignorance of weak asymmetry, qˆ)
We assume the anisotropy of the medium depends only on the pˆ and we neglect the anisotropy around this
polar direction. As a consequence, we ignore, hereafter, dependencies on qˆ of the quantities mentioned in
the §§ 7.2.3.
8.1.2 Incompressibility and relaxation
8.1.2.1 incompressibility.
It is practical to assume that the medium is incompressible at the spatio-temporal scales of our macroscopic
description. While we deal with the slow process where the inertia is negligible, it is still a fast process in
the sense that the rate of change of the volume of fluid particle, ∇ · ~V(~r, t), is set to be zero to a very good
approximation. As is well known in the ordinary hydrodynamics, this constraint, ∇ · ~V(~r, t) = 0 hampers to
determine the flux
↔
G locally in terms of the order parameters. On the otherhand, if there is only a hydrostatic
pressure P0, the total momentum flux is
↔
G = P0
↔
1 .
We will follow the convention that the pressure P determines the isotropic part of
↔
G, and introduce the
traceless momentum flux,
↔
Π, that is,
Definition 22 (Traceless momentum flux
↔
Π and pressure P)
P and
↔
Π is such that
↔
G =
↔
Π + P
↔
1 , Tr(
↔
Π) = 0, therefore, P =
1
3
Tr
(↔
G
)
(8.15)
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Here P is a Lagrange multiplier determined such that the divergence free condition ∇ · ~V = 0 holds.
To be consistent with this dynamical constraint, we must impose the kinematical constraint on the fictitious
relaxation associated to the transformation between the actual state and the reference state: If we relate the
tensor of actual flow, ∇ ⊗ ~V , to the tensor associated to the fictitious relaxation, ∂ δ~r/∂ (∆~r) (see (7.89)), then
the incompressibility constraint, ∇ · ~V = 0, is related to the traceless condition of the latter. That is,
Definition 23 (Incompressibility constraint on the transformation between actual and reference state)
For incompressible media, we supose
Tr
(
∂ δ~r
∂ (∆~r)
)
= 0. (8.16)
Coming back to the dynamical condition, we will briefly show below that the Lagrange multiplier can be
interpreted as the pressure field in our framework of Chap. 6. For this purpose we assume that each cell is
incompressible, that is, ‖Ωi‖ ≡
∫
Ωi
d3~r remains constant. Although such model might not be biologically realistic,
we discuss this because (1) this is a sufficient model to assure the incompressibility, and (2) incompressibility
constraint on the “cell” can be justified if we replace the “cell” by a group of cells in the following argument,
because the larger is the coarse graining scale the more accurate is the incompressibility constraint. To each
cell, e.g. ith cell, we assign a Lagrange multiplier (constant), λi and rewrite (6.1) as follows∫
~r∈∂Ωi
↔
G · d ~Ae(~r) =
∫
~r∈∂Ωi
↔
G′ · d ~Ae(~r) −
∫
~r∈∂Ωi
λid ~Ae(~r),
where
↔
G′ ·d ~Ae(~r) is the part of momentum flow governed by the order parameters,
↔
Γ and WˆdΛ, while the second
term on the r.h.s. gives the momentum flow from the ith cell due to the pressure term −λi. The last term on
the r.h.s. can be rewritten as3
−
∫
~r∈∂Ωi
λid ~Ae(~r) = λi
∫
~r∈R3
∇HΩi (~r)d3~r, HΩi (~r) =
{
1 if ~r ∈ Ωi ,
0 else.
Stationary mechanical equilibrium imposes the both sides of this equation to vanish. Now adding over all
the cells whose centers are within Ω, we have
~0 =
∑
~ri∈Ω
∫
~r∈∂Ωi
↔
G · d ~Ae(~r)
=
∑
~ri∈Ω
∫
~r∈∂Ωi
↔
G′ · d ~Ae(~r) +
∫
~r∈R3
∇

∑
~ri∈Ω
λiHΩi (~r)
d3~r. (8.17)
If we introduce
λ(~r) =
∑
i
λ′i HΩi (~r)
second line of (8.17) becomes −
∫
Ω
∇P′(~r)d3~r, where we neglected a small fringe term on the border of Ω. From
the construction P′(~r) is the pressure field, which is piece-wise constant at the mesoscopic-level description. If
we identify the r.h.s. of the first line of (8.17) with the coarse grained expression,
∫
Ω
∇·↔G d3~r, the two equations
in (8.17) that hold for any Ω are rewritten as
∇ · ↔G = 0,
↔
G =
↔
G′ + λ(~r)
↔
1 , (8.18)
where
↔
G is such that ∫
Ω
∇ ·
↔
G′ d3~r =
∑
~ri∈Ω
∫
~r∈∂Ωi
↔
G′ · d ~Ae(~r), for any Ω. (8.19)
3The gradient of a step function HΩ1 (~r) yields an intward normal vector −nˆ(~r) times one dimensional delta function of type δ(nˆ ·~r+const.)
which is singular at the interface. The integral over the normal direction leaves −nˆ‖d ~Ae‖.
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P′ in the above relation is well defined, but it is more common and more convenient to use, instead of P′,
the pressure P = 1
3
Tr
(↔
G
)
(see (8.15)) . Therefore,
↔
G has to be written in terms of P and the orders parameters.
To take into account the property of P to be the trace of
↔
G, we introduce several quantities:
Definition 24
↔
Π ≡
↔
G −
↔
1
3
(
↔
1 :
↔
G), δΠ[δǫ (1)] ≡ δ
↔
G[δǫ (1)] −
↔
1
3
(
↔
1 : δ
↔
G[δǫ (1)]), g⊥ ≡ g −
↔
1
3
(
↔
1 : g). (8.20)
where
↔
1 : N means such that (
↔
1 : N)i jkl... ≡
∑
α Nααi jkl.... In particular,
↔
1 : N = Tr(N) for the rank-2 tensor, N.
By conventional notation, the first two definition reads
↔
Π ≡
↔
G −
↔
1
3
Tr(
↔
G), δΠ[δǫ (1)] ≡ δ
↔
G[δǫ (1)] −
↔
1
3
Tr(δ
↔
G[δǫ (1)]). (8.21)
The momentum flux written in (8.14a) has to be re-expressed in the incompressible case, as,
↔
G = P
↔
1 +
↔
Π, ,
↔
Π = δ
↔
Π
[
∆ǫ (1)
]
− g⊥ :
↔
Γ (8.22)
8.1.2.2 Relaxational changes
In this subsection we deal with the relaxational processes that excludes the elastic one.
We will follow a fluid particle in the course of the time evolution of the medium. We will describe the
evolution of the linear deviation,
↔
Γ in terms of the velocity field ~V (see below) and the polar state pˆ.
We introduce several quantities4. ∆~r denotes always the relative position of the two points in a fluid particle.
See Fig.8.2.
Time
t−dt
Real state Imaginary reference state.
t
T T
(0)
S(t−dt)
S(t)
Figure 8.2: Schematic representation of the relations among the evolution of a fluid particle in the actual state
(T ), the evolution of this particle in the hypothetical reference state (T0), and the transformation S(t) of the fluid
particle from the reference state to the actual state at the time t and also at time t − dt.
4* This is the expansion of [~r + ∆~r + V(~r + ∆~r, t)dt] − [~r + V(~r, t)dt] up to the linear order of ∆~r.
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Definition 25 (Notations)
We introduce
T : abstract operator acting on the actual state of a fluid particle. This transforms the state at time (t − dt)
into that at time t.
~V(~r, t) : velocity field in the actual state. Upon the action of T , the relative position ∆~r in the actual state
between two point in the fluid particle is deviated by ∆~r · ∇~Vdt. *
T (0) : abstract transformation acting on the reference state of a fluid particle. This transforms the state at
time (t − dt) into that at t.
↔
γdt : tensor associated to T (0) that characterizes the time evolution of ∆~r in the reference state from time
(t − dt) to time t like ∆~r|(t−dt) 7→ ∆~r|t = ∆~r|(t−dt) · (
↔
1 +
↔
γdt).
S(t) : abstract that transforms a fluid particle in the reference state at time t into that in the actual state at
the same t.
↔
Γ(t) : deviation tensor associated to S by which the relative position ∆~r in the reference state is trans-
formed into that in the actual state, ∆~r + δ~r(t) = ∆~r · (↔1 +
↔
Γ(t)).
In Fig.8.2 we see that the transformations introduced above form a loop. Symbolically,
T ◦ S(t − dt) = S(t) ◦ T (0). (8.23)
Its consequence is the following relathionship.
Lemma 8.1.9
∇~V = D
Dt
↔
Γ +
↔
γ (8.24)
where D
Dt
is the upper-convected time derivative*.
The proof of (8.24) is found in Appendix B.32.
Interpretation of (8.24) is that we decompose the actual rate of change of the relative distance ∆~r (l.h.s.,
i.e., ∇~V) into the rate of change of the “elastic part” ( D
Dt
↔
Γ) and the “plastic flow part”
↔
γ. But the latter part,
↔
γ,
contains two parts,
↔
γ =
↔
γe +
↔
γ rel. (8.25)
In short
↔
γe is due to the change of the polar orientation of pˆ (and of qˆ), while
↔
γ rel is the authentic plastic flow
part due to the topological rearrangements of cells within a fluid particle. Below we discuss the details of each
contribution separately.
Polar reorientational part,
↔
γe:
Definition 26 (
↔
γedt)
This part of
↔
γdt describes the reorientation of pˆ and qˆ through the process T (0) from the time (t − dt) to t.
For a purely elastic medium
↔
γedt is equal to
↔
γdt. For such a medium, the fluid particle do not deform through
the process T (0). It can, therefore, only rotate. This rotation is specified by the reorientation of pˆ and qˆ.
Lemma 8.1.10 (Expression for
↔
γe)
↔
γe =
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ], (8.26)
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where D
′
Dt
≡ ∂t + (~V · ∇) is the convective derivative. The relative distance in the reference state at the time
(t − dt), ∆~r|(t−dt), is (rotationally) modified by ∆~r ·
↔
γedt up to the time t due to the polar reorientation.
The proof of (8.26) is found in Appendix B.33.
Plastic deformational part,
↔
γ rel:
This part of
↔
γdt reflects the topological rearrangements of the network of neighboring cells. We expect that
the passive rearrangements tend to lessen the magnitude of the “elastic” deformation
↔
Γ at time t as compared
with that at (t − dt). Therefore, the fluid particle deforms in the reference state undergoes the deformation
through T (0) process. In terms of the relative distance, ∆~r,
Definition 27
Due to the plastic flow contribution, the relative distance ∆~r|(t−dt) in the reference state at the time (t − dt) is
modified by ∆~r · ↔γ reldt up to the time t.
Here we put a hypothesis: Although we talked the “plastic” flow contribution, the dense aggregate of the
cells behaves as a liquid with no yield threshold at large timescales. This corresponds to suppose a type of
Maxwell model for the slow dynamics :
Proposition 8.1.11 (“Maxwell” model)
↔
γ rel = −b :
↔
Π (8.27)
where b is a tensor of order 4.
Lemma 8.1.12
↔
Π = η :
(
D
Dt
↔
Γ − ∇~V +
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]
)
, (8.28)
where τ is defined by τ−1 ≡ b : g⊥, and the coefficient g⊥ : τ is the inverse of b, which exists in the
space of traceless rank-2 tensors. Also we introduce the dynamic viscosity;
η ≡ b−1 (= g⊥ : τ), (8.29)
The proof of (8.28) is found in Appendix B.34.
8.1.3 Rewriting of the momentum flux and the angular momentum flux
(8.22), that is,
↔
G = P
↔
1 +
↔
Π, is rewritten by substituting (8.28) for
↔
Π.
↔
G = P
↔
1
+η :
({
D
Dt
↔
Γ − ∇~V
}
+
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]
})
. (8.30)
The symmetry argument we adopted from §§ 7.2.3 until Proposition 8.1.8 tells that the rank-4 tensor η should
be such that, for any traceless rank-2 tensor,
↔
Q,
η :
↔
Q = ηpp
 pˆ ⊗ pˆ −
↔
1
3

{
pˆ ·
↔
Q · pˆ
}
+ ηrr
[
1 − pˆ ⊗ pˆ] ·
{↔
Q + αrr
↔
Q
T
+
↔
1
1 + αrr
2
pˆ ·
↔
Q · pˆ
}
· [1 − pˆ ⊗ pˆ]
+ηs
{
pˆ ⊗ pˆ ·
[↔
Q + αs
↔
Q
T
]
· [1 − pˆ ⊗ pˆ] + [1 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αs
↔
Q
]
· pˆ ⊗ pˆ
}
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+ηa
{
pˆ ⊗ pˆ ·
[↔
Q + αa
↔
Q
T
]
· [1 − pˆ ⊗ pˆ] − [1 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αa
↔
Q
]
· pˆ ⊗ pˆ
}
, (8.31)
where ηpp, ηrr, ηs, ηa αrr, αs and αa are scalar coefficients. Especially the last three, αrr, αs and αa are
dimensionless.
As for the momentum flux, (8.14b), that is,
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ : ◦WˆdΛ) + (small terms), we can have
more explicit formula. Under the proposition 8.1.8, the first two terms, being pseudo-tensor, should take the
unique form:
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
= C0ε · pˆ, (8.32)
where C0 is a scalar coefficient. To deal with the last explicitly written term, −(cǫ : ◦WˆdΛ), we intorduce a
rank-2 pseudo tensor,
↔
θ such that
~X ◦ WˆdΛ = (~X ·
↔
θ ) · ε, ∀~X (8.33)
holds.
Definition 28 (The pseudo-tensor
↔
θ )
↔
θ ≡ (∇pˆ) ∧ pˆ + (∇qˆ) ∧ qˆ · pˆ ⊗ pˆ (8.34)
(8.33) can be directly verified by inserting the above definition into (7.6).
The linear contribution of WˆdΛ to the angular momentum flux (cǫ : ◦WˆdΛ) is, therefore, reduced to the
linearity in
↔
θ . The general form reads,
(cǫ : ◦WˆdΛ) = cpp pˆ ⊗ pˆ
{
pˆ · ↔θ · pˆ + βppTr(
↔
θ )
}
+crr,1
[↔
1 − pˆ ⊗ pˆ
] {
pˆ · ↔θ · pˆ + βrr,1Tr(
↔
θ )
}
+ crr,2
[
1 − pˆ ⊗ pˆ] ·
{
↔
θ + βrr,2
↔
θ
T
}
· [1 − pˆ ⊗ pˆ]
+cs
{
pˆ ⊗ pˆ ·
[
↔
θ + βs
↔
θ
T
]
· [1 − pˆ ⊗ pˆ] + [1 − pˆ ⊗ pˆ] ·
[
↔
θ
T
+ βs
↔
θ
]
· pˆ ⊗ pˆ
}
+ca
{
pˆ ⊗ pˆ ·
[
↔
θ + βa
↔
θ
T
]
· [1 − pˆ ⊗ pˆ] − [1 − pˆ ⊗ pˆ] ·
[
↔
θ
T
+ βa
↔
θ
]
· pˆ ⊗ pˆ
}
, (8.35)
where cpp, crr,1, crr,2, cs, and ca as well as βpp, βrr,1, βrr,2, βs and βa are scalar coefficients. Among then,
βpp, βrr,1, βrr,2, βs and βa are dimensionless. If we substitute (8.34) for
↔
θ in the above formula, we have the
expression solely in terms of ∇pˆ and ∇qˆ:
(cǫ : ◦WˆdΛ) = cpp pˆ ⊗ pˆ
{
(1 + βpp)[( pˆ · ∇)qˆ] ∧ qˆ · pˆ + βpp(∇ ∧ pˆ) · pˆ
}
+crr,1
[↔
1 − pˆ ⊗ pˆ
] {
(1 + βrr,1)[( pˆ · ∇)qˆ] ∧ qˆ · pˆ + βrr,1(∇ ∧ pˆ) · pˆ
}
+crr,2
{[↔
1 − pˆ ⊗ pˆ
]
· ∇ pˆ ∧ pˆ + βrr,2(∇pˆ ∧ pˆ)T ·
[↔
1 − pˆ ⊗ pˆ
]}
+cs
{
pˆ ⊗ [(pˆ · ∇ pˆ) ∧ pˆ] + [(pˆ · ∇ pˆ) ∧ pˆ] ⊗ pˆ + βs
[
pˆ ⊗ (∇qˆ ∧ qˆ) · pˆ + (∇qˆ ∧ qˆ) · pˆ ⊗ pˆ]}
+ca
{
pˆ ⊗ [( pˆ · ∇ pˆ) ∧ pˆ] − [(pˆ · ∇ pˆ) ∧ pˆ] ⊗ pˆ + βs
[
pˆ ⊗ (∇qˆ ∧ qˆ) · pˆ − (∇qˆ ∧ qˆ) · pˆ ⊗ pˆ]} . (8.36)
We notice that qˆ appears here solely due to the kinematics.
8.2 Incorporation of active contributions
We will now take account of the activity of the cells. The activity contributes both to the momentum flux,
↔
G,
and to the angular momentum flux
↔
C.
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8.2.1 Parameter and variable of activity
8.2.1.1 Desired direction of movement, κˆ
Activity and desired direction of movement We first describe our notion of the activity. In the migration
stage (see §§ 5.1.1.2) Dictyostelium Discoideum actively moves torward some chemical signal [61, 62, 64, 13,
14]. In this stage, the cells tend to elongate, to polarize in the direction of chemical gradient, and to “crawl” in
that direction. To incorporate this tendency of the cells, we introduce the “desired direction of movement”.
Proposition 8.2.1 (Desired direction of movement)
Each cell has the direction, denote by a unit vector κˆ, towards which it desires to crawl.
The reason that we did not include the magnitude of chemical gradient but only its orientation is due to the
complex nature of signal molecular traffic. The cAMP is known to be produced by those cells that received the
cAMP signal, and, therefore, is not a conserved and diffusing substance. Cells’ behavior may be optimized
biologically this gradient through this reproduction (and perhaps degradation) mechanism, and/or may be
tuned in its sensitivity to the [gradient of] cAMP so that an efficient collective behavior is realized. Due to the
lack of the detailed knowledges about these mechanisms and behaviors, we suppose as a neutral hypothesis
that the cell responds only to the direction of the chemical gradient.
Consequences of desired direction of movement There are two main consequences. While the details
will be described further below, we here summarize qualitatively.
1. The cells want to displace towards the desired direction, κˆ.
2. The cells want to align its polarity pˆ with κˆ. In other words, the deviation, pˆ− κˆ, controls the active process.
(See [14] for Dictyostelium Discoideum).
While we do not know the detailed intra-cellular process, these consequences may be driven by some reorga-
nization of cytoskeletons around the nucleus, or some organized cortical flow.
We have also to take into account the activity and to adapt the model discussed in 8.1.1.2. For that, we will
introduce a microscopic – cell level – parameter for the activity called cortical flow velocity (next subsection).
Reference state and the desired direction of movement We extend our previous definition of the refer-
ence state to incorporate the desired direction of movement, κˆ. We denote by S the fictitious process from the
reference state to the actual state. See Fig. 8.3.
(0)
T
p
κ
κ
p
Figure 8.3: Two states of a fluid particle in the presence of activity: Symbolical drawing of a fluid particle
in its reference state (left) and actual state (right). In the reference state the chemical desired direction,
κˆ(0), (dashed curves) are fictitiously aligned with the cell-polarity direction, pˆ (solid curves). By contrast, in
the actual state κˆ are not aligned with pˆ. The symbol S represents the abstract fictitious process from the
reference to actual state.
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Proposition 8.2.2 (Reference and actual states of a fluid particle (in the presence of activity))
Actual state: The fluid particle is in the state which it is actually. In a fluid particle, the polarity pˆ is
generally deviated from the desired direction of movement, κˆ.
Reference state: This state is obtained by fictitiously extract the fluid particle and let it to relax fictitiously,
just as we discussed in §§ 7.2.2. But at the same time, κˆ in the latte state is also fictitiously replaced
by κˆ(0)(~r) ≡ pˆ(~r)). See also Fig. 8.3.
We need not worry about the realizability of the chemical gradient field κˆ(0)(~r) because this is merely a hypo-
thetical step to treat the active dynamics separated from the passive one.
8.2.1.2 Cortical flow velocity, wi, etc.
Cortical flow velocity of a cell : For Dictyostelium Discoideum, the active cortical flow is known to play an
important role in the cellular mechanics [12]. (See Fig. 5.2.) Our approach is always to look at the microscopic
process to build up the macroscopic model. We will, therefore, associate to each cell i a scalar parameter, the
cortical flow velocity, wi:
Proposition 8.2.3 (Cortical flow velocity, wi)
The activity of the ith cell can be characterized by a parameter wi, which can be monitored as the magnitude
of the cortical flow velocity.
Note: If we suppose a velocity field, ~wi, along the surface of ith cell, the average of its magnitude ‖~wi‖ over the
cell’s surface could be a concrete definition of wi, that is, wi ≡
(∫
∂Ωi
‖~wi‖dA
)
/
(∫
∂Ωi
1dA
)
. That this parameter is
of intensive quality, independent of the total surface area of the cell is important later (Proposition 31), where
we will use wi as the representative velocity of the cortical flow and the difference of this value with that of the
neighboring cell, e.g. wi − w j with jth cell, has a physical meaning.
8.2.2 The microscopic model with activity
For the estimation of
↔
G and
↔
C relative to their values in the reference state,
8.2.3 The microscopic model with active properties
We follow the model discussed in 8.1.1.2, but this time, we take into account the activity by considering
influence of w, the cortical flow velocity:
We take a pair of neighboring cells, e.g. cell-i and cell- j. This pair is surrounded by their "micro-
environment," a shell of cells which are either the first neighbor of i-th cell or that of j-th cell, but excluding the
i- j pair in question. See Fig. 8.4 (identical to Fig. 8.1). The first three hypotheses are the same as those for
the purely passive case.
1. When the medium is macroscopically deformed through the process S in Fig. 8.3, the deviations about
the i- j pair, δ ~Fi, j, δ ~Mi, j, and δ~ǫi, j due to this macroscopic deformation are completely specified by the
displacements of this "micro-environment" relative to the central pair cells; {δ~ǫi,k} (k , j) and {δ~ǫ j,ℓ} (ℓ , i).
2. The relative displacements of the micro-environment, for example δ~ǫi,k (with k , j), are expressed in
terms of δǫ (1) defined in (7.69), such as
δ~ǫi,k = δǫ (1)(~ǫi,k,~r).
3. The relation between the output, δ ~Fi, j, δ ~Mi, j, and δ~ǫi, j, and the input, {δǫ (1)(~ǫi,k,~r)}k, j and {δǫ (1)(~ǫi,ℓ,~r)}ℓ,i
is well approximated by linear relations.
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Figure 8.4: Definition of the “micro-environment” (shaded) of the i- j pair of cells. In reality the structure is
three-dimensional.
On top of these molecular-field type premises, which are common with the purely passive case, the contribu-
tions of the activity, {wi}, should be taken into account:
The activity of the cells belonging to the “micro-environment”, which we will denote by wk or wl, influences a
priori through the cell-cell friction due to the differences, wk −wi and wl −w j. This influences on ~ǫi, j, ~Fi, j and ~Mi, j
of the central pair, i and j, will be taken account of through {δ~ǫi,k} or {δ~ǫ j,l}. Apart from this indirect effect, the
direct influences of wk or wl on ~ǫi, j, ~Fi, j and ~Mi, j should be much smaller. We, therefore, ignore the molecular-
field effect of the activity from the micro-environment and focus only on the direct effect of wi and w j on those
~ǫi, j, ~Fi, j and ~Mi, j. As hypothesis, we formulate it as follows:
4. Effect of activities on δ~ǫi, j, δ ~Fi, j and δ ~Mi, j is from wi and w j, not from those of the micro-environment.
8.2.4 Expression for
↔
G and
↔
C in terms of distribution functional
We will retrace the argument in §§ 7.2.5 except that we have additional parameters {wi}. Our goal is to have
concrete expressions for the formula
↔
G ≡ 1
2
〈~ǫ ⊗ ~F〉2〈Z〉ρ1,
↔
C ≡ 1
2
〈~ǫ ⊗ ~M〉2〈Z〉ρ1,
in terms of the system’s order parameters.
Pair neighbor distribution functional : In the case of purely passive cells (Definition 6.11 ), we considered
the distribution of the value of the inter-cellular force and torque between the cells, ~Fi, j and ~Mi, j, respectively
as well as the relative position of these cells ~ǫi, j. When the new parameters wi and w j intervenes in the active
system, one might naively generalize to a distribution such as
ρ2FMw( ~F, ~M, ~ǫ,w,w
′,~r)
?
=
∑
i
(i)∑
j
δ( ~F − ~Fi, j)δ( ~M − ~Mi, j)δ(~ǫ − ~ǫi, j)δ(w − wi)δ(w′ − w j)δ(~r − ~ri).
However, in order to implement the physical model of activity on top of the purely passive model studied before,
this is not sufficient. When the activity is present, we need not only the values of wi, which may change various
aspect of individual cells, but also we need the functions ~Fi, j(wi,w j), ~Mi, j(wi,w j) and ~ǫi, j(wi,w j), that is the very
chemo-mechanical coupling of the slime. For example, suppose we have a simple model for the force ~Fi, j as
~Fi, j = ~Fi, j|passive + ~ζi, j × (wi − w j), (8.37)
where ~Fi, j|passive is the passive contribution and ~ζi, j(wi−w j) is the active part modeled by a frictional force due to
the differential cortical flow velocity (see Fig.8.5). If we had only the data corresponding to ρ2FMw( ~F, ~M, ~ǫ,w,w′,~r),
information content is not sufficient to segregate the active part ~ζi, j × (wi − w j) from the passive part. In short
we need to know the function Fi, j(wi,w j) even at the statistical level.
The way out from this difficulty is to generalize ρ2FM defined in Definition 6.11 so as to contain the functions
~Fi, j(w,w
′) etc., as “variables”, where w and w′ is the free variables representing the cortical flow velocities of
the two neighboring cells. 5 We formulate our definition.
5Hereafter, we use the notation ~Fi, j(·, ·), etc. when we mention ~Fi, j as a function (of two free variables), rather than as the value,
~Fi, j(wi,w j) for the specified values of wi and w j.
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j
w
w
i
Figure 8.5: Illustration showing that the force ~Fi, j consists of the passive force, ~Fi, j|passive (thick arrow perpen-
dicular to the cell-cell interface), and the frictional force, ~ζi, j × (wi −w j) (thick arrow along the cell-cell interface).
Definition 29 (Pair distribution functional, ρ2Fw)
For a fluid particle around ~r, the parameters characterizing the pair of neighboring cells, ~Fi, j(·, ·), ~Mi, j(·, ·)
and ~ǫi, j(·, ·), as well as the cell’s characteristic parameters wi and w j. These are represented by
ρ2FMw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
=
∑
i
(i)∑
j
δ[ ~F − ~Fi, j]δ[ ~M − ~Mi, j]δ[~ǫ − ~ǫi, j]δ(w − wi)δ(w′ − w j)δ(~r − ~ri), (8.38)
where the notation follows that of (6.11)) with ~ǫi, j ≡ ~r j − ~ri.
In the above, to distinguish the functional variable from the ordinary variables, we separated them in respective
brackets, [·] and (· · · ). But both are the variables of ρ2FMw. The delta functional, δ[~φ], is defined on the space of
vector-valued functions, ~φ : R ⊗R ∋ (w,w′) 7→ ~φ(w,w′) ∈ R3. The “normalization” property of the delta functional
is defined through the functional integral,
∫
Φ[~φ] δ[~φ − ~φ0]D~φ = Φ[~φ0]. for any functional Φ[·].
The allowance of distributed functions ~F, ~M and ~ǫ brings about a little cumbersome notation. But the
principle is the same. Using the above defined distribution the cell-level expression for
↔
G (6.22) and
↔
C (6.25)
read as follows6
↔
G ≡ 1
2
〈~ǫ ⊗ ~F〉2〈Z〉ρ1,= 1
2
∫
~ǫ ⊗ ~F ρ2FMw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′
↔
C ≡ 1
2
〈~ǫ ⊗ ~M〉2〈Z〉ρ1,= 1
2
∫
~ǫ ⊗ ~F ρ2FMw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw, (8.39)
where D ~F, D ~M and D~ǫ imply the functional integrations.
Deviations of local parameters upon the process S We rewrite the pair distribution function in terms of
that in the reference state, ρ(0)
2FMw
, and the mean deviations of its variables upon the process from the latter
state to the actual state. We will follow basically the same reasoning as what we have done before to establish
(7.10)7, where we need some modifications and additions, which are listed below:
6We abuse the same notation 〈. . .〉2 hoping that the confusion will not arise.
7Eq.(7.10) was ρ
2FM
(
~ǫ, ~F, ~M,~r
)
≃ ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
−
[
∂~ǫ · δ~ǫ + ∂ ~F · δ ~F + ∂ ~M · δ ~M
]
ρ
(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
+
O
(
(∂~ǫ · δ~ǫ)2, (∂ ~F · δ ~F)2, (∂ ~M · δ ~M)2
)
,
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Definition 30 (ρ(0)
2FMw
, etc.)
ρ
(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ) : Distribution ρ2Fw for the reference state. We assume that its functional
form does not depend on the position in the real space where the fluid particle has been
extracted. Nevertheless, it is parametrized by the orientation of the polarization pˆ, which
depend on the position.
δ ~F [ ~F, ~M, ~ǫ ]
(·, ·|w,w′,~r) : Mean deviation upon the process S of the force, or linear momentum
transfer rate through the neighbor cell interface, where these cells have activities w and w′,
respectively, in the actual state. (For the assignment of w and w′, see (8.38).) δ ~F also
depends functionally on ~F, ~M and ~ǫ. Finally δ ~F is a function of cortical flow velocities being
denoted by (·, ·|, just as ~F, ~M etc. do.
δ ~M [ ~F, ~M, ~ǫ ]
(·, ·|w,w′,~r) : The same as δ ~F except that it concerns the deviation of the torque, or
angular momentum transfer rate.
δ~ǫ [ ~F, ~M, ~ǫ ]
(·, ·|w,w′,~r) : Similar to δ ~F and δ ~M but it concerns the deviation of the relative posi-
tion of the neighboring cells.
δw [ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
: Mean deviation of the cortical flow velocity of the cell whose cortical
velocity is w in the actual state, while the cortical flow velocity of the second cell is w′. As δw
is just a value, there is no (·, ·| in its notation.
δw′ [ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
: The same as δw′ except that it concerns the second cell of the neighbor-
ing pair.
The molecular-field treatment in the passive case in §§ 8.1.1.2 can be generalized to the active case and
we arrive again the form of (8.8), that is, δ ~F, δ ~M and δ~ǫ depend linearly on δǫ (1), which is given in (7.89). The
deviations, δ ~F, δ ~M and δ~ǫ, are of mechanical nature, Hereafter, in order to avoid the too heavy notations, we
will write ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
for ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′, pˆ(~r), qˆ(~r)
)
.
Although the type of deviations (δ ~F, δw′, . . . ) are treated with the equal footing, the deviation δw is somehow
different: The latter concerns the change in a single cell, while the other deviations (δ ~F, δ ~M, and δ~ǫ) intrinsically
concern the pair of cells. We, therefore, expect that δw and δw′ (= the deviations of the cortical flow velocities
upon the process S) will depend on ~F, ~M and ~ǫ more weakly, or in a more indirect manner, than δ ~F, δ ~M or δ~ǫ
do.
Upon the inverse process S−1, where the “stress” pˆ − κˆ(0) is removed, the induced change δw depend,
in principle, on its mechanical environment, such as (excess) pressure. But that dependence should not be
exclusively through a particular force ~F from the neighbor at a particular distance ~ǫ.
Construction of
↔
G and
↔
C Using the pair neighbor distribution in the reference state and the deviations
introduced above, we write down the conserved fluxes. Formally, both
↔
G and
↔
C can be written as the
sum of the “passive” or “mechanical” part (with suffix, p) and the “active” or “chemical” part (with suffix,
a).
Lemma 8.2.4
↔
G =
↔
Gp +
↔
Ga (8.40)
With,
↔
Gp ≡ 1
2
∫ {
~ǫ ⊗ δ ~F[ ~F, ~M, ~ǫ ] (w,w′|w,w′,~r) + δ~ǫ[ ~F, ~M, ~ǫ ] (w,w′|w,w′,~r) ⊗ ~F} ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′.
(8.41)
and,
↔
Ga ≡ 1
2
∫
~ǫ⊗
{
δw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
∂w + δw
′[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
∂w′
}
~F (w,w′) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′
(8.42)
The
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proof of (8.40) is found in Appendix B.35.
By the same type of calculation for
↔
C, we obtain,
Lemma 8.2.5
↔
C =
↔
Cp +
↔
Ca (8.43)
With,
↔
Cp ≡ 1
2
∫ {
~ǫ ⊗ δ ~M[ ~F, ~M, ~ǫ ] (w,w′|w,w′,~r) + δ~ǫ[ ~F, ~M, ~ǫ ] (w,w′|w,w′,~r) ⊗ ~M} ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′.
(8.44)
and,
↔
Ca ≡ 1
2
∫ {
δw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
∂w + δw
′[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
∂w′
}
[~ǫ⊗ ~M] (w,w′) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′
(8.45)
8.2.5 Expression for
↔
G and
↔
C in terms of order parameters
8.2.5.1 The linear momentum flux,
↔
G
“Passive part”,
↔
Gp (8.41) To calculate (8.41), we need to know δ ~F and δ~ǫ of a pair of neighboring cells.
In the molecular-field-type approximation, these can be expressed linearly in terms of δǫ (1). Although both
these functions depends on both w and w′, they can be integrated out first in (8.41) and then be reduced to
the integral form of the purely passive case. For example, The integral including ~ǫ ⊗ δ ~F can be symbolically
handled as8
J ≡
∫
~ǫ ⊗ δ ~F[ ~F, ~M, ~ǫ ] (w,w′|w,w′,~r) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′
=
∫
~ǫ ⊗ δ ~F[~ǫ ] (w,w′|w,w′,~r) ρ(0)
2w
[~ǫ ]
(
w,w′,~r
)D~ǫ dw dw′
=
∫
~ǫ ⊗ δ ~F[~ǫ ] (w,w′|w,w′,~r) ρ(0)
2w
[~ǫ ]
(
w,w′,~r
) [∫
δ(~ǫ ′ − ~ǫ(w,w′))d~ǫ ′
]
D~ǫ dw dw′
=
∫
~ǫ ′ ⊗ δ ~F(~ǫ ′,~r) ρ(0)
2
(~ǫ ′,~r)d~ǫ ′, (8.46)
where
ρ
(0)
2w
[~ǫ ]
(
w,w′,~r
) ≡
∫
ρ
(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~M,
ρ
(0)
2
(~ǫ ′,~r)d~ǫ ′ ≡
∫
ρ
(0)
2w
[~ǫ ]
(
w,w′,~r
) ∫
δ(~ǫ ′ − ~ǫ(w,w′))D~ǫdwdw′,
and the functions δ ~F[~ǫ ]
(
w,w′|w,w′,~r) and δ ~F(~ǫ ′,~r) are implicitly defined through the above equalities. (We
simply avoid to show too much equations.) The other integrals can also be handled mutatis mutandis to show
that the integrals are reduced to those that we had in the purely passive case.
Then, the same logic as that employed in §§ 8.1.1.3 applies here also, and the result which corresponds
to (8.14a) reads as follows:
↔
Gp =
↔
G
(0)
p + δ
↔
Gp
[
∆ǫ (1)
]
− (g
p
:
↔
Γ) + (small terms) (8.47)
8We use the identity,
∫
δ(~ǫ ′ − ~ǫ(w,w′))d~ǫ ′ = 1.
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“Active part”,
↔
Ga This part of the linear momentum flux,
↔
Ga, is specific to the activity. We start by
scrutinizing the nature of the function, ~Fi, j(wi,w j).
When we write ~Fi, j(w,w′) it is understood that this force is an average over the statistical distribution of the
micro-environment surrounding the pair of cells. (The comment applies to the moment ~M(w,w′) and the relative
position ~ǫ(w,w′).) As illustrated in Fig. 8.5 above, the difference between the active cortical flow velocities of a
pair of neighboring cells, wi − w j, should cause a “shear force” between the cells. This is the most important
part of the active momentum transfer,
↔
Ga. To highlight the strong dependence of ~Fi, j on wi −w j we reformulate
this function as follows:
Definition 31
~f is such that
~Fi, j(wi,w j) = ~fi, j(wi − w j, w¯i, j), w¯i, j ≡ (wi + w j)/2. (8.48)
As for ~M(w,w′) or ~ǫ(w,w′), we do not expect such strong dependence on wi − w j.
Using the reciprocity of the distributions and function δw we have the following expression for
↔
Ga.
Lemma 8.2.6
↔
Ga = −1
2
∫
~ǫ(w,w′) · ∇δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r) ∂w[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
+ δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r)} ∂w¯[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′,
+O
(
δw|δ~ǫ|
w
~F
)
(8.49)
where we have introduced the abbreviation,
[~ǫ ⊗ ~f ]i, j(wi − w j, w¯i, j) := ~ǫi, j(wi,w j) ⊗ ~Fi, j(wi,w j). (8.50)
and
[~ǫ ⊗ ~M]i, j(wi − w j, w¯i, j) := [~ǫ ⊗ ~M]i, j(wi,w j), (8.51)
and we introduced † operation by
~r † (w,w′) ≡ ~r (w′,w) . (8.52)
Also, the partial derivative ∂w¯ is understood to be applied only to where w¯ appears explicitly, while ∂w and ∂w′ are
understood not to be applied to where w¯ appears explicitly.
The proof of (8.49) is found in Appendix B.36. In the proof we use a reciprocity about the effects of cortical
flows in the neighboring cells. See Fig. 8.6. The second term on the r.h.s. of (8.49) with ∂w¯ could be neglected
w’
w
Figure 8.6: Figure used to consider the reciprocity property of δw. GIven the cortical flow velocities, w and w′,
the force ~F (thick arrow) and the torque ~M (not shown) are viewed from different viewpoints. The details are
in Appendix B.36.
if we ignore the weak dependence of ~F on w¯ (see Def. 31). We will keep this term for the moment to see its
consequence.
We next argue the dependence of δw. on the “stress”, κˆ − pˆ, which is turned on by the hypothetical trans-
formation S. In the case of Dictyostelium Discoideum, the observation [14] suggests that the velocities of
the cells depends on their orientation relatively to κˆ. The deviation of the cortical velocity for a cell should,
therefore, depend on its orientation pˆ relatively to κˆ. By symmetry reason,
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1. δw depends on κˆ − pˆ.
2. δw should be zero if κˆ − pˆ = ~0.
3. δw should not change under the variable change,
κˆ − pˆ → pˆ − κˆ.
These leads us to the following model to the lowest order:
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
= a[ ~f , ~M, ~ǫ ]
(
w,w′, pˆ, qˆ
)
: (κˆ − pˆ) ⊗ (κˆ − pˆ), (8.53)
where a[ ~f , ~M, ~ǫ ] (w,w′, pˆ, qˆ) is a tensor of order 2, function of w, w′, pˆ and qˆ.
Intuitively, the above form δw means that the cell detects the deviation of the chemical gradient relative to
its polar axis and changes its (scalar) activity accordingly. We will discuss its consequence later. With this
model, we have the expression for
↔
Ga in (8.49) :
Lemma 8.2.7
↔
Ga = −
(
gǫ a· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}
)
−
(
g
a
: (κˆ − pˆ) ⊗ (κˆ − pˆ)
)
, (8.54)
where g
a
and gǫ a are the coefficients, tensor of rank 4 and 5, respectively. They takes the following
forms:(
gǫ a· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}
)
=
1
2
∫
a[− ~f †, ~M †, ~ǫ † ] (w,w′) : ~ǫ(w,w′) · ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)} ∂w[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)D ~fD ~MD~ǫ dw dw′.
(
g
a
: (κˆ − pˆ) ⊗ (κˆ − pˆ)
)
=
1
2
∫ {
a[ ~f , ~M, ~ǫ ] (w,w′) + a[− ~f †,− ~M †,−~ǫ †] (w′,w)
}
: (κˆ − pˆ) ⊗ (κˆ − pˆ)
×∂w¯[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)D ~fD ~MD~ǫ dw dw′
The proof of (8.54) is found in Appendix B.37.
Qualitative argument of (8.54):
The first term,
(
−gǫ a· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}
)
—We suppose that the principal activity is the cortical flow, whose
velocity w is modulated by the deviation κˆ − pˆ. But if a cell and its neighboring cells modifies its own w by the
same amount, the effect should be cancelled with each other, and it does not create the “shear force”. That is
why this (a priori) dominant therm appears only with gradient ~ǫ · ∇.
The second term,
(
−g
a
: (κˆ − pˆ) ⊗ (κˆ − pˆ)
)
— The modulation of the activity w also affects other aspect of the
cell, such as its aspect ratio. If, for example, δw modulates the cell’s thickening, it should cause a lateral (⊥ pˆ)
compressive stress. Since such effect is local, there is no gradient ∇ operation. While the latter effect is
transient, which can be relaxed through the lateral displacement of the neighboring cells, the former one, the
differential sliding of cortex flow, may be cancelled only by a flow.
8.2.5.2 The angular momentum flux,
↔
C
“Passive part”
↔
Cp : This part can be obtained by basically following the logic used in §§ 8.1.1.3. In fact we
trace the same arguments leading to determine
↔
Gp in the previous subsection. The counterpart of the formula
(8.14a), which is now for
↔
Cp is
↔
Cp =
↔
C
(0)
p + δ
↔
Cp
[
∆ǫ (1)
]
− (cǫ p : ◦WˆdΛ) + (small terms), (8.55)
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“Active part”,
↔
Ca The difference from the case of
↔
Ga is that there is no counterpart of Definition 31. In
fact ~M or ~ǫ may depend on w − w′ and w¯ only weakly. The formula which corresponds to (8.54) for the active
angular momentum flux is as follows:
Lemma 8.2.8
↔
Ca = − (ca : (pˆ − κˆ) ⊗ ( pˆ − κˆ)) , (8.56)
Where ca is a coefficient, tensor of order 4. This takes the following form:
(ca : (pˆ − κˆ) ⊗ ( pˆ − κˆ))
=
1
2
∫
(pˆ − κˆ) ⊗ (pˆ − κˆ) :
{
a[ ~f , ~M, ~ǫ ] (w,w′) + a[− ~f †,− ~M †,−~ǫ †] (w′,w)
}
×∂w¯[~ǫ ⊗ ~M] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)D ~fD ~MD~ǫ dw dw′
The proof of (8.56) is found in Appendix B.38.
8.2.5.3 conclusion
Finally, the linear and angular momentum fluxes are the sum of a
↔
Gp and
↔
Ga(8.47+8.54), and
↔
Cp and
↔
Ca(8.55+8.56).
↔
G =
↔
G
(0)
p + δ
↔
Gp
[
∆ǫ (1)
]
− (g
p
:
↔
Γ) −
(
g
a
· (κˆ − pˆ)
)
−
(
gǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}
)
(8.57a)
↔
C =
↔
C
(0)
p + δ
↔
Cp
[
∆ǫ (1)
]
− (cǫ p◦ : WˆdΛ) − (ca : (pˆ − κˆ) ⊗ ( pˆ − κˆ)) (8.57b)
8.2.6 Incompressibility and relaxation
We may reconsider the incompressibility and the relaxation in the active case.
The incompressibility: The argument used in the passive case are still valid in the active case. To consider
incompressible medium make necessary the introduction of a Lagrange multiplier P′, entering in the expres-
sion of the momentum flux through a term P′
↔
1 . It is convenient to take, as a Lagrange multiplier, the isotropic
momentum flux (the pressure) P. Using P, we can rewrite
↔
G in terms of
↔
Π =
↔
G −
↔
1
3
Tr
(↔
G
)
the antisymmetric
momentum flux,
↔
G = P
↔
1 +
↔
Π = P
↔
1 +
↔
G −
↔
1
3
Tr
(↔
G
)
.
on the r.h.s. of the above relation, we replace
↔
G by its expression in (8.57a), we get
↔
G = P
↔
1 + δ
↔
Πp
[
∆ǫ (1)
]
− (g⊥p :
↔
Γ) −
(
g⊥a : (pˆ − κˆ) ⊗ (pˆ − κˆ)
)
− (g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}), (8.58)
where g⊥p g⊥a and g⊥ǫ a are both coefficients, tensors of order 3 and 5,
δ
↔
Πp
[
∆ǫ (1)
]
= δ
↔
Gp
[
∆ǫ (1)
]
− ↔1 1
3
Tr
(
δ
↔
Gp
[
∆ǫ (1)
])
g⊥p = gp −
↔
1

↔
1
3
: g
p
 ,
g⊥a = ga −
↔
1

↔
1
3
: g
a
 ,
g⊥ǫ a = gǫ a −
↔
1

↔
1
3
: gǫ a
 .
112
CHAPTER 8. DYNAMICS – (MECHANICS)
The relaxation The argument used for the passive case is still valid for the active one. However, we should
take into account the fact that the deviation of pˆ from κˆ modifies
(↔
Γ
)0
and also influences the relaxation.
The relaxation tends to reduce the momentum transfer between the cells. In the passive case the relaxation
can reduce the momentum flux
↔
G to
↔
0 . In the active case this is no more the case because the activity can
maintain the momentum transfer. This is realized in the term (g⊥ǫ a· : ∇ {(pˆ − κˆ) ⊗ (pˆ − κˆ)}). This term is not
directly affected by the relaxation.
By contrast, the second term in (8.54), i.e., −(g
a
: (κˆ− pˆ)⊗(κˆ− pˆ)) is under direct influence of the relaxation.
For example the deviation in the momentum flux due to a geometrical change at the cell scale is not actively
maintained. Such deviation, therefore, tends to vanish through the relaxation. Therefore,
(↔
Γ
)
0
in (B.72) should
be such that g⊥p :
(↔
Γ
)
0
balances with δ
↔
Πp
[
∆ǫ (1)
]
−
(
g⊥a : (κˆ − pˆ) ⊗ (κˆ − pˆ)
)
, where we added on the r.h.s. the
contribution of the activity. Applying the inverse of g⊥p on both sides from the left, we have(↔
Γ
)
0
= g⊥p
−1 :
{
δ
↔
Πp
[
∆ǫ (1)
]
−
(
g⊥a : (κˆ − pˆ) ⊗ (κˆ − pˆ)
)}
. (8.59)
And the equivalent of (8.28) in the active case is,
↔
Π = −(g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}) +η :
D
Dt
↔
Γ −η : ∇~V
+η :
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
+η : [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ] (8.60)
8.2.7 Rewriting of the linear and angular momentum flux
The momentum flux in (8.30) becomes in the active case,
↔
G = P
↔
1 − (g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}) +η :
{
D
Dt
↔
Γ − ∇~V
}
+η :
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]
}
, (8.61)
where η can be found in (8.31), and, following the proposition 8.1.8, the general form for g⊥ǫ a applied on∇ {(pˆ − κˆ) ⊗ ( pˆ − κˆ)} is,
Lemma 8.2.9
−(g⊥ǫ a· : ∇ {(pˆ − κˆ) ⊗ ( pˆ − κˆ)})
= πrr
(pˆ · ∇) {( pˆ − κˆ) ⊗ ( pˆ − κˆ)} −
↔
1 − pˆ ⊗ pˆ
2
( pˆ · ∇)‖κˆ − pˆ‖2
 + πpp
 pˆ ⊗ pˆ −
↔
1
3
 ( pˆ · ∇)‖κˆ − pˆ‖2
+πs
{
∇‖κˆ − pˆ‖2 ⊗ pˆ + pˆ ⊗ ∇‖κˆ − pˆ‖2
}
+ πa
{
∇‖κˆ − pˆ‖2 ⊗ pˆ − pˆ ⊗ ∇‖κˆ − pˆ‖2
}
(8.62)
where πpp, πrr, πs and πa are scalar coefficients.
Proof : We just found the general writing for g⊥ǫ a in terms of
↔
1 and pˆ following 8.1.8. We also took into account the
property (κˆ − pˆ) · pˆ = − |κˆ−pˆ|2
2
≪ |κˆ − pˆ| and we only kept the dominant terms.
The angular momentum flux in (8.14b), becomes in the active case (8.57b),
↔
C =
↔
C
(0)
p + δ
↔
Cp
[
∆ǫ (1)
]
− (cǫ p◦ : WˆdΛ) − (ca : (pˆ − κˆ) ⊗ ( pˆ − κˆ))
The last term can be interpreted as the modification of
↔
C
(0)
p when the spontaneous curvature of the medium
responds to the deviation of pˆ from κˆ. We expect that this effect is of secondary importance with respect to the
113
8.3. BOUNDARY CONDITIONS.
reference spontaneous curvature which caused
↔
C
(0)
p . We, therefore, we will not keep this term, and assume
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ◦ : WˆdΛ) (8.63)
where (cǫ◦ : WˆdΛ) is expressed in (8.36) in terms of ∇pˆ, ∇qˆ, pˆ and qˆ.
8.2.8 Remark: What constraints did the bottom-up approach add to the phenomeno-
logical approach?
In the bottom-up approach that we take in the present work, we have respected the basic conservation laws
and also used the symmetry arguments in establishing the constitutive equations. Therefore, all the terms that
appeared in our formalism should be those which should have been obtained by the purely phenomenological
approach. However, upon the modeling the bottom-up approach allows us to introduce further insights than the
purely phenomenological approach about the order of magnitude about the spatial and/or temporal variations,
being based on the consideration of what happens at mesoscopic levels.
One example is seen just above; to reach (8.63) we ignored − (ca : (pˆ − κˆ) ⊗ (pˆ − κˆ)) in
↔
C by considering
the microscopic interpretation of this term. Another example is the usage of the “adaptation hypothesis”
(Proposition 8.1.6), by which we eliminated the terms like −(gǫ p◦ : WˆdΛ) in
↔
G and −(c :
↔
Γ) in
↔
C. All these
arguments could not have been done on the purely phenomenological level.
8.3 Boundary conditions.
8.3.1 Introduction - basic idea of boundary conditions
Up to here we have developed the framework to describe the fields ~V, pˆ and qˆ in the bulk, with the aid of
the linear and angular momentum conservation. For obtaining the particular solution for those fields, the
bulk equations should be complemented with the boundary conditions. For the media containing mesoscopic
structures the choice of proper boundary condition appears to be delicate and crucial. This is delicate because
at the boundaries the coarse graining procedure used for the bulk is not applicable, and some microscopic
details should be taken into consideration. This is crucial because it is at the boundaries where most of the
important active exchanges of momentum flux takes place. The cancellation of the cortex flow movement
among the crawling cells side-by-side should not take place at the boundary where the active cell is in contact
either directly or indirectly with passive object (including the free space).
When the behavior of the medium at the boundary is not very simple (like no-slip boundary condition for
the Newtonian fluid), basic idea to treat the problem is the following :
1. We must assume a “boundary sytem” which is connected with the “bulk system”. The linear and angular
momentum conservation laws relate these two systems. The boundary system is also described by its
own constitutive equations, just as the bulk system is described by the constitutive equations relating the
conserved fluxes and the order parameter (such as
↔
Γ, ∇pˆ, ∇~V etc.),
2. In contrast to the bulk system, the constitutive equations of the boundary system equations contain the
bare ~V, pˆ, etc. not their spatial gradient (∇~V, ∇pˆ etc.), because the very boundary breaks the translational
and rotational symmetries of the space. Due to this difference, it is often the case that there is a natural
hierarchy in the determination of the state of the boundary system and the state of the bulk system (see
below): For example, the velocity V at the boundary is fixed by the boundary system alone, then the bulk
system adjust its spatial variation of the velocity (∇~V) so that ~V is compatible with the value imposed by
the boundary system.9
9While it is what we practice for the Newtonian fluid as “no-slip boundary condition”, the hierarchical relation does not always
applicable: Under certain condition of the crystal growth, the boundary system (surface kinetics) and the bulk system (diffusion) must
be treated simultaneously, being matched using the flux balance conservation condition. Biophysical implication of this comment is an
interesting open question.
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8.3.2 General framework of the boundary condition
8.3.2.1 Kinematic condition
When the medium occupying the domain Ω is in contact with a rigid boundary at rest, we impose the impene-
trability of the medium across the boundary.
Proposition 8.3.1
The volume flux (i.e. volume averaged velocity) vecV should obey
~N · ~V(surface) = ~0, (8.64)
where ~N is the outward unit normal vector at the boundary of Ω.
8.3.2.2 Dynamic conditions
In Chapter 6 we derived the coarse-grained bulk conservation equations, which can be summarized as ∇·↔G = ~0
and ∇ · ↔C = −ε :
↔
G. We define the momentum and angular momentum flow at the boundary:
Definition 32
~G∂ : rate of momentum transferred from the media towards outside through the unit area of boundary
~C∂ : rate of angular momentum transferred from the media towards outside through the unit area of
boundary
It is not evident how to relate the last quantities at the boundary and the former bulk quantities because the
latter are not defined at the surface. The bulk quantities
↔
G and
↔
C have been defined through the coarse-
graining over the spatial scale, which should be associated to the size of the “fluid particles.” It is, therefore,
only through the extrapolation to the boundary that we can relate the bulk macroscopic fluxes to the boundary
fluxes. Our hope is that the interesting phenomena of the dense active medium is captured by the continuum
macroscopic theory beyond this coarse-graining scale.
Proposition 8.3.2
~G∂ and ~C∂ are functions of ~V, pˆ, qˆ, ~N , κˆ but not of their spatial derivatives. If the boundary is an interface
with other system with the order parameters, {φα}, the boundary fluxes can also depend on them.
~G∂ = ~G∂
(
~V , pˆ, κˆ, ~N, ~φ,~r
)
, (8.65)
and,
~C∂ = ~C∂
(
~V , pˆ, qˆ, κˆ, ~N, ~φ,~r
)
, (8.66)
where ~r ∈ ∂Ω.
Once we admit the extrapolation of the bulk fluxes fields to the boundary, we have the following relations as
conservation laws at the boundary:
Theorem 8.3.1 (Conservation of the momentum and the angular momentum at the boundary)
~G∂ = ~N ·
↔
G (8.67)
~C∂ = ~N ·
↔
C, (8.68)
at the boundary of the medium, ∂Ω, where Nˆ is the unit normal vector at the boundary oriented toward
outside of the medium.
The proof of (8.67) and (8.68) is found in Appendix B.39. For the angular momentum the argument is not
as simple as it appears because the linear momentum flux also intervenes.
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8.3.3 Specific boundary conditions
The properties of the boundary system, ~G∂ and ~C∂, reflects what surrounds our active medium. Below we
discuss three type of boundary systems, which we call the free boundary, fixed boundary, and mixed boundary.
8.3.3.1 Free boundary
The term “free” means the absence of momentum fluxes at the boundary except for the momentum flux due
to the hydrostatic pressure, Pe. The functions ~G∂ and ~C∂ for the boundary system should be,
~G∂ = PeNˆ, (8.69a)
~C∂ = ~0. (8.69b)
This is the special case where the boundary system is trivial. The boundary conditions for the bulk fields are
therefore Nˆ · ↔G = PeNˆ and Nˆ ·
↔
C = ~0.
8.3.3.2 Fixed boundary
(Only) relevance of the tangential components: Here we suppose that the surrounding is infinitely rigid.
As this is a geometrical constraint, the dynamical conditions are adjusted. To be precise, the incompressibility
of the medium renders the normal component ~N · ~G∂ to be a Lagrange multiplier.10 The boundary conditions
are, therefore, imposed on the remaining directions, that is, on [
↔
1 − ~N ⊗ ~N] · ~G∂ and on ~C∂. These are the
functions of pˆ, qˆ, ~N, κˆ and [
↔
1 − ~N ⊗ ~N] · ~V , where we noticed the kinematic condition on the normal velocity
~N · ~V = 0.
Proposition about the normal torque: Unless the boundary has important roughness or anisotropy, we
may expect that the boundary does not transfer the normal angular momentum, that is, the torque to turn in
the boundary surface should be zero. The boundary system should, therefore, satisfy
~C∂ · ~N = 0. (8.70)
~C∂ is, therefore, effectively the same as its transversal projection, [
↔
1 − ~N ⊗ ~N] · ~C∂. Another implication of this
normal torque-free property is that boundary torque ~C∂ depends on the polarity pˆ only through its normal
projection, Nˆ · pˆ, because the boundary reacts to the polarity of the medium independent of the the tangential
component of pˆ (i.e. [
↔
1 − ~N ⊗ ~N] · pˆ).
Hierarchy of the conditions — Dominance hypothesis of boundary condition: Taking the flow velocity
~V and its gradient ∇~V as example, we argue how the order parameters are determined at the boundary and at
the bulk. The momentum flux conservation (apart from the incompressibility) is roughly written as the following
equality of the order of magnitude:
Nˆ · ↔G · [
↔
1 − ~N ⊗ ~N] ∼ [
↔
1 − ~N ⊗ ~N] · ~G∂.
If we use the linear approximation on both sides, this implies
η∇V(bulk) ∼ ζV(surface),
where η and ζ are, respectively, the bulk viscosity and the surface slip friction constant. If we admit that the
characteristic length extracted from these coefficient, η/ζ, is microscopic, this must be of order ‖~ǫ‖, i.e. of the
cell scale.11
η
ζ
∼ O ( ‖~ǫ‖ )
10The media can be compressed by the displacement of the boundary in the normal direction, ‖Nˆ. Its conjugate force becomes
Lagrangean multiplier in the limit of vanishing compressibility.
11In the aggregate Dictyostelium Discoideum, the momentum flux in the bulk depends on ∇~V while that at the boundary is local and
depends on the adhesion of the cells. Since the focal adhesion imposes a strong friction at rigid borders, the ratio ηζ may become small
as compared to the macroscopic scale.
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It then leads to
V(surface)
V(bulk)
∼ O
(‖~ǫ‖
ℓ
)
.
The last relation means that, whatsoever is the flow within the bulk, the surface (slip) velocity is very small. In
other words, for the determination of the value of V,
1. The above relation, η∇V(bulk) ∼ ζV(surface), is more imposing on V(surface) than on V(bulk).
2. For the purpose of the determination of V(surface),we can replace the balance condition by the boundary
alone condition, ζV(surface) = 0, in neglecting O
( ‖~ǫ‖
ℓ
)
error.
3. Since we replaced the momentum conservation condition by the “non-slip” condition, we no more impose
any supplementary condition on η∇V(bulk).
Note that the specificity of the boundary system is only due to its lack of symmetry. As soon as the (absolute)
velocity ~V or the polar direction pˆ deviate from their preferable values, the boundary system reacts to restore
to the preferable ones, while in the bulk there is no absolute preference ~V or pˆ.
Coming back to our general form, the above strategy is generalized and we impose
[
↔
1 − ~N ⊗ ~N] · ~G∂ = ~0, (8.71)
[
↔
1 − ~N ⊗ ~N] · ~C∂ = ~0. (8.72)
These type of (boundary dominated) boundary condition might be called “sticky” boundary condition although
the imposed velocity at the boundary V∂ is not necessarily zero; there can be an active slip.
Together with the non-penetrating condition, Nˆ · ~V = 0, and normal torque-free condition, Nˆ · ~Cθ = 0, the
conditions (8.71) and (8.72) fixes essentially the state of the boundary system, i.e. ~V , pˆ and qˆ at the boundary.
Symbolically they read
[
↔
1 − ~N ⊗ ~N] · ~V = [
↔
1 − ~N ⊗ ~N] · κˆ V∂
~N · pˆ = py,∂
~N · qˆ = qy,∂,
(8.73)
where V∂, py,∂ and qy,∂ are some functions of ~N · κˆ. About the first equation for ~V , we applied the symmetry
argument that the cell should crawl a priori towards the orientation of κˆ.
As for the bulk system, we cannot use the conservation relations including
↔
G · [
↔
1 − ~N ⊗ ~N] and
↔
C · [
↔
1 − ~N ⊗ ~N]
because we have abandoned them to favor the boundary dominant condition, (8.71) and (8.72). However,
since the latter conditions essentially determine the boundary values of ~V, pˆ, and qˆ, we can use these results
as the (mathematical) boundary condition for the bulk equations. 12
8.3.3.3 Mixed boundary
We should also mention the cases where the boundaries are neither free nor fixed.
A familiar case is the presence of a surface tension on the border of the medium. If the surface tension γ
is isotropic in the boundary surface, the momentum flux condition is modified from (8.69a) to
~G∂ = (Pe + γK)~N,
where K is the sum of the principal curvatures of the boundary surface whose sign is positive for the surface
bulging toward outside.
For a multi-cellular medium, however, another type of boundary condition is applicable: The aggregate
of Dictyostelium Discoideum in its migration stage is reported to be surrounded by a slime sheath [148] of
less than 100nm thick [149]. In this case the cells very close to the (true) free boundary form a special layer
that resists against the local torque, i.e. they can exchange the angular momentum. We, therefore, adopt the
mixed boundary condition. To adapt for such case, we define the boundary system as the mixture of the free
12It is just what we do to solve the Newtonian or Stokesian equation of the bulk under the no-slip boundary condition.
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and fixed ones. As for the linear momentum flux, the boundary system behaves like that of the free boundary
(8.69a), that is,
~G∂ = PeNˆ,
for the angular momentum flux, the boundary system behaves like that of the fixed boundary (8.72), that is
[
↔
1 − ~N ⊗ ~N] · ~C∂ = ~0.
In fact, even if the slime sheath is stiff against the bending, it cannot impose substantial tangential force
[
↔
1 − ~N ⊗ ~N] · ~G∂ on the bulk system underneath as long as the both moves at the same velocity ~V along the
boundary and it is what is observed experimentally [150]. Thus ~G∂ = PeNˆ is justified.
These conditions on the boundary system will fix its state, which is written symbolically as
~N · pˆ = p′y,∂
~N · qˆ = q′∂,
where p′
∂
and q′
∂
are some functions of ~N · κˆ.
8.4 Reduction to 2D problem
It is often convenient to describe the system at 2D geometry instead of 3D geometry. When the pseudo
vectors or tensors are involved, we need some attention. For example, if {xˆ, yˆ} are independent in the 2D
space, the pseudo vector zˆ = xˆ ∧ yˆ is out of the 2D space. While ↔G = 12 〈~ǫ ⊗ ~F〉Zρ1 is tensor on the 2D space,↔
C =
1
2
〈~ǫ ⊗ ~M〉Zρ1 is a pseudo-tensor out of the 2D space, because ~M is a pseudo-vector. Bearing these things
in mind we can adapt our formalism to the 2D geometry. Bases are:
1. P2D , the pressure (Lagrange multiplier field) is isotropic momentum flux. in 2D given by 12
↔
12 :
↔
G, where
↔
12 = xˆ ⊗ xˆ + yˆ ⊗ yˆ, is 2D unit tensor.
2.
↔
Π, the deviatric momentum flux is then adapted to be
↔
Π2D =
↔
G −
↔
12
2
(↔
12 :
↔
G
)
3.
↔
C is thought of as ~C2D ⊗ zˆ.
Then
↔
G in (8.61) is adapted to 2D as follows
↔
G = P
↔
12 − (ga2D· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}) +η2D :
{
D
Dt
↔
Γ − ∇~V
}
+η
2D
:
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
. (8.74)
↔
C in (8.63) is adapted as,
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ 2D◦ : WˆdΛ) (8.75)
Even if the formula looks the same as in 3D case, the coefficients should be adapted. First (8.62) for 3D
should become
(g
a2D
· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)})
= πrr
{
( pˆ · ∇) {(κˆ − pˆ) ⊗ (κˆ − pˆ)} − [↔12 − pˆ ⊗ pˆ](pˆ · ∇)‖κˆ − pˆ‖2
}
+ πpp
 pˆ ⊗ pˆ −
↔
12
2
 ( pˆ · ∇)‖κˆ − pˆ‖2
+πs
{
∇‖κˆ − pˆ‖2 ⊗ pˆ + pˆ ⊗ ∇‖κˆ − pˆ‖2
}
+ πa
{
∇‖κˆ − pˆ‖2 ⊗ pˆ − pˆ ⊗ ∇‖κˆ − pˆ‖2
}
(8.76)
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η in (8.31) should be adapted as
(η
2D
:
↔
Q) = ηpp
pˆ ⊗ pˆ −
↔
12
2

{
pˆ ·
↔
Q · pˆ
}
+ηs
{
pˆ ⊗ pˆ ·
[↔
Q + αs
↔
Q
T
]
· [↔12 − pˆ ⊗ pˆ] + [
↔
12 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αs
↔
Q
]
· pˆ ⊗ pˆ
}
+ηa
{
pˆ ⊗ pˆ ·
[↔
Q + αa
↔
Q
T
]
· [↔12 − pˆ ⊗ pˆ] − [
↔
12 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αa
↔
Q
]
· pˆ ⊗ pˆ
}
, (8.77)
for any 2D traceless tensor,
↔
Q.
We adapt (8.36) and (8.32) as
(cǫ 2D◦ : WˆdΛ) =
{
crr[
↔
12 − pˆ ⊗ pˆ] + cp pˆ ⊗ pˆ
}
· (∇pˆ) ∧ pˆ (8.78)
and
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
= C0(zˆ ∧ pˆ) ⊗ zˆ (8.79)
respectively.
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Formulas
Here we recall the main relations that we have established up to here. For each equation, the header is the
equation number of the initial appearance.
Unlike the two conservation equations (R 1) and (R 2), which we have fully discussed in Chap. 6, the
physical interpretation or intuitive explanation of each term of the constitutive laws would be quite cumbersome
and of less interest than the schematic explanation for the most relevant terms. In the following chapter, where
we apply the present formalism to the experimental situations with several simplifications and, there, we will
identifying the essential terms in the constitutive equations, see (9.5) and (9.7). We will then give the physical
approximation for these terms §§ 9.2.5.
Conservation relations
(6.21) : the momentum flux conservation.
∇ · ↔G = ~0 (R 1)
(6.24) : the angular momentum flux conservation.
∇ · ↔C = −ε :
↔
G (R 2)
Constitutive laws
in the 3D geometry
(8.61)
↔
G = P
↔
1 − (g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ (pˆ − κˆ)}) +η :
{
D
Dt
↔
Γ − ∇~V
}
+η :
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D′ pˆ
Dt
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]
}
,
(R 3)
where (g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}) can be found in (8.62) and η can be found in (8.31),
−(g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ (pˆ − κˆ)}) = πrr
{
(pˆ · ∇) {( pˆ − κˆ) ⊗ ( pˆ − κˆ)} −
↔
1−pˆ⊗ pˆ
2
( pˆ · ∇)‖κˆ − pˆ‖2
}
+ πpp
{
pˆ ⊗ pˆ −
↔
1
3
}
( pˆ · ∇)‖κˆ − pˆ‖2
+πs
{
∇‖κˆ − pˆ‖2 ⊗ pˆ + pˆ ⊗ ∇‖κˆ − pˆ‖2
}
+ πa
{
∇‖κˆ − pˆ‖2 ⊗ pˆ − pˆ ⊗ ∇‖κˆ − pˆ‖2
}
(R 4)
(η :
↔
Q) = ηpp
[
pˆ ⊗ pˆ −
↔
1
3
] {
pˆ ·
↔
Q · pˆ
}
+ ηrr
[
1 − pˆ ⊗ pˆ] ·
{↔
Q + αrr
↔
Q
T
+
↔
1
1+αrr
2
pˆ ·
↔
Q · pˆ
}
· [1 − pˆ ⊗ pˆ]
+ηs
{
pˆ ⊗ pˆ ·
[↔
Q + αs
↔
Q
T
]
· [1 − pˆ ⊗ pˆ] + [1 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αs
↔
Q
]
· pˆ ⊗ pˆ
}
+ηa
{
pˆ ⊗ pˆ ·
[↔
Q + αa
↔
Q
T
]
· [1 − pˆ ⊗ pˆ] − [1 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αa
↔
Q
]
· pˆ ⊗ pˆ
}
,
(R 5)
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(8.63)
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ◦ : WˆdΛ) (R 6)
where (cǫ◦ : WˆdΛ) is expressed in (8.36) in terms of ∇ pˆ, ∇qˆ, pˆ and qˆ as,
(cǫ◦ : WˆdΛ) = cpp pˆ ⊗ pˆ
{
(1 + βpp)[( pˆ · ∇)qˆ] ∧ qˆ · pˆ + βpp(∇ ∧ pˆ) · pˆ
}
+crr,1
[↔
1 − pˆ ⊗ pˆ
] {
(1 + βrr,1)[( pˆ · ∇)qˆ] ∧ qˆ · pˆ + βrr,1(∇ ∧ pˆ) · pˆ
}
+crr,2
{[↔
1 − pˆ ⊗ pˆ
]
· ∇ pˆ ∧ pˆ + βrr,2(∇pˆ ∧ pˆ)T ·
[↔
1 − pˆ ⊗ pˆ
]}
+cs
{
pˆ ⊗ [(pˆ · ∇ pˆ) ∧ pˆ] + [(pˆ · ∇ pˆ) ∧ pˆ] ⊗ pˆ + βs
[
pˆ ⊗ (∇qˆ ∧ qˆ) · pˆ + (∇qˆ ∧ qˆ) · pˆ ⊗ pˆ]}
+ca
{
pˆ ⊗ [(pˆ · ∇ pˆ) ∧ pˆ] − [( pˆ · ∇ pˆ) ∧ pˆ] ⊗ pˆ + βs
[
pˆ ⊗ (∇qˆ ∧ qˆ) · pˆ − (∇qˆ ∧ qˆ) · pˆ ⊗ pˆ]} ,
(R 7)
and
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
can be found in (8.32) and is,
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
= C0ε · pˆ. (R 8)
in the 2D geometry
For the convenience of reference, we copy here the formulas in § 8.4.
(8.74)
↔
G = P
↔
12 − (ga2D· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}) +η2D :
{
D
Dt
↔
Γ − ∇~V
}
+η
2D
:
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D′ pˆ
Dt
}
,
(R 9)
(8.75)
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ◦ : WˆdΛ) (R 10)
(8.76),
(g
a2D
· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)})
= πrr
{
( pˆ · ∇) {(κˆ − pˆ) ⊗ (κˆ − pˆ)} − [↔12 − pˆ ⊗ pˆ](pˆ · ∇)‖κˆ − pˆ‖2
}
+ πpp
{
pˆ ⊗ pˆ −
↔
12
2
}
( pˆ · ∇)‖κˆ − pˆ‖2
+πs
{
∇‖κˆ − pˆ‖2 ⊗ pˆ + pˆ ⊗ ∇‖κˆ − pˆ‖2
}
+ πa
{
∇‖κˆ − pˆ‖2 ⊗ pˆ − pˆ ⊗ ∇‖κˆ − pˆ‖2
} (R 11)
(8.77),
(η
2D
:
↔
Q) = ηpp
[
pˆ ⊗ pˆ −
↔
12
2
] {
pˆ ·
↔
Q · pˆ
}
+ηs
{
pˆ ⊗ pˆ ·
[↔
Q + αs
↔
Q
T
]
· [↔12 − pˆ ⊗ pˆ] + [
↔
12 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αs
↔
Q
]
· pˆ ⊗ pˆ
}
+ηa
{
pˆ ⊗ pˆ ·
[↔
Q + αa
↔
Q
T
]
· [↔12 − pˆ ⊗ pˆ] − [
↔
12 − pˆ ⊗ pˆ] ·
[↔
Q
T
+ αa
↔
Q
]
· pˆ ⊗ pˆ
}
,
(R 12)
(8.78),
(cǫ 2D◦ : WˆdΛ) =
{
crr[
↔
12 − pˆ ⊗ pˆ] + cp pˆ ⊗ pˆ
}
· (∇ pˆ) ∧ pˆ (R 13)
(8.79),
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
= C0(zˆ ∧ pˆ) ⊗ zˆ. (R 14)
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Boundary condition
(8.69) : for the free boundary
~G∂ = Pe ~N,
~C∂ = ~0.
(R 15)
(8.73) : for the fixed boundary
[↔
1 − ~N ⊗ ~N
]
· ~V =
[↔
1 − ~N ⊗ ~N
]
· pˆ V∂
~N · pˆ = py,∂
~N · qˆ = qy,∂.
(R 16)
(8.3.3.3) : for the mixed boundary
~G∂ = ~N ·
↔
G = Pe ~N
~N · pˆ = p′
y,∂
,
~N · qˆ = q′
∂
.
(R 17)
completed by (8.64) and (8.70)
~V · ~N = 0,
~C∂ · ~N = 0.
(R 18)
Incompressibility
In addition to
∇ · ~V = 0,
for the velocity field, we impose
(8.16)
Tr
(↔
Γ
)
= 0 (R 19)
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Chapter 9
Application to the aggregate of
Dictyostelium Discoideum
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9.1 Introduction
We recall the “confined geometry” (Figs. 5.3 and 5.5) and and “open geometry” (Fig. 5.9). For the former
geometry, we will see if our theory predicts the increase of the total active force of slug when the radius of the
confining tube is increased (“bulk force”). For the latter geometry, we will see if the increase in the migration
velocity under ∂xP < 0, i.e. the force pushing forward, is less pronounced as the extrapolation from ∂xP > 0
case (“non-linearity of velocity”).
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9.2 2D Model
9.2.1 Setup
For the confined geometry two types of external forcing, either by pressure difference or by centrifugal force,
give essentially the same except for the extremities of the slug. We, therefore, model them with the same
setup. In order to do the calculation avoiding, as far as possible, any black-box of numerical solutions, we
adopt 2D slab geometry shown in Fig. 9.1, instead of the 3D cylindrical geometry. We choose the axis of
mirror symmetry as the x-axis, and the perpendicular direction as the y-axis. y = 0 is, therefore, in the middle
of the slab thickness. We denote by L and h the length and the half-width of the slug, respectively. The desired
direction κˆ of the slug motion is fixed along the x-axis, κˆ = xˆ.
x
2h
L
P+  P∆P pV
y
Figure 9.1: Model “confined” geometry: 2D slug is sandwiched between two rigid plates. The x-axis is in the
midway of the slab and the slug occupies between y = h and y = −h. The desired direction κˆ of the slug motion
is fixed along the x-axis, κˆ = xˆ. The length of the aggregate is L. When the pressure at the right end (P+∆P) is
higher than the left end (P), the pressure difference opposes the active migration of the slug. The centrifugal
force is applied leftward, which corresponds effectively to positive ∆P. The order parameters of interest is the
velocity ~V and the polarity pˆ, which are shown schematically in blue and brown, respectively.
For the open geometry we again adopt 2D slab geometry, shown in Fig. 9.2. We place the x-axe at the
“open” surface, so that the slab occupies between y = −h and y = 0, where h is the full-width of the slab. The
desired direction κˆ of the slug motion is fixed along the positive x-axis, κˆ = xˆ.
L
V p
y
x
 h
Figure 9.2: Model “open” geometry: 2D slug is placed on a rigid substrate. The x-axis (y = 0) is on the “open”
surface opposite to the rigid substrate (y = −h). The desired direction κˆ of the slug motion is fixed along the
positive x-axis, κˆ = xˆ. When the centrifugal force is applied leftward, it opposes the slug’s migration.
9.2.2 Order parameters
In the 2D geometry, the order parameters are the two-dimensional slug velocity ~V = (Vx,Vy) and the polariza-
tion vector pˆ = (px, py).
9.2.3 Small parameters
Given that the desired direction of the chemical signal is fixed along the (+x) direction, we suppose that the
polar vector pˆ is almost along this axis. We therefore assume that
|py| ≪ 1, px ≃ 1 −
p2y
2
. (9.1)
In consequence, |pˆ − κˆ| ≪ 1 is assured.
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We consider also that the slug is long with respect to its width, i.e. the aspect ratio h/L satisfies
h
L
≪ 1. (9.2)
Along the long axis of the slug (‖xˆ), we suppose that the order parameters are mostly uniform, except for the
extremities, which we ignore later on. This means that the (effective) pressure gradient is homogeneous along
the slug.1 Under this hypothesis we treat the longitudinal derivative ∂x of a field is much smaller than the lateral
derivative ∂y of the same field.2 Symbolically, for any field Φ
|∂x Φ|
|∂y Φ|
∼ h
L
≪ 1. (9.3)
A consequence is Vy ≃ 0 throughout the thickness. In fact the impenetrability of fluid across the borders,
~V · ~N = 0 (see (R 18)) imposes Vy = 0 at the łxˆ boundaries, on the one hand, and the incompressibility condition
(R 19), i.e.,
∂xVx + ∂yVy = 0 (9.4)
on the other hand gives the estimate of the magnitude,
|Vy|
|Vx|
∼ h
L
≪ 1.
Also we can ignore ∂xVy with respect to ∂xVx because
|∂xVy|
|∂xVx|
=
|∂xVy|
|∂yVy|
∼ h
L
≪ 1,
where we used (9.4). 3
Once the flow ~V is found to be almost parallel to x-axis, there folds ~V ·∇ ∝ xˆ·yˆ = 0. The convective derivative,
D′
Dt
≡ ∂t + (~V · ∇) see (8.26), therefore, vanishes in the stationary state except at the extremities of the slug, i.e.,
D′
Dt
= 0.
As for the upper-convected time derivative, D
Dt
↔
U ≡ ∂∂t
↔
U + (~V · ∇)
↔
U +
↔
W t · ↔U +
↔
U ·
↔
W, where
↔
W = ∇~V (see below
(8.24)), the last two terms remains non-zero, as (∂yVx)(xˆ⊗ yˆ ·
↔
U +
↔
U · yˆ⊗ xˆ). However, as this derivative is applied
only for
↔
U =
↔
Γ, its product with the gradient of coarse-grained field, ∂yVx, is of higher order small contribution.
We may, therefore, ignore this term:
D
Dt
= 0.
9.2.4 Constitutive relations
Having in mind the small parameters defined above, we will write down linear and angular momentum fluxes
in terms of the order parameters. In the steady state reads, the linear momentum flux (R 9) reads
↔
G = P
↔
1 − (ga2D· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}) −
(
η
2D
: ∇~V
)
. (9.5)
By taking account of the geometry, L ≫ h, we rewrite this flux in terms of the order parameters:
Lemma 9.2.1
↔
G = P
↔
12 − πrr {yˆ ⊗ yˆ − xˆ ⊗ xˆ} ∂x p2y −
πpp
2
{xˆ ⊗ xˆ − yˆ ⊗ yˆ} ∂x p2y − πs {yˆ ⊗ xˆ + xˆ ⊗ yˆ} ∂y p2y − πa {yˆ ⊗ xˆ − xˆ ⊗ yˆ} ∂y p2y
−ηpp
2
[
xˆ ⊗ xˆ − yˆ ⊗ yˆ] {∂xVx} − ηsαs {xˆ ⊗ yˆ + yˆ ⊗ xˆ} ∂yVx − ηaαa {xˆ ⊗ yˆ − yˆ ⊗ xˆ} ∂yVx (9.6)
1 We should distinguish this hypothesis from the claim of the total active force (??); the latter requires that the (effective) pressure
gradient at the stagnant condition is unchanged vs the width of the slab.
2Hereafter we use the abbreviations, ∂x and ∂y for the partial derivative with respect to x and y, respectively, i.e., ∂x ≡ ∂/∂x and
∂y ≡ ∂/∂y.
3Besides (9.4) allows to express the tensor ∇~V as ∇~V = [xˆ ⊗ xˆ − yˆ ⊗ yˆ] ∂xVx + xˆ ⊗ yˆ∂x Vy + yˆ ⊗ xˆ∂y Vx.
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The proof of (9.6) is found in Appendix B.40.
The expression of the angular momentum flux (R 10), is unchanged:
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ◦ : WˆdΛ). (9.7)
We will rewrite this in terms of the order parameters:
Lemma 9.2.2
↔
C = C0(yˆ ⊗ zˆ − py xˆ ⊗ zˆ) −
{
crryˆ ⊗ yˆ + cp xˆ ⊗ xˆ
}
· (∇py) ⊗ zˆ (9.8)
Proof : Using (R 14), that is,
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
= C0(yˆ ⊗ zˆ − py xˆ ⊗ zˆ), and (R 13), that is, (cǫ◦ : WˆdΛ) =
{
crr yˆ ⊗ yˆ + cp xˆ ⊗ xˆ
}
·
(∇py) ⊗ zˆ, we have the claimed expression as the sum.
9.2.5 Physical interpretation of the constitutive equations
We are in the appropriate stage to describe the physical meaning of the relevant terms of the constitutive
equations, (9.5) and (9.7).
↔
G: The expression (9.5), that is,
↔
G = P
↔
1 − (g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}) −
(
η : ∇~V
)
(9.9)
contains, apart from the Lagrange multiplier term, P
↔
1 , the representative passive term −
(
η : ∇~V
)
and the
representative active term, −(g⊥ǫ a· : ∇ {( pˆ − κˆ) ⊗ ( pˆ − κˆ)}).
The passive term is of usual form known in the Newtonian hydrodynamics and, therefore, no need to
revisit. Only remark is that the sign (−) is because of the momentum flux ↔G, instead of the stress tensor, which
is (−↔G). In the setup discussed in the above, the important part of ∇~V is ∂yVx. In the component representation
adapted for the simplified setup, (9.6), we find, after having removed the negligible terms including ∂x, the
essential passive term is
−ηsαs {xˆ ⊗ yˆ + yˆ ⊗ xˆ} ∂yVx − ηaαa {xˆ ⊗ yˆ − yˆ ⊗ xˆ} ∂yVx. (9.10)
If the above interpretation is correct, the combination of the coefficients, (ηsαs + ηaαa)[> 0] for yˆ × xˆ must be
more important than (ηsαs − ηaαa) for xˆ × yˆ. This implies that
0 < ηaαa < ηsαs. (9.11)
Figure 9.3: Illustration for the active term in
↔
G.
The active term reflects how the inhomogeneous active cortex flow generates the shear-like momentum
flow. Suppose that the local polarity pˆ is slightly deviated from the desired direction, κˆ. See Fig. 9.3, where κˆ
is in the rightward horizontal direction (open arrow) and the upper cell (inclined ellipse) is slightly rotated from
κˆ. The cortical flow velocity of this rotated cell should be less than the lower cell which is correctly aligned
to the chemical gradient. At the interface of these two cells, the cortex flow velocity w is larger in the latter
cell than the former one (the curved arrows inside the ellipses). Through the sliding friction at this interface,
the lower cell exerts the leftward force to the upper one. More properly, the leftward momentum ‖(−xˆ) is
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transfered in ‖(+yˆ) direction. This mechanism should, therefore, contribute to ↔G as the term ∝ (−yˆ ⊗ xˆ) In the
component representation adapted for the simplified setup, (9.6), we find, after having removed the negligible
terms including ∂x, the essential active term is
−πs {yˆ ⊗ xˆ + xˆ ⊗ yˆ} ∂y p2y − πa {yˆ ⊗ xˆ − xˆ ⊗ yˆ} ∂y p2y .
If the above physical interpretation is correct, the sum of the coefficients, (πs + πa), should be positive. On the
other hand, there is no indications about their difference, (πs − πa).
↔
C: The expression (9.7), that is,
↔
C =
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
− (cǫ◦ : WˆdΛ). (9.12)
contains, the “spontaneous curvature” terms,
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
, and the passive contribution, −(cǫ◦ : WˆdΛ).
In the simplified experimental setup, the spontaneous term can take the form C0ε · pˆ, see the first term
on the r.h.s. of (9.8). The physical interpretation of this term is given in Fig. 9.4. When the polarized cell has
Figure 9.4: Illustration for the spontaneous term in
↔
C.
a shape reflecting its polarity, the torque arises between the neighboring cells which are aligned in parallel.
In the case of the above figure, the heads (the right-ends) are under vertical compression while the tails (the
left-ends) are under vertical tension, apart from the hydrostatic pressure. This implies that the lower cell exerts
a torque ‖(+zˆ) [coming towards the readers from the plane of the figure]. This constant term, C0ε · pˆ, however,
will disappear upon taking the divergence (∇ · ↔C).
The passive term in
↔
C is complementary to the spontaneous term. Suppose that the cells are aligned
in a form of splay, see Fig. 9.5. This local configuration corresponds to ∂y py > 0 and we see that the lower
Figure 9.5: Illustration for the passive term in
↔
C.
cell applies the negative torque ( ~M‖(−zˆ)) to the upper cell at the relative position ~ǫ‖yˆ. As ↔C is constructed
as 〈~ǫ ⊗ ~M〉2 (see (6.25)), the above geometry gives rise to the ‖(−yˆ ⊗ zˆ) contribution when ∂y p > 0. In the
component representation adapted for the simplified setup, (9.8), we find, after having removed the negligible
terms including ∂x, the essential passive term is
−crr,2
{
yˆ ⊗ zˆ + βrr,2zˆ ⊗ yˆ
}
∂y py. (9.13)
We, therefore, find that crr,2 > 0 and the term with βrr,2 is of secondary importance.
In conclusion, we are essentially left with three parameters η, g⊥ǫ a and cǫ of which the orders of magni-
tude should be checked in comparing the experimental data of § 9.1 (see also § 5.1) with the various existing
data of Dictyostelium Discoideum. This task is done in the last part, §§ 9.3.3.
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9.2.6 Bulk equation and boundary conditions
9.2.6.1 Bulk equations
Lemma 9.2.3 (Equations of motion)
The equations of motion of the 2D model system are,
0 = ∂xP − (πs + πa) ∂2y p2y − (ηsαs − ηaαa) ∂2yVx (9.14a)
∂yP = 0 (9.14b)
− crr ∂2y py = −2πa ∂y p2y + 2ηaαa ∂yVx. (9.14c)
The proof of (9.14) is found in Appendix B.41.
9.2.6.2 Boundary conditions
The bulk equations obtained above are equivalent to 4 linear partial differential equations of first order. It
means that we must supply with 4 boundary conditions to fix the solution. We will specify those conditions for
“confined” or “open” geometries, respectively.
Confined geometry: We suppose that, at the fixed boundary (y = ±h), the interaction between the slug and
the rigid walls fixes the state of the “boundary system” and, therefore, the limiting values of the bulk order
parameters are fixed. (Recall the argument that lead to (8.73).) In the 2D model setup, this condition (8.73)
[or its copy (R 16)], that is,
[↔
1 − ~N ⊗ ~N
]
· ~V =
[↔
1 − ~N ⊗ ~N
]
· ~p V∂ and ~N · ~p = py,∂ becomes
Vx(y = h) = Vx(y = −h) = V∂
p(y = h) = −p(y = −h) = py,∂ (9.15)
Open geometry In this geometry, the slug has a rigid boundary (y = −h) and a mixed boundary (y = 0). We
recall that the latter boundary mimics the sheath secreted by the cells [148]. We will treat the two boundaries
separately.
The conditions at the rigid boundary is the same as that of the confined geometry. We, therefore, impose
Vx(y = −h) = V∂
py(y = −h) = −py,∂ (9.16)
The conditions at the mixed boundary (R 17), that is,
~N · ↔G = Pe ~N
~N · pˆ = p′y,∂,
should be interpreted for the 2D model. In doing so, the properly account should be made of the role of
the slime sheath. For the real aggregate, the normal pressure Pe ~N reflects the Laplace pressure due to the
cylindrically curved slime sheath. The tension of this sheath seems to be adapted so that the thickness of
the slime is under control. For the pure 2D model, where there is no counterpart of the Laplace pressure,
we presume that Pe is adapted so that the height of the slime, h, is imposed. If we take the tangential (⊥ Nˆ)
component of the momentum flow across the mixed boundary, the former equation becomes
~N · ↔G ·
[↔
1 − ~N ⊗ ~N
]
= ~0.
In terms of the order parameter, using in terms of (9.6) and (9.8), this condition together with the condition on
pˆ reads
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−(πs + πa) ∂y p2y(y = 0) − (ηsαs − ηaαa) ∂yVx(y = 0) = 0
py = p
′
y,∂ (9.17)
For serving to avoid possible confusions, we summarize the geometrical setup and the boundary conditions
in a table:
Confined geometry (−h ≤ y ≤ h) Open geometry (−h ≤ y ≤ 0)
Upper boundary Fixed B.C. (y = h) Mixed B.C. (y = 0)
Lower boundary Fixed B.C. (y = −h) Fixed B.C. (y = −h)
9.3 Steady state solutions
9.3.1 General solution for the bulk equations
We look for the functions Vx, p and P that satisfy the bulk equations (9.14).
Solving for the velocity, Vx(y): The observation of these equations immediately tell several things. (9.14b)
means that the pressure is transversally constant: P = P(x).4 (9.14c) can be integrated once with respect to y:
Vx(x, y) = − crr
2ηaαa
∂y py +
πa
ηaαa
p2y + Vc(x), (9.18)
where Vc(x) is any function of x but, hereafter, we neglect the x dependence. Our analysis below, therefore,
applies to region of x except the both extremities (head and tail) of the slug. Under this understanding (9.18)
gives the transversal profile of the slug’s velocity Vx(y) if we are given the profile of the polarity py(y). If we
substitute P(x) and Vx(x, y) into (9.14a) the result reads
0 = ∂xP − π∗ ∂2y p2y + c∗ ∂3y py, π∗ ≡ πs + πa
ηsαs
ηaαa
, c∗ ≡ crr ηsαs + ηaαa
2ηaαa
(9.19)
Integrating twice in terms of y, we have a first order non-linear equation for py. This is a particular form of
equation.
− π∗ p2y + c∗ ∂y py = −
∂xP
2
(y − y0)2 − π∗p∗2y , (9.20)
where p∗2y and y0 are constants.
5
Adimensionalization: Before proceeding we adimentionalize the variables and parameters.
4 When all the field is homogeneous along x axis, P(x) should be linear in x.
5y0 should be chosen so that the linear term in y0 disappears. While we introduced p∗2y as if it were definitely positive, it can in fact take
negative sign. We use nevertheless this notation so that its significance is reminiscent.
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Definition 33
The characteristic length yc and characteristic pressure gradient (∂xP)c are defined by
yc =
c∗
π∗
, (∂xP)c =
π∗3
2c∗2
.
The adimentionalized pressure gradient is
∂xP =
∂xP
(∂xP)c
.
Variable y, function py and the width h are also adimensionalized:
y˜ =
(
y − y0
yc
) (
|∂xP|
)1/4
, p˜y =
py(
|∂xP|
)1/4 , h˜ =
(
h
yc
) (
|∂xP|
)1/4
(9.21)
Parameter p∗2y and the boundary value py,partial are also rescaled:
p˜∗2y =
p∗2y(
|∂xP|
)1/2 , p˜y,∂ = py,∂(|∂xP|)1/4 , .
Riccati equation: By the above definitions, (9.20) becomes, after dividing by
(
|∂xP|
)1/2
,
p˜2y − ∂y˜ p˜y = ±
y˜2
4
+ p˜∗2y , (9.22)
where the sign (±) should be (+) if ∂xP > 0, and (−) if ∂xP < 0. This non-linear equation is the “master equation”
which does not even contain the adimensionalized parameters. This type of non-linear equation belongs to the
class of the Riccati equations. As is usual when we deal with Riccati equation, we introduce a new function
ξ by
p˜ = −∂y ln (ξ) .
Then the differential equation becomes linear:
∂2yξ =
[
± y˜
2
4
+ p˜∗2y
]
ξ. (9.23)
The solutions of this type of equation can be represented by the parabolic cylinder functions [151].
Composition of the general solution: The solutions for different sign ± are treated separately.
For ∂xP > 0, an even solution [151, 19.2.1] of (9.23) is
ξe
(
p˜∗2y , y˜
)
≡ e− y˜
2
4 M
 p˜
∗2
y
2
+
1
4
,
1
2
,
y˜2
2
 , (9.24)
and an odd solution [151, 19.2.3] is
ξo
(
p˜∗2y , y˜
)
≡ y˜e− y˜
2
4 M
 p˜
∗2
y
2
+
3
4
,
3
2
,
y˜2
2
 , (9.25)
where M(a, b, z) is a generalized hypergeometric series introduced by Kummer[151, 13.],
M(a, b, z) =
∞∑
n=0
a(n)zn
b(n)n!
, with
{
a(0) = 1,
a(n) = a(a + 1)...(a + n − 1)
The general solution for p˜ is written as
p˜y(y˜) = ∂y˜ ln
[
ξe(p˜
∗2
y , y˜) + const. × ξo( p˜∗2y , y˜)
]
, (9.26)
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where const. is a real constant.
For ∂xP < 0, an even solution [151, 19.16] is
ξe
(
−ip˜∗2y , ei
π
4 y˜
)
(9.27)
and an odd solution [151, 19.16] is
e−i
π
4 ξo
(
−ip˜∗2y , ei
π
4 y˜
)
. (9.28)
The general solution for p˜ is written as
p˜y(y˜) = ∂y˜ ln
[
ξe(−ip˜∗2y , ei
π
4 y˜) + const. × e−i π4 ξo(−ip˜∗2y , ei
π
4 y˜)
]
, (9.29)
here const. is a real constant.
9.3.2 Particular solutions under boundary conditions
9.3.2.1 Treatment of the integration constant, p˜∗2y (h˜, p˜y)
See footnote.6
Confined geometry : Because of the mirror symmetry of this setup with respect to y = 0, p˜(y) should be an
odd function. For this, the function in the ln should be an even function, i.e. “const.” in (9.26) must be zero.
By the same token, y0 in (9.20) should be zero. From these results and (9.18) the velocity Vx(y) should be an
odd function of y˜.7 By this symmetry, we only need to consider the boundary condition at y = h. The boundary
conditions (9.15) read
Vx(y = h) = V∂, p(y = h) = py,∂.
The first of those two conditions determines Vc in (9.18). The result reads
Vc =
crr
2ηa
∂y py(y = h) − πa
ηa
p2y(y = h) + V∂, (9.30)
The second condition, py(y = h) = py,∂ or8
− ∂y˜ ln
[
ξe( p˜
∗2
y , h˜)
]
= p˜y,∂, (9.31)
with the known (complicated) function ξe (see (9.24)) fixes implicitly the integration constant p˜∗2y (h˜, p˜y,∂). We
can solve this numerically (see [Box: Solution of (9.31)]).
6 This subsection deals with a necessary but rather technical step to find the key parameter p˜∗2y as function of h˜ and p˜y,∂ (and p˜′y,∂).
Once we know these parameters we can construct the quantities of our interest, the velocity profile, Vx(y), and the polarity, py(y). Those
who are only interested in the results might skip to §§ 9.3.4.1.
7Hereafter we ignore completely the x dependence.
8The condition py(y = h) = py,∂ can be written in terms of p˜y defined in Definition 33,
(
|∂xP|
)1/4
p˜y(y˜ = h˜) = py,∂, where h˜ = hyc
(
|∂xP|
)1/4
.
Writing p˜y in terms of ξe (in (9.26), with const = 0) gives (9.31).
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[Box: Solution of (9.31)] The value of p˜y,∂ is specified by the property of the fixed boundary and
the imposed external forcing as well as the constitutive parameters of the medium, π∗ and c∗. Given
this value, (9.31) is an implicit equation for p˜∗2y and h˜. We rewrite this as ∂y˜ξe
(
p˜∗2y , h˜
)
+ p˜y,∂ξe
(
p˜∗2y , h˜
)
=
0, where ∂y˜ξe
(
p˜∗2y , h˜
)
means to evaluate ∂y˜ξe
(
p˜∗2y , y˜
)
at y˜ = h˜. If we define the function U( f , h˜) that
corresponds to the l.h.s. of the precedent equation:
U( f , h˜) ≡ ∂y˜ξe( f , h˜) + p˜y,∂ξe( f , h˜).
Therefore, the equation imposed by the boundary condition is to solve9
U( f (h˜), h˜) = 0.
One practical way to solve this equation is to rewrite this as
d f (h˜)
dh˜
= −∂h˜U( f , h˜)
∂ f U( f , h˜)
, f (h˜0) = given. for a h˜,
where p˜y,∂ is fixed. We find that, for h˜0 ≪ 1 (thin slab), f (h˜) ≃ − p˜y,∂h˜ , is the asymptotic solution. In fact
for h˜0 ≪ 1 the equation (9.22) is reduced, to the dominant order,10
p˜y(y˜) ≃ λ y˜
h˜
and p˜∗2y ≃ −
λ
h˜
,
with λ a constant, and the boundary condition p˜y(y˜ = h˜) = p˜y,∂ fixes this constant as λ = p˜y,∂. Therefore,
we have the solution f (h˜) = − p˜y,∂
h˜
for h˜ ≪ 1. In other words,
U
(
− p˜y,∂
h˜
, h˜
)
= 0 for h˜ ≪ 1.
We are left with solving the ordinary differential equation for f (h˜) given above starting from each pair
(h˜, f = − p˜y,∂
h˜
). This generates a family of solutions in the parameter space ( p˜∗2y , h˜, p˜y,∂). Note that the
sign of the forcing ∂xP matters through the choice of the function ξe( p˜∗2y , h˜).
Fig. 9.6 shows the function p˜∗2y vs h˜ for different values of p˜y,∂. Two branches of solution corresponding to
∂xP > 0 and ∂xP < 0 are seen to bifurcate as the thickness of the slime is beyond a characteristic value (h˜ ∼ 1
in the adimensionalized unit).
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Figure 9.6: p˜∗2y (vertical axis) vs h˜(horizontal axis) calculated numerically for confined geometry. The pa-
rameter p˜y,∂ ≡ py,∂/
(
|∂xP|
)1/4
is fixed at 1(left), 0(middle) and (−1)(right), respectively. Blue(lower) [red (upper)]
curves correspond to the case ∂xP > 0 [∂xP < 0].
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In dimensionless form of the solution read formally as follows:
p˜y(y˜) =
(
∂xP
(∂xP)c
) 1
4 ∏ hyc
(
∂xP
(∂xP)c
) 1
4
, py,∂
h
yc
,
y
h
, (9.32)
where
∏
(H1, H2, H3) is a scaling function dependent on three dimensionless variables.
Spatial dependences of physical quantities
To see qualitatively how the deviation of the polar vector, p˜y(y˜), varies spatially, and how this profile depends
on various physical parameters, we show the profiles for several pressure gradients, ∂xP/(∂xP)c (Fig. 9.7), for
several polarity deviations at the boundaries, py,∂ (Fig. 9.8), and for several thicknesses of the slab, h (Fig. 9.9),
respectively.
Figure 9.7: Spatial profiles of p˜y(y˜) vs y˜ for different pressure gradients, ∂xP/(∂xP)c = −2 (left column),
∂xP/(∂xP)c = 0.1 (center column), and ∂xP/(∂xP)c = +2 (right column). The thickness of the slab is chosen to
be h/yc = 1.75 (top raw) and h/yc = 3.5 (bottom raw). The two curves in the same graph shows two different
boundary values of p˜y(y = h) = p˜y,∂; either p˜y(y = h) = +1 (blue) or p˜y(y = h) = −1 (red), which can be read
directly off from the graphs. The boundary layer at the boundaries appear for high positive magnitudes of
the pressure gradient. See also the animation on http://www.normalesup.org/~fruleux/PhD/pb_y_
tous.gif.
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Figure 9.8: Spatial profiles of p˜y(y˜) vs y˜ for different boundary value p˜y(y = h) = p˜y,∂ , i.e. p˜y,∂ = −2 (left
column), p˜y,∂ = 0. (center column), and p˜y,∂ = +2 (right column). The (half) thickness of the slab is chosen
to be h/yc = 1.75 (top raw) and h/yc = 3.5 (bottom raw). The two curves in the same graph shows two
different pressure gradients, ∂xP/(∂xP)c = +1 (blue) and ∂xP/(∂xP)c = −1 (red). The latter is distinguished
by its higher and/or positive tangent at the right end (y = h). The boundary layer at the boundaries appear
for non-negative boundary values. See also the animation on http://www.normalesup.org/~fruleux/
PhD/pb_y_tousbord.gif.
Figure 9.9: Spatial profiles of p˜y(y˜) vs y˜ for different (half) thicknesses of the slab, h/yc = 0.1 (left column),
h/yc = 2 (center column), and h/yc = 4 (right column). The boundary value p˜y(y = h) = p˜y,∂ is chosen to be
p˜y,∂ = +1 (top raw) and p˜y,∂ = −1 (top raw). The two curves in the same graph shows two different pressure
gradients; either ∂xP/(∂xP)c = +1 (blue) or ∂xP/(∂xP)c = −1 (red). The latter is distinguished from the former
by the larger [positive] derivative at the right-end, y = h. The characteristic scale appears for high values
of the slab thickness. See also the animation on http://www.normalesup.org/~fruleux/PhD/pb_y_
toush.gif.
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Open geometry: The boundary at y = 0 is mixed boundary (see (9.17))
− (πs + πa) ∂y p2y |y=0 − (ηsαs − ηaαa) ∂yVx|y=0 = 0 (9.33)
py|y=0 = p′∂ (9.34)
With (9.33) and (9.34), we will determine y0 in (9.20) as well as the “const.” in either (9.26) or (9.29)
depending on the sign of ∂yP. We claim that
Lemma 9.3.1
y0 = 0 and const. = − p˜′y,∂. (9.35)
The proof of (9.35 ) is found in Appendix B.42 .
As for the fixed boundary y = −h the conditions (9.16)), i.e.,
Vx|y=−h = V∂ (9.36)
py|y=−h = −py,∂, (9.37)
applies. (9.36) determines the constant Vc in the expression of Vx in (9.18). The result reads,
Vc =
crr
2ηaαa
∂y py|y=−h − πa
ηaαa
(py|y=−h)2 + V∂. (9.38)
To apply (9.37) we will use the method explained in [Box: Solution of (9.31)]) mutatis mutandis. 11
Fig. 9.10 shows the function p˜∗2y vs h˜ for different values of p˜y,∂.
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Figure 9.10: p˜∗2y (vertical axis) vs h˜(horizontal axis) calculated numerically for open geometry. The param-
eter p˜y,∂ ≡ py,∂/
(
|∂xP|
)1/4
at the rigid boundary at y˜ = −h˜ is fixed at 1(left), 0(middle) and (−1)(right), respectively.
The parameter p˜′
y,∂
≡ p′
y,∂
/
(
|∂xP|
)1/4
at the mixed boundary at y˜ = 0 was chosen to be p˜′
y,∂
= p˜y,∂ in all three
cases. Blue (lower) [red (upper)] curves correspond to the case ∂xP > 0 [∂xP < 0].
Note: In the calculation below we will not apply the condition p˜′
y,∂
= p˜y,∂ but p˜′y,∂ = 0.
12
9.3.3 Quantitative assessment of the model parameters
We must first admit that there is a limitation in comparing our 2D theoretical results with the real 3D experi-
mental results. We still try to do that to know to what degree we could access to the essential aspects of the
real phenomenon. We disregards, therefore, the fine tuning of the parameters, but rather use our “natural”
choices of parameters from literatures and show, side-by side, the theoretical and experimental results. We
will allow ourselves the discrepancies up to about 10s of times.
11 In the present case, the asymptotic solution of (9.22) for small h˜ must behave p˜y = p¯′y,∂ + (p¯
′
y,∂
+ p˜y,∂)
y˜
h˜
. This solution gives for p˜∗2y
p˜∗2y =
( p¯′
y,∂
+p˜y,∂)
h˜
. Then, U( f ,−h˜) (cf. the boundary is at y˜ = −h˜) should be defined as U
(
f , h˜
)
= ∂y˜ξ
(
f ,−h˜
)
− p˜y,∂ξ
(
f ,−h˜
)
. Finally p˜∗2y as
function of h˜ is obtained as f (h˜), where the latter is the solution of d f (h˜)
dh˜
= − ∂h˜U( f ,h˜)
∂ f U( f ,h˜)
with the constraint of f (h˜) ≃ − p
′
y,∂
+py,∂
h
for h˜ → 0.
12The latter condition corresponds to what occurs on the mirror plane (y = 0) of the confined symmetry. The results of p˜∗2y for such
boundary condition is, therefore, identical to Fig. 9.6.
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In §§ 9.2.5 we concluded that there are essentially three parameters that governs the data: η, g⊥ǫ a and
cǫ in (9.9) and (9.12). We should add the boundary conditions, py,∂, p′y,∂ and V∂. We will assess, as far as
possible, the magnitude of these parameters by the independent experimental data in the literatures.
η : The rheological data of Dictyostelium Discoideum in [152] shows the low frequency complex elastic
moduli down to about ω = π/100s, where G′(ω) ≃ G′′(ω) ∼ 5Pa. We then use η ∼ (ηsαs + ηaαa) ∼ G′′/ω ∼ 150
Pa.s as an indication for the shear viscosity involving the topological changes of the cells.
η ∼ 150Pa.s ≡ η∗
g⊥ǫ a : The measurement of the traction force of the Dictyostelium Discoideum slug on a gel [153] shows
the force par area of the order of 500Pa. We shall take this value as the typical active force F∗
active
due to the
cortex flow: If we use the interpretation of the active force given (8.37), that is, ~Fi, j|active ≡ ~ζi, j×(wi−w j) and if we
assume a simple model of cortex flow velocity, wi = w∗× pˆ(~ri)·κˆ, we have ~Fi, j|active ∼ −~ζi, jw∗×(~ǫi, j ·∇)(1−p2y/2), then
we can identify ‖~ζi, j‖w∗ ∼ 1000Paǫ2 13 and ~Fi, j|active ∼ (~ζi, jw∗)‖ǫi, j‖∂y p2y . We use this estimation of the active force
in the basic formula,
↔
G =
1
2
Zρ1〈~ǫ ⊗ ~F〉2, (see (6.22)), and compare it with (9.9) or its component representation
like (πs + πa)∂y p2y , we find that g⊥ǫ a ∼ (πs + πa) ∼ ǫ2(‖~ζi, j‖w∗)Zρ1. Taking ρ1 ∼ ǫ−3 and Z ∼ 10, our estimation is
g⊥ǫ a ∼ 10−2Pa.m ≡ π∗.
cǫ : From Fig. 9.5 the order of magnitude of the angular momentum flux
↔
C =
1
2
Zρ1〈~ǫ ⊗ ~M〉2 (see (6.25)) is
estimated as
↔
C ∼ ǫ
↔
G_p ∼ ǫµγ,14 where µ is the elastic moduli of a single cell and γ is the deformation of cells
in the geometry of Fig. 9.5. For µ we take the data in [154] which reads µ ∼ 5 × 104Pa, while for γ we take
γ ∼ ǫ∂y py. Comparing
↔
C ∼ ǫµ × (ǫ∂y py) and the component representation of the term including cǫ , that is,
↔
C = . . . − crr,2yˆ ⊗ zˆ∂y py (see (9.13)), we find the order estimation; cǫ ∼ crr,2 ∼ ǫ2µ. Using above mentioned
values,
cǫ ∼ 5 × 10−6Pa.m2 ≡ c∗.
py,∂ and p′
y,∂
: The boundary condition for the polar direction is largely unknown. Keeping the large aspect
ratio of each cell in mind we would not expect that pˆ deviates more than 1/10 (rad) from the direction of the
substrate (xˆ). We guess that |py,∂| ≤ 0.1. In the calculations we use15
py,∂ = 0.1, p
′
y,∂ = 0. (9.39)
V∂: At the “sticky” boundary (see §§ 8.3.3.2) we need to specify the velocity of the slug, V∂. We take as a
representative value of this parameter the migration velocity of Dictyostelium Discoideum in [12], that is
V∂ = 1mm/h. (9.40)
Characteristic scales : With the numbers for η∗, π∗ and c∗ that we just obtained from the literatures, we can
estimate the characteristic scales of the parameters we introduced in Definition 33:
yc =
c∗
π∗
=
10−7
5 · 10−3 = 5µm, (9.41)
13ǫ ∼ 1µm is the cell’s dimension
14↔Ga: the passive part of the momentum flux.
15cf. To see the effect of p′
y,∂
, 0 the case of p′
y,∂
= py,∂ has been studied in Fig. 9.10
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(∂xP)c =
π∗3
2c∗2
=
(5.10−3)3
2(10−7)2
= 3 × 108Pa.m−1, i.e., 3 × 104[ρg] (9.42)
For the characteristic velocity, we use 〈V〉1 in Definition 9.3.2. We have
〈V〉1 ∼ π
∗
η∗
=
10−2
150
= 7 · 10−5m.s−1 ≃ 300mm.h−1 (9.43)
9.3.4 Presentation of theoretical results
9.3.4.1 Profiles of velocity and the polar vector
Once we find the integration constant p˜∗2y as function of the other parameters, we can construct the profiles
of the velocity Vx and the polar field pˆ ≃ (1, py). The component py is reconstructed from Definition 33 of the
adimensionalization, py =
(
|∂xP|
)1/4
p˜y. The velocity can be deduced from (9.18) reads Vx = − crr2ηa ∂y py+
πa
ηaαa
p2y+Vc,
, where we ignored the dependence on x. We substitute for Vc the relation (9.38), and find
Vx = V∂ − crr
2ηaαa
{∂y py − ∂y py|y=−h} + πa
ηaαa
{p2y − p2y,∂}. (9.44)
Figs. 9.11 (confined geometry) and 9.12 (open geometry) show the profiles of the velocity Vx (blue, horizon-
tal arrows) and the polar vector component, pˆy (brown arrows). As noted in the figure captions, the deviation
of the polar vector, or the component py relative to the unity , is 30 times exaggerated so that the deviation is
easily visible.
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Figure 9.11: Profiles of the velocity Vx (blue, horizontal arrows) and the polarity pˆy (brown arrows) for the
confined geometry with various thicknesses of the slab, 2h, from 15µm (leftmost) up to 45µm (rightmost),
and with various pressure gradient (∂xP > 0) from 3 [103ρg] (top) up to 7 [103ρg] (bottom), where ρ is the mass
density of Dictyostelium Discoideum. The deviations from the horizontal axis of pˆ = (px, py) ≃ (1, py) have been
magnified to (1, 30 py).
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Figure 9.12: Gridpetith10.pdf // Profiles of the velocity Vx (blue, horizontal arrows) and the polarity pˆy (brown
arrows) for the open geometry. Here the thicknesses of the slab h is fixed at 600µm. while the pressure
gradient (∂xP) is varied from (−0.3) [103ρg] (top-left) up to (+0.3) [103ρg] (bottom-right). The deviations from
the horizontal axis of pˆ = (px, py) ≃ (1, py) have been magnified to (1, 30 py).
9.3.4.2 Confined geometry — “Bulk force”
In [15, 16], the velocity of the slug confined in a tube was plotted as a function of the pressure gradient (see
Figs. 5.4 and 5.6). The velocity of the slug is given by the average:
〈Vx〉 = 1
2h
∫ h
−h
Vx(y)dy. (9.45)
Lemma 9.3.2
〈Vx〉 = 〈V〉0 − 〈V〉1
[
p∗2y + p∂
yc
h
+ (1 + α)
∂xP
(∂xP)c
h2
4y2c
]
, (9.46)
where
〈V〉0 = V∂ + 〈V〉1p2y , 〈V〉1 =
(
crr
2ηaαayc
− πa
3ηaαa
)
, α =
2
3
1
crr
2πayc
− 1 > 0 (9.47)
The proof of (9.46) is found in Appendix B.43. As function of h as well as ∂xP the expression (9.46) is not
as simple as it appears because p˜∗2y depends also on h˜ (see §§ 9.3.2.1).
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Figure 9.13: (Left) Theoretical mean velocity of the slug, V[mm/h] as function of centrifugal force in unit of
acceleration. Two almost straight curves correspond to the two different heights, h. The parameters used are
〈V〉1 = 300mm/h, (∂xP)c = 103ρg, yc = 5µm, α = 0 and py,∂ = 0.1. (Right) Copy of Fig. 5.6, which is extracted
from [16].
9.3.4.3 Open geometry — “Non-linearity of velocity”
The mean slug velocity for the open geometry reads
〈Vx〉 = 1
h
∫ 0
−h
Vx(y)dy.
Our solution gives the following expression for 〈Vx〉:
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Figure 9.14: (Left) Theoretically calculated total active force (vertical axis) as function of the aggregate’s
volume (horizontal axis). Each rectangle indicates the 2D shape and relative magnitude of the aggregate at
the coordinates (Volume,Force) of its center of mass. Along each dotted curve, the length L is fixed at 500µm
(bottom curve), 1000µm (middle curve) and 1500µm (top curve). The three rectangles on the same curve (i.e.
the same length L) have the thickness (2h) of 17µm (left), 22µm (middle) and 30µm (right). (Right) Copy of
Fig. 5.7, which is extracted from [16]. The sample of different lengths, L, and the diameters, φ, are mixed but
not detailed in the original article.
Lemma 9.3.3
〈Vx〉 = 〈V〉0 − 〈V〉1
[
p∗2y + (p∂ + p
′
∂)
yc
h
+ (1 + α)
∂xP
(∂xP)c
h2
4
]
, (9.48)
where 〈V〉0, 〈V〉1 and α have been defined in (9.47) in the previous lemma.
The proof of (9.48) is found in Appendix B.44.
In Fig 9.15 the mean velocity of the slug vs the applied force is compared between theory (Left) and the
data Fig. 5.10, which is extracted from [68] (Right).
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Figure 9.15: (Left) Velocity of slug as a function of centrifugal force opposed to the slug in the open geometry.
The thickness of the slab is is h = 600µm. The other parameters are 〈V〉1 = 300mm/h, (∂xP)c = 103ρg, yc = 5µm,
α = 0, py,∂ = 0.1 and p′y,∂ = 0. (Right) Copy of Fig. 5.10, which is extracted from [68].
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9.3.5 Discussion — Active boundary force
There is a flow circulation in the slug. The profile of the velocity Vx(y) in Fig. 9.11 indicates that an ag-
gregate confined in a tube (or in a narrow environment like between the rotten leaves in nature) moves by
generating the internal circulation Vx(y) − 〈Vx〉. This circulation is similar to what we supposed for the cortex
flow of individual cells (see Fig. 5.12) but the spatial scale is amplified to the level of a whole slug.
The inhomogeneity of the cellular polarity pˆ is essential for the non plug-like flow profile. In either
geometries (i.e. Fig. 9.11 or Fig. 9.12) the sign of the plug flow (the flatness of the velocity profile Vx(y)) is
correlated to the parallel alignment of the polarity in the xˆ axis. Since the plug flow implies the boundary driven
force generation, we may say that the inhomogeneity of the cellular polarity pˆ is essential factor, either cause
or result, for the generation of the force which is not “surface-like” but rather “bulk-like”. In the microscopic
terms, nonzero ∇ pˆ implies the differential cortical flow (wi − w j), which in turn generates the torque, and this
torque is coupled to the linear momentum flow, or the stress, at the cell level. For comparison with Fig. 9.12,
where h = 600µm, the figure below, Fig. 9.16, shows the profiles with h = 10µm. The flow is more like Poiseuille
flow and the polarization is splay-like throughout the thickness of the slab.
Qualitatively, these results already show the existence of the “boundary layers” within which the dynamical
behavior of the medium is under the influence of the boundary conditions. If we compare horizontally the
profiles in Fig. 9.11,
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Figure 9.16: See the text.
Boundary layer appears for large thickness, h, or for some range of external force, ∂x P. In Fig. 9.11
the plateau regions in the velocity profile appear for large h, for example under the force of ∂xP = 1 or 3 [103ρg].
From these profiles, we may read off the thickness of the boundary layer of ∼ 20-30µm.
In Fig. 9.12 the segregation between the central plateau region and the boundary layer become visible for
the force ∂xP > 0, that is against the migratory direction16
A usual way to argue the characteristic width of the boundary layer is based on the adimensionalization
done in Definition 33. There we have introduced y˜ through
y˜ =
y
yc
(
|∂xP|
)−1/4 ,
where yc is intrinsic length determined by the system parameters and ∂xP is adimensionalized pressure gra-
dient imposed on the slug. This scaling looks to work for ∂xP > 0 in Fig. 9.12 but not very evident in Fig. 9.11,
for example along the column of profiles with h = 50µm with different ∂xP. For ∂xP < 0 in Fig. 9.12 the above
argument apparently does not apply. The existence of characteristic length does not necessarily imply the
presence of the boundary layer. More insights are needed on the non-linear [Riccati] equation,
p˜2y − ∂y˜ p˜y = ±
y˜2
4
+ p˜∗2y .
16But the force should not be too strong.
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The non-linear force vs mean velocity relation is related to the flow profile Experiment of migration in
a tube (Figs. 5.4 and 5.6) showed more or less linear relation between the mean velocity of the migration
versus the applied forces, either backward (∆P > 0 or F > 0) or forward. By contrast the experiment in the
open geometry (Fig. 5.10) showed an apparent non-linearity and the response was very different between the
backward force and forward force.
Our model can reproduce the both type of behaviors. The following figure demonstrates it: Fixing the model
parameters rather freely, the four figures shows how the relation between mean velocity (vertical axis) vs force
(horizontal axis) changes when the thickness of the aggregate is increased from 0.5 to 5.5 in an arbitrary unit.
Based on the comparison between Fig. 9.12 and Fig. 9.16, we may say that the non-linear relation appears
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Figure 9.17: See the text.
when the velocity profile shows the plateau under the backward applied force, and that this plateau appears
when the slab is thick enough.
9.3.6 Conclusion
Although being reduced to quasi-2D model, the numerical solutions of our model could reproduced the exper-
imental results satisfactorily. The principal message from these results is that
•the “bulk force” claimed by the experimental papers arises in fact from the boundary layer of the active
medium, and this layer is characterized by an inhomogeneous polar orientation.
•The coupling between the angular momentum and linear momentum is the basic mechanism behind the link
between the inhomogeneous polar orientation and the “bulk force.”
•The nonlinearity of the Riccati equation allows to vary the relative importance between the plug flow region
and the boundary layer, dependent on the global flow rate.
•This dependency explains the “non-linearity of velocity” vs the applied force on the slug.
Non-linear equations other than the Riccati equation may come out when the model is applied to different
geometries including the full 3D flow in a tube or on a substrate. We are still far from comprehensive under-
standing of the role played by the non-linearity, which arises mainly of geometrical origin.
That our model explains well the known experimental results are encouraging in the sense that our ap-
proach reflects the essential ingredients of the dense active cellular media. To confirm the validity of our
model, further tests of the model at the macroscopic scale are needed, such as through the measurement
of the velocity field in the slug. However, what is even more important and interesting will be to observe di-
rectly those microscopic observables such as δǫ (1) and pˆ to relate them to the macroscopic parameters. With
rapid progress of experimental techniques we hope that it is not a mere dream but realizable in the near future.
Apart from the active cellular media, a possible extension of the present approach can be done for the
foam-like media. In such system the linear (and angular) momenta can be transmitted along the interfaces,
as well as across them. It necessitates the analysis of the pair neighbor distribution of (d + 1) cells, where d is
the spatial dimension, constrained through the new types of redundancy relations. Using those relations new
formulas for the fluxes
↔
G and
↔
C will be obtained (A.F., unpublished). Such framework will be relevant for the
rheological modeling of the foam.
As for biological aspect, our hypothesis of “Cell’s adaptation to the dense environment” (Proposition 8.1.6)
requires further critical reflections.
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Appendix A
Appendices on Part I
A.1 Physical argument up to the numerical multiplicative factor c in
(2.2)
We give a more detailed argument of kinetics that allows even the identification of the numerical multiplicative
constant c in (2.2) [38]. We consider again the NESS case shown in Fig. 4.4(b). In order to find explicit expres-
sions we assume that the gas consists of hard disks which elastically collide with the piston. The temperature
of the gas, T , is assumed to be constant and the velocity of the gas particles satisfies the Maxwellian velocity
distribution.1 We assume only binary hard collisions to take place. The piston surface is smooth so that the
velocity component parallel to the piston remains the same upon the collision. Hereafter, we consider only the
velocity component perpendicular to the piston. Momentum and energy conserve at each collision even when
the Brownian object is simultaneously in contact with other baths or external agents since the hard disk colli-
sion is instantaneous. For i-th collision, the gas particle and the piston have the pre-collisional velocity vi and
Vi, respectively and the corresponding post-collisional velocities ui and Ui are determined by the momentum
and energy conservation laws:
mui − mvi = MVi − MUi (A.1)
m
2
u2i −
m
2
v2i =
M
2
V2i −
M
2
U2i . (A.2)
Between the successive collisions, the piston interacts with another environment or an external agent
and its momentum and energy change by ∆Pi and ∆Ei, respectively. The change in the piston velocity is
determined by another set of momentum and energy balance equations:
MVi+1 − MUi = ∆Pi (A.3)
M
2
V2i+1 −
M
2
U2i = ∆Ei . (A.4)
Summing up Eqs. (A.1) and (A.3) over all n collisions during a unit time, we find the net momentum balance:
ωcol (m〈v〉col − m〈u〉col) + Fext = 0 , (A.5)
where Fext ≡
∑
∆Pi and we have used the NESS condition MUn = MV1. The mean value is defined by∑
vi = ωcol〈v〉col. Note that 〈· · · 〉col indicates average over all collisions during a unit time. It is not the same as
a regular thermal average over the Maxwell distribution. The force due to MDD is now expressed as
FMDD = Fext − pL = −ωcol m (〈v〉col + 〈u〉col) . (A.6)
1In general, this assumption does not hold under nonequilibrium conditions. Following the previous models [22, 24, 33, 35], we
assume that the incoming particles leave a thermostated region and directly hit the Brownian object. The outgoing particles, lower in
kinetic energy on average, travel back to the thermostated area before colliding the incoming particles, and thus the incoming particles
follow the Maxwellian distribution. However, this situation is possible only when the distance between the Brownian object and the
thermostated region is not larger than the mean free path.
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Similarly, adding up Eq. (A.2) along with Eq. (A.4) leads to net energy balance
J
(e)
diss
= ωcol
(
m
2
〈u2〉col − m
2
〈v2〉col
)
, (A.7)
where J(e)
diss
≡ ∑∆Ei. We have used the steady state condition MU2n/2 = MV21/2.
For incoming particles, we find 〈v〉col =
√
π/2 vth and 〈v2〉col/〈v〉2col = 4/π (see Appendix ??). We do not
have exact statistics of the outgoing particles. However, when the dissipation is weak, we can assume that
〈u〉col ≈ −〈v〉col and 〈v2〉col/〈v〉2col ≈ 〈u2〉col/〈u〉2col. Using this approximation, Eq. (A.7) is reduced to
J
(e)
diss
=
√
8
π
vthωcol m (〈v〉col + 〈u〉col) . (A.8)
Comparing Eqs. (A.6) and (A.8), we obtain the formula (4.17) with a prefactor c =
√
π/8.
A.2 Expression for ωcol (A.2)
Here, we briefly explain the calculation of average over collision events [38]. We assume that the incoming
gas particles obey the Maxwell’s velocity distribution fg(v) =
√
m/2πkBTe
−mv2/2kBT with temperature T . Under
non-equilibrium conditions, the velocity distribution of the piston is not necessarily Maxwellian. However, when
the piston is under a NESS not far from equilibrium, the piston approximately follows the Maxwell’s velocity
distribution fp(V) =
√
M/2πkBTkine
−MV2/2kBTkin but with a kinetic temperature Tkin which is different from the
temperature of the gas. Under these assumptions, the velocity distribution of gas particles colliding with the
piston moving at velocity V is given by
Φ(v;V) =
Lρ(v − V)
ωcol
fg(v) fp(V)Θ(v − V) (A.9)
where Θ(·) is the Heaviside step function and the normalization constant ωcol is the total number of collisions
per unit time defined by
ωcol = Lρ
∫ ∞
−∞
dV
∫ ∞
V
dv(v − V) fg(v) fp(V)
= Lρ
√
kBT
2πm
√
1 +
mTkin
MT
≈ Lρ vth√
2π
(A.10)
where m ≪ M is assumed.
Using the probability distribution (A.9) we obtain the 1st and 2nd moments:
〈v〉col =
∫ ∞
−∞
dV
∫ ∞
−∞
dv vΦ(v;V)
=
√
πkBT
2m
(
1 +
mTkin
MT
)− 1
2 ≈
√
π
2
vth (A.11)
〈v2〉col =
∫ ∞
−∞
dV
∫ ∞
−∞
dv v2Φ(v;V)
=
kBT
m
· mTkin + 2MT
mTkin + MT
≈ 2v2th (A.12)
Similarly, the second moment of the relative velocity is computed as
〈(v − V)2〉col =
∫ ∞
−∞
dV
∫ ∞
−∞
dv (v − V)2Φ(v;V)
=
2kBT
m
+
2kBTkin
M
(A.13)
which is exact under the present assumption.
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Appendix B
Appendices on Part II
B.1 Proof of (6.13) and (6.14)
Proof : First we show ∑
~ri∈Ω

(i)∑
j
~Fi, j
 =
∫
~r∈Ω
∫∫
~F ρˆ2F(~ǫ, ~F,~r) d
3 ~F d3~ǫ d3~r (B.1)
and ∑
~ri∈Ω

(i)∑
j
~Mi, j
 =
∫
~r∈Ω
∫∫
~M ρˆ2M(~ǫ, ~M,~r) d
3 ~M d3~ǫ d3~r (B.2)
for arbitrary Ω. Eq. (B.1) holds because
∑
~ri∈Ω

(i)∑
j
~Fi, j
 =
∫
~r∈Ω
∫ ∑
i
∑
j
~Fi, jδ
(
~r j − ~r
)
δ
(
~r j − ~ri − ~ǫ
)
d3~ǫ d3~r
=
∫
~r∈Ω
∫∫ ∑
i
∑
j
~Fδ
(
~F − ~Fi, j
)
δ
(
~r j − ~r
)
δ
(
~r j − ~ri − ~ǫ
)
d3 ~F d3~ǫ d3~r
=
∫
~r∈Ω
∫∫
~F ρˆ2F(~ǫ, ~F,~r) d
3 ~F d3~ǫ d3~r
The equality for the torque (B.2) can be shown similarly. Next, combining the above results with (6.10) we have the
identities, ∫
~r∈∂Ω˜
~r ∧
↔
G · d ~A(~r) = −
∫
~r∈Ω
∫∫
~M ρˆ2M(~ǫ, ~M,~r) d
3 ~M d3~ǫ d3~r −
∑
~ri∈Ω

(i)∑
j
~ai, j ∧ ~Fi, j
 (B.3)
On the r.h.s.,
∑
~ri∈Ω
∑(i)
j
(
~ai, j ∧ ~Fi, j
)
can also be represented as a moment integral: we first notice that this sum is
equal to 1
2
∑
~ri∈Ω
∑(i)
j
(
~ai, j − ~a j,i
)
∧ ~Fi, j. Then, by the geometrical identity ~ai, j − ~ai, j = ~ǫi, j, we have
∑
~ri∈Ω
∑(i)
j
(
~ai, j ∧ ~Fi, j
)
=
1
2
∑
~ri∈Ω
∑
j ~ǫi, j ∧ ~Fi, j, which is written as 12
∫
~r∈Ω
(∫∫
~ǫ ∧ ~F ρ2F
(
~ǫ, ~M,~r
)
d3~ǫ d3 ~M
)
d3~r. Therefore, (B.3) reads (6.14).
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B.2 Proof of (6.15)
Proof : In the definition of ρˆ2FM (see (6.11))
ρˆ2FM
(
~ǫ, ~F, ~M,~r
)
≡
∑
i
(i)∑
j
δ
(
~r j − ~ri − ~ǫ
)
δ
(
~F − ~Fi, j
)
δ
(
~M − ~Mi, j
)
δ
(
~r − ~ri
)
we change the argument as follows;
ρˆ2FM
(
−~ǫ,− ~F,− ~M,~r + ~ǫ
)
=
∑
i
(i)∑
j
δ
(
~r j − ~ri − ~ǫ
)
δ
(
~F + ~Fi, j
)
δ
(
~M + ~Mi, j
)
δ
(
~r + ~ǫ − ~ri
)
=
∑
i
(i)∑
j
δ
(
~r j − ~ri − ~ǫ
)
δ
(
~F + ~Fi, j
)
δ
(
~M + ~Mi, j
)
δ
(
~r − ~r j
)
. (B.4)
Using the fact that the counting of all the immediate neighbors through the sum,
∑
i
∑(i)
j
, is equivalent to that through∑
j
∑( j)
i
, the last line becomes
ρˆ2FM
(
−~ǫ,− ~F,− ~M,~r + ~ǫ
)
=
∑
j
( j)∑
i
δ
(
~r j − ~ri − ~ǫ
)
δ
(
~F + ~Fi, j
)
δ
(
~M + ~Mi, j
)
δ
(
~r − ~r j
)
Finally, the reciprocity relations, ~Fi, j = − ~F j,i and ~Mi, j = − ~M j,i gives
ρˆ2FM
(
−~ǫ,− ~F,− ~M,~r + ~ǫ
)
=
∑
j
( j)∑
i
δ
(
~r j − ~ri − ~ǫ
)
δ
(
~F − ~F j,i
)
δ
(
~M − ~M j,i
)
δ
(
~r − ~r j
)
= ρˆ2FM
(
~ǫ, ~F, ~M,~r
)
. (B.5)
We thus arrived at the basic redundancy relationship (6.15) claimed above. The associated relations for the
peripheral distributions can be obtained by integrating over either ~M or ~F.
B.3 Proof of (6.18) and (6.19)
Proof : For (6.18),
∫∫
~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ =
1
2
[∫∫
~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ +
∫∫
~Fρˆ2F
(
−~ǫ,− ~F,~r + ~ǫ
)
d3 ~F d3~ǫ
]
=
1
2
[∫∫
~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ +
∫∫
(− ~F)ρˆ2F
(
~ǫ, ~F,~r + (−~ǫ)
)
d3 ~F d3~ǫ
]
=
1
2
∫∫
~F
[
ρˆ2F
(
~ǫ, ~F,~r
)
− ρˆ2F
(
~ǫ, ~F,~r − ~ǫ
)]
d3 ~F d3~ǫ. (B.6)
For (6.19) ∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ =
∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
−~ǫ,− ~F,~r + ~ǫ
)
d3 ~F d3~ǫ
= −
∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r − ~ǫ
)
d3 ~F d3~ǫ. (B.7)
By adding the l.h.s. and the 2nd line on the r.h.s., we have (6.19).
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B.4 Proof of (6.21) and (6.22)
Proof : We look at (6.13) and rewrite its right hand side. Because ψ will not contain ~M in this issue, we will use ρ2F to
simplify the notation. According to (6.18) or, more precisely, to its coarse-grained version,∫∫
~Fρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ =
1
2
∫∫
~F
[
ρ2F
(
~ǫ, ~F,~r
)
− ρ2F
(
~ǫ, ~F,~r − ~ǫ
)]
d3 ~F d3~ǫ. (B.8)
The integral on the r.h.s. can be expanded using its slowly varying nature about ~r:
(r.h.s. of (B.8)) =
1
2
∇ ·
{∫∫
~ǫ ⊗ ~F ρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
}
+
1
2
∇∇ :
{∫∫
~ǫ ⊗ ~ǫ ⊗ ~F ρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
}
+ O
(
‖~ǫ · ∇ ‖3
)
. (B.9)
Now the second term on the r.h.s., which is at most O
(
‖~ǫ · ∇ ‖2
)
, is in fact only O
(
‖~ǫ · ∇ ‖3
)
because the ~ǫ ·∇ expansion
of (6.19) shows that
2
∫∫
~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ − ∇ ·
∫∫
~ǫ ⊗ ~ǫ ⊗ ~ǫ ⊗ ~Fρˆ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ ≃ 0, (B.10)
therefore,
∇∇ :
[∫∫
~ǫ ⊗ ~ǫ ⊗ ~F ρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
]
≃ ∇∇ :
[
1
2
∇ ·
{∫∫
~ǫ ⊗ ~ǫ ⊗ ~ǫ ⊗ ~F ρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ
}]
= O
(
‖~ǫ · ∇ ‖3
)
. (B.11)
Therefore, the first term on the r.h.s. of (B.9) is a good approximation with an error of only O
(
‖~ǫ · ∇ ‖3
)
. Now
rewriting (B.9) using the notation of 〈~ǫ ⊗ ~F〉2 and the definition (6.22), the equation (B.8) becomes∫∫
~Fρ2F
(
~ǫ, ~F,~r
)
d3 ~F d3~ǫ = ∇ · ↔G + O
(
‖~ǫ · ∇ ‖3
)
.
The (6.13) takes the form:
∫
~r∈∂Ω˜
↔
G · d ~A(~r) =
∫
~r∈Ω ∇ ·
↔
G d3~r. for arbitrary Ω up to the errors of O
(
‖~ǫ · ∇ ‖3
)
. This justifies
to identify
↔
G as the coarse-grained momentum flux. In terms of the suffix, it is rather the transpose,
↔
G
t
, that
corresponds to
↔
G due to our choice of representation of the latter. Finally (6.2) leads to (6.21).
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B.5 Proof of (6.24) and (6.25)
Proof : By the completely parallel argument as the proof of the previous theorem, a part of the integral on the r.h.s. of
(6.14) can be rewritten as: ∫
~r∈Ω
∫∫
~M ρˆ2M(~ǫ, ~M,~r) d
3 ~M d3~ǫ d3~r = ∇ · ↔C + O
(
‖~ǫ · ∇ ‖3
)
, (B.12)
where we have used the definition (6.23) and (6.25). Besides, the remaining part of the integral in (6.14), i.e.,
−
∫
~r∈Ω
[∫∫∫
1
2
~ǫ ∧ ~F ρˆ2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫ d3 ~M d3 ~F
]
d3~r, can be expressed in terms of
↔
G defined in (6.22):
∫
~r∈Ω
(∫∫
1
2
~ǫ ∧ ~F ρ2F
(
~ǫ, ~M,~r
)
d3~ǫ d3 ~M
)
d3~r =
∫
~r∈Ω
[
1
2
〈~ǫ ∧ ~F〉2Zρ1
]
d3~r
=
∫
~r∈Ω
ε :
[
1
2
〈~ǫ ⊗ ~F〉2Zρ1
]
=
∫
~r∈Ω
ε : ↔G d3~r. (B.13)
Now, if we ignore the errors of O
(
‖~ǫ · ∇ ‖3
)
, (6.14) then reads
∫
~r∈∂Ω˜
~r ∧
↔
G · d ~A(~r) =
∫
~r∈Ω
(∇ · ↔C +ε :
↔
G) d
3~r
for arbitrary Ω. This equation together with (6.2) leads to (6.24).
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B.6 Proof of (7.5)
Proof : To find this result in a constructive manner, we assume the form
↔
dΛ = d~ℓ ·ε and d~ℓ = pˆdα + qˆdβ + ~bdγ. Then
we have to solve pˆ ∧ ~ℓ = dpˆ and qˆ ∧ ~ℓ = dqˆ because of the identity, ~a · ε · ~b ≡ ~b ∧ ~a. We find that dα = −dqˆ · ~b,
dβ = +dpˆ ·~b, and dγ = dqˆ · pˆ = −dpˆ · qˆ. Substituting these into the hypothesis of d~ℓ and using again ~a ·ε ·~b ≡ ~b∧~a we
have the claimed result. (An alternative way is to just verify the two conditions,
↔
dΛ pˆ = dpˆ and
↔
dΛ qˆ = dqˆ by direct
calculation. ) Notice (7.3) is used in the last term of the first expression. For the second expression, we use also
this identity to rewrite −pˆ(dpˆ · qˆ) = +pˆ(dqˆ · pˆ), as well as the orthogonality, (dpˆ · pˆ) = (dqˆ · qˆ) = 0. To go to the last line,
we used dpˆ(~r) = [d~r · ∇] pˆ(~r) and the similar relation for qˆ.
B.7 Proof of (7.7)
Proof : Because ρ(0)
2FM
depends on the position only through pˆ and qˆ, we have
ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ(~r + d~r), qˆ(~r + d~r)
)
− ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ(~r), qˆ(~r)
)
,= d~r · ∇ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
+ O(‖d~r‖2). (B.14)
On the other hand, we notice the following identity as discussed above
ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ(~r), qˆ(~r)
)
= ρ(0)
2FM
(
[
↔
1 + d
↔
Λ] · ~ǫ, [
↔
1 + d
↔
Λ] · ~F, [
↔
1 + d
↔
Λ] · ~M, [
↔
1 + d
↔
Λ] · pˆ(~r), [
↔
1 + d
↔
Λ] · qˆ(~r)
)
= ρ(0)
2FM
(
[
↔
1 + d
↔
Λ] · ~ǫ, [
↔
1 + d
↔
Λ] · ~F, [
↔
1 + d
↔
Λ] · ~M, pˆ(~r + d~r), qˆ(~r + d~r)
)
. (B.15)
Now the second line of the r.h.s. can be expanded with respect to only the first two arguments:
(r.h.s.) = ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ(~r + d~r), qˆ(~r + d~r)
)
+ d
↔
Λ :
{
~ǫ ⊗ ∂~ǫ + ~F ⊗ ∂ ~F + ~M ⊗ ∂ ~M
}
ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
, (B.16)
Substituting (B.16) into (B.15) then into B.14, we obtain the first line of claimed formula. To go to the second line of
(7.7) we use the definition of WˆdΛ.
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B.8 Proof of (7.10)
Proof : By the definition above, we have to show the following:∫
g ρ2FMd
3~ǫd3 ~Fd3 ~M ≃
∫
g
{
ρ(0)
2FM
− ∂~ǫ · [δ~ǫ ρ(0)2FM] − ∂ ~F · [δ ~F ρ(0)2FM] − ∂ ~M · [δ ~M ρ(0)2FM]
}
d3~ǫd3 ~Fd3 ~M, (B.17)
where g = g(~ǫ, ~F, ~M) is any smooth function of its arguments in the sense that δ~ǫ · ∂~ǫ[g] ≪ g, etc holds. We multiply
g(~ǫ, ~F, ~M) on each side of (7.9) and then we integrate each side over ~ǫ, ~F and ~M. We obtain
J ≡
∫
g(~ǫ, ~F, ~M)ρ2FM
(
~ǫ, ~F, ~M,~r
)
d3~ǫd3 ~Fd3 ~M
=
∫ [∫
~e, ~f , ~M
g(~ǫ, ~F, ~M) σ2FM
(
~e, ~f , ~M
∣∣∣∣~ǫ − ~e, ~F − ~f , ~M − ~M,~r ) ρ(0)2FM (~ǫ − ~e, ~F − ~f , ~M − ~M, pˆ, qˆ) d3~e d3 ~f d3 ~M
]
d3~ǫd3 ~Fd3 ~M
On the r.h.s. , we change the integration variables from ~ǫ, ~F and ~M to ~ǫ ′ = ~ǫ − ~e, ~F′ = ~F − ~f and ~M′ = ~M − ~M,
respectively:
J =
∫ [∫
~e, ~f , ~M
g(~ǫ ′ + ~e, ~F′ + ~f , ~M′ + ~M) σ2FM
(
~e, ~f , ~M
∣∣∣∣~ǫ ′, ~F′, ~M′,~r ) ρ(0)2FM (~ǫ ′, ~F′, ~M′, pˆ, qˆ) d3~e d3 ~f d3 ~M
]
d3~ǫ ′d3 ~F′d3 ~M′
(B.18)
As g is assumed to be "smooth function", we develop g in the integral around
{
~ǫ ′, ~F′, ~M′
}
:
J =
∫ [∫
~e, ~f , ~M
{
1 + ~e · ∂~ǫ + ~f · ∂ ~F + ~M · ∂ ~M +
1
2
(~e · ∂~ǫ) + 1
2
( ~f · ∂ ~F)2 +
1
2
( ~M · ∂ ~M)2 + ...
}
g(~ǫ ′, ~F′, ~M′)
×σ2FM
(
~e, ~f , ~M
∣∣∣∣~ǫ ′, ~F′, ~M′,~r ) ρ(0)2FM (~ǫ ′, ~F′, ~M′, pˆ, qˆ) d3~e d3 ~f d3 ~M
]
d3~ǫ ′d3 ~F′d3 ~M′
We then do the integration over ~e, ~f and ~m and use Definition 5. Thus we find
J =
∫
ρ(0)
2FM
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
)
g(~ǫ ′, ~F′, ~M′)d3~ǫ ′d3 ~F′d3 ~M′
+
∫
ρ(0)
2FM
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
) [
δ~ǫ
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
)
· ∂~ǫ + δ ~F
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
)
· ∂ ~F + δ ~M
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
)
· ∂ ~M
]
g(~ǫ ′, ~F′, ~M′)d3~ǫ ′d3 ~F′d3 ~M′
+
∫
ρ(0)
2FM
(
~ǫ ′, ~F′, ~M′, pˆ, qˆ
)
(. . .)g(~ǫ ′, ~F′, ~M′)d3~ǫ ′d3 ~F′d3 ~M′ + · · · , (B.19)
where the part in (. . .) on the last line on the r.h.s. gives the higher order contributions compared with those terms
in [· · · ]. Finally, we apply the integration by parts on the second line of the r.h.s. of the last equation. We then find
the claimed results in the sense of (B.17).
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B.9 Proof of (7.17)
Proof :
Step 1 – Iterative relation between ρ(A)
3
and ρ(B)
3
: Assuming that ρ3 is slowly varying with respect to ~r → ~r + ~ǫ1, we
develop the first lines,
ρ3
(
~ǫ1, ~ǫ2,~r
′)
= ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r′) + ~ǫ1 · ∇ρ3 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + 1
2
~ǫ1 ⊗ ~ǫ1 : ∇∇ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) + O (~ǫ1 · ∇)3 (B.20)
Or, moving the first term on the r.h.s to the l.h.s,
ρ3
(
~ǫ1, ~ǫ2,~r
′) − ρ3 (−~ǫ1, ~ǫ2 − ~ǫ1,~r′) = ~ǫ1 · ∇ρ3 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + 1
2
~ǫ1 ⊗ ~ǫ1 : ∇∇ρ3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) + O (~ǫ1 · ∇)3 (B.21)
We can rewrite eanch side of (B.21) in terms of ρ(A)
3
and ρ(B)
3
,
2ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
= ~ǫ1 · ∇
[
ρ(B)
3
(
~ǫ1, ~ǫ2,~r
) − ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)]
+
1
2
~ǫ1 ⊗ ~ǫ1 : ∇∇
[
ρ(B)
3
(
~ǫ1, ~ǫ2,~r
) − ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)]
+ O (~ǫ1 · ∇)3 (B.22)
Step 2– Smallness of ρ(A)
3
: We then notice that ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
is small and of order ~ǫ · ∇. Our purpose is, therefore, to
express this in terms of ρ(B)
3
. By iteratively substitute for ρ(A)
3
in (B.22), we can rewrite the r.h.s of this as,
2ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
= ~ǫ1 · ∇
[
ρ(B)
3
(
~ǫ1, ~ǫ2,~r
) − 1
2
~ǫ1 · ∇ρ(B)3
(
~ǫ1, ~ǫ2,~r
)]
+
1
2
~ǫ1 ⊗ ~ǫ1 : ∇∇ρ(B)3
(
~ǫ1, ~ǫ2,~r
)
+ O (~ǫ1 · ∇)3
Therefore, to the lowest order of the gradient expansion, we have the claimed relation, (7.17).
B.10 Proof of (7.21)
Proof : In (7.18), i.e.,
ρ2
(
~ǫ1, ~ǫ2,~r
)
=
∫
~e1 ,~e2
σ3
(
~e1, ~e2
∣∣∣~ǫ1 − ~e1, ~ǫ2 − ~e2,~r ) ρ(0)3 (~ǫ1 − ~e1, ~ǫ2 − ~e2, pˆ, qˆ) d3~e1 d3~e2
We expand on the r.h.s. the arguments (~ǫ1 − ~e1, ~ǫ2 − ~e2) in σ3ρ3 around (~ǫ1, ~ǫ2), and then rewrite the integration:
ρ2
(
~ǫ1, ~ǫ2,~r
)
=
∫
~e1 ,~e2
σ3
(
~e1, ~e2
∣∣∣~ǫ1 − ~e1, ~ǫ2 − ~e2,~r ) ρ(0)3 (~ǫ1 − ~e1, ~ǫ2 − ~e2, pˆ, qˆ) d3~e1 d3~e2
=
∫
~e1 ,~e2
{
1 + (~e1 · ∂~ǫ1 + ~e2 · ∂~ǫ2 ) +
(~e1 · ∂~ǫ1 + ~e2 · ∂~ǫ2 )2
2
+ ...
}
σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) d3~e1 d3~e2
= ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
+ ∂~ǫ1 ·
[{∫
~e1 ,~e2
~e1σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) d3~e1 d3~e2
}
ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)]
+∂~ǫ2 ·
[{∫
~e1 ,~e2
~e2σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) d3~e1 d3~e2
}
ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)]
+
∫
~e1 ,~e2
{
(~e1 · ∂~ǫ1 + ~e2 · ∂~ǫ2 )2
2
+ ...
}
σ3
(
~e1, ~e2
∣∣∣~ǫ1, ~ǫ2,~r ) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) d3~e1 d3~e2 (B.23)
We recognize the definition of δǫ (1,0) in the second and the third term of the last line on the r.h.s. The third term
there is of order O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣)
n+k>1
as we see them. Therefore we arrive at (7.21).
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B.11 Proof of (7.22)
Proof :
ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
=
1
2
{
ρ3
(
~ǫ1, ~ǫ2,~r
) − ρ3 (−~ǫ1, ~ǫ2 − ~ǫ1,~r)}
=
1
2
{
ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − ρ(0)
3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ)}
−1
2
∂~ǫ1 ·
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2, ~ǫ1,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+
1
2
(
−∂~ǫ1 − ∂~ǫ2
)
·
{
δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) ρ(0)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ)} + 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) ρ(0)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ)} ,
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(B.24)
The first equality is nothing but the definition of ρ(A)
3
. To have the second line we used the mapping, ρ(0) → ρ3,
given by (7.21). To rewrite the r.h.s. further, we notice that the first term on the second line is, by definition,
equal to ρ3(0, A). Also in the second last line on the r.h.s. the redundancy relation, (7.14), allows us to replace
ρ(0)
3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) by ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) . Finally, all ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) thus appearing on the right hand side can be re-
placed by ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
, because their difference, ρ(0,B)
3
− ρ(0)
3
= −ρ(0,A)
3
, is of order ~ǫ · ∇ (i.e.∼ ~ǫ · ∇ρ(0,B)
3
, see (7.17),
which is transferrable to its counterpart in the reference state). Ignoring, therefore, the errors of higher order in
~ǫ · ∇, the above equation reads
ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
= ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
∂~ǫ1 ·
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2, ~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+
1
2
(
−∂~ǫ1 − ∂~ǫ2
)
·
{
δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} + 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(B.25)
Rearranging the terms on the r.h.s. and neglecting the higher order small terms, we arrive at (7.22). Finally, as we
argued that the dependencies of δǫ (1,0) on ~ǫ1 and ~ǫ2 are much smaller than that of ρ(0,B)3 , the derivative operators
∂~ǫ1 · and ∂~ǫ2 · in the above can be moved to just before ρ(0,B)3 to a good approximation.
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B.12 Proof of (7.23)
Proof : For the right hand side we would like to express ρ(B)
3
(
~ǫ1, ~ǫ2,~r
)
in terms of ρ(0,B)
3
(
~ǫ1, ~ǫ2,~r
)
and δǫ (1,0). The procedure
is very similar to that we used to express ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
in terms of ρ(0,B)
3
(
~ǫ1, ~ǫ2,~r
)
and δǫ (1,0). We finally obtain the
relation,
ρ(B)
3
(
~ǫ1, ~ǫ2,~r
)
= ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
∂~ǫ1 ·
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2, ~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
(
−∂~ǫ1 − ∂~ǫ2
)
·
{
δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − 12∂~ǫ2 ·
{
δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
= ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(B.26)
Substituting the above result into the r.h.s. of (7.17) we have
~ǫ1 · ∇ρ(B)3
(
~ǫ1, ~ǫ2,~r
)
= ~ǫ1 · ∇ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
(~ǫ1 · ∇)∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
(~ǫ1 · ∇)∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+O
(
1
|~ǫ |n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
. (B.27)
B.13 Proof of (7.24)
Proof : First the simple substitution of (7.22) and (7.23) into (7.17), with small terms being ignered, reads
2ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − 1
2
∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
= ~ǫ1 · ∇ρ(0,B)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
−1
2
(~ǫ1 · ∇)∂~ǫ1 ·
{(
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
−1
2
(~ǫ1 · ∇)∂~ǫ2 ·
{(
δǫ (1,0) (~ǫ2, ~ǫ1,~r) − δǫ (1,0) (−~ǫ1, ~ǫ2 − ~ǫ1,~r) + δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)) ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}
+O
(
1
|~ǫ|n+k
∣∣∣δǫ (n,k)∣∣∣
)
n+k>1
(B.28)
For the moment ∂~ǫ1 and ∂~ǫ2 operate both on δǫ (1,0) and on the distribution function, ρ(0,B)3 . However, as function of ~ǫ1
and of ~ǫ2, the mean deviation δǫ (1,0) is much slowly varying than ρ(0,B)3 does. We can, therefore, ignore the first type
of derivatives and only leave the derivatives on ρ(0,B)
3
. We then have the claimed result.
B.14 Proof of (7.25)
Proof : First we notice that the formula of the rotation of density, (7.7), holds also with two arguments, ~ǫ1 and ~ǫ2,
instead of ~ǫ. Also we can omit (integrate out) the dependences on ~F and ~M in that formula. That is, we replace
ρ(0)
2FM
(
~ǫ, ~F, ~M, pˆ, qˆ
)
by ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
. Furthermore, ignoring the higher order corrections we can replace ρ(0)
3
by ρ(0,B)
3
(see the argument below the Definition 9 and also in the proof of (7.22). That is we use (7.7) in the form of
d~r · ∇ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= −(d~r ◦ WˆdΛ) :
{
~ǫ1 ⊗ ∂~ǫ1 + ~ǫ2 ⊗ ∂~ǫ2
}
ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
. (Notice that the rank-3 tensor operator WˆdΛ
was defined in Def. 3. The rewriting of ∇ρ(0,B)
3
by the last formula leads to the claimed result in the main text.
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B.15 Proof of (7.38)
Proof : We assume, naturally, that δǫ1 and δǫ2 are slowly varying as compared with ρ(0,B)3 , i.e.
∣∣∣∣∣∂ǫδǫ1δǫ1
∣∣∣∣∣≪
∣∣∣∣∣∣∣
∂ǫρ
(0,B)
3
ρ(0,B)
3
∣∣∣∣∣∣∣ . (B.29)
and the similar inequality for δǫ2. Under these strong inequality, Eq.(7.37) is approximated as follows:
−2ρ(A)
3
(
~ǫ1, ~ǫ2,~r
) ≃ δǫ1 (~ǫ1, ~ǫ2,~r) · ∂~ǫ1ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ) + δǫ2 (~ǫ1, ~ǫ2,~r) · ∂~ǫ2ρ(0,B)3 (~ǫ1, ~ǫ2, pˆ, qˆ) (B.30)
We then make the equivalent formula with the variable pair,
(
~ǫ1, ~ǫ2
)
being replaced by
(−~ǫ1, ~ǫ2 − ~ǫ1). The result reads
−2ρ(A)
3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) ≃ δǫ1 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) · ∂~ǫ1ρ(0,B)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) + δǫ2 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) · ∂~ǫ2ρ(0,B)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) ,
(B.31)
where the ∂~ǫi (i = 1 or 2) means to take the partial derivative about the i-th argument of ρ
(0,B)
3
.
Now, by the definition of ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
, see (7.15), we notice that this distribution has a “mirror anti-symmetry”
(note the minus sign):
ρ(A)
3
(
~ǫ1, ~ǫ2,~r
)
= −ρ(A)
3
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) . (B.32)
This anti-symmetry formula means that the sum of the l.h.s. of (B.30) and (B.31) makes zero, and the r.h.s. also.
To cook these r.h.s that contain ρ(0,B)
3
, we notice the two identities,
∂~ǫ1ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= −∂~ǫ1ρ(0,B)3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) − ∂~ǫ2ρ(0,B)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) . (B.33)
and
∂~ǫ2ρ
(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= ∂~ǫ2ρ
(0,B)
3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) , (B.34)
which are both derived from the symmetry of ρ(0,B)
3
1:
ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= +ρ(0,B)
3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) (B.35)
by operating, respectively, ∂~ǫ1 and ∂~ǫ2 .
Now in the sum of the r.h.s. of (B.30) and of (B.31), which should make zero, we use (B.33) and (B.34). The
resulting zero-sum condition reads,
0 = [−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r)] · ∂~ǫ1ρ(0,B)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ)
+[−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ2
(
~ǫ1, ~ǫ2,~r
)
+ δǫ2
(−~ǫ1, ~ǫ2 − ~ǫ1,~r)] · ∂~ǫ2ρ(0,B)3 (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) . (B.36)
The last equation again takes the form of (7.31), where the vector fields in the first and second square brackets,
[ ], correspond to ~K1 and ~K2 of (7.31), respectively. Therefore, we can conclude:
−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0
and
−δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ δǫ2
(
~ǫ1, ~ǫ2,~r
)
+ δǫ2
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0.
If we use the former equation, the latter equation can also be rewritten as
δǫ1
(−~ǫ1, ~ǫ2 − ~ǫ1,~r) − δǫ2 (~ǫ1, ~ǫ2,~r) − δǫ2 (−~ǫ1, ~ǫ2 − ~ǫ1,~r) = 0.
We thus arrived at the claimed relations, (7.38).
1This is an immediate consequence of the definition, ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) ≡ 1
2
{
ρ
(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
+ ρ
(0)
3
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ)} ,
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B.16 Proof of (7.40)
Proof : By the definition of ρ(A)
3
we find also the following identity
1
2
{
ρ3
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
) − ρ3 (~ǫ2 − ~ǫ1,−~ǫ1,~r)} = ρ(A)3 (~ǫ1 − ~ǫ2,−~ǫ2,~r)
= ρ(A)
3
(
~ǫ1, ~ǫ2,~r
) − ρ(A)
3
(
~ǫ2, ~ǫ1,~r
)
, (B.37)
where (7.13) has also been used. To rewrite the equality between the r.h.s. on the first line and that on the second
line, we substitute for each ρ(A)
3
the expression (B.30) (because of the strong inequality (B.29)). The result reads
{
δǫ1
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
) · ∂~ǫ1 + δǫ2 (~ǫ1 − ~ǫ2,−~ǫ2,~r) · (−∂~ǫ2 − ∂~ǫ1 )} ρ(0,B)3 (~ǫ1, ~ǫ2,~r)
=
{[
δǫ1
(
~ǫ1, ~ǫ2,~r
) − δǫ2 (~ǫ2, ~ǫ1,~r)] · ∂~ǫ1 + [δǫ2 (~ǫ1, ~ǫ2,~r) − δǫ1 (~ǫ2, ~ǫ1,~r)] · ∂~ǫ2 } ρ(0,B)3 (~ǫ1, ~ǫ2,~r) (B.38)
And, by the same token as above (i.e. from the hypothesis of slow variation of δǫ1 and δǫ2 as compared with the
variation of ρ(0,A)
3
) we apply the formula of the type (7.31)). The result reads
δǫ1
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
) − δǫ2 (~ǫ1 − ~ǫ2,−~ǫ2,~r) = δǫ1 (~ǫ1, ~ǫ2,~r) − δǫ2 (~ǫ2, ~ǫ1,~r) , (B.39)
and,
−δǫ2
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
)
= δǫ2
(
~ǫ1, ~ǫ2,~r
) − δǫ1 (~ǫ2, ~ǫ1,~r) . (B.40)
as ~K1 = 0 and ~K2 = 0, respectively. Finally, taking the difference of the above two equations (B.39) and (B.40),
which elliminates −δǫ2
(
~ǫ1 − ~ǫ2,−~ǫ2,~r
)
, we arrive at the claimed formula, (7.40).
B.17 Proof of Lemma 7.3.5
Proof : [I] We can directly verify the above equalities by substituting the definitions.
[II] It can be also verified directly: For any function f (~ǫ1, ~ǫ2),
(B− ◦ U+)2
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
(B− ◦ U+ ◦ B−)
[
f
(
~ǫ1, ~ǫ2
)
+ f
(
~ǫ2, ~ǫ1
)] (
~ǫ1, ~ǫ2
)
=
1
4
(B− ◦ U+)
[
f
(
~ǫ1, ~ǫ2
)
+ f
(
~ǫ2, ~ǫ1
) − f (−~ǫ1, ~ǫ2 − ~ǫ1) − f (~ǫ2 − ~ǫ1,−~ǫ1)] (~ǫ1, ~ǫ2)
=
1
8
(B−)
[
2 f
(
~ǫ1, ~ǫ2
)
+ 2 f
(
~ǫ2, ~ǫ1
) − f (−~ǫ1, ~ǫ2 − ~ǫ1) − f (−~ǫ2, ~ǫ1 − ~ǫ2) − f (~ǫ2 − ~ǫ1,−~ǫ1) − f (~ǫ1 − ~ǫ2,−~ǫ1)] (~ǫ1, ~ǫ2)
=
1
16
{
3 f
(
~ǫ1, ~ǫ2
)
+ 3 f
(
~ǫ2, ~ǫ1
) − 3 f (−~ǫ1, ~ǫ2 − ~ǫ1) − 3 f (~ǫ2 − ~ǫ1,−~ǫ1)}
=
3
4
(B− ◦ U+)
[
f
] (
~ǫ1, ~ǫ2
)
(B.41)
[III] We note that (B− ◦U+)2 = B− ◦ (id.−U−) ◦B− ◦U+. Using the projector property, B− ◦B− = B−, the last equation
becomes (B− ◦U+)2 = B− ◦U+ −B− ◦U− ◦B− ◦U+. By comparing this with the identity obtained immediately above,
(B− ◦ U+)2 = 34B− ◦ U+, we have the claimed result.
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B.18 Proof of (7.49)
Proof : We decompose the proof in three steps.
Step 1 To proceed we will use the following simplified notations.
Local notation (7.49)
φ
(
~ǫ1, ~ǫ2
) ↔ δǫ (1,0) (~ǫ1, ~ǫ2,~r)
f1
(
~ǫ1, ~ǫ2
) ↔ δǫ1 (~ǫ1, ~ǫ2,~r)
f2
(
~ǫ1, ~ǫ2
) ↔ δǫ2 (~ǫ1, ~ǫ2,~r).
The relations (7.38), (7.39) and (7.40) about δǫ1, etc. then reads:
f1
(−~ǫ1, ~ǫ2 − ~ǫ1) − f1 (~ǫ1, ~ǫ2) = 0, (B.42)
f1
(−~ǫ1, ~ǫ2 − ~ǫ1) − f2 (~ǫ1, ~ǫ2) − f2 (−~ǫ1, ~ǫ2 − ~ǫ1) = 0, (B.43)
and,
f1
(
~ǫ1 − ~ǫ2,−~ǫ2
)
= f1
(
~ǫ1, ~ǫ2
)
+ f1
(
~ǫ2, ~ǫ1
) − f2 (~ǫ2, ~ǫ1) − f2 (~ǫ1, ~ǫ2) . (B.44)
while the relations (7.35) and (7.36) reads
φ
(
~ǫ1, ~ǫ2
)
+ φ
(−~ǫ1, ~ǫ2 − ~ǫ1) = f1 (~ǫ1, ~ǫ2) (B.45)
φ
(
~ǫ2, ~ǫ1
)
+ φ
(−~ǫ1, ~ǫ2 − ~ǫ1) − φ (~ǫ2 − ~ǫ1,−~ǫ1) = f2 (~ǫ1, ~ǫ2) (B.46)
These notations φ, f1 and f2 allows us not only to simplify the writing but also the reuse of the following
calculation for the case with ρ(0,A)
3
, 0 (§§ 7.3.5).
Step 2 Using the operators A etc., we show the following formulas.
(B.42)⇔ B− f1 = 0, (B.47a)
(B.43)⇔ f1 = 2B+ f2, (B.47b)
(B.45)⇔ 2B+φ − f1 = 0 (B.47c)
(B.46)⇔ (B− ◦ U+) φ − 3 (B− ◦ U−) φ = B− f2. (B.47d)
(Start of the sub-proof of the formulas) The first three equivalences are evident from the definitions of B−
and B+, and are mutually compatible. The last one (B.47d) is shown as follows: The l.h.s. of (B.46) con-
sists of the two parts, φ
(
~ǫ2, ~ǫ1, pˆ, qˆ
) − φ (~ǫ2 − ~ǫ1,−~ǫ1, pˆ, qˆ) and φ (−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) . The first part is rewritten as
φ
(
~ǫ2, ~ǫ1, pˆ, qˆ
) − φ (~ǫ2 − ~ǫ1,−~ǫ1, pˆ, qˆ) = 2B− ◦ (U+ − U−)φ because the operation ψ ≡ (U+ − U−)φ exchanges
the essential arguments in the way ψ(~ǫ1, ~ǫ2) = φ(~ǫ2, ~ǫ1), and 2B− applied on this ψ yields φ
(
~ǫ2, ~ǫ1, pˆ, qˆ
) −
φ
(
~ǫ2 − ~ǫ1,−~ǫ1, pˆ, qˆ
)
. On the other hand, the second part is rewritten as φ
(−~ǫ1, ~ǫ2 − ~ǫ1, pˆ, qˆ) = (B+ − B−)φ =
1
2
f1 − B−φ = 12 f1 − B− ◦ (U+ +U−)φ, where we used (B.47c) and also inserted the identity, (id.) = U+ +U−.
Upon insertion of these two results into the l.h.s. of (B.46), we have (B.46) ⇔ B− ◦ (U+ − 3U−)φ + 12 f1 = f2.
Substracting 1
2
f1 from both sides of this equation, we have B− ◦ (U+ − 3U−)φ = − 12 f1 + f2. However, we notice
that, for the r.h.s., − 1
2
f1 + f2 = − 12 f1 + (B− + B+) f2 = B− f2, because (B.47b) tells that the sum − 12 f1 + B+ f2
vanishes. We then reach (B.47d). (End of the sub-proof of the formulas)
Step 3 Now, if three functions φ, f1 and f2 satisfy Eqs. (B.42), (B.43), (B.44), (B.45) and (B.46), then
φ =
f1
2
− 1
3
B− f2 + 4
3
(B− ◦ U+)φ. (B.48)
(Start of the sub-proof of the formula)We decompose φ into the projected components using B−, U+ etc.,
φ = B−φ + B+φ = B− ◦ U+φ + B− ◦ U−φ + B+φ. (B.49)
We then substitute (B.47c) for B+φ and (B.47d) for B−◦U−φ in(B.49), at the expense of the unknown B−◦U+φ.
The result reads
φ = B− ◦ U+φ + 1
2
f1 +
1
3
(−B− f2 + B− ◦ U+φ)
=
1
2
f1 − 1
3
B− f2 + 4
3
B− ◦ U+φ. (B.50)
We notice that the last term on the r.h.s. of the second line, or, more generally, any image of the operator
B− ◦U+, is a homogeneous solutions φ of both (B.47c) and (B.47d). 2 (End of the sub-proof of the formula)
Returning to the original notations, the above result is the claimed formula, (7.49).
2In fact, in (B.47c) the addition of B− ◦U+φ to φ causes 2B+ ◦[(4/3)B− ◦U+φ] = 0 (i.e. nothing) because B− ◦B+ = 0. Slso in (B.47d), the
similar operation causes [B−◦U+−3B−U−](4/3)◦B−◦U+φ =[(B−◦(4U+)2−3B−◦U−◦B−◦U+](3/4)φ =[(3/4)B−◦U+−3× 14B−◦U+](3/4)φ = 0,
i. e. nothing (see (7.47)).
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B.19 Proof of (7.53)
Proof : By the direct application of the definitions of the operatorsU+, etc., especially 12
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (~ǫ2, ~ǫ1,~r)} =
U−
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
, we can show
δǫ (1,0) (~ǫ1 − ~ǫ2,−~ǫ2,~r) = (U− −U+) ◦ (B+ − B−) ◦ (U+ −U−) [δǫ (1,0)] (~ǫ1, ~ǫ2,~r)
−δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r) = (B+ − B−) ◦ (U+ −U−) [δǫ (1,0)] (~ǫ1, ~ǫ2,~r)
The substitution of these expressions into the definition of ~h reads
~h(~ǫ1 − ~ǫ2,~r) = 1
3
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) − δǫ (1,0) (~ǫ2, ~ǫ1,~r) + δǫ (1,0) (~ǫ1 − ~ǫ2,−~ǫ2,~r) − δǫ (1,0) (~ǫ2 − ~ǫ1,−~ǫ1,~r)}
=
2
3
U− ◦ (1 − (B+ − B−) ◦ (U+ −U−))
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
B.20 Proof of (7.54)
Proof : We expand the r.h.s of (7.53) and then simplify the result by using the properties of the operators : U+ etc.
[r.h.s of (7.53)] ≡ 2
3
U− ◦ (1 − (B+ − B−) ◦ (U+ −U−))
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
=
4
3
{
U−
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
+U− ◦ B− ◦ (U+ −U−)
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)}
=
4
3
{
U−
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
) −U− ◦ B− [δǫ (1,0)] (~ǫ1, ~ǫ2,~r) + 2U− ◦ B− ◦ U+ [δǫ (1,0)] (~ǫ1, ~ǫ2,~r)}
=
4
3
{
U− ◦ B+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
+ 2U− ◦ B− ◦ U+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)}
To go to the second and the third lines, we have used, respectively, B+ = id. − B− and U− = id. − U+. To go to the
last line, we have used (id. − B−) = B+. Then (7.53) becomes the claimed formula.
B.21 Proof of (7.55)
Proof : On the r.h.s. of (7.54) the term, U− ◦ B+
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
, can be rewritten in terms of δǫ1 if we apply the
operator U− ◦ B+ to (7.49), that is,
U− ◦ B+δǫ (1,0) = U− ◦ B+ δǫ1
2
− 1
3
U− ◦ B+ ◦ B−δǫ2 +U− ◦ B+ ◦ B− ◦ U+ ( 4
3
δǫ (1,0))
=
1
2
U− ◦ B+δǫ1, (B.51)
where we used B+ ◦ B− = 0 on the r.h.s. of the first line The B+δǫ1 on the second line can be rewrote as
(B− + B+)δǫ1 because the redundancy property (7.38) for δǫ1 means B−δǫ1 = 0. Since B− + B+ = id., we have
U− ◦ B+δǫ (1,0) = 12U−δǫ1.
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B.22 Proof of (7.56)
Proof : The terms in (7.54) can be rearranged as
U− ◦ B− ◦ U+δǫ (1,0) = 3
8
h − 1
4
U−δǫ1. (B.52)
We apply B− to each term of (B.52). For the l.h.s. we can use the identity (7.48). Application of B− on ~h(~ǫ1 − ~ǫ2) is
straightforward. Then the result of application reads (after multiplying by 4)
(B− ◦ U+)
[
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
=
3
4
{
~h
(
~ǫ1 − ~ǫ2,~r
) − ~h (−~ǫ2,~r)} − (B− ◦ U−) [δǫ1] (~ǫ1, ~ǫ2,~r) . (B.53)
On the r.h.s., the rightmost term can be rewritten using B−δǫ1 = 0 (see (7.38)),
−B− ◦ U−δǫ1 = B− ◦ (id. −U−)δǫ1 = +B− ◦ U+δǫ1. (B.54)
Therefore, (B.53) can be rewritten as
B− ◦ U+(δǫ (1,0) − δǫ1) = 3
4
{
~h
(
~ǫ1 − ~ǫ2,~r
) − ~h (−~ǫ2,~r)} . (B.55)
As for the operator B− ◦ U+ on the l.h.s., the operator identity (7.47) means that the image of B− ◦ U+ is in the
Kernel of (B− ◦ U+ − 34 id.). We, therefore, apply (B− ◦ U+ − 34 id.). to (B.55). The direct calculation leads to
0 =
3
42
{
~h
(
~ǫ1 − ~ǫ2,~r
) − ~h (−~ǫ2,~r) + 2~h (~ǫ1,~r)} − 32
42
{
~h
(
~ǫ1 − ~ǫ2,~r
) − ~h (−~ǫ2,~r)} (B.56)
After rearrangement of the terms and elimination of common multiplicative factors, we arrive at (7.56).
B.23 Proof of (7.57)
Proof : By taking the derivative of (7.56) with respect to either ~ǫ2 or ~ǫ1, we immediately find the equalities among the
3 × 3 matrices, ∂~ǫ~h|(~ǫ2 ,~r) = ∂~ǫ~h|(~ǫ2−~ǫ1 ,~r) = ∂~ǫ~h|(~ǫ1 ,~r). In these two equations, we can vary, for example, ~ǫ1 while keeping
~ǫ2 constant, or vice versa. It means that
↔
m(~r) is actually independent of ~ǫ1 and ~ǫ2 as long as the simultaneous
conditions, ~ǫ1 ∈ D, ~ǫ2 ∈ D and (~ǫ2 − ~ǫ1) ∈ D, are fulfilled. See Fig. 7.12 in the main text.
B.24 Proof of Corollary (7.3.9)
Proof : [I] By definition ∂~ǫ~h|~ǫ =
↔
m holds for ~ǫ ∈ D(0)
i
. Choosing an arbitrary reference vector ~ǫ0,i ∈ D(0)i , we can locally
integrate this equation:
~h(~ǫ) = ~h(~ǫ0,i) +
↔
m · (~ǫ − ~ǫ0,i).
The fact that the choice of ~ǫ0,i is (locally) arbitrary implies that ~hi ≡ ~h(~ǫ0,i) −
↔
m · ~ǫ0,i is a (local) constant independent
on ~ǫ0,i. (Note: We cannot extend (7.58) beyond the subdomain D(0)i unless we use other non-local relations. )
[II] can be verified directly by using (7.52)
[III] Substituting ~h(~ǫ) =
↔
m ·~ǫ +~hi, ~h(~ǫ ′) =
↔
m ·~ǫ ′ +~hi and ~h(~ǫ −~ǫ ′) =
↔
m · (~ǫ −~ǫ ′)+~h j into ~h(~ǫ −~ǫ ′) = ~h(~ǫ)−~h(~ǫ ′), we have
the claimed result.
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B.25 Proof of (7.60)
Proof : First we will show
(B− ◦ U+)
[
δǫ (1,0)
]
(~ǫ1, ~ǫ2,~r) =
3
2
B− ◦ [h(~ǫ1 − ~ǫ2)] − (B− ◦ U−)
[
δǫ1
] (
~ǫ1, ~ǫ2,~r
)
. (B.57)
(Start of sub-proof) Recall (B.52), that is,U− ◦B− ◦U+δǫ (1,0) = 38h− 14U−δǫ1.We apply to this equation the operator
B− from the left. Then the l.h.s. becomes 14B− ◦U+δǫ (1,0) because of the identity (7.48), that is, B− ◦U− ◦B− ◦U+ =
1
4
B− ◦ U+. Multiplying by 4 each term, we arrive at (B.57). (End of sub-proof)
Now the factorB−◦[h(~ǫ1−~ǫ2)] in (B.57) can be rewritten by using the definition, B−
[
f
] (
~ǫ1, ~ǫ2
)
=
1
2
{
f
(
~ǫ1, ~ǫ2
) − f (−~ǫ1, ~ǫ2 − ~ǫ1)} .
The result reads 2B− ◦ [~h(~ǫ1 − ~ǫ2)] = ~h(~ǫ1 − ~ǫ2) − ~h(−~ǫ2) = ~h(~ǫ1) =
↔
m · ~ǫ1, where we used (7.59). Therefore, (B.57)
becomes (B− ◦ U+)
[
δǫ (1,0)
]
(~ǫ1, ~ǫ2,~r) =
3
4
↔
m · ~ǫ1 − (B− ◦ U−)
[
δǫ1
] (
~ǫ1, ~ǫ2,~r
)
. Finally, substituting this expression into
(B− ◦ U+)
[
δǫ (1,0)
]
of (7.49), we reach the inverted formula of (7.34):
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B.26 Proof of (7.70)
Proof : We start by integrating (7.21) over ~ǫ2∫
ρ3
(
~ǫ1, ~ǫ2,~r
)
d3~ǫ2
=
∫ [
ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − ∂~ǫ1 · {δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} − ∂~ǫ2 · {δǫ (1,0) (~ǫ2, ~ǫ1,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)}] d3~ǫ2 + . . . ,
=
∫
~ǫ2
ρ(0)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
d3~ǫ2 − ∂~ǫ1 ·
[∫
~ǫ2
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} d3~ǫ2
]
+ . . . . (B.58)
The integral of ρ3 on the l.h.s as well as that of ρ
(0)
3
over ~ǫ2 are rewritten using, respectively, (7.66) and (7.67):
Z2(~ǫ1,~r)ρ2
(
~ǫ1,~r
)
= Z
(0)
2
(~ǫ1, pˆ, qˆ)ρ
(0)
2
(
~ǫ1, pˆ, qˆ
) − ∂~ǫ1 ·
[∫
~ǫ2
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} d3~ǫ2
]
+ . . . . (B.59)
In this equation, in the second term on the r.h.s.,
∫
~ǫ2
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) d3~ǫ2 can be rewritten identically in
terms of 〈δǫ (1,0)〉(0)
~ǫ2
defined in (7.68) as,
∫
~ǫ2
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ) d3~ǫ2 = 〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)Z(0)2 (~ǫ1,~r)ρ(0)2 (~ǫ1,~r) .
Then the partial derivative in (B.59) can be expanded as,
∂~ǫ1 ·
[∫
~ǫ2
{
δǫ (1,0) (~ǫ1, ~ǫ2,~r) ρ(0)3 (~ǫ1, ~ǫ2, pˆ, qˆ)} d3~ǫ2
]
= ∂~ǫ1 ·
[
〈δǫ (1,0)〉(0)
~ǫ2
(~ǫ1,~r)Z
(0)(~ǫ1,~r)
]
ρ(0)
2
(
~ǫ1,~r
)
+Z(0)(~ǫ1,~r)〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)·∂~ǫ1ρ
(0)
2
(
~ǫ1,~r
)
.
Therefore, (B.59) reads
Z2(~ǫ1,~r)ρ2
(
~ǫ1,~r
)
= Z
(0)
2
(~ǫ1,~r)ρ
(0)
2
(
~ǫ1,~r
)−∂~ǫ1 ·[〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)Z(0)(~ǫ1,~r)
]
ρ(0)
2
(
~ǫ1,~r
)−Z(0)(~ǫ1,~r)〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)·∂~ǫ1ρ(0)2 (~ǫ1,~r)+. . . .
On the l.h.s., we eliminate ρ2 using (7.65) and also eliminate Z2 using Z2 ≡ Z(0)2 + δZ2 introduced above. The result
reads,
(Z
(0)
2
(~ǫ1,~r) + δZ2(~ǫ1,~r))ρ
(0)
2
(
~ǫ1,~r
) − (Z(0)
2
(~ǫ1,~r) + δZ2(~ǫ1,~r))∂~ǫ1 ·
{
δǫ (1) (~ǫ1,~r) ρ(0)1 (~ǫ1, pˆ, qˆ)}
= Z
(0)
2
(~ǫ1,~r)ρ
(0)
2
(
~ǫ1,~r
) − ∂~ǫ1 · [〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)Z(0)(~ǫ1,~r)
]
ρ(0)
2
(
~ǫ1,~r
) − Z(0)(~ǫ1,~r)〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r) · ∂~ǫ1ρ(0)2 (~ǫ1,~r) + . . . .(B.60)
In the above equation, some terms cancel out, while the term including both δZ2(~ǫ1,~r)∂~ǫ1 and δǫ (1)
(
~ǫ1,~r
)
is ignored
as of higher order error, we have, after some arrangements of the terms and division by Z(0)
2
,
0 =
− δZ2(~ǫ1,~r)Z(0)
2
(~ǫ1,~r)
+ ∂~ǫ1 · δǫ (1)(~ǫ1,~r) −
∂~ǫ1
Z(0)(~ǫ1,~r)
·
[
〈δǫ (1,0)〉(0)
~ǫ2
Z(0)
]
(~ǫ1,~r)
 ρ(0)2 (~ǫ1,~r)
+
{
δǫ (1)(~ǫ1,~r) − 〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)
}
· ∂~ǫ1ρ(0)2
(
~ǫ1,~r
)
+ . . . . (B.61)
On the r.h.s., the first term is made of a slowly varying function (the factor with { }) and ρ(0)
2
, which is rapidly varying
but of ordinary magnitude. The second term, however, consists of a slowly varying function (the factor with { }) and
very large factor ∂~ǫ1ρ
(0)
2
because ρ(0)
2
is rapidly varying function of ~ǫ1. We can, therefore, use the same logic as that
we derived the K-theorem 7.3.6, that is, the dominant balance in (B.61) is,
0 =
{
δǫ (1)(~ǫ1,~r) − 〈δǫ (1,0)〉(0)~ǫ2 (~ǫ1,~r)
}
· ∂~ǫ1ρ(0)2
(
~ǫ1,~r
)
+ . . . .
This leads to justify our claim, (7.69) and (7.70).
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B.27 Proof of (7.74)
Proof : Using σ2, the formula for the transformation, (7.72), can be rewritten step by step3:
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r) d(∆~r) =
∫ 
∏
l
σ2(~el|~ǫl − ~el)
 ρˆ(0) ({~ǫi − ~ei}, pˆ, qˆ)δ(∑Ni=1(~ǫi − ~ei) − [∆~r − δ~r])
∏
j
d~e j d(∆~r − δ~r)
=
∫
e
−∑k ~ek ·∂~ǫk


∏
l
σ2(~el|~ǫl)
 ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])
∏
j
d~e j d(∆~r − δ~r)
=
∫ 1 −∑
k
~ek · ∂~ǫk + ...



∏
l
σ2(~el|~ǫl)
 ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])
∏
j
d~e j d(∆~r − δ~r),
(B.62)
where, to go to the last line, we have noticed that |~ei| is typically much smaller than |~ǫi| even though the former is
distributed according to the probability σ2. Then we do the integrations over ~e j in ignoring the operators in “+ . . .”.
The result reads
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r) d(∆~r) = ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r]) d(∆~r − δ~r)
−
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk) ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])] d(∆~r − δ~r) + O
(
1
|~ǫ| |δǫ
(k)|
)
k>1
,
where we used the definition of δǫ (1). (Note that |~e|/|~ǫ| ∼ |δǫ (1)|/|~ǫ| ≪ 1.) In the last equation, we use the equation
d(∆~r − δ~r) =
{
1 − ∂
∂∆~r
· δ~r
}
d(∆~r) + higher order), and, dividing each term d(∆~r). We then have
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r) = ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])
{
1 − ∂
∂∆~r
· δ~r
}
= −
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk) ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])]
{
1 − ∂
∂∆~r
· δ~r
}
+ O
(
1
|~ǫ | |δǫ
(k)|
)
k>1
.(B.63)
The first line of the r.h.s. is rewritten as
ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])
{
1 − ∂
∂∆~r
· δ~r
}
=
{
1 − ∂
∂∆~r
· δ~r − δ~r · ∂
∂∆~r
+ . . .
}
ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)
= ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r) − ∂∂(∆~r) ·
{
δ~r ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)} + . . . (B.64)
and the second line on the r.h.s. does
−
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk) ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − [∆~r − δ~r])]
{
1 − ∂
∂∆~r
· δ~r
}
= −
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk) ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)] + . . . , (B.65)
where . . . are terms of order 2 in the development. Finally, substituting these two equations on the r.h.s. of (B.63),
we obtain the claimed expression (7.74).
3Sometimes we omit the position parameter ~r for the simplicity of notation.
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B.28 Proof of (7.75)
Proof : We multiply
∑
~ǫn on both side of (7.74), and integrate the result over the possible paths,
∫
(
N∑
n=1
~ǫn)ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j =
∫
(
N∑
n=1
~ǫn)ρˆ
(0) ({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
−
∫
(
N∑
n=1
~ǫn)
N∑
k=1
∂~ǫk · [δǫ (1)(~ǫk)ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)]∏
j
d~ǫ j
−
∫
(
N∑
n=1
~ǫn)
∂
∂(∆~r)
· [δ~r ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)]∏
j
d~ǫ j.
The sum (
∑N
n=1 ~ǫn) on the l.h.s. and in the first line of the r.h.s., can be replaced by ∆~r. The second line on the
r.h.s. will be integrated by part. In the third line on the r.h.s., the partial derivative, ∂/∂(∆~r), can be moved out of the
integrall. Then the sum (
∑N
n=1 ~ǫn) on this line can be replaced by ∆~r (inside the partial derivative). We thus have
∆~r
∫
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j = ∆~r
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
+
∫ N∑
k=1
δǫ (1)(~ǫk)ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
− ∂
∂(∆~r)
·
δ~r
∫
∆~r ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ
 (B.66)
In the last term on the r.h.s., we now use the operator identity, ∂
∂(∆~r)
∆~r ≡ id. + ∆~r ∂
∂(∆~r)
∆~r
∫
ρˆ
({~ǫi},~r)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j = ∆~r
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
+
∫ N∑
k=1
δǫ (1)(~ǫk)ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
−δ~r (∆~r,~r)
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
−∆~r ∂
∂(∆~r)
·
δ~r (∆~r,~r)
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j

(B.67)
We compare the last equation devided by ∆~r with the integrated form of (7.74) over the ensemble of chains. We
then find that the second and the third line of (B.67) must cancel with each other:
~0 =
∫ N∑
k=1
δǫ (1)(~ǫk)ρˆ(0)
({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j − δ~r
(
∆~r,~r
) ∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j (B.68)
If we substitute (7.70) for δǫ (1) in ∑Nk=1 δǫ (1) (~ǫk,~r), the sum reads
N∑
k=1
δǫ (1) (~ǫk,~r) = ↔m ·
N∑
k=1
~ǫk +
N∑
k=1
{
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
}
~ǫ1=~ǫk
.
Substituting this expression for the sum into (B.68), replacing
∑N
k=1 ~ǫk by ∆~r, we obtain,
~0 =
∫ ↔m · ∆~r +
N∑
k=1
{
1
3
(
(~ǫ1 + 〈~ǫ2〉(0)~ǫ2 ) ◦ WˆdΛ
)
· ~ǫ1
}
~ǫ1=~ǫk
ρˆ(0) ({~ǫi}, pˆ, qˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
−δ~r (∆~r,~r)
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏
j
d~ǫ j
The division of each term by
∫
ρˆ(0)
({~ǫi}, qˆ, pˆ)δ(∑Ni=1 ~ǫi − ∆~r)∏ j d~ǫ j yields the claimed formula, (7.75).
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B.29 Proof of (7.84)
Proof : If we look into (7.38), (7.39) and (7.40) on the one hand, we realize that, if we replace δǫ1 by δǫ1 + ∆ǫ1 and
δǫ2 by δǫ2 + ∆ǫ2 in these equations, then all the properties for δǫ1 and δǫ2 that followed these equations should
be satisfied by the replaced quantities, δǫ1 + ∆ǫ1 and δǫ2 + ∆ǫ2.
On the other hand, (7.22), which has been rewritten as (7.37) for ρ(0,A)
3
= 0, is rewritten as follows for ρ(0,A)
3
, 0
(we just use the definitions of ∆ǫ1 and ∆ǫ)
ρ(A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − ρ(0,A)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
= −1
2
{
(δǫ1
(
~ǫ1, ~ǫ2,~r
)
+ ∆ǫ1
(
~ǫ1, ~ǫ2,~r
)
) · ∂~ǫ1 + (δǫ2
(
~ǫ1, ~ǫ2,~r
)
+ ∆ǫ2
(
~ǫ1, ~ǫ2,~r
)
) · ∂~ǫ1
}
ρ(0,B)
3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
.
Since ρ(A)
3
− ρ(0,A)
3
has the same redundancy properties as ρ(A)
3
does for the case ρ(0,A)
3
= 0, all the properties of δǫ1
and δǫ2 that have been derived from the redundancies of ρ(A)3
(
~ǫ1, ~ǫ2, pˆ, qˆ
)
in the case ρ(0,A)
3
= 0 should hold as the
properties of δǫ1 +∆ǫ1 and δǫ2 +∆ǫ2 in the case ρ(0,A)3 , 0. Therefore, (7.49) in the case of ρ(0,A)3 = 0 is modified as
follows:
δǫ (1,0) (~ǫ1, ~ǫ2, pˆ, qˆ) = 1
2
(δǫ1 + ∆ǫ1)
(
~ǫ1, ~ǫ2, pˆ, qˆ
) − 1
3
B−
[
δǫ2 + ∆ǫ2
] (
~ǫ1, ~ǫ2, pˆ, qˆ
)
+ B− ◦ U+
[
4
3
δǫ (1,0)
] (
~ǫ1, ~ǫ2,~r
)
(B.69)
We can pursuit further the parallelism: Under the hypothesis, 7.3.6, we repeat the argument thereafter until
(7.60). Then, what correspond to (7.60) reads as follows:
δǫ (1,0) (~ǫ1, ~ǫ2,~r) =
(
1
2
− 4
3
(B− ◦ U−)
) [
δǫ1 + ∆ǫ1
] (
~ǫ1, ~ǫ2,~r
) − 1
3
B−
[
δǫ2 + ∆ǫ2
] (
~ǫ1, ~ǫ2,~r
)
+
↔
m · ~ǫ1, (B.70)
We expect that ∆ǫ1 and ∆ǫ2 contain intrinsic information of the medium such as the spontaneous curvature. We
therefore separete it as ∆ǫ . Therefore, we find the claimed formula (7.84) for δǫ (1,0) (~ǫ1, ~ǫ2,~r)
B.30 Proof of (8.12)
Proof : Because of the linearity of
↔
G and
↔
C on δǫ (1), we write
↔
G =
↔
G
(0)
+ δ
↔
G
[
δǫ (1)
]
=
↔
G
(0)
+ δ
↔
G
[
∆ǫ (1)
]
+ δ
↔
G
[
δǫ (1) − ∆ǫ (1)
]
↔
C =
↔
C
(0)
+ δ
↔
C
[
δǫ (1)
]
=
↔
C
(0)
+ δ
↔
C
[
∆ǫ (1)
]
+ δ
↔
C
[
δǫ (1) − ∆ǫ (1)
]
.
Next, because of the linearity of δǫ (1) − ∆ǫ (1) on ↔Γ and on WˆdΛ except for (h.o.t.) , we can write formally
δ
↔
G
[
δǫ (1) − ∆ǫ (1)
]
= −
(
g :
↔
Γ
)
− (gǫ◦ : WˆdΛ) + (h.o.t.),
δ
↔
C
[
δǫ (1) − ∆ǫ (1)
]
= −
(
c :
↔
Γ
)
− (cǫ◦ : WˆdΛ) + (h.o.t.),
where g, gǫ , c and cǫ are the coefficients of the specified nature in the claim. Therefore we have the claimed
formula.
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B.31 Proof of mirror transformations in (8.13)
Proof : To show the transformation of
↔
1 we use the identity of projector, (uˆ ⊗ uˆ) · (uˆ ⊗ uˆ) = (uˆ ⊗ uˆ). To show the
transformation ofε, first we find ([↔1−2uˆ⊗uˆ]⊗[
↔
1−2uˆ⊗uˆ]⊗[
↔
1−2uˆ⊗uˆ]
...ε)i jk = (ε)i jk−2[uiuα(ε)α jk+u juβ(ε)iβk+ukuγ(ε)i jγ],
where the dummy indices are to be summed over and uˆt ≡ (u1, u2, u3). If we introduce the notation for the suffix,
u[12] = u3 = −u[21], u[11] = 0, etc. the r.h.s. of the above equation reads, (ε)i jk − 2[uiu[ jk] + u ju[ki] + uku[i j]. For any
combinations of i, j and k, we can verify that this is equal to −(ε)i jk.
B.32 Proof of (8.24)
Proof : The symbolic identity (8.23) in the text, that is, T ◦ S(t − dt) = S(t) ◦ T (0) means that there are two ways to
express the deviation of a displacement attached to the medium ∆~r through the transformation,
∆~r ·
{↔
1 +
↔
Γ(t − dt)
}
·
{↔
1 + ∇~Vdt
}
− ∆~r = ∆~r ·
{↔
1 + ~γdt
}
·
{↔
1 +
↔
Γ(t)
}
− ∆~r.
On the l.h.s. ∆~r is first transformed by S(t − dt) and then by T in the real space (therefore ∇~V), while on the r.h.s.
∆~r is first transformed by T (0) (therefore
↔
γ) and then by S(t). Keeping only the linear order in dt and in δ~r, we have
∆~r ·
{↔
Γ(t − dt) −
↔
Γ(t) + ∇~Vdt − ~γdt
}
= 0.
We must specify the meaning of
↔
Γ(t−dt)−
↔
Γ(t). If we follow a fluid particle between t−dt and t, the referring position
of the fluid particle in the actual state changes as ~r → ~r+ ~Vdt. But also the fluid particle undergoes the deformation.
(Example: If the fluid particle at t − dt is a cube, then at t, it takes the form of a parallelepiped.) Comparing the
fictitious transformation
↔
Γ(t) associated to S(t) with
↔
Γ(t − dt) associated to S(t − dt), we have to take into account
not only the change of the referring position in the actual state but also the change in the referring shape in the
actual state. Symbolically, the above difference should be written as
↔
Γ(t,~r + ~Vdt, ) −
↔
Γ(t − dt,~r,). It is, therefore,
interpreted as the upper-convected time derivative D
Dt
[155]. Then, for any ∆~r at the leftmost,
∆~r ·
{
− D
Dt
↔
Γ(t) + ∇~V − ~γ
}
dt = 0.
We, therefore, arrive at the claimed relation, (8.24).
*For the self-containedness of the description, we recall that the upper-convected time derivative, D
Dt
on any
tensor
↔
U is defined by DDt
↔
U =
∂
∂t
↔
U + (~V · ∇)
↔
U +
↔
W t · ↔U +
↔
U ·
↔
W, where
↔
W = ∇~V . The first two terms, ∂∂t
↔
U + (~V · ∇)
↔
U is
nothing but the convective time derivative that compares
↔
U at t and that at (t − dt) on moving with the fluid velocity.
When the velocity field ~V is inhomogeneous (
↔
W ,
↔
0), the remaining two terms,
↔
W
t
· ↔U +
↔
U ·
↔
W, corrects so that we
compare
↔
U at t measured by the“affine-distorted coordinate frame” with
↔
U at (t − dt) measured by the undistorted
frame. This correction corresponds to the shape change of the fluid particle.
B.33 Proof of (8.26)
Proof : In the elastic case, the transformation T (0) causes the relative position between the two points in a fluid particle
in the reference state, ∆~r, to follow the rotation of the fluid particle. In other words, this rotation can be deduced
from the reorientation of pˆ and qˆ through T (0). The change of pˆ and qˆ through T (0) from time (t− dt) to t is written as
pˆ 7→ pˆ + dpˆ and qˆ 7→ qˆ + dqˆ with
dpˆ = dt
D′ pˆ
Dt
, dqˆ = dt
D′qˆ
Dt
.
We substitute these results into the formula of the generator of rotation, d
↔
Λ, given in (7.5), that is
↔
dΛ = dpˆ ⊗ pˆ −
pˆ ⊗ dpˆ + [1 − pˆ ⊗ pˆ] · [dqˆ ⊗ qˆ − qˆ ⊗ dqˆ] · [1 − pˆ ⊗ pˆ] . Then the resulting expression for dΛ is what we seek for as ↔γedt.
Thus we arrive at (8.26).
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B.34 Proof of (8.28)
Proof : We will see the implication of this proposition in the context of the elastic part of deformation,
↔
Γ. The deviatric
part of the momentum flow,
↔
Π, depends on
↔
Γ as (see (8.22)),
↔
Π = δ
↔
Π
[
∆ǫ (1)
]
− g⊥ :
↔
Γ. We suppose that, as
traceless rank-2 tensor, there is a unique
↔
Γ that makes
↔
Π vanish. In other words, we claim that, as an operator in
the space of traceless rank-2 tensor, g⊥ is invertible. We will denote by
(↔
Γ
)
0
the solution of the above equation
with
↔
Π = 0. Then (8.22)) can be rewritten as
↔
Π = −g⊥ :
{↔
Γ −
(↔
Γ
)
0
}
,
(↔
Γ
)
0
≡ g⊥−1δ
↔
Π
[
∆ǫ (1)
]
. (B.71)
The Maxwell model, (8.27) then reads
↔
γrel = b : g⊥ :
{↔
Γ −
(↔
Γ
)
0
}
. (B.72)
Here the traceless rank-2 tensor, b : g⊥ has the dimension of inverse time. Thus τ−1 ≡ b : g⊥ characterizes
the rate of “plastic” or topological rearrangement of the network of cell-cell neighbors. The above equations implies
that, the process characterized by
↔
γrel is the one that makes
↔
Γ approach to
(↔
Γ
)
0
. The relation (8.22)) assumes that
this process is linear.
To summary about the relaxational part,
↔
γ =
↔
γe +
↔
γrel can be explicitly given by (8.26) and (B.72) with τ−1 ≡
b : g⊥, that is,
↔
γ =
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
+ [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ] +τ−1 :
{↔
Γ −
(↔
Γ
)
0
}
We substitute the above expression for
↔
γ into (8.24). The result reads
D
Dt
↔
Γ = ∇~V −
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
− [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ] −τ−1 :
{↔
Γ −
(↔
Γ
)
0
}
.
(B.73)
or, by multiplying τ,
τ : D
Dt
↔
Γ = τ : ∇~V −τ :
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
−τ : [1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]
−
{↔
Γ −
(↔
Γ
)
0
}
. (B.74)
The expression of the anisotropic flux
↔
Π can be written using the last expression: We reinsert the last expression
in the Maxwell model for Π of the form (B.71), that is,
↔
Π = −g⊥ :
{↔
Γ −
(↔
Γ
)
0
}
. We then have
↔
Π = g⊥ : τ :
D
Dt
↔
Γ − g⊥ : τ :∇~V
+g⊥ : τ :
{
D′ pˆ
Dt
⊗ pˆ − pˆ ⊗ D
′ pˆ
Dt
}
+ g⊥ : τ :[1 − pˆ ⊗ pˆ] ·
{
D′qˆ
Dt
⊗ qˆ − qˆ ⊗ D
′qˆ
Dt
}
· [1 − pˆ ⊗ pˆ]. (B.75)
This gives the claimed result (8.28) with the definition of the dynamic viscosity η.
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B.35 Proof of (8.40)
Proof : Following the same reasoning used to demonstrate (7.10), we obtain the relation between ρ2FMw and ρ
(0)
2FMw
and the variations previously introduced,
ρ2FMw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
= ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
−
∫
δ
δ ~F (w′′,w′′′)
·
{
δ ~F[ ~F, ~M, ~ǫ ]
(
w′′,w′′′|w,w′,~r) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
dw′′dw′′′
−
∫
δ
δ ~M (w′′,w′′′)
·
{
δ ~M[ ~F, ~M, ~ǫ ]
(
w′′,w′′′|w,w′,~r) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
dw′′dw′′′
−
∫
δ
δ~ǫ (w′′,w′′′)
·
{
δ~ǫ[ ~F, ~M, ~ǫ ]
(
w′′,w′′′|w,w′,~r) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
dw′′dw′′′
−∂w
{
δw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
−∂w′
{
δw′[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
,
where the operators of derivative, δ
δ ~F(w”,w′′′)
, etc. and ∂w etc. apply all those variables to the right of the operators.
The notation, “·”, means to take the scalar product of two three-dimensional vectors. The integration over w′′ and
w′′′ is another scalar product as an extension of the scalar product ∂ ~F · δ ~F in (7.10) but in the functional space.
We then substitute the above expression for ρ2FMw into the formula of
↔
G in (8.39). The result reads
↔
G =
1
2
∫
[~ǫ ⊗ ~F] (w,w′) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)D ~FD ~MD~ǫ dw dw′
−1
2
∫
[~ǫ ⊗ ~F] (w,w′) δ
δ ~F (w′′,w′′′)
·
{
δ ~F[ ~F, ~M, ~ǫ ]
(
w′′,w′′′|w,w′,~r) ρ(0)
2FMw
[ ~F ] (w,w′, pˆ, qˆ)
}
D ~FD ~MD~ǫ dw dw′ dw′′ dw′′′
−1
2
∫
[~ǫ ⊗ ~F] (w,w′) δ
δ~ǫ (w′′,w′′′)
·
{
δ~ǫp[ ~F, ~M, ~ǫ ]
(
w′′,w′′′|w,w′,~r) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
D ~FD ~MD~ǫ dw dw′ dw′′ dw′′′
−1
2
∫
[~ǫ ⊗ ~F] (w,w′) ∂w
{
δw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
)D ~FD ~MD~ǫ dw dw′
−1
2
∫
[~ǫ ⊗ ~F] (w,w′) ∂w′
{
δw′[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
ρ(0)
2FMw
[ ~F, ~M, ~ǫ ] (w,w′, pˆ, qˆ)
}
)D ~FD ~MD~ǫ dw dw′
The first term on the r.h.s., i.e., 1
2
∫
~ǫ ⊗ ~F (w,w′) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)D ~FD ~MD~ǫ dw dw′, should vanish because
this term is the net momentum flux through the fluid particle in the reference state and, by definition, the fluid
particle is mechanically isolated in the reference state. The remaining four terms can be simplified by using the
integral and functional integral by parts, respectively. For the latter we use the fact that
δ
δ ~F (w′′,w′′′)
~F (w,w′) = δ(w − w′′)δ(w′ − w′′′).
The result of this integral operations by parts is (8.40).
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B.36 Proof of (8.49)
Proof : First we notice a reciprocity relation,
δw′[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
= δw[− ~F †,− ~M †,−~ǫ †] (w′,w,~r + ~ǫ(w,w′)) , (B.76)
where ~r † (w,w′) ≡ ~r (w′,w) for any vector function ~r. This equality is understood as follows, see Fig. 8.6 in the main
text. From the viewpoint of the cell relatively at ~r, the deviation of the activity of the second cell at ~r + ~ǫ upon the
process S (see Fig. 8.3) is written as δw′[ ~F, ~M, ~ǫ ] (w,w′,~r) . Once the functions ~F, ~M and ~ǫ are fixed, this is the
function of w and w′ together with the position of the fluid particle, ~r. Now if the same cell pair is observed from
the viewpoint of the second cell at ~r + ~ǫ, the above mentioned deviation is (i) denoted as δw, (ii) with the force and
torque being − ~F and − ~M, respectively, (iii) the relative position of the neighbor cell being −~ǫ. Moreover, (iv) the
activity of the cell from which the pair is observed is w′ and that of the partner is w. The last change of the argument
from (w,w′,~r) to (w′,w,~r + ~ǫ) requires to refer − ~F etc. with the parameters w and w′ with exchanged order4. All
being taken account of, we have the r.h.s. of (B.76).
If we repeat the same argument for ρ2FMw[ ~F, ~M, ~ǫ](w,w′,~r), we have, another relation,
ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
= ρ(0)
2FMw
[− ~F †,− ~M †,−~ǫ †] (w′,w,~r) + O ((ǫ∇)) , (B.77)
where the small term O ((ǫ∇)) issues from the zeroth approximation about the argument ~r + ~ǫ being replaced by ~r
and reflects the intrinsic curvature of the medium, ∆~ǫ. We can also write this as O
( |∆~ǫ|
|~ǫ|
)
.
After these preparation, we start from (8.42). We substitute the relation (B.76) for δw′.
↔
Ga =
1
2
∫ {
δw[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
∂w + δw[− ~F †,− ~M †,−~ǫ †]
(
w′,w,~r + ~ǫ(w,w′)
)
∂w′
}
[~ǫ ⊗ ~F] (w,w′) ρ(0)
2FMw
[ ~F, ~M, ~ǫ ]
(
w,w′,~r
)
D ~fD ~MD~ǫ dw dw′ (B.78)
Next, to the r.h.s. we substitute the formulation (8.48) for ~F and [~ǫ ⊗ ~F]. The result reads
↔
Ga =
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
) {∂w + ∂w¯}[~ǫ ⊗ ~f ] (w − w′, w¯)} ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′
+
1
2
∫ {
δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r + ~ǫ(w,w′)) {∂w′ + ∂w¯}} [~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′.
We then use the identity, ∂w′ ~f (w − w′, w¯) = −∂w ~f (w − w′, w¯), and then we regroup the terms with ∂w and those with
∂w¯.
↔
Ga =
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
) − δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r + ~ǫ(w,w′))} ∂w[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)
D ~fD ~MD~ǫ dw dw′
+
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
+ δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r + ~ǫ(w,w′))} ∂w¯[~ǫ ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)
D ~fD ~MD~ǫ dw dw′. (B.79)
The first part with ∂w deals with larger quantities than the second part with ∂w¯ because the dependency of ~f on w¯
is subsidiary as discussed above. However, we show below that the dominant terms in the former part cancel out,
leaving us with ~ǫ · ∇ term.
In fact, on the one hand,
{
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
) − δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r + ~ǫ)} ∂w[~ǫ ⊗ ~f ] (w − w′, w¯) changes
its sign under the variable change,
{
~f , ~M, ~ǫ,w,w′
}
→
{
− ~f †,− ~M †,−~ǫ †,w′,w
}
. On the other hand (B.77) tells that
ρ(0)
2FMw
[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
remains unchanged to the lowest order under the same variable change. From those two
being taken into account, we deduce,
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
) − δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r)} ∂w[~ǫ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′ = O
(
δw|δ~ǫ |
w
~F
)
.
This relation simplifies the first term on the r.h.s. of (B.79). It becomes,
−1
2
∫
~ǫ(w,w′)·∇δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r) ∂w[~ǫ⊗ ~f ] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′+O
(
δw|δ~ǫ |
w
~F
)
4That is, “my activity is w′ and the partner’s activity is w”.
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The last point to be checked is whether the O ((ǫ∇)) (or O
( |∆~ǫ|
|~ǫ |
)
) correction term in (B.77) is negligible. This
correction term has been the origin of O
(
δw|δ~ǫ |
w
~F
)
term in the above integral. The short answer is yes, but the proof
is postponed to the proof of (8.54) in the (next) Appendix B.37, because the mathematical reasoning behind is
identical. This point being pre-admitted, the insertion of the obove integration in (B.79) yields the claimed formula,
(8.49).
B.37 Proof of (8.54)
Proof : We first note a property about the spatial gradient ∇δw : Formally ∇ applies to all including a. However, as
we suppose that ||κˆ − pˆ|| << 1, the part including ∇a can be negligible: Mathematically, ∇δw has essentially the
following structure:
d
dx
[
A(φ(x))φ(x)2
]
,
where φ(x) = κˆ − pˆ and A = a, roughly speaking. Then the derivation is executed as
[
2A + φ(x)
dA
dφ
]
φ(x)φ′(x).
As A and dA/dφ are supposed to be of O(1) while |φ| ≪ 1, we can ignore the term including dA/dφ. We, therefore,
have
∇δw[ ~f , ~M, ~ǫ ] (w,w′,~r) = a[ ~f , ~M, ~ǫ ] (w,w′) : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)} ,
where the contraction “:” with a should be take with the tensor components of (κˆ − pˆ) ⊗ (κˆ − pˆ), not that of ∇.
The same mathematical reasoning as above can be applied to the estimation of O
(
δw|δ~ǫ|
w
~F
)
term of which we
mentioned at the end of the previous Appendix B.36. (This term traces back to O ((ǫ∇)) (or O
( |∆~ǫ|
|~ǫ|
)
) correction term
in (B.77).) The first term in (8.49) is of order ~ǫ·∇δw
w
ǫF.With respect to this term, the term O
(
δw|∆~ǫ|
w
| ~F|
)
can be negligible
because the ratio of the two terms is
w∆ǫ
~ǫ · ∇δw ≃
‖pˆ − κˆ‖2∆ǫ
~ǫ · ∇‖ pˆ − κˆ‖2 ≪ 1.
Substituting ∇w and ∇δw given just above, the expression for ↔Ga in (8.49) becomes the claimed form in (8.54)
B.38 Proof of (8.56)
Proof : For the linear momentum, ~F strongly depends on w−w′ and, therefore, ~ǫ(w,w′)·∇δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r) ∂w[~ǫ⊗
~f ] (w − w′, w¯) in (8.49) cannot be neglected with respect to
{
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
+ δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r)} ∂w¯[~ǫ⊗
~f ] (w − w′, w¯) . For the torque, ~M, no similar thing to the force exist. The expression of ↔Ca corresponding to (8.49)
reads
↔
Ca = −1
2
∫
~ǫ(w,w′) · ∇δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r) ∂w[~ǫ ⊗ ~M] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′
1
2
∫ {
δw[ ~f , ~M, ~ǫ ]
(
w,w′,~r
)
+ δw[− ~f †,− ~M †,−~ǫ †] (w′,w,~r)} ∂w¯[~ǫ ⊗ ~M] (w − w′, w¯) ρ(0)2FMw[ ~f , ~M, ~ǫ ] (w,w′,~r)D ~fD ~MD~ǫ dw dw′.
(B.80)
In the above equation, the first term on the r.h.s. that contains ~ǫ · ∇δw is small and negligible. ↔Ca depends,
therefore, linearly on δw without ∇. From (8.53), it finally linearly depends of ( pˆ − κˆ) ⊗ (pˆ − κˆ).
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B.39 Proof of (8.67) and (8.68)
Proof : We suppose a thin plate-like sub-domain Ω′ whose one large surface coincides with a small part of the bound-
ary, ∂Ω. The other large surface of Ω′ is supposed to be almost parallel to the former, but oriented toward inside
(−Nˆ) of Ω, see Fig. B.1. We denote by ∂Ω′
+
the part of the boundary of Ω′ shared with ∂Ω and by ∂Ω′− the facing
Ω
’
N
Ω
Figure B.1: The medium occupying the domain Ω and the thin plate-like sub-domain Ω′ whose surface shares
the boundary of the medium, ∂Ω.
boundary of Ω′ opposite to ∂Ω′
+
. The thickness of between ∂Ω′
+
and ∂Ω′− is supposed to be such that the bulk
fluxes
↔
G and
↔
C are well defined at ∂Ω′− but at the same time very closed to their extrapolated limiting values at
the boundary ∂Ω. Then the momentum and angular momentum conservation laws applied to this sub-domain Ω′
reads ∫
∂Ω′
+
~G∂ dS +
∫
∂Ω′−
d~S · ↔G = ~0, (B.81)
and, ∫
∂Ω′
+
[
~C∂ dS + ~r ∧
(
~G∂dS
)]
= ~0. +
∫
∂Ω′−
[
d~S · ↔C + ~r ∧
(
d~S · ↔G
)]
= ~0. (B.82)
Noticing that d~S = −NˆdS to a good approximation and that Ω′ is arbitrary, we find
~G∂ − Nˆ ·
↔
G = ~0
~C∂ + ~r ∧ ~G∂ −
[
Nˆ · ↔C + ~r ∧ (Nˆ ·
↔
G)
]
= ~0.
Then the claimed results are obtained.
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B.40 Proof of (9.6)
Proof : The formula (R 11) for (g
a2D
· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)}) can be deduced as follows:
(g
a2D
· : ∇ {(κˆ − pˆ) ⊗ (κˆ − pˆ)})
= πrr {yˆ ⊗ yˆ − xˆ ⊗ xˆ} ∂x p2y +
πpp
2
{xˆ ⊗ xˆ − yˆ ⊗ yˆ} ∂x p2y + πs {yˆ ⊗ xˆ + xˆ ⊗ yˆ} ∂y p2y + πa {yˆ ⊗ xˆ − xˆ ⊗ yˆ} ∂y p2y (B.83)
Then the tensor
(
η
2D
: ∇~V
)
reads
(η
2D
: ∇~V) = ηpp
2
[
xˆ ⊗ xˆ − yˆ ⊗ yˆ] {∂xVx}
+ηs {xˆ ⊗ yˆ + yˆ ⊗ xˆ}
[
∂xVy + αs∂yVx
]
+ ηa {xˆ ⊗ yˆ − yˆ ⊗ xˆ}
[
∂xVy + αa∂yVx
]
(B.84)
If we ignore Vy and ∂xVy by the argument of small quantities given above, we can simplify the r.h.s. as follows.
(η
2D
: ∇~V) = ηpp
2
[
xˆ ⊗ xˆ − yˆ ⊗ yˆ] {∂xVx}
+ηsαs {xˆ ⊗ yˆ + yˆ ⊗ xˆ} ∂yVx + ηaαa {xˆ ⊗ yˆ − yˆ ⊗ xˆ} ∂yVx (B.85)
By adding these two results, together with P
↔
1, we have the claimed result.
B.41 Proof of (9.14)
Proof : Substituting the formula (9.6) for
↔
G into the linear momentum conservation (R 1), i.e., ∇ ·
↔
G = ~0, we have
∇P − πrr
{
yˆ ∂y∂x p
2
y − xˆ ∂2x p2y
}
− πpp
2
{
xˆ ∂2x p
2
y − yˆ ∂x∂y p2y
}
− πs
{
xˆ ∂2y p
2
y + yˆ ∂x∂y p
2
y
}
− πa
{
xˆ ∂2y p
2
y − yˆ ∂x∂y p2y
}
−ηpp
2
[
xˆ ∂2xVx − yˆ ∂x∂yVx
]
− ηsαs
{
yˆ ∂x∂yVx + xˆ ∂
2
yVx
}
− ηaαa
{
yˆ ∂x∂yVx − xˆ ∂2yVx
}
= ~0. (B.86)
Niglecting the spatial derivatives along the tube (∂x) iglecting the spatial derivatives along the tube (∂x)with respect
to the transversal one ∂y, the above equation is simplified:
~0 = ∇P − (πs + πa)xˆ ∂2y p2y − (ηsαs − ηaαa)xˆ ∂2yVx.
The decomposition of this vectorial equation into xˆ and yˆ components leads, respectively, to (9.14a) and (9.14b).
Substituting the formula (9.6) for
↔
G and (9.8) for
↔
C into the angular momentum conservation (R 2), i.e., ∇ ·
↔
C =
−ε : ↔G, we have, side-by-side,
C0zˆ ∂x py − crr zˆ ∂2y py − cpzˆ ∂2x py = −2πazˆ ∂y p2y + 2ηaαazˆ ∂yVx. (B.87)
Again niglecting the spatial derivatives along the tube (∂x) iglecting the spatial derivatives along the tube (∂x)with
respect to the transversal one ∂y, the above equation is simplified:
−crr zˆ ∂2y py = −2πazˆ ∂y p2y + 2ηaαazˆ ∂yVx.
where zˆ ≡ xˆ ∧ yˆ. The zˆ component of this equation gives (9.14c).
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B.42 Proof of (9.35 )
Proof : If we evaluate (9.14c) at y = 0, it gives ∂yVx|y=0 as ∂yVx|y=0 = − crr2ηaαa ∂2y py|y=0 +
πa
2ηaαa
∂y p
2
y |y=0. We substitute this
expression for ∂yVx|y=0 into (9.33). The result reads, after some calculation of coefficients,
−π∗∂y p2y |y=0 + c∗∂2y py|y=0 = 0,
where π∗ and c∗ are defined in (9.19). Besides, if we take the derivative of (9.20) with respect to y and evaluate at
y = 0, we have
−π∗∂y p2y |y=0 + c∗∂2y py|y=0 = −(∂xP)(0 − y0),
The comparison with the precedent equation tells that the l.h.s. of the last equation vanishes. Therefore y0 = 0 for
∂xP , 0.
Next we write down boundary condition (9.34) explicitly in terms of the functions ξe and ξo. For ∂xP > 0 we use
(9.26):
py|y=0 = −
∂y¯ξe(p¯0, y¯) + const. ∂y¯ξo(p¯0, y¯)
ξe(p¯0, y¯) + const. ξo(p¯0, y¯)
∣∣∣∣∣∣
y=0
and for ∂xP < 0 we use (9.29):
py|y=0 = −
ei
π
4 ((∂y¯ξe)(−ip¯0, ei π4 y¯) + const.e−i π4 (∂y¯ξo)(−ip¯0, ei π4 y¯))
ξe(−ip¯0, ei π4 y¯) + const.e−i π4 ξo(−ip¯0, ei π4 y¯)
∣∣∣∣∣∣
y=0
In both case y = 0 corresponds to y˜ = 0 because we already know y0 = 0. At y˜ = 0 all the odd functions of y˜
vanishes. We then have
py|y=0 = −
const. ∂y¯ξo( p¯0, y¯|y˜=0)
ξe( p¯0, 0)
= p¯′∂
or
py|y=0 = −
const. (∂y¯ξo)(−ip¯0, ei π4 y¯)|y=0
ξe(−ip¯0, 0)
= p¯′∂
for ∂xP > 0 and ∂xP < 0, respectively.
Therefore we find that const. = −p¯′
∂
.
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B.43 Proof of (9.46)
Proof : For Vx in (9.45) we substitute the expression (9.44):
〈Vx〉 = 1
2h
∫ h
−h
{
V∂ − crr
2ηaαa
{∂y p − ∂y p|y=−h} + πa
ηaαa
{p2y − p2y,∂}
}
dy.
= V∂ +
crr
2ηaαa
∂y p|y=−h − πa
ηaαa
p2y,∂ +
1
2h
∫ h
−h
{
− crr
2ηaαa
∂y py +
πa
ηaαa
p2y
}
dy. (B.88)
To proceed we use (9.20)5 once to rewrite −∂y py|y=−h as ∂xPc h
2
2
+
p∗2y
yc
− p
2
y,∂
yc
6 and also to rewrite py(y)2 in the integral
as ∂xP
π
y2
2
+ p∗2y + yc∂y py(y). Performing the integration we have
〈Vx〉 = V∂ + crr
2ηaαa
−∂xPc
h2
2
−
p∗2y
yc
+
p2
y,∂
yc
 − πaηaαa p2y,∂ −
crr,2
2ηaαa
py,∂
h
+
πa
ηaαa
{
∂xP
π
h2
6
+ p∗2y + yc
py,∂
h
}
= V∂ +
crr
2ηaαayc
{
−∂xP
π
h2
2
− p∗2y + p2y,∂ − py,∂
yc
h
}
+
πa
ηaαa
{
∂xP
π
h2
6
+ p∗2y − p2y,∂ + py,∂
yc
h
}
= V∂ +
(
crr
2ηaαayc
− πa
ηaαa
) {
−p∗2y + p2y,∂ − py,∂
yc
h
}
−
(
crr
2ηaαayc
− πa
3ηaαa
)
∂xP
π
h2
2
. (B.89)
We further rewrite the above expression using Definition 33 for (∂xP)c and yc. The result reads
〈Vx〉 = 〈V〉0 − 〈V〉1
[
p∗2y + p∂
yc
h
+ (1 + α)
h2
4y2c
∂xP
(∂xP)c
]
,
where 〈V〉0, 〈V〉1 and α are defined in the above. The sign of α is definitely positive because if we substitute
Definition 33 for yc and also use the definitions of π and c, we obtain
α =
2
3
ηsαs
ηaαa
+ 1
πs
πa
− 1 .
The denominator is positive because the symmetric part ηsαs has been supposed to be dominant over the anti-
symmetric part ηaαa, see (9.11).
5cf. y0 = by symmetry.
6cf. py |y0 = −py,∂ and y = −h
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B.44 Proof of (9.48)
Proof : We start with the equation,
〈Vx〉 = 1
h
∫ 0
−h
Vx(y)dy.
In this equation we replace Vx by its expression in (9.44),
〈Vx〉 = 1
h
∫ 0
−h
{
V∂ − crr
2ηaαa
{∂y p − ∂y p(y = −h)} + πa
ηaαa
{p2y − p2∂}
}
dy.
In the integral, some terms are constant, and may be extracted from the integral,
〈Vx〉 = V∂ + crr
2ηa
∂y p(y = −h) − πa
ηaαa
p2∂ +
1
2h
∫ h
−h
{
− crr
2ηaαa
∂y p +
πa
ηaαa
p2y
}
dy.
With the help of(9.20) we rewrite −∂y p(y = −h) as ∂xPc h
2
2
+
p∗2y
yc
− p
2
∂
yc
, an p2y as
∂xP
π
y2
2
+ p∗2y + yc∂y p and we complete the
integral. It gives,
〈Vx〉 = V∂ + crr
2ηaαa
−∂xPc
h2
2
−
p∗2y
yc
+
p2
∂
yc
 − πaηaαa p2∂ −
crr
2ηaαa
p∂ + p
′
∂
h
+
πa
ηa
{
∂xP
π
h2
6
+ p∗2y + yc
p∂ + p
′
∂
h
}
= V∂ +
crr
2ηaαayc
{
−∂xP
π
h2
2
− p∗2y + p2∂ − (p∂ + p′∂)
yc
h
}
+
πa
ηaαa
{
∂xP
π
h2
6
+ p∗2y − p2∂ + (p∂ + p′∂)
yc
h
}
= V∂ +
(
crr
2ηaαayc
− πa
αaηa
) {
−p∗2y + p2∂ − (p∂ + p′∂)
yc
h
}
−
(
crr
2ηaαayc
− πa
3ηaαa
)
∂xP
π
h2
2
. (B.90)
We rewrite the above equation using Definition 33 for (∂xP)c and yc:
〈Vx〉 = 〈V〉0 − 〈V〉1
[
p∗2y + (p∂ + p
′
∂)
yc
h
+ (1 + α)
∂xP
(∂xP)c
h2
4
]
,
where 〈V〉0, 〈V〉1 and α have been defined in (9.47) in the previous lemma, that is, 〈V〉0 = V∂ +
(
crr
2ηaαayc
− πa
ηaαa
)
p2
∂
,
〈V〉1 = πaηaαa and α =
crr
2πayc
− 1 > 0.
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