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If The dot sum representing A indicates that the blocks A ¿ occur along the principal diagonal of A and that all remaining blocks are zero matrices.
where \At-\l\ = (at-X)ni, ai^a,-in case i^j, and B = (Bi¡), where Bi¡ (i, j = l, 2, ■ ■ ■ , r) are «¡X% matrices, have the property P, then the determinant where /x¿ is an arbitrary parameter, and 7,-is a unit matrix of order «¿. Obviously 4>i(A) is the direct sum of zero matrices save the ith , which is /x¿7¿. Then since A and B have the property P, the matrix <j>i(A) +B must have the characteristic value 4>i(ai) +ß=ßf+ß, where /3 is a characteristic value of B which is associated with a< of A. Hence
for all values of ju¿. We shall display this determinant for the case i = 1 :
The determinant is a polynomial of degree n -wi in at, whose constant term, A , it is quite possible that A and B have the property P; though the writer has not succeeded in proving that such is the case nor that the conditions as stated in the theorem above are sufficient.
Sufficient conditions
We shall now develop sufficient conditions that the matrices A and B have the property P. To do so we shall find it convenient to make certain definitions of terms and to prove two lemmas.
Definition
2. The matrix M = (w<,-) of order pXq has p+q -1 diagonals. These we number consecutively beginning with that containing the single element mp,i. Then we say that the rth diagonal, O^r^p+q, of M is starred if the first r -1 diagonals of M contain only zero elements and the remaining diagonals of M may or may not contain zero elements.
That is to say, the diagonal to be starred of a pXq zero matrix may be chosen in p+q+1
ways; that of a non-zero pXp diagonal matrix may be chosen in p ways. For example, the 3X2 matrix may have its diagonal to be starred chosen in one of the following six ways : According to condition (a) of Definition 3 of an umbral matrix X = ixi,) (i, j = l, 2, ■ ■ • , n), we conclude that all Xu (*™1, 2, ■ ■ ■ , n) are starred; also that if xhk is starred, then xkh is likewise starred; and on the other hand if Xhk is not starred, then either xhk or xkh is a zero element. From these conclusions and by condition (b) of the definition of an umbral matrix, it follows that if 5 rows have 5 starred elements each, then the corresponding 5 columns also have 5 starred elements each, and the s2 intersections of these 5 rows and 5 columns locate the only starred elements in these rows and columns. Moreover, these 5 rows have only zero elements in z columns and only non-starred elements in u columns (i.e., z+u = n-s); and the corresponding 5 columns have only zero elements in u rows and only non-starred arbitrary elements in z rows. That is, by an interchange of rows and the corresponding interchange of columns of X, the 5X5 minor determined by them may be brought into the principal diagonal of the transformed matrix with an sXz zero matrix on its left and a uXs zero matrix below it. The same may be done with all starred elements of X. Hence X may be transformed to a matrix having all starred elements and no other elements of X in non-overlapping square blocks along the principal diagonal and zero blocks below and to the left of the diagonal blocks.
The interchange of rows of a matrix can always be accomplished by multiplying it on the left by a matrix, Q, having only one non-zero element, namely unity, in each row and column. The corresponding interchange of columns results if the matrix be multiplied on the right by QT, the transpose of Q. Obviously QQT = I. Hence the lemma is proved.
The matrix Q, which transforms the umbral matrix, X, to the form established above plays an important role in the sequel and is not unique, if r>l. However, we may so choose Q that any 5 rows and corresponding s columns whose intersections determine an 5X5 block in the principal diagonal of QXQT are not interchanged among themselves. That is, the 52 elements in question have the same relative positions with respect to each other in the diagonal blocks of QXQT that they enjoy in X. This fact will be useful later.
On the basis of the above lemma we have at once the following Corollary.
The determinant of an umbral matrix depends on and only on its starred elements. If all starred elements of X in and below its principal diagonal are zeros, then the orthogonal matrix Q can be so chosen that QXQT has only zero elements in and below its principal diagonal, and is therefore nilpotent. If all starred elements of X in and above the principal diagonal are zeros, the same conclusion holds.
Corollary
3. If X and Y are two matrices of order n, if R exists such that RXR"1 and RYR-1 are related umbral matrices and RXR-1 is in the Jordan canonical form, and if all starred elements of RYR-1 in and above or in and below its principal diagonal are zeros, then \X+Y\ =\x\.
In the present case, where RXR~l is in the Jordan canonical form, Q exists such that the diagonal blocks of QRXR~lQT are diagonal matrices having non-zero elements only in their principal diagonals since the only non- of Vi elements a,-(j = l, 2, ■ ■ ■ , r) in their principal diagonals. If all a, = a (j = l, 2, • ■ • , r), then all blocks SItt(7 = 1, 2, • ■ ■ ,p) are scalar matrices and as such have the property P with the matrices S3« (¿ = 1, 2, ■ • • , p) respectively. Hence according to Lemmas I and II, the matrices A and B themselves have the property P without further restrictions upon B. However, if the a,(j = 1,2, ■ ■ ■ ,r) are not all equal, then neither the sum nor the product of 31« and S3«-will necessarily have the property P; hence in order that the matrices A and B may have the property P further restrictions must be placed upon B.
As was pointed out following the proof of Lemma I, we may so choose Q that starred elements of B do not change the relative positions in the blocks S3«-that they enjoy in B; moreover, it is no restriction upon A to assume that in A all blocks A¡ (j = l, 2, ■ ■ ■ , r) having the same characteristic value are adjacent. Hence with Q so chosen, like characteristic values a,-will occur in adjacent positions along the principal diagonals of each block 21« (i = l, 2, • • • , p). Now according to hypothesis bhk (ahh -akk)=0, we have bhk = 0, if ahh^akk, and the same is true of the corresponding blocks 21« and S3«. For example, SI« and S3« under the hypothesis above must have the following forms : It is no restriction upon Y to assume that Wi Sï w2 è ■ • ■ ^ wr. Now if we regard the With diagonal of the blocks F« as starred, then Y is an umbral matrix, and by Lemma I and its corollary the determinant of Y depends only on the With diagonal elements of its blocks. However, the elements of the w¿th diagonal of Y a are all zeros in case i >j and w,-< n¡. Hence by a procedure similar to that followed in the proof of Theorem II, we can show that the present theorem holds, f
The matrices commutative or quasi-commutative with the Jordan canonical matrix A given in Theorem II are of the form F here considered save that the blocks F"-must be zero if a¿ ¿¿ a, and the non-zero elements of a given diagonal of F,-,-are not linearly independent in such cases. The above theorem makes no such restrictions upon the elements in and above the [»,-, w,]th diagonals of F,-,-.
Added in proof, January 7, 1936. Another attack upon the problem here discussed was recently made by McCoy (Bulletin of the American Mathematical Society, vol. 41 (1935), p. 635, abstract 41-9-351) . Professor McCoy has kindly communicated a more complete statement of his main results to me. They are very general and supplement rather than duplicate those we give above.
