We discuss the approximation properties of nets of positive linear operators acting on function spaces defined on Hausdorff completely regular spaces. A particular attention is devoted to positive operators which are defined in terms of integrals with respect to a given family of Borel measures. We present several applications which, in particular, show the advantages of such a general approach. Among other things, some new Korovkin-type theorems on function spaces on arbitrary topological spaces are obtained. Finally, a natural extension of the so-called BernsteinSchnabl operators for convex (not necessarily compact) subsets of a locally convex space is presented as well.
Introduction.
Korovkin's original theorem and its subsequent extensions and generalizations give useful criteria in order to decide whether a sequence of positive linear operators converges to the identity operator. As it is well known, these criteria involve the convergence of the sequence on special subsets of the underlying space, called Korovkin subsets.
In many concrete cases, it is also possible to give estimates of the rates of convergence in terms of quantities connected to the Korovkin subsets. We refer to [1] for more details on this subject.
On the other hand, many positive approximation processes can be defined in terms of mathematical expectation of suitable random variables taking their values into a Borel subset of some Euclidean space. In these cases, both qualitative and quantitative properties of the approximation processes can be studied by means of probabilistic methods (see [1, Section 5.2] for more details and for the relevant references).
It turns out that this approach seems to be very useful, especially for noncompact domains (for compact ones, it is indeed equivalent to the use of Korovkin-type theorems).
As a generalization of these probabilistic methods, in [11] , de la Cal and Luquin proposed a general approach for studying sequences of positive linear operators defined in terms of probability measures on a given metric space or, equivalently, in terms of mathematical expectations of random variables taking their values into the same space.
In this paper, we suggest a further more general approach for studying positive approximation processes. This approach, which is very simple and direct, generalizes the above-mentioned measure-theoretical methods and permits to extend some well-known Korovkin-type theorems as well.
The generalization we propose concerns Hausdorff topological spaces which are completely regular or, equivalently, uniformizable.
Thus this approach applies not only to metric spaces, but also to locally compact spaces, normal spaces, topological vector spaces, and so on.
The need to have some tools to study positive approximation processes on function spaces defined on possibly nonlocally compact spaces (in the locally compact case the theory is rather rich and complete, see, e.g., [1] ) as well as the aim to study the approximation of continuous functions on subsets of infinitedimensional locally convex spaces were the main motivations which led us to consider such a general setting.
In the first part of the paper (Sections 3 and 4), we consider nets of positive linear operators of the form
where X is a Hausdorff completely regular space, (µ x,i ) x∈X, i∈I is a family of positive Borel measures on X, and E is the vector subspace x∈X, i∈I ᏸ 1 (X, µ x,i ).
Moreover, the set I is endowed with a directed ordering ≤.
We discuss under which conditions on the measures µ x,i the net (L i )
≤ i∈I is a positive approximation process on E with respect to the pointwise as well as to the uniform convergence on X, that is,
pointwise or uniformly on X, and we provide the relative rates of convergence.
All the results heavily depend on the family of pseudometrics which generates the topology of X.
In Section 5, we establish some new Korovkin-type theorems for general nets of positive linear operators (not necessarily of the form (1.1)) in the setting of completely regular spaces, extending several useful Korovkin-type theorems which have been previously established for compact spaces. Also in this case, the proofs are simple and direct.
In Section 6, we study two approximating sequences of positive linear operators acting on spaces of weakly continuous functions defined on a convex subset of some locally convex Hausdorff space.
The first one deals with the so-called Bernstein-Schnabl operators, and our results extend similar ones obtained for compact convex subsets (see [1, Chapter 6] for more details; see also [2, 3, 21, 22] for some generalization to unbounded domains).
The other sequence of positive linear operators, which generalizes the first one, seems to be considered here for the first time, and it appears to be useful for approximating continuous functions by means of other systems of basic functions.
All the approximation formulae given throughout the paper are completed with some estimates (both pointwise and uniform) of the rate of convergence.
However, these estimates are not sharp because of the general context considered here. Better estimates can be obtained in particular settings and by using results involving other moduli of smoothness (see, e.g., [1, Chapter 5] and [13, 14, 15, 18] ).
Preliminaries and main definitions.
A topological space X is said to be completely regular if for every x 0 ∈ X and for every neighbourhood U of x 0 , there exists a continuous function f :
Locally compact spaces, normal spaces (and hence metric spaces), and topological vector spaces are completely regular.
A Hausdorff topological space is completely regular if and only if it is uniformizable (see [9, Chapter 2, Sections 5 and 6]) so that there exists a saturated family Ᏸ of pseudometrics on X which generates the topology of X.
From now on, we will fix a completely regular Hausdorff space and a saturated family Ᏸ of pseudometrics on X which generates the topology of X.
If x 0 ∈ X, d ∈ Ᏸ, and δ > 0, we set
The family
is a fundamental system of neighbourhoods of the point x 0 . Accordingly, a function f : X → R is continuous at x 0 ∈ X if for every ε > 0, there exist d ∈ Ᏸ and δ > 0 such that
Furthermore, f is uniformly continuous if for every ε > 0, there exist d ∈ Ᏸ and δ > 0 such that
Moreover, f is Hölder continuous with exponent α > 0 if there exist d ∈ Ᏸ and M ≥ 0 such that
A set H of real-valued functions on X is equicontinuous at some point x ∈ X if for every ε > 0, there exist d ∈ Ᏸ and δ > 0 such that
Furthermore, H is uniformly equicontinuous on X if for every ε > 0, there exist d ∈ Ᏸ and δ > 0 such that
Throughout the paper, we will use the symbols Ᏺ(X, R),
, and Lip(X, α) to denote the space of all real-valued functions on X (resp., functions which are bounded, continuous, continuous and bounded, uniformly continuous and bounded, Hölder continuous with exponent α > 0).
For every f ∈ Ꮾ(X, R), we set
As usual, the support of a function f ∈ Ᏺ(X, R) is defined as
We will denote by (X, R) the space of all real-valued continuous functions whose support is a compact subset of X, and by Ꮿ 0 (X, R) the closure of (X, R) in Ꮿ b (X, R) with respect to the uniform norm, that is,
The cone of all (positive) Borel measures on X will be denoted by ᏹ + (X). We will use the symbols ᏹ + b (X) and ᏹ + 1 (X) to indicate the subsets of all bounded (resp., probability) Borel measures on X. If µ ∈ ᏹ + (X), we will denote by ᏸ 1 (X, µ) the space of all real-valued µ-integrable functions on X.
From now on, we will fix a family 12) where the set I is endowed with a directed ordering ≤. Let E := x∈X, i∈I ᏸ 1 (X, µ x,i ), and for each i ∈ I we consider the positive linear operator L i : E → Ᏺ(X, R) defined by setting
In the sequel, the net (L i ) ≤ i∈I will be called the canonical net associated with the family (2.12).
The main aim of the present paper is to study the approximation properties of the net (L i ) ≤ i∈I . A similar investigation has been carried out in [11] when X is a metric space.
However, even in this particular context, our results give new contributions to the subject.
On the other hand, these operators have been extensively studied in the case when X is a real interval. We refer to [1, Section 5.2] and [12] for more details.
A probabilistic way of constructing families of measures of the form (2.12) is that of considering a probability space (Ω, Ᏺ,P) and a family (Z x,i ) x∈X, i∈I of random variables from Ω into X; then we can consider the distributions of such random variables
(2.14)
In this case, the canonical net of operators associated with (2.14) can be expressed as 15) where the symbol E denotes the mathematical expectation.
In fact, by a result of Kolmogorov (see [6, Corollary 9 .5]), every family (µ x,i ) x∈X, i∈I in ᏹ + 1 (X) is of the form (2.14). Also notice that if a subspace E of Ᏺ(X, R) verifies the following integral representation property:
(P) for every positive linear form ρ : E → R, there exists µ ∈ ᏹ + (X) such that
≤ i∈I of positive linear operators from E into Ᏺ(X, R) is the restriction of a net of operators of the form (2.13) or (2.15) provided, in addition,
For instance, if X is a locally compact Hausdorff space, then the class of subspaces satisfying property (P) includes the subspaces (X, R), Ꮿ 0 (X, R) and, more generally, any adapted subspace of Ꮿ(X, R) (see [10, [12] for further examples and for some relevant references).
To the same class belong the so-called Bernstein-Schnabl operators and Lototsky-Schnabl operators defined in the setting of convex compact subsets of locally convex spaces (see [1, Chapter 6] and [4] for details and references), as well as the operators introduced by Altomare and Carbone in [2] , Altomare and Mangino in [3] , and Mangino in [21] .
Other examples and generalizations will be presented in Section 6.
Here we briefly discuss some conditions under which the spaces Ꮿ b (X, R) and Ꮿ 0 (X, R) are invariant with respect to the operators (2.13).
Fix i ∈ I. It is immediately proved that, if f is any bounded function in E and if (X) , that is, for every x 0 ∈ X and g ∈ (X, R),
(see [7, Theorem 30.8] ).
As regards the invariance of the space Ꮿ 0 (X, R), introduced in (2.11), we recall that, when X is locally compact, Ꮿ 0 (X, R) coincides with the space of all real continuous functions f defined on X which vanish at infinity; that is, for every ε > 0, there exists a compact subset K of X such that |f (x)| ≤ ε for every x ∈ X \K (equivalently, lim x→∞ f (x) = 0, where ∞ is the point at infinity of X). Now assume that X is locally compact and the measures µ x,i are regular. If (2.19) hold true and
for every compact subset K of X, then
Indeed, for a given ε > 0, consider two compact subsets K 1 and K 2 of X such that
Then, for any x ∈ X \ K 2 , we have
( 2.23) 3. Pointwise convergence. The main aim of this section is to analyze the pointwise approximation properties of the net (2.13). At the same time, estimates of the rates of convergence will also be given.
We again fix a completely regular Hausdorff space X and a saturated family Ᏸ of pseudometrics on X which generates the topology of X.
We will consider a family (µ x,i ) x∈X, i∈I and the canonical net of operators (2.13) defined on E := x∈X, i∈I
We have the following result.
Theorem 3.1. Let x ∈ X and assume that
Then, the following statements hold true.
then for every function f ∈ E which is bounded and continuous at x, 
Proof.
(1) Consider a bounded function f ∈ E and assume that it is continuous at x ∈ X; for ε > 0, there exist δ > 0 and d ∈ Ᏸ such that
Moreover, by virtue of (3.1) and (3.2), there exists i 0 ∈ I such that for all i ∈ I, i ≥ i 0 , one has
Therefore, for any i ≥ i 0 ,
The second part of the statement may be proved in a similar way.
Fix ε > 0 and set δ := ε 1/α . By hypothesis, there is an index i 0 ∈ I such that, for
Now observe that, for every y ∈ X, d(x, y) ≥ δ, we have
(1) Condition (3.1) is also necessary provided 1 ∈ E. Indeed, it corresponds to formula (3.3) in the particular case in which f = 1.
(2) If the measures µ x,i are the distributions of suitable random variables Z x,i as in (2.14), then condition (3.2) means that
stochastically, that is, for every d ∈ Ᏸ and δ > 0,
Here Z x : Ω X denotes the random variable which takes the constant value x. (3) Condition (3.4) implies (3.2). Indeed, by the Chebychev-Markov inequality (see [7, Lemma 20 .1]), for any d ∈ Ᏸ, we have 15) then conditions (3.1) and (3.2) imply condition (3.4) for every β > 0 and d ∈ Ᏸ. Indeed, for a given δ > 0, we have
and so (3.4) follows since δ was arbitrarily chosen.
We will complete the previous results about pointwise convergence by providing some estimates of the rate of convergence.
However, these estimates (as well as the uniform ones we will present in the next sections) are not sharp because of the generality of the context considered here. Better estimates can be obtained in particular settings (especially in real intervals) by using results involving other moduli of smoothness (see, e.g., [1, Chapter 5] and [13, 14, 15, 18] ).
We will now introduce the following generalized moduli of continuity. For every f ∈ Ᏺ(X, R), δ > 0, and x ∈ X, we set
Then we have the following result. 
Proof. It is enough to refer to the same inequalities and arguments used in the proof of Theorem 3.1 (see also Remark 3.2(3)).
Uniform convergence.
Before examining the uniform convergence of the approximation process given by (2.13), we present some preliminary results which can be proved in the same way as for metric spaces. 
is uniformly equicontinuous.
In particular, if X is compact, then H itself is uniformly equicontinuous.
Proof. Set ε > 0; by Lemma 4.1, u is uniformly continuous, and therefore there are δ 1 > 0 and
For each x ∈ Supp(u), by the equicontinuity of H, there exist δ(x) > 0 and
by virtue of Lemma 4.2, there exist δ 2 > 0 and d 2 ∈ Ᏸ such that, for any x ∈ Supp(u), there is some z ∈ Supp(u) so that
Now, set
and consider f ∈ H and x, y ∈ X such that d(x, y) ≤ δ. In case both x and y do not belong to Supp(u), then, of course,
If Supp(u) contains one (or both) of the points x and y, say, for instance, x, then
Moreover, there is some z ∈ Supp(u) as required in (4.6). As 10) and so y,x ∈ B dz (z, δ(z)); thus, by virtue of (4.4),
because of (4.3). This last inequality, joined with (4.11) and inserted in (4.9), leads to the assertion. Finally, if X is compact, by applying the previous result to u = 1, we get the last statement. Now we recall that the space X is said to be precompact, or totally bounded, if for every ε > 0 and d ∈ Ᏸ, there exist finitely many subsets X 1 ,...,X n of X such that
for every i = 1,...,n (see, e.g., [9, page 83] ). If X is precompact, then it is bounded. Moreover, if X is compact, then it is precompact.
We can now state the main results of this section. for every d ∈ Ᏸ and δ > 0.
The following statements hold true.
(2) If H is an equibounded and uniformly equicontinuous subset Proof.
(1) Consider f ∈ UC b (X, R) and fix ε > 0; then there are δ > 0 and 16) and there exists an index i 0 ∈ I such that 17) and for any i ≥ i 0 ,
Then, given x ∈ X and i ≥ i 0 , one has
With a similar reasoning, one can also show part (2) . Now assume that X is bounded and that statement (2) holds true. Clearly, we get (4.14) by simply applying assertion (2) to H := {1}.
Moreover, according to Remark 3.2(3), to obtain (4.15), it suffices to show that lim
(4.20)
This last limit relation will follow from statement (2) if we show that the set
is equibounded and uniformly equicontinuous.
Clearly, H is equibounded since M := diam d (X) < +∞. On the other hand, for every x, y, z ∈ X, we get 22) and hence H is uniformly equicontinuous. Finally, assume that X is precompact and that statement (1) holds true. Clearly, (4.14) is straightforward. To obtain (4.15), we will again prove (4.20).
For given d ∈ Ᏸ and ε > 0, choose finitely many subsets X 1 ,...,X n of X such that X = n p=1 X p and diam d (X p ) ≤ ε for all p = 1,...,n. Choose a point x p ∈ X p for any p = 1,...,n. By the above reasoning, we know that each d(x p , ·) ∈ E ∩UC b (X, R); and hence from statement (1), it follows that there exist M ≥ 0 and i 0 ∈ I such that, for i ≥ i 0 , p = 1,...,n, and x ∈ X, we have
Therefore, if i ≥ i 0 and x ∈ X, after choosing p = 1,...,n such that x ∈ X p , we obtain
and hence When X is locally compact, we can say something about the convergence of the net (2.13) on not necessarily uniformly continuous functions.
Theorem 4.5. Assume that X is locally compact and that properties (4.14) and (4.15) hold true. Then
( 
Observe, in particular, that for any y ∈ K, one has
(4.29) ( 2) It suffices to follow the scheme of the proof of part (1), recalling that, by Proposition 4.3, for any u ∈ (X, R), the set uH is uniformly equicontinuous. 
5. Some Korovkin-type theorems. In this section, by using some simple methods similar to those used in the previous sections, we will prove some Korovkin-type theorems. Notice also that the next results concern arbitrary nets of positive linear operators (not necessarily of the form (2.13)).
Again we fix a completely regular Hausdorff space X and a saturated family Ᏸ of pseudometrics on X which generates the topology of X.
The next result generalizes [5, Theorem 3] , which was established for compact metric spaces with different methods. 
uniformly with respect to x ∈ X (resp., for every x ∈ X). Then
uniformly on compact subsets of X, for every f ∈ E ∩ Ꮿ b (X, R).
Finally, the limits (5.2) and (5.4) (resp., the limit (5.3)) hold uniformly with respect to f ∈ H provided H is an equibounded and uniformly equicontinuous (resp., equicontinuous) subset of E ∩ Ꮿ b (X, R).
Proof. Let f ∈ E ∩UC b (X, R) and fix ε > 0; then there exist d ∈ Ᏸ and δ > 0 such that
On the other hand, if x, y ∈ X and d(x, y) ≥ δ, we have
In any case, for any x, y ∈ X, we get
that is,
On the other hand, there exist i 0 ∈ I and M ≥ 0 such that, for each i ≥ i 0 and x ∈ X, we have
Accordingly, since
we get
A similar proof runs provided f ∈ H, with H being equibounded and uniformly equicontinuous.
The proof of the other statements is similar to the one of Theorem 4.5.
Remark 5.2.
(1) As the above proof shows, for f ∈ E ∩C b (X, R), i ∈ I, x ∈ X, d ∈ Ᏸ, and δ > 0, we have (see (3.18) )
and, if f ∈ UC b (X, R),
Moreover, if f ∈ E ∩Ꮿ b (X, R)∩Lip(X, α), with 0 < α ≤ β, then there exist M ≥ 0 and d ∈ Ᏸ such that, for every i ∈ I and δ > 0, one has
(see Remark 4.6(2)). In particular, (3) If X is a metric space, then results similar to Theorem 5.1 which involve other particular classes of test functions can also be found in [19] . Now we will briefly discuss a simple application of Theorem 5.1. Let X be a set and consider a subset S of Ᏺ(X, R) which separates the points of X . For every m ≥ 1 and for every ϕ 1 ,. ..,ϕ m ∈ S, consider the pseudometric
is saturated and generates a topology -S on X with respect to which X is a completely regular Hausdorff space. The topology -S is the coarsest topology of X with respect to which each function ϕ ∈ S is continuous. Thus, if (X, -) is a topological space and S ⊂ Ꮿ(X, R), then -S ⊂ -. If (X, -) is a compact Hausdorff space, then -S = -. If (X, -) is a locally compact Hausdorff space, S is a subset of continuous functions on X which are convergent to the point at infinity ∞ of X and which separate the points of X ∞ , that is, S separates the points of X, and for any x ∈ X, there exists ϕ ∈ S such that ϕ(x) ≠ lim y→∞ ϕ(y), then again -S = -.
Consider, indeed, the one-point compactification (X ∞ , -∞ ) of X, where X ∞ := X ∪ {∞} (see [17, Subsection 3.15 , page 45]), and for any ϕ ∈ S, denote by ϕ : X ∞ → R the function defined by
Then the subset S := { ϕ : ϕ ∈ S} is contained in Ꮿ(X ∞ , R) and separates the points of X ∞ , and hence -S = -∞ . On the other hand, since ϕ |X = ϕ for every ϕ ∈ S, then (see [17, Subsection 15.8, page 221])
From now on, we will fix a set X and a subset S of Ᏺ(X, R) which separates the points of X. On X we will consider the topology -S generated by the family of pseudometrics (5.17) .
The spaces of all real-valued functions on X which are continuous (resp., bounded and continuous, bounded and uniformly continuous) with respect to -S will be denoted by Ꮿ S (X, R), Ꮿ S,b (X, R) and U Ꮿ S,b (X, R). The symbol Lip S (X, α) denotes the corresponding space of Hölder continuous functions with exponent α > 0.
Then,
uniformly on compact subsets of X for every f ∈ E ∩ Ꮿ S,b (X, R).
Finally, the limits (5.20) and (5.22) (resp., the limit (5.21)) hold true uniformly with respect to f ∈ H provided H is an equibounded and uniformly equicontinuous (resp., equicontinuous) subset of E ∩ Ꮿ S,b (X, R).
Proof. For every d = d ϕ 1 ,. ..,ϕm ∈ Ᏸ and for every x ∈ X, set
uniformly with respect to x ∈ X (resp., pointwise on X).
The result now follows from Theorem 5.1.
In order to provide some estimates of the rates of the convergence considered in Theorem 5.3, it is useful to introduce the following quantities which will replace the corresponding ones defined by (3.17) and (3.18), respectively, by considering the system of pseudometrics (5.17).
Given ϕ 1 ,...,ϕ m ∈ S, m ≥ 1, for any f ∈ Ᏺ(X, R), δ > 0, and x ∈ X, we set and ϕ 1 ,. ..,ϕ m ∈ S such that for every i ∈ I and δ > 0,
and, in particular,
Proof. Since for every x, y ∈ X, we have
we get (2) The idea of associating a metric such as (5.16) to finitely many test functions has already been used in [19] when X is a subset of some Euclidean space (see also [23] , where an abstract modulus of continuity similar to (5.26) is also introduced in the case when X is a convex compact subset of a locally convex space).
6. Some positive approximation processes on convex subsets. In this section, we will present some applications of the previous results in the setting of spaces of weakly continuous functions defined on a convex subset of a locally convex space.
Let Y be a locally convex Hausdorff space and let Y be its topological dual. Consider a convex subset X of Y , and denote by
the set of all the restrictions to X of the continuous linear functionals on Y . In this case, the topology -Y X introduced in Section 5 coincides with the weak topology -w on X. Thus, in the sequel, we will use the symbols Ꮿ w,b (X, R) and UC w,b (X, R) to denote the spaces of all real-bounded functions on X which are weakly continuous and, respectively, uniformly weakly continuous.
Moreover, the symbol ᏹ + w (X) (resp., ᏹ + b,w (X) and ᏹ + 1,w (X)) will denote the cone of all positive (resp., positive and bounded, probability) measures defined on the Borel σ -algebra generated by -w on X (which is included in the natural Borel σ -algebra of X).
We recall that the topology -w is separated as a consequence of the HahnBanach theorem.
From now on, we will fix a nontrivial family (µ x ) x∈X in ᏹ + 1,w (X) such that, for every x ∈ X and ϕ ∈ Y ,
Here the term "nontrivial" means that µ x ≠ ε x , with ε x being the point mass at x, for every x ∈ X.
Notice that, since the measures µ x are bounded, the following inclusion holds true:
Moreover, from Hölder's inequality and from (6.3), it also follows that
For every n ≥ 1, consider the mapping π n : X n → X defined by
and denote by
the image measure of the n-times tensorial product µ x ⊗···⊗µ x under π n . In this case, the sequence of positive linear operators associated with (6.7) is given by
for every n ≥ 1, x ∈ X, and f ∈ E := x∈X, n≥1 ᏸ 1 (X, µ x,n ). These operators have been extensively studied for compact convex sets (see [1, Chapter 6] for details) and are called Bernstein-Schnabl operators. More generally, for every n ≥ 1, consider a mapping σ n : X → X and set
In this case, the operators associated with (6.9) are defined as
for every n ≥ 1, x ∈ X, and f ∈ E := x∈X, n≥1 ᏸ 1 (X, η x,n ).
Notice that if the mapping x µ x is continuous with respect to the weak topology on X and the weak topology on ᏹ + 1,w (X)-that is, for every f ∈ Ꮿ w,b (X, R), the function x X f dµ x is weakly continuous-then there
If, in addition, each mapping σ n is weak-to-weak continuous, then 
, where for h = 0, 1,...,n, In this case, we get that is, µ x denotes the measure with density g x,1 relative to the Lebesgue measure on R, where g x,1 is the normal density defined by
In this case, using some properties of the normal densities, we get
where 19) and hence
for every n ≥ 1, x ∈ R, and f ∈ E := x∈R, n≥1
In a similar way, one can show that the operators B n defined by (6.8) are given by
(Gauss-Weierstrass operators).
From Theorem 5.3, we may derive the following result concerning the approximation properties of the operators (6.8) and (6.10).
We will keep the same notation so far introduced.
Theorem 6.2. Assume that for every
Then the following statements hold true.
that is, for any x ∈ X, For every x ∈ X, set e 2 (x) := x 2 = e 1 (x) 2 .
(1) First consider the family (6.11) (6.12) . This shows, in particular, that if the functions σ n are continuous, the subalgebra generated by {1} ∪ {σ n : n ≥ 1} is dense in Ꮿ([0, 1]), and the sequence (A n (f )) n≥1 represents an explicit example of a sequence of elements of such a subalgebra which converges uniformly to f .
(2) Now consider the measures (6.14). In this case, These moduli of continuity have been already considered in [1, Section 5.1, page 270] in the setting of a convex compact subset of a locally convex space. However, they were first introduced and studied by Nishishiraho [23, 24, 25] . 
