Abstract-Iterative learning control (ILC) is a high-performance tracking control design method for systems operating in a repetitive manner. This paper proposes a novel design methodology that extends the recently developed point-to-point ILC framework to allow automatic via-point time allocation within a given point-to-point tracking task, leading to significant performance improvements, e.g., energy reduction. The problem is formulated into an optimization framework with via-point temporal constraints and a reference tracking requirement, for which a two-stage design approach is developed. This yields an algorithmic solution, which minimizes input energy based on norm optimal ILC and gradient minimization. The algorithm is further expanded to incorporate system constraints into the design, prior to experimental validation on a gantry robot test platform to confirm its feasibility in practical applications.
I. INTRODUCTION

I
TERATIVE learning control (ILC) is a high-performance control technique applicable to systems, which perform repeated tasks. Unlike modifying the controller as in adaptive control, ILC directly updates the input based on information from previous experimental attempts (termed trials) to improve tracking performance. Each trial has the same finite duration, and the system states are reset to the same value at the end of each trial. The tracking error can theoretically be reduced to zero after sufficient trials. This appealing property has led to ILC being applied to various industrial highperformance systems, such as robotics [1] , [2] , chemical batch processing [3] , [4] , and stroke rehabilitation [5] . See [6] - [8] for a detailed overview of ILC.
In the classic ILC setting, the output of the system is required to track a given reference defined on the whole trial interval. However, in a large subset of control tasks, such as robotic pick-and-place manipulation, the system output is only critical at a finite number of time points along the trial duration. To address this design problem, the ILC framework can be modified to update the input by using only the error information recorded at these time points. Significant design freedom can hence be exploited to incorporate additional performance objectives by eliminating the unnecessary noncritical tracking constraints. This novel control concept is termed point-to-point ILC [9] , and has attracted significant interest.
A number of point-to-point ILC algorithms have been proposed in the literature. Terminal ILC, a special case of the point-to-point ILC problem where only tracking performance at the end of the trial is required, is studied in [10] - [13] . General point-to-point ILC design by employing a "complete" reference that passes through all the desired intermediate points is studied in [14] - [16] . These methods, however, do not fully exploit the extra freedom provided by the pointto-point tracking requirements. As such, the overall system performance could be limited. This drawback is addressed recently in [17] - [20] where the intermediate point tracking requirements are directly handled by optimizing a quadratic performance index characterizing the tracking performance at these intermediate points. Results containing the convergence properties of these algorithms are also available. More recently, system constraints in point-to-point ILC have been considered [21] - [23] .
All the aforementioned point-to-point ILC problem formulations in [9] - [23] have assumed that the critical tracking time points are known a priori, and this information is generally embedded within a performance cost function whose optimization is implemented in the ILC framework. Hence, the performance cost function is highly dependent on the tracking time allocation within the point-to-point ILC tracking problem. If this framework can be expanded to enable the tracking time allocation to be embedded as an optimized variable, significant practical benefit can be realized, such as reducing the energy used, reducing the damage to machine components, and increasing the efficiency of production (i.e., throughput). This, hence, motivates the expansion of the point-to-point ILC framework to allow flexibility in the selection of the temporal tracking subset, with its input also updated to achieve the overall point-to-point control objective. Note that the existing research into optimal tracking time allocation of point-to-point robotic motion [24] addresses a series of independent motions, but these are not coupled together and the approach does not take advantage of ILC to enable precise tracking.
To clearly illustrate the above-mentioned motivation, consider the robotic pick-and-place task shown in Fig. 1 . In this problem, the robotic arm is required to start from the resting position (shown as green dot) at the beginning of a trial (t = 0), move to the "pick" position (shown as yellow dot) at the specified time t 1 , and then move to the "place" position (shown as red dot) at a specified time t 2 , before finally moving back (resetting) to the resting position at the end of the trial (t = T ). Note that in this problem, the prespecified tracking time allocation, i.e., the "pick" and "place" time instants t 1 and t 2 , plays a key role in the system performance. As an intuitive example, if the two tracking time instants are chosen close to each other, the robotic arm will have to move from the desired "pick" location to the "place" position within a very short time, therefore requiring fast moving and thus high power consumption (as an example, see the difference in the two trajectories shown in Fig. 1) . In all the existing pointto-point ILC designs, these critical tracking time instants are assumed to be known as a priori. The extra flexibilities in choosing the tracking time instants (which affect the system performance) have not been explored. This paper develops a comprehensive optimal tracking time allocation framework in point-to-point ILC to allow automatic selection of the tracking time to optimize some performance of interest and, at the same time, achieving high-performance reference tracking at the chosen intermediate points based on our preliminary idea in [25] . The main contributions of this paper are as follows.
1) Rigorous Formulation of Point-to-Point ILC Problem With Optimal Tracking Time Allocation (Section II):
The design problem is formulated into an optimization framework where the flexibility in tracking time allocation is exploited to simultaneously optimize some performance index of interest, e.g., energy consumption to ensure accuracy tracking. The problem formulation is based on an abstract operator form in some Hilbert space, which allows the essence of the results to be generalized to other system models without difficulty.
2) Derivation of a Two-Stage Design Framework
(Sections III and IV): A two-stage design framework is proposed to solve the optimal tracking time allocation optimization problem. The two-stage design involves the alternating use of a well-known norm optimal point-to-point ILC algorithm [17] ensuring accurate tracking, and a gradient-based minimization to update the tracking time allocation to optimize the performance index. Under certain conditions, the proposed algorithm converges to the "best" solution that can be achieved. Implementation procedures of the proposed algorithm are discussed in detail. 3) Incorporation of System Constraints Into the Design (Section V): The two-stage design framework is further extended to incorporate system constraints that exist widely in practice. In particular, it is shown that the input constraints can be incorporated into the design using a modified two-stage design framework, and the resulting algorithm guarantees that the constraint is satisfied, as well as improved performance.
4) Experimental Verification on a Gantry Robot Test Platform (Section VI):
The proposed design methods are verified experimentally on a gantry robot test platform. The results show that by exploiting the flexibility in choosing the tracking time allocation in point-to-point ILC, significant benefit can be obtained in terms of the input energy reduction compared with a priori tracking time allocation, at the same time maintaining high tracking performance. The results also show that the proposed algorithm exhibits a degree of robustness against modeling mismatch/error due to the use of previous data, which is clearly desirable in practical applications. The notation used in this paper is standard: N is the set of nonnegative integers; R n and R n×m denote the sets of n-dimensional real vectors and n × m real matrices, respectively; S n ++ is the set of all n × n real positive definite matrices; L 2 [0, T ] denotes the space of functions defined on [0, T ] whose function value belongs to R and 2 power is Lebesgue integrable; x, y is the inner product of x and y in some Hilbert space; X × Y is the Cartesian product of two spaces X and Y; P (x) denotes the projection x to the set in some Hilbert space. Other notation will be introduced as needed.
II. FORMULATION OF THE PROBLEM
In this section, the design problem is formulated rigorously into an optimization problem using an abstract operator form representation of system dynamics in some Hilbert space. In this paper, a continuous time linear time-invariant state space model is considered. The general abstract form problem formulation allows the results to be extended to more general models, e.g., time-varying systems, differential delay systems, and switched system.
A. Point-to-Point ILC Framework
Consider the following m-output, -input linear continuous time-invariant system in state space form S(A, B, C):
where t is the time; k ∈ N denotes the trial number; x k (t) ∈ R n , u k (t) ∈ R , and y k (t) ∈ R m are the state, input, and output, respectively, on trial k; A, B, C are system matrices of compatible dimensions; 0 < T < ∞ is the trial length. The initial conditions are identical for all trials, i.e., x k (0) = x 0 , ∀k ≥ 0. To facilitate the problem formulation, an abstract description of the system dynamics is introduced first. Note that system (1) can be represented in an equivalent operator form
In this operator form, 
respectively, where R ∈ S ++ and S ∈ S m ++ are positive definite matrices with appropriate dimensions; G :
represents the effect of initial condition, taking the following forms:
For notational simplicity and without loss of generality, it is assumed that x 0 = 0 and thus d = 0.
In the point-to-point ILC framework, we are only interested in the system output y(t) at a finite number of prespecified time instants (of interest), t i , i = 1, . . . , M, in a vector form as
Also denote the desired tracking reference at these time instants as 
where H is a Hilbert space
with respective inner product and induced norm
in whicĥ
++ is a positive definite matrix.
Using this notation, the plant output corresponding to tracking time allocation is given by
Since G is linear, this can be further written as
where
The tracking error at tracking time allocation is, therefore
B. Point-to-Point ILC With Optimal Tracking Time Allocation
We are now ready to formulate the problem of point-to-point ILC with optimal tracking time allocation. First, we consider the tracking time allocation as a variable, i.e., ∈ , where is the admissible set of tracking time allocation
] defines the (allowed) allocation interval for t i representing the requirements on enforcing process timing and synchronization constraints necessary to complete the task.
The Point-to-Point ILC with Optimal Tracking Time Allocation Problem can then be defined as iteratively finding a tracking time allocation k and an input u k with the asymptotic property that the output values at these time instants, i.e., 
where u * k , y * k , and * k are the optimal solutions of the problem min
Note that this problem formulation comprises a significant expansion of the current point-to-point ILC framework by exploiting the flexibilities in choosing the tracking time allocation to optimize some performance of interest in addition to the tracking requirement. This, however, as will be seen later, introduces substantial difficulties in algorithm design, which will be addressed in Sections III-V.
Remark 1:
The index f (u, y) represents our requirements on the performance and should be chosen according to the specific application. As an example, if we would like to minimize the control input energy, f (u, y) can be chosen as
if we would like the system to minimize a function of the output, e.g., acceleration of a robotic movement, f (u, y) can be chosen as
where the function g(y) computes the output acceleration. In this paper, for simplicity, the performance index f (u, y) is chosen as a convex function of u and y. Note that this encompasses many real life applications.
Remark 2: Note that the optimization problem (13) does not necessarily have a unique solution. When there are more than one solutions, they all produce the same performance value and, therefore, are considered equally "good." If a certain solution is regarded as better than the others, then an extra term has to be included in the performance index to ensure this particular solution will be chosen when solving the optimization problem.
Remark 3: It is worth pointing out that the general problem formulation in Hilbert space makes it possible for the techniques used in this paper to be further extended to other systems, e.g., linear discrete time systems and switched linear systems, the details of which, however, will differ and are not described in this paper.
III. TWO-STAGE DESIGN FRAMEWORK
In this section, a two-stage design framework is developed to solve the above-mentioned point-to-point ILC design with optimal tracking time allocation problem. Note that while the tracking time allocation does not explicitly appear in the performance index f (u, y), they are connected by the tracking requirement G p u = r p in a nonlinear manner. Furthermore, the input u lies in an infinite dimensional space L 2 [0, T ], and the tracking time allocation lies in the finite dimensional space . All these make problem (13) nontrivial.
A. Framework Description
Optimization problem (13) can be written equivalently as
by optimizing over u first and then optimizing over . Define the functionf of bỹ
and denote a global minimizer for u of the inner optimization problem (14) as
It follows that the point-to-point ILC with optimal tracking time allocation problem can be solved using the following two-stage design framework. 1) Stage One: Fix the tracking time allocation and solve the inner optimal problem (14) , that is
2) Stage Two: Substitute the solution u ∞ ( ) of problem (16) into the original optimization problem (14) and then solve the resulting optimization problem (15) to compute the optimal tracking time allocation, that is
To exemplify the approach, the input energy consumption is selected to be the target performance index in this paper, so that f (u, y) = u 2 R . This guarantees the existence of a unique global minimizer for the inner optimization problem within (14) , and the resulting optimization problems in Stages One and Two become
and
respectively. Note that as the output y does not appear in the performance index, therefore, the second constraint in problem (16), i.e., y = Gu, is not needed in the optimization problem (18) . It is worth pointing out that other (convex) performance indices rather than the input energy can also be used with no changes in the form of the two-stage design framework-the implementation of the resulting algorithms, however, will differ from those described in Sections IV and V of this paper. As dictated by the ILC framework, the two stages must be achieved using experimental data in order to embed robustness against model uncertainties. Before this is discussed in detail in Section IV, the solution of this two-stage design framework is given as follows.
B. Solution of the Proposed Framework 1) Solution of Stage One Optimization Problem:
For a given tracking time allocation , the Stage One optimization problem is, in fact, a point-to-point ILC design problem with a minimum control energy requirement. This can be solved efficiently using the point-to-point norm optimal ILC algorithm with a special initial input choice, as shown next.
Theorem 1: If the system S(A, B, C) is controllable and C has full row rank, the Stage One optimization problem (18) for a given tracking time allocation can be solved by the norm-optimal point-to-point ILC algorithm
proposed in [17] with initial input u 0 = 0, such that
The iterative solution is given by
Hilbert adjoint operator of G p defined by
with p denoting the costate and R, Q i denoting the weighting matrices, and the Mm × Mm matrix G p G p * has a block structure with the (i, j )th block
Furthermore, an analytic solution can be obtained for u ∞ ( ) as follows:
Proof: See Appendix A for the proof of Theorem 1. Note that the system controllability condition can be satisfied without difficulty, as a controllable state space model can always be constructed for a given system, and the requirement C that has full row rank is not restrictive either, as this simply implies that no output component can be constructed from others, i.e., there is no redundant output, and is, therefore, assumed to hold for the rest of this paper.
2 
. (25) Proof: See Appendix B for the proof of Lemma 1. Solving the above-mentioned Stage Two optimization problem, however, is nontrivial except for the special case of M = 1, i.e., there is only one tracking point, where the solution can be obtained analytically, as shown in the following theorem.
Theorem 2: When there is only one tracking point, i.e., M = 1, the solution of Stage Two optimization problem (25) is * = T.
The corresponding minimum energy is
Proof: See Appendix C for the proof of Theorem 2. Theorem 2 shows that when M = 1, * = T is always an optimal choice in terms of minimizing the control input energy-this is not surprising as this allows the system output to change gradually to the desired position, and thus, less control energy could be expected. However, when M > 1, the performance index is generally nonlinear and nonconvex with respect to the tracking time allocation leading to significant difficulties in solving the Stage Two optimization problem (25) . This is addressed in the following theorem using a gradient-based algorithm.
Theorem 3: For M ≥ 2, Stage Two optimization problem (25) can be solved using the gradient-based iterative method
where j ∈ N denotes the updating iteration (loop) number, ∇f ( j ) ∈ R M is the gradient of the functionf , P (·) denotes the projection operator, that is
and γ j > 0 is a step size chosen by the generalized Armijo rule, that is
where m k is the smallest nonnegative integer, such that
and σ , β, and γ are constant scalars with 0 < σ < 1, 0 < β < 1, and γ > 0. The resulting sequence {f ( j )} converges downward to a limitf * , that is
and the sequence { j } satisfies
with every limit point z of the sequence { k } is a stationary point for problem (25) , that is
Proof: See Appendix D for the proof of Theorem 3. It is noted that being a stationary point satisfying (31) is a necessary condition of a (possibly locally) minimum point. Note that the functionf ( ) is bounded below and is a compact set. Therefore, the (global) minimum of the optimization problem exists and is a stationary point. When the problem only has one such point, it must be the minimum. In this case, the above-mentioned algorithm converges to the global minimum solution following results in [26] , i.e., the best result that can be achieved.
Remark 4: It is worth pointing out that other step size choices are also possible, e.g., constant step size [26] 
where L > 0 is the Lipschitz constant off ( ) on and μ ∈ (0, 2/(2 + L)] is a positive scalar, and the projected Barzilai-Borwein step size [27] 
Using these step size choices, the convergence properties will be different from those stated in the above-mentioned theorem and are omitted here for brevity.
IV. IMPLEMENTATION OF THE DESIGN APPROACH
In Section III, a two-stage design framework was proposed. Its implementation is now discussed in detail.
A. Implementation of Stage One Design
The general update (21) of the Stage One design can be either computed directly using the analytical solution (24), or implemented experimentally using the following feedback plus feedforward algorithm.
Proposition 1: The Stage One update (21) can be implemented using the feedforward plus feedback implementation
with
where with p k denotes the costate, K (t) denotes the Riccati feedback matrix
and ξ k+1 (t) denotes the predictive feedforward term given at the (k + 1)th trial by
Proof:
See Appendix E for the proof of Proposition 1.
It is worth pointing out that although both implementation methods can solve the Stage One optimization problem, the feedback plus feedforward implementation embeds robust performance (due to the introduction of state feedback) when applied to the true plant (more details can be found in [17] ), and, therefore, is preferable in practice.
B. Implementation of Stage Two Design
The Stage Two gradient-based design method (26) involves two steps: a gradient update step and a projection step. The gradient update step is
where the selection of γ j is dictated by (27) 
Note that this can be formulated into the following quadratic programming (QP) problem:
and the symbol denotes the componentwise inequality. This QP problem can be solved efficiently using standard QP solvers, e.g., using MATLAB function quadprob.
As an iterative algorithm, the choice of initial tracking time allocation 0 may affect the algorithm's convergence performance, as in most nonlinear and nonconvex optimization problems. Therefore, three methods are now proposed to provide an appropriate initial tracking time allocation for the algorithm to get better system performance.
1) Central Initial Tracking Time Allocation:
In this method, all the initial tracking points are specified in the center of their time intervals, and the initial tracking time allocation is hence which minimizes the performance index. The term low resolution implies that the sampling time T s is suitably large, and hence, the total number of time-point combinations, i.e., number of elements in˜ , should not be excessive. Therefore, this method can balance computation time and accuracy in approximating the global solution. However, this method may require a significant amount of time to carry out the grid search procedure when the number of time points is large.
C. Iterative Implementation Algorithm
Combining the implementation of Stage One and Stage Two designs leads to an iterative implementation of the two-stage design framework-Algorithm 3. Note that 0 a suitably chosen initial tracking time allocation, and > 0 and δ > 0 are small scalars, which depend on the tracking precision requirement and performance requirement, respectively.
It is essential to note that in Algorithm 3, we require that Steps 2 and 6 (i.e., the norm-optimal point-to-point ILC algorithm) are implemented experimentally, and Step 4 uses experimental data u ex ∞ ( j ). These requirements are not necessary when an accurate system model is known. However, when there exists model mismatch/uncertainty, the proposed algorithm embeds appealing robustness properties as the algorithm "learns" information concerning the real plant dynamics through exploitation of experimental data. This will be further demonstrated in subsequent experimental results.
V. CONSTRAINED INPUT CONDITION HANDLING
Sections III and IV propose a two-stage design approach for point-to-point ILC with optimal tracking time allocation. This section further extends the proposed method to incorporate system constraints into the design.
A. Optimal Tracking Time Allocation With System Constraints
In practice, constraints exist widely in control systems due to physical limitations or performance requirements. For example, input constraints typically assume the forms. 
2) Input Amplitude Constraint:
3) Input Sign Constraint:
4) Input Energy Constraint:
= {u(t) ∈ R :
With constraints, the optimal problem (13) becomes
As will be seen later, the constraints add significant difficulties into the algorithm design. In this paper, only input constrains are considered. Note that, in principle, the design developed in Section V-B can handle output constraints as well, but the details will be different and are omitted here for brevity.
B. Modified Two-Stage Design Framework With Input Constraints
Following a similar procedure to that in Section III, the constrained optimization problem (45) becomes:
suggesting a possible two-stage design framework. 1) Stage One:
where the solution is denoted asû ∞ ( ).
2) Stage Two:
With the presence of the input constraints, the problem becomes significantly more difficult as the Stage One inner optimization problem needs to solve a constrained optimization problem, which unfortunately is inherently challenging and does not admit an analytical solution that is essential to the Stage Two optimization problem. To address this difficulty, a modified two-stage design is proposed as follows.
Note that now Stage One does not have a direct analytical solution, but the norm-optimal ILC algorithm with successive projection proposed in [23] can be applied to solve the modified Stage One optimization problem (47). The update (21) is accordingly replaced by two alternative update methods. 1) Method 1: Solve the constrained input norm-optimal point-to-point ILC optimization problem
This algorithm converges to the minimum error norm. The constrained QP problem (49) becomes computationally demanding, which might introduce problems in some applications, when the trial length is large. A number of methods has been proposed to address this problem (see [23] , [28] for more information). 2) Method 2: Solve the unconstrained input norm-optimal point-to-point ILC optimization problem
and then perform a simple input projection
It is clear that the first step has an analytical solution and the solution of the second step is straightforward as the input constraint is usually a pointwise constraint in practice. This method is computationally simpler than Method 1 and can be carried out for large-scale applications. Its convergence performance property, however, is different from that of Method 1. The Stage Two optimization problem (48), i.e., Step 6 in Algorithm 3, is modified as
andû ∞ ( j ) is the converged input in Stage One design for tracking time allocation j . Note that in this modified Stage Two design, the input constraint is decoupled from the optimization problem and thus can be solved analytically (using the algorithm in Theorem 3). These new solution forms combine to generate Algorithm 4 for the optimal tracking time allocation problem in point-topoint ILC with system constraints.
Remark 5: It is also possible to estimate the gradient ∇f ( ) in (48), experimentally following similar procedures as those discussed in Section IV-B rather than compute it analytically using the above-mentioned modified Stage Two design, the details of which are omitted here for brevity.
C. Convergence Properties of the Algorithm
Algorithm 4 has the following convergence properties. Theorem 4: Suppose perfect tracking is achievable and ρ ≤ 1, the analytical input energy resulting from (52) satisfies
Proof: See Appendix F for the proof of Theorem 4. Although Theorem 4 only states that the next loop's unconstrained minimum energy is no larger than the constrained minimum energy of the current loop, it still provides useful information about the convergence properties of the proposed algorithm. We have undertaken a series of simulations using different models and input constraints to examine the convergence properties of Stage Two update (52). The results demonstrate that although not proved, the proposed algorithm achieves monotonic convergence of the constrained minimum input energy, which is very appealing in practice. The simulation results are, however, omitted here for space reason.
VI. EXPERIMENTAL VERIFICATION ON A GANTRY ROBOT
The proposed design framework is now validated experimentally on a three-axis gantry robot test facility to demonstrate its effectiveness on a widely used industrial platform. 
A. Test Platform Specification
The multiaxis gantry robot shown in Fig. 2 comprises three perpendicular axes placed above a moving conveyor. The x-axis and the y-axis are designed to move in the horizontal plane and driven by linear brushless dc motors. The vertical z-axis is placed above the other two axes, and has a linear ball-screw stage driven by a rotary brushless dc motor. The axis displacement data are measured using optical incremental encoders. The gantry robot uses an electromagnet to pick the payloads from a dispenser and place them onto the moving conveyor. Because the three axes are orthogonal and controlled separately, the gantry robot is considered to comprise three separate single-input single-output systems.
The control design objective is to perform a pick-andplace task with two special tracking points (M = 2), which correspond to the "pick" position and the "place" position as shown in Fig. 1 from an exemplary tracking trajectory. For simplicity, we only consider the z-axis in this paper with 
The transfer function system model G(s) can be equivalently written in a state space form S (A, B, C) . Note that for this problem, previous studies used a predefined (a priori) tracking time allocation r = [0.5, Furthermore, we choose the appropriate weighting matrices according to the theoretical predictions in [17] to balance convergence speed and robust performance, i.e., q/r = 500 000.
B. Experimental Results
First, assume that only an approximate system model of the z-axis is available as follows:
with a feedback gain K = 30. A 60 loop updating procedure of Algorithm 3 is performed using the gantry robot. In Step 4, the generalized Armijo step size (27) is applied with σ = 0.1, β = 0.8, and γ = 0.03, 0.04, 0.05, respectively. The experimental optimal input energyf ( k ) at each loop is plotted in Fig. 3 for step size chosen under different values of γ . The optimal energyf ( r ) = 129.06 required for the gantry robot to track at the a priori tracking time allocation is also plotted for comparison. It should be noted that the proposed algorithm provides an experimental final converged energy of 88.76, which is a 31% reduction in input energy compared with the operating energyf ( r ). This is further compared with normal practice by computing the optimal tracking time allocation in simulation using the nominal model, and then using Stage One update alone to track them experimentally. This yields * = [0.99, 1.26] , andf ( * ) = 98.62. It is clear that the experimental final converged energy is approximately 10% less. This means that the experimental implementation of Algorithm 4 is far superior to optimization using the nominal model in simulation. This confirms that the algorithm displays satisfactory robustness against model uncertainty. Furthermore, the converged input and output trajectories at the original (a priori), theoretical optimal and experimental optimal allocations are plotted in Fig. 4 and illustrate how the experimentally obtained optimal allocation outperforms the other two allocations.
The experimental final converged input and output trajectories for the initial and final loops of the algorithm are compared in Fig. 5 , and it is clear that the input signal immediately becomes zero after finishing tracking the last point in Fig. 5 as there is no tracking requirement along the remaining finite time interval. The reference at the special tracking time is marked with red and green circles. It is clear that the final converged output accurately tracks the special tracking points, so the algorithm not only optimizes the input energy but also maintains high tracking performance even with significant high model uncertainty. For example, while using the experimental estimation with step size chosen under γ = 0.03, the final mean square error is 0.00032 mm 2 at Step 6 of the 60th loop.
To further illustrate the performance of Algorithm 3, the convergence of the tracking time allocation is shown in Fig. 6 . For each value of γ , the tracking time allocation at each loop is plotted in Fig. 6 , and all converge to identical tracking time allocation is [0.91, 1.01] . The automatic tracking time allocation adjustment has meant that the speed of the gantry is slower and the distance the gantry moves is shorter (as can be seen from Fig. 3) , and thus leads to a lower input energy consumption. Experiments using the other initial tracking time allocations, e.g., the low-resolution initial tracking time allocation, yield similar levels of performance.
The proposed algorithm with input saturation constraint (44) with M(t) = 1.8 has also been tested using different system models and parameter choices. A representative result on the input energy convergence is shown in Fig. 7. From Fig. 7 , the optimal energy 89.53 obtained by the algorithm is 28% less than the energyf ( r ) = 129.12 at the a priori allocation and 10% less than the energyf ( * ) = 98.51 at the theoretically obtained optimal allocation using the inaccurate model, which again confirms the superiority of the proposed design method. Furthermore, inspection on the converged input shows that input constraint satisfaction is guaranteed by the proposed algorithm, a typical result of which is shown in Fig. 8 that clearly demonstrates this. 
with feedback gain K = 100. The results are summarized in Tables I and II for the unconstrained and constrained cases.  From Tables I and II, the tracking time allocations obtained by the proposed algorithms all converge, and are close to the corresponding theoretical obtained one * as the system model is relatively accurate. It is clear that obtained input energy results at each case are approximately 37% less than the a priori onef ( r ), and are almost the same as the theoretical onef ( * ). Also, the tracking errors are within the practical tolerance, confirming that the algorithm not only optimizes the input energy, but also maintains satisfactory tracking performance. Due to space reason, the detailed results are omitted here for brevity.
VII. CONCLUSION Tracking time allocation plays an important role in pointto-point ILC and can significantly affect the system performance. This paper develops an optimization framework to fully exploit the flexibility in choosing tracking time allocation to optimize some performance index of interest, in addition to high accuracy reference tracking. The problem is formulated into an optimization problem in some abstract Hilbert space and a two-stage design framework is developed. Solution to the Stage One design problem is derived using a well-known norm-optimal point-to-point ILC algorithm. For the Stage Two design problem, there are no direct analytical solutions of the optimization problem, and an iterative algorithm based on the gradient projection method is proposed. The implementation procedures are discussed in detail, and the proposed design framework is further extended to embed system constraints into the design.
The proposed algorithm is verified experimentally on a gantry robot test platform. When the system model is inaccurate, significant reduction of the input energy can be achieved. When an accurate system model is available, the input energy converges to the theoretical optimal solution. In both scenarios, the proposed algorithm guarantees high-performance tracking.
Although the experimental implementation of the algorithm has demonstrated that the proposed design has certain degree of robustness against model uncertainties, a rigorous analysis of the algorithm's robustness properties will be undertaken. In addition, other methods, e.g., the projected Newton method [30] , can also be used to solve the Stage Two optimization problem, the convergence properties of which will be different from those described in this paper. Furthermore, in this paper, the performance index is considered to be a convex function. In principle, the proposed design framework can be extended to nonconvex cost functions as well. The above forms part of our future research and will be reported separately.
APPENDIX
A. Proof of Theorem 1
The proof follows the ideas in [17] and is described in detail in the following.
On the (k + 1)th trial, the norm-optimal point-to-point ILC algorithm solves the optimization problem 
to get the control input u k+1 . Problem (58) has an identical structure to the norm-optimal ILC problem described in [31] , with the only difference being the definitions of the operators, signals, and underlying Hilbert spaces. Therefore, the iterative solution can be expressed as 
which gives rise to (21) . It is proved in [17] that if a system is controllable and C has full row rank, the reference r p can be tracked exactly and the limit of the sequence {u k } exists, that is The algorithm converges to the minimum control energy that achieves perfect tracking requirement if u 0 = 0. Hence, the Stage One optimization problem (18) can be solved by the norm-optimal point-to-point ILC algorithm.
The relevant adjoint operator G p * is obtained in [17] 
Hence, (77) and (78) suggest the jump conditions at t i in (36) and (37). Then, use the method proposed in [32] to differentiate (35) at any point t not in and substitute forẋ k andẋ k+1 . These provide the Riccati and predictive differential equations in (36) and (37).
F. Proof of Theorem 4
As j +1 is the solution of the gradient projection, it is clear from Theorem 3 that the inequalityf j ( j +1 ) ≤f j ( j ) holds, and hence, it follows that:
