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Abstract
This paper addresses issues of analysis of DAPI-stained microscopy images of cell
samples, particularly classification of objects as single nuclei, nuclei clusters or non-
nuclear material. First, segmentation is significantly improved compared to Otsu’s method
[5] by choosing a more appropriate threshold, using a cost-function that explicitly relates
to the quality of resulting boundary, rather than image histogram. This method applies
ideas from active contour models to threshold-based segmentation, combining the local
image sensitivity of the former with the simplicity and lower computational complexity
of the latter.
Secondly, we evaluate some novel measurements that are useful in classification of
resulting shapes. Particularly, analysis of central distance profiles provides a method for
improved detection of notches in nuclei clusters. Error rates are reduced to less than half
compared to those of the base system, which used Fourier shape descriptors alone.
1 Introduction
We consider improving the automated processing of DAPI-stained cervical smear images, for
an existing diagnostic screening application. DAPI is a fluorescent stain which binds strongly
to DNA, allowing visualisation of the cell nucleus. For diagnosis of potential chromosomal
abnormalities, the DAPI images are combined with FISH1 markers in identified areas of
interest.
Objects identified as a single nucleus would be expected to have a single set of chromo-
somes, and larger numbers of FISH signals would indicate potential abnormality, requiring
further investigation. Slides also include clusters of partially overlapping nuclei, which are
further processed by more complex segmentation algorithms to determine a possible split be-
tween them, and assign the corresponding FISH signals. As the incidence of single nuclei in
each slide is around twice that of clusters, the early separation of classes avoids a significant
computational load in additional segmentation.
The process starts with identification of regions of interest and segmentation of the nu-
clear objects, improvements to which are described in section 2. Classification into single,
c© 2011. The copyright of this document resides with its authors.
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1 Fluorescence in situ hybridization (FISH) is a technique for locating specific DNA sequences on chromosomes
using fluorescent chemical markers.
2 SNELL, ET AL: SEGMENTATION AND SHAPE CLASSIFICATION OF NUCLEI
(a) Single (b) Double cluster (c) Triple cluster (d) Debris
Figure 1: Examples of each object type
cluster or debris objects is a supervised problem, with relevant region cut-outs of over 14,000
DAPI images provided with manually assigned category labels. We find a set of feature mea-
surements that improves this classification, as described in Section 3. Some examples of each
object type are shown in Fig. 1.
2 Threshold selection
2.1 Background
In the current implementation, object boundaries are obtained by thresholding the source
images, with a separate threshold for each object calculated using Otsu’s method [5], which
is very widely used for segmentation tasks. On examination of the resulting masks, we note
that there is a significant incidence of poor segmentation within the data set. The outlines
are frequently wiggly, and sometimes quite far from the edge of the object (some examples
are shown in Fig. 3). As the decision on object class is largely based on the shape of the
segmented outline, it is important to improve these so that they match the actual boundary as
closely as possible.
In most of the problematic cases the cause is a threshold that is set too high, sometimes
by as much as 20 to 30 8-bit levels. We find an explanation for this in [4], which demon-
strates that the method is inherently biased towards the class with the higher variance. In our
image set the foreground nuclear objects exhibit significantly stronger texture, and therefore
variance, than the background which is mostly black and plain. This also explains why the
problem is particularly acute for clusters, which may contain constituent nuclei of quite dif-
ferent brightness levels, and overlapping zones which are brighter than either, increasing the
variance.
Fortunately the problem can definitely be solved by choosing a different threshold. Very
good shapes can be obtained on cell and nucleus images using thresholding methods, so
we do not have to resort to more complex and computationally intensive methods of seg-
mentation [6]. Threshold selection methods based on histogram properties prove unsuitable
for this data set, as the histograms are noisy and very variable. Simple clustering methods
also fail to improve on the base-line. Both of these approaches make certain assumptions
about the underlying distributions of pixel values, which do not hold for our type of images.
Fig. 2 shows an example histogram, which illustrates the difficulty of selecting the correct
threshold based on the grey-level distribution.
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(a) Image (b) Histogram
Figure 2: Example image and its histogram. The optimal manually selected threshold is
indicated by the triangle.
2.2 Method
To automatically find the best threshold we consider what qualities would be sought in a
boundary by a human operator faced with the same task: a reasonable match with the visual
edge of the object, and a priori knowledge of its generally elliptical shape. We therefore
use two measurements to assess each candidate threshold: the average gradient across the
boundary, to assess the matching of edge position, and the shape ratio of area to the square
of the perimeter, which reflects smoothness of the outline.
The shape ratio is defined as
S(t) = A(t)/l2(t) (1)
where A is area enclosed by contour and l is length of the contour resulting from threshold t.
It penalises thresholds that are too high, as they slice through the textured foreground result-
ing in very wiggly outlines which accumulate a lot of perimeter length for relatively little
area. This ratio is a common morphological measurement in analysis of nuclear images [3],
sometimes referred to as circularity or compactness.
The gradient measurement is normalised by average brightness of the object, to compen-
sate for changes in illumination between images:
G(t) =
∑
p∈C(t)
|I(p+δ )− I(p−δ )|
l(t) · I¯ (2)
where δ is a unit vector perpendicular to the contour C(t) at point p, I(p) are image pixel
values and I¯ is the average brightness of object pixels. The gradient is clearly highest when
the boundary matches the steepest part of the grey-scale slope around the object.
The two measurements are combined in a weighted sum to produce a single quality
metric:
Topt = argmax
t
{G(t)+wS · S(t)} (3)
with weight wS estimated from the ratio of sample variances of the two parameters across
the image set as
wS =
√
∑iVart [Gi(t)]
∑iVart [Si(t)]
(4)
where i is the image index within the data set. As there is no specific reason for either of the
measurements to have more influence on the outcome than the other, this weight balances
the contributions from each measurement to overall cost-function variance.
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(a) Single (b) Double cluster
(c) Triple cluster
Figure 3: Examples of improved threshold selection, showing grey-scale source image, mask
from Otsu’s method, and the improved mask for each one.
Thresholds from the original minimum variance estimate down to 30 grey levels below
it are evaluated. This range is established empirically, and may not be appropriate for other
image sets. We find that an exhaustive search is required, as the effects of noise and texture
produce substantial variation in the quality metric at intermediate levels, precluding the use
of search optimisation techniques.
Lowering the threshold presents an additional challenge, as the object may join up with
other objects or sections of objects which are present nearby within the image cut-out. To
avoid this eventuality the search is terminated early if this condition is detected. The condi-
tion needs to be distinguished from gradual increase in object area or joining up with parts
of the object itself which had been separated by the excessively high original threshold. This
can be done by monitoring the number of pixels added by each lowering of threshold - a large
step increase indicates coalescing with another object, as the previously disjoint contours are
bridged by a pixel of lower intensity.
2.3 Results
We estimate using Eq. (4) that for optimal balance between searching for a rounded shape,
but also matching the object’s edge within the image, weights of around wS = 12 produce
the best overall goodness measure. This retains reasonably sharp notches in clusters, to
help distinguish them from single nuclei, but corrects most of the deformities introduced by
threshold bias, as illustrated in Fig. 3. The process is not particularly sensitive to the precise
values of the weights; for example, a 10% increase in shape weight affects the resulting
threshold in less than 4% of cases.
The improvement in mask shape resulting from this process is consistent and visually
apparent. As there is no such thing as ‘perfect‘ segmentation (unless the source images
are artificially generated), it is difficult to provide an objective ground-truth and measure
the improvement numerically. Any automatic method of assessing the resulting boundary
would likely involve the very measures that are being optimised by the process. However,
as illustrated in Fig. 4, there is a very large proportion of images that are improved by a
moderate refinement of threshold, and a considerable number that require a large adjustment.
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Figure 4: Frequency of threshold changes
2.4 Discussion
In choosing the threshold there is sometimes a conflict between obtaining a good outline
and keeping it separate from other nearby objects. This could be addressed by an adaptive
method, raising the threshold for the part of the boundary that is detected as being close to
another object, while keeping it low elsewhere. However, we do not find this necessary in
this particular application.
The method described here borrows from active contour models [1] the idea of combining
a shape measurement (often referred to as internal energy) with object features in the form
of gradients (external energy). However, by reducing the search space to one dimension, we
no longer require an iterative approximation or differential equations. Both the complexity
of implementation and computational load involved are greatly reduced, while retaining the
flexibility to define an image-based measure and adjust weights in a way that is suited to the
particular application. While the computational cost is higher than basic histogram-derived
methods, it is still very minor in terms of the overall image-analysis process. As a very large
number of nuclei is processed for each patient sample, the cost does need to be kept low.
3 Discriminating Features
3.1 Background
Many different measurements and features have been used for automated analysis of fluo-
rescent nuclear images [3]. In this study we are primarily interested in discriminating single
nuclei from touching or overlapping clusters, as well as rejecting non-nuclear material; this
decision is mostly based on the shape of the object. Our labelled set includes 7376 examples
of single nuclei, 4550 of clusters, and 2178 of debris.
A common approach to shape classification is the use of Fourier Descriptors of the cen-
tral distance profile [7]. Distance from the object centroid to the edge is calculated at points
equally spaced around the perimeter, separated by regular arc-length intervals. The profiles
are then subjected to the Fourier frequency transform, with resulting coefficients used as clas-
sification features. The existing application uses 10 lowest terms of the 64 point transform,
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and this is used as the base-line for later comparisons.
3.2 Method
(a) Single (b) Double cluster
(c) Triple cluster (d) Debris
Figure 5: Typical examples of central distance profiles for different object types, showing
min and max positions (diamonds) and sides of lowest trough (triangles).
We suggest that in this case some valuable information can be derived from direct anal-
ysis of the central distance profiles, rather than their Fourier coefficients. We define the
distance from the object centroid p¯ for points p j ∈C along the contour C as
r( j) = ‖p j− p¯‖L2, j ∈ {1..K} (5)
where K points are spaced at equal arc-lengths around the contour. We use 64 points for com-
patibility with FFT processing and comparable figures to the existing system. The equally-
spaced points are obtained by re-sampling integer pixel positions from the segmentation
contour. Some typical examples of these profiles for the different classes in this study are
shown in Fig. 5.
Characteristically, most single nuclei show a very small amount of variation in their
profiles, when compared to the other object types. Most variation in single nucleus profiles
comes from the elongation of the elliptical shape, which is smooth, whereas clusters tend to
have much sharper notches and angles between the nuclei, which result in much deeper, but
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also sharper, troughs in the profiles. Debris profiles tend to be much noisier and generally
less consistent in their shape.
Based on the observations above, two types of measurement suitable for classification
are derived from the profiles: the first is a ratio between the minimum and the maximum
of the profile, indicating the relative depth of the biggest trough within the profile. This
is equivalent to the Rmin/Rmax ratio that is sometimes used in nucleus analysis [3]. The
second set of measurements assesses the steepness of the sides of the lowest trough, by
taking gradients either side of the minimum. To reduce the effect of noise, these are taken as
differences from the minimum to values several points away from the minimum position; it
has been established experimentally that 5 points (out of the total of 64) is optimal for overall
classification performance on this data set. The two gradients, from left and right, are sorted
into the larger and the smaller, as no significance can be attached to the orientation. Both are
scaled by the DC term of the Fourier transform, representing average radius, to provide size
invariance.
To improve the accuracy, we include a number of other measurements in the feature
vector. Only the 6 lowest Fourier descriptor terms are found to carry useful information
(with higher harmonics not bringing any improvement in classification). Additionally, the
feature vector includes the shape ratio (defined in Section 2), as well as object area and
perimeter on their own; and another morphological measure based on the relative difference
in area between the object and its convex hull.
C =
Ahull−A
A
(6)
This concavity measure is aimed particularly at identifying the debris objects, which fre-
quently have shapes with random protrusions and irregular edges. We also find it beneficial
to include features derived from the image content, such as mean and standard deviation of
pixel values within the object boundary; cross-boundary gradient (also described in Section
2) and a spot filter energy total. The last two values are normalised by the average brightness
to compensate for variations in overall luminosity.
We use Support Vector Machine (SVM) classifiers with a radial basis kernel, provided
by LibSVM wrapper for WEKA [2], with 10-fold cross-validation to obtain stable accuracy
figures.
3.3 Results
The central distance trough measurements provide a very strong contribution to distinguish-
ing single nuclei from other object types. Even when used on their own, without any addi-
tional measurements, accuracy of 96.3% can be achieved on this particular data set.
With a total of 17 features we can obtain accuracy of 98.7% for identification of single
nuclei, or 98.0% for the full 3-class separation (see Table 2 for full confusion matrix). This
compares favourably with the currently used method based on 10 complex pairs of Fourier
descriptors, which was able to identify single nuclei with accuracy of 97.1%, but was not
suitable for separating clusters from debris (overall error rates of around 7.8%). The standard
deviation of the results obtained from multiple cross-validation experiments is 0.25%, and
the results are summarised in Table 1.
The feature set is found to be robust to noise, particularly to the effects of poor seg-
mentation: the accuracy achieved on images segmented with the original Otsu’s threshold is
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2-class (Single vs others) 3-class (Single, Cluster, Debris)
10 x complex FDs 97.1% 92.2%
Proposed feature set 98.7% 98.0%
Table 1: Accuracy rate comparison
Classified as→ Single Cluster Debris
Actual class ↓
Single 99.0% 0.8% 0.2%
Cluster 2.1% 96.8% 1.1%
Debris 1.5% 2.5% 96.0%
Table 2: Confusion matrix from 10-fold cross-validation using proposed feature set
only 0.2% lower for 2 classes, and 0.3% for 3 classes, despite quite strong degradation of
boundary shape in many cases.
3.4 Discussion
The error rate of new proposed method is significantly lower than that achieved by the use
of Fourier descriptors alone. For an application aimed at filtering out just single nuclei, the
error rate is less than half (1.3% vs 2.9%), a statistically significant difference of over 6
standard deviations. We also develop a selection of features which is able to differentiate
clusters from non-nuclear debris in the same step. Use of statistics and measurements of the
image content (rather than shape alone) definitely contributes towards this ability, as debris
is generally characterised by a more smeary texture than genuine nuclear objects.
The final confusion matrix is reasonably well balanced, with no one combination a domi-
nating source of error. Although the results quoted are for RBF SVM classifiers only, several
other types of classifier were evaluated (k-nearest neighbour, perceptron neural network,
Bayesian estimators and other kernels for SVM), but none could match the performance of
RBF SVM on this data set.
4 Conclusions
We describe two areas of improvement in an application which promises great advances in
accuracy and availability of early detection of cancers and precancerous conditions.
While the segmentation improvements described in Section 2 have a relatively small
impact on classification performance, the general approach is potentially useful in other
segmentation applications. Although the computational cost of assessing each threshold is
relatively high when compared to histogram methods, the connection to spatial layout of the
pixels facilitates a much more meaningful decision in terms of the object of interest. On the
other hand, the restriction of search space to one dimension allows a favourable complexity
comparison to two-dimensional segmentation methods which optimise some measure of a
boundary’s desirability. Moreover, the method is extremely flexible, allowing a choice of
weights and perhaps different shape and edge measures that are more suitable for a particular
type of images.
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It is difficult to assess the precise contribution to accuracy from any one feature, as it is
the combination of all the measurements in the feature vector that determines the classifier’s
overall generalisation ability. Among the features that have been evaluated, direct measure-
ments on the central distance profile are notable for their novelty and efficacy. While Fourier
analysis of these profiles is widely used for general shape matching, the new measures are
more tailored to the specific task of detecting notches between overlapping or touching nuclei
within a cluster. Similar techniques could also be used in other notch detection applications.
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