Abstract. In this article we present a unification of the theory of algebraic, singular, topological and directional transition matrices by introducing the (generalized) transition matrix which encompasses each of the previous four. Some transition matrix existence results are presented as well as verification that each of the previous transition matrices are cases of the (generalized) transition matrix. Furthermore we address how applications of the previous transition matrices to the Conley Index theory carry over to the (generalized) transition matrix.
Introduction
The Conley index theory has been a valuable topological technique for detecting global bifurcations in dynamical systems [C] , [CF] , [FiM] , [Fr1] , [Fr2] , [Fr3] and [MM1] . This index is a standard tool in the analysis of invariant sets in dynamical systems, and its significance owes partly to the fact that it is invariant under local perturbation of a flow (the continuation property). Typically, one does not investigate a single invariant set in a dynamical system but rather works with decompositions of a larger invariant set into invariant subsets and connecting orbits between them. The Morse decomposition is the standard such decomposition in the Conley index theory. Within the index theory there are matrices of maps defined between the Conley indices of invariant sets in a Morse decomposition, and these matrices (the connection matrices) provide information about connections that exist between sets in the decomposition. The connection matrices also have local invariance properties under continuation. Nevertheless, under global continuation sets of connection matrices can undergo change which usually means that the dynamical system has undergone a global bifurcation.
An initial approach to identify bifurcations via the interplay between local invariance and global change in connection matrices was due to Reineck in [R](1988) . By introducing an artificial slow flow on the parameter space in a continuous family of dynamical systems, he obtained a map between the Conley indices of Morse decomposition invariant sets at the initial parameter value and those at the final parameter value in a continuation. This map is known as a singular transition matrix, and it has the feature that a nonzero entry can identify a change of the connecting orbit structure of the Morse decomposition under the continuation. Following Reineck's work on singular transition matrices, Mischaikov and McCord in [MM1] (1992) used the continuation property of the Conley index, without introducing an artificial slow flow, to define matrices of maps between the Conley indices of Morse decomposition invariant sets at the initial and final parameter values in a continuation. Their maps, known as topological transition matrices, are naturally-defined maps on Conley indices that arise from the topological structure of invariant sets in the flow on the larger "phasecross-parameter" space. In order to define these maps on the indices of the Morse decomposition sets, it was necessary to assume that connection matrices were trivial at the end parameter values. Nonetheless, as with the singular transition matrices, they were able to demonstrate that non-trivial topological transition matrix entries identify potential bifurcations that exist in the overall continuation. Furthermore, in [MM2] they established an equivalence between the singular transition matrices and the topological transition matrices in instances where both are defined. Later Franzosa, de Rezende and Vieira [FdRV] (2014) defined a new (general) topological transition matrix that extends the previous one, not requiring the assumption that the connection matrices are trivial at the end parameter values. In their case, the general topological transition matrix is defined to cover naturally-defined Conley-index maps rather than being defined directly by them.
In [FM] (1995), Franzosa and Mischaikov introduced the concept of an algebraic transition matrix. Given that connection matrices for a Morse decomposition are not unique, they raised the question of whether the nouniqueness could be understood via similarity transformations between connection matrices. Such transformations are algebraically defined, and -besides being associated with nonuniqueness of connection matrices for a particular Morse decomposition -can be exploited to track changes in connection matrices under flow continuation. They developed an existence result for algebraic transition matrices under the assumption of a "stackable" underlying partial order, and they demonstrated how algebraic transition matrices could also be used to identify global bifurcations in a dynamical system under continuation.
In [KMO] and [GKMOR] , the authors developed the directional transition matrix, a transformation that is similar in nature to both the singular transition matrix and the topological transition matrix. As in the singular transition matrix case, a slow flow is added to the parameter space, but it is more general than the specific flow used in defining the singular transition matrix. The advantage to the more-general approach is that it allows us to detect broader families of bifurcation orbits under continuation than those that are detected by the singular and topological transition matrices. The directional transition matrix is a transformation between indices of Morse decomposition sets at each end of the continuation, but not simply from those at one end of the continuation to those at the other (as in the other types of transition matrices).
Instead, it maps the indices of those sets on either end that have an outward slow-flow direction to the indices of those sets with an inward slow-flow direction. As with the classical topological transition matrix, it is assumed that on each end of the continuation there are no connecting orbits between the Morse sets, so that natural flow-defined maps can be used to define the directional transition matrix. And, as in each of the above cases, the authors demonstrate how non-trivial directional transition entries identify bifurcations that occur under continuation.
While these four types of transition matrices are each defined differently and in different settings, they have in common that each is a Conley-index based algebraic transformation that tracks changes in index information under continuation and thereby identifies global bifurcations that could occur during the continuation. It is natural to expect that the theories could be unified in an overarching transition matrix theory, and that is the main purpose of this paper. The basic idea for this general transition matrix is that it covers natural flow-defined index isomorphisms that arise under a continuation. We discuss this aspect of the transition matrix further at the start of the next section, and then we provide our definition of the transition matrix. First, though, we present briefly the necessary background material from Conley Index Theory, Morse decompositions, homology index braids, connection matrices, etc. (see [C] , [Fr1] , [Fr2] , [Fr3] , [MMr] and [S] ).
Throughout the paper P represents a finite set with a partial order <. An interval in P is a set I ⊆ P which is such that if p, q ∈ I and p < r < q then r ∈ I. The set of intervals in < is denoted by I(<).
An adjacent n-tuple of intervals in < is an ordered collection (I 1 , ..., I n ) of mutually disjoint nonempty intervals in < satisfying:
The collection of adjacent n-tuples of intervals in < is denoted I n (<). An adjacent 2-tuple of intervals is also called an adjacent pair of intervals. If < is either an extension of < or the restriction of < to an interval in <, then I n (< ) ⊆ I n (<). If (I, J) is an adjacent pair (2-tuple) of intervals, then I ∪ J is denoted IJ. If (I 1 , . . . , I n ) is called a decomposition of I. Definition 1.1. A graded module braid over < is a collection G = G(<) of graded modules and maps between the graded modules satisfying:
(1) for each I ∈ I(<), there is a graded modules G(I), (2) for each (I, J) ∈ I 2 (<), there are maps: i(I, IJ) :
of degree 0; ∂(J, I) : G(J) → G(I) of degree 1, that satisfy:
• if I and J are noncomparable, then p(JI, I)i(I, IJ) = id | G(I),
• if (I, J, K) ∈ I 3 (<), then the following braid diagram commutes.
Now assume that C and C are chain complex braids over <. Definition 1.4. an r-degree chain map T : C → C is a collection of maps T (I) : C(I) → C (I), I ∈ I(<), such that for each (I, J) ∈ I 2 (<) the following diagram commutes:
To simplify and to agree with previous definitions, we denote: a 0 degree map θ : G → G by map θ; 0 degree isomorphism θ : G → G by isomorphism θ; and 0 degree chain map T : C → C by chain map T .
Let ϕ be a continuous flow on a locally compact Hausdorff space and let S be a compact invariant set under ϕ. A Morse decomposition of S is a collection of mutually disjoint compact invariant subsets of S,
indexed by a finite set P, where each set M (p) is called a Morse set. A partial order < on P is called an admissible ordering if for x ∈ S\ π∈P M (p) there exists p < q such that α(x) ⊆ M (p) and ω(x) ⊆ M (q). The flow defines an admissible ordering of M , called the flow ordering of M , denoted < F , and such that M (π) < F M (π ) if and only if there exists a sequence of distinct elements of P : π = π 0 , . . . , π n = π , where C(M (π j ), M (π j−1 )), the set of connecting orbit between M (π j ) and M (π j−1 ), is nonempty for each j = 1, . . . , n. Note that every admissible ordering of M is an extension of < F .
In the Conley theory one begins with the Conley index for isolated invariant sets, i. e., S ⊆ X is an isolated invariant set if there exists a compact set N ⊆ X such that S ⊆ intN and
The homological Conley index of S, CH * (S) is the homology of the pointed space (N \L), where (N, L) is an index pair for S. Setting
the Conley index of M (I), CH * (M (I)), in short H * (I), is well defined, since M (I) is an isolated invariant set for all I ∈ I(<).
Given M(S), a Morse decomposition of S, the existence of an admissible ordering on M(S) implies that any recurrent dynamics in S must be contained within the Morse sets, thus the dynamics off the Morse sets must be gradient-like. For this reason, Conley index theory refers to the dynamics within a Morse set as local dynamics and off the Morse sets as global dynamics. We briefly introduce the connection matrix theory, which addresses this latter aspect. Definition 1.5. Given G, a graded module braid over <, and C = {C(p)} p∈P , a collection of graded modules, let ∆ : p∈P C(p) → p∈P C(p) be a <-upper triangular boundary map. Then:
(1) If H, the graded module braid generated by ∆, is isomorphic to G, then ∆ is called a C−connection
To simplify notation, for I ∈ I(<) we denote π∈I C(π) by C(I), and the corresponding homology module in H∆ by H(I). In particular, the homology index braid of an admissible ordering of a Morse decomposition
is an example of a graded module braid. In this setting a <-upper triangular boundary map ∆ :
satisfying Definition 1.5 for C∆ = {CH * (M (π))} π∈P is called the connection matrix for a Morse decomposition. Moreover, let CM(<) denote the set of all connection matrices for a given (<-ordered) Morse decomposition M(S).
One of the key features in Conley theory is its invariance under continuation. Since the connection matrices for Morse decompositions are algebraically derived from the homology Conley index braid, this seems to indicate that connecting orbits that persist over open sets in parameter space are identified by connection matrices. We now define Conley index continuation.
Let Γ be a Hausdorff topological space, Λ a compact, locally contractible, connected metric space and X a locally compact metric space. Assume that X × Λ ⊆ Γ is a local flow and Z is a locally compact space. Let Π X : X × Λ → X and Π Λ : X × Λ → Λ be the canonical projection maps. See [S] and [Fr3] .
Let φ : Z × Λ → X be a parametrization of a local flow X. Denote the restriction φ| (Z×{λ}) by φ λ and its image by X λ .
Definition 1.7. The space of isolated invariant sets is
For all compact sets N ⊆ X define the maps N : Λ(N ) → S and N (λ) = Inv(N × λ). Then consider the topology on the space S generated by the sets
We are interested in the situation where the homology index braids of admissible orderings of Morse decompositions at parameters λ and µ are isomorphic. That is, it is not enough that a Morse decomposition continues over Λ, it must also continue with a partial order, more specifically:
, S λ and S µ be the sets obtained by intersection of M(S) and S by the fibers X × {λ} and X × {µ}, respectively, where < ν is the order restricted to the order < in the parameter ν ∈ Λ.
• We say that M(S) with its order < continues over Λ if there exist sections σ and ς π : Λ → S such that {ς π (ν)| π ∈ (P, < ν )} is a Morse decomposition for σ(ν), ∀ν ∈ Λ.
• If, furthermore, there exist a path ω :
, then we say that the admissible orderings < λ and < µ are related by continuation or continue from one to the other. See Figure 1 . The following Lemma 1.2 is helpful to understand the previous Definition 1.8.
• Let γ : Λ → S be a section, then γ is continuous if and only if
is an isolated invariant set in X × Λ.
•
Then, S is an isolated invariant set in X × Λ under φ and M(S) = {M (π) | π ∈ (P, <)} is its
Morse decomposition if, and only if, M(S) with its order continues.
Suppose that S 0 and S 1 are invariant sets related by continuation in X λ0 and X λ1 . Hence, there exists a map ω : [0, 1] → Λ such that ω(0) = λ 0 and ω(1) = λ 1 and an isolated invariant set S over ω(I) such that
, where CH * (S i ) and CH * (S) indicates the Conley homology indices of S i in X λi and of S in X × ω(I), respectively. Thus, there is an isomorphism, called Conley flow-define isomorphism
that depends on the endpoint-preserving homotopy class ω. If π 1 (Λ) = 0 then F ω is independent of the path ω and one writes F λ1,λ2 instead of F ω . The Conley flow-defined isomorphism is well-behaved with respect to composition of paths:
µ,λ . For more details see [MM2] and [S] . To simplify notation, we denote CH * (M ν (I)) = H * ,ν (I) or just CH(M ν (I)) = H ν (I), where I ∈ I(< ν ) and ν ∈ {λ, µ}.
Transition Matrix
Given a Morse decomposition of an isolated invariant set S in a flow, an associated homology index braid contains a significant amount of algebraic information about the overall structure of the Morse sets and connecting orbits in S. Generally speaking, the homology index braid is a relatively unmanagable structure to examine and analyze in order to draw conclusions about the structure of S. Overcoming this difficulty is part of the motiviation for the connection matrix. The connection matrix is a matrix of maps between the indices of the Morse sets that produces a graded module braid that is isomorphic to the homology index braid. In this way we can think of the connection matrix as "covering" the homology index braid.
Consequently, it is reasonable to expect that the connection matrix itself contains information from which the invariant set structure can be understood.
The transition matrices discussed in the introduction can be viewed similarly, and this perspective motivates our general transition matrix defined below. Given an invariant set and ordered Morse decomposition that continues over a parameter interval, there is a family of continuation-defined isomorphisms between indices of the invariant subsets that continue. If bifurcations occur during the continuation, then this will be reflected in a change in the flow-defined mappings in the homology index braids on either end of the continuation. The idea behind the general transition matrix is that it is a matrix of mappings between indices of Morse sets from either end of the continuation that "covers" the continuation-defined isomorphisms. By covering the continuation-defined isomorphisms, the transition matrix then assists in detecting change that occurs in the homology index braids, and thus it is reasonable to expect that the transition matrix contains information revealing change in the invariant set structure under continuation.
In this section we introduce our general definition of the transition matrix, and we address some straightforward properties of it. It is important to have the viewpoint that the transition matrix theory that we present here is an algebraic theory. In fact, the same could be said for the various previous versions of transition matrices. The primary motivation for introducing and studying transition matrices has been in applications to the Conley index theory, but there are important questions that need to be addressed regarding algebraic aspects of transition matrices. In section 3 we show how previous transition matrix existence results can be adapted to provide specific existence results for the transition matrix introduced here. In sections 4-7 we examine applications of the transition matrix in the Conley index theory, demonstrating how previous results using specific versions of the transition matrix carry over to our general setting.
Definition 2.1. Given chain complex braids C and C and graded module braids G and G , an r-degree chain map T : C → C is said to cover an r-degree isomorphism θ (relative to Φ and Φ ) if for all I ∈ I(<), we have that the following diagram commutes
HC (I)
where T * (I) is the homology map induced from the chain map T (I), and Φ : HC → G and Φ : HC → G are graded module braid homology isomorphisms.
Definition 2.2. If, in Definition 2.1, C and C arise from connection matrices ∆ : P C(p) → P C(p), ∆ :
, respectively, and T arises from a matrix T : P C(p) → P C (p) then T is called an r-degree (generalized) transition matrix for ∆ and ∆ .
Beyond this point in the paper, "transition matrix" refers to the transition matrix as defined here unless we specifically refer to a particular previous type such as "algebraic transition matrix", "topological transition matrix", etc. Also we denote a 0 degree transition matrix T by transition matrix T .
Theorem 2.1. Let ∆ : P C(p) → P C(p) and ∆ : P C (p) → P C (p) be connection matrices of G and G , respectively. Let T : P C(p) → P C (p) be a transition matrix for ∆ and ∆ . Assume that Φ : HC → G and Φ : HC → G are graded module braid isomorphisms, and that T covers an isomorphism θ (relative to Φ and Φ ). Then the transition matrix T satisfies the following properties:
(ii): T ({p}) = id and T is upper triangular with respect to <; (iii): T is an isomorphism; (iv): T −1 covers θ −1 (relative to Φ and Φ). Moreover, suppose that T 1 and T 2 cover θ 1 : G → G (relative to Φ and Φ ) and θ 2 : G → G (relative to Φ and Φ ), and arise from T 1 and T 2 , respectively. Then T 2 • T 1 covers θ 2 • θ 1 (relative to Φ and Φ ) and arises from T 2 • T 1 .
Proof: (i) Since ∆(I) and ∆ (I) are boundary maps and T (I) is a chain map, we have that T (I)•∆(I) = ∆ (I)•T (I)
for all I.
(ii) Change F for θ in the proof of Theorem 5 in [FdRV] .
(iii)By item (ii) we have that T is the identity on the diagonal and upper triangular, thus T is an isomorphism.
(iv) It follows directly by the composition of the maps.
Algebraic Existence Results
As indicated in the previous section, the transition matrix theory is an algebraic theory, and there are important questions to be addressed regarding the theory solely from the algebraic viewpoint. The most basic is the existence question: Given connection matrices ∆ and ∆ , does there exist a transition matrix for them? The answer is unknown for this most general situation, however, the previous existence results for the specific types of transition matrices provide us with positive existence results under appropriate conditions.
In this section, we present a few such results.
To begin, we consider the situation that is the algebraic basis behind the existence of topological transition matrices in [MM1] . In this case we have trivial connection matrices ∆ :
. So, for each I ∈ I(<) we have HC(I) = I C(p) and HC (I) = I C (p). Suppose that the associated graded module briad isomorphisms are Φ : HC → G and Φ : HC → G . Then for each I ∈ I(<), the corresponding isomorphisms are mappings Φ(I) : I C(p) → G(I) and Φ (I) : I C (p) → G (I). We have the following, straighforward, transition matrix existence result for this case. The proof is straightforward.
Theorem 3.1. Let ∆ and ∆ be connection matrices of G and G , respectively. Assume that ∆ and ∆ are trivial and that Φ : HC → G and Φ : HC → G are graded module braid isomorphisms. If Θ : G → G is an isomorphism between graded module braids, then
transition matrix for ∆ and ∆ .
Next we address an existence result that is based on the algebraic transition matrix existence result in [FM] . In this case the result holds where the underlying partial order is of a particular type. Let (I 1 , ..., I n )
be an adjacent n-tuple of intervals whose union is I, then (I 1 , ..., I n ) is called a decomposition of I, if I, J ⊆ P are disjoint then we say that I and J are noncomparable if neither p < q nor p < q for every p ∈ I, q ∈ J and we say that J is totally greater than I if p < q for every p ∈ I and q ∈ J. A partial order < on P is called stackable if there is a decomposition of P, (I 1 , ..., I n ), such that < restricted to each I i is trivial and such that if i < j then I j is totally greater than I i . Note that a trivial order is stackable and a total order is stackable.
Definition 3.1. Given chain complex braids C and C and graded module braids G and G , a chain map T : C → C is said to weakly cover an isomorphism θ (relative to Φ and Φ ) if there exists I ∈ I(<) such that the following diagram commutes
where T * (I) is the homology map induced by the chain map T (I), Φ : HC → G and Φ : HC → G are isomorphisms from the homology the graded module braid to graded module braid.
Note that the internal I, in the previous definition, may be P. Furthermore, we could have a collection of interval I ⊆ I(<) such that for all I ∈ I the previous diagram commutes, in this case, we say that T weakly covers θ on I.
Theorem 3.2. Let ∆ : P C(p) → P C(p) and ∆ : P C (p) → P C (p) be connection matrices of G and G , respectively, and let θ : G → G be an isomorphism. If the order < is stackable with a decomposition I = {I 1 , ..., I n }, then there is a transition matrix T : P C(p) → P C (p) which weakly cover θ on I.
Proof: It follows from the proof of theorem 3.5 in [FM] , by checking that the induction process of applying Theorem 3.8 in [FM] gives an collection of interval that equals to I.
Note that trivial order and total order are stackable. Moreover, in [FM] is given a definition of N-free order that helps to check if the order is stackable, in general, it is more likely a partial order be a stackable order than the opposite. However if < is not stackable one still can analyze any interval I by applying Theorem 3.2 in order to obtain a transition matrix T (I) that covers θ(I), in other words, it is possible to get information between p, q ∈ P by considering any interval which has p and q. Now we explore a special order < k that leads us to another existence result by using a similar idea coming from the Morse index of gradient-like flows. But before defining < k , we present the following lemma.
Proof: Since ∆ is a boundary map and C(p) = C(p ) = 0 except in dimension k(p) and k(p ), we obtain that ∆(p, p ) = 0 when |k(p) − k(p )| = 1. If p < p, it follows by upper triangularity of ∆ that ∆(p, p ) = 0.
Under the hypothesis of Lemma 3.1, define < k a partial order in the set P such that
The previous lemma seems to be quite obvious but plays the main role in the proof of the next theorem.
Theorem 3.3. Let ∆ : P C(p) → P C(p) and ∆ : P C (p) → P C (p) be connection matrices of G(< k ) and G (< k ), respectively, and let θ : G → G be an isomorphism between graded module braids. If there is at most one k(p) such that C k(p) (p) = 0 = C k(p) (p), for all p ∈ P, then there exists an unique transition matrix T : P C(p) → P C (p) which covers θ.
Proof: Lemma 3.1 and the partial order < k guarantee that T is a chain map. Moreover it allows us to use the proof of Theorem 6 in [FdRV] to obtain the result.
Note that T obtained in the previous theorem is a matrix in block form as in Theorem 6 in [FdRV] .
Furthermore, it is possible to consider a generic partial order < instead of < k in Theorem 3.3, nevertheless the proof split in various cases where < failed to be < k . However, in case <, be aware that T may not be unique neither a matrix in block form.
Observe that Theorem 3.3 can be applied in a more general context than Theorem 6 in [FdRV] . For instance, the flow on parameters λ and µ do not need to be Morse-Smale without periodic orbits; we just need that the Morse decomposition has to meet the hypothesis that there is at most one k(p) such that CH k(p) (M (p)) = 0, for all p ∈ P. Such a property is not satisfied for some Morse sets such as repeller periodic orbits and attractor periodic orbits, however saddle-saddle connections with same index satisfies this hypothesis.
Algebraic Transition Matrix.
The algebraic transition matrix theory is developed in [FM] . There the authors define the algebraic transition matrix in the setting of a parameterized family of flows after having earlier developed an algebraic theory that they employ. Their algebraic transition matrix is an example of a similarity transformation defined between connection matrices. Let ∆ : P C(p) → C(p) be a connection matrix for a graded module braid G over a partial order <.
If T :
is an isomorphism for all p ∈ P, then it follows that ∆ := T ∆T −1 is also a connection matrix for G. In this way (as referred to above) T can be thought of as a similarity transformation between connection matrices ∆ and ∆ .
Proposition 4.1.
[Franzosa] Let C = {C(p)} p∈P and C = {C (p)} p∈P be collections of graded modules, and ∆ : P C(p) → P C(p) and ∆ : P C (p) → P C (p) be <-upper triangular boundary maps. If T : P C(p) → P C (p) is <-upper triangular and such that T ∆ = ∆ T , then {T (I)} I∈I(<) is a chain map from C∆ to C∆ .
Here, for the purpose of unifying the various transition matrix theories-and being most general-we define the above-mentioned similarity transformation between connection matrices as follows:
is an isomorphism for all p ∈ P and such that ∆ T = T ∆, then T is called an algebraic transition matrix from ∆ to ∆ .
The algebraic transition matrix as defined in [FM] then is an example of an algebraic transition matrix in Definition 4.1 above. With the current definition of algebraic transition matrix, we then show that it is a transition matrix.
Note that, given ∆, ∆ and T as above, T is a chain map between C∆ and C∆ (see Proposition 4.1).
Furthermore T induces homology isomorphisms T * (I) : H∆(I) → H∆ (I) for all I ∈ I(<). Now, if ∆ is a connection matrix and Φ : H∆ → G is a graded module braid isomorphism associated with ∆, then if for each I ∈ I(<) we define Φ (I) = Φ(I) • T −1 * (I), then the isomorphisms Φ (I) define a graded module braid isomorphism Φ between H∆ and G. Also, clearly, for each I ∈ I(<), the following diagram commutes
H∆ (I)
where id(I) is the identity map on G(I). Thus T covers id : G → G (relative to Φ and Φ ), and it follows that T is a transition matrix.
It follows from above, that given a connection matrix ∆ for a graded module braid G, then other connection matrices for G can be obtained via transition matrices. The converse question is significant; that is, given connection matrices, ∆ and ∆ , is there a transition matrix for them? This question was addressed with some initial positive results in [FM] and in the previous section 3. Define ATM(<) to be the set of all algebraic transition matrices which are similarity transformations between connection matrices ∆ :
. From the existence theorem in section 3, one can prove the next theorem by applying the same idea from Theorem 4.3 in [FM] and Lemma 3 in [FdRV] .
Theorem 4.1. Let M λ = {M λ (π)} π∈(P,< λ ) and M µ = {M µ (π)} π∈(P,<µ) be Morse decompositions, ∆ λ and ∆ µ their respective connection matrices. Moreover, assume that M λ and M µ are related by continuation with an admissible ordering <. If < is stackable or < k and T λ,µ (I j−1 , I j ) = 0 for all T λ,µ ∈ ATM(<) then there
where ω : [0, 1] → Λ is a path that continues M λ and M µ .
Notice in the previous theorem, when it is possible to set I j and I j−1 to have only one element, Theorem 4.1 will appear more closely to the next theorems about bifurcation connections between Morse sets. Of course, the lack of covering the flow-defined continuation isomorphism F imposes less features for algebraic transition matrices, since covering F is intrinsically related how those connections occur along a path on Λ as well as substantial existence results (see next sections).
Singular Transition Matrix
In most cases singular transition matrices can only be computed via the dynamics of the slow system, since these transition matrices are essentially just submatrices of a connection matrix, see [R] . Thus, in practice, one may find difficulty in obtaining those matrices if the objective is to understand the dynamics of the parametrized family. However, by showing that those matrices are transition matrices that cover an isomorphism, we actually can use the singular transition theory to assist in the development of other transition matrices, as we will show in the following sections.
Let
(1)ẋ = f (x, λ), be a parametrized family of ordinary differential equations defined in R n , where the parameter space Λ = R.
Assume that the Morse decomposition M(S λ ) = {M λ (p) ∈ P} continues over R and that connection matrices ∆ −1 and ∆ 1 for the Morse decompositions M(S −1 ) and M(S 1 ), respectively, are known. Moreover, let N ⊆ R n be an isolating neighborhood for S λ , λ ∈ R.
One introduces slow dynamics in the parameter space of (1) with the purpose of comprehending the bifurcations that occur for −1 < λ < 1. Hence (1) can be written as:
where > 0. Define
, 2] is an isolating neighborhood for the flow φ generated by (2). Let
is a Morse decomposition, and there is an admissible ordering given by
where < −1 and < 1 are admissible orderings for M(S −1 ) and M(S 1 ), respectively. Denoting a connection matrix for M(K ) by ∆ , since the dynamics on the subspaces R n × {±1} are given exactly by the flows generated byẋ = f (x, ±1), we have that
takes the form
where ∆ − is the connection matrix for M(S − ) and ∆ + is the conjugation of degree 1 of the connection matrix of M(S + ) (this conjugation is necessary because on λ = 1 we have an increase by one in the dimension of the unstable manifold, which introduces a suspension of the Conley index). A contribution of Reineck in [R] was to formalize the expression (3). When → 0 the limit T is well defined and the resulting matrices are referred to as the R-singular transition matrix . Ignoring the +1 conjugation on ∆ 1 , it follows.
Theorem 5.1.
[Reineck] An R-singular transition matrix T from λ = 1 to λ = −1 satisfies the following properties:
(ii): T is an isormorphism;
(iii): T is an upper triangular matrix with respect to <;
) is nonzero, then there exists a finite sequence 1 ≥ λ 1 ≥ λ 2 ≥ . . . ≥ λ k ≥ 0 and corresponding p i ∈ P such that p i > λi p i+1 where > λi is the flow defined order under φ λi .
Now we define the singular transition matrix presented in [MM2] . As one can note, in [R] and [MM2] , different suspension isomorphisms to define singular transition matrix. This difference is important to note because as we point at in Remark 5.1 below, those matrices are transition matrices that cover different isomorphisms. 
The choice of [−1, 2] instead of [0, 1] is convenient, since for the drift flowṡ = g(s) on [0, 1] has 0 as a hyperbolic attractor and 1 as a hyperbolic repeller, therefore agreeing with the drift flow in [R] . Note that the domain of any path in P is [0, 1]. We define
For any (α, g) ∈ D + consider a flow on X × [−1, 2] over (α, g) given bẏ
Observe that if α is a constant path λ, thus we obtain a product floẇ
When ||g|| → 0, we have the original parameterized family of flowṡ
restricted to the image of α. 
is an isolated invariant set that continues over Λ then, over P × C g , the Conley index of
By the previous proposition, we have that the homology Conley index of S α (C) is the tensor product
CH(S α (C)) = CH(S) ⊗ CH(C).
In this setting, we present the index suspension isomorphism Σ(S) defined in [MM2] by the following com-
where c ∈ C, α is a path,ᾱ(c) is the constant path α(c), σ n is the generator of CH n (C) and F α,ᾱ(c) is the continuation isomorphism along a path in D + from (ᾱ(c), g) to (α, g). More concisely, we have
Given that M (I) is an isolated invariant set which also continues, we can define
From the dynamics in [0, 1], note that, S (α,g) has S α(0) as an attractor and S α(1) as a repeller. These characteristics will be the same for all g ∈ G + , even though the structure of of the connecting orbit set may vary with g. Computing the connection matrix for the flow in X × α[0, 1], we have
takes the form When ||g|| → 0 the limit T g gives us a MM-singular transition matrix T s . Observe that ∆ g may differ from ∆ since we used different suspension isomorphisms to define these singular transition matrices.
The following theorem points at an important difference between the structure of ∆ g and the structure of ∆ .
Theorem 5.2. [McCord-Mischaikow]
The connection homomorphism for the attractor-repeller decomposi-
As a consequence we have that the flow defined map of attractor-repeller map δ is an isomorphism. The following theorem addresses both the R-singular and the MM-singular transition matrix. Theorem 5.3. A singular transition matrix is a 1-degree transition matrix.
Remark 5.1. As we can see in the following proof, Theorem 5.4 works for both R-singular and the MMsingular transition matrix. More specifically, they are 1-degree transition matrices that cover the 1-degree isomorphisms δ Ψ and F • Σ −1 , respectively.
Proof: In order to simplify notation, we define λ = α(0) and µ = α(1). Let T 1 s and T s be the R-singular and MM-singular transition matrices (defined by Ψ and Σ), respectively. Choose an interval I ∈ I(<), where < is the flow defined order for the product flow. Hence (I µ , I λ ) is an attractor-repeller pair and, by ∆ g being a connection matrix, we have that the following diagram commutes
Therefore T s is a 1-degree transition matrix that covers δ = F • Σ −1 since T s is a 1-degree chain map and δ is defined by a 1-degree graded module braid isomorphism. If one changes Σ for Ψ we obtain T 1 s is a 1-degree transition matrix covering δ Ψ . Note that in this case we may not have δ Ψ = F • Ψ −1 since δ Ψ is a flow defined map of the attractor-repeller pair for which the Conley index of the repeller was suspended by Ψ.
Lemma 5.1. Σ : H λ, * → H λ, * +1 is a braid isomorphism between Conley index braids and ∆ Σ λ is Σ conjugated to a connection matrix ∆ λ at parameter λ, in other words the following diagram commutes we obtain that ∆ λ is a connection matrix at parameter λ since Σ : H λ, * → H λ, * +1 is an isomorphism between Conley index braids, therefore the diagram in Lemma 5.1 commutes.
MM-Singular transition matrix T s defined via Σ has another feature as follows by the next theorem.
Theorem 5.4. The MM-singular transition matrix T s composed with the induced map of π∈P Σ(π) is a transition matrix
that covers Conley flow-defined isomorphim F .
Proof:
Suppose that the following diagram commutes for every interval I ∈ I(<) Thus we have that the chain map T = T s • ⊕ π∈I Σ(π) covers the flow-defined Conley-index isomorphism F λ,µ , therefore T is an GTTM and T s is a GTM which covers F λ,µ • Σ −1 = δ.
Now we just need to prove that the latter diagram commutes. Indeed,
commutes by Theorem 5.2 and
commutes by definition of ∆ g . The last diagram commutes by Lemma 5.1. Now one needs to check that the induced map [T ] = T s • π∈P Σ(π) is a well defined map between the braids H∆ λ and H∆ µ , indeed this follows since all maps from Diagram 1 are graded module braid maps.
Note that Σ depends on the flow defined isomorphism F , therefore ∆ Σ λ and T s depends on F too, if one is willing to remove that dependence (in order to obtain those maps in an easy way) the next corollary solve this problem.
Corollary 5.1. The suspension isomorphism Σ does not depend on F when the flow at parameter λ is structural stable. Moreover,
where T is a transition matrix that covers the Conley flow-defined isomorphism F and T s is an MM-singular transition matrix. 
Topological Transition Matrix.
In this section, we develop more proprieties of generalized topological transition matrices from [FdRV] given that such matrices are transition matrix which covers flow-defined Conley-index isomorphisms. Therefore we can use the interrelationship between singular and topological transition matrix theory in order to obtain refined properties, for instance, Theorem 6.3 is an improvement of Theorem 5 in [FdRV] by no requiring existence assumption. Moreover, Theorem 6.4 describe appropriately the importance of the unify theory of transition matrix.
Let M λ = {M λ (π)} π∈P and M µ = {M µ (π)} π∈P be Morse decompositions, related by continuation, for the isolated invariant sets S λ ⊆ X λ and S µ ⊆ X µ , respectively.
Definition 6.1. If T is a transition matrix that covers the Conley flow-defined isomorphism F , then we refer to T as a (generalized) topological transition matrix.
In order to simplify one may omit the term in parenthesis "generalized" from Definition 6.1, nevertheless be aware that this definition is an extension of topological transition matrix defined in [MM1] , where they assume that there are no connections at the initial and final parameters of a continuation.
By the definition of transition matrix we obtain the following statement.
In general the diagram above is not commutative, in order to commute just define the following generalized topological transition matrix T λ,µ = Φ −1 µ • F λ,µ • Φ λ , then we obtain from Proposition 6.1 the following diagram commutes
In this particular case, such matrix T λ,µ is called a (classical ) topological transition matrix.
Applying Theorem 5.4 we have the following existence result.
Theorem 6.2. Let M λ = {M λ (π)} π∈(P,< λ ) and M µ = {M µ (π)} π∈(P,<µ) be Morse decompositions, assume that M λ and M µ are related by continuation with an admissible ordering <. Then there exists a generalized topological transition matrix T related to a ∆ λ ∈ CM(< λ ) and a ∆ µ ∈ CM(< µ ).
Now we can remove the existence hypotheses from item (v) of Theorem 5 in [FdRV] using Theorem 6.2.
Theorem 6.3. Let M λ = {M λ (π)} π∈(P,< λ ) and M µ = {M µ (π)} π∈(P,<µ) be Morse decompositions, ∆ λ and ∆ µ their respective connection matrices. Moreover, assume that M λ and M µ are related by continuation with an admissible ordering <. Then the generalized topological transition matrix T satisfies the following properties:
(ii): T λ,µ ({p}) = id and T is upper triangular with respect to <;
(iii): T is an isomorphism;
λ,µ (I) are generalized topological transition matrices, for all intervals I ∈ I and p ∈ P, in particular T = T (P).
(v): Let ω : [0, 1] → Λ be a path that continues M λ to M µ . Assume that T λ,µ (p, q) = 0 for all generalized topological transition matrices. Then there exists a finite sequence 0 ≤ s 1 ≤ s 2 ≤ . . . ≤ s n ≤ 1 and a sequence (p i ) ⊆ P such that p 0 = q, p n = p and the set of connecting orbits
Proof: From Theorem 6.2 we have the existence of T λ,µ related to∆ λ ∈ CM(< λ ) and∆ µ ∈ CM(< µ ). However, ∆ α may be different from∆ α , with α = {λ, µ}, since Theorem 6.2 does not specify which connection matrix T is related. Therefore, one needs to check in the proof of Theorem 5 in [FdRV] if all connection matrices at parameters ω(0), ω(s ξ1 ), . . . , ω(1) agree.
Without loss of generality, assume that we are in case where the connection matrices at parameters ω(0) = λ, ω(s ξ1 ) = ν, ω(1) = µ must agree. Indeed, by Theorem 6.2 one obtains T λ,ν related to ∆ λ and ∆ ν and T ν,µ related to ∆ ν and ∆ µ . Although, ∆ ν may be different to ∆ ν , one can obtain the same matrix by using Theorem 4.8 in [Fr2] . In other words, such theorem stats the existence of connection matrix by doing an induction process, since Theorem 6.2 use this result to obtain T then one can do the same induction process starting from ∆ ν to obtain
where ∆ µ is a connection matrix at parameter µ and T ν,µ is a generalized topological transition matrix related to ∆ ν and ∆ µ .
Note that, T ν,µ and ∆ µ may be different from T ν,µ and ∆ µ , respectively. But it is not a problem because one can obtain a T λ,µ = T λ,ν • T ν,µ and by hypothesis T λ,µ (p, q) = 0.
Remark 6.1. Applying the same idea, in the previous proof, on Theorem 6.2 and on equation 3 and 4, one can freely choose a connection matrix (in their respective set of connection matrices) to be ∆ λ , ∆ − and ∆ α(0) respectively. However, ∆ µ , ∆ + and ∆ Σ α(1) are not free to choice, in fact they come from the inductive process of Theorem 4.8 in [Fr2] . In other words, existence results coming from the singular transition matrix theory give us liberty to choose a connection matrix at the parameter that was not suspended, yet we can not choose freely a connection matrix at the parameter which was suspended.
Using both topological and singular transition matrix, one is able to obtain a richer dynamical information in Theorem 6.3 without assuming that T λ,µ (p, q) = 0 for all generalized topological transition matrices. In other words, it is enough to assume T λ,µ (p, q) = 0 for at least one matrix in GTTM.
Theorem 6.4. Let M λ = {M λ (π)} π∈(P,< λ ) and M µ = {M µ (π)} π∈(P,<µ) be Morse decompositions related by continuation with an admissible ordering <. Moreover, assume that the flow at parameter λ is structural stable and a generalized topological transition matrix T has a nonzero entrance T λ,µ (p, q) = 0. Then there exists a finite sequence 0 < s 1 ≤ s 2 ≤ . . . ≤ s n ≤ 1 and a sequence (p i ) ⊆ P such that p 0 = q, p n = p and the set of connecting orbits
Proof: By Corollary 5.1 a singular transition matrix is related to a generalized topological transition matrix by
therefore T λ,µ (p, q) = 0 imply T s = 0. Since T s comes from a connection matrix ∆ g for a flow-defined order it follows that a non zero entry in T s implies the result.
Directional Transition Matrix
In this section, we prove that Direction Transition Matrix is a generalized transition matrix which covers an isomorphism defined via the flow-defined Conley index isomorphism F .
Consider the fast-slow systems of the form
where x ∈ R 2 and y ∈ R. Observe that this fast-slow systems is more general than the other used to define singular transition matrix. In contrast to equation 2 the slow variable y depends also on the fast variable x, thus for > 0 Morse sets may have different directions of slow flow. Assume that when = 0 the parameterized system has an isolated invariant set S y continues over [0, 1] for each y ∈ [0, 1] and its Morse decomposition
also continues over [0, 1] . Furthermore, suppose that g(M y (π), y) = 0 for all y ∈ (0, 1) and π ∈ P. Note that depending on g the slow dynamics introduced when > 0 may not go in the same direction for each Morse sets. For this setting, we define an isolating neighborhood as follows.
Definition 7.1. A set B is a box if:
(1) There exists an isolated neighborhood B ⊆ R n × [0, 1] for the parameterized flow ψ B defined by
where ψ y is the flow ofẋ = f (x, y) with fixed y.
. There is a Morse decomposition
with the usual ordering on the integers as the admissible ordering. Let B y = B ∩ (R n × {y}), S y (B) = Inv(B y , ψ y ) and let {M y (p, B | p = 1, . . . , P B } be the corresponding Morse decomposition of S y (B).
for p = q with p, q = 1, . . . , P B , and for every y ∈ [0, 1]
Furthermore, there are δ(p, B) ∈ {−1, 1}, p = 1, . . . , P B ), such that
From the last property, one can decompose the finite index set of the Morse decomposition as
and correspondingly, one can define M in (p, B) and M out (p, B) as follows:
Notice that there are no connecting orbits among the Morse sets at y = 0 and at y = 1 and by the construction the sets S 0 (B) and S 0 (B) are related by continuation. A box with bidirectional slow dynamics can naturally occur in various problems, for instance, in the FitzHugh-Nagumo equation. See [GKMOR] and [Ku] for more explanation. For this situation, either singular or topological transition matrix is not useful since they are both essentially unidirectional.
Proposition 7.1. Let V , V and W , W be mutually isomorphic finitely generated free Abelian groups, and
be an isomorphism. Suppose A is an upper triangular with the following block decomposition
where X : V → V and Z : W → W are isomorphisms, then the following maps are all upper triangular isomorphisms:
In order to have a map from M out to M in , one can repeatedly apply the Proposition 7.1 to the topological transition matrix until obtain an isomorphism
The matrix representation of this isomorphism is called by directional transition matrix, which has the following property.
Theorem 7.1. [KMO] Let D be the directional transition matrix for a box in the fast-slow system (6). If
such that the corresponding parameterized flow at y = y i has a connecting orbit from
Simple examples show us that D depends on the choices of applying Proposition 7.1 repeatedly and therefore led us to the question: which way should we obtain D from T ? Theorem 7.2 answers this question by propounding that different D (obtained from same T ) cover different isomorphim, which is releated by the choice made by applying Proposition 7.1 repeatedly.
In this sense, the definition of directional transition matrix D is deeper than just a rearrangement Morse sets from a topological transition matrix. At first glance, one could think that is an artificial definition, however D is actually a transition matrix which covers an isomorphism. and F 10 respectively, where I and J are interval such that P = IJ, X : p∈I CH * (M 0 (p)) → p∈I CH * (M 1 (p)) and Z : p∈J CH * (M 0 (p)) → p∈J CH * (M 1 (p)).
Proof: Apply the same change of base done in Proposition 7.2 to the matrices A 1 , A 2 and A 3 , furthermore note that the connection matrices on parameter 0 and 1 are equal to zero. Thus A 1 , A 2 and A 3 are chain maps.
Since A 3 = T −1 so A 3 is a transition matrix which covers respectively, since X, X −1 , Z, Z −1 , id(I) and id(J) are transition matrices which cover F 01 (I), F 10 (I), F 01 (J), F 10 (J), p∈I F 10 (p) and p∈J F 10 (p), respectively.
The next theorem describes how direction transition matrix fits in transition matrix theory. Furthermore it shows us the relation between the choices made by applying Proposition 7.1 on T to obtain D and which isomorphism D must cover.
Theorem 7.2. Directional transition matrix is a generalized transition matrix which covers
where G i is the isomorphism defined in Lemma 7.1 after applying it i times, and n is the number of time needed to apply Proposition 7.1 on topological transition matrix T in order to obtain direction transition matrix D.
Proof: Let T be the topological transition matrix for a box B for a fast-slow system 6. Suppose that one needs to apply n times Proposition 7.1 on T in order to obtain directional transition matrix D. Instead of using Proposition 7.1, one can use Lemma 7.1, but be aware that what was done by using Proposition 7.1 must be done in the same way for Lemma 7.1. In i-th time that one applies Lemma 7.1, the new matrix will covers
thus the process ends for i = n. And to recover D, one just needs to apply Proposition 7.2. 
