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a b s t r a c t
The work is concerned with the existence and uniqueness of positive solutions for the
following fractional boundary value problem:
Dν0+u(t)+ h(t)f (t, u(t)) = 0, 0 < t < 1, n− 1 < ν ≤ n,
u(0) = u′(0) = · · · = u(n−2)(0) = 0,
[Dα0+u(t)]t=1 = 0, 1 ≤ α ≤ n− 2,
where n ∈ N and n > 3, and Dν0+ is the standard Riemann–Liouville fractional derivative
of order ν. Our main results are formulated in terms of spectral radii of some related linear
integral operators, and the nonlinearity f is considered to grow only sublinearly.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we investigate the existence and uniqueness of positive solutions for the following fractional boundary
value problem:
Dν0+u(t)+ h(t)f (t, u(t)) = 0, 0 < t < 1, n− 1 < ν ≤ n,
u(0) = u′(0) = · · · = u(n−2)(0) = 0,
[Dα0+u(t)]t=1 = 0, 1 ≤ α ≤ n− 2,
(1.1)
where n ∈ N and n > 3,Dν0+ is the standard Riemann–Liouville fractional derivative, f ∈ C([0, 1] × [0,∞), (0,∞)) and
h ∈ C(0, 1) ∩ L(0, 1) is nonnegative and may be singular at t = 0 and/or t = 1.
Fractional differential equations can describe many phenomena in various fields of science and engineering such as
control, porous media, electrochemistry, etc. This explains why many authors have studied existence and multiplicity
questions for solutions (or positive solutions) of nonlinear fractional differential equation, see, for example, [1–5] and
references therein.
Using the Guo–Krasnosel’skii fixed point theorem, Goodrich [1] discussed the existence of positive solutions for (1.1)
with the nonlinearity f ∈ C([0, 1] × [0,∞), [0,∞)) and growing sublinearly. Motivated by the above work, in this work
we also discuss the problem (1.1). Though the nonlinearity f is again considered to grow sublinearly, we utilize fixed point
index theory to obtain our main results based on a priori estimates achieved by developing some spectral properties of
associated linear integral operators. Moreover, we adopt the method of [3,5] to establish the lower and upper solutions
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in order to discuss the uniqueness of the positive solution of (1.1), and prove that the unique positive solution can be
uniformly approximated by an iterative sequence beginning with any function u which is continuous, nonnegative and
not identically vanishing on [0, 1]. This means that both our methodology and the results in this work improve and extend
the corresponding ones from [1,3,5].
Definition 1.1. A function u ∈ Cn−1[[0, 1],R+] Cn[(0, 1),R+] is called a positive solution of FBVP (1.1) if it satisfies (1.1).
2. Preliminaries
The Riemann–Liouville fractional derivative Dα0+ is defined by
Dα0+y(t) =
1
0(n− α)

d
dt
n ∫ t
0
y(s)ds
(t − s)α−n+1 ,
where 0 is the gamma function and n = [α] + 1.
Lemma 2.1 (See [1, Theorem 3.1]). Let f and h be determined by (1.1). Then the problem −Dνu(t) = h(t)f (t, u(t)), together
with the boundary conditions in (1.1), is equivalent to u(t) =  10 G(t, s)h(s)f (s, u(s))ds, where
G(t, s) := 1
0(ν)

tν−1(1− s)ν−α−1 − (t − s)ν−1, 0 ≤ s ≤ t ≤ 1,
tν−1(1− s)ν−α−1, 0 ≤ t ≤ s ≤ 1. (2.1)
Clearly, G(t, s) is continuous and nonnegative on [0, 1] × [0, 1]. Let E := C[0, 1], ‖u‖ := maxt∈[0,1] |u(t)|, P := {u ∈ E :
u(t) ≥ 0,∀t ∈ [0, 1]}. Then (E, ‖ · ‖) becomes a real Banach space and P is a cone on E. Define
(Au)(t) :=
∫ 1
0
G(t, s)h(s)f (s, u(s))ds, (Lu)(t) :=
∫ 1
0
G(t, s)h(s)u(s)ds,
where G is determined by (2.1). Obviously, A : P → P and L : E → E are two completely continuous operators, and
L : E → E is also a linear operator. Now, notice that u solves (1.1) if and only if u is a fixed point of the operator A. From now
on, let r(L) denote the spectral radii of L. By Gelfand’s theorem, we obtain easily the following result
Lemma 2.2. r(L) > 0.
By Lemma 2.2 and the Krein–Rutman theorem [6], there exist two functions ϕ ∈ P \ {0} andψ ∈ L(0, 1) \ {0}withψ(x) ≥ 0
for which∫ 1
0
G(t, s)h(s)ϕ(s)ds = r(L)ϕ(t),
∫ 1
0
G(t, s)h(s)ψ(t)dt = r(L)ψ(s),
∫ 1
0
ψ(t)dt = 1. (2.2)
Lemma 2.3 (See [7]). Let Ω ⊂ E be a bounded open set, and A : Ω∩P → P be completely continuous. If there exists x0 ∈ P \{0}
such that x− Ax ≠ µx0,∀µ ≥ 0, x ∈ ∂Ω ∩ P, then i(A,Ω ∩ P, P) = 0.
Lemma 2.4 (See [7]). Let Ω ⊂ E be a bounded open set with 0 ∈ Ω . Suppose A : Ω ∩ P → P is completely continuous. If
x ≠ µAx, x ∈ ∂Ω ∩ P and 0 ≤ µ ≤ 1, then i(A,Ω ∩ P, P) = 1.
3. The main results
Let λ1 := 1/r(L) > 0 and Bρ := {u ∈ E : ‖u‖ < ρ} for ρ > 0 in the sequel. We now list our hypotheses:
(H1) f : [0, 1] × [0,∞)→ (0,∞) is continuous,
(H2) h ∈ C(0, 1)∩ L(0, 1) is nonnegative and does not vanish identically on any subinterval of (0, 1) and  10 G(t, s)h(s)ds <∞,
(H3) lim infu→0+ f (t,u)u > λ1 uniformly with respect to t ∈ [0, 1],
(H4) lim supu→∞
f (t,u)
u < λ1 uniformly with respect to t ∈ [0, 1],
(H5) f (t, u) is increasing in u, that is, the inequality f (t, u1) ≤ f (t, u2) holds for u1 ∈ R+ and u2 ∈ R+ satisfying u1 ≤ u2,
(H6) there exists a positive γ < 1 such that f (t, λu) > λγ f (t, u) for each λ ∈ (0, 1), u ∈ R+, and t ∈ [0, 1].
Theorem 3.1. If (H1)–(H4) hold, then (1.1) has at least one positive solution.
Proof. By (H3), there exist r ∈ (0, ρ) and ε > 0 such that f (t, u) ≥ (λ1 + ε)u, for all u ∈ [0, r] and t ∈ [0, 1]. This implies
(Au)(t) ≥ (λ1 + ε)
∫ 1
0
G(t, s)h(s)u(s)ds (3.1)
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for all u ∈ Br ∩ P . Now we claim
u− Au ≠ µϕ, ∀u ∈ ∂Br ∩ P, µ ≥ 0, (3.2)
whereϕ is determined by (2.2). Indeed, if the claim is false, then there existu1 ∈ ∂Br∩P andµ1 ≥ 0 such thatu1−Au1 = µ1ϕ
and thus u1 ≥ Au1. Combining this with (3.1), we obtain u1(t) ≥ (λ1 + ε)
 1
0 G(t, s)h(s)u1(s)ds. Multiply by ψ(t) on both
sides of the above, integrate over [0, 1] and use (2.2) to obtain  10 u1(t)ψ(t)dt ≥ (λ1 + ε)λ−11  10 u1(t)ψ(t)dt and thus 1
0 u1(t)ψ(t)dt = 0, whence u1(t) ≡ 0, contradicting u1 ∈ ∂Br ∩ P . As a result, (3.2) is true, as claimed. Now Lemma 2.3
yields
i(A, Br ∩ P, P) = 0. (3.3)
In addition, by (H4), there exist ε ∈ (0, λ1) andm > 0 such that f (t, u) ≤ (λ1 − ε)u+m for all u ≥ 0 and t ∈ [0, 1]. Let
M1 := {u ∈ P : u = µAu, 0 ≤ µ ≤ 1}. (3.4)
We shall prove thatM1 is bounded. Indeed, if u ∈ M1, then, by definition, we have for some µ ∈ [0, 1]
u(t) = µ(Au)(t) ≤
∫ 1
0
G(t, s)h(s)f (s, u(s))ds
≤
∫ 1
0
G(t, s)h(s)((λ1 − ε)u(s)+m)ds = (λ1 − ε)(Lu)(t)+ u0(t), (3.5)
where u0 ∈ P \ {0}, defined by u0(t) = m
 1
0 G(t, s)h(s)ds. Notice that r((λ1 − ε)L) < 1. This implies that the inverse
operator of I − (λ1− ε)L exists and equals (I − (λ1− ε)L)−1 = I + (λ1− ε)L+ (λ1− ε)2L2+ · · · + (λ1− ε)nLn+ · · ·, from
which we obtain (I − (λ1 − ε)L)−1(P) ⊂ P . Applying this to (3.5) gives u ≤ (I − (λ1 − ε)L)−1u0 for all u ∈ M1. This proves
the boundedness ofM1, as required. Choosing R > sup{‖u‖ : u ∈ M1} and R > ρ, we have
u ≠ µAu, ∀u ∈ ∂BR ∩ P, µ ∈ [0, 1].
Now Lemma 2.4 yields i(A, BR∩P, P) = 1. Combining this and (3.3), we find i(A, (BR \Br)∩P, P) = i(A, BR∩P, P)− i(A, Br ∩
P, P) = −1. Hence the operator A has at least one fixed point on (BR \ Br) ∩ P . Therefore (1.1) has at least one positive
solution, which completes the proof. 
In what follows, we will establish the uniqueness of positive solutions for (1.1) when f grows γ -sublinearly at 0 and
at∞, i.e. (H3), (H4) and (H6) are satisfied.
To prove Theorems 3.2 and 3.3 below, we need the following lemma.
Lemma 3.1. Let w ∈ Cn−1[[0, 1],R+] Cn[(0, 1),R+] be a positive solution of FBVP (1.1) and let w0(t) =  10 G(t, s)h(s)ds.
Then there are positive numbers bw ≥ aw such that
aww0(t) ≤
∫ 1
0
G(t, s)h(s)f (s, w(s))ds ≤ bww0(t), ∀t ∈ [0, 1].
The proof is similar to that of Lemma 2.4 in [3], and we omit it.
Theorem 3.2. If (H1)–(H6) hold, then (1.1) has exactly one positive solution.
Proof. By Theorem 3.1, (1.1) has at least one positive solution. It then remains to prove that (1.1) has at most one positive
solution. Indeed, if u1 and u2 are two positive solutions of (1.1), then ui(t) =
 1
0 G(t, s)h(s)f (s, ui(s))ds. By Lemma 3.1, there
are four positive numbers bi, ai for which aiw0 ≤ ui ≤ biw0 (i = 1, 2) and therefore u2 ≥ a2b1 u1. Let
µ0 := sup{µ > 0 : u2 ≥ µu1}.
Clearly µ0 > 0 and u2 ≥ µ0u1. We claim that µ0 ≥ 1. Suppose the contrary. Then µ0 < 1 and
u2(t) ≥
∫ 1
0
G(t, s)h(s)f (s, µ0u1(s))ds
=
∫ 1
0
G(t, s)h(s)g(s)ds+ µγ0
∫ 1
0
G(t, s)h(s)f (s, u1(s))ds
=
∫ 1
0
G(t, s)h(s)g(s)ds+ µγ0 u1(t),
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where g(s) := f (s, µ0u1(s)) − µγ0 f (s, u1(s)). Now (H6) implies g ∈ P \ {0}. Lemma 3.1 then yields that there is a
positive number ε such that
 1
0 G(t, s)h(s)g(s)ds ≥ εw0(t). Consequently, u2(t) ≥ εb1 u1(t)+µ
γ
0 u1(t) ≥ εb1 u1(t)+µ0u1(t),
which contradicts the definition of µ0. As a result, µ0 ≥ 1 and thus u2 ≥ u1. Similarly u1 ≥ u2. Therefore u1 = u2. This
means that (1.1) has at most one positive solution, as required. This completes the proof. 
Theorem 3.3. Let all the conditions in Theorem3.2 hold and u∗(t) be the unique positive solution of (1.1). Then for any u ∈ P\{0},
we have Anu → u∗ (n →∞) uniformly in t ∈ [0, 1].
Proof. Let (Fu)(t) := f (t, u(t)), then F : P → P and F(P \ {0}) ⊂ P \ {0}. Now for any u ∈ P \ {0}, by Lemma 3.1,
there exist two positive numbers bw ≥ aw such that aww0(t) ≤
 1
0 G(t, s)h(s)f (s, u(s))ds ≤ bww0(t), where w0(t) = 1
0 G(t, s)h(s)ds ∈ P \ {0}. In particular, we take u(t) = w0(t), then aww0(t) ≤
 1
0 G(t, s)h(s)f (s, w0(s))ds := η(t) ≤
bww0(t). Let α(t) = δη(t), where 0 < δ < min

1
bw
, a
γ
1−γ
w

. Choosing ϵ = min{1, aw}, we then have
(Aϵα)(t) =
∫ 1
0
G(t, s)h(s)f (s, ϵα(s))ds =
∫ 1
0
G(t, s)h(s)f

s,
ϵα(s)
w0(s)
w0(s)

ds
≥ ϵγ
∫ 1
0
G(t, s)h(s)

α(s)
w0(s)
γ
f (s, w0(s)) ds ≥ ϵγ (δaw)γ η(t) ≥ ϵγ δη(t) ≥ ϵα(t)
and thus Aϵα ≥ ϵα. Furthermore, for each u ∈ P \ {0}, we have∫ 1
0
G(t, s)h(s)f (s, u(s))ds ≥ aww0(t) ≥ aw(δbw)−1α(t) ≥ awα(t) ≥ ϵα(t).
On the other hand, let β(t) = ξη(t), where ξ > max

1
aw
, b
γ
1−γ
w

. Taking ϵ = max{1, bw}, we then find
(Aϵβ)(t) =
∫ 1
0
G(t, s)h(s)f (s, ϵβ(s))ds ≤ ξ(ξbw)−γ
∫ 1
0
G(t, s)h(s)f (s, ϵβ(s))ds
≤ ξϵγ
∫ 1
0
G(t, s)h(s)

w0(s)
ϵβ(s)
γ
f (s, ϵβ(s))ds ≤ ξϵγ
∫ 1
0
G(t, s)h(s)f

s,
w0(s)
ϵβ(s)
ϵβ(s)

ds
= ξϵγ
∫ 1
0
G(t, s)h(s)f (s, w0(s))ds = ϵγ ξη(t) ≤ ϵβ(t)
and thus Aϵβ ≤ ϵβ . Moreover, for any u ∈ P \ {0}, we have∫ 1
0
G(t, s)h(s)f (s, u(s))ds ≤ bww0(t) ≤ bw(ξaw)−1β(t) ≤ ϵβ(t).
Then for any u ∈ P \ {0}, there exist ϵ and ϵ such that ϵα ≤ Au ≤ ϵβ . (H6) implies that A is an increasing operator, and thus
Anϵα ≤ An+1u ≤ Anϵβ for all positive integers n. As is well known [7], {Anϵα} converges to the minimal fixed point of A on
[ϵα, ϵβ] and {Anϵβ} to the maximal fixed point of A on [ϵα, ϵβ] as n →∞. Theorem 3.2 implies that u∗ is the unique fixed
point of A on [ϵα, ϵβ]. Therefore limn→∞ Anϵα = limn→∞ Anϵβ = u∗, whence limn→∞ Anu = u∗ for any u ∈ P \ {0}. The
proof is completed. 
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