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In this note, we consider the von Neumann entropy of a density
matrix obtained by normalizing the combinatorial Laplacian of a
graph by its degree sum. We prove that the von Neumann entropy
of the typical Erdös–Re´nyi randomgraph saturates its upper bound.
Since connected regular graphs saturate this bound as well, our
result highlights a connection between randomness and regularity.
A general interpretation of the von Neumann entropy of a graph is
an open problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V, E) be a simple undirected graph with set of vertices V(G) = {1, 2, . . . , n} and set of
edges E(G) ⊆ V(G) × V(G) − {{v, v} : v ∈ V(G)}. The graph G is then without self-loops or multiple
edges. The adjacency matrix of G is denoted by A(G): [A(G)]u,v = 1 if {u, v} ∈ E(G) and [A(G)]u,v = 0,
otherwise. The number of edges adjacent to a vertex v ∈ V(G) is the degree of a v; this is denoted by
d(v). Let us deﬁne by dG = ∑v∈V(G) d(v) the degree sum ofG. The degreematrix ofG is denoted by(G)
and deﬁned by [(G)]u,v = d(v) if u = v and [(G)]u,v = 0, otherwise. The combinatorial Laplacian
matrixof agraphG (for short, Laplacian) is thematrix L(G) = (G) − A(G). The Laplacianhas anumber
of important roles and its properties have extensively studied in the algebraic graph theory literature
[5,6]. Importantly, as a consequence of the Geršgorin disc theorem, L(G) is positive semideﬁnite, i.e., its
eigenvalues are nonnegative. We shall consider the density matrix of G: ρG := 1dG L(G) = L(G)Tr((G)) . Let
λ1  λ2  · · · λn = 0 be the eigenvalues of ρG . Introduced by Braunstein et al. [3], the von Neumann
entropy of a graph G is deﬁned by S(G) = −∑ni=1 λi log2 λi = −Tr(ρG log2 ρG), where 0 log2 0 = 0,
∗ Corresponding author.
E-mail address: simoseve@gmail.com (S. Severini).
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.06.040
W. Du et al. / Linear Algebra and its Applications 433 (2010) 1722–1725 1723
by convention. The terminology is justiﬁed by the fact that ρG is a density matrix, or, equivalently,
it is symmetric, positive semideﬁnite, and its trace is one. Each density matrix axiomatically repre-
sents the state of a quantum n-level system [7]. Rovelli and Vidotto [9] have shown that S(G) has a
role in quantum gravity, speciﬁcally, in the treatment of non-relativistic particles interacting with a
quantum gravitational ﬁeld. Passerini and Severini [8] have pointed out that, for a graph on n vertices,
S(G) log2(n − 1), where the bound is saturated by the complete graph Kn. Moreover, in [8] it was
shown that the von Neumann entropy of regular graphs tends to this maximum in the large n limit.
Anand and Bianconi [1] observed that the average von Neumann entropy of a canonical power-law
network ensemble is linearly related to the Shannon entropy of the ensemble. In this note, we consider
the von Neumann entropy of Erdös–Rényi random graphs (see [2] for a background reference on this
family of graphs). Let us denote by Gn(p) the set all graphswith vertex-set [n] = {1, 2, . . . , n}, inwhich
the edges are chosen independently with probability p, where 0 < p < 1. We prove the following
theorem:
Theorem 1. Let G = Gn(p) ∈ Gn(p) be a random graph. Then almost surely S(G) = (1 + o(1)) log2 n,
independently of 0 < p < 1.
It is remarkable how the vonNeumann entropy of a randomgraph does not depend on the probabil-
ity of choice. Togetherwith [8] (Theorem3), this statement shows that both randomness and regularity
have similar roles with respect to the von Neumann entropy, at least for sufﬁciently large graphs. The
proof of the theorem is in the next section.
2. Proof of the theorem
TheadjacencymatrixA:=A(Gn(p))of the randomgraphG :=Gn(p) ∈ Gn(p) is a randommatrix.The
entries [A]i,j (i > j) are then i.i.d. random variables satisfying a Bernoulli distribution with mean p
and [A]i,j (i = j) are zeros. Following [2], we shall say that almost every graph Gn(p) satisﬁes the
property Q if Gn(p) has the property with probability converging to 1 as n tends to inﬁnity. If the
probability of the property Q converges to 1 then we can say that almost surely (for short, a.s.) every
graph in Gn(p) satisﬁes Q . In what follows, we study the eigenvalues of ρG for random graphs. To
this end, we ﬁrstly concentrate on the eigenvalues of L :=L(Gn(p)). Deﬁne the following auxiliary
matrix: L = L − p(n − 1)In + p(Jn − In), where In is the identity matrix and Jn is the all-ones matrix.
Obviously, L = ( − p(n − 1)In) − (A − p(Jn − In)), where :=(Gn(p)). We need two lemmata.
The ﬁrst one is due to Bryc et al. [4]. The second one is the Weyl inequality [10]. Let us denote by ‖X‖
the spectral radius of a matrix X .
Lemma 2 (Bryc et al. [4]). Let X be a symmetric random matrix. The entries [X]i,j , with 1 i < j, are
a collection of i.i.d. random variables with EX1,2 = 0, Var(X1,2) = 1 and EX41,2 < ∞. Let S :=
diag
(∑
i /=j Xi,j
)
1 i n
. Set M = S − X. Then
lim
n→∞
‖M‖√
2n log n
= 1 a.s.
Lemma 3 (Weyl inequality [10]). If X, Y and Z are n × n Hermitian matrices, with X = Y + Z, where
X, Y , Z have eigenvalues, respectively, λ1(X) · · · λn(X), λ1(Y) · · · λn(Y), λ1(Z) · · · λn(Z),
then the following inequalities hold:
λi(Y) + λn(Z) λi(X) λi(Y) + λ1(Z).
It is not difﬁcult to verify that the matrix L/
√
p(1 − p) satisﬁes the conditions of Lemma 2. Conse-
quently,
lim
n→∞
∥∥L∥∥√
p(1 − p)n = 0 a.s.
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This means∥∥L
∥∥ = o(1)n a.s. (1)
Now, let R :=(n − 1)In − p(Jn − In). By the Weyl inequality, Lemma 3, it follows that λi(R) +
λn(L) λi(L) λi(R) + λ1(L). Since Eq. (1), we have λi(L) = λi(R) + o(1)n, a.s. Moreover, it is easy
to see that the eigenvalues of R are equal to pn (with multiplicity n − 1) and 0 (with multiplicity 1).
Therefore, L has eigenvalues
λi(L)=(p + o(1))n, a.s., for 1 i n − 1,
λn(L)=o(1)n.
We now consider the eigenvalues of ρG = L/Tr(). Note that Tr() = 2∑i>j Ai,j . Recall that
[A]i,j (i > j) are i.i.d.with mean p and variance √p(1 − p). Implying the strong law of large numbers,
it follows that, with probability 1, limn→∞
(∑
i>j[A]i,j
)
/ n(n−1)
2
= p. Thus, we have
∑
i>j
[A]i,j = (p/2 + o(1))n2 a.s.
Consequently,
Tr() = (p + o(1))n2 a.s.
The eigenvalues of ρG are then
λi(ρG)= (p + o(1)n
(p + o(1))n2 =
(1 + o(1))
n
, for 1 i n − 1,
λn(ρG)=o(1)/n a.s.
At this point, we can state that, for almost every graph G = Gn(p),
S(ρG)=−
n∑
i=1
λi(ρG) log2 λi(ρG)
=−
n−1∑
i=1
1 + o(1)
n
log2
1 + o(1)
n
− o(1)
n
log2
o(1)
n
=− (1 + o(1))(n − 1)
n
log2
1 + o(1)
n
− o(1)
n
log2
o(1)
n
=(1 + o(1)) log2 n,
concluding the proof of the theorem.
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