Abstract-Wide-area data transfers in high-performance computing and big data scenarios are increasingly being carried over dedicated network connections that provide high capacities at low loss rates. UDP-based transport protocols are expected to be particularly well-suited for such transfers but their performance is relatively unexplored over a wide range of connection lengths, compared to TCP over shared connections. We present extensive throughput measurements of UDP-based Data Transfer (UDT) over a suite of physical and emulated 10 Gbps connections. In sharp contrast to current UDT analytical models, these measurements indicate much more complex throughput dynamics that are sensitive to the connection modality, protocol parameters, and round-trip times. Lyapunov exponents estimated from the Poincaré maps of UDT traces clearly indicate regions of instability and complex dynamics. We propose a simple model based on the ramp-up and sustainment regimes of a generic transport protocol, which qualitatively illustrates the dominant monotonicity and concavity properties of throughput profiles and relates them to Lyapunov exponents. These measurements and analytical results together enable us to comprehensively evaluate UDT performance and select parameters to achieve high throughput, and they also provide guidelines for designing effective transport protocols for dedicated connections.
I. INTRODUCTION
Data transfers over wide-area dedicated connections are becoming increasingly important in a variety of applications, including high-performance, cloud, and big data computing. In particular, wide-area memory transfers are increasingly being utilized in various newer scenarios such as between ongoing computations on a supercomputer and a remote analysis/visualization site, and between computations coordinated over cloud servers located at geographically dispersed sites. To support such transfers, dedicated on-demand network connections are provisioned over several infrastructures, including the Department of Energy's (DOE) ESnet [1] and Google's Software Defined Network [10] . Such dedicated connections are indeed preferred in many scenarios since they provide high capacities at low loss rates.
The Transmission Control Protocol (TCP) has been widely used for wide-area data transfers [9] , [17] over shared connections, and also over dedicated connections [13] . It is highly preferred for shared connections, due to its ability to back off and recover in the presence of other flows by using its congestion control mechanism, which is complex and specific to TCP variants such as CUBIC, Hamilton TCP, and Scalable TCP [17] . On the other hand, the absence of competing traffic over dedicated connections obviates the need for such complex congestion control mechanisms, thereby making them particularly attractive to protocols based on User Datagram Protocol (UDP). There have been several UDP-based transport protocols including UDP-based Data Transfer (UDT) [6] , Simple Available Bandwidth Utilization Library (SABUL) [8] , Hurricane [14] , Tsunami [11] , stochastic approximation based transport [16] , Performance-oriented Congestion Control (PCC) [4] , and commercial product Aspera FASP [12] . In this paper, we focus on UDT, which is among the most deployed and analyzed of them in part due to its open source software maintained over the last decade [6] . It implements loss recovery and flow control mechanisms at the application level, which makes it easy to deploy without modifications to the operating system kernels, unlike the TCP variants.
Over the dedicated connections, UDT is expected to provide [6] : (a) stable, peak throughput rates independent of roundtrip times (RTTs), and (b) stable dynamics that make it easier to predict its performance in different scenarios. In particular, these behaviors are indicated by the analytical models of UDT [6] . However, experimental studies of its performance over dedicated connections with higher bandwidths (10 Gbps) and a wide range of RTTs have been limited. In particular, the comparative experimental study of UDP and TCP in [18] is illustrative but is limited to select configurations with throughput below 2.0 Gbps over connections with 0-200 ms RTT. In contrast, our study includes configurations with much higher throughput (10 Gbps) , and a detailed analysis of the dynamics which have a significant impact on overall throughput.
To gain insights into UDT performance, we utilized suites of hardware-emulated dedicated 10 Gbps connections with RTT in the 0-366 ms range, and collected throughput measurements and parameter traces. They indicate two general trends that are not well known and somewhat contrary to the expected behavior of UDT: (a) Throughput Profiles: In general, UDT throughput varies, and usually decreases with RTT, as shown for a typical case in Fig. 1 , which is also confirmed in [18] (somewhat akin to various TCP versions [13] ). In particular, these throughput measurements indicate significant variations for RTT in 0-100 ms range. (b) Rich Dynamics: Time traces of UDT throughput display significant variations, as shown for ten repeated experiments over a 10 Gbps physical connection in Fig. 2 .
In some cases, in particular, the throughput decreases sharply after reaching the peak and does not recover.
These findings warrant a closer examination of the qualitative relationships between the throughput and dynamics. Let θ(τ, t) denote the throughput at time t over a connection of RTT τ . The throughput averaged over an observation
is called the throughput profile function of RTT τ . For a fixed τ , we denote θ(τ, t) simply by θ(t). To complement the above observations based on measurements, we present a simple throughput model based on ramp-up and sustainment phases of a generic transport protocol. By using throughput averages in these phases, it provides qualitative insights into the monotonicity and concavity properties observed in certain regions of throughput profiles. The concave regions are somewhat less known but are highly desirable in practice, since the throughput is above the linear interpolation (except at end points) as opposed to more commonly known convex regions; our model provides a simple derivative condition to characterize these concave regions (Section III-C). The model is mainly an analytic tool to capture the overall monotonic and concave trends, and is not intended to be a precise data fit to measurements or provide time series predictions of the throughput. We utilize the Poincaré map to estimate the Lyapunov exponent [2] of UDT using measurement traces; it is positive in certain regions, which indicates the instability of time traces as shown in Fig. 2 . This model indicates, in addition to complex time trajectories, that such instability leads to lower average throughput in the sustainment phase, which in turn results in a lower throughput profile and smaller concave regions (Section IV-C).
The measurements and analytical results together enable us to evaluate UDT performance, establish a qualitative relationship between its stability and throughput, and select parameters to achieve high throughput for a given configuration. Furthermore, they provide insights into desired properties of UDP-based protocols for dedicated connections, namely, fast ramp-up and sustained, stable dynamics, which ensure high throughput and robust concave regions in throughput profiles.
This paper is organized as follows. We briefly provide an overview of the UDT protocol and its analytical model [6] in Section II. We present and analyze throughput measurements and their profiles using a basic throughput model in Section III. We present representative time traces and analyze dynamics of measured time traces in Section IV. We present a practical method for selecting a transport method parameters in Section V. We conclude this paper in Section VI.
II. UDT PROTOCOL
In this section, we review some core features of the UDT protocol. In particular, UDT adopts a rate control mechanism to achieve stable asymptotic performance, as illustrated in prior experimental results that have shown near peak throughput levels over 1 Gbps connections [7] . In contrast, throughput profiles of our measurements over 10 Gbps connections in Section III indicate much lower levels for several configurations.
A. DAIMD Rate Control
A core component of the UDT rate control is the Decreasing Additive Increase, Multiplicative Decrease (DAIMD) algorithm. For every rate control interval (usually 10 ms in UDT), whenever (1) there is no negative feedback from the receiver (loss, increasing delay, etc.), and (2) there is positive feedback (in the form of acknowledgments), the packet sending rate x(t) is increased by α(x(t)), where α(x) is a nonincreasing function in x and α(x) → 0 as x → ∞ (hence, "decreasing additive increase"). On the other hand, if any negative feedback is received, the sending rate is decreased by a constant multiplicative factor β (0 < β < 1), so that the updated send rate becomes (1 − β)x(t). This control is performed on a fixed-interval basis, as opposed to in TCP, where every acknowledgment can trigger an increase/decrease.
More specifically, the packet send rate increment α(x) is given as
where x and α(x) both have the unit of packets/second; L is the (estimated) link capacity; C(x) = 8 · S · x converts the send rate from the packet level to the bit level (i.e., bit/s); S [7] is the packet size in bytes with a default value of 1500; and SY N is the rate control interval with a default value of 10 ms. The UDT-specified decrease factor β is set to be 1/9. So far, the rate control mechanism has not dealt with the effect of link-level network latency characterized by the RTT. The rate control algorithm is indirectly affected by the RTT, as acknowledgments take, on average, half of RTT to be communicated back from the receiver to the sender, whereupon the rate control algorithm decides on how to use the (delayed) acknowledgment information to update the current send rate. As the RTT increases, the number of potentially unacknowledged packets would increase as well. To limit this number from growing too large, UDT implements a windowbased control where the window size w is updated at the receiver's side every SY N time as
where AS is the effective packet arrival rate since the previous update, λ (0 < λ < 1) is a control parameter that determines the moving average, and w old and w new denote the preand post-update window sizes, respectively. If no or too few packets arrive during the last SY N , w does not have to be updated. This updated value is then fed back to the sender as part of the acknowledgment, upon receipt of which, the sender compares it against the updated packet send rate increment as in Eq. (1) so that, according to [7] , it "can send out no more packets than 1 + SY N/RT T of that the receiver was able to handle one RTT ago". However, it is important to note that the effect of this flow control algorithm alone, under no-loss conditions, is to delay, rather than reduce, the increase in the packet send rate. There are additional important aspects of the protocol, including estimation of the link capacity and round-trip time, whose details can be found in [7] . In addition, there have been updates in the implementation of different builds of the UDT protocol. For example, the update in congestion window size in Eq. (2) is implemented in different ways across different builds, with the latest build adopting a more aggressive minimum step increase.
B. Asymptotic Stability
It is shown in [6] that following the above rate control algorithm, the throughput is globally asymptotically stable and converges to an equilibrium, according to a theorem in [15] [7] that links a constructed utility function to the overall asymptotic stability of the algorithm. Of note is that approximations are used to reach this conclusion, including that (1) at most one loss is incurred during each rate control interval, and (2) packet deliveries are independent of one another.
Graphically, the relationship between α(x) and x is shown in Fig. 3 , whereas the time evolution of the send rate C(·) is shown in Fig. 4 . The ceiling function in Eq. (1) determines that within the same rate increment interval, α(x) remains constant, and the resulting send rate increases linearly within each such interval, as shown in Fig. 4 . UDT increases C(x) rapidly at the beginning but the rate of increase gradually slows down as the send rate approaches the link capacity L. The notation f k (α k , p) denotes that during stage k (k = 0, 1, 2, ...), the throughput f k is a function of the increment α k and loss rate p. Fig. 4 displays the special case where p is always zero; otherwise, there would be oscillations in the send rate over time.
According to [7] , the minimum value of k when a UDT flow reaches stability (i.e., further increase in the send rate is negligible) is found to be
where d = 18/ SY N · √ p , e is the integer that satisfies 10 e−1 < L ≤ 10 e , and the operator [·] + = max{·, 0}. In addition, the stable throughput (in bit/s) is found to be
where SY N = 10 ms is again the rate control interval. We now briefly show numerical inconsistencies in the equilibria indicated in the above results. Suppose that UDT can ideally probe the link capacity constantly at L = 10 Gbps. First, from Eqs.
→ 0, and then, k * → ∞ and X * k → ∞. In other words, with strictly zero loss, the protocol will never reach its supposed equilibrium state. Alternately, if we take a low loss rate, say p = 10 −4 , then using the same set of equations, we find k * = 0 and X * k = 11.4 Gbps, meaning the protocol would reach the equilibrium well within SY N and a stable throughput rate even higher than the link capacity, neither of which is a reflection of realistic scenarios.
III. UDT THROUGHPUT MEASUREMENTS
We use a dedicated testbed with multiple network emulators to collect extensive UDT throughput measurements and parameter traces over a suite of 10 Gbps dedicated connections. In this section, testbed configurations are first described, followed by UDT measurements and their analysis.
A. Experiment Setup
Measurements are collected over a testbed consisting of four 32-and five 48-core HP Linux workstations with multiple 10GigE NICs. These hosts are used in pairs at the ends of 10GigE and SONET/OC192 emulated connections using ANUE devices. The 10GigE and OC192 connections represent different physical modalities. For the latter, 10GigE NICs are connected to Force10 E300 switches that convert between 10GigE and SONET frames, and an OC192 ANUE emulator is in turn connected to WAN ports of E300. An attractive property of dedicated connections is that they are easier to simulate and emulate, since they do not involve the complex modeling of shared traffic flows. In general, packets that enter the connection are simply delivered at the destination after a latency of RT T /2, and most losses occur at the end points due to factors such as buffer overflows. Such behavior is realized by hardware emulators by delaying packets in memory in real-time (with a possible delay between 0 and 800 ms over ANUE emulated connections), which in turn leads to transport dynamics that more closely match those on a physical connection with the same RTT, compared to packet-level simulators such as ns-3 and OPNET.
Measurements of memory transfer throughput are collected using UDT client and server modules. In addition, the application tools appclient and appserver (part of the UDT software) are also used to collect parameter traces of UDT internal variables including the sending rate, RTT estimate, control window size, number of NACKs, etc. For each hostconnection configuration, we collect UDT throughput measurements and parameter traces for a suite of RTTs ranging from 0 ms to 366 ms. The default set of RTTs are τ ∈ {0.4, 11.6, 22.6, 45.6, 91.6, 183, 366} ms. These values are chosen to represent various operational scenarios. The lower RTTs represent cross-country connections, for example, between facilities across the US; higher RTT values of 93.6 and 183 ms represent inter-continental connections, for example, between US, Europe, and Asia, and a 366 ms RTT represents a connection that spans the globe. In addition, we also collect additional measurements for τ ∈ {50, 60, . . . , 170} ms over 10GigE and SONET connections for a deeper examination of certain regions of the throughput profile. Table I displays the set of configurations for our UDT experiments. For each configuration, 10 or 100 traces are collected. Two sets of end hosts, Bohrs (48-core) and Feynmans (32-core) are connected via 10GigE and OC192/SONET connections, respectively. In addition to these emulated links, one physical link is also implemented, where one pair of 48-core hosts is connected to Cisco Nexus 7000 switches, which in turn are linked to 10 Gbps ORNL-Atlanta loopback connection using Ciena CN4500 devices. These host and connection configurations are displayed in Fig. 5 .
Two versions of UDT builds are implemented, namely, UDT1 from 2008, and the more recent UDT2 from 2011. Besides the standard packet size 1500 bytes (as specified by the protocol), jumbogram sizes of 9000 bytes are also implemented in our experiments. Such 9000-byte payload frames have been shown to be able to reduce overheads and CPU cycles, thereby improving the communication efficiency in ultra-high speed networks [5] . Due to space limitations, we mainly focus on the cases with the latest UDT build and jumbogram payloads, namely, 10gige udt2 and sonet udt2.
B. Aggregate Throughput Profile
In the measurements, a time trace θ(τ, t) is sampled for a total duration of 100 seconds at one second interval, and this is repeated 10 or 100 times for each RTT τ . The average throughput Θ O (τ ) is estimated for each sampled trace that provides multiple throughput estimates at each τ , which together constitute the aggregate throughput profile. We compute the mean of estimated Θ O (τ ) at each τ to obtain the mean throughput profile.
The aggregate and mean throughput profiles for these configurations are plotted in Figs. 6 and 7, respectively. In Fig. 6 , the box plots show the mean (denoted as "+"), quartiles, minima and maxima. These plots lead to the following observations. First, as the connection RTT increases, the mean throughput appears to converge to two groups -the higher 10gige udt2/sonet udt2 versus others. The difference between the two groups is especially striking in the mid-RTT range, where the mean throughput of the former can be over 500% higher than the latter. This demonstrates the major benefit of adopting the newer UDT build (with more aggressive minimum rate increases) along with 9K jumbograms 2016 IEEE 24th International Conference on Network Protocols (ICNP) , these higher mean throughput rates are accompanied by longer box plots, namely, higher variations, making the performance less stable and predictable. Indeed, from the box plots, starting at a reasonable low RTT (say, 22 ms), UDT 1 is able to yield rather consistent albeit lower throughput. Now focusing on the configurations sonet udt2 and 10gige udt2, we want to take a closer look at their performances by sampling more RTTs and collecting additional measurements, and the corresponding mean throughput and box plots from these measurements are shown in Figs. 8 and 9 respectively for each configuration. In addition, the mean throughput results of the top-and bottom-10 traces in each configuration are also plotted. New observations have been made for intermediate RTTs, i.e., between 50 ms and 100 ms. Most surprisingly, for sonet udt2, the mean throughput shoots up to near 9 Gbps at 60 ms, 40-50% higher than that at 45 ms and 90 ms. On the other hand, for 10gige udt2, the peak mean throughput is also somewhat elevated at 60 ms compared to other RTTs, even though the difference is rather limited; however, the box plot shows an even higher degree of variations for RTTs at 50-80 ms. We will revisit these profiles after examining some of the time traces.
C. Basic Throughput Model
The throughput measurements can be summarized qualitatively by simple overall profiles in terms of monotonicity and concavity properties with respect to RTT τ as in the case of TCP [13] . A generic data transport protocol designed to reach and maintain peak throughput over a dedicated connection is characterized by two main phases idealized as follows: (b) Sustained Throughput: Once the throughput reaches the peak, it is sustained (by both TCP and UDT) by processing the acknowledgments, and inferring and responding to losses. The average throughput in this phase
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The goal is to achieve C 0 as close to the connection capacity as possible in each repeated execution. As shown in Fig. 2 , typically, UDT reaches a lower peak throughput and the average throughput varies significantly across repeated executions. As illustrated in Fig. 10 that shows select time traces for the 10GigE configuration (10 repeated experiments in each plot), the ramp-up and sustained throughput phases are more clearly seen for RTTs larger than 90 ms, and the peak throughput is better sustained in these cases. For lower RTTs, there exist significant variations among the peak throughput rates as well as temporal variations within each UDT execution. The above throughput model provides qualitative insights into the monotonicity and concavity properties, and detailed models with precise data fits to measurements are beyond the scope of this paper.
1) Monotonicity:
The average throughput is
where T O = T R + T S , which can also be expressed as 
Typically, the ramp-up duration increases with τ as the protocol reacts to the feedback over the connection, and hence f R increases. In our measurements, the ramp-up duration is observed to increase with RTT in most cases, for example as shown in Figs Intuitively, the average throughput would decrease as the RTT is increased due mainly to the increasing communication time and overhead. From the traces, this is indeed true for the cases with UDT 2 configuration and RTT values at or above 60 ms. Although the time traces under two configurations appear vastly different, the monotonically increasing profiles below 60 ms can be essentially attributed to the under-sustained send rates after the (often rapid) ramp-up. For sonet udt2, large variations over time (to be shown in Section IV) can easily render the average sustained send rate below the average ramp-up rate; on the other hand, a new sustained level in 10gige udt2 after a sharp drop can have the same effect. As large variations and/or sharp drops begin to disappear, say, after 60 ms, the throughput profiles show a decreasing trend with increasing RTT.
2) Concavity: A function f (τ ) is concave [3] in interval I if for any τ 1 < τ 2 ∈ I, the following condition is satisfied: for 
It is convex if ≥ in the above condition is replaced by ≤. A function is concave if and only is df dτ is a non-increasing function of τ or equivalently
, a concave regime is highly desirable since it represents a less sharp drop initially in throughput as τ increases compared to a convex regime.
We can quantitatively evaluate the slopes of piece-wise line segments in Figs. 8(a) and 9(a), and then find the minimum value that corresponds to the transition point from concave to convex profiles. However, a simple visual examination of the curves reveals that such a transition occurs around 70-80 ms for SONET connections. On the other hand, the concaveconvex transition point seems to be less well-defined for 10GigE using the existing measurements, although it appears that the concave region is pushed beyond 100 ms. Nevertheless, the concave regions for these two configurations are prolonged compared to those of their respective counterparts with older UDT build or standard size packets, as evidenced from the positions of concave to concave crossover points in the box plots in Fig. 6 ; these prolonged concave regions indeed indicate more robust throughput profiles as the RTT is increased.
IV. TIME TRACES AND THROUGHPUT DYNAMICS
In this section, we first analyze select throughput time traces using Poincaré maps and Lyapunov exponents [2] to illustrate the connection between the overall stability and throughput profiles of UDT. We then briefly discuss some factors that contribute to the qualitative trends in the dynamics of throughput traces. Fig. 2 shows 10 sample traces for the 11.6 ms-RTT ORNLAtlanta physical connection with 10gige udt2 configuration. The wide variability among these 10 repeated measurements can be easily observed. In particular, for several traces, the send rate takes a nosedive, to as low as 4.5 Gbps, from about 6 Gbps achieved at the end of the ramp-up period, and may never recover to the original level. Surprisingly, the drop in send rates is not due to loss, which can be confirmed by allzero NACKs. Such behavior of the throughput is also observed in traces with several RTTs on the emulated connection with 10gige udt2 as shown in Fig. 10 . As seen from these traces, with increasing RTTs, the sustained throughput rates become increasingly stable over time, which can also be confirmed by the shorter boxes in the box plot in Fig. 1 .
A. Throughput Time Traces
In contrast to these no-loss scenarios, the behavior of traces under configuration sonet udt2 is vastly different. Sample send rate traces (along with the number of NACKs) at RT T = 11.6 ms and 22.6 ms are shown in Fig. 11 . One striking difference compared to the 10GigE configuration is that a large number of NACKs here, often in the hundreds, accompany each drop in the send rate; and such drops can occur very frequently, as in the case shown in Fig. 11(c) . In fact, a majority of the traces at lower RTTs exhibit such zigzag patterns, where the send rate varies between highs and lows, associated with many losses along the way. The somewhat shorter box plots in Fig. 6 (e) (compared to Fig. 6(b) ) at lower RTTs may belie the better stability performance; however, the highly zigzag-like traces can still yield relatively stable mean throughput in the end. Nevertheless, there also exist traces, such as those shown in Figs. 11(a) and (b) , where losses occur few and far between, or almost none, as in (d). Interestingly, from the plots, only drops in the "envelope" coincide with losses; for instance, the drop after the 97th point in (a) and 78th point in (b) do not incur losses as the rate increase after the drop continues to follow the trend prior to these points. In addition, the losses only appear for RTT values below 60 ms, and with increasing RTTs, the steady behavior becomes more prominent as shown in Fig. 11(d) .
B. Stability of UDT dynamics
A systematic way to assess the throughput stability over time is via constructing Poincaré maps of the measured time traces. A Poincaré Map M : d −→ d specifies a sequence, called the trajectory, of a real-vector state X i ∈ d that is updated at each time step i such that X i+1 = M (X i ) [2] . The trajectory X 0 , X 1 , ..., X t , such that X i = M i (X 0 ) can exhibit complex profiles, even when M is computationally simple. The well-known classical logistic map M La (X) = aX(1−X), which exhibits chaotic dynamics under certain a values, is a good example of this. The trajectories generated by a Poincaré map M are characterized by the Lyapunov Exponent defined as L M = ln dM dX , which describes the separation of trajectories that originate from nearby states. In particular, negative Lyapunov exponents correspond to stable system dynamics [2] . Poincaré maps and Lyapunov exponents are wellknown tools in nonlinear systems to effectively characterize the nonlinearity and stability of dynamic systems. We will now investigate the behavior of UDT transport protocol by constructing Poincaré maps and Lyapunov exponents from the traces.
The Poincaré map of the analytical model described in Section II is shown in Fig. 12 , which is a simple monotonically increasing function that flattens out at peak throughput values. Its Lyapunov exponent, given by the logarithm of its gradient, is negative and quite stable at all sending rates, which in turn indicates stable dynamics. We estimate the Poincaré maps for all traces with select RTT values for the configuration sonet udt2, which are shown in Fig. 13 . In contrast to Fig. 12 , these are much more complex scatter Fig. 14 for 10gige udt2 can be similarly carried out. These "scattered" Poincare maps also lead to widely varying Lyapunov exponents (since they correspond to derivatives) as shown in the corresponding bottom plots in Figs. 13 and 14. In particular, a significant number of these estimates are positive, and they mostly represent sharp throughput drops and correspond to diverging UDT throughput traces; otherwise, a majority of these estimates are negative, and thus represent stable throughput traces that maintain peak throughput.
C. Peak Throughput and Instability
The variations in the average throughput are a result of the instability of protocol dynamics, which in turn lead to repeated trajectories digressing from one another, since their sending rate states cannot be identical. In particular, positive Lyapunov exponents play a critical role in determining the throughput of protocols that operate at their peak rates since the diverged trajectories can only be "below" the peak. Let More unstable trajectories will be much lower under the trajectory envelope, and hence the corresponding profile, which is their time integral, will be lower overall.
For sending rate θ S , let θ S− be the corresponding sending rate in the previous Poincaré iteration; it is given by the inverse of the ideal UDT Poincaré map at θ S . Let L(θ S− ) denote the corresponding Lyapunov exponent such that ∂θS ∂θS− = e L(θS−) , which could be large for positive Lyapunov exponents, for example, those shown in Fig. 15 . For fixed f R and θ R , we have
which indicates the effects of positive L(θ S− ). Consider two protocols P 1 and P 2 with Lyapunov exponents L 1 and
S be their respectiveθ S . The trajectories of P 1 near their envelope will deviate faster than those of P 2 , thereby leading toθ
S . This phenomenon is observed in Fig. 15 where there is an overall decreasing relationship between the Lyapunov exponent and average throughput. Now by fixingθ S , consider
Since ∂fR ∂τ ≥ 0, the concavity of Θ O is equivalent to the conditionθ S −θ R ≥ 0. Then, for a fixed configuration, the conditionθ θ R }, which shows that protocol P 2 has a broader concavity region. Application of this result to Lyapunov exponents of the ideal Poincaré map in Fig. 12 , implies that it indeed leads to overly optimistic throughput profiles compared to measured ones. More generally, the stability of throughput dynamics is a highly desirable property of any effective transport protocol for dedicated connections in addition to a faster ramp-up to reach peak throughput. 
D. RTT Estimates and Connection Modality
We now briefly describe two UDT parameters that contribute to the rich but noticeably different UDT dynamics over 10GigE and OC192 connections, particularly at low RTTs. The RT T estimates used by UDT for 10gige udt2 and sonet udt2 with select actual RTTs are plotted in Figs. 16 and 17, respectively. A two-way acknowledgment mechanism is used by UDT to estimate the instantaneous RTT which is used to compute the sending rate [7] , and our measurements uniformly across the configurations indicate highly varying over-estimates at low RTTs.
The mismatch between the actual and estimated RTTs is especially striking for 10gige udt2 configuration, as shown in Fig. 16 , wherein most estimates are over 80 ms for RT T = 0.4 ms and 22.6 ms. Side-by-side comparisons indicate that these higher RTT estimates lead to send rates much below 10Gbps, and in an overall qualitative sense, throughput is inversely proportional to the degree of over-estimation of RTT.
On the other hand, as indicated in Fig. 17 , a majority of RTT estimates are around the true value in sonet udt2 configuration despite some over-estimates. In addition, there are significant losses indicated by NACKs as shown in Fig. 11 , compared to zero losses over 10GigE connection. In addition to physical layer differences, this connection contains additions E300 switches that connect hosts to OC192/SONET connection as shown in Fig. 5 , and these differences contribute to its somewhat lower throughput profiles. According to UDT rate control, the send rate would generally be reduced to 1/9 of the pre-loss level, and UDT 2 is more aggressive than earlier version in recovering the loss rate. In addition, the congestion window also varies as wildly as the send rate, further contributing to the overall unstable profile. In all, the highly nonlinear rate and flow control algorithms of UDT, combined with packet losses at low RTTs, have further reduced the throughput for this configuration; indeed, throughput is low enough at these RTTs that the profile shows an increasing trend as the RTT is increased. These additional parameters may need to be explicitly accounted for in the throughput model to capture the finer throughput trends of this case.
V. TRANSPORT SELECTION BASED ON MEASUREMENTS
Throughput profiles generated using measurements can be used to select a configuration for a given memory-to-memory transport task specified by the source and destination. These throughput measurements are collected by connection profilers for the protocol(s) of interest, in this case, UDT, that sweep the parameters, including buffer and segment sizes, to identify combinations that achieve the highest throughput. The procedure for selecting a transport method for a given sourcedestination pair consists of the following steps:
1. Determine RTT to destination using ping. 2. Use throughput profiles for memory transfer between the source and destination to determine the UDT build that achieves the highest throughput, if measurements are available around that particular RTT, or by interpolating measurements otherwise. 3. Use the profile of chosen build to determine parameters for the configuration, including buffer sizes and segment sizes. As a simple example, over the OC192 connection, if the RTT is determined to be around 10 ms, then the older build UDT 1 would yield higher throughput with less variation and instability. But for 100 ms connection, UDT 2 is definitely preferred over the older build due to the observed rapid convex drop-off after 11.6 ms for UDT 1.
VI. CONCLUSIONS
To study UDP-based transport methods and their parameters to support high-performance transfers over dedicated connections, we collected extensive systematic measurements using physical and emulated connections for UDT, a representative UDP-based application-level transport protocol. We presented analytical results that highlight transport characteristics specific to dedicated connections and established the monotonicity, concavity, and stability of the throughput profiles under various configurations. The measurements and analytical results provide us practical guidelines for selecting a high throughput transport method for a given connection based on RTT.
This work is considered only an initial step towards building analytical models that are tightly coupled to measurements over dedicated connections, since mainly overall qualitative aspects of monotonicity, concavity and other properties are addressed here. In future works, more detailed analytical models that match the measurements both qualitatively and quantitatively may be developed. In addition to memory transfers considered here, it will be of future interest to explore throughput profiles for disk-to-disk file transfers and incorporate host and I/O profiles into the selection of best protocol parameters to achieve high end-to-end throughput.
