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Abstract
Building on and extending the results of Grubel (1989a), (J. Appl. Probab. 26, 296{303),
approximation formulae for solutions of renewal-type equations are derived. These are obtained
by nding the rst and higher Frechet derivatives of the functional that has the underlying
lifetime density as input and a normalised version of the solution of the renewal-type equation
as output. By approximating a density whose output is not known analytically by another density
with easy ouput, we obtain explicit formulae for our approximations, which in many cases can
be easily implemented on computer algebra software. c© 1998 Published by Elsevier Science
B.V. All rights reserved.
AMS classi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1. Introduction
A commonly used technique in applied probability is to exploit the existence of
renewal points in a relevant process. These are points where the process \starts from
scratch" probabilistically. Combining this property with conditioning arguments, we
frequently nd that a quantity of interest Z(t) satises a renewal-type equation
Z(t) = z(t) +
Z
[0; t]
Z(t − x) dF(x); (1)
for some z bounded on nite intervals, where F is the distribution function of a proper
random variable. These equations are usually attacked by (and named after) renewal
theory. A renewal process is a process that registers the successive occurrences of an
event, assuming that the time between the ith and the (i + 1)th event is a random
variable Xi and for i>1 the Xi’s are independent nonnegative random variables with
the same distribution F ; then fN (t)g is the number of renewal points until time t
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where we have X0 = 0 counting for a renewal point at t = 0. We shall always assume
that F satises F(0)<1.
Then the unique solution of Eq. (1) that is bounded on nite intervals is
Z(t) =
Z
[0; t]
z(t − x) dU (x); (2)
where U is the renewal function associated with F , dened by U =
P1
k=0 F
?k , where
F?0 is the indicator function 1[0;1) of the set [0;1), and for k>1 we have F?k(t) =R
[0; t] F(t − x) dF(k−1)(x). Note that U (t) = EN (t) is the expected number of renewal
points until time t in a renewal process. In this paper, we obtain approximation formulae
for Z in the case where F has density f with respect to Lebesgue measure. In this
case U − 1[0;1) has density u, say, called the renewal density. For standard results in
renewal theory, see, for example, Asmussen (1987), (Ch. IV).
From Eq. (2), the key to Z is provided by the renewal function U . For many
distributions of interest, there is no known analytic expression for U and hence for Z .
However, for many other distributions, the renewal and related functions are known, and
the starting point for this paper is to approximate intractable renewal densities by easily
obtained ones. The simplest case where u(t) is known is where F is exponential with
mean −1, when u(t)= . The exponential is an example of a phase-type distribution,
i.e. the distribution of the time to absorption in a Markov chain with a nite number of
transient states and one absorbing one (see Ch. 2 in Neuts, 1981). This is a widely used
family in applied probability, since most of the quantities that are easily obtainable for
exponential distributions are also tractable for phase-type distributions (see Asmussen
et al. (1996)). In particular, Asmussen and Bladt (1996) have recently given an explicit
formula for the renewal density for a phase-type distribution, see also Neuts (1981)
and Kao (1988), thus giving potential access (depending on z) to Z in Eq. (2) for a
phase-type F .
The popular and useful practice of approximation by a phase-type distribution ts
into a functional framework as follows. Let 	 be the functional that has f as input
and (a normalised version of) Z as output; here we consider the case where z is itself
a function of f. Suppose f1 is a density with no simple expression for 	(f1), and
f0 is an easy density, e.g. a phase-type density, \close to" f1. We then approximate
	(f1) by 	(f0). Justication of this procedure relies on continuity of the functional 	
(with respect to appropriate topologies, see Section 2). In this paper, following Grubel
(1989a) and Grubel and Pitts (1992), we go beyond this zeroth-order approximation to
nd the derivative 	0f0 of 	 at f0, which gives the rst-order approximation 	(f0) +
	0f0 (f1−f0) for 	(f1). Extending the argument further, higher derivatives give higher-
order approximations.
Our main results are in Section 4, and give Frechet dierentiability and an expansion
for the renewal-type equation functional 	 in an L1-setting. Because of Eq. (2), these
results depend on similar ones for the functional that maps a density on to (a normalised
version of) the renewal density, and these are given in Section 3. In Section 3, the
renewal-density functional is considered for the more general two-sided case, where
F(0−) 6= 0 and the renewal density is the density of U−1[0;1], where U =
P1
n=0 F
?n.
For two-sided renewal-type equations, see Section 6. In Section 5, we discuss the
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applications of our results, especially to phase-type distributions, and we give examples
there.
2. Preliminaries and notation
We consider the domains and codomains of our functionals to be contained in spaces
of measurable functions that are absolutely integrable with respect to a weight function.
More precisely, following Gelfand et al. (1964), (Section 18), let (x) be a positive
function, continuous for all real x, which satises (x1 + x2)6(x1)(x2) for x1; x2 in
R. Let
L=

f: R!C: kfk :=
Z 1
−1
jf(x)j(x) dx<1

;
so that (L; kk) is a Banach space. Dening the convolution f  g of f and g in
L by
(f  g)(x) =
Z
f(x − y)g(y) dy;
then kf  gk6kfkkgk, and the triple (L; k k; ) is a Banach algebra (see e.g.
Ch. 18 of Rudin (1987)). When (x) = 1 for all x2R, then L reduces to L1, the
space of all complex-valued measurable functions which are absolutely integrable with
respect to Lebesgue measure. We write kfk1 for the norm of f in L1. Obviously, for
k k1 to be a norm, we identify elements of L1 which are equal almost everywhere with
respect to Lebesgue measure. Further, the algebra L1 does not have a unit element.
Following Gelfand et al. (1964), (Section 16), we embed L1 in a Banach algebra with
a unit, and dene
A1 = f(f; );f2L1; 2Cg;
with the norm of (f; ) dened by k(f; )k1 = kfk1 + jj, with multiplication dened
by (f; )  (g; ) = (f  g+ g+ f; ). Then (A1; k k1; ) is a commutative Banach
algebra with a unit element (0; 1). We write 0 for this unit and note that it corresponds
to a random variable concentrated at 0. Then every element (f; ) of A1 can be written
as f + 0.
The maximal ideals of A1 are L1 itself, together with all sets of the form I =
ff+0: f^()=−g; 2R, where f^() =
R
f(x)eix dx denotes the Fourier transform
of f (Gelfand et al. (1964), (Section 17)). From Rudin (1973), (11.5) we also have
that for any maximal ideal I of A1 there exists a non-zero complex homomorphism
 I of A1 with I =ker( I ). The Gelfand transform of an element a in a commutative
Banach algebra is the map dened by ~a(I) =  I (a), for all maximal ideals I . Thus for
a = f + 0 in A1; ~a(L1)=  and ~a(I)= a^()=  + f^() for 2R. A result which
we shall use is that for a; b2A1
a = b if and only if ~a(I)= ~b(I) for all maximal ideals I in A1; (3)
see Section 17 in Gelfand et al. (1964).
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We often require probability distributions to have certain moments, and hence we
consider subspaces of L1 with weight function (x)= (1 + jxj)n, and we dene for
n=1; 2; : : : ;
L1; n=

f2L1: kfk1; n :=
Z
(1 + jxj)njf(x)j dx<1

:
Thus, if f is a probability density with nite nth moment, then f2L1; n. Each of the
spaces L1; n can be embedded in a Banach space with a unit, A1; n= ff+ 0: f2L1; n;
2Cg with kf + 0k1; n= kfk1; n + jj for f2L1; n and 2C.
The domains and codomains of our functionals are contained in these A-spaces, i.e.,
in Banach algebras. Techniques from the theory of Banach algebras have been applied
to renewal theory by Essen (1973), Rogozin (1976) and others more recently.
We now dene Frechet dierentiability for a map  between Banach spaces, see
Cartan (1971), (Section 5, Ch. 1). Let (B1; k k1) and (B2; k k2) be Banach spaces and
let V be a (nonempty) open subset of B1. A map  :V !B2 is Frechet dierentiable
at a2V if there exists a bounded linear operator, 0a, such that for any >0 there
exists a >0 such that kyk1< implies
k(a+ y)− (a)− 0a(y)k2<kyk1:
Higher order derivatives are dened recursively. Thus (n) is a bounded multilinear op-
erator from the product space Bn1 =B1B1    B1 to B2. We write (n)a (x1; x2; : : : ;
xn) for the nth derivative of  at a evaluated at the point (x1; x2; : : : ; xn)2Bn1.
Further, if (B1; k k1); (B2; k k2) are any Banach spaces, the norm on the product
space B1B2 is dened for (x; y)2B1B2 as
k(x; y)kB1B2 = kxk1 + kyk2:
The main result we need from Banach spaces is the following, which is
Theorem 5.6.2 of Ch. 1 in Cartan (1971). Let (B1; k k1); (B2; k k2) be Banach spaces
and let V be an open subset of B1. Suppose  :V ! B2 has derivatives of all orders
up to and including m+ 1 throughout V . Let a be in V and let h in B1 be such that
a+ h2V for all 0661: Then for all N6m
(a+ h)=(a) +
NX
n=1
((n)a (h; h; : : : ; h))=n! + rN ;
where rN satises
krNk26 1(N + 1)! sup2[0;1] k
(N+1)
a+h kkhkN+11 : (4)
3. Approximations for the renewal density
In this section we obtain approximations for the renewal density in the L1-framework,
based on the derivatives of the renewal density functional. Our results in this section
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are for the two-sided case with F(0−) 6= 0. In this case we call F the step distribu-
tion, while in the one-sided case, where F(0−)= 0, F is referred to as the lifetime
distribution. We shall always assume that F has a nite second and positive moment,
so that the corresponding renewal function U (t)=
P1
k=0 F
?k(t) is nite for all t, see
for example Gut (1988), (p. 89). From Theorem 2a in Feller (1971), (XI.3) we have
that, if F has a bounded density, limt!1(u(t)− f(t)) = 1=, so that with <1 we
cannot have u2A1. Thus a normalisation is needed; this is given next.
Lemma 1 (Stone, 1966). Let F be distribution function on the real line which is
absolutely continuous with a positive nite rst moment  and nite moments of all
orders up to an integer m>2. Then
Z 1
−1
jxjm−2
u(x)− 11[0;1)(x)
 dx<1:
We write v for u− (1=)1[0;1) and we call it the normalised renewal density.
We now consider the functional  which maps a probability density f to its nor-
malised renewal density v. The domain of the map is contained in A1;2 since we require
a nite second moment for the step distribution F , while its codomain will be A1 in
view of Lemma 1. We need the following denitions and observations before stating
our results for .
For any f2L1;1 we dene
f(x) =
8>><
>>:
Z 1
x
f(t) dt; x>0;
−
Z x
−1
f(t) dt; x < 0:
It is trivial to verify that f is integrable provided f2L1;1. We also dene iteratively
f=(f) and so on. f and its iterates have been used to obtain remainder
term estimates for the renewal function (see e.g. Carlsson, 1983; Grubel, 1987). It
is easy to see that if f is in L1; m, then f2L1; m−1 (see also Lemma 4 below).
For a = f + 0 2A1;1 we dene a=f. Further, cf() = (f^() − f^(0))=i for
 6= 0; cf(0)= .
An element a in A1 is invertible if there exists an element a−1 in A1 such that
a  a−1 = 0.
Lemma 2. Let f be a probability density with a non-zero rst moment <1. Then
for every positive real number c; (1=c)f − f + 0 is an invertible element of A1.
Proof. Rudin (1973), (11.5), states that an element y in a Banach algebra is invertible
i ~y(I) 6= 0 for every maximal ideal I . We have, for  6= 0,

1
c
f − f + 0

~(I) = (1− f^())

1− 1
ci

6= 0;
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since both factors are clearly non-zero, while for =0 we have that ((1=c)f − f +
0)~(I0)= =c 6= 0. Finally, we have ~f(L1)= (f)~(L1)= 0, because f and f are in
L1, therefore ((1=c)f − f + 0)~(L1) 6= 0 in this case also.
Let  :B1!B2 where B1; B2 are Banach spaces and x0 2B1. Assume that x 2B1
for all 0661, and suppose that for some y; (1=)(x− x0)!y in B1 as ! 0. Then,
provided  is dierentiable at x0,
lim
!0
1

((x)− (x0))=0x0 (y) in B2: (5)
Thus, by establishing dierentiability of the functional , we can then derive results
for the output of the functional when innitesimal changes occur in its input.
Theorem 3. Let ffg0661 be a family of probability densities with nite second
moment and (the same) positive mean . Assume that for some g2A1;2,
lim
!0
1

(f − f0)= g in A1;2:
Let c be a (xed) positive constant and put
q0 =

1
c
f0 − f0 + 0
−1
and
w0 =

1
c
f0 −

1

+
1
c

f0 + f0

:
Further, dene
hg= q0 

1
c
g−

1

+
1
c

g+ g

− q20  w0 

1
c
g− g

: (6)
Then for the normalised renewal density v associated with f we have that
lim
!0

1

(v − v0)− hg

=0; (7)
where the convergence is in (A1; k k1).
The constant c above is a free constant, and may be chosen to facilitate the calcula-
tion of q0 (see the examples later on in this section). Using arguments as in Lemma 2,
and using Eqs. (8){(10) below, it is easily checked that the limit hg does not depend
on c.
Proof of Theorem 3. Let f be a probability density in A1;2, having mean .
By Lemma 2, q := ((1=c)f − f + 0)−1 exists, and, for  6=0,
q^()=
ci
(f^()− 1)(1− ci) : (8)
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Further, for w=(1=c)f − (1= + (1=c))f + f we obtain after simplication,
w^()=
(1− ci)(f^()− 1− if^())
c(i)2
: (9)
Carlsson (1983) showed that the Fourier transform of the normalised renewal density
v corresponding to f is
v^()=
1

cf()− f^()
f^()− 1 ; (10)
for  6=0. Substituting cf() in Eq. (10), and using Eqs. (8) and (9), it is evident
that q^()w^()= v^(), for all  6=0, therefore for all real  in view of the continuity
of the Fourier transform. Since f2L1;2, implying that f, f are in L1, it follows
that w  q2L1, so that (w  q)~(L1)= 0. Finally, v belongs to L1 as well, consequently
w  q= v in A1 in view of Eq. (3).
Consider now the following functional decomposition:
f X−!( 1cf − f + 0; w)
−!(q; w) 
−! q  w:
Write X =X1X2, where X1 :A1;2!A1;1 with X1(a)= (1=c)a−a+0, X2 :A1;2!A1
with X2(a)= (1=c)a− (1=+(1=c))a+ a. Let B be the set of invertible elements
of A1;1. This set is open by Rudin (1987), (p. 358). Continuity of the map X implies
that  is dened on an open subset of A1;2. Then we also write =12, where
1 :B!A1 with 1(a)= a−1 and 2 is the identity map from A1 to A1. Finally

 :A1A1!A1 is the map that takes (a; b) into a  b.
We nd next the derivative of the composite function =
  X at f0, by ob-
taining the derivatives of each individual function and employing the chain rule of
the Frechet derivative. The map X1 is dierentiable throughout A1;2 with derivative
at a2A1;2 given by X 01; a(b)= (1=c)b − b for any a; b2A1;2. The map X2 is linear
and it is therefore dierentiable throughout A1;2 with derivative at a, X 02; a(b)=X2(b).
For 1, using Lemma 2.4.9 in Pitts (1991), we obtain that the map is dierentiable
throughout B, with derivative at a2B, 01; a(x)=−a−2  x. This gives that
0(a; b)(x; y)= (−a−2  x; y): (11)
It is easily veried that

0(a; b)(x; y)= a  y + b  x; (12)
for all a; b; x; y2A1. Using the chain rule we derive
0f0 (g) =

0
(X )(f0)(
0
X (f0)(X
0
f0 (g)))
=
0(q0 ; w0)

0
( 1c f0−f0+0 ; w0)

1
c
g− g; X2(g)

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which, in view of Eqs. (11) and (12) is equal to hg. The result now follows from
Eq. (5).
Remarks. (a) In view of Lemma 1 and the fact that f2A1; n−1 whenever f2A1; n,
the result of Theorem 3 can easily be generalised so that for n>2
lim
!0

1

(v − v0)− hg

=0 in A1; n−2
provided f 2A1; n, 0661.
(b) In the above theorem, we have regarded the mean  as a xed constant, and so
X2 was a linear map. However, using similar arguments, we can obtain the derivative
of the map ~ that takes f onto u − (1=Rf)1[0;1), where the mean is regarded as
a function of f. This allows the possibility of approximating a density f1 by another
density f0 with a dierent mean. However, in practice, it seems more natural to take
f0 with the same mean as f1, and this is the case we focus on throughout the paper.
Provided that f0 and f1 have the same mean, then
~
0
f0 (f1 − f0)=0f0 (f1 − f0):
The simplest case for the convergence of f to f0 in the theorem is when f has
the form f=(1− )f0 + f1 for 0661, for some other (known) probability density
f1. This is the case we consider for the expansions in the sequel. For convenience, we
write h0 instead of hg in Eq. (6) for this case. Further, if we dene w1 =X2(f1) and
q1 = ((1=c)f1−f1 + 0)−1 in analogy with w0; q0 before, it is easily derived that h0
can be written in a compact form as
h0 = q0  w1 − q20  w0  q−11 : (13)
Examples. These examples show how dierent choices of c simplify calculations in
two particular cases. The results in the second example are used in Section 5.
(a) The simplest choice for f0 is the exponential density, the normalised renewal
density is then v0(t)= 0, for any t. The simplest choice here is c= , since then q0 = 0,
and Eq. (13) is
h0 =
1
2
f1 − 2f1 + f1: (14)
This is the limit that appears in Theorem 1 of Grubel (1989a).
Roughly speaking, the naive derivative at f, evaluated at g, of the map tak-
ing a density f onto its renewal density u=
P1
n=1 f
n \could be expected" to be
(
P1
n=1 nf
(n−1))g. This disregards the normalisation required to ensure that all quan-
tities are in A1, and it uses convolution in a looser sense than that dened in Section 2.
However, when f0 is exponential and g=f1−f0, the above naive derivative coincides
pointwise with h0 in Eq. (14).
(b) Let f0 be the convolution of two exponentials with means  and , respectively,
so that, writing f() for an exponential density with mean ,
f0(x)= (f()  f())(x)= 1−  (e
−(1=)x − e−(1=)x); x>0 (15)
assuming that  6= .
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Since, for f; g in L1;1, we have
(f  g)=dg+ g  f; (16)
where d is the total mass of the measure associated with f (Pitts, 1991,
Lemma 3.2.3), we obtain that
f0 =(f()  f())=f() + f()  f() =f() + f()  f():
In order for (1=c)f0 − f0 + 0 to be easy to invert, i.e. to get q0, the most suitable
choice of c is c= , or c= . Then, for c=  for example, we get
q0 =



f() + 0
−1
= 0 − + f();
where = =(+ ). Using Eq. (16) we see that w0 =−(=(+ ))f(). Suppose now
that the density f1 we wish to approximate has the form f f(), for some probability
density f with mean  (the example may seem articial, but it bears a signicance
on alternating renewal processes, as we will see in Section 5). Using some algebra to
nd q−11 and w1, and then Eqs. (15) and (16), we nd
h0 =

0 − + f()



1
(+ )
f − 1

f

+


(+ )2
f() − 
2
(+ )3
f2()



1

f + 0

:
We now aim to obtain higher-order approximations to v1 using the Taylor series
expansion given in Section 2. Before the main result, we need the following lemma,
which is easily veried.
Lemma 4. The map  :A1; n+1!A1; n is a bounded linear map for all positive inte-
gers n; with kak1; n6(kak1; n+1 − kak1)=(n + 1), for all a2A1; n+1. The result holds
also in the case n=0, provided we interpret kak1;0 as kak1.
Theorem 5. Let f0; f1 be probability densities in L1;2 with the same (positive) mean .
Write v1 and v0 for the normalised renewal densities of f1 and f0, respectively. Put
f2 =w0 

−1
c
(f1 − f0) + f1 − f0

+ q−10  (w1 − w0);
where wi; qi, for i=0; 1 are dened as in Theorem 3 and the discussion following the
proof of that theorem, and we assume further that for some c> 12
c0 = sup
2[0;1]



1
c
f − f + 0
−1

1
kf1 − f0k1;2<1; (17)
where for 0661, f=(1− )f0 + f1. Then for all positive integers N>3,
v1 = v0 + h+ f2 
N−1X
n=2
q(n+1)0 

−1
c
(f1 − f0) + f1 − f0
(n−1)
+ rN (18)
so that the remainder rN satises krNk1 =O(cN0 ) as N !1.
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Proof. Consider the composite functional  :A1;2!A1, =
  X as in Theorem 3.
We note that X and 2 have zero second- and higher-order derivatives everywhere.
For 
, it is easy to see that

(2)(a; b)((x1; y1); (x2; y2))= x1  y2 + x2  y1; (19)
for all (a; b); (x1; y1); (x2; y2) in A1;1A1 and that 
 has zero third- and higher-order
derivatives everywhere.
We nd the nth derivative of 1 at a. Using again Lemma 2.4.9 by Pitts (1991) we
see that 1 is dierentiable of any order throughout the open set of invertible elements
of A1;1 and that
(n)1; a(x1; : : : ; xn)= (−1)nn!a−(n+1)  x1      xn:
In order to evaluate high-order derivatives of composite functions we now employ
the following result, which is Formula A in Fraenkel (1978).
Let (Bi; k ki) be Banach spaces for i=1; 2; 3 and let V and W be open subsets
of B1 and B2, respectively. Assume that  :V !B2 and  :W !B3 be continuously
dierentiable up to order n throughout V and W , respectively. Let a2V and (a)2W .
Then    has nth derivative at a given by
(  )(n)a (x1; x2; : : : ; xn)=
nX
j=1
X

X

1
j!1!2! : : : j!
 (j)(a)(
(1)
a (x(1); : : : ; x(1)); : : : ; 
(j)
a (x(n−j+1); : : : ; x(n))); (20)
where the summation
P
 is taken over all positive integers 1; 2; : : : ; j that satisfy
1 + 2 +   + j = n and
P
 denotes summation over the n! permutations  of the
set f1; 2; : : : ; ng.
From Eq. (20), the nth derivative of  at a, where a is in the domain of denition
of , is given by
(n)a (x1; : : : ; xn)= (
 )(n)X (a)(X 0a(x1); : : : ; X 0a(xn))= (
 )(n)X (a)(y1; y2; : : : ; yn);
where
yi=X 0a(xi)=

1
c
xi − xi; 1cxi −

1

+
1
c

xi + xi

; (21)
for i=1; 2; : : : ; n. Using Eq. (20) again we get for n>2
(
 )(n)X (a)(y1; y2; : : : ; yn) =
0(X )(a)[(n)X (a)(y1; : : : ; yn)]
+
n−1X
=1
X

1
2!(n− )!

(2)
(X )(a)[
()
X (a)(y(1); : : : ; y());
(n−)X (a) (y(+1); : : : ; y(n))]:
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Then, observe that in the second term above, all terms are zero (in view of Eq. (19))
except for the two terms corresponding to the values =1 and = n − 1. Thus for
n>3, substituting the yi’s from Eq. (21) above, we obtain
(n)a (x1; x2; : : : ; xn) =

0
(X )(a)

(n)1; X1(a)

1
c
x1 − x1; : : : ; 1cxn − xn

; 0

+
1
(n− 1)!
X


(2)(X )(a)[
0
X (a)(y(1)); 
(n−1)
X (a) (y(2); : : : ; y(n))];
(22)
while for n=2 the last term is divided by two. Using the formulae for the derivatives
of  and 
 we thus obtain
(n)a (x1; : : : ; xn) = (−1)nn!

1
c
a− a+ 0
−(n+1)


1
c
x1 − x1

    

1
c
xn − xn

 X2(a)
+ (−1)(n−1)
X


1
c
x(1) −

1

+
1
c

x(1) + x(1)



1
c
a− a+ 0
−n


1
c
x(2) − x(2)

    

1
c
x(n) − x(n)

; (23)
and this is true for n=2 as well. For a=f0; x1 = x2 =    = xn=f1−f0 we then get
for n>2
(n)f0 (f1 − f0; : : : ; f1 − f0)
= n!

1
c
f0 − f0 + 0
−(n+1)


−1
c
(f1 − f0) + f1 − f0
(n−1)


1
c
f0 −

1

+
1
c

f0 + f0



−1
c
(f1 − f0) + f1 − f0

+

1
c
f0 − f0 + 0



1
c
(f1 − f0)−

1

+
1
c

(f1 − f0) + f1 − f0

: (24)
Consider now the remainder term. We show rst that for c> 12 , k 1cb− bk1<1 for all
b2A1;2 with kbk1;261. In fact, suppose b2L1;2 rst. Using Lemma 4 above we have
1cb− b


1
6
1
c
kbk1 + kbk161c (kbk1;1 − kbk1) + kbk1
=
Z
jb(t)j dt + 1
c
Z
jtjjb(t)j dt<kbk1;2;
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provided c> 12 . Then, if b is of the form b=f + 0, for some f2L1;2, we get
1cb− b


1
6

1cf − f


1
+ jj<kfk1;2 + jj= kbk1;2:
Then Eq. (23) yields that for all c> 12 and for all xi 2A1;2 with kxik1;261, i=1; 2; : : : ; n,
we have
k(n)f (x1; x2; : : : ; xn)k16n!c1



1
c
f − f + 0
−n

1
; (25)
for any n>3, 0661, where c1 is some suitable constant (which does not depend on
 or n). We therefore obtain
k(n)f k6n!c1



1
c
f − f + 0
−1

n
1
:
Putting this in the expression for the remainder term (4) gives the result.
Remarks. (a) Using some elementary calculations involving Fourier transforms, and
Eq. (3) as in the proof of Lemma 2, we can see again that, although f2 depends on
c, the expansion (18) for v1 is the same irrespective of the c chosen.
(b) Note that Eq. (18) is valid for all positive values of c, not just c> 12 .
However, for c< 12 , k 1cb− bk1 is no longer less than 1. We have instead k(1=c)b−
bk16(1=c)kbk1;2, so that the analogous criterion to Eq. (17) is for this case
sup
2[0;1]



1
c
f − f + 0
−1

1
kf1 − f0k1;2<c;
for some c< 12 . More precisely, if either Eq. (17) or the last inequality holds for a
specic value of c, then v1 can be expanded as in Eq. (18) with the desired rate of
convergence for the remainder term.
(c) The result is similar to Theorem 3 in Grubel (1989a) for the special case where
f0 is exponential with mean  and c=. For this case his expansion and ours are the
same.
4. Derivatives and expansions for solutions of renewal-type equations
We now extend the functional approach one step further to arrive at solutions of
renewal-type equations. In this section we consider the one-sided case only, when the
distribution F (which is again assumed absolutely continuous) and the function z in
(1) vanish on the negative half-axis. The analysis will be largely based on that of the
previous section. In Section 3 the normalised renewal density v was considered instead
of u, since the latter is in general not integrable. Similarly, the function Z we now
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study does not belong to A1; the following result allows us to deduce the form of the
normalisation for Z .
Proposition 6. Let F be a distribution concentrated on the nonnegative half-axis,
assuming that it is absolutely continuous with a density f, a positive rst moment 
and nite second moment. Assume that z is a function on [0;1) which is bounded
on nite intervals and thatZ 1
0
jz(t)j dt<1;
Z 1
0
tjz(t)j dt<1:
Put
R1
0 z(t) dt= .
Then for the solution Z of Eq. (1) corresponding to F and z we have that
Z − (=)1[0;1) 2A1.
Proof. Using Eq. (2), it is easy to verify that
Z − 

1[0;1) = v  z + z − 1z; (26)
the right-hand side clearly being in A1, whence the result.
Remarks. (a) (Asmussen (1987), VI, Theorem 2.6) states that Z(t)− (=)1[0;1)(t)=
O(e−t) for some >0, provided that (i)
R
ek x dF(x)<1 for some k>0, and (ii)
z(x)=O(e−x) for some >. This requires an exponentially dominated tail for z. For
similar asymptotic results which apply also to Pareto-type F , see Lindvall (1992).
(b) Employing the decomposition theorem by Stone (1966), we can in fact show
that the proposition remains valid if we replace the requirement that F is absolutely
continuous by the weaker condition that some convolution power of F has an absolutely
continuous part.
Motivated by Proposition 6, we now consider the functional 	 having Z(t)−= as
output. In many applications, z depends on f. Here we treat the case where there is
some linear and bounded operator, T , between the appropriate Banach spaces, such that
T (f)= z. This includes the trivial case where the function z does not depend on f.
For more general cases see Section 6.
Consider the following composite map 	 :A1;2!A1:
f T−!(v; z) −!

v  z; z − 1

z

X3−!Z − 

;
A1;2 A1A1;1 A1A1 A1;
where (a; b)= (
(a; b); b− 1b);  and 
 are as in Theorem 3 and X3 is dened for
(a; b)2A1A1 by X3(a; b)= a+ b (see Eq. (26)). Finally, =
R
z(t) dt. (It has to be
understood that  appearing in the decomposition above is not constant but depends
on f.)
The proof of the following theorem can now be established using arguments similar
to those of Theorem 3 by calculating the derivative of the map 	 (on using the chain
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rule again) at the null density f0. Note that each of the mappings, ; T; ; X3 is easily
seen to be Frechet dierentiable, so that 	 is dierentiable throughout an open subset
of A1;2.
Theorem 7. Let F0 be a probability distribution with rst moment  concentrated on
the nonnegative half-line which has a density f0 2A1;2. Let T :A1;2!A1;1 be a map
with T (f0)= z0, which is linear and bounded. Assume that f; g; hg are dened as in
Theorem 3 and let v0 be the normalised renewal density associated with f0. Put
=
Z 1
0
T (g)(t) dt:
Then, if Z(t); Z0(t) are the solutions of Eq. (1) corresponding to f; f0; respectively,
lim
!0
1


Z − Z0 −  1[0;1)

= g in A1; (27)
where
g= v0 T (g) + hg  z0 + T (g)− 1(T (g)):
For applications in the next section, and for the expansions in the following theorem
we concentrate, as in Section 3, on the case where f is a convex linear combination
of two densities f0; f1 with nite second moment and the same (positive) rst moment.
For this special case, if we put zi=T (fi) for i=0; 1, so that
=
Z 1
0
(z1(t)− z0(t)) dt;
and we write 0 rather than g for the limiting density in Eq. (27), it is immediately
veried that
0 = v0  (z1 − z0) + h0  z0 + z1 − 1z1 − z0 +
1

z0: (28)
We are thus led to the following result which gives Taylor expansions for the solution
Z of Eq. (1) corresponding to a distribution F , provided it satises some condition
(cf. Eq. (17)), in a similar fashion as we did in Theorem 5 for v.
Theorem 8. With  and f dened as above for 0661; assume that the linear map
T is as in Theorem 7 and zi=T (fi) for i=0; 1.
Put
f3 =f2 

z1 

1
c
f0 − f0 + 0

− z0 

1
c
f1 − f1 + 0

;
where f2 is dened as in Theorem 5 and c is a positive constant. Then, for the
solution Z1 of Eq. (1) corresponding to f1 (and z1), we have that for all positive
integers N>2;
Z1 =Z0 +


+ 0 +
NX
n=2
f3  q(n+1)0 

−1
c
(f1 − f0) + f1 − f0
(n−2)
+ rN ; (29)
K. Politis, S.M. Pitts / Stochastic Processes and their Applications 78 (1998) 195{216 209
where 0 is given by Eq. (28), provided Eq. (17) holds for some c> 12 , so that the
remainder term satises krNk1 =O(cN0 ) as N !1.
The proof proceeds by employing formula (20) repeatedly to simplify the high
derivatives of composite functionals in the decomposition of 	. Note in particular
that, apart from  and 
, all other maps there are linear thus having second and
higher-order derivatives throughout their domain. The nth derivative of  was found
in Eq. (22), while the second derivative of 
, which is a bilinear map, is given in
Eq. (19).
5. Applications: Approximations via phase-type distributions
In order to calculate explicitly the rst and higher derivatives of our functionals, we
must, for a given density f, obtain analytically the convolution inverse of (1=c)f −
f+0 at least for one value of c. Some simple cases were presented in Section 3. For
arbitrary density f with known normalised renewal density v, we present below an easy
expression for ((1=c)f−f+ 0)−1 in terms of known quantities (and convolutions
of these).
Grubel (1986), in the proof of Theorem 1 there, includes a convolution identity for
the measure − + 0 in terms of the exponential distribution with mean 1; here 
is a probability measure. For the case where  is absolutely continuous with a density
f, generalising this identity for arbitrary c, we obtain

1
c
f − f + 0

 (0 − f(c))= 0 − f;
where as usual f(c) denotes the exponential density with mean c. Using this and
Eq. (10), an easy manipulation involving Fourier transforms combined with an ar-
gument like that in the proof of Lemma 2 yields the following:

1
c
f − f + 0
−1
= 0 +

c

− 1

f(c) + v− v f(c): (30)
Since Asmussen and Bladt (1996) give explicit renewal densities for distributions with
rational Laplace transforms (a class that includes phase-type densities; see their paper
for details), we see that the convolution inverse step is feasible for phase-type distri-
butions. The algebraic manipulation of the terms for the rst and higher derivatives of
	 given in the expansion (29) can often be carried out in a computer algebra package,
such as Mathematica or Maple, in a straightforward way. Essentially, this manipulation
entails only the repeated use of the convolution and the  operators on densities, and
one can build in commands for these operators among functions.
We now give some illustrations for the approximations given in the previous sections.
Our examples concern standard renewal-type equations; the rst one is a continuation
of Example (b) in Section 3.
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From Eq. (27) we derive the heuristic argument
ZZ0 +  1[0;1) + 0 (31)
and in the rst example below, we compare the right-hand side above with the true
Z. For Examples (b) and (c), we take =1 above and we add some further terms
from the expansion in Eq. (29). Thus, either our examples are for simple cases where
the true Z can be found analytically, or else we use the fast Fourier transform (FFT)
algorithm (see Grubel (1989b)) to nd Z numerically.
(a) A large number of renewal phenomena can be thought as being of an alternating
type, see, for example Feller (1971), (p. 190). In a typical example, one envisages
a machine which begins working at time t=0 and it works until it fails. Then it
takes a random time to be repaired, when it starts working again. We assume further
that working times are independent identically distributed random variables with a
distribution FW , while repair times are independent with a common distribution FR and
that working times are independent of repair times. The lifetime distribution of the
process is then F =FW ?FR. Dene fSt =0g to be the event that the system is not
working at time t. Now put Z(t)=P(St =0). By a standard renewal argument it can
be seen that Z(t) satises the equation
Z(t)= ((fR) fW )(t) +
Z
[0; t]
Z(t − x) dF(x);
where fW ; fR are densities of FW and FR, respectively. Suppose we wish to approx-
imate the solution of the equation above in the case where the repair times have
an exponential distribution with mean , while the working times have a distribution
with density f with mean . When f is reasonably close to the exponential f(), we
can approximate the solution for f1 =f() f above by the solution corresponding to
f0 =f() f().
This amounts to taking the derivative of the functional 	 at the point f0, and we
need to calculate 0 for this case. The map T is now T (fi)= fi, so that we have
0 = 

f() f()  h0 + v0 f()  (f − f()) + f()  (f − f())
− 1
+ 
(f()  (f − f()))

;
where h0 is as found in Example (b) in Section 3 and v0 is the normalised renewal
density corresponding to f() f(). This can easily be found using Fourier transforms.
In particular
v0 =− (+ )2f();
where = =(+ ).
After some algebra it can be shown that 0 can be written as
0 = 


+ 
f() − (+ )2f
2
()



1

f − + 

f + f

:
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Fig. 1. Approximation for the solution Z of R:T: equation in an alternating renewal process, =0:5. True
solution (solid line), approx. solution (dashed line), Z0 (dotted line).
The result has previously been obtained by Pang (1987) for the special case where
=1: Fig. 1 shows the approximation in Eq. (31) for =0:5 in the case where
=1:5; =2 and f1 is Uniform (0; 4). The true solution is found by the FFT algorithm.
(b) Dene the forward recurrence time (sometimes also called the residual waiting
time) Bt to be the time from t until the next renewal point in a renewal process. Let
>0 be xed and dene
ZB(t)=P(Bt6)
as in Asmussen (1987), (p. 110). Then ZB(t) satises the equation
ZB(t)= zB(t) +
Z
[0; t]
ZB(t − y) dF(y); (32)
where zB(t)=F(t + )− F(t); F is the lifetime distribution in the renewal process.
We consider a case where the solutions of the above equation corresponding to both
densities f0 and f1 in Theorem 8 can be found analytically. Let f0 be the Gamma
(1, 2) density given by f0(t)= te−t ; t>0 and take f1 to be the convolution of two
exponential densities with rst moments 1.2 and 0.8, respectively, so that f1 is quite
\close" to f0. It is straightforward to verify that condition (17) holds for many values
of c (see also Remark 2 in the next section). The normalised solutions, 1(t) and 0(t)
associated with f1 and f0, respectively, along with successive terms in the expansion
of Theorem 8, are also easily found using computer algebra.
The left graph in Fig. 2 shows the plot of the dierences 1(t)− 0(t) against time.
The right part of the same gure plots the dierences 1(t)− (2)app(t), where (2)app(t) is
dened as 0 with the rst two expansion terms (N =2) in Eq. (29) added to it. The
improvement in the quality of the approximation is substantial, since the magnitude
of the errors has been multiplied by a factor of 10−4. Adding a third term on the
right-hand side of Eq. (29) results in the new errors being of order 10−10 (the value
of the parameter  has been taken to be 0.5 throughout).
(c) Our theoretical results in the previous section concern (and validate) approxi-
mations for the case where the two input densities f0 and f1 are \not too far" from
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Fig. 2. Error terms in approximating the normalised solution of Eq. (32) when f1 =f(1:2) f(0:8); f0 is Gamma
(1, 2), =0:5; zero-order approximation from Eq. (29) (left), second order approximation (right).
each other. Experimenting with situations where this is not the case, however, we have
found that in many circumstances even a crude t f0 for the input density f1 might
result in a good output approximation without needing too many expansion terms. Our
last example typies this, since we consider as inputs two densities with very dierent
tail behaviour.
Consider the equation
Z(t)=
1

f(t) +
Z
[0; t]
Z(t − x) dF(x); (33)
f is the density of F , =
R
xf(x) dx. The solution of this is known to be U (t)− t=;
the above equation has often been used to provide an insight and derive results for the
renewal function, see, e.g. Feller (1971), (XI.3).
Let now f1 be a density of a Pareto distribution,
f1(t)=
4
(1 + t)5
; t>0;
and f0 be a density of the Exponential distribution with the same rst moment  = 1=3.
Using Example (a) from Section 3 to simplify the expression for the rst expansion
term in Eq. (29), a simple program in Mathematica gives the following approximation
for the solution of Eq. (33) corresponding to the Pareto density when the rst two
derivatives are used in the expansion of Theorem 8:
U1(t)− t 
3
2
− 1
(1 + t)4
+
8
3(1 + t)3
− 5
6(1 + t)2
+
7
1 + t
− 280
(2 + t)7
+
220
(2 + t)6
− 280
3(2 + t)5
− 4
(2 + t)4
− 8
(2 + t)3
− 23
3(2 + t)2
− 7
2 + t
+
4(2 + 18t + 9t2 + 9t3) log(1 + t)
(2 + t)8
:
Fig. 3 compares this approximation with the one obtained for U1(t)− t= by using the
FFT algorithm and it appears that the two results are remarkably close to each other,
in particular for small values of t.
K. Politis, S.M. Pitts / Stochastic Processes and their Applications 78 (1998) 195{216 213
Fig. 3. Two approximations for the solution of Eq. (33) when F is a Pareto distribution. FFT (solid line),
approximation using Theorem 8 (dashed line).
6. Discussion
1. Since a version of the renewal density itself satises the equation
u(t)=f(t)+
Z
u(t − x)f(x) dx;
one expects (and it is true) that the limiting density g in Theorem 7 coincides with hg
in Theorem 3 in the case where T is the identity map. Thus, Theorem 3 is a special
case of Theorem 7 when the distribution F is one-sided. Similarly, Theorem 5 can be
derived from Theorem 8 for this case too.
2. The condition (17) which is needed for the convergence of the remainder term
in Theorems 5 and 8 might seem somewhat awkward to check in practice. However,
since
sup
0661

1cf − f


1
6max

1cf1 − f1


1
;
1
c
f0 − f0


1

;
and Theorem 18.3 of Rudin (1987) gives that k(0 − a)−1k16(1 − kak1)−1 for
any a2A1 with kak1<1, it follows that, provided there exists a c>1=2 such that
maxfk(1=c)f1−f1k1; k(1=c)f0−f0k1g= k(1=c)f1−f1k1, say, is less than 1, then
a sucient condition for Eq. (17) to be true is that
kf1 − f0k1;2 +

1cf1 − f1


1
<1:
3. Eq. (30) in the previous section and the discussion following it have shown that,
provided that the normalised null renewal density v0 is known, there always exists an
analytic expression for expansion (29), which does not require the calculation of any
convolution inverses in the Banach algebra A1. In principle, this would allow us to
calculate derivative terms of any order in that expansion, not only in cases where f0
is a density of a phase-type distribution as argued in Section 5, but also in any other
case that v0 is available (e.g. when f0 is a Uniform density).
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Note that in some cases in practice however, convolution products and integrals
resulting from the use of the  operator might be just as dicult to obtain as a
convolution inverse in A1. A typical example can be seen by considering f1 to be a
Weibull density; for this case the function f1 is obtainable analytically only for a
few choices of the corresponding parameters.
In cases where f1 can be found, the use of c as a free choice parameter, which
we have adopted throughout the paper, may facilitate the calculation of the integrals
involved both in Eq. (30) and in higher derivative terms of Theorem 8.
4. Our results in Section 3 for the renewal density parallel those, similarly cast
in terms of appropriate Banach algebras, obtained earlier by Grubel and Pitts (1989)
for lattice distributions. It is obvious that using a simple additional step the results
of Grubel and Pitts (1989) can be extended to yield approximations for solutions of
renewal-type equations for the lattice case.
5. The main assumption for the theorems in Section 4 was that there exists a linear
and bounded map T with T (f) = z. In the proof of these theorems, instead of the lin-
earity of T , we used the weaker condition that the second and higher order derivatives
of T are identically zero.
Further, an inspection of the arguments in the Proofs of Theorems 7 and 8 shows
that these two results may easily be extended to the case where T is only assumed
dierentiable. However, if the second derivative of T is not identically zero, this results
in a much more complicated expression for the derivatives of the map 	 and we
therefore restrict attention to linear T for simplicity.
6. Theorems giving derivatives and expansions for renewal-type equations in the
two-sided case,
Z(t)= z(t)+
Z 1
−1
Z(t − x)F(dx); t 2R;
where F(0−) 6=0, are given in Politis (1997). An alternative generalisation to the two-
sided case is given by the Wiener-Hopf equation (see Asmussen (1995)). This is not
considered here.
7. There are many cases in probability theory where one encounters the more general
renewal equation
Z(t)= z(t)+
Z
[0; t]
Z(t − x) dG(x); (34)
where G is a nite positive measure, but not necessarily a probability measure. Such
equations occur for example in branching processes and ruin theory (see, for exam-
ple, Jagers (1975), or Asmussen (1987)). These equations are usually treated as two
separate cases, depending on whether G(1) is greater or smaller than 1. The former
is usually referred to as the excessive case and the latter as the defective case. The
function Z dened by
Z(t)=
Z
[0; t]
z(t − x) dU (x);
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where U =
P1
k=0 G
?k , is still a solution for Eq. (34); however the renewal theorems
are not directly applicable; see Chs. IV and VI in Asmussen (1987) for more details.
In both the excessive and the defective case, the analysis is largely facilitated by the
existence of a number , the Malthusian parameter of G, such thatZ
[0;1)
ex dG(x)= 1: (35)
This exists always and it is negative for G(1)>1, while for G(1)<1, if it exists, it
is positive. In either case, the presence of  guarantees that Z dened by Z(t)= etZ(t)
is the solution of
Z(t)= z(t)+
Z
Z(t − x) dF(x)
for z(t)= etz(t); dF(t)= etdG(t). Since F(1)= 1, so that the last equation is a stan-
dard renewal-type equation, our results apply for this case too. In particular, if G0; G1
are two distributions with the same Malthusian parameter  and densities g0; g1 respec-
tively, then we dene (x)= ex for x>0 and we consider g0; g1 as elements of A,
the algebra resulting from L when we adjoin to it a unit element (see Section 2).
Let G= G1 + (1− )G0 and assume that
R
[0;1) x
2ex dGi(x)<1 for i=0; 1 and thatR
[0;1) xe
x dG0(x)=
R
[0;1) xe
x dG1(x). Then Theorem 7 implies that the solution Z
of Eq. (34) corresponding to G satises
lim
!0
1

[ Z − Z0 − 01[0;1)] = 0 in A1;
where 0 is a positive constant and 0 a function in A1 that can easily be expressed
in terms of g0; g1 and . A similar result holds for Theorem 8 as well.
However, the above discussion presupposes the knowledge of the Malthusian param-
eter of G1, so that a suitable choice for G0 (with the same parameter) can be made.
In practice, the value of  that satises Eq. (35) can only be found explicitly in rather
rare cases.
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