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Water challenges our fundamental understanding of emergent
materials properties from a molecular perspective. It exhibits a
uniquely rich phenomenology including dramatic variations in
behavior over the wide temperature range of the liquid into water’s
crystalline phases and amorphous states. We show that many-body
responses arising fromwater’s electronic structure are essential mech-
anisms harnessed by the molecule to encode for the distinguishing
features of its condensed states. We treat the complete set of these
many-body responses nonperturbativelywithin a coarse-grained elec-
tronic structure derived exclusively from single-molecule properties.
Such a “strong coupling” approach generates interaction terms of all
symmetries to all orders, thereby enabling unique transferability to
diverse local environments such as those encountered along the co-
existence curve. The symmetries of local motifs that can potentially
emerge are not known a priori. Consequently, electronic responses
unfiltered by artificial truncation are then required to embody the
terms that tip the balance to the correct set of structures. Therefore,
our fully responsive molecular model produces, to our knowledge,
the first simple and intuitive picture of water’s complexity and its
molecular origin, predicting water’s signature physical properties
from ice, through liquid–vapor coexistence, to the critical point.
intermolecular interactions | many-body dispersion | subcritical water |
coarse-grained model
Water is a ubiquitous yet unusual substance exhibiting anom-alous physical properties for a liquid and forming many
crystalline ices and (at least) two distinct amorphous states of dif-
ferent density (1). As the biological solvent, it is critical that water
molecules form a liquid over a very wide range of temperatures (2)
and pressures (3, 4) to support life under a wide variety of condi-
tions. Indeed, water’s simple molecular structure, a three-atom, two-
species moiety, yields a surprisingly rich phenomenology in its
condensed phases.
It is well-known that many signature properties of water have
their molecular origin in the hydrogen-bonding interactions be-
tween molecules (5, 6). These directional networks are also the
source of enhanced molecular polarization in the liquid state rela-
tive to the gas (7). In addition, there is speculation that dispersion
interactions which arise from quantum-mechanical fluctuations of
the charge density are also an important factor in the equilibrium
properties of the ambient liquid (8, 9). The question of the ranges of
temperature and density where these interactions influence
observable properties is important for the construction of a con-
ceptually simple but broadly transferable physical model linking
molecular and condensed phase properties with the minimum of
additional assumptions. Liquid water exhibits anomalies at both
extremes of temperature––including a point of maximum density
near freezing, an unusually high critical temperature relative to
other hydrides, and significant changes in physical properties along
the coexistence curve––thereby presenting a unique challenge for
predictive simulation and modeling (10–13).
Today, simulation and modeling are considered the third pillar
of the scientific method, together with analytical theory and ex-
periment. Studies of condensed phase molecular systems via the
combination of multiscale descriptions and statistical sampling have
led to insights into physical phenomena across biology, chemistry,
physics, materials science, and engineering (14). Significant progress
now requires novel predictive models with reduced empirical input
that are rich enough to embody the essential physics of emergent
systems and yet simple enough to retain intuitive features (14).
Typically, atomistic models of materials are derived from a
common strategy. Interactions are described via a fixed functional
form with long-range terms taken from low orders of perturbation
theory and are parameterized to fit the results of ab initio com-
putations on test systems (both condensed and gas phase) and/or
physical properties of systems of interest (15, 16). This approach
presumes that the physics incorporated by the functional form is
transferable outside the parameterization regime. In addition, first
principles methods efficient enough to treat the condensed phase
will also miss diagrams leading to truncation (e.g., local density
functional theory neglects dispersion). If the truncation scheme is
inappropriate for the problem of interest, predictions can go sig-
nificantly awry (17, 18). Clearly, this is likely to be true for water
with the directional, locally polarizing, H-bonded network of its
liquid being disrupted in the less-associated gas phase. Conse-
quently, the key physics underpinning a fully predictive model
of water has yet to be identified.
The strategy adopted here captures water’s properties from an
atomistic perspective by incorporating individual water molecules,
designed to respond with full many-body character, which can
assemble to form condensed phases, as depicted in Fig. 1 A–C.
This is a radical departure from standard approaches given above
(11, 12). It is enabled by recent work (19–21) which has shown that
it is possible to represent the complete hierarchy of long-range
responses within a many-body system using a coarse-grained
projection of the electronic structure onto an interacting set of
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quantum oscillators, one per single molecule––an approach that
can be handled nonperturbatively and parameterized to the di-
lute gas limit using monomer molecular properties only. Thus,
within Gaussian statistics, many-body responses arising from dis-
tortions of the electronic charge distribution (many-body polariza-
tion) and correlated quantum-mechanical charge density fluctuations
(many-body dispersion) are included to all orders in the condensed
phase, along with nontrivial cross-interactions––a novel strong
coupling approach that has yet to be explored in molecular
simulation. A description of the monomer electrostatics is added
to capture lower-order molecular moments via point charges
embedded in a rigid molecule frame, an approach borrowed from
seminal early work (5, 10). A short-range pair potential determined
from a singleQ:8 -dimer energy surface completes the quantum Drude
oscillator (QDO) picture of water. All parameters used to simulate
the model are given in Table 1––the parameters were not fit ex-
haustively through, for example, a machine-learning procedure
which adds interest to the results presented below. Reasons for
successes (or failure) and region of validity of the model are
given following the presentation of the data.
Results
Properties Along the Liquid–Gas Coexistence Curve. Water’s liquid–
vapor coexistence curve in Fig. 2A has several unique features:
The curve is wide and the critical point remarkably high for a
molecular liquid; there is also a temperature of maximum density
(TMD) shown in Fig. 2A, Inset, a characteristic anomaly of water. In
Fig. 3 A–C, the local structure is given in terms of the partial
radial distribution functions which indicate strong tetrahedral
coordination. The dielectric constant varies markedly along
coexistence (Fig. 4), reflecting significant changes in polarity
and local order. The textbook explanation for these features is
that as a hydrogen-bonding, strongly polar fluid, composed of
electronically polarizable entities, water can be expected to
form a highly stable liquid phase, with van der Waals interactions
providing additional cohesion that increases in importance at higher
temperatures; this picture certainly gives guidance but is not pre-
dictive. We shall show that these elements arise within the QDO
model in such a way as to capture quantitatively the experimental
results and, as we shall see, provide newQ:9 insight.
The many-body features of the QDO model enable simulta-
neous determination of the coexistence densities along both
branches of the binodal curve over the full range of coexistence
as given in Fig. 2A. We emphasize that the liquid–vapor density
differences are very large near ambient conditions inducing ex-
treme molecular-scale alterations, both in local spatial order
(hydrogen bonding) and electronic structure. We determine the
critical constants of the QDO model, fTc, ρcg, by fitting the
Wegner expansion (22) to our data, which express the difference
between liquid and vapor densities (ρl and ρv, respectively), as
ρl − ρv =A0τβ +A1τβ+Δ, where τ= 1−T=Tc, β≈ 0.325 for the Ising
universality class, and Δ= 0.5. The results, {Tc = 649ð2Þ K,
ρc = 0.317ð5Þ g/cm3}, agree well with experimental values,
{Tc = 647.096 K, ρc = 0.322 g/cm
3} (23).
Because the baseline of the QDO model is the dilute limit (e.g.,
a single free molecule and an isolated dimer), excellent description
of the low-temperature vapor densities is no surprise. However, the
emergence of a highly realistic liquid and dense vapor branch is a
model prediction because no liquid branch data of any sort were
used in building the molecular model. Thus, the QDO approach
can treat the strong variations in hydrogen bonding, electrostatic
molecular moments (permanent plus induced), and van der Waals
forces that underpin water’s phenomenology.
Temperature of Maximum Density. In Fig. 2A, Inset we extend, at
ambient pressure, the temperature range below ambient tem-
perature to find that water’s density maximum, which at ambient
pressure exists at 277.13 K (23), also emerges naturally. The
estimated TMD is 278.6(20) K with the uncertainty in the last
digits shown in parentheses. The molecular origins of this phe-
nomenon are a topic of current research with an observed cor-
relation to tetrahedral coordination (24) which our model describes
due to its geometry and the accurate gas-phase dipole and quad-
rupole moment (components) and their enhancement in the con-
densed phase. The density maximum is a further illustration of the
subtle balance between competing forces (directional H bonding,
polarization, and more isotropic dispersion interactions including
their many-body forms) and is a key property that should be pre-
dicted by a representative model of water.
Structure and Thermodynamics. The QDO water structure under
ambient conditions is compared with the most recently reported
diffraction measurements (25, 26) in Fig. 3. The results are
characteristic of a highly structured molecular liquid with a well-
developed hydrogen-bond network. Additional forces arising
from the more isotropic dispersion forces act to maintain an
equilibrium density close to the experimental value. Thus, the
inclusion of many-body interactions to all orders enables the
model to describe both local structure and the phase diagram.
Along coexistence, water exhibits a marked temperature de-
pendence in its relative static dielectric permittivity and vaporization
enthalpy (Fig. 4). This dependence arises from strong coupling of
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Fig. 1. QDO water model and predictions. (A) Schematic of the QDO water
model, where a coarse-grained electronic structure, the Drude oscillator, is
embedded in a rigid molecular frame decorated with point charges. The
point charges capture the low-order electrostatic moments of the isolated
molecule. The oxygen charge is placed on the M site down the symmetry
axis, which is represented as a blue dot. The QDO is tethered to the M site.
(B) The ground-state energy surface of the water dimer as a function of O–O
distance with the molecular orientation fixed in that of the minimum energy
geometry. QDO model results (red) are compared with high-level ab initio
data (green) and polarizable Thole-type model potential TTM3-F, v. 3.0 (50)
(blue). (C) Coarse-grained description of the changes in the electron distri-
bution arising at the air–water interface; pink regions denote an increase
and blue regions a decrease in electron density.
Table 1. QDO model for water principal parameters
Parameter Value
ROH 1.8088  a0
∠HOH 104.52°
qH 0.605  jej
ROM 0.504  a0
mD 0.3656  me
ωD 0.6287  Eh=Z
q±D ±1.1973  jej
κ1 613.3  Eh
λ1 2.3244  a−10
κ2 10.5693  Eh
λ2 1.5145  a−10
σD = σH = σM 0.1  a0
σc 1.2  a0
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water molecules to their local environment, depicted as the changes
in the molecular electronic structure of Fig. 2B and in the tetra-
hedral coordination of Fig. 4, Insets. Obtaining the correct balance
between the local structure and electronic structure changes over a
wide temperature range 300 K <T < 600 K is a prerequisite for
prediction of these key properties.
The nontrivial electronic structure rearrangements that occur
in water’s condensed phase along coexistence are also reflected
in its dielectric responses such as the permittivity given in Fig. 4
from experiment and the QDO model. Fig. 2B shows evolution
of water’s electronic structure with temperature from which in-
duced electrostatic moments can be determined. The electro-
static moments are key to generating the correct dielectric
behavior as the dielectric permittivity can be directly related to
the fluctuations in the total dipole moment. The molecular di-
pole in the ambient liquid, for instance, is enhanced to μ= 2.6 D
from μ= 1.855 D of the free molecule, a 40% increase. Both the
dipole and quadrupole moment tensors in the ambient liquid
predicted by the QDO model agree with recent high-level
quantum-chemical estimates (27). Along the coexistence curve,
there is an almost linear but modest depolarization of the water
molecule whereby the dipole moment is reduced from μ= 2.6 D
to μ= 2.3 D. The high-temperature moment is still considerably
larger than that of the gas phase (μ= 1.855 D), demonstrating
that significant environmental correlations leading to molecular
polarization are present, even in the disordered environment of
the near-critical liquid (Fig. 2B) where proportionally more co-
hesion is provided by dispersion forces. The dipole moment
under ambient conditions is consistent with other predictions
(within 10%) (7, 28, 29)Q:10 , noting that the definition of a molecular
dipole requires a model as an appropriate operator cannot be
averaged over the many-body wavefunction to generate it.
We further find that the molecular properties which appear to
be necessary to predict water’s gas and vapor densities at a wide
range of state points also generate realistic thermodynamics. This
is evidenced by the temperature dependence along coexistence of
the vaporization enthalpy, ΔHvapðTÞ, as shown in Fig. 4 in com-
parison with the reference (IAPWSQ:11 ) equation of state (23). At
lower temperatures the hydrogen bonding and dipolar forces
dominate, whereas at higher temperatures, van der Waals forces
are a larger contribution. Capturing this fundamental force reba-
lancing demands an electronically responsive model.
Application to a Solid Polymorph: Proton-Ordered Ice II. Lastly, we
apply the QDO approach in the context of a solid polymorph, the
proton-ordered ice II––to avoid the complications arising from
sampling disordered proton positions in this first application to a
crystal (30). Ice II forms at pressures above ≈ 0.25 GPa and, when
cooled below T = 120 K, it is metastable upon recovery to atmo-
spheric pressure. Its structure is characterized by two distinct hex-
agonal rings of water molecules as shown in Fig. 5A together with a
representation of the electronic rearrangement around the water
molecules predicted by our coarse-grained electronic structure. The
dimensions of the hexagonal unit cell of ice II are a and b= a, which
control the size of the rings, and c, which controls the spacing be-
tween them. Fig. 5B shows the temperature dependence of both
a and c, compared with the experimental data of Fortes et al. (31)
over the temperature range 100 K <T < 160 K. The hydrogen
bonding, electrostatics, and many-body polarization roughly control
a, whereas many-body dispersion allows c to emerge correctly.
Discussion
A simple model for water consisting of a rigid molecular frame
decorated with point charges together with a coarse-grained elec-
tronic structure and a short-range pair potential, parameterized to a
minimal set of monomer and dimer properties only, has been shown
to predict the phase properties of liquid water over a wide range of
thermodynamic states where the molecule remains, to good ap-
proximation, intact. The key insight is that such a minimal model
can capture water’s phase equilibria, dielectric properties along
coexistence, its critical constants, a proton-ordered ice struc-
ture, and water’s TMD. This suggests that the model contains the
essential physics required to describe water over a wide variety of
conditions. It remains to consider why the model is successful and to
elaborate on the key physical principles this success reveals.
In assessing the QDO model’s unique transferability, we begin
with the basic principles underlying its construction. Embedding a
QDO to treat long-range forces via a coarse-grained electronic
structure and solving the QDO within a strong coupling approach
(nonperturbatively) guarantees that interactions of all symmetry are
present to all orders albeit within Gaussian statistics. Strong cou-
pling solutions are important in physical models because they are
unbiased by any a priori choice of dominant symmetry, order of
interaction, or other such considerations. If the underlying model is
sufficient, then predictive power across a variety of environments
becomes possible. In general there are many configurations (free-
energy basins) differing by minor free-energy differences in a
complex system, and a strong coupling solution allows the
dominant motifs for a given environment to emerge naturally
as opposed to giving minor players artificial precedence due to
A B
Fig. 2. Coexistence densities and the TMD of water. (A) Comparison of calcu-
lated orthobaric densities (symbols) with experimental data (solid lines). The
error bars are smaller than the symbol size. The condensed phase molecular
dipole and quadrupole moments at 300 and 600 K, as indicated by arrows, are
also given. For reference, the model’s gas phase values are μ= 1.855 D,
Θ0 =−0.08 DÅ, and Θ2 =2.49 DÅ. (Inset) Density of water at ambient, p= 0.1
MPa, pressure in the temperature range around the experimental density
maximum at 277.13 K; the full line is the compilation of experimental results (23,
51), the symbols are the QDO model results with one-sigma SD smaller than the
symbol size. The TMD estimated from the spline fit (dashed line) is 278.6(20) K.
(B) Change in electron density of water molecule in condensed phase along the
vapor (Left) and liquid (Right) branches of the coexistence curve with respect to
isolated molecule as a function of temperature. The statistically averaged
snapshots are shown for T = 300, 450, and 600 K. The electron density gain is
shown in pink, whereas density loss is given in blue.
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Fig. 3. (A–C) Partial radial distribution functions in the ambient QDO liquid
(red lines) compared with recent neutron scattering (25) (blue lines) and
X-ray diffraction (26) (green line) data. (A) Oxygen–oxygen; (B) oxygen–hy-
drogen, and (C) hydrogen–hydrogen.
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truncation or symmetry selection imposed by the model builder
and/or by a perturbative solution. In the absence of such a strong
coupling approach, transferability becomes problematic because it is
generally not known a priori which terms must be included explicitly.
To illustrate the value of a strong coupling approach, a rep-
resentation of the evolution of the Drude particle charge dis-
tribution in the molecular frame along coexistence is presented
in Fig. 2B. Within a dipole polarizable model (which is some-
times referred to as a “polarizable model” in the literature), the
induced charge distribution can only exhibit dipole character by
construction. The QDO model generates induced multipoles be-
yond dipole as can be clearly seen by the contours of the distribu-
tions and hence richer physics. Water’s quadrupole moment tensor
is in fact changed by the environment (by about 10% in principal
components magnitude) and the QDO model is capable of cap-
turing this effect (as well as all higher-order induced moments)
within the approximation of Gaussian statistics (Fig. 2A).
The QDOmodel also captures many-body dispersion beyond the
dipole approximation and to all orders (two-body, three-body, etc).
These many-body terms, more important in the gas phase (high
temperatures, low density) where the local environment is more
spherical (21) and at surfaces where symmetry is broken, can tip the
balance and yield improved model predictions although they
themselves are not intrinsically large. Barker demonstrated (17) that
it is insufficient to truncate the dispersion series at the pairwise level
for noble gases as three-body terms are critical to phase equilibria
and surface tension. Recently, the importance of many-body dis-
persion in aspirin polymorphism has also been revealed (18). By
contrast, the radial distribution function in dense systems is not
strongly affectedQ:12 , being driven by packing. These higher-order dis-
persion terms are less critical in ambient water where typical models
truncate at the pairwise induced dipole-induced dipole level but, for
the transferability across the phase diagram presented here, they
matter. In other work (32), we have shown the QDO water model
generates the surface tension along coexistence with high accuracy.
This, along with all of the other physics (dielectric properties along
coexistence and the surface tension predicted by the same model) is
difficult to achieve outside a strong coupling approach.
The QDO water model works well without expending enor-
mous effort in its parameterization because the QDO and the
strong coupling solution used provide the long-range interactions
(to all orders), thereby allowing the remainder (short-ranged
repulsion) to be treated efficaciously within a pairwise approxi-
mation. Also, the large delocalized charge distribution of the
quantum oscillator removes limitations arising from insufficient
out-of-plane density in simple model electrostatics (27). Last, we
have taken care to treat accurately the low-order moments (up to
quadrupole) of the gas-phase charge distribution as their neglect
has been identified as an important issue (27). It should be noted
that the QDO model as currently constructed will fail (i) when
the molecule dissociates (ii) at very high pressure, before dis-
sociation, where three-body short-range repulsive terms will
need to be added following, for example, the seminal work of
Madden and co-workers (33). Rare events relying on molecular
flexibility like certain dynamical processes around proteins (34)
will also be outside of the predictive capability.
To provide further context for our findings, we note that early
(and current) water models (5, 10) typically have fixed charges
embedded in a rigid frame, fixed pairwise induced dipole–
induced dipole dispersion terms (pairwise dispersion in the dipole
approximation), and an oxygen-centered repulsion. Among the
most important and challenging tests of model physics is the
prediction of liquid–vapor equilibria as a function of temperature
and of other physical properties along the coexistence curve.
Here, the performance of this class of empirical model shows
considerable variation. In general, the liquid–vapor coexistence
curve for the most common water models (parameterized for the
ambient liquid) severely underestimates the experimental density
of the liquid branch with increasing temperature (35). The pre-
dictions suggest that either additional cohesive forces not con-
tained in these models become more relevant under nonambient
conditions or/and some aspects of the original model parameter-
ization are inappropriate under circumstances where the H-bond
network is reconfigured or weakened. More importantly, even
the more successful models of this class do not immediately ex-
pose the relevant physics required to produce a better description
of the balance of interactions governing liquid–vapor coexistence.
The addition of polarizability in the dipole limit, for example, does
not produce a substantial improvement. As a result, there has been
no clear consensus as to the optimum parameterization strategy nor
agreement on the extent to which it is reasonable to distort molecular
properties of the isolated molecule to improve the description of the
liquid under ambient conditions or other state points.
The above discussion suggests that a more complete re-
presentation of the electronic structure is required. However,
c
(Å
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100 120 140 160
a
(Å
)
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Fortes et al. (2005)
QDO 
1%
A B
Fig. 5. Simulation of the proton-ordered ice II. (A) Characteristic hexagonal
rings in ice II as viewed along the c axis of the hexagonal cell along with the
coarse-grained electronic structure generated by our model. Regions of elec-
tron density increase are given in pink, whereas regions of depletion are given
in blue. The distribution is defined as the difference between the total Drude
oscillator density in the system and density of the unperturbed oscillators po-
sitioned on the molecular sites. (B) Unit cell dimensions of ice II crystals in the
hexagonal settings as a function of temperature. The diamonds are the results
of our simulations in the isobaric–isothermal ensemble at T = 100, 120, 140, and
160 K; the error bars are smaller than the symbols. The solid lines represent the
experimental data obtained from ref. 31 for deuterated ice II.
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Fig. 4. Water properties along the coexistence line. The lines are the ref-
erence IAPWS equation of state (23); the symbols are the results of our
simulations with the errors of the order of symbol size. Circles and left axis
(indicated by arrows), relative static dielectric permittivity of water along the
binodal; diamonds and right axis, enthalpy of vaporization of water. (Insets)
Disruption of tetrahedral structure with increase of temperature along the
binodal (T = 300, 450, and 600 K are shown) is illustrated.
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current ab initio models sufficiently tractable for condensed
phase applications neglect dispersion completely or include
truncated approximations to the dispersion series. They do not,
therefore, generate the balance of forces required to reproduce
water’s signature properties (36). On the other hand, a fully
developed electronic structure incorporated at the level of
simplicity afforded by a single embedded quantum oscillator,
which can be solved nonperturbatively and efficiently, appears to
be sufficient. Together with the model’s fixed charge density
(approximating the isolated molecule charge distribution), the
QDO treatment generates the changing balance of textbook
hydrogen-bonding, polar, and van der Waals forces required to
account for the key properties of water across its vapor, liquid,
and solid phases.
Given the results presented here and that our formulation is
readily extensible to other materials and biological systems, we
discuss the prospects for the QDO class of electronically coarse-
grained models to yield new scientific insight into the emergence of
complexity from the molecular perspective across the physical and
life sciences. We highlight the following general considerations:
(i) Models of the type we illustrate here are intuitive and transparent,
having properties defined entirely in terms of isolated molecules––
unbiased toward any thermodynamic state point or condensed
phase. (ii) The resulting interactions are rich, containing the
complete hierarchy of many-body inductive and dispersive forces as
they are solved in strong coupling. (iii) They are capable of prop-
erly generating the balance between hydrogen-bonding, electro-
static, and van der Waals interactions; this, together with point (i),
offers a promising foundation for a highly versatile description of
matter, linking molecular physics to material properties. (iv) The
simplification of the electronic problem inherent in the QDO
model permits linear scale sampling methods to be used (37). The
formulation can thus be applied with no loss of accuracy to large
systems, allowing the molecular-scale exploration of a wide variety
of important scientific phenomena at greater length scales of or-
ganization including hydrophobic hydration and drying (38), ionic
solvation as well as Hofmeister effects, and biological processes
such as protein–protein association.
Materials and Methods
The Model and the Simulation Method. The QDO-based multiscale Hamilto-
nian for a system with N water molecules is
H=
X
i
T ðrigidÞi +ϕ
ðCoulÞðRÞ+
X
j>i
ϕðrepÞ

ROij

+ EðDrudeÞ0 ðRÞ,
H^ðDrudeÞψ0ðr,RÞ= EðDrudeÞ0 ðRÞ  ψ0ðr,RÞ,
H^ðDrudeÞ =
X
i

T^ i +
mDω2D
2
ðri −RciÞ2

+ϕðCoulÞðr,RÞ.
[1]
Here, T ðrigidÞi is the classical rigid-body kinetic energy of water molecule i;
9N-vectorQ:13 R represents the coordinates of all of the water molecules in the
system; ϕðCoulÞðRÞ is the intermolecular Coulomb interaction energy between
the fixed monomer gas-phase charge distributions only; ϕðrepÞðROijÞ is an
oxygen-centered pairwise repulsion. The quantities EðDrudeÞ0 ðRÞ and ψ0ðr,RÞ
are the ground-state Born–Oppenheimer energy surface and wavefunction
of the QDO electronic structure, respectively; ri and T^i are the position and
quantum kinetic energy of the oscillator centered on molecule i. The oscil-
lators centered at Rci are characterized by parameters fmD,ωD,qDg. Finally,
ϕðCoulÞðr,RÞ is intermolecular Coulomb interaction between the Drude par-
ticles of a negative charge of −qD, at position r, their centers of oscillation
with a positive charge of +qD, at position Rc, and the fixed monomer charge
distribution. Regularization of the Coulomb interaction is discussed else-
where (20). All model parameters are given in Table 1.
We have treated the water molecules in our multiscale Hamiltonian as
classical rigid bodies following seminal early work (10). This is a good ap-
proximation because the essential physics underlying water’s properties is not
altered in going from light water, H2 O, to tritiated water, T2 O. The critical
constants, for instance, are not strong functions of isotope mass, Tc shifting 5 ° C
and the temperature of maximum density by 9 ° C from H2 O to T2 O (1)––both
the molecular polarizability and dispersion coefficients decrease with increasing
isotope mass, counterbalancing quantum effects. In addition, it is known that
there is a cancellation of effects as one goes from a classical rigid-body de-
scription of the water molecule to a quantum-mechanical, fully flexible molec-
ular entity (36), hence the wide adoption of the classical rigid-body approach
(10). The molecular vibrational degrees of freedom being close to ground state
have little entropy as in the rigid model, and classical flexible, classical rigid, and
quantum flexible models simulated under the same simple force law show the
rigid approximation closely matches the quantum result, whereas the classical
flexible model exhibits strong deviations (36, 39).
Classical Drude models are limited to dipole polarization and there are
many such models in the literature (40–42) which can provide comparisons
for our results. This model class, dipole polarizable models, is more compu-
tationally efficient than its quantum analog, but the responses are much
more limited. We have derived exact expressions for dispersion coefficients
and higher-order polarizabilities in the QDO model–– all of which depend
on Plank’s constant and hence vanish in the classical limit (20). This provides
a rigorous justification for the first sentence in this paragraph. The classical
limit of the QDO, the classical Drude model, would have no dispersion and
could not reproduce the dimer curve of Fig. 1 (without the ad hoc addition
of pairwise dispersion, quadrupolar polarization, and higher terms).
The Drude oscillator parameters, fmD,ωD,qDg, are chosen such that the
long-range responses match reference values of the monomer and dimer,
i.e., monomer polarizabilities and pair-dispersion coefficients. The values of
three fixed point charges, fqH,qH,qO =−2qHg, and the position of center of
negative charge placed down the molecular bisector at position RM, are
selected to represent the isolated molecule electrostatics by matching to
low-order electrostatic moments; the positive charges are fixed on the po-
sitions of the hydrogen atoms. A QDO is tethered to the point Rc which
coincides with the position of M site of the TIP4P Q:14model (21). The values of
the Gaussian charge widths are given in Table 1.
Short-range repulsion is incorporated as the difference between a refer-
ence high-level quantum-chemical dimer potential energy surface [calculatedQ:15
at the CCSD(T) level using aug-cc-pVTZ basis set using ACESIII, Version 3.0.7
(43)], and the QDO dimer ground energy surface computed using norm-
conserving diffusion Monte Carlo for the QDO model (44) with 1,000
walkers. The difference is represented as the isotropic pairwise, oxygen-
centered term ϕðrepÞðROijÞ of Eq. 1 and is approximated in the simulation by
(44) ϕðrepÞðrÞ=Piκi expð−λi rÞ, with parameters given in Table 1.
Molecular Dynamics Implementation with Adiabatic Path Integrals. Finite-
temperature condensed phase simulation of the QDOmodel in theNVT,NpT,
and NpT–flex ensembles were performed using the adiabatic path integral
molecular dynamics for QDOs (APIMD-QDO) method (19, 37, 45). The tech-
nique uses a separation in time scale between the path integral degrees of
freedom representing the Drude oscillators and the molecules, to generate
motion of the water molecules on the coarse-grained electronic Born–
Oppenheimer surface provided by the Drude oscillators. APIMD-QDO scales
as OðNÞ in the number of molecules. The path integral was discretized using
P = 96 beads. We typically studied a periodic system of N= 300 water mole-
cules and used 3D-Ewald summation (46) with vacuum boundary conditions
(47) (Ewald parameter erf = 1) to compute the electrostatic interactions.
Simulation of Coexistence Densities and Thermodynamic and Dielectric Properties.
To simulate water along the binodal, the coexistence pressure (or density) is
required. We used direct simulation of two coexisting phases in a series of NVT
calculations of water forming a slab in the central part of an elongated
Lz > ∀fLx , Lyg cell (48), as a Gibbs ensemble method for QDOs has yet to be
developed. The coexistence pressures obtained were then used in an in-
dependent series of NpT simulations of the bulk phase. Resulting densities
were then compared with those obtained from hyperbolic tangent fits to the
density profile of the slab (48), to assess consistency. The normal component of
the stress tensor, calculated using the virial route (49), agrees, within statistical
uncertainty, with experimental values. In all cases, the QDO water system was
evolved for a simulation time of at least 1 ns.
The dielectric permittivity, «, of bulk water was estimated using the linear
response theory expression for a system with electrostatics computed using
Ewald summation (46, 47),
ðe− e∞Þð2erf + 1Þ2
ð2erf + eÞð2erf + e∞Þ
=
ÆM2næ− ÆMnæ
2
3e0VkBT
. [2]
Here, Mn is the total dipole moment of the sample for a given set of mo-
lecular positions (see below), erf is the permittivity of the medium at the
asymptotic surface (36, 47), V = LxLyLz is the system volume, kB is the
Boltzmann constant, T is the thermostat temperature, e0 is the electric
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constant, and the angle brackets represent the canonical ensemble average
of the molecules on the ground-state energy surface provided by the
quantum Drude oscillators at temperature T (performed statistically over at
least 1 ns of simulation time). We evaluated the high-frequency limit e∞
using equation 24 of ref. 47 appropriately modified for our model. In the
above calculations of the dielectric permittivity, performed in the NVT en-
semble under 3D periodic boundary conditions, we also used erf = 1, taking
the densities and temperatures from the coexistence simulations.
Within theAPIMD-QDOmethod,we donot have access to theQDOproperties
for each instantaneous nuclear configuration; to obtain this information the
path integral degrees of freedom would have to be formally integrated (or
averaged) out. To perform the required average to good approximation on the
total dipole moment operator of Eq. 2, the staging dipole moment estimator of
ref. 19 is subaveraged over a time interval, τ=nδt, where δt = 0.125 fs is the
APIMD-QDO time step and the subaverage is indicated by the notation M in
Eq. 2. As the adiabatic separation (how fast the Drude path integral degrees of
freedom evolve compared with the physical atoms) is selected such that the time
scale of nuclear motion encompasses many correlation times of the path integral
sampling, the approach converges rapidly with n, allowing n= 20 corresponding
to τ= 2.5 fs to be used; the averaging time scale is thus small compared with the
Debye relation time of water (ca. 10 ps).
The enthalpy of vaporization, ΔHvap, was calculated in the NpT ensemble
using the densities and temperatures from the coexistence simulation. Be-
cause we assumed rigid monomer geometry in the QDO model, a temper-
ature-dependent correction term for intra- and intermolecular vibrations
(16) has been added.
Simulation of Ice II. To calculate the unit cell dimensions and density of ice II,
we simulated a supercell of N= 324 water molecules at ambient pressure
(p=0.1 MPa) and temperatures ranging from T = 100 to 160 K, in steps of
20 K, using periodic boundary conditions and a fully flexible unit cell
(NpT-flex ensemble). The supercell was equilibrated for a simulation time of
20 ps and the values reported in Fig. 3B are the result of averaging over a
further 100 ps of simulation time. We used vacuum boundary conditions
in Ewald summation of electrostatic forces (erf = 1), which resulted in
minimal finite size effects.
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