A new model describing immiscible, compressible two-phase flow, such as water-gas, through heterogeneous porous media is considered. The main feature of this model is the introduction of a new global pressure and the full equivalence to the original equations. The resulting equations are written in a fractional flow formulation and lead to a coupled system which consists of a nonlinear parabolic equation (the global pressure equation) and a nonlinear diffusion-convection one (the saturation equation). Under some realistic assumptions on the data, we show an existence result with the help of appropriate regularizations and a time discretization. We use suitable test functions to get a priori estimates. In order to pass to the limit in nonlinear terms, we also obtain compactness results which are nontrivial due to the degeneracy of the system.
Introduction
Motivation for the following mathematical problem arises in the area of modeling multiphase flow in porous media. This flow type is of great significance in many petroleum and environmental engineering problems, such as in secondary and tertiary oil recovery, subsurface remediation and CO 2 sequestration. Petroleum engineers need to model multiphase flow for production of hydrocarbons from petroleum reservoirs. Hydrologists and soil scientists are concerned with underground water flow in connection with applications to civil and agricultural engineering, and, of course, the design and evaluation of remediation technologies in water quality control rely on the properties of underground fluid flow. More recently, modeling multiphase flow received an increasing attention in connection with the disposal of radioactive waste and sequestration of CO 2 .
The paper focuses on the modeling of immiscible compressible two-phase flow in heterogeneous porous media, in the framework of the geological disposal of radioactive waste. As a matter of fact, one of the solutions envisaged for managing waste produced by nuclear industry is to dispose it in deep geological formations chosen for their ability to prevent and attenuate possible releases of radionuclides in the geosphere. In the frame of designing nuclear waste geological repositories appears a problem of possible two-phase flow of water and gas mainly hydrogen, for more details see for instance [24, 28] .
The mathematical analysis of two-phase flow in porous media has been a problem of interest for many years and many methods have been developed. There is an extensive literature on this subject. We will not attempt a literature review here, but merely mention a few references. Here we restrict ourselves to two-phase flow in porous media. We refer for instance to [1, 7, 8, 10, 12, 13, 16, 17, 19, 26, 32, 33] for more information on the analysis, especially on the existence of solutions, of immiscible incompressible two-phase flow in porous media and to [4, 5, 6, 15, 18] for miscible compressible flow in porous media and the references therein. However, the situation is quite different for immiscible compressible two-phase flow in porous media, where, only recently few results have been obtained. In the case of immiscible two-phase flows with one (or more) compressible fluids without any exchange between the phases, some approximate models were studied in [20, 21, 22] . Namely, in [20] certain terms related to the compressibility are neglected, and in [21, 22] the mass densities are assumed to depend not on the physical pressure, but on Chavent's global pressure. As shown in [3] the models based on the mass density approximation can be suitable in oil reservoir simulations but are inadequate in many underground gas and water flows where the difference between the phase pressures and the global pressure can be significant. In the articles [23, 25] , a more general immiscible compressible two-phase flow model in homogeneous porous media is considered under the assumption that the capillary pressure function is bounded, which is too restrictive for some realistic problems, such as gas migration through engineered and geological barriers for a deep repository for radioactive waste. In the case of immiscible two-phase flows with one (or more) compressible fluids with exchange between the phases, i.e. a multicomponent model, existence of weak solutions to these equations under some assumptions on the compressibility of the fluids has been recently established in [27, 30, 31] .
In this article, we focus our attention on the study of immiscible, compressible twophase flow in porous media taking into account gravity, capillary effects, and heterogeneity. We will consider a general case of two compressible fluids. The fractional flow formulation employs the saturation of one of the phases and a global pressure as independent variables. This new formulation, recently derived in [2, 3] without any simplifying assumptions, is fully equivalent to the original phase equations formulation, i.e. where the phase pressures and the phase saturations are primary unknowns. The fractional flow approach treats the two-phase flow problem as a total fluid flow of a single mixed fluid, and then describes the individual phases as fractions of the total flow. This approach leads to a less strong coupling between the two coupled equations: the global pressure equation and the saturation equation. Let us also mention that a fully equivalent global pressure formulation for three-phases compressible flows was recently established in [11] .
The aim of this article is to establish the existence of weak solutions for this new formulation for two-phase compressible flows under realistic assumptions. Let us mention that the main difficulties related to the mathematical analysis of such equations are 2 the coupling, the degeneracy of the diffusion term in the saturation equation and the degeneracy of the temporal term in the global pressure equation. The rest of the article is organized as follows. In the next section, we give a short description of the mathematical and physical model used in this study. Then we formulate the assumptions on data and give the main result of the paper on the existence of weak solutions of the problem. We will show the existence with the help of a regularized system, a time discretization, a priori estimates and compactness arguments. In section 3 we define the regularized problem with a parameter η > 0, establish some auxiliary results and formulate the existence of weak solutions of the problem in the non-degenerate case which will be proved in section 4. The proof will be done in three main steps. In subsection 4.1, we use a small parameter h > 0 and construct approximate solutions with a time discretization. Then we prove the existence of weak solutions for the corresponding system and a maximum principle for the saturation. In subsection 4.2, we use suitable test functions introduced in [23] to get uniform estimates with respect to h. These estimates permit passing to the limit when h tends to zero and obtaining the existence of weak solutions for the regularized problem which is carried out in subsection 4.3. Section 5 is devoted to the presentation of the result for the degenerate case, i.e. the proof of the mean result of the paper. For this, we perform the limit as η tends to zero using a generalization of a compactness lemma from [12] (Lemma 5) and a compactness lemma from [29] , proved in the appendix, which permits to consider heterogeneous media.
Mathematical model and main result
Differential equations describing immiscible, compressible, two-phase flow in porous medium are given by the mass balance equation for each phase and the Darcy law which relates the phase pressure gradient and volumetric phase velocity (see, e.g., [9, 12, 14] ). Different wetting properties of the two fluid phases are described by macroscopic capillary pressure law in which we distinguish wetting phase, denoted by subscript w, and nonwetting phase, denoted by subscript g.
We denote by ρ j (p j ) and λ j (S j ), j ∈ {w, g}, mass densities and mobilities of each phase, where p j and S j are the j-phase pressure and saturation. Phase saturations satisfy
and they follow the capillary pressure law
where P c (S g ) is the capillary pressure function. The two-phase flow equations are written in a fully equivalent global pressure formulation in [2, 3] , where a new variable P called the global pressure is introduced with the aim to partially decouple the two mass conservation equations. Phase pressures can then be expressed as functions of the global pressure and saturation, namely, P g = P g (S g , P ) and P w = P w (S g , P ), where here and in the following we use the same letter for the function and the variable.
In order to write down the system of equations describing the two-phase flow in primary variables S g and P we introduce the following coefficients (j ∈ {w, g}):
The function ω in the definition of Λ j is described in Remark 2 below and we note that the choice of S = S g as primary saturation variable is motivated by the fact that S g → P c (S g ) is an increasing function. Differential equations of the two-phase, compressible, immiscible flow can now be written as (cf. [2, 3] ):
where S w = 1 − S g , Φ and K are the porosity and the absolute permeability of the porous medium, and g is the gravitational, downward-pointing, constant vector. Here F I , F P ≥ 0 are given injection and production rates and S * j is known saturation determining the composition of the injected fluid.
A priori estimates that will be used in the sequel are based on the integrability of the quadratic terms λ j (S g )K∇P j ·∇P j . In presence of unbounded capillary pressure function P c we will replace the non-wetting phase saturation S g by a new variable θ (as in [1] ),
which is well defined since β is strictly increasing. Finally, introducing the function
we can rewrite the system (3), (4) as
where S g = S(θ) and S w = 1 − S g .
, be a bounded, Lipschitz domain with its boundary divided in two parts, ∂Ω = Γ inj ∪ Γ imp , where Γ inj denotes the injection boundary, and Γ imp denotes the impervious one. Let ]0, T [ be the time interval of interest and Q T = Ω×]0, T [. We set
where n is the outward pointing unit normal on ∂Ω and
are the phase mass fluxes with q j being the volumetric velocity of the j-phase, j = w, g. Initial conditions are given by
We now state the assumptions needed to prove an existence result for the coupled system (7), (8) with boundary and initial conditions (9) , (10) and (11).
(A.1) The porosity Φ belongs to L ∞ (Ω), and there exist constants,
2) The permeability tensor K belongs to (L ∞ (Ω)) d×d , and there exist constants k M ≥ k m > 0, such that for almost all x ∈ Ω and all ξ ∈ R d it holds:
(A.3) Relative mobilities satisfy λ w , λ g ∈ C([0, 1]; R + ), λ w (S w = 0) = 0 and λ g (S g = 0) = 0; λ j is a non decreasing function of S j . Moreover, there exist constants
(A.4) There exist constants p c,min > 0 and M > 0 such that the capillary pressure function
(A.5) There exist S # ∈ (0, 1), 0 < γ and M > 0 such that for all S ∈ (0,
and for all S ∈ [S # , 1)
5 (A.6) ρ w and ρ g are C 1 (R) non decreasing functions, and there exist ρ m , ρ M > 0 such that for all p ∈ R it holds
, F I , F P ≥ 0, and 0 ≤ S * w ≤ 1 a.e. in Q T .
(A.8) There exist 0 < τ < 1 and C > 0 such that for all
Let us comment the assumptions (A.1)-(A.8). First, the assumptions (A.1)-(A.3) and (A.7)-(A.8) are classical for two-phase flow in porous media. The assumptions (A.4) and (A.5) control the strength of singularities in the capillary pressure and its derivative at the end points S = 0, 1, and it will be commented further on. The assumption (A.6) is satisfied by mass densities given by a physical law, such as the ideal gas law, by correcting the density function for extremely small and large pressure values. Such correction does not influence the system behaviour in physically admissible range of pressures, and therefore (A6) does not limit the applicability of our result.
Remark 1.
It is shown in [3] that the functions P g (S g , P ) is a solution of the integral equation
(note that f w (s, P ) is a function of P g (s, P )) and the wetting phase pressure is given by
Under assumptions (A.3), (A.4) and (A.6), it is easy to see that (16) has a unique solution
. Using the boundedness of P c (S g )(1 − S g ) in (A.4), it is easy to see that there exists a constant M such that for all S g ∈ [0, 1],
The wetting phase pressure P w , in contrast to P g , is unbounded when S g → 1.
Remark 2. As shown in [3] the function ω is defined by
and it can be expressed by the formula:
where
are fluid compressibilities. From (A.3) and (A.6) it follows that ω is smooth, strictly positive and bounded function. There exist constants ω m , ω M , such that for all S g ∈ [0, 1] and P ∈ R, 0 < ω m ≤ ω(S g , P ) ≤ ω M < +∞, and also
Remark 3. From (A.5) it follows that there exists a constant C > 0 such that for all
and for all
For example, for S 1 < S 2 < S # we have
and analogously for S 1 > S 2 .The estimate (19) is proved in a similar way.
Remark 4.
Note that (A.8) is satisfied if the function α(S) = λ g (S)λ w (S) has the following asymptotic behavior at S = 0, 1:
is a monotone increasing function satisfying β(1) < +∞ and thus there exists an inverse function
and S is Hölder continuous with exponent τ . In order to take into account the Dirichlet boundary condition, we introduce the space
Throughout the rest of the paper we will use the notation S = S g . Now we are ready to present the existence result of weak solutions of the system (7), (8), (9), (10) and (11) in variables P and θ. 
Furthermore, for all ψ ∈ V the functions
are continuous in [0, T ] and the initial condition is satisfied in the following sense:
We end up this section by the following remarks. Compared to [23, 25] , our existence result permits to consider unbounded capillary pressure functions and can be applied to physically relevant situations. In contrast to [21, 22, 23] and [25] , we do not demand any additional regularity of porosity and permeability fields apart from boundedness and positivity. This is achieved by a modification of a standard compactness result in [29] . As we will see later, by considering this new model for immiscible compressible two-phase flow in porous media by the concept of global pressure, the proof of the existence of weak solutions greatly simplifies compared to the one presented in [21, 22, 23, 25] . 
Regularised problem and auxiliary results
In the proof of Theorem 1 a crucial role is played by the fact that the change of variables (u, v) = G(S, P ) given by
(S = S g ) is a diffeomorphism. This is proved in the next two lemmas. 
The proof of this result is elementary and it can be found in [34] . It relies on strict monotonicity of the mass densities ρ j and the capillary pressure P c .
In order to study the map G, given by (23), we will decompose it as
By simple analysis, using (A.4) and (A.6), one can see that the mapping
is a bijection from [0, 1] × R to the shadowed region in Figure 3 , which will be denoted by R, which contains open segments BC and DA, but does not contain closed segments AB and CD, corresponding, respectively, to P g = +∞ and P g = −∞ (see [34] ).
Lemma 2. The mappings G and G 2 are homeomorphisms from [0, 1] × R to R and diffeomorphisms from (0, 1) × R to Int(R).
Proof. It is enough to prove the claim for G 2 . Calculating the jacobian of G 2 we get
where P w = P g − P c (S). Therefore, G 2 is a diffeomorphism from (0, 1) × R onto Int(R). To show the continuity of G −1 2 on BC and DA, consider a sequence
Then, obviously, S k → 0, and
From the continuity of ρ w and P c and since u = ρ w,min , ρ w,max , we find P The capillary pressure derivative may be unbounded at S = 0 and S = 1. We will limit the derivative by applying an operator R η , 0 < η < 1, to the capillary pressure derivative in the following way:
and let
Obviously, if the derivative P c (S) is bounded at S = 0 or S = 1, then the correction at that end in R η (P c (S)) is not needed. It is easy to see that, for any η > 0, P η c (S) is a bounded, monotone, C 1 ([0, 1]) function, and that P η c (S) = P c (S) for S ∈ [η, 1 − η]. From (A.4) it follows that for sufficiently small η it holds
Also, the operator R η satisfy
since if it does not we can modify the definition of R η (P c (S)) for S > 1−η by replacing the constant value P c (1 − η) by suitable continuous curve, staying below P c (S) for S > 1 − η. We define,
Obviously,
The derivatives of regularized phase pressures are given as
where, from Remark 2, we have
Now we can write
and
In the regularized version of the system (7), (8) we will use functions P η j instead of P j in calculations of the mass densities. That is, we will replace ρ j (S, P ) by
We will also replace the function A(S, P ) by A η (S, P ), for η > 0, defined as
Obviously, A η (S, P ) ≥ η > 0. The regularized system now takes the form
where S = S g and for j ∈ {w, g}
We introduce the regularized total mobility
and the regularized β function:
Remark 6. The regularized wetting phase flux (without gravity term) can be written as:
and similarly for the regularized non wetting flux:
A priori estimates that will be used in the proof of Theorem 1 are based on the following equality, which can be easily checked:
We will use it to derive the following estimate:
Remark 7. From (26) we see, as in Remark 4, that β η has Hölder continuous inverse
, with the same exponent τ .
Remark 8. Lemma 2 is equally applicable to the mapping
which is therefore homeomorphism from [0, 1] × R onto R.
We now investigate convergence properties of the regularized coefficients when η → 0. 
and the following uniform convergences in [0, 1] × R hold:
Proof. The estimates (44) and (45) follow easily as in Remark 1, by using (A.4) which gives the boundedness of λ w (S)P c (S) in [S # , 1) and the boundedness of (1 − S)P c (S) in [0, 1]. Similarly (46), and (47) are obtained as in Remark 2. For the convergence (48), using (A.4) which implies that λ w (S)P c (S) is bounded in vicinity of S = 1, we get the estimate:
This gives (48), and (52) is obtained in the same way. For (49), we have for sufficiently small η:
Applying (19) in Remark 3 we get
which gives (49). The convergence (50) is obtained in a similar way as in (48) and (49) by using the monotonicity of λ w (S) and the fact that, due to (A.4), λ w (S)P c (S) is bounded in [S # , 1).
The weak formulation of the regularized problem is defined in the following theorem. 
in Ω. For all η > 0 sufficiently small there exists (P η , S η ) satisfying
Let us note at the end of this section that the regularization of the capillary pressure (24) is not needed for problem (53), (54). The fact that the regularized function A η is strictly positive (see (34) ) and (A.4) are sufficient to obtain a regularized problem, i.e. a non-degenerate one. The need for regularization comes from the choice of the test function used in Section 4.2. Namely, P w (S, P ) is not a good test function with P, S ∈ L 2 (0, T ; V ) since ∇P w (S, P ) is not in L 2 (Q T ) due to the singularity of ∂P w (S, P )/∂S at S = 1. This singularity is removed by correcting the capillary pressure curve.
Proof of Theorem 2

Step 1. Time discretization
In this section we introduce a discretization of the time derivative for the regularized system (53)-(54). In order to simplify the notation we will omit the dependence of the saturation and the global pressure on the small parameter η until the passage to the limit η → 0.
The time derivatives in the variational formulation given in Theorem 2 are discretized in the following way: For each positive integer N we divide [0, T ] into N subintervals of equal length h = T /N . We set t n = nh and J n = (t n−1 , t n ] for 1 ≤ n ≤ N , and we denote the time difference operator by
for any h > 0. Also, for any Hilbert space H we denote
For v h ∈ l h (H) we set v n = (v h ) n = v h | Jn and, therefore, we can write
To each function v h ∈ l h (H) one can assign a piecewise linear in time functioñ
Then we have
The discrete system is defined as follows: Find P h ∈ l h (V ) and S h ∈ l h (V ) satisfying
for all ϕ ∈ l h (V ); (56), (57), such that
Proof. The proof is based on the Schauder fixed point theorem. Let us fix 1 ≤ k ≤ N . It is enough to prove that for given
for all ϕ ∈ V and
for all ψ ∈ V , has a unique solution P k , S k ∈ V . By summing (58) and (59) we get
for all ϕ ∈ V , where we have introduced the functions
Note that the system (59), (60) is equivalent to the system (58), (59), therefore, we will prove the existence of a solution to (59), (60).
(Ω) be a mapping defined by T (S, P ) = (S, P ), where (S, P ) is a solution of the following linear system:
for all ψ ∈ V . Here we have introduced the function
Note that (61) is a linear elliptic equation for the pressure P which has a unique solution by the Lax-Milgram lemma. A straightforward estimate gives
where C = C(k M , |Ω|) is a constant. Therefore, by an application of the Poincaré inequality we have
where C is independent ofS,p. Now, since P is known, (62) is an elliptic equation for S whose solution exists by the Lax-Milgram lemma. We have
and therefore, using the Poincaré inequality,
with C is independent ofS,p. The application T :
. From the uniform estimates (64) and (66) we can find a ball in L 2 (Ω) × L 2 (Ω) which T maps to itself. In order to apply the Schauder theorem, it remains to show the continuity of the map T . To this end, let (S i , P i ) be a sequence in L 2 (Ω) × L 2 (Ω) which converges strongly to (S, P ). Let (S i , P i ) = T (S i , P i ), then, up to a subsequence, we have when i → ∞ S i S weakly in V, strongly in L 2 (Ω) and a.e. in Ω, (67)
(Ω) and a.e. in Ω, (68)
(Ω) and a.e. in Ω.
We can pass to the limit in (61) and (62) using boundedness of the coefficients and the Lebesgue theorem, giving (S, P ) = T (S, P ), which proves continuity of the map since the limit (S, P ) is unique. We can now apply the Schauder's theorem which gives the existence of a fixed point of T . The existence of a solution to (56), (57) is then achieved if we prove that 0 ≤ S ≤ 1 a.e. in Ω.
In order to show the boundedness of S let us put ψ = S − = min(S, 0) ∈ V in (62). Note that ψ = 0 only if S < 0. Therefore, all terms containing factors Z(S), Λ η g (Z(S), P ), λ g (Z(S)) and f g (Z(S), P ) (which are zero for S ≤ 0) cancel:
Therefore,
and we conclude that S − = 0, that is S ≥ 0. Inequality S ≤ 1 is obtained by setting ϕ = (S − 1) + in the equation for the wetting phase.
Step 2. Uniform estimates with respect to h
Uniform estimates will be obtained using the following test functions introduced in [23] and used in [25] :
w are defined in (28) and (29) . We will also make this estimate with care to make the dependence on η explicit.
Note that if P = S = 0, then we have P η,k g = P c (0), P η,k w = 0 and therefore G g (P η,k g ), G w (P η,k w ) are admissible test functions. We set ϕ = G w (P η,k w ) in (58) and ψ = G g (P η,k g ) in (59) and we sum the two equations. First we will estimate the terms with discrete time derivative, namely
(71)
If we denote the function under the integrals in (71) by ΦX then we can write (we dropped superscript η for simplicity of notation)
Using the fact that z → ρ j (z), j = w, g, are increasing functions, we get
and similarly for G g (P g ). Therefore,
Again, using the monotonicity of the capillary pressure,
we obtain
From the monotonicity of the mass densities we find
With the estimate (72) we can write the sum of equations (58) and (59), with test
Let us denote the integrals in (74) by X 1 , X 2 ,. . . ,X 6 respectively. Using (40) in X 2 we can write
Using (A.2), (A.3), (A.4) and (A.6) we get the estimate
Using (41) we treat the third integral X 3 in the same way, leading to the estimate:
After summing X 2 and X 3 and using (42) we get
and therefore we can find constant η 0 and C 1 , C 2 independent of η, such that for all 0 < η ≤ η 0 ,
To estimate X 4 , we use (31) and (32) to get
To estimate X 5 and X 6 , we will use the superlinearity of the function P η j → G j (P η j ) and Lemma 3 which give the following estimates, uniform with respect to η, for j ∈ {w, g},
We get
which can be written as
where C 6,η depends on η through p η c,max . Using estimates of all terms X 2 ,. . . , X 6 , we get
where the coefficients C 1 , C 2 , C 5 , C 7 and C 6,η do not depend on h. All of them, except C 6,η , are also independent of η and we have C 6,η = 0 if we take S * = 1. Using the Hölder inequality, multiplying by h and summing from 1 to N we finally get
where again the constant C is independent of h, and independent of η if S * = 1. Using the estimates (75) and (45), it is easy to see that the last term in (76) is uniformly bounded with respect to η. We have proved the following result:
Under the assumptions of Proposition 1 the sequences (P h ) h and (S h ) h of solutions to problem (56), (57) satisfy the following uniform bounds with respect to h:
Let us introduce the functions
and corresponding piecewise constant time dependent functions which will be denoted by r h w and r h g , respectively. We will also denote byr h w andr h g the corresponding piecewise linear time dependent functions defined as in (55).
We have the following estimates:
Proposition 3. Under the assumptions of Proposition 1 we have the following bounds, uniform with respect to h:
Proof. First note that the functions r h j andr h j are uniformly bounded in L ∞ (Q T ). Calculating gradients and using (31) , (32) we easily find
and the same estimate holds for |∇r h g |. This proves (80). For (81), the proof is similar.
From (56), we have for all ϕ ∈ l h (V )
Using Proposition 2, the boundedness of the coefficients and the density of l h (V ) in L 2 (0, T ; V ), we get (82) for j = w. For j = g, the estimate is obtained using (57).
4.3.
Step 3. Passage to the limit as h → 0 Proposition 4. Under assumptions of Proposition 1 we have the following convergences for a subsequence, when h goes to zero:
Furthermore, 0 ≤ S ≤ 1 a.e. in Q T , r j = ρ j (P η j (S, P ))S j and
Proof. In order to prove (83) we first note that by an easy calculation for any bounded function ζ = ζ(x) we have
We will use the following test functions: ϕ = (r 
The boundedness of the coefficients gives the following estimate,
This can further be estimated as
Multiplying by h and summing from 1 to N we get
Using Proposition 2 and Proposition 3 we find that From Proposition 2 we get the weak convergence of subsequences (S h ) h and (
. A small modification of a classical compactness result in [29] (see Lemma 7 in Appendix) gives that (r h j ) is relatively compact in L 2 (Q T ). Therefore, up to a subsequence, for j ∈ {w, g},r h j → r j strongly in L 2 (Q T ) and a.e. in Q T .
Using (83) we get
By Lemma 2 and Remark 8 the mapping (u, v) = G η (S, P ), defined by (43) has a continuous inverse
h we can conclude a.e. convergence in Q T of S h and P h if we show that the measure of the set
is zero (AB and CD are segments on ∂R denoted in Figure 3 ). But this follows from the fact that for (x, t) ∈ E we have |P h (x, t)| → +∞ and therefore
if |E| > 0. This is in contradiction with Proposition 2 and, as a consequence, we have |E| = 0. We have, thus, proved (84), (86) and (85) now follows. From pointwise convergence of S h and P h the limits r j can be now identified as r w = ρ w (P η w (P, S))(1 − S), and r g = ρ g (P η g (P, S))S. Finally, the weak limit in (88) exists because of the bound (82). Using the convergence results in Proposition 4 and the boundedness of all nonlinear coefficients, we can now pass to the limit as h → 0 in the variational equations (56), (57) and find, for all ϕ, ψ ∈ L 2 (0,
). Using an integration by parts in the discrete and limit problems, with a test function of the form ψ(x)ϕ(t), ψ ∈ V , ϕ(0) = 1, ϕ(T ) = 0, we find
Passing to the limit as h → 0 in (89) and subtracting from (90) we get for all ψ ∈ V ,
We have, therefore, r j (S, P )(0) = r j (s 0 , p 0 ) for j ∈ {w, g} a.e. in Ω at t = 0. This concludes the proof of Theorem 2. 25
Proof of Theorem 1
We now pass to the limit as η → 0 in the regularized problem (53), (54). We will now denote explicitly the dependence of the regularized solution on the parameter η. In order to apply Theorem 2, we will regularize the initial conditions s 0 and p 0 with the regularization parameter η and denote the regularized initial conditions by s Lemma 4. Let the sequence (S η , P η ) η be defined by Theorem 2 for sufficiently small η, we set P η j = P η j (S η , P η ) and assume S * = 1. Then the following bounds uniform with respect to η hold true:
Proof. Note that S * = 1 implies that the estimate (76) is uniform with respect to η. Estimates (91), (92) and (93) then follow from (76) since weak lower semicontinuity of seminorms involved in (76) gives, after passage to limit as h → 0,
As we already noted at the end of the proof of Proposition 2, the last integral in this estimate can be bounded, independently of η. For the last two estimates we use equations (53), (54). For ϕ ∈ L 2 (0, T ; V ) we have
Since (91) and (92) 
This proves (94) and (95) is proved in the same way. 
Proof. We recall that the inverse map of β is called S and also
We may assume θ 2 > θ 1 since the opposite case is treated in the same way. Then we have,
For the term X 1 = S2 S1 f w (s, P 2 )R η (P c (s))ds S 1 , in the case S 1 < S 2 , it holds
λ w (s)R η (P c (s)) ds.
Since R η (P c (S)) ≤ P c (S) for S > η, for S 2 > S 1 > S # > η we have
where the last inequality follows from the boundedness of λ w (S)P c (S) in [S # , 1) (see (A.4)).
For S 1 < S 2 ≤ η we have
where we have used (A.5). Finally, for S ∈ (η, S # ), using (18) in Remark 3, we have
P c (s)ds ≤ C|S 2 − S 1 | γ .
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The estimates obtained so far give us for any 0 < τ < 1
where C is independent of η, and from Remark 7 it follows
where τ 1 = τ γ and the exponent τ is given in (A.8).
For the function u η we assume θ 2 > θ 1 . The opposite case is treated in the same way. |u η (θ 2 , P 2 ) − u η (θ 1 , P 1 )| ≤ |(ρ w (P η w (S 2 , P 2 )) − ρ w (P η w (S 2 , P 1 )))(1 − S 2 )| + |(ρ w (P η w (S 2 , P 1 )) − ρ w (P η w (S 1 , P 1 )))(1 − S 2 )| + |ρ w (P In order to estimate the middle term, we use (19) . Since R η (P c (S)) ≤ P c (S) for S ≥ S # > η, for S 2 > S 1 ≥ S # we have
by (19) . For all S 1 , S 2 ∈ [η, S # ) we have S2 S1 λ g (s)R η (P c (s)) ds ≤ C|S 2 − S 1 |, for some constant C, since λ g (S)P c (S) is bounded in (0, S # ). For S 1 < S 2 ≤ η, where R η (P c (S)) and P c (S) are not the same, we have to consider only the case where P c (S) has a singularity at S = 0. Then, in sufficiently small neighbour of S = 0, P c (S) must be negative and therefore P c (η) ≤ (P c (η) − P c (0))/η. Then we have
R η (P c (s))ds
where in the last inequality we used (A.5). Therefore, we can find a constant C, independent of η, such that for any 0 < τ < 1
and (A.8) and Remark 7 give that for τ 1 = γτ we have
Now, taking 0 < r < 1 and using Hölder continuity (96) and (97), we obtain for σ = rτ 1 and p = 2/τ 1 (see [22] for details) ≤ ηc + N ε, where c is the diameter of (r h ) h>0 in L 2 (0, T ; W σ,p (Ω)). For given ε > 0 we take η = ε /2c and ε = ε /2N , which gives r h − r hi L 2 (0,T ;L 2 (Ω)) ≤ ε and proves that (r h ) h>0 is relatively compact in L 2 (Q T ).
