Abstract-This paper gives sufficient conditions for the stability of Linear singular discrete delay systems of the form Ex(t) = A0x(t)+ A,x(t-r) . These new, delayindependent conditions are derived using approach based on Lyapunov's direct method. A numerical example has been working out to show the applicability of results derived. These systems have many special characters. If we want to describe them more exactly, to-design them more accurately and to control them more effectively, we must paid tremendous endeavor to investigate them, but that is obviously very difficult work. In recent references authors had discussed such systems and got some consequences.
II. INTRODUCTION IT should be notice that in some systems we must consider their character of dynamic and static state at the same time. Singular systems (also referred to as degenerate, descriptor, generalized, differential -algebraic systems or semi -state) are those the dynamics of which are governed by a mixture of algebraic and differential equations. Recently many scholars have paid much attention to singular systems and have obtained many good consequences. The complex nature of singular systems causes many difficulties in the analytical and numerical treatment of such systems, particularly when there is a need for their control. The problem of investigation of time delay systems has been exploited over many years. Time delay is very often encountered in various technical systems, such as electric, pneumatic and hydraulic networks, chemical processes, long transmission lines, etc. The existence of pure time lag, regardless if it is present in the control or/and the state, may cause undesirable system transient response, or even instability. Consequently, the problem of stability analysis for this class of systems has been one of the main interests for many researchers. In general, the introduction of time delay factors makes the analysis much more complicated. These systems have many special characters. If we want to describe them more exactly, to-design them more accurately and to control them more effectively, we must paid tremendous endeavor to investigate them, but that is obviously very difficult work. In recent references authors had discussed such systems and got some consequences.
But in the study of such systems, there are still many problems to be considered.
When the general time delay systems are considered, in the existing stability criteria, mainly two ways of approach have been adopted. Namely, one direction is to contrive the stability condition which does not include the information on the delay, and the other is the method which takes it into account. The former case is often called the delayindependent criteria and generally provides simple algebraic conditions. In that sense the question of their stability deserves great attention.
In the short overview, that follows, we shall be familiar only with results achieved in the area of Lyapunov stability of linear, continuous singular time delay systems (LCSTDS). In that sense we will not discuss contributions presented in papers concerned with problem of robust stability, stabilization of this class of systems with parameter uncertainty, see the list of references, as well as with other questions in connection with stability of (LCSTDS) being necessarily, transformed by LyapunovKrasovski functional, to the state space model in the form of differential -integral equations, Moreover in the last few years, a numerous papers have been published in the area of linear discrete descriptor time delay systems, but this discussion is out of the scope of this paper. To be familiar with this matter see the list of attached references. To the best of our knowledge, some attempts in stability investigation of (LCSTDS) was due to Saric [10 -12] where sufficient conditions for convergence of appropriate fundamental matrix were established.
Recently, in the paper of Xu et al. [18] the problem of robust stability and stabilization for uncertain (LCSTDS) was addressed and necessary and sufficient conditions were obtained in terms of strict LMI.
Moreover in the same paper, using suitable canonical description of (LCSTDS) a rather simple criteria for asymptotic stability testing was also proposed.
In the paper of Debeljkovic et al. [6] , for the first time, the problem of asymptotic stability for particular class of (LCSTDS) has been solved, based on some previous results documented in Owens, Debeljkovic [8] using the benefits of so called weak Ljapunov matrix equation and its properties on the subspace of consistent initial conditions. Moreover the problem statement and its solution is given only over the known basic system matrices. Hence, the offered approach based on geometric theory of consistency leads to the natural class of positive definite quadratic forms on the subspace containing all solutions. This fact makes possible the construction of Lyapunov stability theory even for the (LCSTDS) in that sense that asymptotic stability is equivalent to the existence of symmetric, positive definite solutions to a weak form of Lyapunov matrix equation incorporating condition which reffer to time delay term.
In our paper we present quite another approach to this problem. Namely, our result is expressed directly in terms of matrices E and A1 naturally occurring in the system model and avoid the need to introduce any canonical form into the statement of the main Theorem and is based on brilliant result presented by Pandolfi [9] .
Our aim is to derive and present some new results concerning asymptotic stability of a particular class of linear continuous singular time delay systems.
III. NOTATION AND PRELIMINARIES

1R
Real Generally, the singular differential control systems with time delay can be written as: Then we can consider system of the form Eo*x(t) = x(t) + A1x(t -ar), (3a) instead of (2) Moreover we shall assume that rank Eo = r < n . Matrix Eo is defined in the following way Eo =4o'E.
The system (3) is asymptotically stable, independent of delay, if
OU.in Q 2
A, Al I<o-)-e E7TP) (5) and if there exist:
(i) a positive definite (n x n) matrix P on the whole state space, being the solution of Lyapunov matrix s EOTP + PEO = -2In, (6) with the following properties:
where:
with matrix I. representing generalized operator on Rn and identity matrix on subspace Q2 and zero operator on .subspace A. Moreover matrix P should be symmetric and positive definite on the subspace of consistent initial conditions.
Here ac (.) and 0min() are maximum and minimum singular values of matrix (-) , respectively.
Proof. If (6) has solution P with the properties (7), then matrix E cannot have eigenvalues with positive real parts, Pandolfi (1980) . Hence, the system (3) without delay is stable. Conversely, assume that system (3), without delay is stable.
Let matrix P be defined in the following way qT(t)pq(t) = J(iiee0'Eq(t) 1) dt 0 (10)
The integral is zero if q(t) E A, and is finite if q(t) e.
Then it is clear that P is a solution of (6) with properties (7), Pandolfi [9] . Remark 1. Equations (6 -7) are, in modify form, taken from Pandolfi [9] .
Remark 2. It is obvious that Q correspond to the subspace of consistent initial conditions, Campbell [2] or Owens, Debeljkovic [8] there denoted with Wk Remark 3. So the stability of (3) without delay is proved, Pandolfi (1980) .
In the sequel we present the rest of proof, establishing conditions under which (LCSTDS) will be asymptotically stable.
Let us consider functional V (x(t)) = x (t)ETPEx(t) + f xT(K)Qx(K)dK, (11) t-r Note that and Lemma App.' and Theorem App.1
indicates that
is positive quadratic form on Q2 = Wk. , and it is obvious that all smooth solutions x(t) involve in Wk., so V (x(t)) can be used as a Lyapunovfunction for the system under consideration, Owens, Debeljkovic [8] .
It will be shown that the same argument can be used to declare the same property of another quadratic form present in (1 1). Clearly, using the equation of motion of (3), we have
where matrix IQ is defined by See Apendix (13) I2 =Q+S, with symmetric matrix S = ST, with the following property xT(t)Sx(t) 2 0, Vx(t) E Q.
(15) and after some manipulations, following ideas presented in Tissir, Hmamed [13] , yields to V(x(t))=2x (t)(ETPAi)x(t-)
, (16) -XT (t)Qx(t)-xT(t_-r)Qx(t r) and based on well known inequality2:
and by substituting into (16) , it yields or Y~(x(t))< _XT (t)Qx(t) + XT (t)EOTpA1Q-'AITPEox(t)
V~(x(t)) < -x T(t)Q2FQ2X(t), 
. (20) V(x(t)) is negative definite if Proof. See Owens, Debeljkovic [8] .
