Abstract. We are concerned with nonlinear anisotropic degenerate parabolic-hyperbolic equations with stochastic forcing, which are heterogeneous (i.e. not space-translational invariant). A unified framework is established for the continuous dependence estimates, fractional BV regularity estimates, and well-posedness for stochastic entropy solutions of the nonlinear stochastic degenerate parabolic-hyperbolic equation. In particular, we establish the well-posedness of the nonlinear stochastic equation in L p ∩ N κ,1 for p ∈ (1, ∞) and the κ-Nikolskii space N κ,1 with κ > 0, and the L 1 continuous dependence of the stochastic entropy solutions not only on the initial data function, but also on the degenerate diffusion matrix function, the flux function, and the multiplicative noise function involving in the nonlinear equation.
Introduction
We are concerned with the continuous dependence of stochastic kinetic solutions of the following nonlinear anisotropic degenerate parabolic-hyperbolic equations with stochastic forcing:
where A(u) is a positive semi-definite matrix function so that there exists a positive semi-definite matrix α with A(u) = α(u)α(u) ⊤ , the flux function F(u, x) = (F 1 , F 2 , · · · , F d )(u, x) is heterogeneous (depending on the space variable x), and σ(u) is a multiplicative noise function. In the noise term, W = W t is a standard (one-dimensional) Brownian motion on the abstract probability space (Ω, P, P).
In this paper, we first develop a unified framework for the continuous dependence estimates on not only the initial data u 0 (x) but also the diffusion matrix A(u), the flux function F(u, x), and the multiplicative noise function σ(u). Then we derive from this continuous dependence framework to obtain both an L 1 -stability property and a fractional BV estimate, i.e. a Nikolskii semi-norm estimate defined by (1.4) below, for stochastic entropy solutions. The motivation for such a study is three-fold: First, equation (1.1) is heterogeneous (i.e. not space-translational invariant) so that the BV -in-space estimate of solutions in terms of the BV initial data does not follow directly from the L 1 -stability of solutions, which is different from the space-translational invariant case as treated in Chen-Ding-Karlsen [2] . In fact, the BV -in-space estimate can be obtained only in the special case that D x · F(u, x) := d j=1 F j x j (u, x) is Lipschitz in its spatial argument x; in general, only a fractional BV -in-space bound (i.e. bounded in the Nikolskii semi-norm) can be obtained, which depends on the Hölder norm of D x · F in x, as observed in this paper. Second, we carry out our analysis directly from the definition of kinetic solutions, which is independent of the choices of approximate solutions, different from [2] . Most importantly, we provide a uniform treatment for the L 1 -continuous dependence estimates, fractional BV regularity estimates, and well-posedness for stochastic entropy solutions. We assume that the functions involved satisfy the following conditions for x, y ∈ T d : for some constant C > 0, where F u (u, ·) and F x j (·, x) mean the partial derivative with respect to u and x j , respectively. We also assume that D x · F(u, x) and σ(u) have at most linear growth in u, A(u) has polynomial growth in u, and γ α > 1 2 . The results established in this paper on T d can directly be extended to the whole space R d by the techniques developed here. For this purpose, it requires to modify the test function in the proof arguments by multiplying a non-negative smooth weight function with appropriate decay rate at infinity. The results established here can also be extended to more general stochastic forcing such as a multidimensional or a cylindrical Brownian motion:
where H is an m-dimensional Hilbert space (with m possibly infinite), with a complete orthonormal basis {e k }, W k are independent standard Brownian motions, and Φ : R → H, where Φ(u), e k H = g k (u) and k g 2 k (u) ≤ C(|u| 2 + 1). The results can also be adapted to the additive noise:
where k g 2 k ∈ L 1 (T d ). It would be interesting to extend our analysis to the noises with all three arguments of form B(u, x, t) = ∞ k=0 g k (u, x)dW k (t).
Stochastic Kinetic Formulation
In this section, we introduce the notion of stochastic kinetic solutions for (1.1), motivated by the earlier work in Chen-Perthame [4] ; see also Lions-Perthame-Tadmor [20] for the hyperbolic case, and Debussche-Hofmanova-Vovelle [8] and Gess-Souganidis [13] for the translation-invariant degenerate parabolic treatment. Because of the heterogeneity of the flux function F = F(u, x), the definition of a stochastic kinetic solution has to be generalized to preserve a structure of divergence form; see Definition 2.4.
We now motivate the notion of stochastic kinetic solutions heuristically as a weaker form of weak solutions. Denote the Heaviside function:
for r > 0, 1 2 for r = 0, 0 for r < 0.
Starting from the smooth approximate solutions u ǫ satisfying the following equation with viscosity:
we multiply both sides of (2.2) by −H ′ (ξ − u ǫ ) to obtain
3)
where we have used H ′ (ξ − u ǫ ) = δ(ξ − u ǫ ) and the colon to denote element-wise scalar product so that A :
Assume that u ǫ (x, t) → u(x, t) a.e. as ǫ → 0. Then, letting ǫ → 0, we arrive at the kinetic formulation of the equation:
where the measures m u , n u , and p u = δ(ξ − u)σ(ξ) are the limits of the kinetic dissipation, parabolic defect, and Itô correction measures as ǫ → 0, respectively:
Denote M 1 (R) as the set of probability measures on R, and M + b as the set of non-negative bounded Radon measures. We can now make the following definitions, clarifying the roles of the measures exhibited above. Definition 2.1 (Parabolic defect measure n u as introduced in Chen-Perthame [4] ). A measure
(ii) For B c R ⊂ R as the complement of the ball of radius R and T ∈ (0, ∞), lim
admits a predictable representative (in the L 2 equivalence classes of functions).
From now on, for simplicity, we always denote
As our next definition specifies, the only feature we need for the kinetic measure m u is its nonnegativity.
Definition 2.4 (Stochastic kinetic solutions
is called a kinetic solution of (1.1) in Ω×T d ×[0, T ] for some T > 0 with initial condition: u| t=0 = u 0 , provided that u satisfies the following:
(ii) For any ϕ ∈ C b (R), the Chen-Perthame chain rule relation holds (see [4] ):
and almost everywhere in (ω, t); (iii) Given the parabolic defect measure n u , there is a kinetic measure m u ≥ 0 P-a.e. such that
Equation (2.9) is obtained by testing (2.4) with ϕ and using the chain rule (2.8).
Remark 2.1. In this section, we introduce the kinetic formulation (2.4) for kinetic solutions in the sense of (2.9) with related kinetic measure m u , parabolic defect measure n u , and Itô correction measure p u in the periodic domain. The existence of kinetic solutions in the periodic domain will be established in §7. The kinetic formulation can also be defined in R d or any other domain, correspondingly.
Remark 2.2. Denote∇ := (D x , −∂ ξ ). Then the two integrals involving the flux function F in (2.9) can be expressed asˆT
which shows clearly the divergence structure attained in this formulation for kinetic solutions, so that the integral above can be seen as
Framework for Continuous Dependence Estimates
In this section, we develop a general framework for the continuous dependence estimates of stochastic entropy kinetic solutions. Consider the pair of nonlinear equations:
where B is also a positive semi-definite matrix with square root β = (β ij ). Corresponding to assumptions (1.5)-(1.9) for (3.1), we assume the following conditions for x, y ∈ T d :
We allow κ G1 , κ G2 , λ τ , and γ β to be different from κ F 1 , κ F 2 , λ σ , and γ α , respectively, but we still assume that D x · G(u, x) and τ (u) have at most linear growth in u, B(u) has polynomial growth in u, and γ β > 1 2 . We employ a Kruzhkov doubling-of-variable technique and attempt to bound the difference of their stochastic kinetic solutions, so that the kinetic solution u of (3.1) is understood to take the spatial variable x, and the kinetic solution v of (3.2) is understood to take the spatial variable y.
In the following, we always assume
The role of the kinetic function is based on the observation:
The manipulations are formally only as they stand directly. Thus, we have to make mollifications for justification. Let η 1 : R → R be defined as a smooth convex function, equal to (·) + outside [−1, 1] ⊆ R, and symmetric with respect to the origin in the sense that η ′ 1 (−r) = 1 − η ′ 1 (r). Such a function η 1 can be constructed so that η ′ 1 (r) :=´r −∞J 1 (s) ds, whereJ 1 is a standard symmetric bump function supported on [−1, 1] such asJ 1 (r) = C exp( 1 1−r 2 ), with choice of C as a normalization constant so that´RJ 1 (r) dr = 1. Now scaling by ρ in the usual way to obtain an approximation to δ(r):
, so that η ′ ρ (r) preserves the symmetry:
Finally, we set
By the symmetry, we see that η ρ coincides with (·)
Using the definition of the Heaviside function H and writingH(ζ − v) :
Before we proceed to the manipulations that will mould the equation into a form similar to the terms in (3.10) above, we state a lemma that gives us a way to leverage definition (2.9) into a more versatile form. This is essentially Proposition 10 of [9] and Proposition 3.1 of [8] . It can also be found in [15] as Proposition 3.1 -there is an almost surely time-continuous representative of any possible kinetic solution.
Lemma 3.1. Let u be a kinetic solution of (1.1) with initial data u 0 . Then there exist representatives f ± (ξ, x; t) of H(ξ − u) = χ ξ≥u that are almost surely left-and right-continuous-in-time. That is, for every τ
Using the definition of kinetic solutions in (2.9), we can manipulate in the following way to obtain the bounds for the terms in (3.10) above.
We first derive a version of (2.9) without the temporal integral by choosing a test function of the form: ϕ(ξ, x, s) = φ(ξ, x)χ ε (s) with
Taking limit ε → 0 in both sides of (3.11), we obtain
where
As for the analogous equation for H(ζ − v), making the requisite changes in (2.4) directly, we obtain
Therefore, we can find the expressions for the left-hand side of (3.10) via (3.12)-(3.16) by choosing the test functions that will be subsequently prescribed.
Again, let η ρ be chosen as in (3.9). Next, defining
we can take φ(ξ, x) = ϕ(ξ, ζ, x, y) that is smooth in (ξ, x) for fixed (ζ, y) in (3.12), andφ(ζ, y) = ϕ(ξ, ζ, x, y) that is smooth in (ζ, y) for fixed (ξ, x) in (3.16), so that the product φ(ξ, x)φ(ζ, y) with the form:
is a smooth symmetric and non-negative function defined on R d , centred at the origin and supported on B 1 (0).
Multiplying (3.10) by J θ (x − y) and integrating in (x, y), we havê
As θ → 0, the right-hand side above tends
With such a choice of the test function, we have the following usual identities:
3.1. The product. We can now obtain an expression for the left-hand side of (3.10).
Proposition 3.1. Let u be a kinetic solution of (3.1) with initial data u 0 , and let v be a kinetic solution of (3.2) with initial data v 0 . Let the nonlinear functions in
29)
and dE := dξ dζ dx dy.
Proof. We divide the proof into five steps.
1. For simplicity of notation, we write (3.12) and (3.16) as
and
by dropping the dependence φ andφ in these functionals when no confusion arises. Multiplying (3.30) by (3.31), we have
2. Performing integration by parts, we have
where the sum is over the countable number of points at which jumps are non-zero. Similarly, we have
Furthermore, we obtain
Now the only jumps that may occur come from terms
Therefore, we have
Since the Heaviside function takes the value 1 2 at the jump as defined in (2.1), we can writê
and likewise with u and v reversed. From this, we concludê
where M denotes a generic martingale term, which has expectation zero. 3. Next we have
By the Itô isometry,
4. Combining (3.34)-(3.35) with (3.33), and using
since m u and m v are nonnegative Radon measures, and E M = 0.
5. By the definition of I η and identity (3.22), we conclude (3.24).
3.2. Difference estimates. From (3.24), we need to estimate the integral terms E I 0 , E I F , E I a , E I σ , and E I η as defined in (3.25)-(3.29). We refer to these integral terms as the initial term, flux term, parabolic term, Itô correction term, and mollification term, respectively.
Proposition 3.2. Let u be a kinetic solution of (3.1) with initial data u 0 , and let v be a kinetic solution of (3.2) with initial data v 0 . Let η ρ and J θ be defined as in (3.21) . Let α and β satisfy (1.9) with respective indices γ α and γ β , and let σ and τ satisfy (1.8) with respective indices λ σ and
Then the following estimates hold :
(i) For the parabolic term,
where C depends on d, |T d |, F, and G.
(iii) For the Itô correction term,
where C is a constant depending on d, |T d |, σ, and τ .
(iv) For the mollification term,
41)
We will return to bound this quantity after we attain a bound on the bounded variation semi-norm of v(x, t) in §5.
Proof. We divide the proof into four steps.
1. Parabolic terms. With reference to (3.27) where I a is defined, we first show
We use ∇J θ (x−y) to mean (∇J θ )(x−y), which is equal to −∇ y J θ (x−y) for clarity of presentation to avoid the proliferation of parentheses. Since
Using the chain rule (2.8) for kinetic solutions and the symmetry of ∇ 2 xy ϕ, we havê
where we have also used the following fact:
Next we employ form (2.5) of the parabolic defect measure with
Similarly, we haveˆt
Therefore, we obtain −ˆt
Inserting this into (3.43) yields
Notice that
Combining this with (3.45), we complete the proof of (3.42).
These terms in I a can be estimated by invoking either the boundedness of √ A − √ B L ∞ or the continuity of α and β in (1.9) as follows:
Writing γ β for the Hölder exponent of β, we have the estimates:
and similarly,
where C(β) = β C γ β . Finally, we have the estimate:
Combining all the estimates above to conclude (3.38).
Flux term. Notice that
First, with condition (3.37), we have
following [8] , consider the following calculation:
From the bounds on Γ and η ′′ ρ , by changing variable ξ ′′ = ξ ′ − ζ ′ , we further havê
Now applying bound (3.53) yieldŝ
For the next integral, we use the fact that ϕ ξ = −ϕ ζ :
Furthermore, we have
Following (3.56) above, we again have
Finally, using ∇ x ϕ + ∇ y ϕ = 0 and adding (3.51)-(3.57) together, we are led to
3. Itô correction term. The Itô correction integral can be estimated as follows:
Note that, in the above, σ(u) and τ (v) are essentially symmetric. 4. Mollification term. To prove (3.41), we use the basic inequality:
Furthermore, 
, where ψ is a non-negative smooth function R d → R supported on B R (0). The terms involving ∇ψ and ψ appear respectively in the parabolic and Itô correction terms. In particular, in the Itô correction and mollification estimates, ρ ψ L 1 makes an appearance so that, in order for R → ∞ (so that ψ → f (x) ≡ 1 pointwise), one needs ρ → 0 first; otherwise, no estimates are possible without prescribing very specific forms for ψ.
L 1 -Stability Estimate
In this section, we establish the following L 1 -stability theorem.
Theorem 4.1 (L 1 -stability estimate). Let u and v be kinetic solutions of (3.1) with initial data u 0 and v 0 , respectively. Let the nonlinear functions of (3.1) satisfy assumptions (1.5)-(1.9). Then the following L 1 -stability estimate holds:
where C is constant depending only on d.
Proof. In this case, F(·, ·) = G(·, ·), A(·) = B(·), and σ(·) = τ (·) so that γ α = γ β =: γ and λ σ = λ τ =: λ. Then, from Proposition 3.2, we obtain
Taking the limits in the order: ρ → 0 first and θ → 0 second, we have the estimate sought.
Remark 4.1. If F is space-translational invariant (so that D x ·F u = 0), then we conclude the familiar L 1 -contraction estimate :
Fractional BV Estimate
We now apply Proposition 3.2 to the pair of two equations:
with initial conditions u(x, 0) = u 0 (x) and v(x, 0) = u 0 (x + h), respectively, for u 0 ∈ BV , and derive a fractional BV estimate. In this case, γ α = γ β = γ and λ σ = λ τ = λ. With this fractional BV estimate, we can also refine our continuous dependence estimate.
Theorem 5.1 (Fractional BV estimate). Let u be a kinetic solution of (3.1) with initial data u 0 . Let the nonlinear functions of (3.1) satisfy assumptions (1.5)-(1.9). Then the following fractional BV estimate holds:
where C depends on d, andK 1 (F, t) depends on (u 0 , v 0 ) L p and is proportional to the Hölder norm of D x · F(·, x) in x.
In particular, if u 0 is in the κ F 2 -Nikolskii space with κ F 2 ≤ 1, that is, the functions of bounded κ −1 F 2 variation, then the fractional BV bound holds:
, where | · | N κ,1 denotes the bounded 1 κ -variation semi-norm, the Nikolskii semi-norm (1.4).
Proof. By the substitution z = x + h in (5.1), it can be seen that, if u(x, t) solves (5.1), u(z, t) = u(x + h, t) solves (5.2).
As in the L 1 -stability estimate in §4, choosing B = A and τ = σ in Proposition 3.2, we have
For the flux term, we do not directly choose G(·, ·) = F(·, · + h), but we observe that taking G(·, ·) = F(·, ·) and substituting y + h for y except in the appropriate argument in ϕ would leave the integral I F in (3.26) unchanged. This change of perspective immediately allows us to see that it suffices to make a small fine-tuning related to estimate (3.55)-(3.56) so that they read:
by using ϕ ξ = −ϕ ζ , and
Let |h|, θ < 1. Then
By our choice of G, we see that
Next we apply Gronwall's inequality and use the estimates on I η . Then we conclude the proof by choosing θ = |h| and taking ρ → 0. In particular, if u is in the fractional BV class with index κ, then
which is equivalent to
This can be seen as follows:
This completes the proof.
Remark 5.1. If κ F 2 = 1, we obtain an actual BV estimate by taking the supremum, whilst sending θ = |h| → 0. In fact, adding to the inequality by the corresponding inequality for u(y+h)−u(x) − , we have
Finally, in the space-translational invariant case,
, so that the classical BV bound follows:
In particular, when κ F 2 = 1,
Continuous Dependence Estimate
A continuous dependence estimate for equations (3.1)-(3.2) is an estimate of the form as stated:
where E tends to zero as its arguments (A − B, F − G, σ − τ, u 0 − v 0 ) tend to zero, and · is a norm or semi-norm. To prove the full continuous dependence estimates, we use our (fractional) BV estimates to refine both the mollification estimates (3.41) and the estimates in Proposition 3.2.
Theorem 6.1. Let u be a kinetic solution of (3.1) on T d with initial data u 0 ∈ L p , and let v be a kinetic solution of (3.2) on T d with initial data v 0 ∈ N κ,1 ∩ L p with κ ≥ κ G2 . Let F and G satisfy (1.5)-(1.7) and (3.3)-(3.5), respectively. Let σ and τ satisfy (1.8) with λ σ and λ τ , and let A and B satisfy (1.9) with γ α and γ β , respectively. Then, for any real constants ρ, θ > 0, the following continuous dependence estimate holds:
with all constituent differences assumed to be bounded,
and C 0 is a constant depending G, B, τ, d, T , and |T d |.
In particular for v 0 ∈ BV ∩ L p , we can choose µ < κ G1 and set
yields that there exists a constant C > 0, depending on T > 0, such that
6.1. Refining the Mollification Estimate. With the assumption that v 0 ∈ N κ,1 , we return to the mollification estimate (3.41):
Moreover, when t = 0,
6.2. Continuous Dependence Estimate. In this subsection, we prove the general continuous dependence estimate for data in N κ G2 ,1 . From Proposition 3.2, we have the estimates:
Applying the Gronwall inequality to the preceding calculation, we have
where L is defined by (6.1). Now we apply the mollification estimate (6.2) to obtain
6.3. Refining the Continuous Dependence Estimate. Next, we consider the BV case. Assuming that κ G2 = 1, we can refine the estimate further. Since E |v(·, t)| BV is bounded, we can refine the estimates in Proposition 3.2. Let P ∈ L ∞ be some generic placeholder. Then integration by parts yields
As ∇v is a measure in y (and not in ζ), product δ(ζ − v)∇v makes sense. We have used the boundedness of η ′ ρ . That is, we can replace
by |v(t)| BV |T d | to avoid an application of Gronwall's inequality, which puts θ −1 in an exponent, and an exponential penalization in time here (which will come from estimate (5.3) on |v(t)| N κ 2 ,1 instead).
In particular, we have
in place of (3.46)-(3.48).
Similarly, we have (6.6) in place of (3.51).
Remark 6.1. This could also have been applied to (3.54) if G u (ξ, x) − G u (ζ, x) were assumed to be uniformly bounded, replacing θ −1 by´t 0 |v(·, s)| BV ds in (3.54).
As in §6.2, using Proposition 3.2, we arrive at the bound:
By estimating the mollification and BV terms, we derive a continuous dependence estimate for
as before. Since 2γ β ≥ 1, we can choose µ < κ G1 and set
we complete the proof.
Remark 6.2. The case that A depends on x, i.e. A = A(u, x), behaves differently and additional difficulties present themselves. In particular, in considering the BV -estimate, in order to make a sense of the calculations, one might take the ith derivative of the entire equation (at the bulk, non-kinetic level) and test it against η ′ ρ (∂ i u). One cannot easily propose an assumption on A(u, x) x i by which to bound the terms:ˆη
because the second derivatives inevitably appear in the estimates.
Existence of Stochastic Entropy Solutions
In this section, we employ the continuous dependence estimate to establish the existence of stochastic kinetic solutions. In order to achieve proper energy estimates in L p (T d ), we require in this section the assumption that
Remark 7.1. With reference to Remark 3.1, it is possible to extend this result to L p (R d ) as in fact only the L 1 -stability is used. 7.1. Convergence in ε. Let u ε 0 be a collection of the initial data functions that tend to u 0 almost everywhere, almost surely.
We show here that there is a subsequence of the corresponding viscosity kinetic solutions u ε , which converges to a unique stochastic kinetic solution. From the continuous dependence estimates, we conclude that the kinetic solutions u ε and u ε ′ of
Then we conclude
That is, the approximate solution sequence {u ε } is a Cauchy sequence in L 1 so that there is a subsequence (still denoted) {u ε } converging to an L 1 function u a.e. almost surely.
Existence theorem.
With the convergence of {u ε } obtained in §7.1, then we can follow [2] to conclude the following existence theorem: 
Proof. For any fixed ε, we can mollify [2] , using the arguments of §4 of Feng-Nualart [12] , together with the convergence results §7.1, we can conclude that there is a convergent subsequence u ε (x, t) that converges a.e. almost surely to u(x, t) that is a stochastic kinetic solution. The L 1 -stability of stochastic kinetic solutions implies the uniqueness of the solution.
In particular, if E u 0 L p + u 0 N κ,1 < ∞, By the continuous dependence estimates, we conclude that
Remark 7.2. In [8] , a different path to the existence has been taken, by following [9] to use the martingale solutions and the Krylov-Gyöngy mechanism, whereby a weak (martingale) solution together with pathwise uniqueness gave the strong (pathwise) existence. This was alluded in the final sections of [10] , where it is mentioned that the approximations, which yield a martingale solution under the Skorokhod representation theorem, were obtained as solutions to parabolic approximations.
Temporal Fractional BV Regularity of Stochastic Entropy Solutions
In this section, we prove that the entropy kinetic solution is of fractional BV regularity in time.
Let D x · F be of linear growth in u and κ 2 -Hölder in x for some κ 2 > 0. Let σ be of linear growth, and let the entries of A be of polynomial growth in u. Then there exists β > 0 depending on κ 1 and κ 2 such that, for any T > 0, there is C T > 0 so that
Proof. Let us define the temporal difference w(·, t) := u(·, t + ∆t) − u(·, t).
From the definition of stochastic kinetic solutions, for a test function ϕ(ξ, x, t), we have H (ξ − u(t + ∆t)), ϕ − H (ξ − u(t)), ϕ where, as in (3.12), the angle brackets represent the integrals in (x, ξ). As before,H := 1 − H with H as the Heaviside function. We now choose a test function convex in the kinetic variable ξ, so that we can avail ourselves of the sign of the defect measures in the effort to estimate the left-hand side. We retain the positive part function in favour of the sign function.
Nevertheless, inspired by [2] , we use the test function:
ϕ(ξ, x, t) = (J θ * (sgn(w(·, t))) + )(x) η ′ ρ (ξ − u(t)) ≥ 0, where J θ is again an approximation to δ 0 (x) that is a smooth nonnegative function with support on B θ (0) and unit mass. Let η ρ : R → R continue to be as in the construction given in (3.9) . Notice that Φ(ξ, x, t) here, for which Φ ξ = ϕ, is convex in ξ.
Integrating above from 0 to T − ∆t in t, we have the expression: Notice that, though the test function ϕ depends on u(t + ∆t), in the stochastic integral above, one can integrate first in s so that all the integrals are adapted and well-defined either in the Lebesgue-Stieljes sense or, more generally, in the Itô sense.
On the left-hand side of (8.1), from the presence of η ′ ρ (ξ − u(t)) in the definition of ϕ, we expect that H(ξ − u(t)), ϕ → 0 as ρ → 0. We have the following estimate:
For the right-hand side of (8.1), we first note that, as remarked previously,
We proceed to analyze the remaining parts of the left-hand side of (8.1). This allows us to optimize α to conclude that there exists β depending on κ 1 and κ 2 such that
Remark 8.1. In [2] , it is conjectured that the optimal bound for the first-order conservation law is (∆t) 1/2 . If the BV bound of the solution is in place of a fractional BV bound, the conjecture holds true on the torus for that case. However, in the second-order case, the presence of the second derivative provides another power of θ −1 in the presence of a spatial BV bound, which leads to a bound C(∆t) β under the optimization.
