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The computation of interfacial free energies between coexisting phases (e.g. saturated vapor and
liquid) by computer simulation methods is still a challenging problem due to the difficulty of an
atomistic identification of an interface, and due to interfacial fluctuations on all length scales. The
approach to estimate the interfacial tension from the free energy excess of a system with interfaces
relative to corresponding single-phase systems does not suffer from the first problem but still suffers
from the latter. Considering d-dimensional systems with interfacial area Ld−1 and linear dimension
Lz in the direction perpendicular to the interface, it is argued that the interfacial fluctuations cause
logarithmic finite-size effects of order ln(L)/Ld−1 and order ln(Lz)/Ld−1, in addition to regular
corrections (with leading order const /Ld−1). A phenomenological theory predicts that the prefactors
of the logarithmic terms are universal (but depend on the applied boundary conditions and the
considered statistical ensemble). The physical origin of these corrections are the translational entropy
of the interface as a whole, “domain breathing” (coupling of interfacial fluctuations to the bulk order
parameter fluctuations of the coexisting domains), and capillary waves. Using a new variant of the
ensemble switch method, interfacial tensions are found from Monte Carlo simulations of d = 2 and
d = 3 Ising models and a Lennard Jones fluid. The simulation results are fully consistent with the
theoretical predictions.
PACS numbers: 64.60.an, 64.60.De, 64.70.F-, 68.03.Cd
I. INTRODUCTION
Interfacial phenomena are ubiquitous in the physics of
condensed matter and materials science: nucleation of
droplets [1–9] in a supersaturated vapor (or nucleation
of bubbles in an undersaturated liquid) is controlled by
a competition between the free energy cost of forming
an interface and gain in free energy (resulting from the
fact that the stable phase has a lower free energy than
the metastable one). Of course, related phenomena occur
in more complex systems (crystal nucleation from the
melt, formation of nematic or smectic droplets in fluids
which can form liquid crystal phases etc.) and in various
solid phases (nucleation of ferroelectric or ferromagnetic
domains driven by appropriate fields, etc.). In complex
fluids and biosystems heterogeneous structures (such as
mesophases of strongly segregated block copolymers [10])
are often maintained in thermal equilibrium, due to an
interplay of various free energy contributions, one of them
being an interfacial tension. Stable heterogeneous struc-
tures can also be stabilized in fluids due to the effect of
confining walls, e.g. wetting layers [11–13] and nanosys-
tems [14].
Thus, the prediction of the excess free energy due to
an interface between coexisting phases is a basic task
of statistical mechanics [15–18]. Although this has been
recognized since a long time [19], and mean-field type
approaches have been developed and are widely used
e.g. [20–23], such theories are not based on a firm ground:
the existence of a well-defined “intrinsic interfacial profile”
is doubtful [15–17, 24–26]; an inevitable input is the free
energy density of homogeneous states [27] throughout
the two-phase coexistence region: this is again a concept
valid for systems with long range forces [5, 28–30], but
ill-defined in the short-range case [5, 9, 30, 31]. While the
bulk phase behavior often can be accounted for rather
well by mean-field type theories (apart from the neighbor-
hood of critical points, of course, but there the neglected
long wave length fluctuations and the effects caused by
them can be well accounted for by renormalization group
theory [32]), this is not the case for interfacial phenomena.
Interfaces (between fluid phases) have fluctuations on all
length scales, and although their long wavelength part
(capillary waves [33–38]) is well understood, the inter-
play of short wavelengths with fluctuations in the bulk
is not yet well understood [26, 36–38]. Thus one cannot
improve the mean-field results by fluctuation corrections
systematically.
In view of this dilemma, the prediction of interfacial
free energies by computer simulation methods [18, 39–78]
is very important. For many model systems of statistical
mechanics, computer simulation methods can very accu-
rately predict the equation of state, and thermodynamic
properties derivable from it [79–81]. Of course, computer
simulations deal with systems of finite size, and hence
finite-size effects need to be carefully considered [82–85],
in particular near critical points or if dealing with phase
coexistence. However, finite-size scaling concepts for such
problems have been established since a long time [81–85]
and are very successful [79, 81].
Unfortunately, with respect to finite-size effects on in-
terfacial phenomena the situation is less satisfactory, al-
though the problem has also been considered since a long
time [84, 86–91]. Therefore, the present paper takes up
this task again, reconsidering the finite-size effects on
interfacial tensions for archetypical model systems, such
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2as the Ising model in d = 2 and d = 3 dimensions, and
the Lennard-Jones fluid. Our work is based on several
ingredients:
(i) By further adaptation of the recently developed
ensemble switch method [92–94], a computationally
very efficient alternative to existing approaches has
become available.
(ii) The computational power of recently available com-
puter hardware exceeds the power that was available
20 to 30 years ago, when most previous studies of
this problem were done but led to less conclusive
results, by many orders of magnitude.
(iii) Unlike most previous work, we vary both the linear
dimension L parallel to the interface and the linear
dimension Lz perpendicular to it systematically. We
find that this aspect is crucial to unambiguously
identify the sources of the various effects.
(iv) We compare systematically the results obtained
choosing different boundary conditions (e.g., peri-
odic versus antiperiodic in the Ising model) and
different ensembles (conserved or nonconserved den-
sity when we interpret the Ising system as lattice
gas).
Due to these ingredients (i)-(iv), we have been able to
discover a new mechanism of interfacial fluctuations (“do-
main breathing”), which has not been mentioned in the
previous literature. Apart from the domain breathing
mechanism, known effects like the translational entropy
of the interface and capillary wave effects play a major
role for our study.
As a disclaimer, we emphasize that some important
aspects will not be studied in this work: we will not
address the interesting crossover [91] of these finite-size
effects towards those associated with the critical point,
where the interfacial tension vanishes; we also ignore the
anisotropy of the interfacial tension (which is present also
in the Ising model [44, 63, 115], and very important when
approaching (in d = 3) the roughening transition [95] (or
zero temperature, in d = 2). Of course, this anisotropy
must not be ignored when one considers crystal-fluid
interfaces [65–78]. We plan to study the latter in future
work.
The outline of this paper is as follows: in Sec. II, we de-
scribe in detail (a brief summary was already presented in
a Letter [96]) the phenomenological theory of the logarith-
mic finite-size effects on interfacial tensions. In Sec. III,
we briefly characterize the models that are studied, and
describe the ensemble switch method that is used in the
Monte Carlo simulations. Sec. IV describes our numerical
results for the d = 2 and d = 3 Ising model and a d = 3
Lennard-Jones fluid, by which our theoretical predictions
are tested. Sec. V gives a summary and an outlook on
open problems.
II. PHENOMENOLOGICAL THEORY OF
FINITE-SIZE EFFECTS ON INTERFACIAL FREE
ENERGIES
A. System Geometry and Boundary Conditions
For simplicity, in most of our discussions we shall focus
on the ferromagnetic Ising system with nearest neighbor
interactions of strength J , i.e. described by the Hamilto-
nian on a square or simple cubic lattice,
H = −J
∑
〈i,j〉
SiSj −H
∑
i
Si, Si = ±1, (1)
where 〈i, j〉 denotes the sum over all nearest neighbor
pairs, and H is the magnetic field, which is set to zero
throughout this work. We focus on coexisting phases,
described for temperatures T less than the critical temper-
ature Tc by states with positive or negative spontaneous
magnetization, ±mcoex. Motivated by the interpretation
of the Ising magnet as a lattice gas model (where Si = −1
means that the lattice site i is empty, while Si = +1
means that the lattice site i is occupied by a particle),
we denote the (T,H) ensemble as “grandcanonical” (gc)
and the (T,m) ensemble as “canonical” (c). Here m is
defined as the magnetization per spin,
m =
1
LzLd−1
∑
i
Si , (2)
where we have already anticipated that we take a lattice
of linear dimension Lz in the z-direction, while the lin-
ear dimension in the other direction(s) is taken to be L.
Remember that in the lattice gas version of the model,
the density ρ = (1 +m)/2, and H is related to the chemi-
cal potential difference relative to the chemical potential
µcoex where phase coexistence occurs, H = (µ− µcoex)/2.
Next we discuss the boundary conditions that are used
to stabilize one or two interfaces between coexisting phases
in the system. A very natural choice is the use of free
surfaces with neighboring fixed spins in the z-direction:
using the lattice spacing a as unit of length, all spins in
the plane (or row in d = 2) n = 1 are fixed at Si = +1
and the spins in the plane n = Lz are fixed at Si = −1
(Fig. 1(a)). Alternatively, we may use boundary magnetic
fields H1 > 0 in the plane (row) n = 1 and HLz = −H1
in the plane n = Lz, and spins in the planes n = 0,
Lz+1 are missing. In the remaining direction(s), periodic
boundary conditions are used. This choice of boundary
conditions is straightforwardly generalized to off-lattice
systems which lack the special symmetry against spin
reversal of the Ising model. E.g., for a Lennard-Jones
fluid (or a polymer solution where the solvent is treated
implicitly only [55]), instead of the free surfaces with fixed
spins, one uses two hard walls, where one wall is purely
repulsive, favoring the vapor (or solvent-rich phase, in the
case of the polymer solution) while the other wall has an
attractive potential. Similar choices also apply when one
3studies systems containing a single solid-liquid interface
[97].
It is clear that the properties of the system near these
free surfaces or walls differ from the bulk properties over
some range, and so Lz has to be chosen large enough so
that the effect of an effective potential that the wall exerts
on the interface becomes negligible. The effect of this
potential becomes appreciable under conditions where
the system in the thermodynamic limit would undergo a
wetting transition, while for Lz finite but L→∞ interface
localization/delocalization transitions can occur [98–100].
One must then make sure to work under conditions deep
inside the phase where the interface is preferentially in
the center of the system, near z = Lz/2, and never close
to the walls.
This problem can be avoided for the Ising model
(and other symmetric systems, e.g. a symmetric binary
Lennard Jones mixture [64]) by using the antiperiodic
boundary condition (APBC), Fig. 1(b), which is equiv-
alent to the choice that spins in the planes n = 1 and
n = Lz interact antiferromagnetically. Then the system
retains its translational invariance in the z-direction.
However, perhaps the most frequently used choice is
to use periodic boundary conditions in all directions, and
focus on states of the system where both coexisting phases
are present in the system, separated by two domain walls
(Fig. 1(c)).
Note that we normally use Lz larger than L (sometimes
it is advantageous to use Lz  L) but one has to be careful
in not using a too large value of Lz: We wish to have a
situation where in the grandcanonical ensemble systems
with APBC (or with fixed spin boundary conditions) are
dominated by states with two domains separated by a
single interface (as anticipated in Fig. 1) rather than
by a larger even number of domains and hence a larger
odd number of interfaces. Likewise, in the PBC case
(Fig. 1(c)) the system in the grandcanonical ensemble
will in fact be dominated by the pure phases (m+,m−)
without any interfaces, and the shown state with two
interfaces (Fig. 1(c)) occurs as a rare fluctuation, but
states with 4, 6 or more interfaces are comparatively
negligible. In fact, for Lz →∞ at fixed L, the resulting
quasi-one dimensional system splits into a sequence of
infinitely many domains, the typical distance between
domain walls (which is the correlation length of spin
correlations in z-direction) is given by [86]
ξ‖ ∝ wL exp(γ∞Ld−1) , (3)
with
wL ∝
{
γ
−1/2
∞ L(3−d)/2 d < 3
γ
−1/2
∞
√
lnL d = 3
(4)
where the length wL is the width of an interface with
lateral dimension(s) L, and γ∞ is the interfacial tension
in the limit L→∞. Here and in the following, the inter-
facial tension is always normalized by the thermal energy
kBT , kB being Boltzmann’s constant, and is therefore
given in units of inverse (d − 1)-dimensional area. In
Eq. (3) the results from capillary wave broadening of the
interface (see e.g. [101]) have been anticipated. Strictly
speaking, the prefactor in Eq. (4) for lattice systems is
not γ
−1/2
∞ but rather Γ−1/2, where Γ is the “interfacial
stiffness” [101], but this difference is not of interest here.
We shall discuss Eqs. (3), (4) in later subsections; here
we only emphasize that the simulations need to be car-
ried out in the regime Lz  ξ‖ in order to ensure that
only states with one interface (Figs. 1(a) and 1(b)) or at
most two interfaces (Fig. 1(c)) are sampled. Apart from
the critical region (remember that γ∞ → 0 as T → Tc
[15, 17]), the exponential variation of ξ‖ with the inter-
facial area Ld−1 ensures that for reasonably large L the
length ξ‖ is extremely large, and so the condition Lz  ξ‖
is easily fulfilled. When one approaches the critical region,
it is necessary to choose L ξb, ξb being the correlation
length of order parameter fluctuations in the bulk. We
also observe that sampling the order parameter distribu-
tion PL,Lz (m) in the grandcanonical ensemble using PBC
(Fig. 1(c)) can also serve as a check that one works in
the proper regime of L and Lz (Fig. 2). For studies of
the interfacial tension, the distribution must have two
sharp peaks at m = ±mcoex and a flat (essentially hori-
zontal) minimum near m = 0, with PL,Lz(m ≈ 0) many
orders of magnitude smaller than PL,Lz(±mcoex); note
the logarithmic scale of the ordinate in Fig. 2: If the
minimum is shallow and rounded, we can conclude that L
is not large enough; if instead of a minimum we observe
a broad maximum near m = 0, we can conclude that for
the chosen value of L the perpendicular linear dimension
Lz is too large, and states with more than two domain
walls contribute [103, 104]. In Fig. 2(c), where we have
deliberately chosen a small value of L (L = 6), one can
recognize that already for Lz = 48, there is a flat local
maximum at ρ = 0.5, rather than a minimum, due to the
fact that the sampling is “contaminated” by states with 4
(rather than only 2) interfaces; for Lz = 96 and 192, this
effect is so pronounced, that the method based on the
analysis of PL,Lz (ρ = 0.5) is inapplicable. For Lz = 384,
we have multi-domain states. As will be discussed below,
the actual dependence of PL,Lz(m ≈ 0) on L and Lz
contains the desired information on the interfacial ten-
sion [18, 39, 45, 46, 49, 51–54, 56–59, 62, 64], but only
if states with more than two domains make negligible
contributions.
B. Translational entropy of the whole interface
When we consider an Ising chain at low temperatures,
the correlation length is very large, ξ ≈ exp(2J/kBT )/2
[105], and the associated free energy per spin is F ≈
−J − kBT exp(−2J/kBT ). The state of the system can
be characterized by a sequence of large domains of par-
allel spins, with an average size [106] 2ξ, separated by
“interfaces” where the spin orientation changes. Thus,
the system can be viewed as a dilute gas of randomly
4distributed interfaces. The cost of energy to create such
an interface is 2J , and the gain in (translational) entropy
is kB exp(−2J/kBT ).
As is well known, and can be shown explicitly by trans-
fer matrix methods [83], this picture carries over to two-
dimensional Ising strips of width L (with PBC in the
direction across the strip), where one finds
ξ‖ ∝ L1/2 exp(Lγ(d=2)∞ ) (5)
with γ
(d=2)
∞ being the exactly known [107] interface tension
of the two-dimensional Ising model, normalized by kBT
(and hence having the dimension of inverse length, the
unit of length being the lattice spacing a)
γ(d=2)∞ =
2J
kBT
− ln
(
1 + exp(−2J/kBT )
1− exp(−2J/kBT )
)
. (6)
Eq. (5) coincides with the field-theoretic result Eq. (3) in
the case of d = 2, as it should be. While the free energy
cost of an interface in the Ising chain is 2J , in the Ising
strip it is
F effint = kBTγ
(d=2)
∞ L+
kBT
2
ln
(
L
const
)
(7)
The logarithmic correction in this expression was inter-
preted by Fisher [108] as a result of an effective repulsive
interaction between interfaces due to their capillary wave
excitations.
If we again view the Ising strip at low temperatures
as a dilute gas of domain walls separating large domains
of opposite order parameter, it is natural to ask what
the free energy difference ∆F between a system with one
domain wall on a length Lz and a system in a monodomain
configuration on the same length scale is. Taking the
entropy gain of putting the interface anywhere on this
scale Lz into account, we conclude [109, 110]
∆F = Fint − kBT ln
(
Lz
lint
)
, Fint = kBTγ
(d=2)
∞ L (8)
where we have normalized Lz with some intrinsic length
lint of the system, such that the ratio Lz/lint “counts” the
number of distinct configurations containing one (coarse-
grained) interface on the scale Lz. In the one-dimensional
Ising chain, where no internal degrees of freedom are
associated with the “kink” separating a domain of up
spins from a domain of down spins, and the kink can
appear between any two neighboring lattice sites, the
length lint simply is the lattice spacing a(= 1). However,
all the configurational degrees of freedom associated with
an interface in higher dimensions are already included in
Fint, and must not be included again in the translational
entropy term in Eq. (8), to avoid double counting; thus
we expect that lint will be much larger than the lattice
spacing, and a plausible assumption is to identify lint with
the interfacial width wL, as written in Eqs. (3), (4), see
also Fig. 3. From Eq. (8) we conclude that ∆F = 0 for
Lz = Lz,0, with
Lz,0 = lint exp(Fint/kBT ) = lint exp(γ
(d=2)
∞ L)
= exp(F effint/kBT ) (9)
Thus, when we have a single interface in the system,
an interpretation of correction terms as being due to
repulsive interactions between interfaces lacks plausibility.
If we rather use the interpretation used in Fig. 3(a), that
we can work with non-interacting interfaces where an
interface needs a space of extent lint = wL in z-direction,
any such problems are avoided, and Eq. (3) is interpreted
via Eq. (8) as resulting from the translational entropy
of the interface. We also note that Eq. (8) is valid for
is readily generalized to arbitrary dimension, by stating
that the translational entropy gain of an interface in
a Ld−1 × Lz geometry causes a correction term to the
interfacial tension γ (γ = ∆F/Ld−1), namely
∆γ = − 1
Ld−1
ln
(
Lz
wL
)
. (10)
Recall that in the classical limit of quantum systems the
length used for counting the states for the translational
entropy is the thermal de Broglie wavelength. Here, we
deal with purely classical statistical mechanics, hence
the use of another physical length of the system, such
as wL, is more appealing. In d = 2, the exact transfer
matrix results show that in geometries such as Fig. 1(a)
and 1(b), for large Lz and large L the interfacial tension
can be written as γ = γ∞ + ∆γ = γ∞ − L−1 ln(Lz/wL),
which implies that capillary wave effects are already fully
accounted for through wL in Eq. (10).
C. Capillary wave effects continued
For the sake of completeness, we briefly recall what is
known on the finite-size effects on the interfacial tension
due to capillary waves [84, 88–91]. Ignoring the intrin-
sic interfacial structure, the interface is described by a
function z = h(x) in d = 2 or z = h(x, y) in d = 3, respec-
tively, that characterizes the dividing surface between the
phases with opposite order parameter. Since overhangs
are forbidden, a coarse-graining as implied in Fig. 3(a) is
anticipated. If one assumes additionally that |dh(x)/dx|
and |∇h(x, y)| are very small, the Hamiltonian describing
the capillary wave fluctuations is [101] (again in units
of the thermal energy kBT and ignoring the distinction
between interfacial tension γ∞ and interfacial stiffness
[101])
Hcw = γ∞
2
∫
dx
∣∣∣∣dhdx
∣∣∣∣2 (d = 2) (11a)
Hcw = γ∞
2
∫
dx
∫
dy |∇h(x, y)|2 (d = 3) , (11b)
5respectively. Note that here the total interface tension γ∞
(that results in the thermodynamic limit) is taken [89, 90],
rather than some renormalized quantity. Introducing
Fourier transforms hq of these height variables h(x) or
h(x, y), one finds
Hcw = γ∞
2
1
(2pi)d−1
∫
dd−1q q2|hq|2 (12)
and the resulting contribution to the free energy can be
written in terms of path integrals
∆F = −kBT ln
∫
Dhq
∫
Dh∗q
exp
(
−γ∞
2
1
(2pi)d−1
∫
dd−1q q2|hq|2
)
(13)
We now take into account that in a finite geometry with
PBC in x, (or x and y, respectively) directions reciprocal
space is discrete, and hence Eq. (13) becomes (in d = 2)
∆Fcw = −kBT ln
∏
ν
+∞∫
−∞
dhν
+∞∫
−∞
dh∗ν exp
(−γ∞
2
q2νh
∗
νhν
)
= −kBT ln
∏
ν
(
2pi
γ∞q2ν
)
(14)
where qν = ±νpia/L, ν = 1, . . . , N = L/a. Of course,
the term ν = 0 (corresponding to a uniform translation
of the interface) needs to be omitted here. One can
show that for large L the resulting finite-size behavior is
(∆γcw = ∆Fcw/L)
∆γcw = A+
B
L
ln
(
L
a
)
+
C
L
, (15)
where the regular terms in 1/L, namely A and C/L, are
dominated by the large q behavior, while the singular
logarithmic term is due to small wave numbers and its
prefactor B = 1/2 agrees with transfer matrix results
quoted in Eq. (7). Since the capillary wave description
is no longer reliable at large q, however, no conclusion
on the value of the leading term (A) and the coefficient
C of the regular finite correction (C/L) can be made.
The situation is worse in d = 3, however, where in an
analogous calculation no singular term due to long wave-
length capillary waves can be identified. Capillary wave
corrections are then expected to have the form, to leading
order,
∆γcw =
const
Ld−1
(16)
but the constant is not expected to be universal. We
recall, however, that from the equipartition theorem one
can conclude from Eq. (12) that [101]
〈|hq|2〉 = (γ∞q2)−1 (17)
and hence Eq. (3) readily follows, since (in d = 2)
w2L = 〈h2(x)〉 − 〈h(x)〉2 ∝
a
γ∞
2pi/a∫
2pi/L
dq
q2
∝ aL
γ∞
, (18)
while in d = 3 one finds
w2L ∝
a2
γ∞
2pi/a∫
2pi/L
dq
q
∝ a
2
γ∞
ln
(
L
a
)
. (19)
D. Domain breathing
We first consider a situation with APBC, so we have a
single interface, but with conserved magnetization m = 0.
Then on average we have two equally large domains, with
linear dimensions Lz/2 in z-direction each, of opposite
magnetization. However, the magnetization densities
m+, m− in both domains still can fluctuate and also the
position of the interface is not fixed but can fluctuate
somewhat as well. We denote this shift of the interface
due to a fluctuation by ∆, and note the constraint that
the total magnetization in the system is strictly fixed at
m = 0, to find
0 = mLd−1Lz
= m+L
d−1
(
Lz
2
−∆
)
+m−Ld−1
(
Lz
2
+ ∆
)
(20)
and hence
∆ =
Lz
2
(
m+ +m−
m+ −m−
)
≈ δm+ + δm−
2mcoex
Lz
2
(21)
where we used that the fluctuations δm+ = m+ −mcoex,
δm− = m− +mcoex are very small. From general statis-
tical thermodynamics we know that these fluctuations
of the magnetization density in the bulk obey Gaussian
distributions [109]
PL,Lz/2(δm) ∝ exp
[
−1
2
(δm)2LzL
d−1
2kBTχcoex
]
, (22)
where χcoex is the susceptibility at the coexistence curve.
Eq. (22) is true both for δm+ and δm−, and these fluc-
tuations in the two subvolumes of the system can occur
independently of each other, so 〈δm+δm−〉 = 0, while
〈δm2+〉 = 〈δm2−〉 = kBTχcoex/(Ld−1Lz/2). Hence we con-
clude from Eq. (21) that〈
∆2
〉
=
L2z
16m2coex
[〈
δm2+
〉
+
〈
δm2−
〉]
=
kBTχcoex
4m2coex
Lz
Ld−1
.
(23)
Thus, the typical length over which the interface position
fluctuates is√
〈∆2〉 = L1/2z L−(d−1)/2
√
kBTχcoex
2mcoex
(24)
6From this motion of the interface over a width
√〈∆2〉,
which we call “domain breathing”, we again get an entropy
contribution, resulting in a correction of the interfacial
tension
∆γdb = − 1
Ld−1
ln
(√〈∆2〉
wL
)
= −1
2
lnLz
Ld−1
+
d− 1
2
lnL
Ld−1
+
3− d
2
lnL
Ld−1
+
const
Ld−1
.
(25)
To simplify the notation, we assume here (and in the
following) that the lengths L,Lz are measured in some
natural units (e.g. the lattice spacing a, in case of the
Ising model) and hence dimensionless. Note that there
is some ambiguity of interpretation possible. In our pre-
vious publication [96], the length to normalize
√〈∆2〉
was taken as the lattice spacing a, and then the capillary
wave contribution (3− d) lnL/(2Ld−1) must be added as
an explicit further correction. However, when we use wL
(as computed in Eq. (4) or (18) and (19), respectively)
rather than a to normalize
√〈∆2〉, then the capillary
wave effects are already fully taken care of. Fig. 4 illus-
trates the occurrence of this “domain breathing” effect
by configuration snapshots.
A special situation occurs in the case of the canonical
ensemble for PBC. This is a very common situation, since
then no symmetry between the coexisting phases is re-
quired, and the system exhibits translational invariance,
the domains separated by the two walls can be translated
along the z-axis as a whole. For this degree of freedom, a
correction − lnLz/Ld−1 to the interfacial tension arises.
In addition, the distance between the domain walls can
fluctuate, according to the domain breathing effect, as
described above, yielding an additional entropic term
− 12 lnLz/Ld−1. Since there are two interfaces present in
the system, the total correction −(3/2) lnLz/Ld−1 yields
a correction of −(3/4) lnLz/Ld−1 per interface.
We also note that it is not necessary to fix the magne-
tization exactly at m = 0 (or, in the case of a fluid that
possibly lacks any symmetry between the coexisting liquid
(l) and the vapor (v) phases, at a density ρ = (ρl+ρv)/2).
Rather it suffices to choose a state point where in the
simulation box we have a clear slab configuration of phase
coexistence. Also, in a system lacking symmetries be-
tween the coexisting phases, the distributions around m+,
m− are characterized by different “susceptibilities” χ+coex,
χ−coex, but for the exponents of Lz and L in Eq. (24), this
does not matter.
At this point, let us summarize the various logarithmic
corrections found for the different choices of boundary
conditions and ensembles: for the APBC(gc) case, we
have a single interface that can freely translate (Fig. 3,
Eq. (10)). This yielded
∆γL,Lz = −
lnLz
Ld−1
+
3− d
2
lnL
Ld−1
+
const
Ld−1
.
Due to the lack of conservation laws, there is no coupling of
the bulk domain fluctuations and interfacial fluctuations
via the domain breathing effect in this case, unlike the
APBC(c) case, for which Eq. (25) implies
∆γL,Lz = −
1
2
lnLz
Ld−1
+
lnL
Ld−1
+
const
Ld−1
.
In the PBC(c), we have two interfaces, and we have
both the above translational entropy contribution (when
we translate the domains as a whole) and the domain
breathing effect (considering the relative motion of the
two domain walls against each other), and normalized per
single interface this yields
∆γL,Lz = −
3
4
lnLz
Ld−1
+
5− d
4
lnL
Ld−1
+
const
Ld−1
.
Note that by normalizing domain wall motions consis-
tently by wL rather than by a, capillary wave effects are
automatically included.
Taking all logarithmic finite-size corrections (due to
translational entropy, domain breathing, and capillary
waves) together, it makes sense to write the result for the
interfacial tension in the following general form
γL,Lz = γ∞ − x⊥
lnLz
Ld−1
+ x‖
lnL
Ld−1
+
C
Ld−1
(26)
with some constant C and two universal exponents x⊥,
x‖ that depend on dimensionality d, type of boundary
conditions (PBC, APBC) and statistical ensemble (grand
canonical versus canonical). We present these constants
x⊥, x‖ in Table I.
d BC ensemble x⊥ x‖
2 antiperiodic grandcanonical 1 1/2
3 antiperiodic grandcanonical 1 0
2 antiperiodic canonical 1/2 1
3 antiperiodic canonical 1/2 1
2 periodic canonical 3/4 3/4
3 periodic canonical 3/4 1/2
TABLE I. The universal constants x⊥ and x‖ in Eq. (26) do
not depend on details of the model such as particle interactions,
but they rather depend on the dimensionality d, the bound-
ary conditions (periodic or antiperiodic) and the ensemble
(canonical or grandcanonical).
III. MODELS AND SIMULATION METHODS
As stated already in Sec. II, the main emphasis of this
study is on the Ising model {Eq. (1)}, since (i) there is
no source of inaccuracy due to insufficient knowledge of
the conditions for which phase coexistence in the bulk
occurs, symmetry requires phase coexistence to occur for
H = 0, and (ii) in the case d = 2 the surface tension is
known exactly, Eq. (6), and so the concepts described
in Sec. II, in particular Eq. (26), can be very stringently
tested. In d = 2, we have typically used L = 10, 20, 30
7and 40, varying Lz from Lz = 20 to Lz = 200 in order to
test the Lz-dependence at fixed L (Eq. (10)). In addition,
at fixed Lz = 60 and 120 runs were made varying L from
L = 10 to L = Lz to test the L-dependence in Eq. (25)).
In d = 3, we have used L = 6, 8, 10, 12, and 14 and varying
Lz from Lz = 20 to Lz = 100 for the test of Eq. (10), as
well as using Lz = 20, 40 and 80 varying L from L = 10
to L = 40 for the test of Eq. (25). Using the grandcanon-
ical ensemble, all runs were performed simply using the
standard single-spin flip Metropolis algorithm [81]. Since
the simulations are performed far below the critical point
(kBT/J = 1.2, 1.6 and 2.0 in d = 2; kBT/J = 3 in d = 3),
the use of cluster algorithms [81] would not provide any
advantage. The canonical ensemble is realized via a spin
exchange algorithm; choosing two spins at random from
the whole simulation box, rather than choosing a pair of
spins which are nearest neighbors, as in the standard spin
exchange algorithm [81], we avoid slow relaxation of long
wavelength magnetization fluctuations.
Special techniques are required when one wishes to
sample the probability distribution PL,Lz (ρ), Fig. 2, since
it varies over many orders of magnitude. Straightforward
use of the Metropolis algorithm (as originally attempted
[39]) would not give any useful data for our purposes.
While previous work [45, 46, 49] relied on the multicanon-
ical Monte Carlo method, we found it here more conve-
nient to use successive umbrella sampling [111] which is
more straightforward to implement. We recall that from
PL,Lz(ρ) one can extract an estimate for the interfacial
tension γL,Lz as follows [39]
γL,Lz =
1
2Ld−1
ln
(
PL,Lz (ρcoex)
PL,Lz (ρmin)
)
. (27)
Here we use a notation which applies both to the lat-
tice gas (where the density ρmin where the minimum of
PL,Lz(ρ) occurs corresponds to a magnetization m = 0
in the magnetic interpretation of the Ising model) and
to fluids which may lack particular symmetries (then the
minimum occurs for the density of the “rectilinear diame-
ter”, ρmin = ρd = (ρv+ρl)/2, ρv and ρl being the densities
of the coexisting vapor and liquid phases). The physical
interpretation of Eq. (27) simply is that the probability to
observe a state at ρmin, in comparison to the probability
to observe one of the pure phases at coexistence (ρv or ρl,
respectively) is down by a factor exp(−2Ld−1γL,Lz ), due
to the fact that we must have 2 interfaces of area Ld−1
(Fig. 1(c)). Note that although PL,Lz(ρ) is generated
by carrying out a sampling (multicanonical or umbrella
sampling) in the grandcanonical ensemble (at magnetic
field H = 0 or chemical potential µ = µcoex, respectively),
by taking out the probability strictly at ρ = ρmin the ex-
tracted interfacial tension γL,Lz in Eq. (27) corresponds
to observations sampled in a canonical ensemble.
As a second model, representative for off-lattice fluids,
we study the Lennard-Jones model in d = 3 dimensions,
where point particles interact with a potential ULJ(r), r
being the distance between the particles,
ULJ(r) = 4ε
[(σ
r
)12
−
(σ
r
)6
+ Y
]
, r < rc , (28)
while ULJ(r > rc) ≡ 0. Here ε is the strength and σ
the range of this potential, and the constant Y is chosen
such that ULJ (r) is continuous at the cutoff rc = 2
1/6 ·2σ.
For this model, we choose units such that ε = 1 and
σ = 1. A single temperature T = 0.78Tc is used, for
which γ∞ = 0.375(1) was already estimated in previous
work [112], using Eq. (27).
In order to be able to study also other choices of bound-
ary conditions, as shown in Fig. 1(a) and 1(b), we have
developed a new variant of the ensemble switch method
[92–94]. In this previous work [92–94], a “mixed” system
was created from a system confined between two parallel
walls and a system with no walls, to extract the excess
free energy due to the walls. In the present work, we
extend this method by creating a mixed system from two
systems at coexistence without interfaces and a system
formed from these separate systems but now having in-
terfaces (Fig. 5). The two separate systems have linear
dimension Lz/2 in z-direction each, and are chosen such
that one of them is in the state corresponding to +mcoex,
the other in the state corresponding to −mcoex. Both
systems have periodic boundary conditions individually,
and hence for this state (denoted as κ = 0) there are no
interfaces present. The system denoted as κ = 1 has ex-
actly the same degrees of freedom as the system denoted
as κ = 0, namely the N = Ld−1Lz Ising spins which
may take values Si = ±1, and we work at the same ther-
modynamic conditions (e.g. total magnetization fixed at
m = 0 in the canonical ensemble, and same temperature
T ). The systems denoted as κ = 0 and κ = 1 differ only
with respect to their boundary conditions: in both halves
of the system κ = 0 we have PBC over a distance Lz/2
already, while in the system κ = 1 the two halves are
joined, and a single PBC over the distance Lz remains (in
the z-direction). So the difference in free energies between
both systems is related to the interface tension,
γL,Lz =
F (κ = 1)− F (κ = 0)
2Ld−1kBT
. (29)
In order to find this free energy difference, it is useful to
define a mixed system by
H(κ) = κH1 + (1− κ)H0 0 ≤ κ ≤ 1 , (30)
which is a perfectly permissible Hamiltonian for a Monte
Carlo simulation (although clearly such a system can
never be created by an experimentalist in his laboratory).
The free energy F (κ) of the mixed system is defined by
the standard relation from the Hamiltonian,
F (κ) = −kBT ln (Tr {exp[−H(κ)/kBT ]}) , (31)
but it is clear that for large L the normalized free energy
difference [F (κ = 1)− F (κ = 0)]/kBT can be huge, since
8we expect γL,Lz to be of order unity. Such large free energy
differences can be computed with sufficient accuracy by
thermodynamic integration. In practice, the interval 0 ≤
κ ≤ 1 is divided into nκ subintervals, separated by discrete
values κi. In this work, we use nκ = 1024. Then the
free energy difference ∆Fi = F (κi+1)− F (κi) is obtained
from a parallelized version of successive umbrella sampling,
considering Monte Carlo moves κi → κi+1 or vice versa,
in addition to the sampling of the spin configuration. On
each core, the system can switch between two adjacent
values κi, κi+1 only, so one needs to use nκ cores. The
desired free energy difference ∆Fi is simply determined
by estimating the probabilities that the states with κi or
κi+1 are observed, ∆Fi = kBT ln[P (κi)/P (κi+1)].
An important technical aspect is that the set of points
{κi} need not be chosen equidistantly in the interval from
zero to unity, but the location of these points can be
chosen in a way which optimizes the accuracy of the ther-
modynamic integration. For the Ising model we have
found it useful to choose κi = sin
2(pii/(2nκ)). Note that
this function yields more points κi near κ = 0 and κ = 1,
and this clearly is useful since the states for intermediate
values of κ only are needed for the thermodynamic inte-
gration, but have no direct physical significance. Figure 6
shows various choices for the mapping i→ κi.
A typical example of the free energy function ∆F (κ)
is given in Fig. 7, comparing for the d = 2 and 3 Ising
model three cases, namely APBC in the canonical and
grandcanonical ensemble, as well as the PBC case (canon-
ical ensembles). One sees that in general, the variation
with κ is slightly non-monotonic. However, since the
height of this maximum of ∆F (κ) exceeds the final result
(∆F (κ = 1)) only by at most a few kBT (which is the
unit of the ordinate scale), we do not think that entropic
barriers for intermediate values of κ provide a problem
here. Of course, this aspect needs to be carefully checked
for other models.
We have verified for the Ising model that this method,
with the choice of PBC as indicated in Fig. 5 yields
results that are completely equivalent to the standard
method of Eq. (27), as expected. But the advantage of
the ensemble switch method (Fig. 5) is that it is not
restricted to simple Ising systems, but can be applied to
cases such as liquid-solid interfaces, for which an approach
such as Eq. (27) is difficult to apply: In fact one cannot
easily construct convenient reversible paths connecting
the two pure phases (liquid and crystal in this case) in
a simulation of a single system, where just the volume
fraction of the crystal is continuously increased, unlike
the case of the Ising model, where starting out at m =
−mcoex the volume fraction of the state with m = +mcoex
is gradually increased and hence PL,Lz(m) is sampled
(Fig. 2). At this point, we mention that also in the
Ising model entropic barriers associated with the droplet
evaporation-condensation transition and the transition
from circular droplets (in d = 2) to slabs, in principle,
are also a problem when one aims at very high accuracy
[113], but for the data in the present paper this problem
was not yet important; nevertheless it is useful to have
an alternative method. Moreover, the ensemble switch
method can also straightforwardly be applied when we use
APBC in the z-direction: then the state with κ = 1 has a
single interface rather than two interfaces. In the APBC
case, both canonical and grandcanonical ensembles can be
implemented. Of course, the limiting behavior for L→∞
and Lz → ∞ always must yield the same interfacial
tensions, but since the nature of the finite-size corrections
differ, it is useful to carry out simulations in different
ensembles and or different choices of boundary conditions,
and verify that in practice one indeed converges to the
same result. This will be the strategy that we will follow
in the next section.
For the computations presented in this paper, the total
computing effort was of the order of 40 million single core
hours of the Interlagos Opteron 6272 processor at the
high-performance computer Mogon of the University of
Mainz.
We emphasize that additional methods to estimate
interfacial tensions from simulations, of course, exist.
E.g. for off-lattice fluids a popular approach is based on the
anisotropy of the pressure tensor pαβ(z) (α, β = x, y, z)
across an interface [16, 41],
γL,Lz =
1
2
Lz/2∫
−Lz/2
dz
[
pzz(z)− pxx(z) + pyy(z)
2
]
(32)
where we have assumed a system with linear dimension
Lz and PBC in all directions, so that two interfaces con-
tribute. Such simulations normally are done in the canon-
ical ensemble, and we expect that the finite-size effects
are of the same character as for the method based on
Eq. (27). For temperatures close to the critical tempera-
ture, Eq. (32) is computationally inconvenient, since the
integrand is very small, and very accurate sampling is
required. We expect that Eq. (32) has an advantage at
rather low temperatures, where the grandcanonical sam-
pling of PL,Lz(ρ) becomes less efficient. Note, however,
that for computing the pressure tensor pαβ(z) from the
virial theorem one should avoid the sharp cutoff of the
potential, as done in Eq. (28), and apply a smoothened
cutoff to avoid jumps of the force at r = rc.
A difficult issue are finite-size effects associated with
the use of Eq. (4) or Eq. (17), respectively: one either
observes the dependence of 〈|hq|2〉 on q2 (Eq. (17)) or of
w2L on lnL {Eq. (4)} and estimates γ∞ from fitting the
prefactor. Finite-size effects make the set of possible wave
numbers q discrete, of course: in addition one must note
that Eq. (17) is believed to hold in the long wave length
limit only, while at shorter wave lengths (corresponding to
large q) systematic deviations are expected (sometimes a
wave vector-dependent interfacial tension γ(q) is discussed
[26, 38]). However, this problem is out of focus here.
9IV. NUMERICAL RESULTS FOR FINITE-SIZE
EFFECTS ON INTERFACIAL TENSIONS
A. Two-Dimensional Ising Model
As a starting point of the discussion, we use data for
L×L systems with PBC obtained with the help of Eq. (27),
including both the previous results by Berg et al. [45],
and results taken by us including also additional choices
for L, and compare them to the results from the ensemble
switch method for the PBC case. The traditional use of
such data is to plot the estimates for γL linearly versus
1/L and try an extrapolation towards 1/L→ 0 (Fig. 8).
Indeed such an extrapolation seems to be compatible with
the exact result (from Eq. (6) [107]), highlighted by a
horizontal straight line, but one can also clearly recognize
the problems of the approach: (i) even for relatively large
L, such as L = 50, the relative deviation is still of the order
of 10%. (ii) Over the whole range of 1/L, there is a distinct
curvature of the data visible, indicating that it is unclear
whether or not the asymptotic regime of the extrapolation
has actually been reached. In cases of real interest, of
course, the exact answer is not known beforehand, and it
is also very difficult (and may need orders of magnitude
more computational resources) to obtain data of the same
statistical quality as shown in Fig. 8. Thus, in general
it will be very helpful to understand the origin of the
finite-size effects, and - if possible - to combine different
variants of the method where the finite-size effects differ,
but the resulting estimate for γ∞ must be the same.
In order to identify the sources of the various finite-size
effects in the problem, it is useful to choose Lz different
from L and vary Lz at fixed L: Executing this with the
ensemble switch method for the three different choices
APBC(gc), APBC(c) and PBC(c), we see from Eq. (26)
that we must get a result of the form
γL,Lz = const−x⊥
lnLz
L
, (33)
where all the terms depending on L only (and γ∞) have
been combined in the constant on the right-hand side of
this equation, and the prefactor x⊥ of the (1/L) lnLz term
is 1/2, 3/4 or 1, for the three choices APBC(c), PBC(c)
and APBC(gc), respectively (cf. Table I). Figure 9(a)
verifies this behavior, focusing on two examples, namely
kBT/J = 1.2, L = 10 and kBT/J = 1.6, L = 10, 20 and
30. The straight lines have precisely these theoretical
values for x⊥, and fit the simulated data rather perfectly.
We recall that in the case APBC(gc) where we have a
single mobile interface, we test the simple translational
entropy of the interface x⊥ = 1, while in the case APBC(c)
we just test the “domain breathing” contribution to the
interface (x⊥ = 1/2). In the PBC(c) case, two interfaces
are present, and both these mechanisms contribute once,
yielding x⊥ = (1 + 1/2)/2 = 3/4 per interface. Fig. 9(b)
verifies that the latter exponent indeed is found at all
temperatures and all L.
Of course, varying Lz at fixed finite L does not yield
the desired information on γ∞; thus both L and Lz need
to be varied and the limit that both L and Lz tend to
infinity needs to be considered. As a first step to also test
that the quoted results for x‖ (Table I) are compatible
with the simulation results as well, we have fitted γL,Lz to
Eq. (26), using the theoretical values for x‖, x⊥ and γ∞ so
that a single fit parameter remains, namely the coefficient
C of the C/L term in Eq. (26). Fig. 10(a) shows that
indeed an excellent fit of the data results, giving further
credence to our assertion that the finite-size effects are
under control. However, in the general case γ∞ is not
known in beforehand, of course, but rather should be an
output of the computation. Then a very natural strategy
is to subtract the theoretical contributions [x‖ ln(L) −
x⊥ ln(Lz)]/L from γL,Lz , so that Eq. (26) reduces to (in
d = 2)
γ˜ ≡ γL,Lz +
x⊥ lnLz − x‖ lnL
L
= γ∞ +
C
L
(34)
and estimate both constants γ∞ and C from a fit of
Eq. (34) to the data. The results of this procedure are
shown in Fig. 10. It is seen that the theoretical values
γ∞(T = 1.2) = 1.284, γ∞(T = 1.6) = 0.660 and γ∞(T =
2.0) = 0.228 are almost perfectly reproduced! We also
note that the constant C, which is expected to depend on
both temperature and boundary conditions and the type
of ensemble, since not the same fluctuations are probed,
takes in each case roughly the same value for both choices
of Lz: in the asymptotic limit, this parameter C should
no longer depend on Lz at all, and the fact that this
is not strictly true indicates that presumably there is
some residual effect of higher order corrections, that were
neglected in our analysis. When we try to improve the
estimation of this parameter C by imposing the theoretical
value of γ∞ in the analysis, the differences between the
two estimates for C obtained are still slightly affected by
statistical errors. Nevertheless, we judge the quality of
the straight line fits in Figs. 10, as rather gratifying. In
particular, the coincidence of the estimates for γ∞ for
the 6 cases shown at every temperature shows that the
possibility of the ensemble switch method to apply it for
different boundary conditions (and/or ensemble) is most
valuable for ensuring that the desired accuracy really has
been reached.
From the fits in Figs. 10(b), 10(c) and 10(d), we see
that the constant C is of order unity but temperature-
dependent, and it is of interest, of course, to ask where this
temperature dependence comes from. The easiest case to
discuss is the case of APBC(gc), where we have argued
that the singular size effects solely reflect the translational
entropy contribution, Eq. (10). The capillary wave effects
are already included if for the “counting” of states where
the interface can be placed (Fig. 3(a)), the length Lz is
measured in units of wL. Of course, an additional regular
contribution c/L with some coefficient c can also occur;
this is already seen from Eqs. (3), (4), which in d = 2 can
be written as ξ‖ = AwL exp(γ∞L), where A is another
constant, and putting (in the spirit of Eq. (9)) ξ‖ = Lz,0,
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where γL,Lz = γ∞ − 1L ln(Lz/wL) + c/L vanishes, we
conclude c = lnA. However, another contribution to this
regular term comes from the prefactor in the relation
wL ∝ L1/2 in Eq. (4). In the d = 2 Ising model it is
known exactly [101] that w2L/L = (2 sinh(γ∞))
−1 ≡ l0
(recall that lengths are measured in units of the lattice
spacing a). Using Eq. (6) to evaluate this term for the
three temperatures kBT/J = 1.2, 1.6 and 2.0 considered
in Fig. 10, we find that the remaining constant c, as
defined above, is almost temperature independent (namely
1.94, 1.98 and 1.99, respectively, for the three mentioned
temperatures). So the increase of the parameter C with
temperature in Fig. 10 simply reflects the increase of the
length l0 (which also is measured in units of the lattice
spacing and hence dimensionless) with temperature, since
C = (ln(l0) + c)/2.
B. Three-Dimensional Ising Model
Since the computational effort in d = 3 is substantially
larger, we restrict attention here to a thorough study
of a single temperature only, kBT/J = 3.0, where the
correlation length in the bulk still is very small (recall that
the critical temperature occurs at about kBTc/J ≈ 4.51
[81]) but this temperature is sufficiently distant from the
roughening transition temperature kBTR/J ≈ 2.45 [114],
and hence the anisotropy effects on the interfacial free
energy of flat interfaces are already small [44, 47, 115].
Again, we begin by asserting that the effects demon-
strated to be important in the d = 2 case, such as the
translational entropy of the interface and “domain breath-
ing” fluctuations, have a significant impact in three dimen-
sions, too. Fig. 11(a) is the counterpart of Fig. 9, demon-
strating the presence of a correction −x⊥(1/L2) ln(Lz),
due to the translational entropy of the interface(s) and
domain breathing, when Lz is varied at fixed L. Fig. 11(b)
is the counterpart of Fig. 10(a), where we fit the data
to the full Eq. (26) when L is varied for several choices
of Lz, using the known value [48] γ∞ = 0.434 and the
theoretical values of x⊥, x‖ from Table I, so that a single
parameter (the prefactor of the 1/L2 term in Eq. (26))
is fitted. As in the case of d = 2 the quality of the fit is
excellent. Thus, in order to estimate γ∞, we proceed in
analogy with Eq. (34), reducing the data with the known
theoretical corrections (using Eq. (26) and Table I)
γ˜ ≡ γL,Lz +
x⊥ lnLz − x‖ lnL
L2
= γ∞ +
C1
L
+
C2
L2
(35)
Here we have made an important phenomenological mod-
ification, not suggested by our theoretical considerations
of Sec. II: there must be the theoretically expected term
of order 1/L2, which is strictly required because the ar-
guments of the logarithms in Eq. (26) must have the
form ln(Lz/l
′), ln(L/l′′) with some lengths l′, l′′, to make
the arguments dimensionless, and so the unspecified con-
stant in the last term on the right hand side of Eq. (26)
must contain a factor x⊥ ln l′ − x‖ ln l′′. We have written
this theoretically expected term then in the form C2/L
2,
where C2 is some effective parameter. However, in addi-
tion we have allowed for a term C1/L, where C1 is another
(hypothetical) effective parameter. Fig. 12(a) shows the
result of such an analysis: we see that the parameter C1,
if it exists, is very small (of order 10−2 lattice spacings),
while the parameter C2 is of order unity (and almost
independent of Lz: the weak variation of this parameter
with Lz is surely due to residual statistical errors, and
possible higher order corrections which were disregarded
from the start). The value of γ∞ estimated from such a
fit is in excellent agreement with the value known from
a completely different method [47]. Thus, it is tempting
to require that the parameter C1, that was introduced
phenomenologically in Eq. (35), actually must be zero.
Fig. 12(b) shows that the data are fully compatible with
this assumption, the random spread in the estimates for
γ∞ and C2 is now distinctly smaller than before, and no
evidence for some systematic error is detected. We also
emphasize that for L = 10 the deviation of γ˜ still is about
3%, for L = 20 it is almost 1%, and so it is clear that
finite-size extrapolations are needed for a very precise
estimate.
In fact, the non-existence of a term C1/L in Eq. (35)
is desirable in view of a completely different argument.
Consider the situation that in the directions parallel to
the interface we do not use a PBC but rather use free
boundaries. Then we expect that the interfacial tension
must contain a correction of order 2γline/L where γline is
the line tension [16, 116, 117] of the contact line of the
interface at such a boundary. This geometry in fact has
been suggested (and used) to obtain estimates for the
line tension [118, 119]. Such an approach would not make
sense if it would be spoiled by “intrinsic” finite-size effects
that are of the same order (see also [120]).
In view of this conclusion that the parameter C1 for the
d = 3 Ising model does not exist, the reader may wonder
why we present this discussion in such detail. However,
as we shall see in the next section, the situation may be
more subtle: previous work on LJ fluids and LJ mixtures
[112] in fact assumed that the leading corrections are of
order 1/L.
C. The Lennard-Jones Fluid
We now study the interfacial tension of a generic
off-lattice system, namely the (truncated and shifted)
Lennard Jones fluid of point particles with a pairwise
interaction potential U(r) as defined in Eq. (28). It is
known that this model has a vapor-liquid phase separa-
tion for temperature T below the critical temperature
of kBTc/ε = 0.999 [57]. Here we shall only analyze data
at temperature kBT/ε = 0.78. For this temperature
Eq. (27) was already used previously [112] to estimate
γ∞ = 0.375(1) (choosing units ε = 1 and σ = 1, as
mentioned in Sec. III.
For the off-lattice LJ fluid, an analogue of the APBC is
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not known. Therefore, we restrict attention to the PBC(c)
case. We apply here only the ensemble switch method,
using standard local displacements as the elementary
Monte Carlo move for the particles [80, 81].
We proceed as in the last subsection, testing first the
variation of γL,Lz with Lz, for several choices of cross
sectional area A = L2 (Fig. 13). Indeed the predicted
logarithmic variation (again due to the translational en-
tropy of the interface and the domain breathing effect) is
verified. But we have to make a caveat: Due to the use
of a local algorithm for moving particles (unlike the Ising
model, where in the conserved case spins at arbitrary dis-
tances from each other were interchanged) the relaxation
of the particle configurations is very slow. Basically, in
order to actually observe the logarithmic contributions
quantitatively correct, the simulation runs must be long
enough that the interface in Fig. 3(a) can explore the
available volume. If the runs are too short, and the liquid
domain diffuses only over a length Ldiff  Lz, we expect
that the contribution to the entropy that is “measured”
by such a simulation is only −L−2 ln(Ldiff) rather than
−L−2 ln(Lz). Since diffusive displacements only increase
with the square root of time, we expect that a simulation
time τsim ≈ L2z/D would be needed to observe the correct
entropic effect on the interfacial tension where D is the
effective domain diffusion constant. Since the diffusion
constant D with which the liquid domain can move in
the simulation box is expected to be very small, for our
local Monte Carlo algorithm, for large Lz the simulation
time will not suffice to sample the full equilibrium result,
and we rather observe a result which is independent of Lz
but depends on the simulation time τsim via the equation
τsim ≈ L2diff/D. So we see the correct logarithmic varia-
tion only for Lz < Ldiff in Fig. 13, while for Lz > Ldiff
there is no longer a systematic decrease of γL,Lz with Lz
(data from too short runs are shown by circles), rather the
data fluctuate randomly around a value that was dictated
by the choice of τsim.
In view of this problem, it is in fact desirable to use
also grandcanonical particle insertion and deletion moves
for the Lennard-Jones fluid as well, as we did in the
Ising model. A simulation in the canonical ensemble then
is realized by trial moves where one attempts both to
randomly delete a particle somewhere in the box and
also insert a particle at a randomly selected position
simultaneously. The trial move is accepted and executed
only if both parts of the move together are accepted
in the Metropolis test. It is clear that such nonlocal
displacements of particles will fulfill detailed balance and
have a reasonably high acceptance probability at the
temperatures where grandcanonical ensemble simulations
of the considered model are still feasible. For the LJ fluid
studied here, this is the case for kBT/ε = 0.78.
Figure 14 plots then data for γL,Lz at two fixed choices
for Lz versus L
−2, comparing results obtained using only
local moves (which we believe are insufficiently equili-
brated) with the results based on the nonlocal moves.
One can see two features:
(i) The data based on the local moves are systematically
off, but they are not visibly irregular, and so without
the availability of the better data based on the
nonlocal algorithm, it would not be obvious that
the data based on local moves are unreliable.
(ii) Fitting either set of data in the traditional way,
i.e. assuming a variation γL,Lz = γ∞ + C
′
1/L +
C ′2/L
2, both fit parameters C ′1 and C
′
2 clearly are
nonzero, as is visually obvious from the curvature of
this plot. The constant C ′1 is larger for the unreliable
data. Omitting data for smaller values of L, one can
get off with the simpler variation γL,Lz = γ∞+C
′
1/L
as done in the literature [112], but we now know
that such a fit is meaningless, a parameter C ′1 should
not occur, and hence the resulting estimate for γ∞
would be inaccurate.
Of course, a naive data analysis as shown in Fig. 14 ignores
all the knowledge on the logarithmic corrections derived
in the present paper. In fact, if we use this knowledge,
subtracting the logarithmic correction via Eq. (35), and
fit only the reduced surface tension γ˜, as we did in the
d = 3 Ising model, the picture becomes much clearer
(Fig. 15). The reliable nonlocal data yield very small
values for C1 again, hence giving evidence that C1 = 0,
and if we require C1 = 0 from the outset, a very good fit
with γ∞ ≈ 0.3745±0.0005 is in fact obtained (Fig. 15(a)).
The less reliable data based on the local algorithm are in
fact compatible with this conclusion, if we omit the data
for Lz = 26.94 for the two largest choices of L, which
fall systematically below the straight lines in Fig. 15(a).
In Fig. 15(b), where C1 was not forced to be zero, a
systematically too small value for γ∞ would result from
the unreliable data with the local algorithm, but it is
clear that this is an artifact due to the combined effect
of unreliable data and an inappropriate fitting formula
(allowing for a nonzero C1).
We have given this detailed discussion to show that in
cases of practical interest, the knowledge of the logarith-
mic corrections indeed is very valuable to extract reliable
estimates for γ∞; but high quality well equilibrated “raw
data” for γL,Lz are an indispensable input in the analysis.
As a final example, we present a re-analysis of the
data for the symmetrical binary (AB) Lennard-Jones
mixture at kBT/ε = 1.0 presented in [112]. The original
data (resulting from semi-grandcanonical exchange moves
between the particles) were extrapolated against 1/L,
yielding γ∞ ≈ 0.722. Using again Eq. (35), we see that
the data are compatible with the absence of a term C1/L
as well (Fig. 16), and the final estimate for γ∞ (≈ 0.717)
is only slightly off from the original estimate.
V. SUMMARY & OUTLOOK
In this paper we have discussed the estimation of interfa-
cial free energies associated with planar interfaces between
coexisting phases in thermal equilibrium, emphasizing the
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need to carefully address the finite-size effects when one
employs a computer simulation approach. We have fo-
cused on the use of a simulation geometry where the linear
dimension (L) of the simulation box in the direction(s)
parallel to the interface differs from the linear dimen-
sion perpendicular to the interface (Lz). Using periodic
boundary conditions in all (two or three) space directions,
the situation that is normally considered (Fig. 1(c)) is
a “slab geometry”, where (for a fluid system) a domain
of the liquid phase is separated by two planar interfaces
(that are connected in themselves via the periodic bound-
ary conditions (PBC) in the direction(s) parallel to the
interface) from the vapor phase (the two vapor regions on
the left and on the right of the liquid slab are connected
by the periodic boundary condition in z-direction). This
choice of geometry also applies to other systems (fluid
binary mixture, Ising magnets, etc). For systems exhibit-
ing a strict symmetry between both coexisting phases
(Ising model, symmetrical binary Lennard-Jones mixture,
etc.) also a simpler choice with a single interface is use-
ful, where the boundary condition in the z-direction is
antiperodic (APBC) rather than periodic. While for the
situation with the PBC in z-direction we consider here
only the canonical ensemble (conserved density of the
fluid, or conserved relative concentration of the binary
mixture, or conserved magnetization in the Ising magnet,
respectively), for the systems with APBC it is instructive
to study both the case of the canonical (c) ensemble and
the case of the grandcanonical (gc) ensemble (where the
respective order parameter, i.e., density, concentration,
or magnetization, respectively, is not conserved, and the
variable that is thermodynamically conjugate to this order
parameter is fixed at the value that is appropriate for bulk
two-phase coexistence). While in this APBC(c) case the
position of the interface on average is fixed (by the chosen
value of the order parameter), for the APBC(gc) case it
is not, and the statistical fluctuation associated with this
degree of freedom needs to be carefully considered. As
discussed in Sec. II A, this translational degree of freedom
of the interface gives rise to an entropic correction to the
interfacial tension. Likewise, in the PBC case the liquid
slab can be translated in the system as a whole, and this
also shows up as a logarithmic correction.
But additional corrections arise as a consequence of the
coupling between fluctuations of the bulk order parame-
ter in the coexisting domains and the interface location
(created by the constraint that there cannot be a net
fluctuation of the total order parameter in the canonical
ensemble, and so the individual fluctuations of the order
parameter densities in both domains must be compen-
sated by a suitable interface displacement). This so-called
“domain breathing” effect causes an entropic correction
for both the PBC and APBC(c) cases. We have given
detailed evidence for these effects both in the case of the
two-dimensional (d = 2) and three-dimensional (d = 3)
Ising model. Note that for the d = 2 Ising model capillary-
wave type fluctuations of the interface affect these inter-
facial entropy corrections strongly as well, since the root
mean squared interfacial width
√〈w2L〉 scales like L1/2{Eq. (4)}, and via the normalization of the translational
entropy this gives rise to an additional ln(L)/(2L) correc-
tion to the interfacial tension.
All the methods that we discuss here rely on the con-
sideration of the free energy difference between one of
the systems discussed above and a system with the same
linear dimensions but PBC throughout, so that no inter-
faces occur. Hence, it is necessary neither to locate where
the interface is in the system, nor to characterize its mi-
croscopic structure. This free energy difference can either
be found from sampling the order parameter distribution
function (Fig. 2) across the two-phase coexistence region
(which is a standard approach used since more than three
decades) or from a new variant of the “ensemble switch”
method (Fig. 5), described here. In this method, two bulk
systems of size Ld−1 × Lz/2, with PBC containing the
two coexisting phases, are connected in phase space via
a continuous path to a system of size Ld−1 × Lz, where
now the two phases coexist in one box, being separated
by two interfaces.
We stress that these techniques by no means are the
only methods from which interfacial tensions can be found:
It is also possible to study the Ld−1 × Lz system in the
grandcanonical ensemble, and analyze the correlation
function along the z-direction very precisely. Most of the
time the system will reside in one of the pure phases,
but the rare fluctuation where the system explores slab
configurations gives rise to a nontrivial behavior of the
correlation function, from which the interfacial tension
can be extracted [50, 120]. This method is out of our scope
here, as well as the possibility to extract the interfacial
stiffness from an analysis of the capillary wave spectrum or
from the size-dependence of the interfacial broadening. In
both these methods the error estimation is a very subtle
problem. Alternative algorithms due to Mon [42] and
Caselle et al. [50, 60, 61] which are particularly valuable
to study the interfacial tension near the bulk critical point,
have also been out of our consideration.
However, also for the methods described here the as-
sessment of errors is rather difficult. Referring to Fig. 3,
it is clear that the translational entropy of the interface
is only sampled correctly if the simulation has lasted long
enough that the slowly diffusing interface has in fact sam-
pled the full extension Lz of the sample. We have seen in
the last section that in particular for off-lattice models of
fluids (such as the Lennard-Jones system) this is difficult
to achieve. In analytical theories [89, 90], this problem
is avoided by putting the system into a potential that
localizes the interface. The price to be paid is that a
correlation length ξz is created, that characterizes the
extent of interfacial motions around its average position
in z-direction [89, 90]. While the theory from the outset
is based on the concept of an effective interfacial Hamilto-
nian, it is desirable to avoid this concept in a simulation
context. Of course, using the PBC(c) method where
a liquid slab occurs, we can “localize” the whole slab,
e.g. by using a weak harmonic potential, centered around
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the center of mass position of the liquid slab. But one
needs to carefully check that this potential does not affect
other properties, apart from eliminating the translational
motion of the slab as a whole.
Such ideas probably are indispensable, when one consid-
ers the extension of the method to liquid-solid interfaces,
where it is simply too time-consuming to sample the trans-
lational motion of the crystalline slab. As a caveat we
note, however, that we do not see an obvious recipe to
suppress the “domain breathing” mechanism. Of course,
if one uses a model based on the effective interface Hamil-
tonian concept, this mechanism has been disregarded from
the outset; but the step linking explicitly atomistic Hamil-
tonians to effective interface Hamiltonians is problematic
as well.
An extension that would also be very interesting to
consider already for the Ising systems is the consideration
of interfaces that are inclined relative to the simple (100)
or (001) lattice planes: this extension would allow to
study the anisotropy of the interface tension, which is
well understood in d = 2 [121] but not explicitly known
in d = 3, apart from special cases [44, 63]. Such inclined
interfaces naturally arise in the context of heterogeneous
nucleation at walls [118, 119], for instance. Another aspect
of interest are finite-size effects on the interface tension of
spherical droplets. We plan to report on such extensions
in the future.
ACKNOWLEDGMENTS
This research was supported by the Deutsche
Forschungsgemeinschaft (DFG), Grant No VI 237/4-3.
We thank M. Caselle for useful literature hints. We are
grateful to the Centre for Data Processing ZDV of the
University of Mainz for a generous grant of computing
time on the high-performance computer Mogon.
14
⇑ ⇓
m+ m 
+ + +
- - -
(a)
Lz
APBC
⇑ ⇓
m+ m 
L
(b)
PBC
⇑ ⇓
m+ m 
⇓
m 
(c)
FIG. 1. Useful boundary conditions to study interfaces in
Ising models, using a simulation box of linear dimension(s) L
parallel to the interface(s) and Lz in the perpendicular direc-
tion. In the parallel direction(s), periodic boundary conditions
(PBC) are used in all cases. Interfaces are schematically indi-
cated by thick wavy lines, and the double arrows indicate the
sign of the magnetization in the coexisting domains (m+,m−).
Note that 〈m+〉 = mcoex, 〈m−〉 = −mcoex, mcoex being the
spontaneous magnetization of the Ising model in the thermo-
dynamic limit, while in finite simulation boxes m+, m− may
fluctuate around these average values. Case (a) assumes free
surfaces at the first (n = 1) and last (n = Lz) layer, with
a fixed spin boundary condition for all spins in the adjacent
layers, Si = +1 for all spins in the layer n = 0, Si = −1 in the
layer n = Lz+1. Case (b) indicates the antiperiodic boundary
condition (APBC) and case (c) uses also a periodic boundary
condition in z-direction.
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FIG. 2. Density distribution PL,Lz (ρ) plotted vs. ρ for
the two-dimensional Ising (lattice gas) model at a temper-
ature kBT/J = 2.0, for the case (a) L = 20 and varying
Lz, Lz = 30, 40, 50, 60, 70, 80, 90 and 100 (from bottom to
top at ρ = 0.5), for the case (b) Lz=120, and varying L,
L=10,20,30,40,50,60,70,80 and 90 (from top to bottom at
ρ = 0.5), and for the case (c) L = 6 and increasing Lz
as indicated, illustrating the change from the double-peak
distribution for rather small Lz (Lz = 24) to a three-peak
distribution (e.g. Lz = 96, 192) to a distribution with a single
central peak (Lz = 384).
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FIG. 3. (a) Coarse-grained view of a single interface on a
length scale Lz, to illustrate the counting of configurations to
estimate its translational entropy. The scale Lz is partitioned
into cells of width wL. Coarse-graining in x-direction over
a length lx of order ξ (not shown), to eliminate overhangs,
bubbles etc. present in the original microscopic configurations
(see parts (b), (c)), one obtains a smooth interface with intrin-
sic width w0 comparable to lx. This coarse-grained interface
shows undulations on all length scales from lx to L (capil-
lary waves) and thereby exhibits a width wL > w0. (b), (c)
show two snapshots resulting from a simulation with L = 60,
Lz = 120, kBT/J = 2.0, APBC in the z-direction, and using
the grand-canonical ensemble. The interface position “ex-
plores” the entire length Lz of the system. Up spins are shown
as black dots, down spins are not shown.
FIG. 4. Four snapshots of two-dimensional Ising systems
at fixed magnetization m = 0 to visualize domain breathing.
Spontaneous fluctuations of the magnetization densities inside
the two on average equal sized domains (Lx = Lz/2 = 60)
have an effect on the location of the interface, when the total
magnetization is conserved. All snapshots are for kBT/J = 2.0.
APBC in z-direction (horizontal) and PBC in x-direction
(vertical) are used.
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FIG. 5. Schematic explanation of the “ensemble switch
method” to find the interfacial free energy. A system is
constructed as a linear combination of two Hamiltonians,
H(κ) = κH1 + (1 − κ)H0, where H1 is the desired system
of interest (containing two interfaces in the case shown here),
and H0 consists of two separate systems of half the linear
dimension Lz/2 each, and periodic boundary conditions. The
mixing parameter κ is in the interval 0 ≤ κ ≤ 1, and the
free energy difference between the states with H(κ = 0) and
H(κ = 1) yields twice the interfacial free energy. If the state
κ = 1 is a state with an APBC, one can obtain the free energy
associated with a single interface analogously.
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FIG. 6. Various choices for choosing the set of points {κi}.
Instead of an equidistant set of points, it is useful to increase
the density of points near κ = 0 and κ = 1 by choosing for
example κi(x) = sin
2(pix/2) [labeled sine] or κi(x) = (2x)
a/2
for x < 0.5 and κi(x) = 1− (2(1− x))a/2 for x ≥ 0.5 [labeled
power], where x = i/nκ, nκ being the number of points one
intends to use.
 47
 48
 49
 50
 51
 52
 53
 54
 55
 56
 57
 0.75  0.8  0.85  0.9  0.95  1
f r e
e  
e n
e r
g y
 β F
( L =
4 0
,  L
z)  
p e
r  i n
t e r
f a c
e
reaction coordinate κ
APBC(c), Lz=120APBC(c), Lz=160PBC(c), Lz=60PBC(c), Lz=120PBC(c), Lz=160APBC(gc), Lz=60APBC(gc), Lz=120APBC(gc), Lz=160
(a)
 76
 78
 80
 82
 84
 86
 88
 0.75  0.8  0.85  0.9  0.95  1
f r e
e  
e n
e r
g y
 β F
( L =
1 4
,  L
z)  
p e
r  i n
t e r
f a c
e
reaction coordinate κ
APBC(c), Lz=20APBC(c), Lz=40APBC(c), Lz=80PBC(c), Lz=20PBC(c), Lz=40PBC(c), Lz=80APBC(gc), Lz=20APBC(gc), Lz=40APBC(gc), Lz=80
(b)
FIG. 7. Free energy difference ∆F (κ) versus κ, as obtained
from the ensemble switch method for L × Lz Ising systems.
(a) shows data for d = 2 and L = 40, (b) shows data for d = 3
and L = 14. Different choices of boundary conditions (PBC,
APBC) and ensembles (grandcanonical (gc), canonical (c) are
compared for several Lz. Note that only a small section of the
whole variation of κ and of ∆F (κ) is shown, to display the
finite-size effects on ∆F (κ) clearly.
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FIG. 8. Estimates for the interfacial tension γL,L of the d = 2
Ising model at kBT/J = 2.0 plotted vs. 1/L. Two sets of
data from the probability distribution method are included
(one from Ref. [45], one from the present work), which agree
within statistical errors with each other (the statistical error
is smaller than the size of the symbols throughout). The third
set of data is due to the ensemble switch method, and has
in this case slightly larger finite-size effects than the method
based on Eq. (27).
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FIG. 9. a) Interfacial tension γL,Lz for the d = 2 Ising model
plotted at fixed L versus L−1 ln(Lz), for the cases APBC(c),
PBC(c) and APBC(gc). The upper set of data refers to
kBT/J = 1.2, L = 10, the lower set of data refers to kBT/J =
1.6, L = 10, 20 and 30, as indicated. The straight lines shown
have the theoretical slopes x⊥ = 1/2, 3/4, and 1, respectively.
b) Same as a), but showing only the PBC(c) case, for the three
temperatures kBT/J = 1.2, 1.6 and 2.0, respectively. Always
three choices of L are shown namely L =10, 20 and 40 (from
top to bottom). The straight lines illustrate the theoretical
slope x⊥ = 3/4 throughout.
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FIG. 10. (a) Interfacial tension γL,Lz plotted vs. L for the d = 2 Ising model at kBT/J = 1.2 for two choices of Lz, Lz = 60
and Lz = 120; the horizontal straight line shows the known value of γ∞ (Eq. (6) [107]), while the curves are fits of Eq. (26) to
the data (symbols), for the cases APBC(c), top set of curves; PBC(c), middle set of curves; APBC(gc), bottom set of curves. In
each set Lz increases from top to bottom. The theoretical values x⊥, x‖ from Table I were used in the fit. (b) Reduced interfacial
tension γ˜ {Eq. (34)} plotted vs. 1/L, for kBT/J = 1.2, and three choices of boundary conditions and/or ensembles, as indicated
(PBC(c), APBC(c), and APBC(gc)). In each case two choices of Lz are included, Lz = 60 and Lz = 120. Symbols represent
the simulation results, and straight lines show the fits γ˜ = γ∞ + C/L; the fitted values γ∞, C are quoted in the figure. The
horizontal straight line shows the known exact result, γ∞ = 1.284 (from Eq. (6) [107]). (c) Same as (b), but for kBT/J = 1.6.
Here the exact result is γ∞ = 0.660 [108]. (d) Same as (b), but for kBT/J = 2.0. Here the exact result is γ∞ = 0.228 [107].
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FIG. 11. (a) Interfacial tension γL,Lz for the d = 3 Ising
model at kBT/J = 3.0 is plotted vs. the variable (1/L
2) ln(Lz),
using PBC and the canonical ensemble. Several choices of
L are included, as indicated. The straight lines show the
theoretical exponent x⊥ = 3/4 (resulting from the entropy of
interface translation and domain breathing). (b) Interfacial
tension γL,Lz for the d = 3 Ising model at kBT/J = 3.0
plotted vs. L for three choices of Lz, Lz=20, 40 and 80. The
horizontal straight line shows the previous result γ∞=0.434
due to Hasenbusch and Pinn [48], while the curves are fits of
Eq. (26) to the data (symbols) for the cases APBC(c), top set
of curves; PBC(c), middle set; APBC(gc), bottom set. In each
set, Lz increases from top to bottom. The theoretical values
of x⊥, x‖ from Table I were used, so each curve contains a
single adjusted constant (the prefactor of the 1/L2 term) only.
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FIG. 12. Reduced interfacial tension γ˜ {Eq. (35)} plotted
vs. 1/L2 for the d = 3 Ising model, using three chocies of Lz
and three choices of boundary conditions and/or ensembles,
as indicated. Case (a) includes the parameter C1, in the fit,
while case (b) requires C1 = 0. The resulting estimates for
the parameters γ∞ and C2 are quoted in the figure.
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FIG. 13. Interfacial tension of the LJ fluid at kBT/ε = 0.78
plotted vs. the scaling variable L−2 ln(Lz), for three choices
of the cross-sectional area A = L2, as indicated. The slope
of the straight lines is again the theoretical value, x⊥ = 3/4.
The circles show preliminary data for rather large Lz with
insufficient statistics (see text).
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FIG. 14. Interfacial tension of the LJ fluid at kBT/ε = 0.78
plotted vs. L−2, using either local or nonlocal moves, for fixed
Lz, as indicated. The logarithmic corrections have not been
subtracted. The lines are fits of the form as in Eq. (35).
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FIG. 15. Reduced interfacial tension γ˜ [Eq. (35)] of the
Lennard Jones fluid at kBT/ε = 0.78 plotted vs. L
−2. In case
a) the parameter C1 was forced to be zero, while in case b)
both parameters C1, C2 were fitted. The results of the fits
are quoted in the figure. Note that both data dare included
where only local moves of the particle were permitted, as well
as data where randomly chosen particles were removed from
their position and re-inserted at a randomly chosen position
anywhere in the box.
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FIG. 16. Interfacial tension of the symmetric LJ fluid at
kBT/ε = 1.0 plotted vs. L
−2. Cubic boxes of volume L3 have
been used. The lines are fits of the form as in Eq. (35). The
original data is from [112], in which a fit of the form A+B/L
(corresponding to fit with C2 = 0 and C1 = −0.13) suggests
γ∞ ≈ 0.722. After subtracting the logarithmic contributions,
the result is rather γ∞ ≈ 0.717.
[1] J. Frenkel, Kinetic Theory of Liquids (Dover, New York,
1955)
[2] A.C. Zettlemoyer, Nucleation (Dekker, New York, 1969)
[3] F.F. Abraham, Homogeneous Nucleation Theory (Aca-
demic Press, New York, 1974)
[4] K. Binder and D. Stauffer, Adv. Phys. 25, 343 (1976)
[5] K. Binder, Rep. Progr. 50, 783 (1987)
[6] P. Debenedetti, Metastable Liquids (Princeton Univ.
Press, Princeton, 1997)
[7] D. Kashchiev, Nucleation Basic Theory with Applications
(Butterworth-Heinemann, Oxford, 2000)
[8] S. Balibar and J. Villain (eds.) Nucleation (Special Issue,
C. R. Phys. 7 (2006))
[9] K. Binder, in Kinetics of Phase Transitions (S. Puri
and V. Wadhavan, eds.) p. 63 (CRC Press, Boca Raton,
2009)
[10] I.W. Hamley, The Physics of Block Copolymers (Oxford
Univ. Press, New York, 1998)
[11] S. Dietrich, in Phase Transitions and Critical Phenom-
ena, Vol. 12 (C. Domb and J.L. Lebowitz, eds.) p. 1
(London, Academic, 1988)
[12] D. Bonn and D. Ross, Rep. Progr. Phys. 64, 1085 (2001)
[13] P.G. de Gennes, F. Brochard-Wyart, and D. Quere´, Cap-
illarity and Wetting Phenomena (New York, Springer,
2003)
[14] S. Dietrich, M. Rauscher, and M. Napiorkowski, in
Nanoscale Liquid Interfaces: Wetting, Patterning and
Force Microscopy at the Molecular Scale (Pan Stanford
Publ., Stanford, 2013)
[15] B. Widom, in Phase Transitions and Critical Phenomena,
Vol 2 (C. Domb and M.S. Green, eds.) p. 73 (London,
Academic, 1972)
[16] J.S. Rowlinson and B. Widom, Molecular Theory of
Capillarity (Clarendon Press, Oxford, 1982)
[17] D. Jasnow, Rep. Progr. Phys. 47, 1059 (1984)
[18] K. Binder, B. Block, S.K. Das, P. Virnau, and D. Winter,
J. Stat. Phys. 144, 690 (2011)
[19] J.D. Van der Waals, Verhandl. Koningh. Akad. van
Wetenschappen (Amsterdam, 1893; engl. translation in
J. Stat. Phys. 20, 197 (1979))
[20] J.W. Cahn and J.E. Hilliard, J. Chem. Phys. 28, 258
(1958)
[21] R.J. Evans, Adv. Phys. 28, 143 (1979)
[22] D.W. Oxtoby, J. Phys.: Condens. Matter 4, 7627 (1992)
[23] M. Bier, L. Harnau, and S. Dietrich, J. Chem. Phys.
123, 114906 (2005)
[24] K. Binder and M. Mu¨ller, Int. J. Mod. Phys. C11, 1093
(2000)
[25] K. Binder, M. Mu¨ller, F. Schmid and A. Werner, Adv.
Colloid Interface Sci. 94, 237 (2001)
[26] R.L.C. Vink, J. Horbach and K. Binder, J. Chem. Phys.
122, 134905 (2005)
[27] K. Binder, B.J. Block, P. Virnau and A. Troester, Am.
J. Phys. 80, 1099 (2012)
[28] J.L. Lebowitz and O. Penrose, J. Math. Phys. 7, 98
(1966)
[29] O. Penrose and J.L. Lebowitz, J. Stat. Phys. 3, 211
(1971)
[30] K. Binder, Phys. Rev. A29, 341 (1984)
[31] J.S. Langer, Physica 73, 61 (1974)
[32] C. Domb and M.S. Green (eds.) Phase Transitions and
Critical Phenomena, Vol 6 (Academic Press, London,
1976)
[33] F.P. Buff, R.A. Lovett, and F.H. Stillinger, Phys. Rev.
22
Lett. 15, 621 (1965)
[34] J.D. Weeks, J. Chem. Phys. 67, 3106 (1977)
[35] J.D. Weeks, W. van Saarloos, D. Bedeaux, and E.
Blokhuis, J. Chem. Phys. 91, 6494 (1989)
[36] A.O. Parry and C.J. Boulter, J. Phys.: Condens. Matter
6, 7199 (1994)
[37] K.R. Mecke and S. Dietrich, Phys. Rev. E59, 6766 (1999)
[38] A. Milchev and K. Binder, Europhys. Lett. 59, 81 (2002)
[39] K. Binder, Phys. Rev. A25, 1699 (1982)
[40] E. Bu¨rkner and D. Stauffer, Z. Physik B53, 241 (1983)
[41] J.P.R.B. Walton, D.J. Tildesley, J.S.Rowlinson, and J.R.
Henderson, Mol. Phys. 48, 1357 (1983)
[42] K.K. Mon, Phys. Rev. Lett. 60, 2749 (1988); K. K. Mon
and D. Jasnow, Phys. Rev. A30, 670 (1984)
[43] M.J.P. Nijmeijer, A.F. Bakker, C. Bruin and J.H.
Sikkenk, J. Chem. Phys. 89, 3789 (1988)
[44] K.K. Mon, S. Wansleben, D.P. Landau and K. Binder,
Phys. Rev. B39, 7089 (1989)
[45] B.A. Berg, U. Hansmann, and T. Neuhaus, Z. Phys.
B90, 229 (1993)
[46] B.A. Berg, U. Hansmann, and T. Neuhaus, Phys. Rev.
B47, 497 (1993)
[47] M. Hasenbusch and K. Pinn, Physica A192, 342 (1993)
[48] M. Hasenbusch and K. Pinn, Physica A203, 189 (1993)
[49] A. Billoire, T. Neuhaus, and B.A. Berg, Nucl. Phys.
B413, 795 (1994)
[50] M. Caselle, R. Fiore, F. Gliozzi, M. Hasenbusch, K. Pinn
and S. Vinti, Nucl. Phys, B432, 590 (1994)
[51] M. Mu¨ller, K. Binder and W. Oed, J. Chem. Soc. Faraday
Trans. 91, 2369 (1995)
[52] J.E. Hunter and W:P. Reinhardt, J. Chem. Phys. 103,
8627 (1995)
[53] A. Werner, F. Schmid, M. Mu¨ller, and K. Binder, Phys.
Rev. E59, 728 (1999)
[54] J.J. Potoff and A.Z. Panagiotopoulos, J. Chem. Phys.
112, 6411 (2000)
[55] A. Milchev and K. Binder, J. Chem. Phys. 114, 8610
(2001)
[56] J.R. Errington, Phys. Rev. E67, 012102 (2003)
[57] P. Virnau, M. Mu¨ller, L.G. MacDowell, and K. Binder,
J. Chem. Phys. 121, 2169 (2004)
[58] R.L.C. Vink and T. Schilling, Phys. Rev. E71, 051716
(2005)
[59] R.L.C. Vink, J. Horbach, and K. Binder, Phys. Rev.
E71, 011401 (2005)
[60] M. Caselle, M. Hasenbusch, and M. Panero, JHEP
2006(03), 84 (2006)
[61] M. Caselle, M. Hasenbusch, and M. Paneo, JHEP
2007(09), 117 (2007)
[62] B.M. Mognetti, L. Yelash, P. Virnau, W. Paul, K. Binder,
M. Mu¨ller, and L.G. MacDowell, J. Chem. Phys. 128,
104501 (2008)
[63] E. Bittner, A. Nussbaumer, and W. Janke, Nucl. Phys.
B820, 694 (2009)
[64] S.K. Das and K. Binder, Molec. Phys. 109, 1043 (2011)
[65] J.G. Broughton and G.H. Gilmer, J. Chem. Phys. 84,
5759 (1986)
[66] R.L. Davidchack and B.B. Laird, Phys. Rev. Lett. 85,
4751 (2000)
[67] J.J. Hoyt, M. Asta, and A. Karma, Phys. Rev. Lett. 86,
5530 (2001)
[68] M. Asta, J.J. Hoyt, and A. Karma, Phys. Rev. B66,
100101 (R) (2002)
[69] J.R. Morris, Phys. Rev. B66, 144104 (2002)
[70] R.L. Davidchack and B.B. Laird, J. Chem. Phys. 118,
7651 (2003)
[71] R.L. Davidchack and B.B. Laird, Phys. Rev. Lett. 94,
086102 (2005)
[72] Y. Mu, A. Houck and X. Song, J. Phys. Chem. B109,
6500 (2005)
[73] R. Davidchack, J.R. Morris and B.B. Laird, J. Chem.
Phys. 125, 094710 (2006)
[74] T. Zykova-Timan, R.E. Rozas, J. Horbach, and K.
Binder, J. Phys.: Condens. Matter 21, 464102 (2009)
[75] T. Zykova-Timan, J. Horbach, and K. Binder, J. Chem.
Phys. 133, 014705 (2010)
[76] R.L. Davidchack, J. Chem. Phys. 133, 234701 (2010)
[77] R.E. Rozas and J. Horbach, EPL 93, 26006 (2011)
[78] A. Ha¨rtel, M. Oettel, R.E. Rozas, S.U. Egelhaaf, J.
Horbach and H. Lo¨wen, Phys. Rev. Lett. 108, 226101
(2012)
[79] K. Binder, Rep. Progr. Phys. 60, 487 (1997)
[80] D. Frenkel and B. Smit, Understanding Molecular Simu-
lations: From Algorithms to Applications 2nd ed. (Aca-
demic Press, San Diego, 2001)
[81] D.P. Landau and K. Binder, A Guide to Monte Carlo
Simulations in Statistical Physics, 3rd ed. (Cambridge
Univ. Press, Cambridge, 2009)
[82] M.E. Fisher, in Critical Phenomena (M.S. Green, ed.) p.
3 (Academic, London, 1971)
[83] M.N. Barber, in Phase Transitions and Critical Phenom-
ena, Vol 8 (C. Domb and J.L. Lebowitz, eds.) Chapter
2 (Academic, London, 1983)
[84] V. Privman (ed.) Finite Size Scaling and Numerical
Simulation of Statistical Systems (World Scientific, Sin-
gapore, 1990)
[85] K. Binder, in Computational Methods in Field Theory (H.
Gausterer and C.B. Lang, eds.) p. 59 (Springer, Berlin,
1992)
[86] E. Bre´zin and J. Zinn-Justin, Nucl. Phys. B257, 867
(1985)
[87] D.B. Abraham and N.M. Svrakic, Phys. Rev. Lett. 56,
1172 (1986); N. M. Svrakic, V. Privman and D. B. Abra-
ham, J. Stat. Phys. 53,1041 (1988)
[88] V. Privman, Phys. Rev. Lett. 61, 183 (1988)
[89] M.P. Gelfand and M.E. Fisher, Int. J. Thermophys. 9,
713 (1988)
[90] M.P. Gelfand and M.E. Fisher, Physica A 166, 1 (1990)
[91] J.J. Morris, J. Stat. Phys. 69, 539 (1992)
[92] D. Deb, D. Wilms, A. Winkler, P. Virnau and K. Binder,
Int. J. Mod. Phys. C23, 1240011 (2012)
[93] A. Statt, A. Winkler, P. Virnau, and K. Binder, J. Phys.:
Cond. Matter 24, 464122 (2012)
[94] A. Winkler, A. Statt, P. Virnau, and K. Binder, Phys.
Rev. E87, 032307 (2013)
[95] H. van Beijeren and I. Nolden, in Structure and Dynamics
of Surfaces II (W. Schommers and P. Blanckenhagen,
eds.) p 259 (Springer, Berlin, 1987)
[96] F. Schmitz, P. Virnau, and K. Binder, Phys. Rev. Lett.
112, 125701 (2014)
[97] D. Deb, A. Winkler, P. Virnau, and K. Binder, J. Chem.
Phys. 136, 134710 (2013)
[98] A.O. Parry and R. Evans, Physica A181, 250 (1992)
[99] K. Binder, R. Evans, D.P. Landau, and A.M. Ferrenberg,
Phys. Rev. E53, 5023 (1996)
[100] K. Binder, D.P. Landau, and M. Mu¨ller, J. Stat. Phys.
110, 1411 (2003)
[101] V.P. Privman, Int. J. Mod. Phys. C3, 857 (1992); D.
23
B. Abraham, Phys. Rev. Lett. 47, 545 (1981); J. De
Coninck and J. Ruiz, J. Phys. A: Math. Gen. 21, L147
(1988)
[102] M.P.A. Fisher, D.S. Fisher, and J.D. Weeks, Phys. Rev.
Lett. 48, 368 (1982)
[103] A. Winkler, D. Wilms, P. Virnau, and K. Binder, J.
Chem. Phys. 133, 164702 (2010)
[104] D. Wilms, A. Winkler, P. Virnau, and K. Binder, Phys.
Rev. Lett. 105, 045701 (2010)
[105] D. Chowdhury and D. Stauffer, Principles of Equilib-
rium Statistical Mechanics (Wiley-VCH, Weinheim - New
York, 2000), p. 323.
[106] B.U. Felderhof, Physica 58, 470 (1972)
[107] L. Onsager, Phys. Rev. 65, 117 (1944)
[108] M.E. Fisher, J. Stat. Phys. 34, 667 (1984)
[109] L.D. Landau and E.M. Lifshitz, Statistical Physics 3rd
ed. (Pergamon, Oxford, 1959)
[110] M.E. Fisher, J. Phys. Soc. Jpn. 26, 87 (1969)
[111] P. Virnau and M. Mu¨ller, J. Chem. Phys. 120, 10925
(2004)
[112] B.J. Block, S.K. Das, M. Oettel, P. Virnau and K. Binder,
J. Chem. Phys. 133, 154702 (2010)
[113] T. Neuhaus and L.S. Hager, J. Stat. Phys. 113, 1 (2003)
[114] M. Hasenbusch, S. Meyer, and M. Putz, J. Stat. Phys.
85, 383 (1996)
[115] F. Schmitz, P. Virnau, and K. Binder, Phys. Rev. E87,
053302 (2013)
[116] J.W. Gibbs, The Collected Works of J. Willard Gibbs
(Yale Univ. Press, London, 1957) p. 288
[117] J.O. Indekeu, Int. J. Mod. Phys. B38, 309 (1994)
[118] D. Winter, P. Virnau, and K. Binder, Phys. Rev. Lett.
103, 225703 (2009)
[119] D. Winter, P. Virnau, and K. Binder, J. Phys.: Condens.
Matter 21, 464118 (2009)
[120] L. Schimmele, M. Napiorkowski, and S. Dietrich, J.
Chem. Phys. 127, 164715 (2007)
[121] D. B. Abraham and P. Reed, J. Phys. A: Math. Gen. 10,
L121 (1977)
[122] S. Klessinger and G. Mu¨nster, Nucl. Phys. B386, 791
(1992)
