putative QTLs, annotated protein and KEGG pathway. In all cases, the aggregated markers 1 3 6
were used as independent variables (inputs to the models).
3 7
Comparison of performance of different prediction models 1 3 8
The prediction models were ranked according to the root-mean-squared-error (RMSE) calculated by creating a binary version of each phenotype: high > = 0, and low = otherwise. The best prediction models based on QTLs + annotated proteins + KEGG pathway for (Table 1 ). The percent concordance for both datasets ranged between 54.8% and 58.6% with The four prediction models based on QTLs + annotated proteins + KEGG pathway for caffeine trait that performed better in the discovery dataset were the Tree-Based Ensembles Algorithms (57.5%) and Least Angle Regression (57.5%). Also, the four models performed 1 8 9 better in the validation dataset with a 65% concordance for each model (Table 2) .
The best prediction model based on only putative QTLs for caffeine trait in both the 1 9 1 discovery and validation datasets were Polynomial Kernel Regularized Least Squares, Self- Organising Maps, and Stochastic Gradient Boosting. Polynomial Kernel Regularized Least Squares had a high percent concordance of 68.7% in the discovery dataset and 56.9% in the with percent concordance of 58.6% than in the discovery dataset which had percent 1 9 6 concordance of 58.3%. The prediction models for caffeine trait based only on annotated proteins were cross-1 9 8 validated in both the discovery and validation datasets. A total of five models which 1 9 9 performed better in both discovery and validation datasets ( Regression (65.5%) which both had a percent concordance of 57.5% in the discovery dataset.
0 4
A total of seven KEGG pathway-based prediction models for caffeine trait performed better 2 0 5 in both discovery and validation datasets. The percent concordance for the discovery dataset, 2 0 6 ranged between 56% and 61.9% for Self-Organising Maps and Penalized Linear Regression, 2 0 7 respectively. However, for the validation dataset, Penalized Linear Regression had percent 2 0 8 concordance of 53.4% and 67.2% for Self-Organising Maps (Table 2 ). The RMSE for both 2 0 9 discovery and validation dataset ranged between 0.958 and 0.999. Similarly, the prediction models based on QTLs + annotated proteins + KEGG pathway for 2 1 2 catechin trait were built and cross-validated in the discovery and validation datasets. Out of that had low RMSE (0.942 and 0.978) and had better predictive ability for catechin trait in both the discovery and validation datasets. The percent concordance in the discovery and 2 1 6 validation datasets was 55.6% and 69%, respectively (Table 3) .
Also, Principal Component Analysis was the only best prediction model based on putative QTLs identified for catechin trait in both the discovery and validation dataset (Table 3) . The in the discovery dataset and 65.5% in the validation dataset with an RMSE of 0.991.
1
The prediction models for catechin trait based on only annotated QTLs were cross-validated 2 2 2 in both the discovery and validation datasets. Neural Network was the only prediction model 2 2 3 that had better prediction ability in both the discovery and validation datasets with 55.6% and 2 2 4 65.6% concordance, respectively (Table 3) . However, the prediction model in both discovery 2 2 5 and validation dataset had a high RMSE value of 1.22.
6
The two prediction models that had high prediction ability for catechin trait based on only 2 2 7 KEGG pathway in both the discovery and validation datasets were Self-Organising Maps and 2 2 8 Independent Component Regression prediction models (Table 3 ). In the discovery dataset, 2 2 9
Self-Organising Maps model had 54% concordance with RMSE of 0.972 while Independent 0.994, respectively (Table 3) . Regression (59%) prediction models had high prediction ability for aroma based on QTLs + 2 3 7 annotated proteins + KEGG pathway approach in the discovery dataset. The three prediction 2 3 8 models also had high prediction ability in the validation dataset but with 62.7% concordance 2 3 9
for Least Angle Regression model (Table 4) .
Twenty-two prediction models with high prediction ability based on only putative QTLs 2 4 1 identified for aroma trait were cross-validated in both discovery and validation datasets. The 2 4 2 percent concordance in the discovery dataset ranged between 56.2% and 100%. Random Forest and The Bayesian LASSO were the models with high predictive ability for aroma trait 2 4 4 based on only putative QTLs identified approach (Table 4) . The Parallel Random Forest and Regularized Random Forest prediction models had high prediction ability for black tea aroma trait based on annotated proteins approach in both 2 4 7 discovery and validation datasets ( Table 4 ). The percent concordance for the two prediction 2 4 8 models was 99.5% and 98.6%, respectively in the discovery dataset and 60.8% and 56.9%, Regression were better prediction models for black tea briskness based on annotated proteins 3 0 4 (Table 7 ). There were seven prediction models with better prediction ability based on the 3 0 5 KEGG pathway for putative QTLs identified for black tea liquor briskness trait with had high 3 0 6 percent concordance of between 65.2% and 74% (Table 7) . The prediction models for black tea liquor colour trait based on QTLs + annotated proteins + 3 0 9 KEGG pathway were cross-validated in both the discovery and validation populations ( Table   3  1 Extreme Learning Machine prediction models were 55.7% and 54.3%, respectively in the 3 1 4 discovery dataset, whereas, in the validation dataset, the two prediction models had 58.6%
and 53.4% concordance, respectively.
The prediction models that had better prediction ability in both datasets based only on
putative QTLs identified for tea liquor colour trait were Multi-Layer Perceptron, with 54.3% and 60.3% concordance, respectively (Table 8 ). The Multi-layer Perceptron Network
by Stochastic Gradient Descent and Extreme Learning Machine models were better 3 2 1 prediction models based on annotated proteins for black tea colour trait in both datasets 3 2 2 (Table 8 ). In the discovery dataset, the Multi-layer Perceptron Network by Stochastic concordance, respectively. Also, the two models had a better prediction ability in the Regularized Least Squares was the best prediction model based on KEGG pathway for 3 2 7
putative QTLs identified for black tea liquor colour trait in both datasets (Table 8 ). The and 62.1% in the discovery and validation datasets, respectively.
The putatively annotated proteins for %RWC trait with the high percentage of importance Table S1 ). Table S1 ). Also, arginine biosynthesis was the variable of importance based on KEGG Table S1 ). This study reports the first initiative of applying machine learning techniques to develop KEGG pathway-based prediction models for tea breeding. While previous research, particularly on tea breeding, has largely been focused on the conventional linkage and AM 3 5 8 methods in selection of tea cultivars with desirable traits, no work has focused on prediction 3 5 9 models to improve tea breeding. This study compared the performance of 98 different 3 6 0 machine learning models which comprised of both supervised and unsupervised techniques. A few models were chosen as the best prediction models based on low RMSE and high which is involved in arginine biosynthesis.
52.8% concordance (Supplementary

2 5
In conclusion, the comparison of the performance of different prediction models was based breeding. Also, genomic selection can be applied earlier than phenotypic selection and thus The authors acknowledge the financial support to conduct this research, and study grants for ZA, SK and RM were involved with the design of the experiment and plant material used. genomic selection in breeding wheat for rust resistance. In Wheat Rust Diseases, pp. 173-182. comparative analysis of machine learning approaches for plant disease identification. RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 5 7 8 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -5 7 9 percent concordance for validation dataset 5 8 0 5 8 1 RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 5 9 8 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -5 9 9 percent concordance for validation dataset 6 0 0 6 0 1 6 0 2 RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 6 0 5 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -6 0 6 percent concordance for validation dataset 6 0 7 6 0 8 6 0 9 RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 6 1 2 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -6 1 3 percent concordance for validation dataset 6 1 4 6 1 5 6 1 6 RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 6 1 9 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -6 2 0 percent concordance for validation dataset 6 2 1 6 2 2 6 2 3 RMSE -Root Mean Square Error for discovery dataset, % concordance -percent concordance for 6 2 6 discovery dataset, RMSE † -Root Mean Square Error for validation dataset, % concordance † -6 2 7 percent concordance for validation dataset 6 2 8 6 2 9
