INTEGRATIVE GENOME ANNOTATION PIPELINE (IGAP)

Grid enabling bioinformatics applications
The international genome sequencing effort has steadily produced a large number of complete genomes. Since 1995, more than 180 complete, and over 1000 partial proteomes have been made publicly available. Progress is being made towards high quality proteome annotation through a combination of high throughput computation as well as manual curation. Increasingly the new knowledge is translated into tangible diagnostic and remedial procedures for the benefits of public health and education. Grid technology promises to meet the increasing demand in large scale computation and simulation in the fields of computational biology, chemistry and bioinformatics. The integrative Genome Annotation Pipeline, iGAP 1 , provides functional annotation using known protein structural information. The computational requirement of iGAP and our initial experience in using AppLeS Parameter Sweep Template (APST) 2 to deploy it on the grid has been previously described 3 . In addition, a prototype Bioinformatics Workflow Management System (BWMS) integrates with APST to facilitate the multi-genome annotation effort 4 . To facilitate the interactive use of the pipeline and the monitoring of the annotation progress, a GridSpeed based application portal, and GridMonitor Portal was also developed 5 .
While the previous system provides many rich features and works well for the dedicated workflow, it requires detailed knowledge to operate and requires significant effort to generalize to other applications. Ease of use is fundamental for the widespread adoption of grid technologies in life sciences, where application scientists do not have the time to keep up with the ever changing grid computation standards and models. As Moore's law continues to hold true, commodity computing clusters is becoming a reality on university campuses across the globe. While this trend is fundamental to the maturation of the grid, it also poses a new challenge. Many users prefer to run bioinformatics applications within a cluster environment, which is the most reliable production environment to date, despite recent advances in grid middleware technology.
One problem we've experienced in both the cluster and grid environment is the limitation of file I/O. In a cluster environment, if an application generates a lot of intermediary and output files, the load on the NFS server may become quite high, as the number of compute nodes increases, and I/O becomes a rate limiting step. Code modification is required to move the file I/O to local disks on compute nodes. Additional code is required to reliably transfer the end results from the compute nodes back to the NFS server. Even with a dedicated cluster where local disk may be used for data storage, it becomes difficult to find the results on various compute nodes if one wishes to revisit the data after a certain period of time. In a grid environment, network latency, bandwidth shortage, and overhead in file transfer are often prohibitive to the effective grid deployment of legacy applications which produce many output files with sizes ranging from tens of kilobytes to tens of megabytes. Gfarm TM provides a scalable and transparent solution, which enables effective use of not only the distributed computing power, but also the disk storage space, through a familiar virtual file system view (see Figure 1 ).
GFARM VIRTUAL FILESYSTEM
Gfarm
The Grid Datafarm 6 architecture is designed for global petabyte scale data-intensive computing, which provides a Grid file system with file replica management (Gfarm file system), and parallel and distributed data processing support for a set of files (Gfarm file). It provides scalable I/O bandwidth, and scalable parallel processing to exploit local I/O in a grid of clusters. The data is, physically replicated and dispersed among cluster nodes across administrative domains, where it can be accessed transparently from file replica locations via POSIX file I/O interface by data analysis tools. The most time-consuming but also the most typical task in various fields, such as astronomy, high energy physics, space exploration and human genome analysis, is to process and produce sets of files in embarrassingly parallel fashion. Such a process can be typically performed independently on every file in parallel, or at least have good locality. Gfarm supports high-performance distributed and parallel computing for such a process by introducing a Gfarm file, a new file-affinity process scheduling based on file locations, and new parallel file access semantics. An arbitrary group of files possibly dispersed across administrative domains can be managed as a single Gfarm file. File affinity scheduling and file view feature naturally drives the owner computes strategy, or move the computation to data approach. This is the key distinction of Gfarm over other distributed file systems, where the data will be moved to computation by default.
While Gfarm files may be accessed by a parallel I/O APIs (Gfarm APIs), it requires a series of modifications, first of application source code, then from subsequent API changes, not to mention possible newly introduced bugs. Therefore, as of version 1.0.4 released in November, 2004, Gfarm provides a system call hooking library which enables existing applications to run in Gfarm without code modification. It traps system calls for file I/O to investigate whether the specified operation is for a Gfarm file system or not. If it is for a Gfarm file system, it calls appropriate Gfarm APIs. This means that many applications in the life sciences may be able to leverage the grid computing power in Gfarm. We've set out to collaborate under PRAGMA to establish such a prototype grid environment using iGAP. Through rounds of software debugging and testing, version 1.1.1 of Gfarm released in April 2005 provides such a stable and efficient grid environment for iGAP, with no changes in iGAP required.
PROTEOME ANALYSIS IN GFARM
Building and using a transparent Gfarm file system
With participants from 6 institutes during SC'04, we have set up a Gfarm testbed for iGAP, http://datafarm.apgrid.org/testbed/igap/ (see table 1 ). The goal was to use iGAP to analyze the complete proteome of the bacteria Burkholderia mallei, a know Category B biothreat agent, on internationally distributed resources, by moving the applications to the data, without the data transfer overhead. The applications compiled for different compute platforms/architectures are installed in Gfarm in the same apparent global path. The correct architecture is selected transparently on the fly. The data libraries required for the calculations are loaded in one compute resource, and automatically replicated to other compute resources on demand.
In Gfarm VFS, a typical command would be: Compared to the same command in the NFS, the only difference is the replacement of /gfarm/wilfred with /home/wilfred. In the mean time, the user now has access to a grid of clusters with significant computing power and storage space (Table 1) . While the theoretical peak performance is 202 GFLOPS and 2.5 TB of disk storage, prior disk usage reduced the available space to 1 TB. Using thput-gfpio, part of the file system node (fsnode) package in Gfarm, we observed an overall 1 GB/sec disk I/O performance.
Overall, the building of the testbed from source RPM or binary RPM are straight forward and well documented. In order to enable transparent access to the virtual file system without code modification, a glibc-not-hidden package is required. A dedicated metadata server is recommended, where all the information about the files and applications are kept (See Figure 2) . Gfarm currently uses LDAP server for tracking directory, file and file replica information. We have found that openldap-2.1.30, with BerkeleyDB, performs much better than the openldap-2.0.27, which uses LDBM (GNU dbm). Additionally, increasing the amount of memory cache significantly improves the performance of the LDAP server. The cache size was set to 2 GB, using a 2.8 GHz, dual 64 bit AMD processor with 3 GB of RAM, and 70 GB of local disk. Configuration and performance tuning of Gfarm are discussed in subsequent sections.
Performance tuning
Comparison to NFS
NFS file system is often used in a clustered environment. However, when file I/O is heavy, the performance does not scale well and could be very poor. Since Gfarm takes advantage of local disks on compute nodes and turn them into storage nodes as well, the potential for scalability and high performance is very good.
The main new feature, in Gfarm v1.1.1, realizing a significant performance improvement, is as follows: Gfarm Agent (GA) caches pathname and timestamp of directories and files. In the author's experience, after the initial caching delay of a few seconds, directory listing occurs on the scale of milliseconds, even when there are thousands of files in a directory. Using iGAP executing WUBLAST as an example, its performance in Gfarm without, with Gfarm Agent, and the latter with LDAP memory cache optimization of Gfarm is compared to that in NFS. As shown in Table 2 , the user time for NFS and Gfarm are different by about 14% within the same node (141.385 vs. 159.9) and about 33% when iGAP-WUBLAST is executed on a remote node using gfrun (141.385 vs. 188.448). The real time difference of about 3.4 fold is because WUBLAST takes advantage of multiple threads in native NFS, whereas multithreading isn't supported in Gfarm currently. In the case of iGAP-PSI-BLAST, where multithreading is disabled by a user supplied option, the difference in real time performance is down to about 16% (see Table 3 ). Also notable in Table 3 is the effect of the on demand replication feature of Gfarm. When the required library for PSI-BLAST isn't pre -staged or -replicated, the difference could be close to 66% (130.882 vs. 218.103). Without Gfarm Agent, the different may be up to 163% (130.882 vs. 345.41). After the initial replication, a second run with all the prerequisite files lead to a 2.2 fold increase in PSI-BLAST performance in Gfarm.
Job scheduling
Gfarm uses file affinity scheduling, where the application is executed where the required data is available. It also takes into account of the load average on the compute nodes. While load average may be used for scheduling, sometimes network latency may cause the information to be dated, and cause many jobs to be scheduled to a node. While job scheduling in Gfarm is an area of active collaboration under PRAGMA 7 , we are currently using a simple FIFO scheduling approach. Basically each nodes are scheduled the same number of jobs as the number of processors. Figure 3 compares the performance of a NFS based cluster environment, vs. a Gfarm grid environment consisted of two separate clusters. Using FIFO, we are able to achieve about 86% of the performance, in terms of CPU.Hours, of an NFS file system for a 100-sequence data set using PSI-BLAST. While Gfarm only achieved a 1.7 fold speedup using twice as many processors, the 14% difference does provide additional incentive to further optimize the performance of Gfarm. Previously we've used APST to schedule jobs to various grid resources. But we've often encountered a bottleneck with transferring the files back from remote resources. With Gfarm, the files are not transferred back, but only their locations are recorded. Should there be a need to visit these intermediary files, it's very easy to retrieve them, just like in a regular Unix Shell. This reduction in file transfer overhead is one appealing aspect of using Gfarm. The 0.67 hour over NFS could easily be compensated from a practical perspective when the time consumed to manage files in different clusters is taken into account.
Network communication tuning
Because distributed file systems need to communicate the metadata, as well as moving data over potentially congested network. It's necessary to use best available network if possible. Gfarm has been shown previously to achieve very high performance on transfer of large data set, and won the Distributed Infrastructure award during SC'03. Using Iperf 8 , we have also tuned the TCP/IP buffer size, as well as the mem_max allowed on compute nodes. These significantly improve the file replication performance. In our experiment, we found it necessary to increase the TCP/IP buffer size by setting the following parameters:
(a) net.core.r(w)mem_max=1048576 --/etc/sysctl.conf After tuning these parameters, the file transfer speed reaches 2.5 Mbps per second between BII and SDSC. While this is still only about 10% of the performance of local disk I/O speed, it's reasonable given the 8Mbps local network switch for the BII workstations. At this rate, an 800 MB NR file takes about 30 min to replicate. For practical reasons, we decided to gfrep to pre-stage these files at BII instead of using on demand replication. On the other hand, between Osaka and SDSC, transfer of the same file only took 6.5 min, achieving 18.1 Mbps. However, a file of 107 MB only achieved 9.3 Mbps. This, along with our observations using smaller files, suggests that Gfarm isn't yet optimized for small file transfers.
Metadata server tuning and Gfarm system status monitoring
The LDAP server is a critical component in Gfarm performance. Although the inclusion of Gfarm Agent significantly reduces the load on the LDAP server, its performance, stability and backup is critical to Gfarm performance and reliability. For performance reasons, LDAP logging is disabled. Access to the LDAP database server is restricted by IP addresses for security reasons. A cron job is set up to back the LDAP database, and gfsplck and gfsck are used to verify the integrity of the metadata on a regular basis.
The status of Gfarm file system can be monitored easily using the Ganglia cluster toolkit, which comes standard with the Rocks distribution. As shown in Figure 4 , the network, memory, disk usage, and cpu load are graphically depicted. The monitoring is important because if network is down, or interrupted, or if a particular host's disk is full, Gfarm performance will be affected.
DISCUSSION
Collaborating under PRAGMA, we have established a prototype grid environment for scientific applications without code modification. The collaboration has been productive in terms of pushing the stability and performance of Gfarm. What's the main advantage of Gfarm? It reduces the cost barrier of using the grid for application scientists. Because there is no code modification required, the application scientist can focus on the science, while leveraging grid resources. When computational resource is scarce, access to Gfarm grid environment would provide much expanded computational power, as well as storage resources, as shown in Table 1 .
Currently file access in Gfarm uses Unix file system protection. However, metadata is currently not protected. Thus, access to metadata is only restricted using Unix firewall, to compute nodes. User authentication is accomplished using shared key, or GSI authentication. The latter is more desirable, because of its session management and expiration policy, whereas the shared key method expires every 24 hours. Even though Gfarm supports data encryption and integrity by GSI, we do not use these features because they slow down the performance by up to 5 times.
Since we started experimenting with Gfarm v1.0.4, the performance and stability of Gfarm has improved significantly. With the release of v1.1.1, we have established a routine use grid environment in Gfarm. The genome of Bur. mallei has been completed, and a scientific analysis and comparison with its non-pathogenic neighbors are being conducted. The results will be reported separately.
Clearly if one wants to take full advantage of a particular system, it's necessary to access some low level API to reduce the overhead and improve performance.
