Abstract
Introduction
Over recent years there has been an intense activity in developing image retrieval methods based on image content. Various systems have been proposed for cgntent-based image retrieval. These systems follow the paradigm of representing images using a set of image attributes, such as color, texture, shape, and layout which are archived along with the images in the database. A retrieval is performed by matching the feature attributes of a query image with those of the database images. Users typically do not think in terms of low-level image features while querying digital databases. As a result, most of these image retrieval systems have poor 0-7695-0253-9/99 $10.00 0 1999 IEEE hj zhang @ hpl .hp .com performance for specific queries. Recently, there has been an added interest to model human perception of image content [3, 7, 5] . The results, therein, suggest the importance of semantic cues for an efficient image retrieval system. One method to decode human perception is through the use of a relevance feedback mechanism [8], where the user and the computer can interact with each other to improve the retrieval performance. A second method relies on a successful grouping of the database images into semantically meaningful classes which will greatly enhance the performance of content-based image retrieval systems by filtering out images from irrelevant classes during matching [ IO] .
In this paper, we address the problem of image classification using low-level features. Specifically, we attempt to classify vacation photographs into a hierarchy of highlevel classes. These classes were designed to match human perception, so that a database organized according to these classes would be highly effective for browsing and retrieval purposes [ 101. Figure 1 illustrates our classification hierarchy. Vacation photographs are first classified into indoor or outdoor classes. Outdoor images are further classified into city and landscape images [lo]. A subset of landscape images is further classified into one of the sunset, forest, and mountain classes. While the above hierarchy is not in itself complete (a user may be interested in querying the database for images captured in the evening -(dayhight classification), images containing faces (face vs. non-face classification), or images containing text (text vs. non-text classification)), it is a reasonable approach to simplify the image retrieval problem.
The classification problems formulated above are addressed here using Bayes decision theory. The probabilistic models required for the Bayesian approach are estimated during a training phase; in particular, the class-conditional probability density functions of the observed features are estimated under a Vector Quantization (VQ) framework 11. An MDL-type principle [6] is used to determine the optimal size of codebook vectors from the training samples for the various classifiers. The paper is organized as follows. Section 2 discusses the Bayesian framework for image classification and the use of Vector Quantization (VQ) to estimate the classconditional probability density functions. Section 3 discusses the implementation issues. We report the classification accuracies in Section 4. Section 5 and 6 discuss approaches for making the classifiers more robust using incremental learning and automatic feature selection. Section 7 finally concludes the paper and presents directions for future research.
Bayesian Framework
The classification problems formulated above are addressed here using Bayes decision theory. Each image is represented by a feature vector extracted from the image. The probabilistic models required for the Bayesian approach are estimated during a training phase; in particular, the class-conditional probability density functions of the observed feature vector are estimated under a Vector Quantization (VQ) framework where mj is the proportion of training samples assigned to vj. A more comprehensive approach would be to use the Mahalanobis distance in estimating the codebook vectors; but, if feature dimensionality is high and the number of training samples is small, the estimated covariance matrices are likely to be singular. The Bayesian classifier is then defined using the maximum a posteriori (MAP) criterion as follows
where R is the set of pattern classes and p ( w ) represents the a priori class probability.
A key issue in using vector quantization for density representation is the choice of the codebook size. It is clear that, given a training set, the VQ-approximated likelihood (probability) of that training set will keep increasing as the dimension of the codebook grows; in the limit, we would have a code vector for each training sample, with the corresponding probability equal to one. To address this issue of selecting the codebook size, we adopt the MDL principle. The optimal codebook size, G, is estimated by minimizing the following modijied MDL (MMDL) criterion (see [IO] for details),
where the first term is the negative log-likelihood of the observations, the second one accounts for the weights mj. while the third one corresponds to the codebook vectors themselves.
Implementation Issues
Experiments were conducted on two databases (both independently and combined) of 5,081 (indoor vs. outdoor classification) and 2,716 (city vs. landscape classification and further classification of landscape images) images. The two databases, henceforth referred to as database D1 and database D2, had 866 images in common, thus the entire database contains 6,931 distinct images.
Image Features
The accuracy of the classifiers depends on the underlying low-level representation of the images. The more discriminative the features, better is the classification accuracy. We thus look for qualitative attributes and appropriate features that capture these attributes for each classifier. For example, outdoor images tend to have uniformity in spatial color distributions, such as the sky is on top and is typically blue in color. Indoor images tend to have more varied color distributions and have more uniform lighting (most are close up shots). The qualitative attributes of city and landscape images have been previously described in [IO] . Table 1 briefly describes the qualitative attributes of the various classes and the features used to represent them based on the above observations.
Vector Quantization
The LVQPAK package [2] was used for vector quantization. For every class, half of the database images were 
Indoor Vs. Outdoor Classification

Test2 Entire Database
Database D1 was used to train the indoor vs. outdoor classifier. This database consisted of 2,470 indoor and 2,611 outdoor images. Table 3 shows the classification results for the color moment features for the indoor vs. outdoor classification problem. Experiments using sub-block MRSAR texture features [9] yielded much lower accuracies of 75%. A combination of color and texture features did not yield a better accuracy than the color moment features. These results show that the spatial color distribution (probably capturing intensity/illumination changes) has sufficient discriminative power for the indoor vs. outdoor image classification problem. Szummer et al. [9] use a KNearest Neighbor classifier and leave-one-out criterion for testing to report classification accuracies, for the indoor vs.
outdoor classification problem, of approximately 90% on a database of size 1,324 images. Thus, our classifier's performance is comparable to those reported in the literature. A major advantage of the Bayesian classifier is its efficiency due to the small number of codebook vectors (30 in this case) needed to represent the training data (6,931 images). Figure 3 shows a representative subset of the misclassified indoor and outdoor scenes. Presence of bright spots either from some light source or from sunshine through windows and doors seems to be a main cause of misclassification of indoor images. The main reasons for the misclassification of outdoor images are as follows: (i) uniform lighting on the image mostly as a result of a close-up shot and (ii) low contrast images (some of the indoor images used in the training set were low contrast digital images and hence, most low contrast outdoor images were classified as indoor scenes). 
City Vs. Landscape Classification
The city vs. landscape classification problem and further classification of landscape images into sunset, forest, and mountain classes using the Bayesian framework has been addressed in detail in [ 101. We summarize the results here. On database D2 (2,716 images) the edge direction coherence vector provides the best individual accuracy of 97.0% for the training data (half the images) and 92.9% for the independent test data (classification accuracy of 95.0% on the entire database). We also computed the classification accuracy using the edge direction coherence vector features on an independent test set of 568 outdoor images from database D 1. The edge direction features yielded an accuracy of 90.0% with 57 misclassifications out of the 568 images.
Combining color histogram features with the edge direction coherence vector features did not substantially improve the classification accuracy, showing that edge direction features have enough discriminative power for the city vs. landscape classification problem.
Further Classification of Landscape lmages
A 2-stage classifier was constructed (see [IO] 
Reject Option
Introducing a reject option is a difficult problem in image classification. For our Bayesian classifiers, the reject option can be based on the a posteriori class probabilities. In its simplest form, we can reject those images whose maximum a posteriori probability is less than a threshold, T . Table 4 shows the classification accuracies for the indoor vs. outdoor and cip vs. landscape image classifiers with the above reject option with T = 0.6. Clearly, there is an error-reject trade-off and after some point, an excessive amount of rejection may be needed to further reduce the error rate. 
Incremental Learning
A limitation of the proposed Bayesian methodology is that the classifier performance depends on the training set size. Table 5 compares the classification accuracies of the indoor vs. outdoor image classifier (trained on spatial color moment features) with increasing training set sizes. As expected, increasing the training set size improves the classification accuracy. Collecting a'large and representative training set is expensive, time consuming, and sometimes not feasible. Therefore, it is desirable to incorporate learning techniques in a classifier 141. For the Bayesian classifier proposed above, the previously learnt data (training set) is represented in terms of the codebook vectors ( v i ) . Learning involves incrementally updating these codebook vectors as new training data become available. Table 6 . Incremental learning applied to a Bayesian classifier trained initially on 1,418 images (accuracy of 79.8% on the test set).
Set
Feature Subset Selection
The Bayesian classifiers use high-dimensional feature vectors for classification and each feature vector may carry ITrainingl Accuracy I Accuracy 1 Table 7 . Indoor vs. outdoor classifier (of Table 6) performance after incremental learning.
a number of redundant components. Can the classification accuracy be improved using feature subset selection methods, i.e., using a subset of features from a high-dimensional feature vector? We have applied a simple heuristic procedure based on feature clustering for feature subset selection.
Our goal is to remove redundancies from the features. A K - 
No. of Fnlures
07:
pared to a classifier trained on the spatial color moment features, for the indoor vs. outdoor image classification problem. Moreover, as the feature dimensionality is reduced, more codebook vectors can be used to represent the underlying distribution, thereby, further increasing the classification accuracy. Applying the MMDL principle (described in Section 2 ) t o generate the optimal codebook size for the new feature set, we get q -50 as the optimal number of codebook vectors for the indoor vs. outdoor classifier based on the 2,541 training samples. Thus, we extracted 25 codebook vectors each for the indoor and outdoor image classes under the new feature set of size 75 components. Table 8 shows the slight improvement in the classification accuracies for the classifier trained on these new features compared against the classification accuracies of the classifier trained on the spatial color moment features. 
Conclusion and Future Work
Content-based indexing and retrieval has emerged as an important area in computer vision and multimedia computing. User queries are typically based on semantics and not on low-level image features. 1t i s a challenging problem to provide high-level semantic indices into large databases. In this paper, we show that certain high-level semantic categories can be learnt using specific low-level image features under the constraint that the test images do belong lo one of the pattern class. Specifically, we have developed a hierarchical classifier for classifying vacation images. The classification problems have been formalized using the Bayesian framework wherein Vector Quantization is used to estimate the class-conditional probability densities of the observed features. Our Bayesian approach has the following advantages: (i) a small number of codebook vectors represent a particular class of images, thereby greatly reducing the number of comparisons necessary for each classification; (ii) it naturally allows for the integration of multiple features through the class-conditional densities; and (iii) it not only provides a classification rule, but also assigns a degree of confidence in the classification which may be used io build a reject option into the classifiers. Classifications based on local color moments, color histograms, color coherence vectors, edge direction histograms, and edge direction coherence vectors as features show promising results.
The accuracy of the above classifiers depends on the feature set used, the training samples, and their ability to learn from the training samples. We have developed a paradigm for incremental learning and feature subset selection for the Bayesian classifier. Another challenging issue is to introduce a reject option. In the simplest form, the a posteriori class probabilities can be used for rejection (rejecting images whose maximum a posteriori class probability is less than a threshold, T -say 0.6). We are looking at other means of adding the reject option into the system. Finally, we intend to add other classifiers into the system, such as day vs. night classification, people vs. non-people classification, text vs. non-text classification, etc. These classifiers can be added along with the present hierarchy to generate semantic indices into the database.
