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ABSTRACT
Um sistema operacional em tempo real (Real Time Ope-
rating System, RTOS) oferece mecanismos a` execuc¸a˜o de
tarefas com restric¸o˜es de tempo, entitulados requisitos de
tempo real da aplicac¸a˜o. A execuc¸a˜o de aplicac¸o˜es com ca-
racter´ısticas de tempo real em ambientes com limitac¸o˜es de
recursos de hardware (e.g., processamento e memo´ria) torna
o desenvolvimento dessas aplicac¸o˜es mais desafiador ou, ate´
mesmo, imposs´ıvel. Nesse trabalho, avalia-se o FreeRTOS,
um sistema operacional de tempo real voltado a sistemas
embarcados, de co´digo aberto e livre de licenc¸a comercial.
Todavia, objetivou-se avaliar o sistema em uma plataforma
de hardware minimalista, o Arduino UNO, muito empregado
na prototipac¸a˜o de sistemas embarcados. Como principal re-
sultado, ale´m de propiciar melhor entendimento acerca dos
limites de um RTOS em uma plataforma limitada em termos
de recursos de processamento e de memo´ria, preveˆ-se o perfil
das aplicac¸o˜es que eventualmente possam ser desenvolvidas
no conjunto avaliado.
CCS Concepts
•Computer systems organization → Real-time ope-
rating systems; •Software and its engineering → Re-
quirements analysis; Software design engineering;
Keywords
Sistemas de tempo real; FreeRTOS; Arduino Uno
1. INTRODUÇÃO
Um sistema operacional em tempo real (Real Time Opera-
ting System, RTOS) oferece mecanismos que, quando utiliza-
dos apropriadamente, garantem que um conjunto de tarefas
sejam conclu´ıdas dentro de certos limites de tempo, entitu-
lados requisitos de tempo real da aplicac¸a˜o [5]. Ou seja, a
corretude do sistema na˜o depende apenas dos resultados que
ele produz, mas do tempo em que esses resultados sa˜o pro-
duzidos. Todos os prazos estipulados devem ser cumpridos,
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independente das circunstaˆncias, o que atribui aos RTOS a
caracter´ıstica de previsibilidade. Garantir essa previsibili-
dade pode inclusive tornar o sistema mais lento [8].
Um modelo de tarefas de tempo real apresenta caracte-
r´ısticas peculiares. Na linha do tempo, tem-se os seguintes
instantes de refereˆncia: i) instante de chegada da tarefa; ii)
instante de liberac¸a˜o; iii) tempo de execuc¸a˜o (com in´ıcio e
conclusa˜o bem definidos); e iv) deadline da tarefa. Quando
a tarefa finaliza antes de seu deadline, tem-se uma folga de
tempo; caso contra´rio, um atraso. O tempo de resposta
e´ dado como a diferenc¸a entre o tempo de conclusa˜o e o
tempo de chegada. Em termos de propriedades temporais
das tarefas no sistema, pode-se destacar os seguintes tipos
de tarefas: perio´dicas (ativadas em intervalos de tempo bem
definidos), espora´dicas (instantes de chegada na˜o sa˜o conhe-
cidos) e aperio´dicas (sabe-se nada em relac¸a˜o a`s ativac¸o˜es
das tarefas). Essas propriedades temporais sa˜o o ponto de
partida para a ana´lise de escalonabilidade do sistema. Nesse
contexto, os sistemas em tempo real podem ser classificados
pela rigidez de seus requisitos de tempo real como:
• Hard : caso os requisitos de tempo na˜o sejam alcanc¸a-
dos, inutilizam totalmente o sistema. Como exemplos,
pode-se mencionar os sistemas de controle de motores
de aeronaves e os sistemas de acionamento de airbags
em ve´ıculos automotores.
• Firm: caso os requisitos de tempo na˜o sejam alcanc¸a-
dos, tornam o resultado inu´til, mas na˜o comprometem
todo o sistema. Como exemplo, pode-se citar siste-
mas de previsa˜o de tempo e os sistemas de deciso˜es do
mercado de ac¸o˜es da bolsa de valores.
• Soft : na˜o causam grave dano caso os requisitos de
tempo na˜o sejam alcanc¸ados, apenas impactam dire-
tamente no desempenho do sistema. Como exemplo,
pode-se citar aplicac¸o˜es de transmissa˜o multimı´dia e
aplicac¸o˜es de comunicac¸a˜o, onde perder uma certa por-
centagem dos dados gera ru´ıdo ou desconforto, mas
na˜o vai tornar a aplicac¸a˜o totalmente inutiliza´vel.
Em alguns cena´rios espec´ıficos, como no caso de sistemas
embarcados, tambe´m ha´ necessidade de se prever mecanis-
mos que deˆem suporte a aplicac¸o˜es com requisitos de tempo
real. Nesses ambientes, comumente se emprega plataformas
de hardware que apresentam recursos limitados de proces-
samento e armazenamento. Adicionalmente, muitos desses
sistemas tem fonte limitada de energia (i.e., sa˜o alimenta-
dos por baterias). Como principal resultado, geralmente se
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observa sistemas que executam uma u´nica aplicac¸a˜o embar-
cada, sem sequer utilizar um sistema operacional.
Esse trabalho apresenta uma avaliac¸a˜o inicial de um sis-
tema operacional de tempo real voltado a sistemas embarca-
dos, de co´digo aberto e livre de licenc¸a comercial. Todavia,
objetiva-se avaliar o sistema em uma plataforma de hardware
minimalista, muito empregada na prototipac¸a˜o de sistemas
embarcados. Como principal resultado, ale´m de propiciar
melhor entendimento acerca dos limites de um RTOS em
uma plataforma de hardware limitada, ter-se-a´ uma noc¸a˜o
clara do perfil de aplicac¸o˜es que eventualmente possam ser
desenvolvidas nessas plataformas. Destaca-se que na˜o se
objetiva uma ana´lise extensiva de desempenho, tampouco
comparativa a outras plataformas de hardware com diferen-
tes microcontroladores.
O restante desse artigo esta´ organizado da seguinte forma:
na Sec¸a˜o 2 descreve-se os principais componentes do FreeR-
TOS, enquanto a Sec¸a˜o 3 apresenta, brevemente, a plata-
forma de hardware utilizada nesse trabalho (i.e., Arduino
UNO); a Sec¸a˜o 4 e´ reservada para a avaliac¸a˜o e ana´lise do
FreeRTOS no Arduino UNO; e, para encerrar, a Sec¸a˜o 5
apresenta as concluso˜es mais relevantes desse trabalho.
2. FREERTOS
O FreeRTOS [4] e´ um sistema operacional em tempo real
gratuito e de co´digo livre, desenvolvido na linguagem C. Ele
serve como base para o desenvolvimento de aplicac¸o˜es em sis-
temas embarcados que precisam cumprir requisitos de tempo
real. Esse sistema e´ voltado para aplicac¸o˜es essencialmente
embarcadas que, geralmente, executam em plataformas ba-
seadas em microcontroladores ou pequenos microprocessa-
dores, apresentando caracter´ısticas de soft real time require-
ments e hard real time requirements.
A distribuic¸a˜o oficial do FreeRTOS possui uma se´rie de
arquivos fontes que sa˜o compartilhados por todas as combi-
nac¸o˜es de compiladores e arquiteturas para as quais o sis-
tema esta´ dispon´ıvel. Adicionalmente, ha´ arquivos fontes
espec´ıficos para cada conjunto de compilador e arquitetura.
Atualmente, o FreeRTOS esta´ na versa˜o 10.2.1; entre-
tanto, este trabalho foi realizado tomando como objeto de
estudo a versa˜o 8.2.3 do sistema. Focou-se nesta versa˜o de-
vido a ser a primeira adaptac¸a˜o independente do FreeRTOS
para o Arduino Uno e por na˜o haver uma versa˜o oficial para
esta plataforma. Ou seja, esse port na˜o faz parte da dis-
tribuic¸a˜o oficial, sendo realizado por Phillip Stevens que o
desponibilizou em um reposito´rio pu´blico em seu github [10].
Posteriormente, o port foi disponibilizado nas bibliotecas da
plataforma Arduino. Em s´ıntese, a utilizac¸a˜o de uma ver-
sa˜o mais antiga do FreeRTOS na˜o compromete a avaliac¸a˜o
e ana´lise realizadas nesse trabalho.
Entre as diversas alterac¸o˜es que acorreram ate´ a versa˜o
atual, destaca-se que, desde a versa˜o 9.0.0, o FreeRTOS su-
porta alocac¸a˜o esta´tica de alguns dos objetos do kernel (e.g.,
tarefas, filas, sema´foros e timers). O FreeRTOS suporta
quatro modos de gerenciamento de memo´ria; entretanto, na
versa˜o para Arduino Uno, apenas um dos esquemas de ge-
renciamento de memo´ria previstos na versa˜o completa esta´
dispon´ıvel.
2.1 Tarefas
No FreeRTOS, as aplicac¸o˜es sa˜o organizadas como cole-
c¸o˜es de tarefas semelhantes a threads1 e independentes entre
si. Cabe ao kernel, mais especificamente ao escalonador,
decidir qual tarefa executara´ de acordo com as prioridades
definidas pelo desenvolvedor. No caso de um processador ou
microcontrolador com apenas um nu´cleo (como e´ o caso do
ATmega328P, no Arduino Uno) apenas uma tarefa executa
por vez.
Para cada tarefa, na memo´ria, sa˜o alocados uma pilha e
um TCB (Task Control Block, ou bloco de controle da tarefa)
onde ficam armazenadas informac¸o˜es de controle da tarefa,
tais como a prioridade da tarefa e um ponteiro para o in´ıcio
da pilha
Existem va´rios estados nos quais uma tarefa pode estar em
um dado momento de execuc¸a˜o da aplicac¸a˜o: executando,
pronta, suspensa e bloqueada. Quando a tarefa esta´ exe-
cutando, ela esta´ utilizando o processador e outros recursos
do sistema para executar suas instruc¸o˜es. Tarefas que esta˜o
no estado pronto esta˜o dispon´ıveis para o escalonador, mas
na˜o esta˜o sendo executadas. No estado bloqueado, a tarefa
na˜o esta´ dispon´ıvel para o escalonador. Neste caso, ela pode
estar a` espera de um evento temporal, tal como aguardando
por uma determinada quantidade de tempo, ou um evento de
sincronizac¸a˜o como, por exemplo, a chegada de uma mensa-
gem em uma fila. No estado suspensa, a tarefa tambe´m na˜o
esta´ dispon´ıvel para o escalonador, mas so´ pode ser colocada
e retirada desse estado atrave´s de chamadas de uma func¸a˜o
espec´ıfica da API (Application Programming Interface, ou
interface de programac¸a˜o de aplicac¸o˜es) do sistema.
O FreeRTOS possui diversos algoritmos de escalonamento
que variam de acordo com configurac¸o˜es que definem a utili-
zac¸a˜o, ou na˜o, de preempc¸a˜o e fatiamento de tempo. Caso a
preempc¸a˜o esteja ativada, o escalonador ira´ imediatamente
trocar a tarefa que esta´ executando atualmente caso outra
tarefa com maior prioridade fique dispon´ıvel. Isso significa
que a tarefa que estava sendo executada e´ movida para o
estado pronto involuntariamente (sem ceder lugar nem fi-
car bloqueada por outro motivo). Esse evento e´ conhecido
como troca de contexto. O fatiamento de tempo diz res-
peito ao compartilhamento de tempo entre tarefas com a
mesma prioridade. A cada intervalo de tempo predetermi-
nado, o escalonador troca a tarefa que esta´ executando com
outra, contanto que haja pelo menos uma outra tarefa com
a mesma prioridade no estado de pronta. Essa intervenc¸a˜o e
ativac¸a˜o do escalonador ocorre mediante uma interrupc¸a˜o de
relo´gio, sempre apo´s o decorrer de uma fatia de tempo pre´-
estabelecida. O algoritmo mais comum de escalonamento e´
o que combina preempc¸a˜o e fatiamento de tempo.
Outra modalidade dispon´ıvel e´ o escalonamento priori-
zado, preemptivo sem fatias de tempo. Neste caso, emprega-
se quase o mesmo sistema que o escalonamento com fatias de
tempo, a diferenc¸a esta´ no fato que na˜o ha´ fatias de tempo,
ocorrendo a troca de contexto nas situac¸o˜es em que uma ta-
refa de maior prioridade mudar para o estado pronto ou a
tarefa que esta´ executando bloquear. Desta forma, antecipa-
se menos trocas de contexto e uma menor carga de proces-
samento do escalonador; entretanto, podera´ aumentar a dis-
crepaˆncia entre a quantidade de tempo de execuc¸a˜o de cada
tarefa.
Adicionalmente, ha´ a modalidade de escalonamento coo-
perativo, onde as tarefas executam ate´ que explicitamente
1Threads sa˜o as menores sequeˆncias de instruc¸o˜es que po-
dem ser gerenciadas independentemente pelo escalonador do
sistema operacional.
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liberem o uso do processador ou, alternativamente, entrem
no estado bloqueado.
2.2 Notificações de tarefa
Notificac¸o˜es de tarefa e´ um mecanismo de comunicac¸a˜o
direta entre tarefas, eliminando a necessidade de uma estru-
tura intermedia´ria como, por exemplo, uma fila. Cada tarefa
tem uma varia´vel de notificac¸a˜o, que consiste em um valor
inteiro de 32 bits. Ale´m disso, cada tarefa tem um estado de
notificac¸a˜o, que pode assumir um dos seguintes valores:
• eNotWaitingNotification : A tarefa na˜o esta´ espe-
rando uma notificac¸a˜o.
• eWaitingNotification : A tarefa esta´ esperando uma
notificac¸a˜o.
• eNotified : A tarefa recebeu uma notificac¸a˜o.
Ao notificar uma tarefa, diversas opc¸o˜es podem ser es-
pecificadas para se alterar o valor de notificac¸a˜o da tarefa
alvo:
• eNoAction : A tarefa recebe o evento da noticac¸a˜o,
mas o valor de notificac¸a˜o na˜o e´ alterado.
• eSetBits: Ativa alguns bits do valor de noticac¸a˜o atra-
ve´s de uma operac¸a˜o OR.
• eIncrement : O valor de notificac¸a˜o da tarefa alvo e´
incrementado em um.
• eSetValueWithOverwrite: Atribui ao valor de noti-
ficac¸a˜o da tarefa alvo o valor passado como paraˆmetro,
incondicionalmente.
• eSetValueWithoutOverwrite: Atribui ao valor de
notificac¸a˜o da tarefa alvo o valor passado como pa-
raˆmetro somente se a tarefa na˜o tenha uma notifica-
c¸a˜o pendente; caso contra´rio, a notificac¸a˜o falha e na˜o
surte efeito.
Por na˜o necessitar nenhum objeto auxiliar/intermedia´rio,
o recurso de notificac¸o˜es de tarefas tem um custo considera-
velmente menor de memo´ria RAM, ale´m de ser significati-
vamente mais ra´pido. Entretanto, este recurso possui uma
se´rie de limitac¸o˜es que o fazem na˜o ser o meio de comunica-
c¸a˜o mais apropriado em alguns casos. Dentre as principais
limitac¸o˜es esta˜o: na˜o e´ poss´ıvel enviar eventos e dados para
um servic¸o de interrupc¸a˜o; na˜o e´ poss´ıvel notificar mais de
uma tarefa simultaneamente; na˜o e´ poss´ıvel armazenar va´-
rios dados como, por exemplo, em um buffer ; e, tambe´m
na˜o e´ poss´ıvel que uma tarefa espere no estado de bloque-
ada ate´ que outra tarefa com uma notificac¸a˜o pendente fique
dispon´ıvel para ser notificada.
2.3 Timers
Timers sa˜o usados para agendar a execuc¸a˜o de uma de-
terminada ac¸a˜o ou para repetir uma determinada ac¸a˜o pe-
riodicamente. Eles esta˜o sob o controle do kernel e na˜o
possuem relac¸a˜o com os timers de hardware. Timers que
somente executam uma ac¸a˜o apenas uma vez sa˜o chamados
de timers one-shot, e podem ser reiniciados manualmente.
Timers que executam a cada per´ıodo de tempo sa˜o denomi-
nados timers auto-reload e, a cada vez que finalizam a ac¸a˜o
programada, sa˜o reinicializados [4].
Existem dois estados poss´ıveis para os timers: o estado
dormant, que e´ quando ele existe e pode ser referenciado,
mas que na˜o esta´ executando e, portanto, na˜o sera´ dispa-
rado em momento algum; e o estado running, indicando que
ele sera´ executado apo´s um tempo de espera programado,
quando sera´ realizada uma ac¸a˜o pre´-estabelecida [4].
2.4 Interrupções
Geralmente e´ necessa´rio que alguma ac¸a˜o seja executada
caso um evento ocorra, sendo a funcionalidade que capta
esses eventos denominada de interrupc¸a˜o [4]. Por exemplo,
um sensor de temperatura pode ser programado para reagir
caso a temperatura do ambiente atingir determinado valor,
ocasia˜o na qual comunica o evento gerando uma interrupc¸a˜o.
A depender do sistema e das respectivas aplicac¸o˜es, deve-
se responder a diversos eventos e, consequentemente, tratar
va´rias interrupc¸o˜es, desencadeando processamento e uso de
recursos que dependem das ac¸o˜es envolvidas no processo. O
FreeRTOS na˜o limita como esse processamento deve ocor-
rer; entretanto, recomenda ao desenvolvedor manter o tra-
tamento da interrupc¸a˜o o mais breve poss´ıvel e repassando
para tarefas convencionais a continuidade e finalizac¸a˜o do
tratamento associado ao evento que desencadeou a inter-
rupc¸a˜o.
As interrupc¸o˜es tambe´m possuem uma prioridade, toda-
via diferente em comparac¸a˜o a prioridade atribu´ıda a uma
tarefa. A prioridade de uma tarefa sempre sera´ menor que
a prioridade de uma interrupc¸a˜o; ou seja, a tarefa de maior
prioridade ainda assim sera´ deixada de lado caso uma in-
terrupc¸a˜o com a menor prioridade poss´ıvel ocorra. Isso se
deve ao fato que uma interrupc¸a˜o e´ tratada pelo hardware,
enquanto que uma tarefa e´, essencialmente, controlada por
software [4].
2.5 Controle de recursos
Em sistemas multitarefa, pode ocorrer de uma tarefa ten-
tar acessar um recurso que esta´ sendo utilizado por outra
tarefa, acarretando em poss´ıveis estados inconsistentes do
sistema. Isso ocorre pois na˜o e´ necessa´rio que uma tarefa
libere seus recursos ao ser removida da CPU quando ocorre
uma troca de contexto.
O FreeRTOS possui me´todos para gerenciar o acesso con-
corrente aos recursos. Um desses me´todos permite a defini-
c¸a˜o de uma regia˜o cr´ıtica, garantindo que apenas uma tarefa
execute o co´digo delimitado pela regia˜o. Isso e´ garantido
pois todas as interrupc¸o˜es (ou interrupc¸o˜es com prioridades
menores que uma estabelecida) sa˜o desabilitadas ao ingres-
sar em uma regia˜o cr´ıtica. Como o escalonador somente exe-
cutara´ a troca de contexto quando ocorre a interrupc¸a˜o que
sinaliza a necessidade de realizar a troca, a tarefa corrente
continuara´ executando ate´ que ela saia da regia˜o cr´ıtica [4].
Em uma granularidade diferenciada, o sistema oferece o
mecanismo de mutexes para gerenciar o acesso concorrente a
recursos, na˜o exigindo que se desabilite as interrupc¸o˜es mais
do que o mı´nimo necessa´rio. Um mutex acaba operando
como uma varia´vel de controle, deixando a cargo do desen-
volvedor gerenciar apropriadamente o controle de acesso aos
recursos compartilhados.
Por fim, um recurso pode ter seu acesso controlado por
uma tarefa gatekeeper, que e´ uma tarefa que tem acesso ex-
clusivo ao recurso (semelhante ao mecanismo de spooler).
Um exemplo cla´ssico seria uma tarefa gatekeeper para a im-
pressora, sendo a u´nica que gerencia a fila de impressa˜o.
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2.6 Filas
Filas sa˜o um recurso extremamente versa´til e amplamente
usado por todo o sistema operacional e aplicac¸o˜es no geral.
Elas proveˆem um mecanismo de comunicac¸a˜o entre duas ta-
refas, ou tarefas e servic¸os de interrupc¸a˜o (servic¸os de inter-
rupc¸a˜o se referem ao tratamento de eventos que acontecem
no ambiente onde o sistema atua, como leituras vindo de um
sensor, comandos vindos de um teclado ou pacotes chegando
por um perife´rico de rede).
Filas sa˜o normalmente usadas como buffers FIFO (First-
In First-Out), onde os dados sa˜o escritos no final e lidos
do comec¸o da estrutura. O FreeRTOS proveˆ uma se´rie de
recursos para que filas possam ser utilizadas por diversas ta-
refas, tanto para leitura quanto para escrita. Um exemplo
de utilizac¸a˜o de uma fila na comunicac¸a˜o dentro do sistema,
e´ uma fila onde uma tarefa escreve valores recebidos pelo ser-
vic¸o de interrupc¸a˜o de um determinado sensor/dispositivo e
outra tarefa que aguarda por essas escritas para que possa
realizar a leitura desses valores e realizar o processamento
desejado.
2.7 Recursos de memória
Existem treˆs tipos de memo´ria no Arduino Uno [1]:
• Memo´ria Flash: onde as instruc¸o˜es do programa ficam
armazenadas, sendo tambe´m executadas diretamente
dessa memo´ria.
• Memo´ria SRAM2: onde ficam os dados durante a exe-
cuc¸a˜o do programa.
• Memo´ria EEPROM: utilizada para guardar informa-
c¸o˜es de longo prazo, como dados fixos e strings.
Ate´ verso˜es mais recentes do FreeRTOS, os objetos do
kernel como filas, sema´foros e tarefas so´ podiam ser aloca-
dos dinamicamente, em tempo de execuc¸a˜o. Dessa forma,
o sistema aloca memoria RAM a cada vez que um objeto
e´ criado e libera a cada vez que um objeto e´ removido. A
partir da versa˜o 9.0.0 do sistema, e´ poss´ıvel alocar os obje-
tos dinamicamente em tempo de execuc¸a˜o ou estaticamente
(i.e., durante a compilac¸a˜o).
No FreeRTOS, alocac¸o˜es dinaˆmicas de memo´ria podem
ser realizadas utilizando as func¸o˜es malloc() e free() da lin-
guagem C. Como esse meio de alocac¸a˜o de memo´ria pode
na˜o ser adequado para todos os cena´rios, a distribuic¸a˜o ofi-
cial oferece cinco esquemas de gerenciamento de memo´ria,
que dizem respeito a`s pol´ıticas e mecanismos a serem empre-
gados na alocac¸a˜o de memo´ria nos procedimentos de criac¸a˜o
e liberac¸a˜o de objetos.
Os cinco esquemas de alocac¸a˜o diferem entre si em aspec-
tos como, por exemplo, a forma como e´ organizado o espac¸o
ocupado pela heap de memo´ria e a maneira como o espac¸o
livre e´ reaproveitado quando um objeto e´ exclu´ıdo. A heap
1, como assim e´ chamada, e´ extremamente simples, imple-
mentando apenas func¸o˜es de alocac¸a˜o, sem possibilidade de
liberac¸a˜o de espac¸o ocupado. A heap 2 implementa libera-
c¸a˜o de memo´ria e utiliza um algoritmo para garantir que os
blocos de memo´ria escolhidos para serem alocados tenham
o tamanho mais pro´ximo poss´ıvel do requisitado. A heap
2SRAM e´ a sigla para Static Random Acess Memory. E´
equivalente a memo´ria RAM, mas mante´m os bits de dados
na memo´ria enquanto o dispositivo estiver ligado, diferente
da RAM, que e´ periodicamente atualizada.
Figure 1: A placa Arduino Uno (Release 3, R3).
Microcontrolador ATmega328P
Velocidade do clock 16 MHz
Memo´ria Flash 32 KB 3
SRAM 2 KB
Table 1: Especificac¸o˜es te´cnicas ba´sicas do Arduino
UNO.
3, por sua vez, implementa as func¸o˜es de alocac¸a˜o e libera-
c¸a˜o de memo´ria da linguagem C (i.e., malloc() e free()). Ja´
a heap 4 e´ similar a` segunda variante, agregando tambe´m
a combinac¸a˜o de blocos livres adjacentes, o que diminui a
fragmentac¸a˜o da memo´ria. Todos os esquemas, com excec¸a˜o
do terceiro, alocam estaticamente um vetor cont´ınuo na me-
mo´ria para assumir a func¸a˜o da heap. Finalmente, a heap 5
que, apesar de operar de maneira semelhante a` heap 4, ma-
peia previamente as regio˜es da memo´ria que sera˜o utilizadas,
dispensando assim, a necessidade delas serem cont´ınuas. No
caso espec´ıfico do port para o Arduino Uno, o u´nico esquema
de gerenciamento de memo´ria dispon´ıvel e´ a heap 3.
3. ARDUINO UNO
Esta sessa˜o apresenta informac¸o˜es relevantes acerca do
hardware utilizado neste trabalho: a placa microcontrola-
dora Arduino Uno [2].
O Arduino UNO e´ uma placa microcontroladora de design
aberto. Ela possui 14 pinos de entrada e sa´ıda, onde diversos
dispositivos podem ser conectados como, por exemplo, um
sensor captando a temperatura ambiente para fazer algum
tipo de processamento, ou um brac¸o robo´tico que esta´ sendo
controlado pelo programa executando no hardware. A placa
opera numa voltagem de 5V e pode ser alimentada por uma
fonte externa, bateria ou por uma entrada USB tipo B, que
tambe´m e´ utilizada para a carga (upload) do co´digo execu-
ta´vel ao ligar a placa em um computador.
Apesar de ser versa´til e possibilitar a criac¸a˜o de uma in-
finidade de aplicac¸o˜es, o Arduino Uno e´ um componente de
hardware bastante limitado. A tabela 1 mostra algumas das
principais especificac¸o˜es da placa.
3.1 Ambientes de desenvolvimento
A plataforma Arduino possui duas IDEs (Integrated deve-
lopment environment ou ambiente de desenvolvimento inte-
grado) para o desenvolvimento e upload de programas para
as placas microcontroladoras. Um dos ambientes e´ online, so´
necessitando a instalac¸a˜o de um plug-in. O outro e´ um pro-
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grama que pode ser instalado em qualquer computador com
Mac OS, Microsoft Windows ou Linux. Ambos os ambientes
possuem essencialmente os mesmos recursos e funcionalida-
des.
A linguagem usada para desenvolver programas para as
placas Arduino e´ um conjunto de comandos das linguagens
C e C++, ale´m de comandos espec´ıficos da plataforma. De-
pois de pronto, o co´digo e´ compilado e enviado para a placa
atrave´s de uma conexa˜o serial, estabelecida por um cabo
USB tipo B entre a placa Arduino e o dispositivo no qual
a IDE esta´ sendo executada. Uma vez que o co´digo e´ to-
talmente copiado para a placa, ele comec¸a a executar ime-
diatamente e a sa´ıda serial pode ser monitorada atrave´s de
uma funcionalidade do pro´prio ambiente.
Nos ambientes de desenvolvimento, existe um recurso que
permite facilmente instalar uma se´rie de bibliotecas que ofe-
recem uma grande variedade de funcionalidades. Dentre as
bibliotecas dispon´ıveis, tem-se o port do FreeRTOS (alterna-
tivamente, pode-se baixar a biblioteca do reposito´rio origi-
nal, em formato compactado, instalando-a diretamente deste
arquivo).
4. AVALIAÇÃO E ANÁLISE
Ate´ onde poˆde-se constatar, na˜o ha´ outros trabalhos fo-
cados na ana´lise de aspectos de desempenho dos servic¸os do
FreeRTOS no Arduino Uno. Algumas pesquisas mais pro´xi-
mas (e.g., [11, 7]), concentram-se na proposic¸a˜o e ana´lise de
aplicac¸o˜es na mesma plataforma ou, adicionalmente, des-
crevem os recursos avanc¸ados do sistema (e.g., suporte ao
desenvolvimento multitarefa).
Durante a ana´lise do co´digo fonte do port para Arduino
Uno do FreeRTOS, documentou-se o funcionamento de va´-
rias func¸o˜es, bem como diversas estruturas de dados do sis-
tema. Essa documentac¸a˜o auxiliar esta´ dispon´ıvel publica-
mente via reposito´rio da plataforma Zenodo [6].
Esta Sec¸a˜o apresenta uma ana´lise mais detalhada acerca
dos componentes e funcionalidades alvos deste trabalho, tendo-
se tambe´m a intenc¸a˜o de realizar uma avaliac¸a˜o das plata-
formas em questa˜o.
4.1 Gerenciamento de memória
Como mencionado anteriormente, o port para Arduino
Uno do FreeRTOS possui apenas uma opc¸a˜o de gerencia-
mento de memo´ria: as func¸o˜es da biblioteca padra˜o mal-
loc() e free(). Para entender as implicac¸o˜es deste esquema
de gerenciamento de memo´ria para a escalabilidade e desem-
penho de aplicac¸o˜es, e´ necessa´rio primeiro entender como ele
funciona.
O Arduino Uno utiliza uma biblioteca de func¸o˜es padro˜es
da linguagem C adaptadas para dispositivos AVR4, denomi-
nada AVR Libc [3]. A maioria dos dispositivos AVR, assim
como o Arduino Uno, possuem uma quantidade limitada de
memo´ria RAM. Esta memo´ria e´ organizada em a´reas/sesso˜es
da seguinte forma:
• .data: Sessa˜o onde ficam as varia´veis inicializadas
e/ou com dados esta´ticos.
• .bss: Sessa˜o onde ficam as varia´veis globais ou esta´ti-
cas na˜o inicializadas.
4AVRTMe´ uma famı´lia de microcontroladores desenvolvidos
desde 1996 pela Atmel, atualmente de propriedade da em-
presa Microchip Technology (www.microchip.com).
• heap: Espac¸o ocupado pelas alocac¸o˜es dinaˆmicas de
memo´ria.
• stack (pilha): Espac¸o usado para chamar sub-rotinas
e armazenar varia´veis locais.
No Arduino Uno, assim como em outras arquiteturas AVR,
na˜o ha´ protec¸a˜o de memo´ria. O layout padra˜o de memo´rias
RAM contempla a sessa˜o .data no in´ıcio da memo´ria, se-
guido da sessa˜o .bss (Figura 2). A pilha inicia no topo (en-
derec¸o mais alto) da memo´ria, enquanto a heap inicia apo´s
o fim da sessa˜o .bss, avanc¸ando em direc¸a˜o contra´ria a` pilha.
Dessa forma, na˜o ha´ possibilidade de colisa˜o entre a heap e
a .bss, mas permanece o risco da pilha e da heap colidirem.
Esse risco e´ mais eminente quanto maior for a demanda por
alocac¸o˜es dinaˆmicas ou espac¸o na pilha, seja esta resultante
da alocac¸a˜o de varia´veis locais ou chamadas recursivas de
func¸o˜es.
O Gerenciador de Memo´ria utilizado pela AVR Libc na˜o
mante´m nenhuma estrutura de dados separada para man-
ter o controle dos blocos livres de memo´ria. Para isso, ele
implementa uma lista encadeada de blocos livres na pro´pria
heap. Cada bloco de memo´ria livre e´ precedido de quatro
bytes contendo o ponteiro para o pro´ximo bloco livre e o
tamanho do bloco, respectivamente. Ale´m disso, o enderec¸o
do espac¸o alocado retornado por uma chamada de malloc()
e´ precedido de dois bytes que indicam o tamanho do bloco
ocupado.
Ao receber uma chamada de alocac¸a˜o de memo´ria (mal-
loc()), a lista encadeada e´ percorrida em busca de um bloco
que atenda perfeitamente a solicitac¸a˜o de tamanho. Caso
esse bloco exista, ele sera´ desconectado da lista e retornado
para quem chamou a func¸a˜o. Caso contra´rio, utiliza-se o
bloco de tamanho mais pro´ximo a` requisic¸a˜o. Neste caso, o
bloco e´ particionado em dois: um deles e´ retornado a quem
chamou a func¸a˜o, enquanto o outro permanece na lista. Caso
o bloco encontrado seja apenas dois bytes maior que o requi-
sitado, esses dois bytes sera˜o inclusos na requisic¸a˜o, ja´ que
na˜o seria poss´ıvel criar um novo bloco livre. Na hipo´tese
de na˜o haver blocos livres capazes de atender a solicitac¸a˜o,
faz-se uma tentativa de estender a heap. Na situac¸a˜o de na˜o
existir memo´ria suficiente para atender a` solicitac¸a˜o, o valor
NULL e´ retornado para o chamador da func¸a˜o.
Ao receber uma chamada de liberac¸a˜o de memo´ria (free()),
tenta-se juntar o bloco sendo liberado com poss´ıveis blocos
livres adjacentes e, desta forma, reduzir a fragmentac¸a˜o de
memo´ria. Espac¸os livres que surgem ao longo da heap no
transcorrer de alocac¸o˜es e liberac¸o˜es acabam na˜o sendo uti-
lizados por na˜o satisfazerem as requisic¸o˜es de novas aloca-
c¸o˜es, causando desperd´ıcio de memo´ria. Quando o bloco
na borda superior da heap e´ liberado, o tamanho da heap
tambe´m diminui.
No FreeRTOS, a func¸a˜o malloc(), da biblioteca AVR Libc,
e´ encapsulada por outra func¸a˜o denominada pvPortMalloc().
Quando acontece uma alocac¸a˜o dinaˆmica de memo´ria, e´ ne-
cessa´rio garantir que a operac¸a˜o seja segura (i.e., thread-
safe5); ou seja, deve-se garantir que na˜o ocorram acessos
indevidos a` memo´ria antes do processo de alocac¸a˜o finali-
zar. Para implementar essa seguranc¸a, o FreeRTOS cria
uma sessa˜o cr´ıtica, suspendendo o escalonador (via func¸a˜o
5Uma aplicac¸a˜o e´ considerada thread-safe quando na˜o causa
problemas ao ser executada em um cena´rio de mu´ltiplas th-
reads (ou tarefas, no caso do FreeRTOS).
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Figure 2: Mapa do layout da memo´ria RAM (adaptado de [3]).
vTaskSuspendAll()) antes do in´ıcio da alocac¸a˜o e retomando-
o apenas quando a alocac¸a˜o estiver concluida.
Enquanto o escalonador esta´ suspenso, trocas de contexto
na˜o ocorrem; pore´m, as interrupc¸o˜es na˜o sa˜o desabilitadas.
Os ticks6 ficara˜o pendentes ate´ que o escalonador seja reto-
mado atrave´s de uma chamada a` func¸a˜o xTaskResumeAll().
Depois que o escalonador e´ suspenso, uma chamada a` func¸a˜o
malloc() e´ realizada. O retorno da chamada e´ salvo e sera´ o
enderec¸o para o in´ıcio do bloco de memo´ria alocado em caso
de sucesso e NULL caso contra´rio.
Depois que a alocac¸a˜o e´ concluida, o funcionamento do
escalonador e´ retomado atrave´s de uma chamada da func¸a˜o
xTaskResumeAll(). Primeiramente, a func¸a˜o entra numa re-
gia˜o cr´ıtica, desabilitando globalmente as interrupc¸o˜es atra-
ve´s de uma chamada a` func¸a˜o taskENTER CRITICAL().
E´ poss´ıvel que, enquanto o escalonador esteve suspenso, al-
guma tarefa tenha sido removida de uma lista de evento7
atrave´s de uma rotina de servic¸o de interrupc¸a˜o (ISR). Se
este for o caso, a tarefa associada ao evento tera´ sido adi-
cionada a` lista de tarefas que esta˜o pendentes para ficarem
prontas (xPendingReadyList). Uma vez que o escalonador e´
retomado, essas tarefas devem ser movidas para a lista de
prontas apropriada. Caso alguma dessas tarefas tenha pri-
oridade maior que aquela que esta´ sendo executada no mo-
mento, uma troca de contexto e´ marcada como pendente.
Caso hajam ticks pendentes referentes ao tempo em que
o escalonador esteve suspenso, eles devem ser processados
a partir desse momento, para garantir que na˜o hajam er-
ros no contador de ticks e tarefas atrasadas sejam continu-
adas no tempo correto. Durante o processamento dos ticks
pendentes, e´ poss´ıvel que uma troca de contexto seja mar-
cada como pendente tambe´m, uma vez que o processamento
de um tick pode desbloquear tarefas com maior prioridade
que a atual. Depois de processados os ticks pendentes, caso
6Cada ciclo de processamento do microcontrolador.
7Listas onde tarefas esperam pela ocorreˆncia de um evento.
Geralmente, o evento relacionado esta´ associado a uma ro-
tina de servic¸o de interrupc¸a˜o.
haja uma troca de contexto pendente, ela e´ realizada con-
tanto que o uso de preempc¸a˜o esteja habilitado (i.e., confi-
gUSE PREEMPTION seja 1). Por fim, a func¸a˜o sai da ses-
sa˜o cr´ıtica com uma chamada de taskEXIT CRITICAL().
Apo´s conclu´ıdo o procedimento de retomada do escalona-
dor, a func¸a˜o pvPortmalloc() analisa o retorno da func¸a˜o
malloc(), retornando o enderec¸o para o bloco de memo´ria
alocado em caso de sucesso, ou NULL caso contra´rio. A
implementac¸a˜o da func¸a˜o pvPortMalloc() tambe´m permite
que, caso o retorno da func¸a˜o malloc() seja NULL, uma fun-
c¸a˜o hook8 seja executada. Para tanto, a definic¸a˜o da cons-
tante configUSE MALLOC FAILED HOOK deve ser ver-
dadeira e a func¸a˜o (vApplicationMallocFailedHook()) deve
ter sido previamente implementada pelo desenvolvedor da
aplicac¸a˜o.
Destaca-se que o tempo de execuc¸a˜o da func¸a˜o malloc()
impacta diretamente no tempo necessa´rio para retomada do
escalonador. Considerando-se que o processo de alocac¸a˜o
dinaˆmica e´ complexo, espera-se que o custo (tempo) varie
de acordo com uma se´rie de fatores, tais como quantidade
de memo´ria requisitada, histo´rico de alocac¸o˜es, nu´mero de
tarefas executando e o estado atual do sistema.
4.2 Gerenciamento de tarefas
Cada tarefa possui na memo´ria uma pilha e um bloco de
controle (TCB). O tamanho da pilha e´ determinado no mo-
mento da criac¸a˜o da tarefa, variando entre o mı´nimo de 85
bytes (difinido pela constante configMINIMAL STACK SIZE)
ate´ o ma´ximo poss´ıvel sem que ocorra uma heap overflow9.
Para melhor compreensa˜o do espac¸o ocupado por cada ta-
refa na memo´ria, e´ preciso analisar os elementos que compo˜e
os blocos de controle de cada tarefa, ale´m de como ocorre a
criac¸a˜o das tarefas.
A Tabela 2 mostra os principais campos da estrutura de
8Func¸o˜es hook permitem adicionar funcionalidades ao sis-
tema em resposta a determinados eventos.
9Quando ha´ uma tentativa de fazer uma alocac¸a˜o maior que
o espac¸o dispon´ıvel na heap, ocorre um transbordamento da
heap, ou heap overflow.
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bloco de controle (TCB) de uma tarefa, definida como TCB t.
Por motivos de clareza e simplicidade, alguns campos refe-
rentes aos recursos ausentes no port para Arduino Uno (e.g.,
protec¸a˜o de memo´ria), recursos de debugging e/ou que di-
zem respeito ao uso de bibliotecas de terceiros na˜o foram
considerados nessa ana´lise.
A seguir, descreve-se cada um dos principais campos que
compo˜e o TCB:
• pxTopOfStack : Ponteiro para a localizac¸a˜o do u´ltimo
item colocado na pilha da tarefa.
• xGenericListItem : A lista referenciada por este item
denota o estado atual da tarefa (pronta, bloqueada,
suspensa).
• xEventListItem : Caso a tarefa esteja em uma lista
de eventos, ela sera´ referenciada por esse item.
• uxPriority : Prioridade da tarefa. O valor mı´nimo e´
0.
• pxStack : Ponteiro para o comec¸o da pilha da tarefa.
• pcTaskName: Nome descritivo da tarefa, para facili-
tar na depurac¸a˜o.
• uxBasePriority : Caso a funcionalidade de mutexes
esteja ativada, guarda a u´ltima prioridade atribu´ıda a`
tarefa. Esse valor e´ usado pelo mecanismo de heranc¸a
de prioridades.
• uxMutexesHeld : Caso a funcionalidade de mutexes
esteja ativada, guarda a quantidade de mutexes segu-
rados pela tarefa.
• ulNotifiedValue: Caso a funcionalidade de notifica-
c¸o˜es de tarefa esteja ativada, guarda o valor de notifi-
cac¸a˜o da tarefa, um inteiro de 32 bits.
• eNotifyState: Guarda o estado de notificac¸a˜o da ta-
refa, pode ser um dentre os seguintes valores: (eNotWai-
tingNotification, eWaitingNotification, eNotified).
O tamanho padra˜o do TCB e´ de 41 bytes, sem habilitar
nenhuma funcionalidade de depurac¸a˜o e/ou recursos de ter-
ceiros ou aumentar o tamanho ma´ximo do nome da tarefa.
Em contrapartida, o tamanho mı´nimo do TCB e´ de 27 by-
tes. Esses valores na˜o incluem os 2 bytes provenientes da
alocac¸a˜o dinaˆmica, apenas o tamanho da estrutura.
4.2.1 Criação de tarefas
A func¸a˜o xTaskGenericCreate e´ responsa´vel por criar ta-
refas: inicialmente, o espac¸o necessa´rio para o TCB e para a
pilha da nova tarefa e´ solicitado atrave´s de uma chamada a`
func¸a˜o prvAllocateTCBAndStack(). Esta func¸a˜o determina,
de acordo com a arquitetura, o sentido de crescimento da
pilha (i.e., dos enderec¸os mais baixos aos mais altos, ou o
contra´rio). Caso a pilha cresc¸a no sentido dos enderec¸os
mais altos, o TCB e´ alocado antes da pilha. Caso contra´rio,
o TCB e´ alocado depois da pilha. Essa verificac¸a˜o garante
que a pilha nunca cresc¸a na direc¸a˜o do TCB, de modo a
poder sobrescreveˆ-lo. No caso do port para Arduino Uno, a
pilha cresce em direc¸a˜o aos enderec¸os mais baixos e, tanto a
alocac¸a˜o da pilha como a do TCB, sa˜o executadas via func¸a˜o
pvPortMalloc() e, em consequeˆncia disso, a pilha e o TCB
ocupam cada um 2 bytes a mais na memo´ria. Caso as alo-
cac¸o˜es sejam bem sucedidas, o enderec¸o do comec¸o da pilha
e´ atribu´ıdo ao campo pxStack do TCB e o enderec¸o deste e´
passado como retorno da func¸a˜o. Caso contra´rio, qualquer
espac¸o utilizado e´ liberado, e a func¸a˜o retorna NULL.
Depois de alocados a pilha e o TCB, os demais campos
do TCB sa˜o inicializados atrave´s de uma chamada a` func¸a˜o
prvInitialiseTCBVariables(). Esta func¸a˜o inicializa todos os
campos do TCB ainda na˜o inicializados como, por exemplo,
o nome da tarefa (quando houver), a prioridade desta e os
itens de lista. Depois disso, a pilha da tarefa e´ inicializada
(via func¸a˜o pxPortInitialiseStack()) de modo a parecer como
se a tarefa ja´ estivesse sendo executada; pore´m, como se
estivesse sido interrompida pelo escalonador. O in´ıcio da
func¸a˜o da tarefa e´ atribu´ıdo ao enderec¸o de retorno. Caso
tenha sido informado um enderec¸o para armazenar o handle
da tarefa, ele e´ copiado para tal.
Em uma etapa seguinte, as estruturas globais sa˜os atua-
lizadas para se adequarem a` criac¸a˜o da nova tarefa. Para
isso, desabilita-se as interrupc¸o˜es atrave´s de uma chamada a`
func¸a˜o taskENTER CRITICAL(), garantindo-se acesso ex-
clusivo a`s listas de tarefas durante as atualizac¸o˜es. Caso
seja a primeira tarefa a ser criada, necessita-se inicializar
as listas de tarefas via uma chamada a` func¸a˜o prvInitiali-
seTaskLists(). Caso na˜o haja outra tarefa marcada como
atual ou o escalonador ainda na˜o esteja sendo executado ou,
ainda, a tarefa sendo criada tenha a maior prioridade dentre
as demais, ela e´ atribu´ıda como tarefa atual.
Finalmente, atribu´ı-se pdPASS a` varia´vel de retorno da
func¸a˜o, indicando sucesso na criac¸a˜o da nova tarefa. A tarefa
inicia seu ciclo na lista de tarefas prontas e, caso seja a u´nica
de mais alta prioridade, o escalonador procede a` mudanc¸a
de contexto para a tarefa rece´m criada.
4.2.2 Máximo alocável de tarefas
Sabendo exatamente quanto cada tarefa ocupa de espac¸o
na memo´ria, como descrito nas sesso˜es anteriores, e´ poss´ıvel
determinar o mı´nimo de memo´ria necessa´ria para execuc¸a˜o
de determinada aplicac¸a˜o. Pore´m, para ilustrar as funci-
onalidades e limitac¸o˜es do port do FreeRTOS no Arduino
Uno, avaliou-se o ma´ximo de tarefas que podem ser criadas
concomitantemente ao ma´ximo de pilha aloca´vel por tarefa.
Para determinar esses valores, testou-se o maior tamanho de
pilha poss´ıvel para as tarefas criadas sem, todavia, resultar
em heap overflow. Na plataforma de hardware em questa˜o,
quando ocorre heap overflow, um LED de status da placa
pisca com um intervalo de 100 ms [10]. O teste foi realizado
utilizando as configurac¸o˜es padro˜es do port do FreeRTOS
para Arduino Uno disponibilizado nas bibliotecas da plata-
forma Arduino.
A Tabela 3 relaciona a quantidade de tarefas criadas com
o ma´ximo de tamanho de pilha que e´ poss´ıvel de ser alocado.
Os valores contidos na terceira coluna da tabela na˜o levam
em conta o overhead produzido pela alocac¸a˜o dinaˆmica de
cada pilha e TCB. Esse teste foi realizado utilizando as con-
figurac¸o˜es padro˜es do port do FreeRTOS para Arduino Uno.
4.2.3 Latência média da troca de contexto entre ta-
refas
Segundo [9], sistemas operacionais em tempo real podem
ser caracterizados por dois requisitos ba´sicos: pontualidade
e confiabilidade. Para satisfazer esses requisitos, sa˜o utiliza-
dos alguns princ´ıpios, tais como multitasking e comunicac¸a˜o
eficiente entre tarefas. Para analisar a utilizac¸a˜o desses prin-
c´ıpios como garantia dos requisitos do sistema operacional,
dois testes foram propostos por Sacha: O primeiro mede a
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Campo Tipo Tamanho (bytes) Obrigato´rio Habilitado por Padra˜o
pxTopOfStack stackType t* 2 Sim -
xGenericListItem ListItem t 10 Sim -
xEventListItem ListItem t 10 Sim -
uxPriority UBaseType t 1 Sim -
pxStack StackType t* 2 Sim -
pcTaskName char[] 8 Na˜o Sim
uxBasePriority UBaseType t 1 Na˜o Sim
uxMutexesHeld UBaseType t 1 Na˜o Sim
ulNotifiedValue uint32 t 4 Na˜o Sim
eNotifyState eNotifyValue 2 Na˜o Sim
Table 2: Principais campos do TCB de cada tarefa.











Table 3: Tamanho ma´ximo de pilha aloca´vel por tarefa de acordo com a quantidade de tarefas.
velocidade das trocas de contexto entre tarefas, o segundo
mede a agilidade na transfereˆncia de dados entre tarefas.
O primeiro teste e´ foco desta sec¸a˜o, enquanto o segunto e´
apresentado na Sec¸a˜o 4.3.
O tempo consumido pela troca de contexto entre duas ta-
refas e´ um overhead10 naturalmente produzido por qualquer
sistema operacional que funcione com multitasking. Ale´m
disso, este tempo esta´ presente nos meios de comunicac¸a˜o
entre tarefas, uma vez que e´ necessa´ria a troca de contexto
entre a tarefa que envia a informac¸a˜o e a que recebe. Por-
tanto, este tempo e´ uma medida importante, que ajuda a
caracterizar o desempenho do sistema operacional como um
todo [9].
Descric¸a˜o do Teste: Nesse teste, duas tarefas execu-
tam simultaneamente: uma principal e uma secunda´ria. Pri-
meiro, a tarefa principal leˆ o tempo atual11 e executa uma
quantidade determinada de iterac¸o˜es num lac¸o vazio. Enta˜o,
ela leˆ o tempo atual novamente, calcula a diferenc¸a e divide
pela quantidade de iterac¸o˜es. O resultado e´ a durac¸a˜o de
tempo de uma iterac¸a˜o do lac¸o na tarefa principal. Depois
disso, a tarefa principal leˆ o tempo novamente e enta˜o exe-
cuta um lac¸o com o mesmo nu´mero de iterac¸o˜es do anterior,
mas dessa vez, a cada iterac¸a˜o, ela entrega a CPU para a ta-
refa secunda´ria. A tarefa secunda´ria, por sua vez, tem como
u´nica func¸a˜o devolver a CPU para a tarefa principal. Esse
processo continua ate´ que o lac¸o da tarefa principal termine.
10Excesso de processamento necessa´rio para executar deter-
minada tarefa.
11A leitura do tempo e´ feita atrave´s da chamada da func¸a˜o
micros(), segundo a documentac¸a˜o da API do Arduino, em
placas com microcontroladores de 16MHz, como e´ o caso do
Arduino Uno, a func¸a˜o tem resoluc¸a˜o de 4 microssegundos.




Table 4: Lateˆncia me´dia na troca de contexto entre
tarefas.
Quando isso ocorre, a tarefa principal leˆ o tempo mais uma
vez e enta˜o calcula a diferenc¸a do tempo inicial com o atual,
dividido pelo nu´mero de iterac¸o˜es (para se obter o tempo
por iterac¸a˜o) dividido por dois (por serem duas tarefas, con-
sideradas ideˆnticas). Esse e´ o tempo de uma iterac¸a˜o do lac¸o
somado ao tempo da troca de contexto. Por fim, para se ob-
ter o tempo da troca de contexto, basta subtrair o tempo da
iterac¸a˜o no lac¸o da tarefa principal, calculado anteriormente.
Para evitar que o tempo medido nesse teste abranja outras
atividades do sistema operacional, tal como execuc¸a˜o perio´-
dica de certas tarefas, elas foram criadas com o maior n´ıvel
de prioridade poss´ıvel, sendo que a tarefa principal tem pri-
oridade maior que a secunda´ria, para que a secunda´ria na˜o
execute ate´ o momento que a principal lhe entregue a CPU.
A Tabela 4 apresenta os resultados obtidos para o tempo
me´dio de troca de contexto entre tarefas conforme o nu´mero
de iterac¸o˜es do co´digo teste descrito na Figura 3. A vari-
ac¸a˜o na quantidade de amostras na˜o resultou em diferenc¸a
no tempo me´dio das trocas de contexto, o que significa um
resultado positivo em termos de previsibilidade e confiabili-
dade do sistema.
4.3 Gerenciamento de filas
Como mencionado anteriormente, as filas sa˜o um meca-
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1 void vMainTask ( ){
2 v o l a t i l e u in t32 t count = LOOP COUNT;
3 u in t32 t t1 , t2 ;
4 f l o a t tx , ty , TS ;
5
6 t1 = micros ( ) ;
7 do {
8 } whi le ( count−−);
9 t2 = micros ( ) ;
10 tx = ( ( f l o a t ) t2 − t1 )/ ( f l o a t )LOOP COUNT;
11 count = LOOP COUNT;
12 t1 = micros ( ) ;
13 do {
14 taskYIELD ( ) ; // f o r c¸ a a mudanc¸a de contexto
15 } whi le ( count−−);
16 t2 = micros ( ) ;
17 ty = ( t2 − t1 )/ ( f l o a t )LOOP COUNT/ 2 . 0 ;
18 TS = ty − tx ;
19 S e r i a l . p r i n t (TS ) ;
20 vTaskDelete ( ) ; // remove/ f i n a l i z a e s sa t a r e f a
21 }
22
23 void vInterweavingTask ( ){
24 do {
25 taskYIELD ( ) ; // f o r c¸ a a mudanc¸a de contexto
26 } whi le ( 1 ) ;
27 }
Figure 3: Teste para troca de contexto no FreeRTOS.
nismo amplamente utilizado pelo sistema operacional, ser-
vindo como buffers de dados e participando no processo de
comunicac¸a˜o entre tarefas ou de tarefas com servic¸os de in-
terrupc¸a˜o. No FreeRTOS, a estrutura de filas tambe´m e´
utilizada para implementar a funcionalidade de mutexes.
A Tabela 5 mostra os principais campos da estrutura de
fila, definida como Queue t. Novamente, por questo˜es de
clareza, omitiram-se campos referentes a funcionalidades de
depurac¸a˜o.
A seguir, descrevem-se os principais campos que compo˜e
a estrutura das filas:
• pcHead : Ponteiro para o ı´nicio da a´rea de armazena-
mento da fila.
• pcTail : Ponteiro para o byte no final da a´rea de ar-
mazenamento da fila. Um byte a mais que o necessa´rio
e´ alocado para armazenar os itens da fila, ele e´ usado
como marcador.
• pcWriteTo: Ponteiro para o pro´ximo espac¸o livre na
a´rea de armazenamento.
• pcReadFrom/uxRecursiveCallCount : Como estes
dois itens nunca coexistem, usa-se uma union12 para
economizar RAM. Pode ser um ponteiro para o u´ltimo
lugar de onde um item enfileirado foi lido ou um conta-
dor para o nu´mero de vezes que um mutex recursivo foi
recursivamente pego (i.e., quando a estrutura e´ usada
como um mutex).
12Unions sa˜o tipos de dados especiais da linguagem C que
permitem armanezar diferentes tipos de dados no mesmo
espac¸o de memo´ria. Apenas um dos elementos da union
pode existir em dado instante de tempo.
• xTasksWaitingToSend : Lista das tarefas que esta˜o
bloqueadas esperando para escrever nessa fila. As ta-
refas sa˜o armazenadas em ordem de prioridade.
• xTasksWaitingToReceive: Lista das tarefas que es-
ta˜o bloqueadas esperando para ler dessa fila. As tare-
fas sa˜o armazenadas em ordem de prioridade.
• uxMessagesWaiting : Nu´mero de itens atualmente
na fila.
• uxLength : Tamanho da fila em capacidade total de
itens, na˜o bytes.
• uxItemSize: Tamanho de cada item da fila em bytes.
• xRxLock : Armazena o nu´mero de itens removidos da
fila enquanto a fila estava bloqueada. Quando a fila
na˜o esta´ bloqueada, vale queueUNLOCKED, que e´ de-
finida como -1.
• xTxLock : Armazena o nu´mero de itens adicionados a`
fila enquanto a fila estava bloqueada. Quando a fila
na˜o esta´ bloqueada, vale queueUNLOCKED, que e´ de-
finida como -1.
• pxQueueSetContainer : Caso o recurso de “queue
sets”esteja ativado, aponta para o conjunto a qual essa
fila pertence. “Queue sets” sa˜o um recurso do FreeR-
TOS para que uma tarefa desbloqueie ao conseguir ler
de mais de uma fila, por exemplo.
A partir da ana´lise dos campos listados acima e seus res-
pectivos tamanhos, pode-se determinar que o tamanho da
estrutura de uma fila, por padra˜o, e´ de 31 bytes. O tama-
nho ma´ximo da estrutura e´ de 33 bytes, quando a funcio-
nalidade de conjuntos de fila (queue sets) esta´ habilitada.
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Campo Tipo Tamanho (bytes) Obrigato´rio Habilitado por Padra˜o
pcHead int8 t* 2 Sim -
pcTail int8 t* 2 Sim -






xTasksWaitingToSend List t 9 Sim -
xTasksWaitingToReceive List t 9 Sim -
uxMessagesWaiting UBaseType t 1 Sim -
uxLength UBaseType t 1 Sim -
uxItemSize UBaseType t 1 Sim -
xRxLock UBaseType t 1 Sim -
xTxLock UBaseType t 1 Sim -
pxQueueSetContainer QueueDefinition* 2 Na˜o Na˜o
Table 5: Principais campos da estrutura de fila.
Este tamanho so´ diz respeito a estrutura de controle da fila,
o tamanho da a´rea de armazenamento pode ser calculado
multiplicando-se a capacidade ma´xima da fila (uxLenght)
pelo tamanho de cada item (uxItemSize) e somando-se um
byte extra, alocado para ser utilizado como marcador. Ape-
nas uma alocac¸a˜o dinaˆmica e´ realizada para criar a estrutura
da fila e sua a´rea de armazenamento, reduzindo o espac¸o
consumido pelo gerenciador de memo´ria.
4.3.1 Criação de filas
A func¸a˜o xQueueGenericCreate e´ responsa´vel pela criac¸a˜o
das filas. As filas sa˜o compostas por dois elementos localiza-
dos sequencialmente na memo´ria: A estrutura da fila em si
e a a´rea de armazenamento, onde ficam guardados os itens
da fila. O tamanho da a´rea de armazenamento e´ determi-
nado pelo nu´mero de itens que a fila suporta multiplicado
pelo tamanho de cada item. O espac¸o total ocupado pela
fila (estrutura mais a a´rea de armazenamento) e´ alocado
sequencialmente na memo´ria, atrave´s de uma chamada a
pvPortMalloc.
Depois da alocac¸a˜o do espac¸o ocupado pela fila, calcula-se
o valor da varia´vel pcHead, que passa a apontar para o in´ı-
cio da a´rea de armazenamento. Os campos da estrutura da
fila uxQueueLength e uxItemSize tem seus respectivos valo-
res atribu´ıdos e a fila e´ configurada para um estado inicial
atrave´s de uma chamada da func¸a˜o xQueueGenericReset.
Esta func¸a˜o e´ responsa´vel por atribuir a`s outras varia´veis
da estrutura da fila seus valores padra˜o. Como ela pode ser
chamada para uma fila ja´ existente, a func¸a˜o entra na re-
gia˜o cr´ıtica (via uma chamada ataskENTER CRITICAL()),
pois tarefas podem ser desbloqueadas durante o procedi-
mento: havendo uma tarefa esperando para escrever na fila,
a tarefa ja´ pode ser desbloqueada, pois a fila ficara´ vazia.
Na finalizac¸a˜o da execuc¸a˜o da func¸a˜o xQueueGenericReset,
retorna-se o enderec¸o (i.e., handle) da fila ao chamador.
4.3.2 Máximo de filas e tarefas
De maneira ana´loga a` avaliac¸a˜o para determinar a quanti-
dade ma´xima de tarefas, realizou-se uma avaliac¸a˜o relativa a`
quantidade ma´xima de filas. Como o tamanho das filas varia
de acordo com a sua capacidade ma´xima e com o tamanho
de cada item, fixou-se cada fila com cinco itens de quatro by-
tes cada. O tamanho da pilha de cada tarefa ficou definido
como sendo o mı´nimo poss´ıvel (i.e., 85 bytes). Igualmente











Table 6: Ma´ximo de filas por quantidade de tarefas.
a` ana´lise anterior, o recurso de detecc¸a˜o de heap overflow
foi empregado para determinar o limite de filas aloca´veis.
O teste foi realizado utilizando as configurac¸o˜es padro˜es do
port do FreeRTOS para Arduino Uno disponibilizado nas
bibliotecas da plataforma Arduino. A Tabela 6 apresenta os
resultados obtidos.
4.3.3 Latência média na troca de mensagens entre
tarefas
A maioria dos mecanismos para comunicac¸a˜o entre tarefas
podem ser divididos em duas categorias: s´ıncronos e ass´ın-
cronos. O FreeRTOS dispo˜e de dois mecanismos principais
para esse fim: filas, que podem ser usadas como buffers as-
s´ıncronos, e notificac¸o˜es de tarefas, um mecanismo s´ıncrono
que permite comunicac¸a˜o direta entre duas tarefas. Como
os dois mecanismos possuem caracter´ısticas e aplicac¸o˜es dis-
tintas, pode-se tornar dif´ıcil fazer um teste quantitativo das
duas. Para contornar esse problema, propo˜e-se um teste
constitu´ıdo da troca de pares de mensagens entre duas ta-
refas, que pode ser facilmente implementado com qualquer
ferramenta. O tempo a ser medido no seguinte teste cor-
responde a toda a operac¸a˜o: o envio da mensagem para
a primeira tarefa, a troca de contexto e o recebimento da
mensagem pela segunda tarefa. Segundo [9], essa e´ a menor
porc¸a˜o da operac¸a˜o que pode ser observada na vida real.
Descric¸a˜o do teste: Duas tarefas fazem parte do teste,
executando simultaneamente: uma tarefa cliente e uma ta-
refa servidor. A tarefa cliente leˆ o tempo/hora atual e en-
ta˜o faz uma quantia predeterminada de trocas de mensagens
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1 void vCl i ent ( ){
2 count = LOOP COUNT;
3 t1 = micros ( ) ;
4 do {
5 // envia mensagem ao s e r v i d o r ( b loque ia at e´ env ia r )
6 xQueueSend ( f i l a 1 , message , portMAX DELAY ) ;
7 // recebe mensagem do s e r v i d o r ( b loque ia at e´ r e c ebe r )
8 xQueueReceive ( f i l a 2 , message , portMAX DELAY ) ;
9 } whi le ( count−−);
10 t2 = micros ( ) ;
11 TM = ( t2−t1 )/ ( double )LOOP COUNT/ 2 . ;
12 S e r i a l . p r i n t l n (TM) ;
13 }
14
15 void vServer ( ){
16 do {
17 // recebe mensagem do c l i e n t e ( b loque ia at e´ r e c ebe r )
18 xQueueReceive ( f i l a 1 , message , portMAX DELAY ) ;
19 // envia mensagem ao c l i e n t e ( b loque ia at e´ env ia r )
20 xQueueSend ( f i l a 2 , message , portMAX DELAY ) ;
21 } whi le ( 1 ) ;
22 }
Figure 4: Teste para comunicac¸a˜o entre tarefas usando filas no FreeRTOS.
1 void vCl i ent ( ){
2 count = LOOP COUNT;
3 t1 = micros ( ) ;
4 do {
5 // n o t i f i c a o s e r v i d o r
6 xTaskNotify ( tServer , NUM, eSetValueWithOverwrite ) ;
7 // aguarda at e´ s e r rec iprocamente n o t i f i c a d o
8 xTaskNotifyWait (0 , 0 , &val , portMAX DELAY ) ;
9 } whi le ( count−−);
10 t2 = micros ( ) ;
11 TM = ( t2−t1 )/ ( double )LOOP COUNT/ 2 . ;
12 S e r i a l . p r i n t l n (TM) ;
13 vTaskDelete (NULL) ;
14 }
15
16 void vServer ( ){
17 do {
18 // aguarda n o t i f i c a c¸ a˜o do c l i e n t e
19 xTaskNotifyWait (0 , 0 , &val , portMAX DELAY ) ;
20 // re to rna n o t i f i c a c¸ a˜o ao c l i e n t e
21 xTaskNotify ( tC l i ent , NUM, eSetValueWithOverwrite ) ;
22 } whi le ( 1 ) ;
23 }
Figure 5: Teste para comunicac¸a˜o entre tarefas usando notificac¸o˜es de tarefa no FreeRTOS.







Table 7: Durac¸a˜o me´dia na transfereˆncia de mensagens via filas.
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Nu´mero de iterac¸o˜es (amostras) Tamanho da mensagem (bytes) Tempo de transfereˆncia (µs)
100000 4 50,28
Table 8: Durac¸a˜o me´dia na transfereˆncia de mensagens via notificac¸o˜es de tarefas.
com a tarefa servidor que, simplesmente, recebe a mensagem
do cliente e responde. Depois que as trocas de mensagem
acabam, a tarefa cliente leˆ novamente o tempo/hora, cal-
cula a diferenc¸a com o tempo inicial, divide pelo nu´mero de
iterac¸o˜es e enta˜o divide por dois, obtendo o tempo me´dio
equivalente a apenas uma troca de mensagem.
As Tabelas 7 e 8 apresentam os resultados referentes aos
tempos me´dios de envio de mensagens entre tarefas utili-
zando filas e notificac¸o˜es de tarefas, respectivamente. Ape-
sar de suas limitac¸o˜es, o mecanismo de troca de mensagens
via notificac¸a˜o de tarefas e´ mais eficiente do que a troca ba-
seada em filas. Isto e´ justificado pelo fato do mecanismo
de notificac¸a˜o na˜o envolver qualquer outro objeto/estrutura
auxiliar no processo de comunicac¸a˜o (i.e., envolve apenas
manipulac¸a˜o de campos do pro´prio TCB da tarefa).
Observa-se que a correspondeˆncia entre o tamanho da
mensagem e o tempo de transfereˆncia utilizando filas e´ forte-
mente na˜o linear. Essa caracter´ıstica ja´ havia sido salientada
por Krzysztof Sacha, quando propoˆs o mesmo teste em seu
trabalho [9].
5. CONCLUSÕES
Apesar dos recursos de processamento e memo´ria serem
limitados no Arduino Uno, constatou-se que ha´ margem para
executar o sistema operacional FreeRTOS contemplando apli-
cac¸o˜es com mu´ltiplas tarefas. A quantidade de tarefas fica
dependente da necessidade de espac¸o para a pilha de cada
tarefa, sendo poss´ıvel executar ate´ 10 tarefas com no ma´ximo
89 bytes de pilha cada uma.
A mudanc¸a de contexto entre tarefas tambe´m se mostrou
eficiente em termos de atraso, ficando abaixo de 8 µs. O
baixo custo se deve, sobretudo, ao fato do FreeRTOS supor-
tar apenas uma aplicac¸a˜o com mu´ltiplas tarefas, facilitando
os ajustes necessa´rios quando da mudanc¸a de contexto.
A comunicac¸a˜o entre tarefas tambe´m pode ser outro fator
agregado ao atraso na execuc¸a˜o da aplicac¸a˜o. Quando em-
pregando filas para comunicac¸a˜o entre tarefas, observou-se
que o atraso aumenta a` medida que o tamanho da men-
sagem aumenta, mas com comportamento na˜o linear para
mensagens com tamanho entre 250 e 500 bytes. De qual-
quer forma, os atrasos observados esta˜o sempre abaixo dos
350 µs. A comunicac¸a˜o entre tarefas e´ mais ra´pida quando
se emprega o mecanismo de notificac¸a˜o de tarefas, com atra-
sos na ordem de 50 µs. No entanto, este mecanismo permite
mensagens de apenas 4 bytes. Em s´ıntese, esse mecanismo
sempre sera´ preferido quando se puder priorizar atraso em
detrimento ao volume de dados transmitidos.
Para ampliar o entendimento dos limites desse conjunto
de plataformas, avaliou-se tambe´m a combinac¸a˜o entre a
quantidade poss´ıvel de tarefas e de filas simultaneamente.
Como esperado, consegue-se instanciar menos filas a` medida
que se aumenta o nu´mero de tarefas simultaˆneas: consegue-
se avanc¸ar de um patamar de 22 filas para uma u´nica tarefa
ate´ 3 filas com 9 tarefas.
Em s´ıntese, o desenvolvimento de uma aplicac¸a˜o no ce-
na´rio em questa˜o devera´ manter a quantidade de tarefas ao
mı´nimo necessa´rio, privilegiando a comunicac¸a˜o entre ta-
refas baseada em notificac¸a˜o de tarefas. Manter tambe´m
a quantidade e tamanho das filas dentro do estritamento
necessa´rio, utilizando-se mensagens com tamanho ma´ximo
bem definido. Dessa forma, pode-se estimar com boa pre-
cisa˜o os atrasos intr´ınsecos aos mecanismos envolvidos no
processo.
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