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Symplectic Quasi-States and Semi-Simplicity
of Quantum Homology
Michael Entova and Leonid Polterovichb
Abstract
We review and streamline our previous results and the results of
Y. Ostrover on the existence of Calabi quasi-morphisms and symplec-
tic quasi-states on symplectic manifolds with semi-simple quantum
homology. As an illustration, we discuss the case of symplectic toric
Fano 4-manifolds. We present also new results due to D. McDuff: she
observed that for the existence of quasi-morphisms/quasi-states it suf-
fices to assume that the quantum homology contains a field as a direct
summand, and she showed that this weaker condition holds true for
one point blow-ups of non-uniruled symplectic manifolds.
1 Symplectic quasi-states and Calabi quasi-
morphisms
Symplectic quasi-states: Let (M2n, ω) be a closed connected 2n-dimen-
sional symplectic manifold. A symplectic quasi-state on M is a (possibly
non-linear!) real-valued functional ζ on the space C(M) of all continuous
functions on M which satisfies the following conditions:
Quasi-linearity: ζ(F + λG) = ζ(F ) + λζ(G) for all λ ∈ R and for all func-
tions F,G ∈ C∞(M) which commute with respect to the Poisson brackets:
{F,G} = 0.
Monotonicity: ζ(F ) ≤ ζ(G) if F ≤ G.
aPartially supported by E. and J. Bishop Research Fund and by the Israel Science
Foundation grant # 881/06.
bPartially supported by the Israel Science Foundation grant # 11/03.
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Normalization: ζ(1) = 1.
Non-linear quasi-states are known to exist on certain symplectic manifolds.
For instance, we will prove in this paper that they exist on any symplectic
toric Fano four-manifold equipped with a rational symplectic form. Here,
denoting by HS2 (M) the group of spherical integral homology classes of M ,
we will say that ω is rational if the subgroup [ω](HS2 (M)) ⊂ R is discrete.
The list of symplectic toric Fano four-manifolds consists of S2 × S2 and the
blow-ups of CP 2 at k, 0 ≤ k ≤ 3, points equipped with the usual structures of
a symplectic toric manifold (see Theorem 1.1 and Section 4 below). Another
class of examples of symplectic manifolds admitting a non-linear symplectic
quasi-state was discovered recently by D. McDuff [28]: it includes a one point
blow-up of any non-uniruled closed symplectic manifold (for instance, of the
standard symplectic four-torus T4), see Section 3 below for more details.
However we do not know at the moment whether a non-linear symplectic
quasi-state exists on T4 (without blowing up)! In fact, there is only one
currently known way of constructing non-linear symplectic quasi-states on
symplectic manifolds of dimension higher than 2. It is based on the Floer
theory for periodic orbits of Hamiltonian flows and will be discussed in more
detail below. Beyond it the question of existence of a non-linear symplectic
quasi-state on a given symplectic manifold of dimension greater than two is
completely open.
Let us mention that on two-dimensional manifolds symplectic quasi-states
exist in abundance. They are supplied by the theory of topological quasi-
states, a beautiful recently emerged branch of functional analysis whose foun-
dations were laid by Aarnes in [1].
Non-linear symplectic quasi-states are interesting for several reasons.
The first reason is related to a mathematical model of quantum mechanics
which goes back to von Neumann [46]. The basic objects in this model are
observables and states. Observables are Hermitian operators on a complex
Hilbert space V . They form a real Lie algebra Aq (q for quantum) with the
Lie bracket given by [A,B]~ =
i
~
(AB−BA), where ~ is the Planck constant.
States are real-valued linear functionals on Aq that are positive (i.e take non-
negative values on non-negative Hermitian operators) and normalized (that is
equal 1 on the identity operator). Observables represent physical quantities
associated to a physical system such as energy, position, momentum etc.
while the value of a state on an observable represents the mathematical
expectation for the value of such a physical quantity in the given state of
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the physical system.
A number of prominent physicists disagreed with the linearity axiom put
by von Neumann in the definition of a state. Their reasoning was that the
additivity of a state on two observables A,B makes sense a priori only if the
corresponding physical quantities are simultaneously measurable, meaning
that A and B commute: [A,B]~ = 0. However in 1957 Gleason [19] proved a
remarkable theorem implying, under the assumption dimV ≥ 3, that even if
one considers a positive functional on Aq which is only required to be linear
on any pair of commuting observables then it has to be globally linear. In
other words, each ”quantum quasi-state” has to be a state.
In the analogous mathematical model of classical mechanics the algebra
Ac of observables (c for classical) is the space of continuous functions C(M)
on a symplectic manifold (M,ω). The Lie bracket is defined as the Poisson
bracket on the dense subspace C∞(M) ⊂ C(M). States are linear function-
als on Ac that are positive (i.e. take non-negative values on non-negative
functions) and normalized (equal 1 on the constant function 1). Thus the
existence of non-linear symplectic quasi-states exhibits what can be called
an ”anti-Gleason” phenomenon in classical mechanics: not every ”classical
quasi-state” is a state [13], [14].
The second point of interest in symplectic quasi-states is related to
the C0-rigidity of the Poisson brackets discovered by Cardin and Viterbo
[7]: while the definition of the Poisson brackets {F,G} involves the first
derivatives of F and G, it turns out that when the function {F,G} is not
identically zero its C0-norm cannot be made arbitrarily small by arbitrarily
C0-small perturbations of F and G. Symplectic quasi-states can be used to
give effective quantitative expressions for this and similar rigidity phenomena
– see [14] for details.
Thirdly, applications of symplectic quasi-states include results on rigidity
of intersections – a well-known phenomenon in symplectic topology, meaning
that a subset of a symplectic manifold (M,ω) cannot be completely displaced
from another subset by a symplectic isotopy while it is possible to do it by a
smooth one. In fact, in all known applications of this sort it suffices to have a
functional on C(M) with weaker properties, called a partial symplectic quasi-
state, whose definition won’t be given here – see [13], [15] for details. However
in case the symplectic quasi-state ζ comes from the Floer theory construction
the reason it yields the rigidity of intersections becomes really basic and
simple [13]: by a generalized Riesz representation theorem of Aarnes [1] to
each symplectic quasi-state ζ one can associate a measure-type set-function
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τζ , called a quasi-measure (or a topological measure), which is finitely additive
(but not finitely subadditive unless ζ is linear). Moreover, such a symplectic
quasi-state ζ is invariant with respect to the natural action of the group1
Symp0(M) on C(M) (”Invariance property”) and therefore τζ is invariant
under symplectic isotopies. Hence if the sum of the quasi-measures of two
subsets ofM is greater than the quasi-measure of the whole manifoldM none
of these subsets can be displaced from the other by a symplectic isotopy.
In order to compute the quasi-measures one may use in certain cases the
following important property of ζ : it vanishes on functions with sufficiently
small support. More precisely, we call a set U ⊂M displaceable if there exists
a Hamiltonian symplectomorphism2 ψ such that ψ(U)∩ClosureU = ∅. Then
ζ(F ) = 0 for any F ∈ C(M) such that suppF is displaceable (”Vanishing
property”).
Calabi quasi-morphisms: Fourthly, any symplectic quasi-state ζ coming
from the Floer theory construction mentioned above is an ”infinitesimal ver-
sion” of a function µ : H˜am (M)→ R on the universal cover H˜am (M) of the
group Ham (M) of Hamiltonian symplectomorphisms of M whose Lie alge-
bra can be identified with C∞(M)/R. We shall need the following notation:
Given an (in general, time-dependent) Hamiltonian F = Ft, 0 ≤ t ≤ 1, onM
denote by φF an element of H˜am (M) represented by the time-1 Hamiltonian
flow generated by F and viewed as an identity-based path in Ham (M). With
this notation, for every F ∈ C∞(M)
ζ(F ) =
∫
M
Fωn
vol (M)
− µ(φF )
vol (M)
, (1)
where vol (M) =
∫
M
ωn is the symplectic volume of M .
The function µ is of interest on its own merit – it is a homogeneous quasi-
morphism, i.e. it satisfies the following properties:
Quasi-additivity: There exists C > 0, which depends only on µ, so that
|µ(φψ)− µ(φ)− µ(ψ)| ≤ C for all elements φ, ψ ∈ H˜am (M).
Homogeneity: µ(φm) = mµ(φ) for each φ ∈ H˜am (M) and each m ∈ Z.
1The group Symp0(M) is the identity component of the group Symp (M) of symplec-
tomorphisms of M .
2See e.g. [29], [36] for preliminaries on Hamiltonian symplectomorphisms.
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Homogeneous quasi-morphisms on groups have become increasingly im-
portant objects in various fields of mathematics (see e.g. [18]), especially in
the case when a group does not admit a non-trivial real-valued homomor-
phism and thus homogeneous quasi-morphisms are, in a sense, the closest
approximation to a homomorphism one can hope to get on such a group.
This is precisely the case for H˜am (M) which is a perfect group by Banyaga’s
theorem [2] and therefore does not admit a non-trivial real-valued homomor-
phism. Moreover, the homogeneous quasi-morphism µ, constructed by means
of the Floer theory, has an additional remarkable property: it ”patches up” a
family of homomorphisms on a certain class of subgroups of H˜am (M) in the
following sense. For any open U ⊂ M , U 6= M , define a subgroup H˜am (U)
of H˜am (M) as
H˜am (U) := {φF ∈ H˜am (M) | supp(Ft) ⊂ U for all t}.
Assuming that Ft is supported in U for every t, the formula
φF 7→
∫ 1
0
dt
∫
M
Ftω
n
yields a correctly defined function CalU : H˜am (U) → R which is moreover
a homomorphism, called the Calabi homomorphism (see [2, 29]). Then µ
satisfies the following property corresponding on the infinitesimal level to
the vanishing property of ζ :
Calabi property: µ|
H˜am (U)
= CalU for any displaceable open U ⊂M .
A homogeneous quasi-morphism on H˜am (M) satisfying the Calabi prop-
erty is called a Calabi quasi-morphism. In particular, we can now state
Theorem 1.1. Assume M is a symplectic toric Fano 4-manifold with a
rational symplectic structure. Then M admits a Calabi quasi-morphism µ
and a symplectic quasi-state ζ which satisfies the vanishing and the invariance
properties, with µ and ζ being related to each other by (1).
For applications of the Calabi quasi-morphisms coming from the Floer
theory to the study of the Hofer geometry on Ham (M) and the algebraic
structure of H˜am (M) and Ham (M) see [12]. Let us mention also that Py
constructed Calabi quasi-morphisms for closed surfaces of genus ≥ 1 using
completely different ideas, see [37, 38].
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Let us mention that in [13] we first introduced the Calabi quasi-morphism
µ, then defined the symplectic quasi-state ζ on the space C∞(M) of smooth
functions by formula (1), and afterwards extended it to the space C(M)
of continuous functions by the continuity in the uniform norm. We give a
concise definition of ζ in formula (7) below.
2 Quantum homology
Abusing the notation, we will write ω(A), c1(A) for the results of evaluation
the cohomology classes [ω] and c1(M) on A ∈ H2(M ;Z). Set
π¯2(M) := H
S
2 (M)/ ∼,
where by definition
A ∼ B iff ω(A) = ω(B) and c1(A) = c1(B).
Denote by Γ(M,ω) := [ω](HS2 (M)) ⊂ R the subgroup of periods of the
symplectic form on M on spherical homology classes.
Novikov ring: Let Γ ⊂ R be a countable subgroup (with respect to the
addition). Let s, q be formal variables. Let F be a basic field of coefficients
(in applications, one usually takes F = C or F = Z2). Define a field KΓ
whose elements are generalized Laurent series in s of the following form:
KΓ :=
{ ∑
θ∈Γ
zθs
θ, zθ ∈ F , ♯
{
θ > c | zθ 6= 0
}
<∞, ∀c ∈ R
}
.
Define a ring ΛΓ := KΓ[q, q−1] as the ring of polynomials in q, q−1 with
coefficients in KΓ. We turn ΛΓ into a graded ring by setting the degree of s
to be zero and the degree of q to be 2. Note that the grading on ΛΓ takes
only even values. The ring ΛΓ serves as an abstract model of the Novikov
ring associated to a symplectic manifold.
By definition, the Novikov ring of a symplectic manifold (M,ω) is ΛΓ(M,ω).
In what follows, when (M,ω) is fixed, we abbreviate and write Γ, K and Λ
instead of Γ(M,ω), KΓ(M,ω) and ΛΓ(M,ω) respectively.
Quantum homology ring - definition: The quantum homology ring
QH∗(M) is defined as follows. First, it is a graded module over Λ given by
QH∗(M) := H∗(M ;F)⊗F Λ,
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with the grading defined by the gradings on H∗(M ;F) and Λ:
deg (a⊗ zsθqk) := deg (a) + 2k.
Second, and most important, the Λ-moduleQH∗(M) is equipped with a quan-
tum product: given a ∈ Hk(M ;F), b ∈ Hl(M ;F), their quantum product is
a class a ∗ b ∈ QHk+l−2n(M)3, defined by
a ∗ b =
∑
A∈π¯2(M)
(a ∗ b)A ⊗ s−ω(A)q−c1(A),
where (a ∗ b)A ∈ Hk+l−2n+2c1(A)(M ;F) is defined by the requirement
(a ∗ b)A ◦ c = GWFA (a, b, c) ∀c ∈ H∗(M ;F).
Here ◦ stands for the intersection index and GWFA (a, b, c) ∈ F denotes
the Gromov-Witten invariant which, roughly speaking counts the number
of pseudo-holomorphic spheres in M in the class A that meet cycles repre-
senting a, b, c ∈ H∗(M ;F) (see [39], [40], [30] for the precise definition).
Extending this definition by Λ-linearity to the whole QH∗(M) one gets
a correctly defined graded-commutative associative product operation ∗ on
QH∗(M) which is a deformation of the classical ∩-product in singular ho-
mology [25], [30], [39], [40], [47]. The quantum homology algebra QH∗(M)
is a ring whose unity is the fundamental class [M ] and which is a module
of finite rank over Λ. If a, b ∈ QH∗(M) have graded degrees deg (a), deg (b)
then
deg (a ∗ b) = deg (a) + deg (b)− 2n.
Denote by Hev(M ;F) the even-degree part of the singular homology and
by QHev(M) = Hev(M ;F) ⊗F Λ the even-degree part of QH∗(M). Then
QHev(M) is a commutative subring of QH∗(M) which is a module of finite
rank over Λ. We will identify Λ with a subring of QHev(M) by λ 7→ [M ]⊗λ.
Semi-simple algebras: Recall that a commutative (finite-dimensional)
algebra Q over a field B is called semi-simple if it splits into a direct sum of
fields as follows: Q = Q1 ⊕ ...⊕Qd , where
• each Qi ⊂ Q is a finite-dimensional linear subspace over B;
3Recall that 2n = dimM .
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• each Qi is a field with respect to the induced ring structure;
• the multiplication in Q respects the splitting:
(a1, ..., ad) · (b1, ..., bd) = (a1b1, ..., adbd).
A classical theorem of Wedderburn (see e.g. [45]) implies that the semi-
simplicity is equivalent to the absence of nilpotents in the algebra.
Let Q be a commutative algebra over a field B. Assume the base field B is a
subfield of a larger field B¯. Then Q extends to a B¯-algebra Q¯:
Q¯ := Q⊗B B¯.
One can identify Q with a B-subalgebra of Q¯ (whenever the latter is viewed
as a B-algebra).
Proposition 2.1.
(A) Assume the field B is of characteristic zero. Then the B-algebra Q is
semi-simple if and only if the B¯-algebra Q¯ is semi-simple.
(B) A tensor product of finite-dimensional semi-simple algebras over a field
of characteristic 0 is again semi-simple.
For the proof see e.g. [45], §103. The ”if” part of (A) is trivial and
does not require any assumptions on the characteristic of B: if there were a
nilpotent in Q then it would have been a nilpotent also in Q¯.
A remark on part (A) of the proposition: Note that the fields in the
decomposition of the algebra, even their number, may change and the unity
of such a field may no longer be one after passing from Q to Q¯.
Semi-simplicity is a partial case of the following more general algebraic
property which is relevant to our discussion – see Section 3 below. Namely,
we say a commutative finite-dimensional algebra Q over a field B contains a
field as a direct summand if it decomposes as a B-algebra into a direct sum
of B-algebras
Q = Q1 ⊕Q2 , where Q1 is a field . (2)
Let us emphasize that no assumption on Q2 is imposed.
The next proposition generalizes Proposition 2.1. Though it is not used in
the sequel of the paper, it highlights an important feature of the property of
containing a field as a direct summand: this property turns out to be robust
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with respect to extensions of the base fields. This feature is highly desirable
in the context of quantum homology where one faces the necessity to choose
the base field depending upon the circumstances. As before, assume B is a
subfield of a larger field B¯ and extend Q to a B¯-algebra Q¯: Q¯ := Q⊗B B¯.
Proposition 2.2.
(A) Assume the field B is of characteristic zero. Then the B-algebra Q con-
tains a field as a direct summand if and only if the B¯-algebra Q¯ does.
(B) Assume two finite-dimensional commutative algebras over a field of char-
acteristic 0 both contain fields as direct summands. Then their tensor product
also has this property.
The ”only if” part of (A) and part (B) follow readily from Proposition 2.1.
The ”if” part of (A) is less trivial and will be proved now for the sake of
completeness.
Proof.
Preliminaries: First of all, it suffices to prove the theorem for algebraically
closed B¯: indeed, by part (A) of Proposition 2.1, if Q ⊗B B¯ contains a field
as a direct summand, the same holds for Q ⊗B B¯′ where B¯′ is the algebraic
closure of B¯. In what follows we assume that B¯ is algebraically closed.
We shall use notation A⊕B for the direct sum of algebras (over the same
base field) and A+˙B for the direct sum of modules (also over the same field).
Given extensions B ⊂ E ⊂ B¯ of fields, we shall say that an element
t ∈ Q ⊗B B¯ is defined over E if it can be written as t =
∑
qj ⊗ θj with
qj ∈ Q, θj ∈ E.
For q ∈ Q we write q̂ := q ⊗ 1B¯, where 1B¯ is the unity of B¯.
Every semi-simple commutative finite-dimensional algebra over an alge-
braically closed field admits a unique decomposition into one-dimensional
fields. The correspondent unities (called basic idempotents) sum up to the
unity of the algebra (we refer to this as to the partition of unity). By the
Krull-Schmidt theorem, the basic idempotents are unique up to permutation.
Starting the proof: By the Wedderburn principal theorem (see e.g. [17],
Thm 13.18)
Q = (F1 ⊕ ...⊕ Fn)+˙Y ,
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where Y is the radical 4 and all Fi are fields. Consider any monomorphism
of Fi into B¯ and denote by Ei ⊂ B¯ the normal closure of the image. The field
Ei does not depend on the choice of a monomorphism. A concrete realization
of Ei is as follows. Take any primitive element ai ∈ Fi and denote by Pi its
minimal polynomial. Consider the factorization of Pi in B¯ into linear factors:
Pi(u) = (u− µi1) · ... · (u− µiri) .
All µj’s are pair-wise distinct (since Fi is a field). Then
Ei = B(µi1, ..., µiri) .
Lemma 2.3. The basic idempotents of Fi ⊗B B¯ are defined over Ei for all
i = 1, ..., n.
Proof of the lemma. We use the notation introduced above, and
omit the lower index i. Given j ∈ {1; ...; r}, introduce the polynomial tj(u)
of degree r − 1 which vanishes at all µm for m 6= j and equals 1 at µj .
One immediately checks that its coefficients lie in E. Note that the basic
idempotents of F ⊗B B¯ are given by tj(a): In order to see this use that
F = B[a] = B[u]/(P ) and hence F ⊗B B¯ = B¯[u]/(P ). The lemma follows.
Denote by Gi the Galois group of Ei over B. We extend its action to
Q⊗B Ei by the change of coefficients:
g(q ⊗ θ) = q ⊗ g(θ) ∀q ∈ Q, θ ∈ Ei, g ∈ Gi .
Lemma 2.4. The Galois group Gi acts transitively on basic idempotents of
Fi ⊗B B¯ for all i = 1, ..., n.
Proof of the lemma. Again, we omit the lower index i. Take any
basic idempotent, say e1 and denote by O its orbit under the action of G.
Then
h :=
∑
f∈O
f (3)
is an idempotent invariant under the action of G. Indeed, the invariance is
obvious and in order to prove that h is an idempotent, note that, according
4For finite-dimensional commutative algebras the radical is the set of all nilpotent
elements.
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to Lemma 2.3, each g ∈ G preserves the set of basic idempotents of F ⊗B B¯
and therefore h is the sum of the basic idempotents lying in the orbit of the
action of G on that set, which implies that h itself is an idempotent.
Moreover, h is defined over B. Therefore it lies in F ⊗B B. The latter
is isomorphic to F , which was assumed to be a field. Thus h = 1̂F . We
conclude that formula (3) gives the partition of unity in F ⊗B B¯. Thus the
sum at the right hand side of the formula includes all the basic idempotents,
and the lemma follows.
Exploring the direct summand: Let H ⊂ Q ⊗B B¯ be the field (the
direct summand) from the assumption of the theorem. Denote by e its unity.
Lemma 2.5. Element e coincides with one of the basic idempotents of some
Fi ⊗B B¯.
Proof of the lemma. Since
Q⊗B B¯ = (F1 ⊗B B¯ ⊕ ...⊕ Fn ⊗B B¯)+˙Y ⊗B B¯
we can decompose
e = (x1 ⊕ ...⊕ xn)+˙y
with xi ∈ Fi ⊗B B¯, y ∈ Y ⊗B B¯.
Since e2 = e we have
(x21 ⊕ ...⊕ x2n)+˙(2x1y + ... + 2xny + y2) = (x1 ⊕ ...⊕ xn)+˙y .
Thus
x2i = xi ∀i = 1, ..., n (4)
and
2x1y + ... + 2xny + y
2 = y . (5)
Multiplying (5) by xi we have xiy+xiy
2 = 0. Rewrite this as xiy+(xiy)
2 = 0.
Since xiy is a nilpotent, this yields xiy = 0. Substituting this into (5) we get
y2 = y, and since y is nilpotent we have y = 0.
Let us write xi as a linear combination of the basic idempotents eij ,
j = 1, ..., ri, of Fi ⊗B B¯ and substitute into (4). We get that
e =
n∑
i=1
∑
j∈Si
eij (6)
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for some subsets Si ⊂ {1; ...; ri}. We claim that the sum in the right hand
side of (6) consists of one term only: Indeed, assume on the contrary that
there are at least two distinct terms, say eab and ecd. Then eab = eabe and
ecd = ecde and therefore both eab and ecd lie in H (here we use that H is
a direct summand in the sense of algebras). But eab · ecd = 0, and we get
a contradiction with the fact that the field H has no divisors of zero. The
claim, and thus the lemma, follow.
The end of the proof of the proposition: In view of Lemma 2.5, we
can assume without loss of generality that the unity element e of H equals
e11.
Since H is a direct summand and a field, ŷ · e11 = 0 for every y in the
radical Y . We claim that ŷ ·e1j = 0 for all j = 1, ..., r1. Indeed, for given j by
Lemma 2.4 there is an element, say, g of the Galois group G1 with g(e1) = ej .
Note that G1 fixes q̂ for every q ∈ Q. Thus
ŷ · e1j = g(ŷ · e11) = 0 ,
and the claim follows. Since
e11 + ...+ e1r1 = 1̂F1
we have that
ŷ · 1F1 = ŷ · 1̂F1 = 0 ∀y ∈ Y .
Thus Y · F1 = 0 in Q, which yields the decomposition
Q = F1 ⊕ (F2 ⊕ ...⊕ Fn+˙Y ) .
We conclude that F1 is the desired field summand of Q. This completes the
proof.
3 From quantum homology to quasi-states
Spectral invariants: Let us now discuss in more detail the construction
of ζ via Hamiltonian Floer theory. The construction involves spectral numbers
c(a,H) and c(a, φ) associated by means of certain minimax-type procedure
in the Floer theory to any non-zero quantum homology class a, any (time-
dependent) Hamiltonian H on M [34] and any element φ ∈ H˜am (M,ω) (see
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also [44, 31, 41, 32] for earlier versions of this theory). We refer to [15] for a
detailed review.
In what follows we assume that all the symplectic manifolds we deal with
belong to the class S of closed symplectic manifolds for which the spectral
invariants are well-defined and enjoy the standard list of properties (see e.g.
[30, Theorem 12.4.4]). For instance, S contains all spherically monotone man-
ifolds, that is symplectic manifolds (M,ω) such that [ω]|HS
2
(M) = κ c1|HS
2
(M)
for some κ > 0, as well as manifolds with [ω]|HS
2
(M) = 0. Furthermore, S
contains all symplectic manifolds M2n for which, on one hand, either c1 = 0
or the minimal Chern number (i.e. the positive generator of c1(H
S
2 (M)) ⊂ Z)
is at least n−1 and, on the other hand, [ω] is rational. This includes all sym-
plectic 4-manifolds with a rational symplectic structure. The general belief
is that the class S includes all symplectic manifolds5.
Denote by QH2n(M) the graded component of degree 2n of the quantum
homology algebra QH∗(M). It is an algebra over the field K. We will say
that QH2n(M) is semi-simple, if it is semi-simple as a K-algebra. Elementary
grading considerations show that any non-zero idempotent in QH∗(M) has
to lie in QH2n(M). Given an non-zero idempotent a ∈ QH2n(M), a time-
independent Hamiltonian H :M → R and an element φ ∈ H˜am (M), define
ζ(H) := lim
l→+∞
c(a, lH)
l
, (7)
and
µ(φ) := −vol (M) · lim
l→+∞
c(a, φl)
l
, (8)
where vol (M) :=
∫
M
ωn. For manifolds from class S formula (7) yields a
functional on C∞(M) which can be extended to C(M). The link between
existence of symplectic quasi-states and Calabi quasi-morphisms on the one
hand, and semi-simplicity of quantum homology on the other hand, is given
by the next theorem.
Theorem 3.1. Assume that QH2n(M) is semi-simple and decomposes into
a direct sum of fields: QH2n(M) = Q1 ⊕ . . . ⊕ Qd. Assume the idempotent
a appearing in the definitions of ζ and µ (see equations (7), (8)) is the unit
5According to the recent preprint of M.Usher [43] and the previous result of Y.-G.Oh
[33] on the ”non-degenerate spectrality” property of spectral numbers, the rationality
assumption on [ω] is not needed for the further results in this paper.
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element in some Qi. Then µ is a Calabi quasi-morphism and ζ is a symplectic
quasi-state satisfying the vanishing and the invariance properties.
The role of semi-simplicity: The example M = T2 [13] shows that
the semi-simplicity assumption cannot be completely omitted – without it
ζ may turn out to be only a partial symplectic quasi-state (a weaker object
already mentioned above) and not a genuine one. On the other hand, as
it was pointed out to us by D. McDuff [28], it suffices to assume that the
K-algebra QH2n(M) contains a field as a direct summand (see (2) above for
the definition). Indeed, take the idempotent a appearing in the definitions of
ζ and µ (see equations (7), (8)) to be the unit element in the field appearing
as a direct summand of QH2n(M). Then µ is a Calabi quasi-morphism and ζ
is a symplectic quasi-state satisfying the vanishing and the invariance prop-
erties. The proof of this statement repeats verbatim the one of Theorem 3.1.
The results of McDuff [27] yield a remarkable class of symplectic manifolds
whose quantum homology, while in general being non-semi-simple, admits a
decomposition (2): These are one point blow-ups of non-uniruled symplectic
manifolds (for instance, of the standard symplectic torus T4 or of any other
symplectic manifold of dimension greater than 2 with [ω]|π2(M) = 0) – see
Section 7 for precise definitions and statements.
Various versions of semi-simplicity: Originally the construction of µ
and ζ was carried out in [12, 13] for a spherically monotone M under the
assumption that the even-degree quantum homology of M is semi-simple as
a commutative algebra over a field of Laurent-type series in one variable with
complex coefficients (this field can be identified with the Novikov ring in the
monotone case). Theorem 5.1 below states that this assumption is equivalent
to semi-simplicity of QH2n(M) in the sense of the present paper.
An immediate difficulty with extending the result of [12] to non-monotone
manifolds lies in the fact that in the non-monotone case the Novikov ring is
no longer a field. In [35] Ostrover bypasses this difficulty by working only
with the graded part of degree 2n = dimM of the quantum homology which
is already an algebra over a certain field contained in the Novikov ring – in
this way he proves the existence of a Calabi quasi-morphism and a non-linear
symplectic quasi-state on S2×S2 and CP 1♯CP 1 equipped with non-monotone
symplectic forms. In addition to the semi-simplicity Ostrover assumes that
the minimal Chern number N of M divides n. The definition of quantum
homology introduced in Section 2 above is an algebraic extension of the one
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used by Ostrover: our formal variable q, which is responsible for the Chern
class, is the root of degree N of the corresponding variable in Ostrover’s
setting. This minor modification is nevertheless useful: Ostrover’s argument
(see [35, Section 5]) can be applied verbatim to the proof of Theorem 3.1 with-
out the assumption N | n. Note also that, when we work with C-coefficients,
algebraic extensions respect semi-simplicity (see Proposition 2.1(A) above),
and hence semi-simplicity in our setting is equivalent to semi-simplicity in
Ostrover’s setting.
Remark 3.2. There is another notion of semi-simple quantum (co)homology
that has been extensively studied by various authors – see e.g. [4], [5], [11],
[26], [42] and the references therein. We do not know whether in any of the
examples the semi-simplicity in our sense can be formally deduced from the
semi-simplicity in the other sense.
From now on we work with the basic field F = C.
Application to symplectic toric Fano 4-manifolds:
Theorem 3.3. If M is a symplectic toric Fano 4-manifold with a rational
symplectic form, the algebra QH4(M) is semi-simple.
Question. Is it true that QH2n(M) is semi-simple for any symplectic
toric Fano manifold M2n?
The proof of Theorem 3.3 proceeds as follows. We inspect the list of all
symplectic toric Fano 4-manifolds – up to rescaling the symplectic form by
a constant factor, there are only five of them: S2 × S2, CP 2 and the blow-
ups of CP 2 at 1, 2, 3 points. For CP 2 semi-simplicity is elementary (see e.g.
[12]), and for S2 × S2 and CP 2 blown up at one point it was established by
Y.Ostrover in [35]. The cases of the blow-ups of CP 2 at 2 or 3 points are new.
For the calculations of the quantum homology, we use Batyrev’s algorithm
(see [3], cf. [30]) which involves the combinatorics/geometry of the moment
polytope, see Section 4 for the details.
Theorem 1.1 follows immediately from Theorem 3.1 and Theorem 3.3.
In addition to symplectic toric Fano 4-manifolds with a rational symplectic
structure other symplectic manifolds with semi-simple quantum homology
include complex projective spaces and complex Grassmannians [12]. We
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show (see Theorem 6.1 below) that by taking products one can construct
more examples of manifolds with semi-simple quantum homology. Moreover,
by taking direct products of manifolds whose quantum homology contains a
field as a direct summand one can construct more manifolds with the same
property (see Theorem 6.2 below).
4 Semi-simplicity of QH4(M) for symplectic
toric Fano M 4
4.1 Classification of symplectic toric Fano 4-manifolds
Any closed symplectic toric manifold (M,ω) can be equipped canonically
with a complex structure J invariant under the torus action and also com-
patible with ω (meaning that 〈·, ·〉 := ω(·, J ·) is a J-invariant Riemannian
metric). Such a J is unique up to an equivariant biholomorphism – see e.g.
[24], Section 9. We say that the symplectic toric manifold (M,ω) is Fano if
(M,J) is Fano as a complex variety. The symplectic toric Fano 4-manifolds
can be completely described as follows:
Proposition 4.1. If M is a Fano symplectic toric 4-manifold then M is
equivariantly symplectomorphic to one of the following toric manifolds:
S2 × S2 or the blow-up of CP 2 at k, 0 ≤ k ≤ 3, points, where the sym-
plectic toric structures on S2, CP 2 are the standard ones and the blow-ups
are equivariant (but the sizes of the blow-ups may vary).
Proof. Denote by J the T2-invariant complex structure on M compatible
with ω. It is known (see e.g. [21, Appendix 1]) that (M,J) is a toric variety
whose fan, say Σ, is determined by the moment polytope ∆ of the Hamilto-
nian T2-action as follows: To i-th edge of ∆ assign a perpendicular primitive
integral vector ei pointing inside the polytope. View each ei as a vector in
the dual space R2∗. The fan Σ ⊂ (R2)∗ is defined by the rays ℓi generated by
ei’s.
Since (M,J) is Fano, the fan Σ is spanned by the edges of a Fano polytope,
say P . Recall that a convex polytope in (R2)∗ is called Fano if it contains
the origin in its interior, its vertices lie in the integral lattice Z2 ⊂ (R2)∗ and
each pair of consecutive vertices forms a basis of Z2 (see [16, p.304]). Since
the vertices of P are primitive integer vectors lying in ℓi’s, they coincide
with ei’s. We conclude that the vectors ei form the set of vertices of a Fano
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polytope. All such polytopes are classified – there are precisely 5 of them,
up to the action of GL(2,Z) (see [23], cf. [16, p.192]), and their fans define
the complex toric surfaces listed in the proposition. Looking at polygons ∆
having ei’s as inward normals, we get that they correspond to the moment
polygons of the standard symplectic toric structures on these surfaces. Thus,
by the Delzant theorem [10], (M,ω) is equivariantly symplectomorphic to one
of these models.
Let us now prove Theorem 3.3. The semi-simplicity of the quantum
homology algebra for S2 × S2, CP 2, CP 2♯CP 2 was already proved in [12],
[35]. Thus it remains to show the claim only for the blow-ups of CP 2 at 2
and 3 points.
4.2 A recipe for computing QH∗(M) for a symplectic
toric Fano M4
Note that a toric manifold has only even-dimensional integral homology and
therefore QH∗(M) = QHev(M). The recipe for computing the quantum
homology of a symplectic toric Fano 4-manifold can be extracted from [3],
[30]. We shall present it right now in a somewhat simplified form assuming
that M 6= CP 2. Consider a moment polytope ∆ of M . Let l denote the
number of its facets. To each facet ∆i, i = 1, . . . , l, of ∆ assign a perpen-
dicular primitive integral vector ei = (αi, βi) pointing inside the polytope
and a two-dimensional homology class ui represented by the pre-image of
the facet under the moment map. Write the equation for the line containing
∆i as αix + βiy = ηi, where x, y are the coordinates on the space R
2 where
∆ lies. The classes ui are additive generators of H2(M ;Z) and multiplica-
tive generators of QH∗(M). There are two additive relations between these
generators:
l∑
i=1
αiui = 0,
l∑
i=1
βiui = 0.
The multiplicative relations can be described in the following way. First of all,
these relations correspond precisely to primitive subsets {i, j} of {1, . . . , l} –
the definition of a primitive subset in the case dimM = 4, M 6= CP 2, can
be given as follows: a subset I = {i, j} of {1, . . . , l} is called primitive if the
facets ∆i and ∆j do not intersect. Given a primitive set I, set w :=
∑
i∈I ei.
Let Σ ⊂ (R2)∗ be the fan spanned by ei’s (see the proof of Proposition 4.1
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above). Consider the minimal cone in Σ that contains w and assume that
the cone is spanned by vectors ej , j ∈ J (if w = 0 and the cone is zero-
dimensional we set J = ∅). One can show that the set J is always disjoint
from I. If w 6= 0 then it can be uniquely represented as w = ∑j∈J cjej ,
cj ∈ N. Following [3], define an integral vector d = (d1, . . . , dl) as follows:
dk = 1 if k ∈ I, dk = −ck if k ∈ J and dk = 0 otherwise6. Then the
multiplicative relation in QH∗(M) corresponding to I is
ui ∗ uj = s
P
l
k=1 dkηkq−
P
l
k=1 dk
∏
m/∈I
u−dmm .
Finally we note that QH4(M) is generated, as a subring of QH∗(M), by
the elements qui.
In what follows we implement the recipe above for equivariant blow-ups
of CP 2 at two and three points. We assume that the standard symplectic
form on CP 2 is normalized in such a way that the integral over the line
equals 1, and consider the standard Hamiltonian torus action on CP 2 whose
moment polytope is the triangle Π with the vertices (0, 0), (1, 0) and (0, 1)
in R2. These vertices correspond to the fixed points of the action denoted
respectively by P00, P10 and P01.
4.3 The case of a blow-up of CP 2 at 2 points
Let M be obtained as a result of the equivariant blow-up of CP 2 at the fixed
points P10 and P01 of the standard action, so that the symplectic areas of
the exceptional divisors are equal to 1 − δ and 1 − ǫ, where ǫ, δ ∈ (0; 1) are
rational numbers satisfying ǫ+ δ > 1. The moment polytope ∆ of the blown
up torus action on M is obtained from the triangle Π by chopping off the
corners (see e.g. [22, Section 3]) at the vertices (1, 0) and (0, 1). Thus ∆ is
a pentagon with the vertices (0, 0), (0, ǫ), (1− ǫ, ǫ), (δ, 1− δ), (δ, 0).
Proposition 4.2. The K-algebra QH4(M) is semi-simple.
Proof. We number the facets of ∆ as follows: the facet connecting (0, ǫ) and
(1 − ǫ, ǫ) is numbered by 1, then we number the rest of the faces moving
6Note that the definition of d in [30], p.414, does not necessarily lead to a unique
d. In order to get the uniqueness one should add that dν = 0 unless ν ∈ J (with J as
defined here). Alternatively, one can drop the uniqueness condition altogether and still
get valid multiplicative relations, though a bigger number of them. We thank D.McDuff
for clarifying this issue to us.
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clockwise from the first one. The vectors ei are the following: e1 = (0,−1),
e2 = (−1,−1), e3 = (−1, 0), e4 = (0, 1), e5 = (1, 0). The constants ηi are as
follows: η1 = −ǫ, η2 = −1, η3 = −δ, η4 = η5 = 0.
The additive relations are:
−u2 − u3 + u5 = 0, −u1 − u2 + u4 = 0.
We choose the basis of H2(M ;Z) as u1, u2, u3, and thus u5 = u2 + u3,
u4 = u1 + u2.
There are five primitive sets: {1, 3}, {1, 4}, {2, 4}, {2, 5}, {3, 5}. Taking
into account the additive relations the corresponding multiplicative relations
for QH∗(M) can be written as follows:
u1 ∗ u3 = s−(ǫ+δ−1)q−1u2,
u1 ∗ (u1 + u2) = s−ǫq−2[M ],
u2 ∗ (u1 + u2) = sδ−1q−1u3,
u2 ∗ (u2 + u3) = sǫ−1q−1u1,
u3 ∗ (u2 + u3) = s−δq−2[M ].
To simplify the notation we shall drop the ∗ sign for the quantum product,
and write 1 instead of [M ].
We express u2 from the first relation via u1, u3, then define X := qu1,
Y := qu3 and substitute the result in the remaining 4 relations. It turns
out that X , Y are invertible in QH∗(M) and only 2 of the 4 relations are
independent:
sǫX2(1 + sǫ+δ−1Y ) = 1,
sδY 2(1 + sǫ+δ−1X) = 1.
Factoring K[X, Y ] by these 2 relations yields a complete description of
the K-algebra QH4(M). Expressing Y via X from the first relation and
substituting the result in the second shows yields the relation:
s1−ǫX5+(s2−2ǫ−δ−1)X4−2s1−2ǫX3−2s2−3ǫ−δX2+s1−3ǫX+s2−4ǫ−δ = 0. (9)
Denote the polynomial of X in the left-hand side by Qǫ,δ(X ; s) ∈ K[X ]. We
have obtained that QH4(M) ∼= K[X,X−1]/(Qǫ,δ). Note that
Qǫ,δ(X ; 1) = f(X) ,
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where f(X) := X5 − 2X3 − 2X2 + X + 1. Denote by Rǫ,δ(s) the resul-
tant of Qǫ,δ(X ; s) and its derivative with respect to X-variable. Note that
Rǫ,δ(1) = r, where r is the resultant of f and f
′. A direct check shows that
r 6= 0, and hence Rǫ,δ(s) 6= 0 ∈ K. This shows that Qǫ,δ does not have
a common root with its derivative for any choice of ǫ and δ, and thus has
no multiple roots in any extension of K. Thus the K-algebra K[X ]/(Qǫ,δ)
is semi-simple. In view of relation (9) X−1 is a polynomial of X . Thus
K[X,X−1]/(Qǫ,δ) = K[X ]/(Qǫ,δ), and hence QH4(M) is semisimple. This
finishes the proof of the proposition.
4.4 The case of a monotone blow-up of CP 2 at 3 points
Let M be obtained as a result of the equivariant blow-up of CP 2 at the fixed
points P00, P10 and P01 of the standard action, so that the symplectic areas of
the exceptional divisors are equal to α, 1−β and 1−γ, where α, β, γ ∈ (0; 1)
are rational numbers satisfying α < γ, α < β and β + γ > 1. The moment
polytope ∆ of the blown up torus action on M is obtained from the triangle
Π by chopping off the corners (see e.g. [22, Section 3]) at its vertices. Thus
∆ is a hexagon with the vertices (α, 0), (0, α), (0, γ), (1 − γ, γ), (β, 1 − β),
(β, 0).
Proposition 4.3. QH4(M) is a semi-simple algebra over K.
Proof. By technical reasons, it would be convenient to extend the coefficients
of the quantum homology from the field K := KΓ, where Γ is the group of
periods Γ = SpanZ(1, α, β, γ) (see Section 2), to the field K¯ := KQ: we put
Q := QH4(M)⊗K K¯ .
In other words, we shall allow any rational powers of the formal variable s
responsible for the symplectic area class. In view of Proposition 2.1(A) it
suffices to show that Q is semisimple over K¯.
We number the facets of ∆ as follows: the facet connecting (0, γ) and
(1 − γ, γ) is numbered by 1, then we number the rest of the faces moving
clockwise from the first one. The vectors ei are the following: e1 = (0,−1),
e2 = (−1,−1), e3 = (−1, 0), e4 = (0, 1), e5 = (1, 1), e6 = (1, 0). The
constants η1, ..., η6 are given by
−γ,−1,−β, 0, α, 0 .
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We pass to generators of Q by setting vi = s
−ηiqui. There are nine primitive
sets: {1, 3}, {1, 4}, {1, 5}, {2, 4}, {2, 5}, {2, 6}, {3, 5}, {3, 6}, {4, 6}. One
readily checks that the multiplicative relations are given by vivi+2 = vi+1 and
vivi+3 = 1, for all i = 1, ..., 6. Here we set vi = vj provided i = j mod 6.
Note that
v2 = v1v3, v4 = v
−1
1 , v5 = v
−1
1 v
−1
3 , v6 = v
−1
3 .
Put A = s−1/3v1, B = s
−1/3v3. Put
ǫ =
2
3
− γ, δ = 2
3
− β, θ = α− 1
3
.
Put
x = sǫ, y = sδ, z = sθ . (10)
Incorporating the additive relations
−u1 − u2 + u4 + u5 = 0, −u2 − u3 + u5 + u6 = 0
we see that Q = K¯[A,B]/I where I is the ideal given by two polynomial
equations
A2B2 + xA2B − B − z = 0 , (11)
and
A2B2 + yAB2 − A− z = 0 . (12)
Note that all ui, and hence A,B are invertible. We wish to show that the
ideal I coincides with its radical, which would yield that K¯[A,B]/I has no
nilpotents and is therefore semi-simple. We shall use the following lemma
by Seidenberg, see [6], Lemma 8.13: Assume that there exist polynomials
fA ∈ I ∩ K¯[A] and fB ∈ I ∩ K¯[B] so that gcd(fA, f ′A) = gcd(fB, f ′B) = 1.
Then I coincides with its radical. In view of the symmetry between the
A- and B-variables, it suffices to produce fA for all values of ǫ, δ, θ.
Multiply equation (11) by (A + y) and equation (12) by A and take the
difference. We get
(A+ y)(xA2 − 1)B + (A2 − yz) = 0 . (13)
Multiply this equation by AB and subtract equation (12) multiplied by
(xA2 − 1). We get
A(A2 − yz)B + (A + z)(xA2 − 1) = 0 . (14)
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At this point the proof splits into three cases. We shall use several times
the following ”non-vanishing test”: Let h be a polynomial of n variables with
coefficients in C, and let a1, ..., an be real numbers. Then t = h(s
a1 , ..., san)
can be considered as an element of K¯. Specializing t to s = 1 we see that
t 6= 0 ∈ K¯ provided h(1, ..., 1) 6= 0 ∈ C.
Further on, given a polynomial f of the variable A with the coefficients
depending on the parameters x, y, z, we denote by f ′ the derivative with
respect to A.
Case I. Assume that y 6= z, xyz 6= 1. Multiply equation (14) by
(A + y)(xA2 − 1) and equation (13) by A(A2 − yz) and take the difference.
We get that
f(A; x, y, z) := (A+ y)(A+ z)(xA2 − 1)2 − A(A2 − yz)2 = 0 .
In other words, f ∈ I as a polynomial of the variable A for the values of
parameters x, y, z given by (10). We claim that gcd(f, f ′) = 1. Denote by
h(x, y, z) ∈ C[x, y, z] the resultant of f and f ′. It suffices to show that
h(sǫ, sδ, sθ) 6= 0 ∈ K¯ (15)
for all ǫ, δ and θ satisfying assumptions of Case I. Using SINGULAR software
(see [20]) we calculate that h, interestingly enough, admits a factorization
h(x, y, z) = x2(y − z)2(xyz − 1)4h0(x, y, z),
where h0 is some explicit polynomial which we do not write here as it contains
a large number of monomials. Note that x 6= 0, while y − z and xyz − 1 do
not vanish due to our assumptions. Using SINGULAR again , we calculate
that h0(1, 1, 1) = 6912 6= 0 and hence (15) follows. This completes the proof
in Case I.
Case II. Assume that y = z, xyz − 1 6= 0. Multiply equation (13) by
A(A − y) and equation (14) by (xA2 − 1). Taking into account that y = z
and subtracting the obtained equations we get that
f(A; x, y) := (A+ y)f0(A; x, y) = 0, f0(A; x, y) = (xA
2 − 1)2 − A(A− y)2.
Note first that A = −y is not a root of f0: indeed f0(−y; x, y) evaluated at
x = sǫ, y = sδ and s = 1 equals to 4 6= 0. Thus it suffices to show that f0 is
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mutually prime with f ′0. Denote by h(x, y) ∈ C[x, y] the resultant of f0 and
f ′0. It suffices to show that
h(sǫ, sδ) 6= 0 ∈ K¯ (16)
for all ǫ and δ satisfying assumptions of Case II. Using SINGULAR we cal-
culate that h admits a factorization
h(x, y, z) = x2(xy2 − 1)2h0(x, y),
where h0(x, y) = 27x
2y4+256x3−192x2y−6xy2−4y3+27. Note that x 6= 0,
while xy2 − 1 do not vanish due to our assumptions. Using SINGULAR, we
calculate that h0(1, 1) = −108 6= 0 and hence (16) follows. This completes
the proof in Case II.
Case III. Assume that xyz = 1. Multiply equation (13) by x−1A and
equation (14) by (A+y). Taking into account that yz = x−1 and subtracting
the obtained equations we get that
f(A; x, y) := x(A2 − yz)f0(A; y, z) = 0,
f0(A; y, z) = A
2 + (y + z − y2z2)A+ yz.
We claim that f and f ′ are mutually prime. Substituting A = ±√yz into
f0 and specializing to y = z = 1 we get that f0(±1; 1, 1) = 2 ± 1 6= 0. Thus
A2− yz and f0 have no common roots. The discriminant d(y, z) of f0 equals
d(y, z) = (z + y − y2z2)2 − 4yz .
Since d(1, 1) = −3 6= 0 we see that f0 has no multiple roots. The claim
follows. This finishes the proof.
This finishes the proof of Theorem 3.3.
5 Quantum homology in the monotone case
We will show now that the semi-simplicity assumption in Theorem 3.1 is
equivalent in the monotone case to the one from [12]. AssumeM is spherically
monotone with c1 = κ[ω], κ > 0, on H
S
2 (M). In this case one may define the
quantum homology ring of M using a different coefficient ring Λ̂, which is a
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field. The rings Λ̂ and Λ are different extensions of some common subring Λ′
though none of the rings Λ̂, Λ is a subset of another.
The precise definitions are as follows. Denote by N the minimal Chern
number of M . Introduce a new variable w, and define Λ′ as Λ′ = C[w,w−1].
Identify Λ′ with a subring of Λ through the mapping w 7→ (sκq)N . The field
Λ̂, a different ring extension of Λ′, is then defined as
Λ̂ :=
{ ∑
θ∈Z
zθw
θ, zθ ∈ C, ♯
{
θ > c | zθ 6= 0
}
<∞, ∀c ∈ R
}
.
Define the grading degree of w as 2N and use it to define the grading on Λ̂.
Note that Λ̂ is a field while Λ′ is not.
Set QH ′ev(M) := Hev(M ;C)⊗C Λ′. The monotonicity of (M,ω) allows to
use the Gromov-Witten invariants in order to define the quantum product
on QH ′ev(M) similarly to the case of QH∗(M) in the following way. Since
(M,ω) is spherically monotone π¯2(M) ∼= Z. Denote by S the generator of
π¯2(M) for which ω(S) > 0. For a, b ∈ Hev(M ;C) and j ∈ N we define
(a ∗ b)j ∈ Hev(M ;C) as the unique class satisfying (a ∗ b)j ◦ c = GWjS(a, b, c)
for all c ∈ Hev(M ;C), where ◦ stands for the ordinary intersection index in
homology and GWjS(a, b, c) is the Gromov-Witten invariant which, roughly
speaking, counts the pseudo-holomorphic spheres in the homology class jS
passing through cycles representing a, b, c. Now for any a, b ∈ Hev(M ;C) set
a ∗ b = a ∩ b+
∑
j∈N
(a ∗ b)j w−j.
Since GWjS(a, b, c) = 0 unless deg a+ deg b+ deg c = 4n− 2Nj, the sum in
the right-hand side is finite and therefore a ∗ b ∈ QH ′ev(M). By C-linearity
extend the quantum product to the whole QH ′ev(M). As a result, for the
same reasons as in the general case, one gets a correctly defined commutative
associative product operation on QH ′ev(M) [25], [30], [39], [40], [47]. It can
be easily seen that QH ′ev(M) is a subring of QHev(M) = Hev(M ;C)⊗C Λ.
Now Q̂Hev(M) := Hev(M ;C) ⊗C Λ̂ and QHev(M) can be viewed as dif-
ferent extensions (though not subsets of each other) of the ring QH ′ev(M):
QHev(M) = QH
′
ev(M)⊗Λ′ Λ, (17)
Q̂Hev(M) = QH
′
ev(M)⊗Λ′ Λ̂, (18)
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where the tensor product is the tensor product of rings. Note that Q̂Hev(M)
is a module of finite rank over Λ̂.
Similarly to QH∗(M) the ring Q̂Hev(M) gets naturally equipped with a
grading. This graded ring is precisely the quantum homology ring used in
[12].
Theorem 5.1. Assume (M,ω) is a closed spherically monotone symplec-
tic manifold. Then QH2n(M) is semi-simple as a K-algebra if and only if
Q̂Hev(M) is semi-simple as a Λ̂-algebra (which is the semi-simplicity as-
sumption used in [12]).
Proof. Introduce a new variable u and define a ring
R :=
{ ∑
θ∈Z
zθu
θ, zθ ∈ C, ♯
{
θ > c | zθ 6= 0
}
<∞, ∀c ∈ R
}
.
The ring R is graded with the graded degree of u equal 2. Note that R is a
field. We identify Λ̂ with a subfield of R via the mapping w 7→ uN .
Put Q := Hev(M ;C)⊗CR – this is a gradedR-algebra that can be viewed
as a ring extension of Q̂Hev(M):
Q = Q̂Hev(M)⊗bΛ R,
where the tensor product is the tensor product of rings. Denote by Q2n the
graded component of degree 2n of Q. It is a C-algebra.
Recall that the field K appearing in the formulation of the theorem is
defined as Kω(S)Z (see Section 2 above). Note that ω(S) = κN . Consider an
extension KκZ of K = KκNZ. Introduce two auxiliary rings
R1 = QH2n(M)⊗K KκZ and R2 = Q2n ⊗C KκZ .
We claim that they are isomorphic as KκZ-algebras. Indeed, notice that every
element of R1 can be written as
∑
aj ⊗ qmsκj and every element of R2 as∑
aj ⊗ umsκj, where in both cases the summation conditions are as follows:
j ∈ Z, aj ∈ Hev(M,C), deg aj + 2m = 2n,
and all aj vanish for j large enough. The respective multiplications in R1
and R2 are given by
a ∗1 b =
∑
j
(a ∗ b)jSq−Njs−κNj
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and
a ∗2 b =
∑
j
(a ∗ b)jSu−Nj
for all a, b ∈ Hev(M,C). Define a map Ψ : R2 → R1 by
Ψ
(∑
aj ⊗ umsκj
)
=
∑
aj ⊗ qmsκ(m+j) ,
where the summation conditions are as above. Roughly speaking, Ψ acts by
the substitution u 7→ qsκ. We see that Ψ is a KκZ-linear map. Furthermore,
we have Ψ(a ∗2 b) = a ∗1 b for all a, b ∈ Hev(M,C). This readily implies that
Ψ is a ring homomorphism. Finally, Ψ is invertible, and the claim follows.
After these preparations let us pass to the proof of the theorem. As-
sume first that Q̂Hev(M) is semi-simple as a Λ̂-algebra. Then, by Proposi-
tion 2.1(A), Q is a semi-simple R-algebra. Decompose Q, as a R-algebra,
into a direct sum of fields Qi. The unity ei of each such field is an idempotent
and therefore belongs to Q2n. It is easy to see that Q2n decomposes, as a
finite-dimensional C-algebra, into a direct sum of C-algebras Q2n∗ei. Each of
these algebras is a field as it lies in Qi. Thus Q2n is a semi-simple C-algebra.
Applying Proposition 2.1(A), we get that since Q2n is C-semi-simple, the
ring R2, and hence R1, is KκZ-semi-simple. This in turn yields, again by
Proposition 2.1(A), the semi-simplicity of QH2n(M) over K.
Assume now that QH2n(M) is semi-simple as a K-algebra. Then by
Proposition 2.1(A) R1, and hence R2, is KκZ-semi-simple. Applying again
Proposition 2.1(A) we see that Q2n is semi-simple as an C-algebra. Decom-
pose Q2n, as an C-algebra, into a direct sum of fields Qi with unity elements
ei. Note that all the graded components of Q can be described as u
iQ2n,
i ∈ Z. Therefore, as one can easily see, Q decomposes, as an R-algebra,
into the direct sum of R-algebras R ∗ ei each of which is a field. Thus Q is
semi-simple as an R-algebra and hence, by Proposition 2.1(A), Q̂Hev(M) is
semi-simple as a Λ̂-algebra. This completes the proof.
6 Products
The following theorem shows how to construct new examples of manifolds
with semi-simple quantum homology from the old ones. We continue working
within the class S of symplectic manifolds defined in Section 3 above.
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Theorem 6.1. Assume that closed symplectic manifolds (M2nii , ωi), i = 1, 2,
and (M,ω) = (M1 × M2, ω1 ⊕ ω2) belong to the class S and that at least
one of the manifolds Mi satisfies the condition Hk(Mi;C) = 0 for all odd k.
Assume also that each QH2ni(Mi), i = 1, 2, is semi-simple (as an algebra
over KΓ(Mi,ωi)). Then QH2n1+2n2(M) is also semi-simple (as an algebra over
KΓ(M,ω)).
Proof. Let us denote for brevity Γi := Γ(Mi, ωi), i = 1, 2, and Γ := Γ(M,ω).
Note that Γ = Γ1 + Γ2.
Let Ei be a ring which is also a module over ΛΓi , i = 1, 2. Note that
ΛΓ1+Γ2 = ΛΓi ⊗KΓi KΓ1+Γ2, i = 1, 2 .
We define a modified tensor product operation ⊗̂Λ by
E1⊗̂ΛE2 :=
(
E1 ⊗KΓ1 KΓ1+Γ2
)
⊗ΛΓ1+Γ2
(
E2 ⊗KΓ2 KΓ1+Γ2
)
.
All the tensor products above are automatically assumed to be tensor prod-
ucts of rings. In simple words, we extend both rings to ΛΓ1+Γ2-modules and
consider the usual tensor product over ΛΓ1+Γ2 .
Similarly, given algebras Fi, i = 1, 2, over KΓi one can define their modi-
fied tensor product ⊗̂K, which is an algebra over KΓ, as
F1⊗̂KF2 :=
(
F1 ⊗KΓ1 KΓ1+Γ2
)
⊗KΓ1+Γ2
(
F2 ⊗KΓ2 KΓ1+Γ2
)
,
where again all middle tensor products are tensor products of rings. Propo-
sition 2.1 implies that if each Fi, i = 1, 2, is a semi-simple algebra over KΓi
then F1⊗̂KF2 is a semi-simple algebra over KΓ. As we will show
QH2n1+2n2(M) = QH2n1(M1)⊗̂KQH2n2(M2), (19)
which would yield the required semi-simplicity of QH2n1+2n2(M) as a
KΓ-algebra.
Let us prove (19). Since all the odd-dimensional homology groups of
at least one of the manifolds M1, M2 are zero, the Ku¨nneth formula for
quantum homology over the Novikov ring (see e.g. [30, Exercise 11.1.15] for
the statement in the monotone case; the general case in our algebraic setup
can be treated similarly) yields a ring isomorphism
QHev(M) = QHev(M1)⊗̂ΛQHev(M2) .
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Note that to each element of QH2n1+2n2(M1 ×M2) of the form qmA⊗ B
(where A⊗B denotes the classical tensor product of two singular homology
classes of even degree), one can associate in a unique way a pair of integers
k, l with k+ l = m so that qkA ∈ QH2n1(M1) and qlB ∈ QH2n2(M2). Indeed,
the degrees of A and B are even and deg q = 2. Hence we get the required
isomorphism (19).
The proof above can be easily modified using Proposition 2.2 to yield the
following result:
Theorem 6.2. Assume that closed symplectic manifolds (M2nii , ωi), i = 1, 2,
and (M,ω) = (M1 ×M2, ω1 ⊕ ω2) belong to the class S and that at least one
of the manifolds Mi satisfies the condition Hk(Mi;C) = 0 for all odd k. Also
assume that each QH2ni(Mi), i = 1, 2, contains a field as a direct summand.
Then QH2n1+2n2(M) also contains a field as a direct summand.
7 McDuff’s examples
In this section we present McDuff’s examples of symplectic manifolds whose
quantum homology contains a field as a direct summand but is not semi-
simple [28]. Let (M2n, ω) be a closed symplectic manifold. Set the base field
F = C. Set p := [point] ∈ H0(M). The manifoldM is called (symplectically)
non-uniruled [27] if the genus zero Gromov-Witten invariant 〈p, a2, . . . , ak〉k,β
of M is zero for any k ≥ 1 and any 0 6= β ∈ H2(M), ai ∈ H∗(M). Here the
marked points in the definition of the Gromov-Witten invariant are allowed to
vary freely. In particular, the genus zero 3-point Gromov-Witten invariants
GWCβ (p, a2, a3) involved in the definition of the quantum homology ofM over
C (see Section 2) are zero for all 0 6= β ∈ H2(M), a2, a3 ∈ H∗(M).
The class of non-uniruled symplectic manifolds includes the manifolds sat-
isfying [ω]|π2(M) = 0 or Ka¨hler manifolds with c1 < 0 (for instance, complex
hypersurfaces in CP n of degree greater than n + 1).
Let M˜ be a one point blow-up of a non-uniruled symplectic manifold
(M2n, ω), n ≥ 2. Denote by ω˜ the symplectic form on M˜ , by E the homology
class of the exceptional divisor in M˜ . We will write Ei, i = 1, ..., n − 1 for
the i-th power of E with respect to the classical cap-product. Introduce the
parameter of the blow-up, δ := [ω˜](En−1).
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We wish M and M˜ to stay within the class S of symplectic manifolds
introduced in Section 3 above. This holds, for instance, either if dimM = 4,
[ω] is rational and a non-zero rational multiple of δ lies in the group of periods
Γ(M,ω), or if π2(M) = 0.
Our goal is to deduce from McDuff’s computation of QH∗(M˜) [27] the
following result (an equivalent formulation was suggested to us by McDuff
[28]):
Theorem 7.1. If M is non-uniruled, the algebra QH2n(M˜) contains a field
as a direct summand, but is not semi-simple.
Convention: In what follows, we use notation +˙ for the direct sum
in the category of modules, and ⊕ for the direct sum in the category
of algebras.
Proposition 7.2 ([27], Cor. 2.4). Let 0 ≤ i, j < n. Then
Ei ∗ Ej = Ei ∩ Ej = Ei+j , if i+ j < n,
Ei ∗ En−i = −p + E ⊗ q−n+1s−δ .
Denote K˜ = KΓ(fM,ω˜). Set 1 := [M˜ ], A := Eq, B := pqn. Let us define the
following K˜-submodules of QH2n(M˜):
U := span eK(A,A
2, . . . , An−1),
where the powers Ai are taken with respect to the quantum product,
W := QH2n(M˜) ∩
(
+˙0<i<2nHi(M)⊗ Λ˜
)
.
Thus additively
QH2n(M˜) = U+˙K˜B+˙K˜1+˙W.
As for the multiplicative structure of QH2n(M˜), D.McDuff proved the fol-
lowing
Proposition 7.3 ([27], Prop. 2.5, Cor. 2.6, Lem. 3.3).
U ∗W = 0,
W ∗W ⊂W +˙K˜B,
B ∗ (U+˙W ) = 0,
B ∗B = 0.
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Proof of Theorem 7.1. Set V := U+˙K˜B+˙K˜1. Then one has
QH2n(M˜) = V +˙W . By Propositions 7.2 and 7.3, V is closed under the
quantum product. It is multiplicatively generated over K˜ by A, B and 1
with the relations:
An = −B + As−δ,
A ∗B = 0,
see Propositions 7.2, 7.3. Expressing B via A from the first relation and sub-
stituting the result into the second one we obtain the following isomorphism
of K˜-algebras:
V ∼= K˜[A]/(f),
where (f) is an ideal in K˜[A] generated by f(A) := A2(An−1 − s−δ).
Set g(A) := A2, h(A) := An−1 − s−δ, so that f = gh. Decompose h into
mutually prime polynomials P1, . . . , Pk ∈ K˜[A], where each Pi is irreducible
over K˜ (we can choose Pi’s to be irreducible – and not powers of irreducible
polynomials – since h has no common factors with its derivative). By the
Chinese remainder theorem, there exists an isomorphism of K˜-algebras
I : V = K˜[A]/(f)→ K˜[A]/(g)⊕ K˜[A]/(P1)⊕ . . .⊕ K˜[A]/(Pk),
where I sends each u(A)+(f) ∈ K˜[A]/(f) to the direct sum of the remainders
of the polynomial u(A) modulo g, P1, . . . , Pk. Since each Pi is irreducible over
K˜, the factor algebra K˜[A]/(Pi) is a field. Let F ⊂ V be a field which is the
preimage of K˜[A]/(Pk) under the isomorphism I above. The field F consists
of all those remainders u ∈ K˜[A] mod f that are divisible by g, P1, . . . , Pk−1.
In particular, each such u is divisible by g(A) = A2. In view of Proposition
7.3 this yields
F ∗W = 0, F ∗B = 0 . (20)
Put
Z = I−1
(
K˜[A]/(g)⊕ K˜[A]/(P1)⊕ . . .⊕ K˜[A]/(Pk−1)
)
.
Since V = F ⊕ Z we have
F ∗ Z = 0, Z ∗ Z ⊂ Z . (21)
Look at the decomposition
QH2n(M˜) = F +˙Z+˙W .
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Let us show that in fact
QH2n(M˜) = F ⊕ (Z+˙W ) . (22)
Indeed, by formulas (21) and (20) we have F ∗ (Z+˙W ) = 0. Thus it suffices
to show that Z+˙W is closed under the quantum multiplication.
Note that Z ∗ Z ⊂ Z by (21). Further, since F ∗ B = 0 by (20), the
element B ∈ V necessarily lies in Z. Together with Proposition 7.3 this
implies
W ∗W ⊂ K˜B+˙W ⊂ Z+˙W. (23)
Finally,
Z ⊂ V = U+˙K˜B+˙K˜1
and hence by Proposition 7.3
Z ∗W ⊂W .
This yields decomposition (22) which tells us that QH2n(M˜) contains a field
F as a direct summand.
At the same timeQH2n(M˜) is not semi-simple since it contains a nilpotent
element B. This completes the proof.
Acknowledgements. We are grateful to D. McDuff for communicating
us her unpublished results ([28], see Section 3 above) and for encouraging us
to include them into the present paper. We thank M. Borovoi for useful com-
ments on our proof of Proposition 2.2. We thank E. Aljadeff and Y. Karshon
for various useful discussions, and the anonymous referee for very helpful
comments.
References
[1] Aarnes, J.F., Quasi-states and quasi-measures, Adv. Math. 86:1 (1991),
41-67.
[2] Banyaga, A., Sur la structure du groupe des diffe´omorphismes qui
pre´servent une forme symplectique, Comm. Math. Helv. 53:2 (1978),
174-227.
31
[3] Batyrev, V., Quantum cohomology rings of toric manifolds, Asterisque
218 (1993), 9-34.
[4] Bayer, A., Semisimple quantum cohomology and blowups, Int. Math.
Res. Not. 40 2004, 2069-2083.
[5] Bayer, A., Manin, Y., (Semi)simple exercises in quantum cohomology,
in The Fano Conference, 143-173, Univ. Torino, Turin, 2004.
[6] Becker, T., Weispfenning, V., Gro¨bner bases. A computational approach
to commutative algebra. In cooperation with Heinz Kredel. Springer-
Verlag, New York, 1993.
[7] Cardin, F., Viterbo, C., Commuting Hamiltonians and multi-time
Hamilton-Jacobi equations, preprint, math.SG/0507418.
[8] Cox, D., Little, J., O’Shea, D., Using algebraic geometry. Second edition.
Springer, New York, 2005.
[9] Debarre, O., Fano varieties, in Higher dimensional varieties and rational
points (Budapest, 2001), 93–132, Bolyai Soc. Math. Stud., 12, Springer,
Berlin, 2003.
[10] Delzant, T., Hamiltoniens pe´riodiques et images convexes de l’appli-
cation moment, Bull. Soc. Math. France 116:3 (1988), 315-339.
[11] Dubrovin, B., Geometry and analytic theory of Frobenius manifolds, in
Proc. of the ICM, Vol. II (Berlin, 1998), Doc. Math., Extra Vol. II,
1998, 315-326.
[12] Entov, M., Polterovich, L., Calabi quasimorphism and quantum homol-
ogy, Intern. Math. Res. Notices 30 (2003), 1635-1676.
[13] Entov, M., Polterovich, L., Quasi-states and symplectic intersections,
Comm. Math. Helv. 81:1 (2006), 75-99.
[14] Entov, M., Polterovich, L., Zapolsky, F., Quasi-morphisms and the Pois-
son bracket, Pure and Applied Math. Quarterly, 3:4 (2007), 1037-1055.
[15] Entov, M., Polterovich, L., Rigid subsets of symplectic manifolds,
preprint, arXiv:0704.0105, 2007.
32
[16] Ewald, G., Combinatorial convexity and algebraic geometry, Springer-
Verlag, New York, 1996.
[17] Faith, C., Algebra. I. Rings, modules, and categories, Springer-Verlag,
1981.
[18] Ghys, E., Knots and dynamics, ICM plenary lecture, Madrid, 2006,
http://www.umpa.ens-lyon.fr/∼ghys/articles/ghys-icm.pdf
[19] Gleason, A.M., Measures on the closed subspaces of a Hilbert space, J.
Math. Mech. 6 (1957), 885-893.
[20] Greuel, G.-M., Pfister, G., A Singular Introduction to Commutative Al-
gebra, Springer-Verlag, 2002.
[21] Guillemin, V., Moment maps and combinatorial invariants of Hamilto-
nian T n-spaces, Progress in Mathematics, 122. Birkha¨user Boston, Inc.,
Boston, MA, 1994.
[22] Karshon, Y., Kessler, L., Circle and torus actions on equal symplectic
blow-ups of CP 2, Preprint arXiv:math/0501011, 2005.
[23] Klyachko, A., Voskresenskii, V., Toric Fano varieties and systems of
roots, Izv. Akad. Nauk SSSR Ser. Mat. 48:2 (1984), 237-263.
[24] Lerman, E., Tolman, S., Hamiltonian torus actions on symplectic orb-
ifolds and toric varieties, Trans. Amer. Math. Soc. 349:10 (1997),
42014230.
[25] Liu, G., Associativity of quantum multiplication, Comm. Math. Phys.
191:2 (1998), 265-282.
[26] Manin, Y., Frobenius manifolds, quantum cohomology, and moduli
spaces, AMS, Providence, 1999.
[27] McDuff, D., Hamiltonian S1 manifolds are uniruled, preprint,
arXiv:0706.0675, 2007.
[28] McDuff, D., Private communication.
[29] McDuff, D., Salamon, D., Introduction to symplectic topology, 2nd edi-
tion, Oxford University Press, Oxford, 1998.
33
[30] McDuff, D., Salamon, D., J-holomorphic curves and symplectic topology,
AMS, Providence, 2004.
[31] Oh, Y.-G., Symplectic topology as the geometry of action functional, I,
J. Differ. Geom. 46 (1997), 499-577.
[32] Oh, Y.-G., Symplectic topology as the geometry of action functional, II,
Commun. Anal. Geom. 7 (1999), 1-55.
[33] Oh, Y.-G., Floer mini-max theory, the Cerf diagram, and the spectral
invariants, preprint, math.SG/0406449, 2004.
[34] Oh, Y.-G., Construction of spectral invariants of Hamiltonian diffeomor-
phisms on general symplectic manifolds, in The breadth of symplectic
and Poisson geometry, 525-570, Birkha¨user, Boston, 2005.
[35] Ostrover, Y., Calabi quasi-morphisms for some non-monotone symplec-
tic manifolds, Algebr. Geom. Topol. 6 (2006), 405-434.
[36] Polterovich, L., The geometry of the group of symplectic diffeomor-
phisms, Birkha¨user, 2001.
[37] Py, P., Quasi-morphismes et invariant de Calabi, Ann. Sci. Ecole Norm.
Sup. (4) 39 (2006), 177–195.
[38] Py, P., Quasi-morphismes de Calabi et graphe de Reeb sur le tore, C. R.
Math. Acad. Sci. Paris 343 (2006), no. 5, 323–328.
[39] Ruan, Y., Tian, G., A mathematical theory of quantum cohomology,
Math. Res. Lett. 1:2 (1994), 269-278.
[40] Ruan, Y., Tian, G., A mathematical theory of quantum cohomology, J.
Diff. Geom. 42:2 (1995), 259-367.
[41] Schwarz, M., On the action spectrum for closed symplectically aspherical
manifolds, Pacific J. Math. 193:2 (2000), 419-461.
[42] Tian, G., Xu, G., On the semi-simplicity of the quantum cohomology
algebras of complete intersections, Math. Res. Lett. 4:4 (1997), 481-488.
[43] Usher, M., Spectral numbers in Floer theories, preprint, arXiv:0709.1127,
2007.
34
[44] Viterbo, C., Symplectic topology as the geometry of generating functions,
Math. Ann. 292:4 (1992), 685-710.
[45] van der Waerden, B., Algebra. Vol. 2, Springer-Verlag, 1991.
[46] Von Neumann, J., Mathematical foundations of quantum mechanics,
Princeton University Press, Princeton, 1955. (Translation of Mathema-
tische Grundlagen der Quantenmechanik, Springer, Berlin, 1932.)
[47] Witten, E., Two-dimensional gravity and intersection theory on moduli
space, Surveys in Diff. Geom. 1 (1991), 243-310.
Michael Entov Leonid Polterovich
Department of Mathematics School of Mathematical Sciences
Technion - Israel Institute of Technology Tel Aviv University
Haifa 32000, Israel Tel Aviv 69978, Israel
entov@math.technion.ac.il polterov@post.tau.ac.il
35
