The intention of this series of experiments was to determine the extent to which the pathways sensitive to first-order and second-order motion are independent of one another at, and above, the level of global motion integration. We used translational, radial and rotational motion stimuli containing luminancemodulated dots, contrast-modulated dots, or a mixture of both. Our results show that the two classes of motion stimuli interact perceptually in a global motion coherence task, and the extent of this interaction is governed by whether the two varieties of local motion signal produce an equivalent response in the pathways that encode each type of motion. This provides strong psychophysical evidence that global motion and optic flow processing are cue-invariant. The fidelity of the first-order motion signal was moderated by either reducing the luminance of the dots or by increasing the displacement of the dots on each positional update. The experiments were carried out with two different types of second-order elements (contrast-modulated dots and flicker-modulated dots) and the results were comparable, suggesting that these findings are generalisable to a variety of second-order stimuli. In addition, the interaction between the two different types of second-order stimuli was investigated and we found that the relative modulation depth was also crucial to whether the two populations interacted. We conclude that the relative output of local motion sensors sensitive to either first-order or second-order motion dictates their weight in subsequent cue-invariant global motion computations.
Introduction
The mammalian visual system is capable of detecting motion defined by variations in luminance -'first-order' motion -or by variations in other 'second-order' characteristics such as contrast, flicker or texture Cavanagh & Mather, 1989; Chubb & Sperling, 1988; . It is likely that these two types of motion are initially analysed in parallel by separate processing streams (Ledgeway & Smith, 1994; Nishida, Ledgeway, & Edwards, 1997; Smith & Ledgeway, 1997) , but models of motion processing (Lu & Sperling, 1995 Wilson, Ferrera, & Yo, 1992) usually combine these two streams at, or before, the level of global motion analysis. ''Global motion'' refers to the integration of many local motion vectors, extracted at earlier levels of the visual system, into a single percept of object or pattern motion. This stage is a crucial one in the processing of visual motion, because mechanisms at early stages of the motion analysis hierarchy suffer from the ''aperture problem'': the fact that their activity, based on local estimates of visual motion, is ambiguous, and reflects many possible real-world stimuli (Hildreth, 1984; Stumpf, 1911) .
The middle temporal visual area (MT) in the primate has long been implicated in the extraction of global motion. Lesions of area MT impair global motion perception in random dot displays where local motions of spatially separate dots must be integrated (Newsome & Pare, 1988) . Neuronal activity in MT also closely correlates with perceptual coherence of these stimuli (Newsome, Britten, & Movshon, 1989) and micro-stimulation of cells in MT can bias direction discrimination (Salzman et al., 1992) . If the output of the pathway that encodes first-order order motion is integrated with that from the pathway that detects second-order motion before or at the level of MT, or its putative human homologue V5 in extra-striate visual cortex (Baker, Hess, & Zihl, 1991; Hess, Baker, & Zihl, 1989) , then global motion analysis should be insensitive to whether the input originates from first-or secondorder stimuli. This property is referred to as ''cue-invariance.'' Neurons sensitive to both first-order and second-order motion have been reported in many visual areas including LGN (Xu, Ye, & Zhou, 2007) and areas 17 and 18 of the cat (Leventhal et al., 1998; Zhou & Baker, 1993) . In primates cue-invariance has been found in V1 (Chaudhuri & Albright, 1997) and areas MT and MSTd (Albright, 1992; Churan & Ilg, 2001; Geesaman & Andersen, 1996; O'Keefe & Movshon, 1998; Olavarria et al., 1992) . However the issue of exactly where cue-invariance originates in the visual system is complicated by the fact that there are many feedback connections from higher visual areas to those earlier in the visual pathways.
Several human psychophysical studies have examined whether global motion analysis is cue-invariant or not. Edwards and Badcock (1995) investigated this issue by determining the lowest number of coherently moving ''signal'' dots, amongst an array of randomly moving ''noise'' dots, for which discrimination of motion direction was possible in random dot kinematogram (RDK) stimuli (''coherence threshold''). For stimuli in which the translating dots were first-order (luminance-defined), they found that the addition of extra second-order (contrast-defined) noise dots to the stimulus did not impair thresholds, whilst addition of luminance-modulated noise dots to an RDK in which the signal was carried by contrastmodulated dots did impair coherence thresholds. Based on the proposition that second-order motion is not visible to first-order detectors but first-order motion is visible to second-order detectors (Chubb & Sperling, 1988) , they concluded that there is no interaction between the pathways at the level of global motion analysis. This is not consistent with the idea that the pathways are integrated before or at the global motion processing stage (Lu & Sperling, 1995 Wilson, Ferrera, & Yo, 1992) . Badcock and Khuu (2001) used radial versions of the same stimuli previously used by Edwards and Badcock to extend the proposed independence of the first-and second-order pathways up to the level of optic flow analysis.
Psychophysical studies (Regan & Beverley, 1978 suggest that the human visual system has dedicated mechanisms available for the detection of optic flow patterns such as radial or rotational motion. Extraction of these motion patterns is extremely important as they reflect movement of the individual or external objects in three dimensional space (Koenderink, 1986) . There is much evidence from neurophysiological studies to suggest that neurons in the dorsal part of the medial superior temporal cortex (MST) are involved in the analysis of radial or rotational motion patterns (Saito et al., 1986; Tanaka, Fukada, & Saito, 1989; Duffy & Wurtz, 1991a , 1991b and that activity in MST is used to extract heading direction. Micro-stimulation of MST neurons can bias perceived heading direction in monkeys in a predictable manner (Britten & van Wezel, 1998) . There is some physiological evidence for cue-invariance in region MST (Geesaman & Andersen, 1996) . The major input to MST comes from MT (Grossberg, Mingolla, & Pack, 1999; Maunsell & Newsome, 1987; Perrone, 1992; Perrone & Stone, 1994; Saito et al., 1986) , so it is unsurprising that the physiological work shows, on balance, cue-invariance in both areas. The discrepancy between the psychophysical and physiological studies, on the other hand, is surprising.
Recently, we showed that amblyopic observers are deficient in the discrimination of both translational global motion (Simmers et al., 2003) and optic flow defined by first-order (Simmers et al., 2006) and second-order (Aaen-Stockdale, Ledgeway, & Hess, 2007a) elements. This latter study found correlations between first-order and second-order amblyopic deficits consistent with form-cue invariance in global motion and optic flow mechanisms. These findings cast some doubt on the complete independence of the two motion pathways at the level at which global motion is extracted (Badcock & Khuu, 2001; Edwards & Badcock, 1995) .
The dots in the global motion stimuli used by Edwards and Badcock (1995) consisted of dots with a maximum modulation depth, but crucially luminance-modulated and contrast-modulated dots of the same Michelson contrast may not be equally visible. The equalisation of stimulus visibility can dramatically affect measures of visual sensitivity and, in turn, conclusions regarding the properties of the underlying mechanisms based upon those measures . Edwards and Badcock's results could be interpreted as the performance of a cue-invariant global motion mechanism faced with two populations of dots, one of which is considerably more salient or visible than the other. In order to address this, Badcock and Khuu (2001) carried out a control for visibility by reducing the modulation depth of their luminancemodulated dots from 0.5 to 0.1 and found that their pattern of results was unchanged. In a later study (Cassanello et al., 2011) , first-order modulation depth was reduced to between 0.14 and 0.27 relative to second-order modulations of between 0.75 and 0.93 based on equating performance in purely first-or secondorder stimuli. However, there is reason to believe that the visibility of first-order elements relative to second-order elements in these studies was still too high.
A pilot study by Ledgeway and colleagues (2002) showed that luminance-modulated signal dots in a global motion stimulus are masked by contrast-modulated noise dots only when the depth of the luminance-modulation is decreased to between 0.04 and 0.08. Similarly, only when the modulation depth of luminancemodulated noise dots is less than about 0.04-0.08 do they cease to mask a signal carried by contrast-modulated dots. This interaction therefore occurs at a modulation depth of the luminancemodulated dots lower than that tested by Badcock and colleagues.
In this study, we aimed to determine whether the first-and second-order pathways are independent at and above the level of global motion integration. We used translational global motion stimuli (experiment 1), and radial and rotational optic flow stimuli (experiment 2) containing either first-order (luminance-defined) dots, second-order (contrast-defined) dots or a mixture of both. Our results show that the two motion classes interact in a systematic manner when the relative visibility of the local motions was varied. This psychophysical evidence strongly suggests that processing of global motion and optic flow is cue-invariant, consistent with some previous physiological studies (Albright, 1992; Baker, 1999; Donnelly, Bowd, & Patterson, 1997; Geesaman & Andersen, 1996; O'Keefe & Movshon, 1998; Stoner & Albright, 1992) , although cue-invariance is found to some extent throughout the visual hierarchy. The findings were replicated with a different type of second-order motion (flicker-defined dots in experiment 3) and visibility-dependent interactions were found between two different types of second-order motion (experiment 4). In a control experiment we used a different method of weakening the first-order motion signal (experiment 5) and found the same pattern of results, suggesting that the interaction is robust for a variety of stimuli and experimental set-ups, and in a final control experiment, we pitted luminance-modulated and contrast-modulated elements against each other in an opponent fashion, in order to exclude the possibility that artifactual first-order noise from the contrast-modulated elements is simply masking the weakened firstorder signal (experiment 6).
Methods

Observers
In experiment 1, the observers were three of the authors (TL, PVM and RFH). In experiments 2 and 3, the observers consisted of one of the authors (CAS) and two experienced psychophysical observers naïve to the purposes of the experiment (JT and BST). In experiment 4, the observers consisted of one of the authors (CAS) and one experienced observer naïve to the purposes of the experiment (JT). In experiments 5 and 6, the observers were two of the authors (TL, PVM) and a naïve observer (JM in experiment 5, and DJH in experiment 6). All observers had normal or corrected-to-normal acuity.
Apparatus and stimuli
Random dot kinematograms (RDKs) were generated by custom software written by one of the authors (TL Mono++ mode, allowed 14 bit control of contrast, the resolution of both displays was 1078 Â 768 pixels and the frame rate was 75 Hz. The display was gamma-corrected with the use of internal look-up tables and confirmed by a psychophysical technique described elsewhere (Ledgeway & Smith, 1994) .
The RDKs were ''movies'' composed of 8 consecutively presented frames and each frame was presented for 53 ms. The total presentation duration was therefore 427 ms. The RDKs contained 50 (or sometimes 100) non-overlapping dots (radius 0.12°), which were presented in a circular window with a diameter that subtended 12°of visual angle from the viewing distance of 93 cm. This resulted in an average dot density of 0.44 dots/deg 2 . In the radial motion stimuli, a circular portion of the display centred at fixation (radius 0.35°) was occluded (i.e. set to mean luminance) to prevent the sudden appearance or disappearance of dots at fixation acting as a potential cue to global motion direction. A pilot study demonstrated that observers could use this cue and this resulted in artificially low thresholds for radial motion. Inclusion of a foveal occlusion zone eliminated this advantage.
All of the dots were displaced 0.3°on each frame, giving a velocity of 5.6°/s. If a dot exceeded the boundary of the display area it was wrapped around to reappear at the opposite edge of the stimulus area. The direction in which the dots were displaced depended upon the condition and whether a dot was assigned to be a signal or noise dot. In the translational condition, signal dots were displaced either upwards or downwards on each presentation. In the radial condition, signal dots depicted either an expanding or contracting pattern of image motion. In the rotational condition, signal dots were displaced either clockwise or anticlockwise. Noise dots were always displaced in a random direction. On each frame, dots were randomly reassigned to be either a noise dot or signal dot, so that subjects could not complete the task by tracking a single dot.
The background of the stimulus presentation area was composed of two-dimensional, static, binary noise with a Michelson
where L max and L min are the maximum and minimum luminance respectively] of 0.1 (the contrast was increased for experiments 3 and 4 due to the low visibility of flicker-defined dots). Each noise element was assigned a single luminance value (randomly chosen to be either ''black'' or ''white'' with equal probability) and was composed of a single screen pixel to avoid potential luminance artefacts (Ledgeway & Hutchinson, 2005; Smith & Ledgeway, 1997) . A different stochastic noise sample was used for every motion sequence that was generated. The remainder of the display was set to the mean luminance of the monitor. Each dot was circular and either the mean luminance, mean contrast or flicker probability of the noise within the dot could be increased relative to that of the noise in the background. The 'modulation depth' of the dots refers to this increase in luminance, contrast or flicker probability. In the luminance-modulated stimuli the modulation depth is defined as:
where L dot is the mean luminance of the noise within the dots and L bg is the mean luminance of the background noise. The modulation depth of the luminance-modulated dots was varied in several of the experiments outlined below.
We used two different types of second-order stimuli: contrastmodulated dots or flicker-modulated dots. For the contrast-modulated stimuli, the Michelson contrast of the binary noise within the dots was increased above that of the background. The magnitude of the contrast modulation is calculated by:
where C dot is the Michelson contrast of the noise within the dots and C bg is the contrast of the background noise. The contrast-modulated dots were always at the maximum available modulation depth of 0.8, except for experiment 4, where their contrast modulation depth was varied. The absence of luminance artifacts in the contrast-modulated stimuli was confirmed by attempts to complete the experimental task while viewing the stimulus through a diffusion (low-pass) filter (Scott-Samuel & Georgeson, 1999) . In these situations, performance was always at chance.
For the flicker-modulated dots the modulation depth is defined as:
where P dot refers to the probability that a pixel within a dot will change polarity and P bg refers to the probability that a pixel outside a dot (i.e. in the background) will change polarity. In the flicker conditions, the probability of flicker occurring in the background was set to 0.01 and the probability of flicker occurring within a dot was 1. This produced a flicker-modulation depth of 0.98. Even at this high modulation depth, the flicker-modulated dots were much less salient than the contrast-modulated dots when the contrast of the background noise field was 0.1, as the polarity reversals were not particularly large. We therefore needed to increase the contrast of the background noise to a level that maximised the visibility of the flicker, while minimising the effects of the background contrast on the luminance-modulated dots in the mixed conditions (that contained both types of dots). A pilot study measured discrimination thresholds for flicker-defined dots at a variety of background contrasts and we chose the lowest background contrast at which performance had reached asymptote (a Michelson contrast of 0.4).
In line with previous studies that have used comparable radial and rotational RDK stimuli (Aaen-Stockdale, Ledgeway, & Hess, 2007a , 2007b Burr & Santoro, 2001; Simmers et al., 2006) , the magnitude of the dot displacement was always constant across space. Speed did not vary with distance from the origin as it would for a strictly rigid radial or rotational flow field, so that performance could be directly compared with the translational RDK stimuli. Indeed, many studies suggest that neurons in MST are relatively insensitive to the presence or absence of speed gradients within the receptive field (Orban et al. (1995) , Tanaka, Fukada, and Saito (1989) , but see also Duffy and Wurtz (1997) ).
Procedure
A single-interval 2AFC staircase procedure was used to obtain observers' global motion thresholds for each of a range of luminance modulation depths from the maximum of 0.31 down to 0.045 in four logarithmically-spaced steps. A luminance modulation depth of 0.045 was the lowest that could be reliably discriminated in the absence of additional contrast-modulated dots. The trials all began with presentation of a fixation cross in the centre of the display, which was replaced by an RDK stimulus. The task of the subject was to identify the global motion direction (either upwards vs. downwards, expansion vs. contraction or clockwise vs. anticlockwise according to the condition) and respond with a button press. Initially, all dots were displaced in the 'signal' direction. An adaptive 1-up, 3-down staircase procedure (Edwards & Badcock, 1995) was used to vary the percentage of signal dots in order to converge on the observers' motion coherence threshold, which was defined as the stimulus coherence (minimum number of signal dots) supporting 79% correct performance. The step size of the staircase was initially set to eight signal dots and this was subsequently halved for each reversal, so that after the third reversal the step size was reduced to a single dot. The staircase terminated after eight reversals and the threshold value was calculated as the mean of the last six reversals. Observers repeated each condition five times and the reported thresholds are the mean of these five staircases.
In experiment 1, observers either had to detect a translational (upwards vs. downwards) motion signal carried by a variable proportion of 50 luminance-modulated dots in the presence or absence of 50 contrast-modulated noise dots, or detect a signal carried by a variable proportion of 50 contrast-modulated dots in the presence or absence of 50 luminance-modulated noise dots. The modulation depth of the luminance-modulated dots was then varied. In experiment 2, this procedure was repeated, but the motion direction of the signal dots was either radial (expansion vs. contraction) or rotational (clockwise vs. anti-clockwise). Experiment 3 was the same as experiment 2, but the second population of dots were flicker-modulated rather than contrast-modulated. In experiment 4, the two types of second-order signals (contrast-modulated and flicker-modulated) were pitted against each other to investigate how changing their relative visibility would influence their ability to perceptually interact in a global motion task. The modulation depth of the flicker-modulated dots was held constant, whilst the modulation depth of the contrast-modulated dots was varied. In experiment 5, the fidelity of the first-order translational signal was weakened relative to the second-order noise by increasing the displacement of the dots from frame to frame, thereby introducing directional ambiguity into the first-order signal, rather than by reducing luminance-modulation depth as in the previous experiments. In experiment 6, we set the luminance-defined dots to a modulation depth of 0.04 and the contrast-defined dots to a maximal depth of 0.8, levels at which the previous experiments showed interactions. We then measured coherence thresholds for 50 luminance-defined dots in the presence of 50 contrast-defined noise dots. On the basis of the obtained thresholds, we added an equivalent number of contrast-defined signal dots to the stimulus. These additional dots moved in the direction opposite to the luminance-modulated signal dots, in other words, they generated an opposing motion vector. We then re-measured the coherence threshold for the luminance-defined dots. Thresholds were measured ten times and the mean reported (see Fig. 1 ).
Results
Experiment 1 -translational global motion
The top row of Fig. 2 shows the motion coherence thresholds for three subjects when a translational global motion signal was carried by luminance-modulated dots. The black squares and solid lines show thresholds when there were 50 luminance-modulated dots (signal and noise) in the absence of additional contrast-modulated noise dots. As can be seen, thresholds increase only marginally as the modulation depth of the dots is decreased. The open squares and dashed lines show thresholds for detection of the same luminance-modulated signal in the presence of an additional 50 contrast-modulated noise dots. Initially, at relatively high dot modulation depths, these dots have no impact upon observers' thresholds, but as the modulation depth of the luminance-modulated dots is decreased, the contrast-modulated noise dots begin markedly to impair performance.
The bottom row of Fig. 2 shows the motion coherence thresholds for the same three subjects when the signal was carried by contrast-modulated dots. The black square on the y-axis shows the coherence threshold for discrimination of motion in a population of 50 contrast-modulated dots in the absence of any additional luminance-modulated noise dots. The black triangle shows the coherence threshold for discrimination of motion in a population of 100 contrast-modulated dots in the absence of any additional luminance-modulated noise dots. The open squares and dashed lines show thresholds for detecting motion in a population of 50 contrast-modulated (signal and noise) dots in the presence of an additional 50 luminance-modulated noise dots. When the modulation depth of these luminance-modulated noise dots is relatively low, thresholds are similar to that measured when no additional noise dots were present. As the modulation depth is increased, the luminance-modulated noise dots have a greater deleterious impact upon observers' thresholds, until performance is similar to that obtained when there are 100 contrast-modulated dots. Fig. 3 shows the motion coherence thresholds for three subjects when a radial (top row) or rotational (bottom row) global motion signal was carried by luminance-modulated dots. The black squares and solid lines show thresholds when there were no additional noise dots. As shown, thresholds increase marginally as the modulation depth of the dots is decreased. The open squares and dashed lines show thresholds for detection of the same luminance-modulated signal in the presence of an additional 50 contrast-modulated noise dots. Initially, these dots have no impact upon observers' thresholds, but as the modulation depth of the luminance-modulated signal dots is decreased, the contrast-modulated noise dots again begin to impair performance. Fig. 4 shows the motion coherence thresholds for the same three subjects when the signal was carried by contrast-modulated dots. The black square on the y-axis shows the threshold for detection of 50 contrast-modulated dots in the absence of additional noise dots. The black triangle shows the threshold for detection of 100 contrast-modulated dots in the absence of additional noise dots. The open squares and dashed lines show thresholds for detec- Fig. 1 . A single frame of a typical stimulus from experiments 1, 2 and 5 containing 50 luminance-modulated dots of maximum modulation depth and 50 contrastmodulated dots both of maximum modulation depth. tion of the same contrast-modulated signal in the presence of an additional 50 luminance-modulated noise dots. When the modulation depth of these luminance-modulated noise dots is relatively low, thresholds are similar to that found when no additional noise dots were present. As the modulation depth is increased, the luminance-modulated noise dots have a greater impact upon observers' thresholds, until performance is similar to that obtained when there are 100 contrast-modulated dots.
Experiment 2 -radial and rotational global motion
Experiment 3 -flicker-modulated dots
Figs. 5 and 6 show the same observers' performance with radial and rotational global motion stimuli when the dots are defined by flicker-modulation. The results when the signal is carried by the luminance-modulated dots (Fig. 5) are very similar to that obtained with contrast-modulated dots (Fig. 3) . When the signal is carried by the flicker-modulated dots, however (Fig. 6) , thresholds are very high in the presence of masking luminance-modulated dots, except when the modulation depth for those masking dots is very low. All observers reported that the flicker-modulated dots were much harder to detect than the contrast-modulated dots, consistent with previous studies , so this may reflect the fact that the flicker-modulated signal was significantly weaker than the contrast-modulated. Where performance is not at ceiling, however, the pattern of results is similar to that obtained with contrast-modulated dots. Fig. 7 shows data from two observers when contrast-modulated dots are paired with flicker-modulated dots. Motion in this case was radial only. When the signal dots are flicker-modulated and the noise dots are contrast-modulated (left column), performance is equivalent to that found with100 flickering dots at high noise dot contrasts and falls off predictably as the contrast modulation depth of the additional noise dots is reduced. Performance when the signal is carried by the contrast-modulated dots (right column) is reasonably good in the modulation depth range 0.76-0.81, but when additional flicker-modulated noise dots are added to the stimulus, performance falls off rapidly with a decrease in the modulation depth of the contrast-defined dots.
Experiment 4 -interactions between two different types of second-order motion
Experiment 5 -weakening the first-order signal by an alternative method
In the previous experiments, when luminance-modulated and either contrast-or flicker-modulated dots are present in the same stimulus, the strength of the first-order signal had been weakened relative to that of the second-order signal by reducing the luminance modulation depth until it reached a point (usually at a modulation depth of between 0.04 and 0.08) where the two dot populations interact perceptually. By manipulating the relative strength of the luminance-modulated dots in this way, it could be argued that the luminance-modulated dots simply become ''invisible'' and this lack of visibility, rather than interactions between pathways sensitive to first-and second-order motion, explains the poor thresholds. Although there are good reasons, outlined in the Discussion, why this is unlikely to be the case, we thought it prudent to use some alternative method of weakening the first-order motion signal to determine whether interactions could be generated in a similar fashion.
In this experiment, rather than reducing modulation depth, we progressively increased the size of the displacement of all the dots in the display (both luminance-modulated and contrast-modulated), so that they eventually approached D max (Braddick, 1974) . This acted to weaken the first-order motion signal, but had no meaningful effect on the second-order noise dots, since they were already noisy. Both populations of dots were presented at the maximum available modulation depth (0.3 for the luminance-modulated dots and 0.8 for the contrast-modulated dots). Fig. 8 shows the results from three observers. We found that, as the jump size increased, coherence thresholds for luminance-modulated dots in isolation were progressively impaired, as expected. However, in the presence of additional second-order noise dots, thresholds were considerably higher, but only once the jump size exceeded $1°.
Experiment 6 -is artifactual first-order noise responsible for masking effects?
There remains the possibility that the higher thresholds obtained in the presence of additional second-order noise dots (experiments 1-3), are not the result of obligatory integration of those additional noise dots within a cue-invariant global motion system, but are instead the result of the masking of a weak first-order signal by first-order (carrier based) noise generated by the presence of those high-contrast second-order elements. In order to control for this possibility, we compared performance on a condition in which we have previously obtained a reliable masking effect of adding second-order noise dots with performance on the same task in the presence of an additional second-order signal, in the opposing direction to the first-order signal. Addition of an opposing motion vector of similar strength as the 'target' signal would impair global motion extraction in a cue-invariant system and require the addition of more luminance-modulated signal dots to counteract. This should raise thresholds by an amount similar to the number of opposing dots. If, however, the two dot types are processed by independent mechanisms, then an observer should be able to identify the direction of motion of the different dot types. This rationale is essentially identical to that underlying experiment 3 of Edwards and Badcock (1995) .
We set the luminance-defined dots to a modulation depth of 0.04 and the contrast-defined dots to a maximal depth of 0.8, levels at which the previous experiments have shown interactions. We then re-measured coherence thresholds for 50 luminance-defined dots in the presence of 50 contrast-defined noise dots. The results of this condition are shown by the white bars in Fig. 9 . On the basis of the obtained thresholds, we added an equivalent number of contrast-defined signal dots to the stimulus (for PVM there were 11 opposing contrast-defined dots, for TL there were 7 and for DJH there were 6). These additional dots moved in the direction opposite to the luminance-modulated signal dots, in other words, they generated an opposing motion signal. We then re-measured the coherence threshold for discrimination of the direction of the luminance-defined signal. The results for this condition are shown by the hatched bars in Fig. 9 . The addition of an opponent secondorder signal increases thresholds for discrimination of a first-order signal. Paired t-tests were carried out to determine whether this increase was statistically significant. For all three observers, thresholds are significantly higher in the opponent-vector condition (DJH: t(9) = À6.4696; p = 0.0001; PVM: t(9) = À3.0936; p = 0.0129; TL, t(9) = À5.4163; p = 0.0004, two-tailed).
Discussion
Our first three experiments show that addition of noise dots, either contrast-modulated or flicker-modulated, to a luminancemodulated RDK does not affect translational, radial or rotational motion coherence thresholds at the levels of luminance modulation adopted by Edwards and Badcock (1995) and Badcock and Khuu (2001) . Here we replicate this important result. However, if the modulation depth of the luminance-modulated dots is decreased further, the second-order noise dots begin to interfere with integration of the motion signal. This is not due to the fact that the luminance-modulated dots become invisible, as they remain visible (and thresholds are still relatively low) in the absence of the additional contrast-modulated dots. Conversely, addition of extra luminance-modulated noise dots to a RDK containing a signal carried by contrast-modulated dots impairs performance unless the modulation depth of the luminance-modulated dots is lower than that tested by Edwards, Badcock and colleagues, in which case it ceases to have a deleterious effect.
These interactions were less clear with flicker-modulated dots, but all subjects reported that flickering dots were, in general, much harder to detect, and this meant that performance was at ceiling for most of the available range of luminance-modulation depth. Performance began to drop off at the lowest modulation depth tested, but below this the luminance-modulated dots were close to their own detection threshold and hence no longer readily visible. To perfectly mimic the results obtained with contrastmodulated dots it may be necessary to produce a stronger flickerdefined signal, although this was not possible in the current study.
Our fourth experiment, in which we pitted two different types of second-order dot against each other, emphasises the importance of having comparably salient (or equi-visible) local motions when investigating the principles that govern global integration. In this case, the two types of second-order motion only interacted perceptually when they were of comparable visibility. This reinforces previous studies suggesting that absolute sensitivity to different varieties of second-order motion patterns are not necessarily the same (Ledgeway & Hutchinson, 2005) .
Our fifth experiment demonstrated that similar interactions between first-order and second-order local motions can be produced by increasing dot displacement, thereby weakening the directional fidelity of the motion signal carried by otherwise highly-visible luminance-modulated dots. This demonstrates that it is the relative output of local motion sensors sensitive to either first-or second-order motion that dictate their weight in global motion computations, and not just their respective modulation depths. It has been previously shown, with purely first-order motion stimuli, that the relative weight assigned to local motion signals at the integration stage depends on their relative contrasts (Edwards, Badcock, & Nishida, 1996) . Here, we extend that same logic to combined first-and second-order stimuli. C. Aaen-Stockdale et al. / Vision Research 68 (2012) 28-39Fig. 7 . Data from two observers showing visibility-dependent interactions between two types of second-order motion. Left -thresholds for detection of a signal carried by flicker-defined dots are impaired by high contrast noise dots, but this effect disappears when the modulation depth of the contrast-defined noise dots is reduced. The black square shows performance for 50 flicker-modulated (FM) signal dots and the black triangle shows performance for 50 signal dots +50 noise dots of the same type (flickermodulated). Right -a signal carried by contrast-modulated (CM) dots is relatively easy to detect at high modulation depths (filled squares). If additional flicker-modulated noise dots are added to the stimulus (open squares), they do not interfere for a very high contrast stimulus, but are catastrophic for lower contrasts. Error bars represent ±1 standard error. We have established that, at the level of global motion extraction and optic flow analysis, first-order motion and second-order motion do interact perceptually if the strength of the two classes of local motion signal produces an equivalent response in their respective pathways. We have demonstrated that this is the case with simple translational global motion stimuli, and two types of complex optic flow stimuli (radial and rotational motion). We have also shown using two different types of second-order cue (contrast and flicker) that the response of the motion system to those two types of second-order motion can, in turn, be equated to produce similar interactions. Finally, we show that the response to first-order local motion signals, in the presence of second-order motion noise, can be selectively weakened in more than one way (not just by varying the dot modulation depth), and that this produces similar interactions between the two varieties of motion. We are therefore confident that the findings outlined in this study are robust and generalisable to a variety of stimuli.
It could be argued that the modulation depth of the luminancedefined dots in our stimuli has been set so low, at least in experiments 1 and 2, that the random first-order directional noise arising from the presence of additional contrast-modulated dots may become effective in masking the first-order signal, resulting in a performance deficit. In this situation, masking would be occurring in the pathway that encodes first-order motion alone without involving any interaction with the pathway that encodes second-order motion.
Contrast masking occurs between spatially superimposed stimuli with similar spatial frequency content (see, for example, Hutchinson and Ledgeway (2004) ). Since the luminance-defined and contrast-defined dots in our stimuli do not overlap spatially, the only contrast-dependent masking that could be occurring would be surround-masking. The available evidence from studies on lateral interactions between first-order and second-order stimuli in the contrast domain does not support this argument. Ellemberg, Allen, and Hess (2004) showed that second-order lateral effects operate over much smaller distances than first-order ones. Additionally, the surround effects between first-and second-order stimuli are asymmetric; first-order surrounds can mask second-order tests but second-order surrounds don't mask first-order tests. Contrast masking is therefore unlikely to explain our results because of the relatively large gaps between dots in our stimuli and the fact that high-contrast surrounds tend to enhance, rather than mask, low contrast test stimuli, which would predict an improvement in the detection of luminance-defined dots, not a deficit (Ellemberg, Allen, & Hess, 2004) . Perhaps most importantly, this argument does not apply to the results obtained when using flicker-defined dots, (experiment 3), nor does it apply to the jump size manipulation (experiment 5). This latter technique reduces the effective strength of each luminance-defined signal dot not by lowering the contrast, but by increasing the size of the displacement on each positional update, thereby increasing the directional uncertainty. In this case we find that contrast-defined noise dots still effectively mask highly-visible luminance-defined dots. Further evidence that it is the presence of additional second-order motion that impairs detection of a first-order signal, not artifactual first-order noise produced by the contrast-modulated dots, was obtained in experiment 6. The addition of opponent contrastmodulated signal dots significantly increased thresholds for discrimination of a signal carried by luminance-modulated dots. In the case of two observers, thresholds were increased by almost exactly the number of opposing dots added -as might be predicted by a cue-invariant global motion mechanism. This control is equivalent to experiment 3 (and Fig. 5 ) in Edwards and Badcock (1995) , in which they obtained asymmetrical masking between luminance-modulated and contrast-modulated dots, an asymmetry that we would maintain is the result of their not reducing the luminance-modulated dots to a low enough level to observe interactions. The luminance contrast of the luminance-modulated dots in Edwards and Badcock's experiment was still relatively high (31% for observer CN and 13% for observer ME). Cassanello et al. (2011) have recently reinforced the findings of Edwards and Badcock (1995) and Badcock and Khuu (2001) by showing no interaction between the pathways that encode first-order motion and second-order motion at the level of global motion and optic flow analysis. However, they did so with a stimulus very different from that used in previous studies. Rather than using an RDK stimulus, they used a multiple aperture stimulus composed of an array of stationary Gabor patches (luminance-or contrast-defined) in which the carriers were made to move in a fashion consistent with a global translation, expansion, contraction or rotation. This type of stimulus has the advantage that it avoids the issues of cross-contamination mentioned above but has the disadvantage that it contains potentially conflicting information about motion at different spatial scales, because the carriers move whilst the Gaussian envelopes remain stationary. However, there are several potential reasons why that study reached conclusions different to our own. Firstly, first-order and second-order stimuli were equated for visibility by using modulation depths at which performance was similar on a purely first-order or second-order task (although, for at least one observer [CC], it was not possible to entirely equate performance). It has been shown that coherence thresholds reduce and then asymptote according to a power law as modulation depth is increased (Aaen-Stockdale, Ledgeway, & Hess, 2007a , 2007b Simmers et al., 2003; Simmers et al., 2006) , so for much of the range of luminance modulation depth, performance is constant. It is therefore possible for performance to be similar (i.e. to reach a ceiling and not be limited by the stimulus amplitude), while the relative strength of stimuli is not. Although direct comparison of stimulus parameters is difficult, the luminance-modulation depths quoted in Cassanello et al. still seem quite high relative to the contrast-modulation depths. However, this criticism is not sufficient to explain the absence of an effect of first-order noise on a second-order signal in the data of Cassanello et al. If the first-order Fig. 9 . Motion coherence thresholds for three subjects when a translational global motion signal was carried by luminance-modulated dots in the presence of secondorder noise dots (white bars) and in the presence of second-order noise dots plus an opponent second-order signal (grey bars).
components are still dominating the stimulus because they are more salient, then why is there not an effect (and a disproportionate one at that) of first-order noise elements on a second-order signal? It therefore remains to be seen why different stimuli (e.g. the random dot stimuli used in this study and the multi-aperture displays used by Cassanello et al.) produce discrepant results in terms of interactions between different types of local motion. Allard and Faubert (2007) present a model of early motion processing in which later stages can ignore whether motion signals originated from first-or second-order cues. Although this may be the case at earlier, local, stages of visual motion processing, it cannot be the case for global motion processing. In this study, observers always knew which class of element would carry the signal and, if Allard and Faubert's model were true of global motion processing, could opt to ignore the noise dots that were not defined by the signal cue. This is clearly not the case.
Visibility-dependent interactions between the pathways encoding first-and second-order motion have been demonstrated previously for biological motion ) and structure-from-motion (Aaen-Stockdale, Farivar, & Hess, 2010) using methods very similar to those outlined in this paper. As Badcock and colleagues point out (Cassanello et al., 2011) , these complex types of motion are processed at levels much higher than those responsible for computing global motion, therefore it was entirely possible that the pathways sensitive to first-and secondorder motion were integrated at some level higher than that at which global motion and optic flow are extracted. The current study is not consistent with the idea that the two motion pathways remain separate at this level (Badcock & Khuu, 2001; Cassanello et al., 2011; Edwards & Badcock, 1995) or can be selectively attended to (Allard & Faubert, 2007) and instead supports models of motion processing that combine both pathways before or at the level of global motion and optic flow analysis (Lu & Sperling, 1995 Wilson, Ferrera, & Yo, 1992) .
