We consider the Allen-Cahn equation ε 2 ∆u + (1 − u 2 )u = 0 in a bounded, smooth domain Ω in R 2 , under zero Neumann boundary conditions, where ε > 0 is a small parameter. Let Γ0 be a segment contained in Ω, connecting orthogonally the boundary. Under certain non-degeneracy and non-minimality assumptions for Γ0, satisfied for instance by the short axis in an ellipse, we construct, for any given N ≥ 1, a solution exhibiting N transition layers whose mutual distances are O(ε| log ε|) and which collapse onto Γ0 as ε → 0. Asymptotic location of these interfaces is governed by a Toda type system and yields in the limit broken lines with an angle at a common height and at main order cutting orthogonally the boundary.
Introduction
Let Ω be a bounded domain with smooth boundary in R 2 . In this paper we consider the elliptic problem: ε 2 ∆u + (1 − u 2 ) u = 0 in Ω, (1.1)
Here ε > 0 is a small parameter and ν denotes unit outer normal to ∂Ω . Equation (1.1)-(1.2) is known as the Allen-Cahn equation and was introduced in [2] as a model describing the evolution of antiphase boundaries.
Problem (1.1)-(1.2) and its parabolic counterpart have been a subject of extensive research for many years. Its solutions correspond to critical points in H 1 (Ω) of the Allen-Cahn energy,
We observe that the states u = ±1 represent both global minimizers of the energy, which in the Allen-Cahn model correspond to two phases of a material isolated in the region Ω. We are interested in solutions which connect these states, leaving an interface, a narrow region where the transition from one phase to the other takes place. More precisely, we consider solutions uε to (1.1)-(1.2) for which J(uε) remains uniformly bounded, which formally entails a uniform bound for the length of the transition region. These solutions approach ±1 almost everywhere as ε → 0 while, at least for minimizers, the energy values approach perimeter of the limiting interface between the regions where values +1 and −1 are taken. In the language of Γ-convergence, the Γ-limit of Jε corresponds precisely to interface perimeter, see [22, 29, 38] .
In [22] Kohn and Sternberg constructed local minimizers using this fact. Associated to a straight line segment Γ0 contained in Ω which locally minimizes length among all curves nearby with endpoints lying on ∂Ω, they find a local minimizer uε of Jε with asymptotic interface given by this segment. One has Jε(uε) → c0|Γ0| (1.3)
for some universal constant c0 > 0. Other qualitative properties of minimizers can be found in [5, 6, 16, 35, 39] .
It is natural to ask for existence and asymptotic description of solutions other than local minimizers. We recall for instance that no local minimizers other than constants are present if the domain is convex [7, 30] . On the other hand rich phenomena should be observable even in this case, as heat flow for the Allen-Cahn equation becomes in the appropriate limit mean curvature flow of interfaces, see [3, 36, 8, 9, 15, 18, 37, 21] .
In [35, 40, 17] the authors have addressed the issue of understanding asymptotic behavior of interfaces for general families of solutions of (1.1)-(1.2) with uniformly bounded energy through a geometric measure theoretical approach. Roughly speaking, they have established that asymptotic interfaces must be locally stationary for perimeter. More generally, in higher dimensions, they correspond locally to (generalized) minimal hypersurfaces. However, not many concrete cases where such objects can be found have been known. Part of the reason is that, once minimization is not available, traditional variational tools do not yield existence or fine analysis easily.
Along these lines, it is natural to consider a situation like that of Kohn and Sternberg [22] for a critical, not necessarily minimizing segment. We assume in what follows that Ω contains a straight line segment Γ0 which intersects orthogonally the boundary at exactly two points P0, P1 ∈ ∂Ω.
We assume that Γ0 is non-degenerate in the sense that if κ(P ), P ∈ ∂Ω, represents curvature of the boundary, then the following condition holds: κ(P0) + κ(P1) − κ(P0)κ(P1)|Γ0| = 0 .
(1.4)
Let us explain the meaning of this condition. After translation and rotation we may assume that Γ0 is given by Γ0 = {(x1, x2) | x1 = 0, 0 < x2 < } (1.5) where = |Γ0|. Let us assume that near the endpoints of the segment, ∂Ω is described as the graph of two smooth functions, respectively x2 = G0(x1), x2 = G1(x1), with G0(0) = 0, G1(0) = , G 0 (0) = 0 = G 1 (0), so that G 0 (0) = κ(P0), G 1 (0) = −κ(P1). Any curve C 1 -close to Γ with endpoints on ∂Ω can be parametrized as γ(t) = ( h(t) , tG1(h( )) + ( − t)G0(h(0)) ), t ∈ [0, ].
where h : [0, ] → R 2 represents a small function of class C 1 . The length of this curve is then given by the functional on h,
so that in particular its first variation Dρ(0) = 0. In fact, criticality of the straight segment means just that it intersects orthorgonally the boundary. Second variation of length is then given by the quadratic form
Non-degeneracy of Γ0 means precisely that this quadratic form is non-degenerate in its natural space H 1 (0, ). This is equivalent to the fact that the problem −h = λh, in ( does not have λ = 0 as an eigenvalue. A direct computation shows that the latter fact is equivalent to condition (1.4). Let us observe that if both curvatures are negative the second variation is positive and we are in the minimizing situation of [22] .
The segment Γ0 separates Ω into two subdomains Ω−, Ω+, respectively to the left and to the right of it. In [24] the second author has established that if (1.4) holds then there exists a solution uε to (1.1)-(1.2) exhibiting a transition layer at a distance O(ε) of Γ0. More precisely, if s is the signed distance to Γ0, then these solutions are well approximated by U (s/ε) where U is the unique solution of the problem
U (±∞) = ±1, U (0) = 0.
(1.7)
One has for this solution Jε(uε) → c0|Γ0|, just as in the Γ-convergence situation of Kohn and Sternberg (1.3) and lim ε→0 uε = ±1 in Ω±.
The purpose of this paper is to show that in the non-minimizing situation for the segment Γ0 much richer phenomena are actually present.
Before stating our results, let us discuss a bit further the nondegeneracy condition (1.4). Let us assume that, opposite to the minimizing situation both curvatures κ(P0), κ(P1), are positive, just as in the case of the short axis or the long axis of an eccentric ellipse. In that case, parallel translation of the segment reduces the length of its portion inside Ω. On the other hand, rotation of the short axis around its center increases length inside Ω, while that of the short axis degreases it: this translates into the fact that the short axis produces a non-degenerate critical point of Morse index one for length (namely only one direction to decrease length is present), while the long axis represents one of Morse index two.
In general, as direct computation of eigenvalues of problem (1.6) shows, when both curvatures are positive, we have that exactly one eigenvalue is negative if
which we call the "short axis situation", while exactly two of these eigenvalues are negative if
the "long axis situation". By definition the numbers
correspond to the radii of the osculating circles to ∂Ω respectively at P0 and P1, so that condition (1.8) becomes just R1 + R2 > .
(1.11)
As we will see, under this condition and the additional assumption 12) which in particular holds for the short axis of an ellipse, there exist solutions with multiple interfaces. In fact, given N ≥ 1, there is a solution uε to problem (1.1)-(1.2) such that
(1.14)
These are solutions exhibiting N transition layers, close and approximately parallel to each other, which eventually collapse onto Γ0.
An interesting feature of these solutions is the role played by the Toda system in the asymptotic location of their multiple interfaces. Let us recall that the Toda system describes dynamics of N particles, arranged on a line and interacting with their neighbors with a force proportional to the exponential of minus their mutual distance. Considering interfaces, we observe that two nearly parallel interfaces attract, in the sense that as they get closer to one another, energy decreases proportionally to the exponential of the negative of their mutual distance. On the other hand, because of assumption (1.11), interfaces raise their individual energies proportionally to their length as they approach horizontally the segment. It is therefore expected that an equilibrium location, maximizing effect due to interactions in parallel motion and minimizing in length should exist. In particular, interfaces in such an equilibrium should prefer to stay parallel since rotation increases length in the short axis situation. This is why Toda system appears, in which the segment coordinate takes the role of time.
We should take into account that at a closer look, these multiple interfaces should not stay quite as straight lines since they need to arrive orthogonally to the boundary near the upper and lower ends. In reality, analysis of the Toda system under boundary conditions giving account of this orthogonality, shows that interfaces correspond asymptotically to broken lines of the form x1 = µ( |x2 − γ0| + γ1), µ = O(ε log ε).
(1.15)
These curves intersect orthogonally the respective osculating circles for P0 and P1 precisely if
Observe that relations (1.11), (1.12) correspond to the facts
γ0 is the x2-coordinate of the midpoint of the segment between the centers of the two osculating circles, which we thus assume lies on Γ0. Assuming γ1 > 0 implies that the broken lines (1.15) do not touch Γ0. Our main result reads as follows.
Theorem 1.1 Assume that the segment Γ0 given by (1.5) is such that κ(Pj) > 0, j = 0, 1 and that conditions (1.11) and (1.12) hold. Then for each N > 1 and all sufficiently small ε, there exists a solution uε to problem (1.1)-(1.2) which satisfies relations (1.13), (1.14) , and in a neighborhood of Γ0 it has the form
with the functions f k , k = 1, . . . , N satisfying the asymptotic expression
Here γ0, γ1 are the constants given by formula (1.16), c0 > 0 is a universal constant and the quantities o(1) go to zero uniformly as ε → 0.
We include some pictures for different values of the parameters of the approximate shape of the interfaces in Figures 1 and 1 below.
We can be much more precise in the way interfaces satisfying expansion (1.18) arise. It turns out that functions f k solve at main order the Toda system 19) under boundary conditions 20) for some universal constant a0 > 0 and with the conventions f0 = − ∞, fN+1 = +∞. As we will later justify, this problem has a unique solution, whose expansion as ε → 0 corresponds to (1.18).
The presence of higher multiplicity interfaces has been first suggested in [3] . In the one dimensional or radial cases, concentration in the form of clusters of transition layers or spikes has already been observed in various problems in the literature, see [4, 10, 11, 13, 32, 33, 27, 28] , phenomena in accordance with higher-dimensional multi-spike clustering as predicted in [20] . In particular, multiple radial transition spheres collapsing on the boundary have been found for Allen-Cahn in [28] . The result of Theorem 1.1 seems to be the first of its type in a fully higher dimensional setting. Single-higher dimensional concentration phenomena has been the subject in, among other works, [25, 26, 12] .
A broad literature exists for the Toda system, including various representation formulas for their solutions, we refer the reader to [19, 23, 31] for results and references. The link found here seems new, and we expect that classical mechanical systems are in agreement with various multiple-curve concentration phenomena arising in elliptic singular perturbations, in similar way as gravitational or electrostatic interpretation of point concentration is commonly given.
In [34] , Allen-Cahn in dimensions 3 or higher in a compact manifold has been considered, establishing that associated to a non-degenerate minimal hypersurface a solution with a single interface exists, in analogy with the result in [24] . We would expect multiple concentration of codimension one interfaces dimensions two and higher to exist, but with more difficult proofs.
The proof of Theorem 1.1 consists of finding a solution close to an initial approximation, which is essentially the right hand side of expression (1.17). The correction term satisfies an equation which is solved in two steps: first the curves f k are just left as parameters to be determined, and a projected problem is solved which involves a small nonlinear perturbation of a uniformly invertible operator in suitable norms. Second, functions f k are chosen in such a way that the solution of the projected problem is a full solution. In this second part of the process a small nonlinear, nonlocal perturbation of system (1.19)-(1.20) arises, which is solved thanks to nondegeneracy of the solution of the unperturbed system. We shall develop this scheme in what remains of this paper, in which hypotheses of Theorem 1.1 will always be assumed. . The dotted lines indicate the osculating circles of the boundary at points P 0 and P 1 respectively. 2 First approximation and outline of the proof
Approximate solution
We first formulate our problem in conveniently chosen system of coordinates. With no loss of generality, we may assume that the segment Γ0 satisfies |Γ0| = 1 and is given by
We also assume that near the endpoints of the segment, ∂Ω is described as the graph of two smooth functions, let us say respectively x2 = G0(x1), x2 = G1(x1), with
Let us consider the scaling v(y) = u(εy). Problem (1.1)-(1.2) is thus equivalent to
where Ωε = ε −1 Ω.
Here and in what follows we denote
For some small, fixed number δ0, we can describe diffeomorphically all points y ∈ Ωε with |y1| < δ0ε −1 by means of coordinates (x, z) which straighten the boundary as follows.
Here ησ(s) = η(σ −1 s), where η is a smooth cut-off function such that η(s) = 1, for |s| < 1 and η(s) = 0 for |s| > 2, (2.4) and σ > 0 is a small ε-dependent number which for our purposes we take
The Laplacian operator in Ωε expressed in these new coordinates becomes
where B is a second order differential operator with small coefficients:
where Bij are smooth functions with B22(0, ·) = 0, B21(0, ·) = 0.
We also have, for z = 0,
with a similar formula near z = 1/ε. Thus we write,
where
Here b is a smooth function with b(0, ·) = 0. To define the approximate solution we recall that U = U (s) is the heteroclinic solution to (1.7) such that U (±∞) = ±1. More precisely we have:
where A0 is a universal constant.
In the sequel we let N > 1 be a fixed positive integer and consider f1, . . . , fN given, arbitrary functions f k : (0, 1) → R which satisfy
For notational convenience we will also write
Let us set
and define the approximate solution to (2.1)-(2.2) by
2.2 Outline of the proof of Theorem 1.1.
The approximation w defined by formula (3.1) does actually make sense in the infinite strip
Since the approximation w approaches its limits as x → ±∞ at an exponential rate, and the remainder operators Bi and B b are comparatively small, it is reasonable to believe that the solution of the full problem is essentially the same as that of the problem in the whole strip
under boundary conditions ∂v ∂ν
where η(s) is a smooth cut-off function as in (2.4), so that
In fact the full original problem in Ωε can be reduced to one in the strip by means of a gluing procedure developed in §6.
We look for a solution of (2.7)-(2.8) in the form w = w+φ where φ is globally small compared with w. The equation for φ becomes ∆φ + f (w)φ = −N (φ) + E in S, (2.10) 11) where
The operator N (φ) is the sum of a quadratic quantity in small φ and a small linear operator in φ. The linear operator on the right hand side of equation (2.11) is also small. Thus if the linear operator defined by the left hand side of (2.10) were uniformly invertible in suitable norms under the associated Neumann boundary condition, one could recast the problem into a fixed point problem for a contraction mapping, provided of course that the errors E and E b are small enough in the involved norms. However this uniform invertibility is not expected since there are decaying elements in an "approximate kernel" for the linear operator. Indeed, the functions wj,x = Ux(x − fj(εz)) "nearly anhilate" the operator, and unless the functions fj satisfy very special relations, we do not expect solvability of the original problem by the above means.
Thus we consider the linear operator
) as |x| → ∞, then the operator can be visualized as a small perturbation at infinity of ∆ − 2. Standard elliptic regularity tells us that the problem
has the uniform a priori bound
and a corresponding existence statement. The analogous assertions for the operator L does hold true for the following projected problem which "mods out" its above mentioned approximate kernel:
14)
Proposition 2.1 There exists a constant C > 0, independent of ε and uniform for fj's satisfying (2.5) such that for all small ε Problem (2.14)-(2.16) has a solution φ = T (h, g), which defines a linear operator of its arguments and satisfies the estimate
We will prove this proposition in §3. Using it, we would like to solve via contraction mapping principle the projected nonlinear problem
As we will see in §4, the inner error E is essentially constituted by quantities carrying ε 2 | log ε| q times functions exponentially decaying in x from the fj's. This implies that
for some q > 0, uniformly on functions fj satisfying (2.5). This error however does not match in size with that at the boundary E b which is much larger: it only carries ε rather than ε 2 as factors, so that we get
It is necessary to improve the approximation in order for both errors of approximation to share size, eliminating the terms of order ε in the expansion of the boundary error. This is achieved in §5 by means of two steps: first, boundary conditions are imposed on the functions fj. It is assumed that
This assumption eliminates part of the ε-terms in E b . Second, the remaining terms of order ε are eliminated by building an improvement of approximation of the form w + φ * * where φ * * , of size ε, solves certain explicit linear problem and has the property to decay exponentially in z direction towards the interior of S. This procedure makes the initial problem (2.17)-(2.19) equivalent to a similar one with new errors E and E b with size O(ε 3 2 | log ε| q ) and a qualitatively similar operator N (φ). By contraction mapping principle using Proposition 2.1, we then get a solution φ of this variation of (2.17)-(2.19) with
We shall get then a solution of our original problem if we are able to adjust the functions fj in such a way that cj(z) = 0 ∀j = 1, . . . , N.
In order to solve the latter system of equations, we simply integrate equation (2.17) against wj,x to get
for some µ > 0. These quantities are given at main order in the following lemma.
Lemma 2.1
The following asymptotic formula holds
for some positive universal constants a0, b0, where
uniformly on functions f k 's satisfying conditions (2.5).
We carry our these computations in §4.
In this way, the full problem is reduced to solving a system of the form
) and h itself is a nonlinear, nonlocal operator of f . The system for h ≡ 0 turns out to have a unique solution which is of size O(| log ε|). This solution is non-degenerate in a suitable sense, and the problem is finally solved via a perturbation argument. This part of the process is carried out in §7.
In the rest of this paper, we will work out in detail the above outlined scheme.
Projected linear theory in the strip
This section will be devoted to the resolution of the projected linear problem (2.14)-(2.16) by proving Proposition 2.1. A first claim we make is that to prove that result it suffices to consider the case g = 0, so that we will only need to find the operator T (h, 0). Indeed, let us consider the solution φ0 = φ0(g) to the problem ∆φ0 − φ0 = 0 in S, ∂φ0 ∂ν = g on ∂S.
From standard elliptic theory, we find that
On the other hand, we check directly thatφ
satisfies a similar equation, but now for g = 0, with Λ replaced byΛ, where
and with h replaced byh =h(h, g), a linear operator in its argument satisfying
With the aid of this and the definition ofφ, the operator T (h, g, Λ) is thus built just from T (h, 0,Λ), as claimed.
For the proof of the proposition we need the validity of a priori estimates for a simpler problem. Given h ∈ L 2 (S), let us consider the operator
and the problem
Lemma 3.1 There exists a constant C > 0, independent of ε such that solutions of (3.1)-(3.4) with Λ satisfying (3.5) satisfy the a priori estimate
Proof. Assume first that Λ ≡ 0. Let us consider Fourier series decompositions for h and φ of the form
Then we have the validity of the equations
and conditions
for all k. We have denoted here
Let us consider the bilinear form in H 1 (R) associated to the operator L0, namely
Since (3.7) holds uniformly in k we conclude that
for a constant C > 0 independent of k. Using this fact and equation (3.6) we find the estimate
In particular, we see from (3.6) that φ k satisfies an equation of the form
Hence it follows that additionally we have the estimate
Adding up estimates (3.8), (3.9) in k we conclude that
which ends the proof in the case Λ ≡ 0. To prove the general case it suffices to apply the above argument withφ
We consider now the following problem:
Proof. We first show that it is sufficient to prove this result for the case Λ ≡ 0, g ≡ 0. To this end let φ0 be the solution of ∆φ0 − φ0 = 0, in S, ∂φ0 ∂ν = g, on ∂S, and defineφ
Thenφ satisfies L(φ) =h + c(εz)Ux with homogeneous boundary and orthogonality conditions and the general result will follow.
For existence, we write again
and consider the problem of finding φ k ∈ H 1 (R), and constants c k , such that
Fredholm's alternative yields that this problem is solvable with the choices
Observe in particular that
Finally define
and correspondingly
Estimate (3.13) gives that c(εz)Ux has its L 2 (S) norm controlled by that of h. The a priori estimates of the previous lemma tell us that the series for φ is convergent in H 2 (S) and defines a unique solution for the problem with the desired bounds.
In order to apply the previous result to the resolution of the full problem (2.14)-(2.16), we define first the operator Lj(φ) = ∆φ + f (wj)φ, and consider the following problem
We have Lemma 3.3 Problem (3.14)-(3.16) possesses a unique solution
Proof. We recall that wj = (−1)
Direct computation gives that we see that Problem (3.14)-(3.16) is equivalent to
This problem is then equivalent to the fixed point linear problem
where T0 is the linear operator defined by Lemma 3.2. The linear operators B1 and B2 are small in the sense that
Proof of Proposition 2.1. In order to solve for φ in Problem (2.14)-(2.16) we assume that g = 0, which is sufficient as we have pointed out.
We search for a solution of φ = T (h, 0, Λ) in the form
and η0 is smooth with η0(s) = 1 for |s| < 1/2 and η0(s) = 0 for |s| > 5/6. We will denote
It is readily checked that φ given by (3.17) solves Problem (2.14)-(2.16) with g = 0 if the functions φj = ηjφ, ψ satisfy the following linear system of equations.
In order to solve this system we will set up a fixed point argument. To this end assume that functionφ is given and defineφ
First we replace φj, ψ byφj,ψ on the right hand sides of (3.18), (3.20) and solve (3.18)-(3.20) for each j = 1, . . . , n using Lemma 3.3. We get the following estimate
Givenψ we can now find functions φj = φj(ψ) which solve (3.18)-(3.20) by a fixed point argument. Next we observe that the norms cj(εz)wj,x L 2 (S) are controlled by h L 2 (S) as it was pointed out in Lemma 3.2 (see (3.13) and the argument that follows). Therefore we can now solve (3.21)-(3.22) for ψ which in addition satisfies
Combining this with (3.23) and applying a fixed point argument again we get finally a solution to (3.21)- (3.22) . This ends the proof.
The inner approximation: size and projections
In what follows the error terms will often involve quantities of the type O(ε p | log ε| q ). While keeping track of the powers of ε is very important, the logarithmic factors turn out not to play a significant role. Therefore in the rest of the paper we will use q to denote constant representing a power accompanying | log ε|. The value of q may change from line to line.
Our first goal is to compute the errors of approximation in a δ0/ε neighborhood of Γε, namely the quantities
We shall do this in (x, z)-coordinates.
The following result gives account of the size of the inner error of approximation E0 in the region S δ 0 /ε = {|x| < δ0/ε, 0 < z < 1/ε}, Lemma 4.1 The following estimate holds:
uniformly on functions fj satisfying constraints (2.5). In particular
Proof. We compute
Then, taking into account Bw we get
We now turn to computing E02. We fix a k, 1 ≤ k ≤ N and consider the set
For x ∈ A k we write
It is convenient to introduce the following numbers.
Assuming that N is odd we have
A similar argument applies when N is even. Summarizing, we get
Thus, denoting by χA k (x) the characteristic function of the set A k , we have
and the result of the lemma readily follows.
As we have mentioned in the outline of the proof, it is of crucial importance the computation of the projections of the error against the functions wj,x(x, z) as given by Lemma 2.1. We carry out its proof next.
Proof of Lemma 2.1. Setting α(w) = ∆w + η ε δ Bw + f (w), we have to compute
We begin with
Using the asymptotic formula for U we get
Using the fact that R ∞ −∞ U (s)U (s) ds = 0 we get
Now,
Now we will evaluate I4. Using the expressions of the error term E2 found above we get
We have
For fixed k let us consider the following integral
Similarly,
Therefore we get Z
We will now compute
where we have denoted
To compute E k2 (εz) we notice that for x ∈ S \ A k we have
|f j −f k | ) and thus we can estimate, using the above notation,
Im
Now, let us define
Gathering the above estimates, we get the following system for the approximate location of the interfaces: 27) where, denoting ζ = εz, we have
Now, we observe that
This last estimate is possible thanks to the fact that we have chosen σ = ε 1/8 . The proof is concluded.
Boundary error and improvement of approximation
Next we compute the accuracy of the approximate solution w on the boundary. Again in (x, z) coordinates we
A similar formula holds for E 0b (z = 1/ε). Thus we see that it is natural to take the following boundary conditions for fj.
We shall assume the validity of these conditions in the sequel. We observe that
which is one order of ε worse in size than E0. As we have said in the outline of the proof, the discrepancy between the order of approximation in the interior and on the boundary (E0 and E 0b respectively) makes it necessary to improve the original approximation w and eliminate the O(ε)-part of the error. We will construct an improvement in approximation by first solving the problem
We need the following result
3) has a unique solution φ * ∈ H 2 (S) which is odd in x for each z. Besides, there is a C > 0 such that for all small ε,
In addition there exist constants ν < 1/4, µ > 0 and C > 0 such that the following estimate holds:
Proof. The existence part of the above lemma as well as estimate (5.4) follow from Lemma 3.2. Indeed, the problem
has a unique solution φ * ∈ H 2 (S). On the other hand, the fact that Ux(x) is an even function and uniqueness implies that φ is odd in x for each z and that c ≡ 0. Besides,
where g is any H 1 -extension of the boundary condition. Let us take for instance
with a suitable cutoff function η, in such a way that g H 1 (S) ≤ C with C independent of ε. Thus we get φ * H 2 (S) ≤ C, as desired.
Assuming now (5.4) we will established the decay estimates (5.5). We observe first that since φ * is an odd function of x therefore we have
where µ2 is the second eigenvalue of the operator Lψ = −ψ − f (U )ψ considered in R. It is known that µ2 ≥ 2. Consider function
From (5.9) it follows that −wzz + µ2w ≤ 0 and from (5.4) we get that |wz(0)| ≤ C. Clearly we have also wz(1/ε) = 0 and thus by a comparison argument we get that
Using local elliptic estimates we then get
From this, passing a suitable barrier we get (5.5).
We define the approximate solution of
Our next goal is to prove the following Lemma 5.2 With the notation of the previous section we have the validity of the following fact
Consequently,
Similar decay estimates hold for β(w + φ * * ). In addition there is an extension of β(w + φ * * ) to the whole strip S such that
Proof. We have
We fix a k and consider the error in the set A k , as in the previous section. We write
E1i .
From the decay estimate (5.5) we get
while the term E12 is estimated using (5.5) by
The remaining terms, including Bφ * * and N (φ * * ) are easily seen to be smaller then the ones we have just considered. Estimate (5.10) follows immediately and (5.11) is an easy consequence of the construction. This ends the proof.
Reduction to a problem in S
We will now reduce the original problem which is defined in Ωε to a problem defined in the strip S. This will be done using a gluing procedure similar to that in [12] . We consider smooth cut-off function η(t) where t ∈ R such that η(t) = 1 if |t| < 1/2 and = 0 if |t| > 1.
Denote as well η ε δ (t) = η(εt/δ). We define our first global (i.e. defined in Ωε) approximation to be simply
There is nothing wrong with considering δ as a quantity approaching zero with ε, however slowly. In fact we fix in the sequel δ = ε We try a solution of (2.1) 
Here we have denotedẼ
We further decomposeφ in the following form:
where, in coordinates (x, z), we assume that φ is defined in the whole strip S, and with slight abuse of notation we call the same way its expression in y coordinates and that in (x, z). Substituting in (6.1) we findL
We achieve this if the pair (φ, ψ) satisfies the following nonlinear coupled system:
where φ is defined globally on S and ψ is defined in Ωε. Notice that the operatorL in the strip S may be taken as any compatible extension outside the 6δ/ε-neighborhood of the curve.
What we want to do next is to reduce the problem to one in the strip. To do this, we solve, given a small φ, Problem (6.5)-(6.6) for ψ.
Then from Sobolev's embedding
SinceÑ has a power-like behavior with power greater than one, a direct application of contraction mapping principle yields that Problem (6.5)-(6.6) has a unique (small) solution ψ = ψ(φ) with
10)
The nonlinear operator ψ satisfies a Lipschitz condition of the form
The full problem has been reduced to solving the (nonlocal) problem in the infinite strip S
for a φ ∈ H 2 (S) satisfying condition (6.9). Here L2 denotes a linear operator that coincides withL on the region |x| < 6δ ε . We shall define this operator next. The operatorL for |x| < 6δ ε can be extended in coordinates (x, z) to functions φ defined in the entire strip S as follows:
(6.13)
Rather than solving problem (6.3)-(6.4) directly, we shall do it in steps. We consider the following projected problem in H 2 (S): given f = (f1, . . . , fN ) satisfying bounds (2.5), find functions φ ∈ H 2 (S), and c = (c1,
We will prove next that this problem has a unique solution whose norm is controlled by the L 2 norm ofẼ and H 1 of the suitable extension ofẼ b . After this has been done, our task is to adjust the parameter f in such a way that c is identically zero. As we will see, this turns out to be equivalent to solving a nonlocal, nonlinear second order differential equation for f Robin boundary conditions. As we will see this system is solvable in a region where the bound (2.5) hold.
Solving the nonlinear intermediate problem
Next we will solve problem (6.14)-(6.16).
Proposition 6.1 There exist numbers D > 0 such that for all sufficiently small ε and all f satisfying (2.5) problem (6.14)-(6.16) has a unique solution φ = φ(f ) which satisfies
for certain q depending on the accuracy of the approximation by the approximate solution w only. Besides φ depends continuously on f .
Proof. Let T f be the operator defined by Proposition 2.1, in which its dependence on the chosen f is emphasized. Let us denote
Then, given f the equation (6.14)-(6.16) is equivalent to the fixed point problem for φ(f ):
In the sequel we will not emphasize the dependence on f whenever it is not necessary.
We will define now the region where contraction mapping principle applies. We consider the following closed, bounded subset of H 2 (S):
where q > 0 is such that
Recall that the existence of such q has already been established in Lemma 5.2.
We claim that there is a constant D > 0 such that the map A defined in (6.17) is a contraction from B into itself, uniform with respect to f . Givenφ ∈ B we denote φ = A(φ, f ). First notice that using (6.10) and Lemma 5.2 we get forφ ∈ B
Using Lemma 5.2, and the fact that |b(εx, εz)| ≤ Cε|x| we get for the H 1 extension of −η ε δẼb + M (φ) (denoted by the same symbol) Next, let us analyze the Lipschitz character of the nonlinear operator involved in A for functions in B, namely N2(φ + ψ(φ)). For φ1, φ2 ∈ B we have, using (6.10) and (6.11):
(6.21)
Using this, we readily find that A is a contraction map in B and thus show the existence of the fixed point.
A tedious but straightforward analysis of all terms involved in the differential operator and in the error yield that the operator A(φ, f ) is continuous with respect to f . Indeed, denoting φi(fi) = A(φi, fi), i = 1, 2, and indicating now the dependence on fi, let us write:
and finally, for each j = 1, . . . , N
Using this decomposition one can estimate φ(f1) − φ(f2) H 2 (S) employing the theory developed in the previous section. Observe that this estimate does not depend on cj(εz; f1) − cj(εz; f2). A rather lengthy but straightforward computation shows that in fact for fixed ε the fixed point of A, φ(f ) is Lipschitz with respect to f :
and thus continuous with respect to f . This ends the proof.
Clearly a solution to (6.14)-(6.16) will be a solution to (6.1)-(6.2), and consequently yield a solution to our original problem (2.1)-(2.2) if we can find f such that c(f ) = 0.
(6.23)
As we will see this leads to a small perturbation of a system of N nonlinear ODE's for N . We carry out this argument in the next section.
To prepare for this argument we will examine more closely the dependence of φ on f . Notice first that the error termẼ can be written in the form
i.e.Ẽ(x, z; f ) is actually linear as a function of ε 2 f . Similarly the error term on the boundary β(w) can be written as
where = 0, 1/ε. Taking advantage of this structure of the error term we can refine estimates in Proposition 6.1 indicating their explicit dependence on f as follows.
Exploring the linear dependence on ε 2 f further we can refine estimate (6.22) as follows
7 Location of the interfaces and the Toda system
Location of the interfaces
By integrating equation (6.14) against w k,x and integrating only in x variable, we obtain that relations (6.23) are equivalent to the following system of equations for f :
We decompose on |x| < 
On the other hand, let us set
Using Lemma 5.2 we get
Continuing with the terms involved in (7.1), using the contracting nature of N2(φ) and Proposition 6.1 we get for
We should point out here that, by Proposition 6.1 Q k is a continuous function of f .
Finally, with ζ = εz, we will write
It is fairly straightforward to estimate L 2 norms of the functions involved in the definition of S k . For example, using the orthogonality conditions we can write
Using now Proposition 6.1 we get for S 1 k L 2 (0,1) an estimate similar to (7.5). As before it is also clear that S k depends continuously on f .
Let us define
where P k is the quantity in expansion (2.21).
Examining the formulas obtained above we see that N k can be decomposed in the following way
where N ki , i = 1, 2 are continuous functions of its arguments. Function N k1 satisfies in addition
and the function N k2 satisfies
In addition the functions f k need to satisfy boundary conditions (5.1). Thus, after obvious algebra, setting θ = 2(ζ − 1/2), and using expansion (2.21) in Lemma 2.1 we have the following system to deal with
To solve the nonlinear system (7.9)-(7.11) we will first consider its version with N k replaced by a given function h k . Our goal is to prove the following: Theorem 7.1 Assume that the following conditions hold:
and let functions h k be such that
with some µ > 0. Then, for each sufficiently small ε there exists a unique solution to the system (7.9)-(7.11) (with h k replacing N k ) which satisfies
and
Moreover, there existλ,λ = c| log ε| + O(log | log ε|), θ0 ∈ (0, 1) such that we have the following representation
Functions q k are explicitly given solutions of the Toda system
where we take q0 = −∞, qN+1 = ∞, and functions ϕ kk+1 (θ) satisfy
with some µ > 0.
We observe that since we have assumed |Γ0| = 1 and
then the assumptions of Theorem 1.1 are precisely equivalent to (7.12)- (7.14) .
In what follows we will first outline the proof of the theorem. Next we will prove a special case of two interfaces and then we will consider the general case. Finally we solve our nonlinear problem (7.9)-(7.11) thus concluding the proof of Theorem 1.1.
so that (7.9)-(7.11) becomes 17) whereh k = ε −2 h k . To solve the above problem will take advantage of the fact that some explicit solutions of the equations (7.15) considered on the whole real line are explicitly known. To this end we introduce two parameters θ0 and |λ| 1, define a change of variables t = λ √ α0(θ − θ0), and look for a solution to (7.15)-(7.17) in the form:
where for convenience we have setλ = λ √ α0. To solve 20) where
, we first solve (approximately) the homogeneous problem to determine just two parameters θ0,λ and next we need to determine the corrections φ k . This procedure will be described in detail in the sequel.
Cluster of two interfaces
In this section we will prove Theorem 7.1 in the special case when N = 2. System (7.18)- (7.20) can then be reduced to a single scalar equation for u = q1 − q2
21)
The homogeneous version of the equation (7.21) considered on R has an explicit solution
It can be seen easily that u0(t) < 0 and also that
We will now look for the first approximation of the solution of (7.21)-(7.23) in the form u(t) = u0(t). We get the following system for θ0,λ:
This is in fact a nonlinear system for (θ0,λ). Although it is in principle possible to find (θ0,λ) in such a way that (7.24)-(7.25) are satisfied exactly we will not do it here. Instead, taking into account the asymptotic behavior of u0, we will look for (θ0,λ) that solve the following system
which has a solution (θ0,λ) such thatλ = O(| log ε|) > 0, θ0 ∈ (−1, 1) thanks to (1.4) and our assumption. In fact we have that:
Notice that to findλ in (7.27) we have to solve a simple nonlinear equation. One can show that
Now, denotinḡ
we get from (7.28) |g±| ≤ Cε µ , (7.29) with some µ > 0. We will seek an exact solution to (7.21)-(7.23) in the form
To find ϕ we will use a fixed point argument and thus we need to study the linearized version of (7.21)-(7.23).
30)
31)
with a given function h ∈ L 2 (t − , t + ) and constants g±. The functions
form the fundamental set for (7.30)-(7.32) and their Wronskian is actually W (ψ1, ψ2) = 1. By the variation of constants formula,
The functions ψ1, ψ2 satisfy the asymptotic formulas
To determine the constants c1, c2 we need to solve the system
at t =λ(1 + θ0) . (7.35) This system has a unique solution forλ 1 since the matrix
« is nondegenerate thanks to the nondegeneracy condition (1.4). In fact we find
By a straightforward argument we get a further estimate
Given (7.29) and assuming in addition that
it is easy to solve (7.21)-(7.23) using a standard fixed point argument in the set of functions
After this is done one can go back to the original problem solving the following equation for f1
with the boundary conditions (7.10)-(7.11). The solution to this problem satisfies estimate f1 H 2 ≤ C| log ε| as required. The rest of the Theorem 7.1 for N = 2 follows now easily.
Solvability theory for the general Toda system
In this section we will prove Theorem 7.1. This will be done in several steps. We will assume here N > 2 since the case N = 2 has just been treated above.
For given functions qj(t), pj(t), j = 1, . . . , N such that
we define the Hamiltonian
From what we have seen above (4.27) , to determine the location of the interfaces it is necessary to develop a solvability theory for a Toda system of the form: dqj dt = pj (7.38) dpj dt = − ∂H ∂qj . (7.39) In this section we will often make use of classical results of Konstant [23] and in particular we will use the explicit formula for the solutions of (7.38)-(7.39) (see formula (7.7.10) in [23] ). We will first introduce some notation. Given numbers w1, . . . , wN ∈ R such that N X k=1 w k = 0, and w k > w k+1 , k = 1, . . . , N we define w0 = diag (w1, . . . , wN ).
Furthermore, given numbers g1, . . . , gn ∈ R such that N Y k=1 g k = 1, and g k > 0, k = 1, . . . , N we define g0 = diag (g1, . . . , gN ).
The matrices w0 and g0 can be parametrized by introducing the following two sets of parameters c k = w k − w k+1 , d k = log g k+1 − log g k , k = 1, . . . , N − 1. where ri 1 ...i k (w0) are rational functions of the entries of the matrix w0. It is proven in [23] that all solutions of (7.38)-(7.39) are of the form qj(t) = log Φj−1(g0, w0; t) − log Φj(g0, w0; t), j = 1, . . . , N (7.42)
We introduce variables u k = q k − q k+1 . In terms of u = (u1, . . . , uN−1) system (7.38)-(7.39) becomes u + M e u = 0, As a consequence of (7.41) all solutions to (7.43) are given by uj(t) = qj(t) − qj+1(t) = −2 log Φj(g0, w0; t) + log Φj−1(g0, w0; t)
+ log Φj+1(g0, w0; t). = (c1, . . . , cN−1) . Proof. Let qj, j = 1, . . . , N be a solution of the system (7.38)-(7.39) depending on the (matrix valued) parameters w0, g0 and defined in (7.42). We need to study the asymptotic behavior of Φj(w0, g0; t) as t → ±∞ with the entries of w0 satisfying (7.45) and still undetermined g0.
Note that inequalities (7.45) together with the condition P N k=1 w k = 0 imply |c k − 1| < 1 50N 3 , k = 1, . . . , N. Similarly, as t → +∞ we get u k (t) = log We need to choose u k such that it satisfies λu k (t − ) + K−u k (t − ) = K− log(ε 2λ2 ) + O(ε µ ), (7.53) Then we define the new errors λu k (t ± ) + K±u k (t − ) − K± log(ε 2λ2 ) = g k,± for t = ∓λ(1 + ±θ0), respectively. (7.59)
We get from (7.26) and (7.55)-(7.56) that 
Hence by a transformation we can find a set of linearly independent solutions to (7.61) ψ 1k (t) =  e k , t → ∞ − e k , t → −∞
