Abstract-The listen-Before-Talk (LBT) strategy has been prevalent in cognitive radio networks where secondary users opportunistically access under-utilized primary band. To minimize the amount of disruption from secondary users to primary signals, secondary users generally are required to detect the presence of the primary user reliably, and access the spectrum intelligently. The sensing time has to be long enough to achieve desirable detection performance. Weaker primary signals require longer sensing time, thereby reduce the secondary transmission opportunities. In this paper, we generalize the packet-level LBT strategy by allowing the secondary user to potentially transmit multiple packets after one sensing, and study the optimal control policy to determine the conditions under which the secondary user should sense the channel. We show that the optimal spectrum access control policy has a simple threshold-based structure, where the secondary user transmits consecutive packets until the estimated probability of the primary user being idle falls below a threshold, and senses the channel otherwise. The result applies to systems with both perfect and imperfect packet collision detection with the primary users.
I. INTRODUCTION
We consider opportunistic spectrum access by secondary users to the spectrum allocated to a legacy user (primary user). The primary user (PU) has higher priority over the spectrum. Hence, the transmission from the secondary user (SU) should cause little interruption to the PU. Note that the SU and the PU may belong to the same spectrum owner. However, the PU may be unable or unwilling to update its hardware and/or software to facilitate the opportunistic spectrum access from the SU. It is the responsibility of the SU to discover the idle spectrum bands, and access the spectrum resources intelligently such that the interference to the PU is minimized. Therefore, the spectrum access of the SU often adopts the Listen-Before-Talk (LBT) principle, according to which the SU senses the channel before transmission. While this principle is well justified, many existing works on opportunistic spectrum access assume a typical packet-level sensing model (as illustrated in Fig. 1 ) implicitly or explicitly, i.e., before transmitting every packet, the SU senses the PU channel for a fixed amount of time [1] , [2] , [3] . The sensing cost in terms of time overhead is often neglected in the problem formulation for packet-level sensing.
While packet-level sensing simplifies the design of PHY/MAC layer protocol, it is not necessarily optimal, especially when sensing may consume too much transmission This work is supported in part by the National Science Foundation Grant CNS-0520126 and Grant CNS-0448613.
time. For example, weak PU signal requires a large number of data samples to achieve a good detection performance that is crucial to the protection of the QoS of the PU. Alternatively, when cooperative sensing schemes are used by a group of SUs, the time spent on exchanging sensing information could be in the order of packet length. In these scenarios, the overhead introduced by fixed sensing time per transmission is no longer negligible.
Additionally, perfect collision detection is often assumed in previous works, where acknowledgment message from the secondary receiver can accurately reflect whether the SU packet collides with the PU. However, this is not true in practical systems, as it is difficult to detect the collision with the PU without error. The difficulties result from the captured effects at both primary receiver and secondary receiver due to random fluctuation of the desired signal power and interference power of other users.
Therefore, we study the following two questions:
• What is the optimal sensing-transmitting strategy? Is it optimal to perform LBT on packet level, especially when the sensing time is large? • What is the impact of imperfect collision detection, which may not faithfully indicate the presence/absence of the PU during a secondary packet transmission? Using the optimal stopping theory [4] , we show that one optimal sensing and transmission policy has a simple thresholdbased structure, where the posterior probability of the PU being idle is compared to the threshold. This result coincides with the heuristic that the SU should continue transmitting packets until the estimated idle probability falls below the threshold. For a special case, we derive the closed-form solution for the optimal control on the SU's spectrum access.
II. RELATED WORKS
Encouraged by the potential spectrum policy reform in FCC [5] and the progress made in DARPA XG program [6] , the research field of cognitive radio has thrived in recent years.
Both centralized spectrum leasing/auction schemes (e.g. [7] , [8] ), channel probing and selection (e.g., [9] ), and distributed channel allocation and scheduling algorithms (e.g. [10] , [11] , [12] ) have been proposed to enable the spectrum sharing among users with cognitive radio capabilities in different network scenarios. For example, in [9] , authors study how to select the best channel to probe and/or transmit among a number of channels in order to maximize the reward of cognitive radios, and show that the optimal joint channel probing and transmission strategy has a threshold-based structure. However, they assume that the state of each channel remains unchanged during probing and transmission, which is not true for unslotted PU activities, and they do not consider the penalty on the collision with the PU. In [12] , authors consider the cross-layer optimization on flow routing, scheduling, channel allocation, and power control of cognitive radios to improve the spectrum efficiency of multihop software defined networks. However, there is a lack of consideration on the interplay between PU behavior and SU access, which is important especially for the opportunistic spectrum access of the SUs within the spectrum interweave framework, where Listen-Before-Talk principle is emphasized. The closest related works within the framework of spectrum interweaving include the joint PHY/MAC designs of channel selection, channel sensing/probing, operating points of spectrum sensor for cognitive radios (e.g. [1] , [2] , [3] , [13] , [14] ). For slotted PU activities, where the PU can only change its state (idle/busy) on the boundary of time slots, partially observable MDP theory (POMDP) is used in [1] , [13] to derive the structure for the optimal dynamic spectrum access policy (including channel selection, operating point of the spectrum sensor, and the access decision) with constraint on the collision probability observed by the PU. It was shown that myopic policy is often optimal for many cases by exploiting the inner structure of the spectrum access problem. Furthermore, authors in [14] show that the results in [13] can be extended to unslotted PU activities. However, they assume a packetlevel LBT structure, and perfect indication of collision with the PU via acknowledgment mechanism between secondary transmitter and secondary receiver. In [3] , a simple periodic sensing scheme with packet-level LBT structure for choosing primary channels with high idle probability is proposed for the SU to exploit the spectrum opportunities in multiple primary channels.
Our work differs on that we use a more flexible sensing/transmission structure based on LBT principle, and we do not assume that the collision detection is perfect with the acknowledgment mechanism. Instead, we consider the impact of imperfect collision detection on the control policy of the opportunistic spectrum access in our problem formulation, which applies to more realistic systems.
III. SYSTEM MODEL
We consider a system consisting of a primary link, and a secondary link that opportunistically accesses the PU channel. The PU activities follow an alternative ON-OFF pattern, i.e., its state is either busy or idle. The duration of the idle (denoted by V p ) and busy (denoted by L p ) states follows exponential distributions with means denoted by v p and l p , respectively. With this model, the state transition of the PU can be illustrated as in Fig. 2 . The PU transmits its traffic at will. In other words, it does not perform any sensing functionality.
The SU uses a spectrum sensor to detect the status of the PU. The sensing time is denoted by T s . We assume that sensing time is long enough such that the sensing is accurate. Note that the spectrum sensor at the SU is required to achieve reasonably good performance (especially on missed detection probability) to protect the PU in worst cases; hence the perfect sensing assumption here is justified. However, sensing outcome on current PU state cannot predict whether the PU will remain idle during the next time slot.
The access of the SU follows a slotted-structure, as shown in Fig. 3 . We assume that the SU transmits a packet with a fixed length Δ, and that the duration of SU packet is much shorter than the PU busy/idle cycles, i.e., Δ v p , Δ l p . For example, the WLAN packets are about several ms, while the busy time of a voice call session is in seconds. Here, we also assume that the SU knows the PU idle/busy time distributions through measurement and estimation as in [15] .
Upon receiving the packet from the secondary transmitter (SU-Tx), the secondary receiver (SU-Rx) may feedback an acknowledgment message. The acknowledgment here serves two purposes. First, it validates the packet transmission of the SU in the MAC layer. More importantly, it provides some information to the SU-Tx on whether a collision with the PU has occurred. In an ideal scenario in the sense of collision detection, a NACK (ACK) from the SU-Rx accurately signifies that a collision with the PU has (not) happened during last time slot.
However, under what is known as the captured effect, the SU-Rx may be able to decode the SU-Tx's packet even when the PT is transmitting in practical systems. Moreover, the lack of ACK could result from collision with the PU, deep SU channel fade, or interference from other users. The ACK itself is also possibly weak. Therefore, we view the acknowledgment as inaccurate (in the sense of collision detection), which is different from most of existing works. We define the following two probabilities:
Since the interference from the busy primary transmitter can only worsen the packet error rate of SU-Rx, we have γ 1 > γ 0 . When the ACK/NACK of the SU faithfully reflects the collision result with the PU, we have γ 0 = 0 and γ 1 = 1. 
IV. PROBLEM FORMULATION
In order to exploit the spectrum opportunities, the SU-Tx decides dynamically whether to transmit a packet or sense the channel at each slot. Since sensing is one of two decision outcomes, the SU does not have complete information on the PU state (idle/busy).
Though it is natural to formulate this spectrum access problem as a partially observable Markov decision process (POMDP) problem, we find it easier to define the system state information as the posterior probability that the PU is idle and the problem becomes a MDP problem with fully observable state and uncountable state space. We use p t to denote the state at time slot t, p t ∈ [0, 1]. Since the SU's information about the PU state at current slot t depends on the information in slot t − 1, the action a t−1 , and the observation result at slot t − 1, p t is a sufficient statistic to determine the optimal policy for the originally partially observable Markov decision process [16] . The action space of the SU is denoted by A = {1(Transmit), 0(Sense)}.
For each successful transmission, the SU receives a unit reward. Furthermore, because the PU has a higher priority on the spectrum resource, the SU will be charged a cost C for each packet collision with the PU. Obviously, without the collision penalty, the SU will always transmit if no other constraints is imposed. Thus, the collision penalty is important to control the aggressiveness of the SU's access activities. Then, the immediate reward r t (p t , a t ) at time slot t with state p t and action a t is expressed as follows:
To prevent the extreme case that the SU never stops transmitting, we require thatp − (1 −p)C < 0, wherep is the limiting distribution of channel being idle. Sincep = vp vp+lp , we have C > v p /l p . On the other hand, C should be be too large to prevent any secondary transmission. Hence, we have: Fig. 3 , at the end of decision slot t, the SU will update its estimation on the PU idle probabilityp t based on the observation it receives after its chosen action. The observation can be either the sensing outcome or the ACK/NACK. Specifically, we have the following observation model:p (at=0) t (p t ) = 1, sensing "idle" 0, sensing "busy"
As shown in
The system changes to state p t+1 based on the following rules:
The access policy of the SU is to decide at each instant t whether to transmit or sense on the channel. The optimal sensing and transmission strategy maximizes the average reward over the whole access period, which consists of L repeated trials, i.e., max lim
where N l is the number of packets transmitted in the lth trial of the decision process. When it causes no confusion, we use N to denote the stopping rule that decides whether to stop transmission based on the current system state p t . For stopping rule N , define
i.e., Y n is the accumulated reward until stage n, T n is the total time spent to reach stage n.
V. OPTIMAL SENSING AND TRANSMISSION STRATEGY
Since the exponential distribution is memoryless, the PU state transition probability does not depend on time (as illustrated in Fig. 2) . Therefore, the SU always "restarts" the access from sensing the channel being idle, i.e.,p 0 = 1. For given policy π, the expected sum of reward is identically and independently distributed (i.i.d.), as well as the number of packets transmitted in each run. Therefore, maximizing the average reward per unit of time is equal to maximizing the rate of return
Therefore, the optimal spectrum access problem can be expressed as:
where
is the set of stopping rules for which E(T N ) < ∞. Since C > v p /l p , the strategy of never stopping transmission is not optimal, and thus the optimal stopping rule always resides in N ∈ C. The optimal average reward per time unit is then expressed as:
Optimal stopping theory [4] is used to characterize the structure of the optimal stopping rule for the secondary spectrum access. Define
where p is the initial state, and α can be regarded as a cost per time unit to reach stage n. According to
In addition, the policy which attains sup N ∈C E(S N ) = 0 achieves the maximum rate of return, i.e., α * . Then, we translate the problem of maximizing rate of return to an ordinary stopping time problem with reward at stage n denoted by S n . Define V * 0 (p) = sup N ∈C E(S N (p)) as the maximum expected return given we start from state p. First, we show the existence of the optimal rule for the ordinary stopping time problem:
Specifically, we have:
1 There exists an optimal stopping rule N * for problem (10) .
Relying on the optimality equation, the optimal rule has the following form:
is the maximum expected reward given the observation X 1 = x 1 , · · · , X n = x n . Notice that, the optimal value obtained at decision stage n is determined by state p n+1 (as illustrated in Fig. 3 ), which abstracts all the observed information from (x 1 , x 2 , · · · , x n ). This indicates a time invariance property of the optimal value function, i.e., the expected payoffs at stage n after observing X 1 , · · · , X n is the same as it was at stage 0, except for an additional cost (or reward) to reach state p n+1 . 1 The proof of this proposition and the following theorem is removed due to space limit. Interested readers can find the proof in [17] Similar arguments can be found in [4] . Specifically, we have the following results:
where −αnΔ + n t=1 r i denotes the total "reward" accumulated upto stage n. Then, the rule given by the principle of optimality is reduced to the following form:
For general stopping time problem with uncountable state space, it is very difficult to find the structure of the optimal stopping rule using (13) . In this section, we show that for the spectrum access model considered here, the optimal policy has a threshold-based structure as follows.
Theorem 1.
The optimal stopping rule to maximize the rate of return is:
where p * = max{p : V * 0 (p) + αT s = 0}. The result is intuitive. When the channel is more likely to be idle (> p * ), the SU should continue packet transmission rather wasting spectrum opportunity on sensing. On the other hand, it worth mentioning that the typical challenge of finding optimal sequential decision is to balance between the immediate reward and all possible future payoffs. Without any structure in the optimal policy, it requires an exhaustive search over the set of all possible policies (which is practically impossible) to obtain the maximum throughput per time unit for the SU. However, with the shown well-defined structure for the optimal policy here, we can find the optimal value of p * by searching over p ∈ [0, 1] .
For a special scenario, where no ACK/NACK exists to facilitate the SU-Tx to detect the collision with the PU, we can obtain a closed-form expression on the optimal sensing/transmission strategy for the dynamic spectrum access as in [17] .
VI. DISCUSSION
We have shown that the optimal sensing/transmission strategy for the exponential idle time distribution is a single threshold-based policy. The criterion we adopted here is the maximum average reward (minus the collision penalty) per time unit. Since it is an unconstrained dynamic programming problem, the optimal strategy is a strategy without randomization. However, it is nontrivial to extend the results here to general distributions of PU idle time.
In some practical systems, the PU may impose strict requirement on the interruption from the SU. One such requirement is to limit the packet collision probability observed by the PU (denoted by p c p ). Then, the design of dynamic spectrum access of the SU becomes a constrained optimization problem. In this case, we can show that the transmission strategy maximizing the successful transmission time of the SU subject to the PU packet collision probability constraint is also a threshold-based policy ([18] ). To state the optimal policy, we first define the decision metric for the SU as:
where f Vp (t) and F Vp (t) are the probability density function and cumulative density function of the PU idle time, respectively, and t is the time duration during which the PU has remained idle. In other words, g(t) is the likelihood of successful transmission (without colliding with the PU) given that the PU has been idle for t. Then, we have the following result:
Theorem 2. For a given distribution f Vp (t) for the PU's idle time, the following listen-before-talk spectrum access policy is optimal under the collision probability constraint p c p ≤ η:
where n p is the average number of PU packets in a busy period, and the values of γ * and p * are determined by
Randomization is required when g(t) = γ * .
For exponential idle time distribution, it is optimal for SU to transmit with probability p * = n p η when it detects the PU being idle, which is different from the policy we derive in this paper. Note that the result in Theorem 2 applies to cases where the SU can detect the collision with the PU after transmitting a packet. It is our current work to study the optimal spectrum access (constrained or unconstrained) for systems in which the SU cannot detect the collision with the PU perfectly, and the PU idle time follows a general distribution.
VII. CONCLUSIONS AND FUTURE WORKS
We generalize the Listen-Before-Talk sensing/transmission structure at the packet level. Given a reward mechanism for successful SU transmission and collision penalty, we develop an adaptive control policy to decide whether to sense/transmit in each decision stage. We also consider the impact of inaccurate collision detection with PU traffic on spectrum access policy. We found the optimal spectrum access policy to have a simple threshold-based structure. The optimal access decision is to continue transmitting a packet when the posterior idle probability of the PU is higher than the threshold, and to sense the channel otherwise. With this structure, the optimal policy can be found by simply searching for the optimal threshold, with which the computation complexity is greatly reduced. One possible direction for future work is to study the problem for general idle/busy time distributions. In addition, it is also of interest to develop an adaptive MAC protocol in response to the dynamic changing PU behavior.
