Abstract. We study the periods of Markov sequences, which are derived from the continued fraction expression of elements in the Markov spectrum. This spectrum is the set of minimal values of indefinite binary quadratic forms that are specially normalised. We show that the periods of these sequences are palindromic after a number of circular shifts, the number of shifts being given by Stern's diatomic sequence.
Introduction
Let f be a binary quadratic form with positive discriminant ∆(f ). The study of Integer Geometry, given for example in [4] , tells us that for each such form f there is a sequence of positive integers (λ i ) satisfying the relation from [8] , where [λ 1 : . . . : λ n ] is the continued fraction of the sequence (λ 1 , . . . , λ n ). The set of all such values is called the Markov spectrum. This was studied by A. Markov in his papers [6, 7] . More recent resources on this work are given in the books by T. Cusick and M. Flahive [3] , and M. Aigner [1] . There has been a revived interest in Markov numbers since the publication of M. Aigner [1] . One can find work on Markov numbers in relation to other branches of mathematics in the following articles: [4] , [10] , [9] , [5] , [12] .
Let n and m be positive integers and let A = (a 1 , . . . , a n ) and B = (b 1 , . . . , b m ) be sequences of positive integers. Define the concatenation of A and B as A ⊕ B = (a 1 , . . . , a n , b 1 , . . . , b m ).
The subset of values |∆/f | < 3 in the Markov spectrum is discrete, and the corresponding sequences are purely periodic. The periods, called Markov periods, can be constructed by concatenation, starting with (2, 2) and (1, 1) . This follows as a corollary from the book by M. Aigner [1, Theorem 4.7] , based on the work of H. Cohn [2] . We show in Theorem 1.6 that after a number of circular shifts, these periods are palindromic, and the number of circular shifts required is given by Stern's diatomic sequence.
An exposition on Stern's diatomic sequence can be found in the paper of I. Urbiha, in [13] .
Organisation of the Paper. In Section 1 we give a background for Markov sequences, and give the necessary definitions for for our main result, Theorem 1.6.
In section 2 we prove various Lemmas, and give the proof of Theorem 1.6.
The author is grateful to Oleg Karpenkov for constant attention to this work. is discrete, and related to the solutions of the Markov Diophantine equation
see [6, 7, 3] for more details. The smallest element of this subset is √ 5. For each form f there is an associated doubly infinite sequence of positive integers (λ i ) such that inf
The sequences for the Markov spectrum below 3 are purely periodic and consist solely of the numbers 1 and 2 by [1, 3] . Let the period of a form f * whose value on the Markov spectrum is below 3 be N. Then there exists n ∈ Z such that min
Relabelling the indices of the λ i 's we have min
From here we only work with the sequences for the Markov Spectrum above 1/3, and we call them Markov sequences. However, we will replace 1 and 2 with arbitrary positive integers b and a.
Definitions and Notation.
In this Subsection we define the graph of Markov sequences, and give the central result of this paper, Theorem 1.6. Definition 1.1. Let Z ∞ be the set of finite sequences of integer elements. Consider the binary operation ⊕ on Z ∞ defined as
We call this the concatenation of sequences (a 1 , . . . , a n ) and (
to be the directed graph whose vertices are elements in (Z ∞ ) 3 , and containing the vertex x. The vertices v, w ∈ Z ∞3 are connected by an edge (v, w) if either
is related to the graph of Markov Numbers by corollary of [1, Thm. 4.7] .
We study the graph
, where a > b are positive integers. Each vertex in the graph is the result of a string of L ⊕ and R ⊕ operations on the vertex v = ((a, a), (a, a, b, b), (b, b) ).
We enumerate the central sequences of every vertex of the graph by a new sequence (S(n)). To do this we first split the graph into levels based on the operations L ⊕ and R ⊕ , with the first level consisting solely of the vertex v. Define the (n+1)-th level in the graph to be all the vertices derived from v by n operations. For example, the third level is
Let T and P be two vertices in the n+1-th level. Then
where each T i and P i represent either an L ⊕ or an R ⊕ operation. We arrange each level such that T appears to the left of P if For example,
. . , a n ) be a sequence of positive integers, and for each 0 ≤ i < n define the operation
This is called the i-th circular shift of A.
We give the main theorem of this paper. Theorem 1.6. Consider the sequence S(n) for non-negative integers n. There are at least two circular shifts of S(n) which are palindromic. The first is given explicitly by
where d n is the n-th element of Stern's diatomic sequence. The second is the shift of C dn (S(n)) by half the length of the sequence S(n).
Lemmas and Proof
In this section we prove several necessary lemmas and propositions which we use in the proof of Theorem 1.6. In Subsection 2.1 we give an alternate definition of the sequences S(n) which we use in the proof of Theorem 1.6. In Subsection 2.2 we prove various lemmas used in the proof of Theorem 1.6. In Subsection 2.3 we analyse the indexing of the sequences S(n). In Subsection 2.4 we give the proof of Theorem 1.6.
2.1. Alternative definition of (S(n)). In Subsection 1.2 we gave a definition of the sequences (S(n)) derived from the graph
In this subsection we give an alternate definition which makes it easier to analyse the sequences, and so helps the proof of Theorem 1.6.
We start with the following definition.
Definition 2.1. Let d 0 = 0 and d 1 = 1, and for all positive integers n > 1 set
Next we introduce the sequence (a(n)). Definition 2.2. Let a(1)=a(2)=1, and for all positive integers j > 1 set a(2j) = a(j)
The sequence (a(j)) is A003602 in [11] . Denote by (a * (j)) the sequence defined
The first 10 elements of (a(j)) are 1, 1, 2, 1, 3, 2, 4, 1, 5, 3, while the first 10 elements of (a * (j)) are 0, 0, 2, 0, 3, 2, 4, 0, 5, 3.
Remark 2.3. For the a(j)-th element in the sequence (S(n)), we write 
The following definitions of the sequence (S(j)) j>2 are equivalent:
to be the central element of the i-th vertex in the n-th level of the graph
(ii) Define
, and
First we prove the following lemma.
Lemma 2.5. For m = 2k > 2 the following two sets of equations hold
For m = 2k−1 > 2 the following two sets of equations hold
Proof. For the m = 2k case, the equation
holds since
while the equations
S(2(2 n−2 +k)) = S(2 n−1 +m), and
hold trivially since m = 2k. For the m = 2k−1 case, the equation
The equations S(2(2 n−2 +k)−1) = S(2 n−1 +m), and
hold trivially since m = 2k−1.
Proof of Proposition 2.4.
We prove this by induction on the levels of the graph of Markov sequences. The base of inductionis given by
Next we assume that the hypothesis is true for every S(j) up the n−1-th level, that is to say, we have for i = 1, . . . , 2 n−1 that
We know that S(2(2 n−2 +k)) = S(2 n−2 +k) ⊕ S • a(2 n−2 +k), and
by definition of (S(j)). We show that
From the induction hypothesis we have
We must show that both an L ⊕ and an R ⊕ operation on either case in Equation (1) will give a case in Equation (2) . For i = 2k we have that
from Lemma 2.5.
Next we have that
For the case where i = 2k − 1 we have
by Lemma 2.5. Finally, we have
Definition 2.6. The length of the sequence S(n) is denoted by |S(n)|.
Remark 2.7. We have that |S(2n)| = |S(n)| + |S • a(n)|, and
2.2.
Lemmas for the main theorem. In this Subsection we prove lemmas which we use in the proof of Theorem 1.6.
Proof. We prove this lemma by induction. Lemma 2.9. For k ≥ 1 we have that
Proof. We prove this by induction again. First we have Lemma 2.10. For a positive odd integer k = k 1 , let i ∈ Z be such that the numbers
are positive odd integers, and
Proof. Recall that
, and |S • a(k i −1)| = 2d k i −1 . Next, we know from the definition of k j that
Alternate form for Markov sequences.
In the proof of Theorem 1.6 we will use different formulae for Markov sequences than in Proposition 2.4, and we set these down in the following two Lemmas.
Lemma 2.11. For a positive even integer k = k 1 , let i ∈ Z be such that the numbers
are positive even integers, and k i = k i−1 /2 is an odd integer. Set
where the power i indicates a sequence concatenated i times, so
Proof. We have that
Since k i = 2k i+1 −1, we have that
We also have
and so
Lemma 2.12. For a positive odd integer k = k 1 , let i ∈ Z be such that the numbers
are positive odd integers, and k i = (k i−1 +1)/2 is an even integer. Set
We have that
a(k i −1) = 1, and so
In that case
Remark 2.13. We never have a case where
where λ = ρ = 1, since if k is even and k/2 is odd, then i = 2, and
Similarly, if k is odd and k 2 = (k+1)/2 is even, then i = 2, and
Now we give the final Lemma, which fixes two upcoming cases in the proof of Theorem 1.6. Lemma 2.14. Assume the d n -th circular shift of S(n) is palindromic for all n = 1, . . . , k 1 −1 ∈ Z, and define
. . , k i+1 are as in Lemma 2.11, for some positive integer i, and
. . , k j+1 are as in Lemma 2.12, for some positive integer j, and
Proof. (i ) If R > |S • a(k i+1 −1)| when i = 2 then it is true for all i > 2. So let i = 2. We want to show
which is true, since
(ii ) Consider the case were k = k 1 , . . . , k j+1 are as in Lemma 2.12. If
2)| for all j ≥ 2, because if we have k odd, k 2 = (k+1)/2 even, and k * 1 ,. . . ,k * j as in Lemma 2.12, with k * j = k 2 , and (4) with k odd and k 2 = (k+1)/2 even. Let k 3 = k 2 /2. From Lemmas 2.9 and 2.8 we have that
So we show Equation
From these two facts, we get that Equation (4) becomes
as required.
2.4.
Proof of Theorem 1.6. We give the proof of the main result, Theorem 1.6.
Proof of Theorem 1.6. We prove this Theorem by induction on n. We must show two things: Firstly, that S(n) is symmetric about some point, and secondly that the point in fact is given by d n .
It is clear that the statement holds for n = 0, 1, 2. Assume the statement is true for all n = 3, . . . , k 1 −1, for some k = k 1 > 3. We have two cases, for when k 1 is either even or odd. In either case, we denote the elements of the sequence S(k 1 ) by λ's, so
(i ) Let k = k 1 be even. Let i ∈ Z be such that the numbers
are positive integers, and k i = k i−1 /2 is an odd integer. Set
Let N and M be the lengths of the sequences S•a * (k i+1 −1) and S(k i+1 ) respectively. Then
By the induction hypothesis we have that the d k 2 -th circular shift of S(k 2 ) is palindromic. To get S(k) from S(k 2 ) we concatenate a copy of the sequence S(k i+1 ) on the right of S(k 2 ). Let L = d k 2 , and set
Using the fact that R > N from Lemma 2.14, we already have the following relations for the elements of S(k 2 )
and from this we derive the following relations for the elements of S(k)
Alternatively, written as a table,
Assumed relations for S(k 2 ) Derived relations for S(k)
Showing that
would give us that S(k) is symmetric about L. To show this we note that, with R>N, we can ignore the sequence
at the start of S(k), remove any excess copies of the sequence S(k i+1 ), and get that this condition is equivalent to having
In fact, we show this and find the conditions for each case too. We show that
, if i is odd.
Substituting in for R, M, and N, the left hand side of Equation (5) becomes
Recall that
If i is even then this becomes
which is true by Lemma 2.9. If i is odd, then we have
which is again true by Lemma 2.9. So we have that the d k 2 -th circular shift of S(k), and equivalently, the d k -th circular shift of S(k), is palindromic, and the induction holds.
(ii ) Let k = k 1 be odd. Let i ∈ Z be such that the numbers
we first look at the case where k i > 2. From the induction hypothesis we have that the d k 2 -th circular shift of S(k 2 ) is palindromic. Let L = d k 2 , and set
Let M and N be the lengths of S(k i+1 ) and S • a(k i+1 ) respectively. We use λ i to indicate the elements of S(k), so
We have the following relations.
Assumed relations for S(k 2 ):
Derived relations for S(k):
Since L < M by Lemma 2.14, we need L + M 2 mod |S(k i+1 )| to be equal to d k i+1 , or d k i+1 +|S(k i+1 )|/2. In fact, we show this and also the condition for it to be either case.
Let's show a relation for L:
From Lemma 2.10 we have that
If i is odd then
as required. And so the L+M/2-th circular shift of S(k) is palindromic. But from Lemma 2.10 we get
and so the induction holds.
Finally, we must show that the d k -th circular shift of S(k) is palindromic when
i.e. when k i = 2. We have S(k 2 ) = (λ 1 , . . . , λ 2i−2 , λ 2i−1 , λ 2i ) = (a, a, . . . , a, b, b), which is clearly palindromic when shifted d k 2 = (2i−2)/2 = i−1 times. If we concatenate S(k 2 ) with (2, 2) from the left we get S(k) = (λ 1 , . . . , λ 2i , λ 2i+1 , λ 2i+2 ) = (2, 2, . . . , 2, 1, 1), and this is clearly symmetric about 2i/2 = i, which is d k 2 + 1. We have that
, which concludes the proof of Theorem 1.6.
