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DATA-DRIVEN FRAMEWORK FOR REAL-TIME THERMOSPHERIC
DENSITY ESTIMATION
Piyush M. Mehta∗, and Richard Linares†
In this paper, we demonstrate a new data-driven framework for real-time neutral
density estimation via model-data fusion in quasi-physical ionosphere-thermosphere
models. The framework has two main components: (i) the development of a quasi-
physical dynamic reduced order model (ROM) that uses a linear approximation of
the underlying dynamics and effect of the drivers, and (ii) dynamic calibration of
the ROM through estimation of the ROM coefficients that represent the model pa-
rameters. We have previously demonstrated the development of a quasi-physical
ROM using simulation output from a physical model and assimilation of non-
operational density estimates derived from accelerometer measurements along a
single orbit. In this paper, we demonstrate the potential of the framework for use
with operational measurements. We use simulated GPS-derived orbit ephemerides
with 5 minute resolution as measurements. The framework is a first of its kind,
simple yet robust and accurate method with high potential for providing real-time
operational updates to the state of the upper atmosphere using quasi-physicalmod-
els with inherent forecasting/predictive capabilities.
INTRODUCTION
Conjunction analysis and assessment for collision avoidance have become part of daily space
operations because of the ever increasing population of resident space objects (RSOs) that con-
stitute both operational satellites and debris. Space situational awareness (SSA) and space traffic
management (STM) require active consideration in order to maintain and expand space exploration
activities. In low Earth orbit, generally defined as the orbital regime spanning altitudes between
80 and 2000 km, atmospheric drag is considered the major cause of orbit prediction errors. Drag
is particularly hard to model and predict because of the highly dynamic nature of the ionosphere-
thermosphere (IT) system which can cause large variations in neutral mass density. While the Sun
is the strongest driver of such variations, significant changes in the state of the IT system can also
be caused by space weather events.
The computationally inexpensive empirical models of the thermosphere1, 2 are considered ideal
for SSA/STM, however, they lack in their ability to provide accurate forecasts. The models use low-
order parameterized mathematical functions that are tuned using sparse measurements and capture
the variations in an average sense. The Joint Space Operation Center (JSpOC) working under the
direction of the US Air Force Space Command currently uses an assimilative empirical model that
makes dynamic adjustments based on recent measurements of the state of the thermosphere.3
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In reality, the IT is a strongly driven large-scale nonlinear physical dynamical system. The first
principles based physical models appropriately use a dynamic formulation which facilitates good
potential for prediction, however, realizing such a potential requires effective data assimilation or
dynamic calibration methods. Incorporating observational data in the use of models has long been
a critical engineering challenge. In 1960, Rudolf Kalman provided one of the most impactful solu-
tions by developing the Kalman Filter (KF).4 Kalman’s solution to the case with linear models and
Gaussian noise has had a substantial impact on society, and for this contribution, he was awarded
the 2008 Draper Prize from the National Academy of Engineering. The prize was awarded “for
the development of the optimal digital technique (Kalman filter) that is pervasively used to control
a vast array of consumer, health, commercial, and defense products.” However, state estimation
and Uncertainty Quantification (UQ) for high-dimensional systems remains an engineering grand
challenge as many approaches scale poorly with increasing dimension of the system.
Sequential state estimation methods, such as the KF and Extended Kalman Filter (EKF),5 com-
bine information from models and observations by processing observations as they become avail-
able. However, the KF and EKF are not easily applied to high dimensional systems since these
methods do not scale well with increasing dimensions.6 For high dimensional systems, new ap-
proaches have been developed to overcome the limitation of the KF and EKF, one such method
is the ensemble Kalman filter (EnKF).7 The EnKF uses an ensemble of simulations to compute the
mean and covariance for state estimation. The EnKF has been shown to work well for various appli-
cations,7 but it still has many shortcomings.6, 8 The EnKF assumes that all noise terms are Gaussian
which limits its accuracy for nonlinear systems which are inherently non-Gaussian. Recent years
have seen significant advances in data assimilation methods for IT models based on EnKF, how-
ever, further advances are required to reach the full potential. As a result, empirical models of the
IT consistently outperform physical models in terms of accuracy because of the imperfect nature of
the embedded dynamics.9
Recent advances have been made to overcome this issue by using Particle Filters (PFs).10 PFs are
nonlinear filtering approaches that solve for the pdf in a Bayesian formulation and do not make the
Gaussian assumption. However, PFs do not scale well for high dimensional systems and suffer dras-
tically from the curse of dimensionality.11 An accessible and practical engineering solution to high-
dimensional systems has been to develop a Reduced-Order Model (ROM) that represents the origi-
nal system using a smaller number of parameters. The Dynamic Mode Decomposition with control
(DMDc)12 is a method that facilitates development of a ROM with inherent predictive/forecasting
capabilities that is crucial for SSA/STM applications. Recently, the authors developed a new ap-
proach based on DMDc that exploits the Hermitian space of the problem to develop a quasi-physical
ROM for thermospheric mass density from 12 years worth of physical model simulations.13 The au-
thors then demonstrated data assimilation with the developed ROM using a non-operational dataset
of accelerometers derived mass density.14
This paper demonstrates the simple yet robust and effective data-driven framework using sim-
ulated operational measurements for potential real-time thermospheric density estimation towards
accurate density forecasts and uncertainty quantification for SSA/STM applications. The frame-
work estimates a reduced state that represents the model parameters rather than the driver(s), which
avoids degradation of the model performance in the absence of measurement data. In this paper, we
demonstrate the framework using simulated GPS-derived orbit ephemerides as measurements. In
addition, the quasi-physical ROM that sits at the heart of the framework can provide a 24-hour fore-
cast in a fraction of a second on a standard desktop platform. In essence, the framework combines
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the best of both empirical (low cost) and physical (predictive capabilities) models.
This paper is structured as follow: the following section provides the necessary details for devel-
oping a ROM for atmospheric mass density. Details about the methods can be found in Mehta and
Linares14, 15 and Mehta et al.13 This is followed by brief description of the dynamics model used
for the orbital simulations. The following section provides details about the process of deriving the
simulated orbital measurements. Next, the unscented Kalman filter technique is briefly discussed.
The next section presents the results followed by conclusions.
REDUCED ORDERMODELING
Even though reduced order modeling is one of the major components of the new data-driven
framework demonstrated in this paper, the methods and process behind the development of reduced
order models (ROM) for the IT system are well documented.13, 14 Therefore, we will only provide
here the basic information essential for the process of model-data fusion. The main idea behind
reduced order modeling is to reduce the state-space dimension or number of degrees of freedom
for a large-scale dynamical system. Various formulations exist for achieving this goal, each with
its advantages and disadvantages. Proper Orthogonal Decomposition (POD), originally developed
by Lumley,16 is the most common order reduction method. One of its main drawbacks is that it
does not use a dynamic formulation and requires some form of regression for model prediction.15
Drawing inspiration from POD, Schmid17 overcame this limitation with Dynamic Mode Decom-
position (DMD) using a dynamic formulation. Proctor et al.,12 extended the DMD formulation to
systems with exogenous inputs. Building on previous work, Mehta et al.,13 developed that Hermi-
tian Space-Dynamic Mode Decomposition with control (HS-DMDc) methods for batch processing
of large datasets from large-scale dynamical systems. Note that POD sits at the heart of almost all
new methods and developments for reduced order modeling.
All methods rely on temporal snapshots of a systems’ output to extract a reduced order represen-
tation of the underlying dynamical behavior. POD captures a significant fraction of the systems’
variance/energy depending on if the decomposition is performed after/before taking away the mean.
Let ρ(x, t) be the neutral density on a spatial domain defined by a uniform grid in local time, lat-
itude, and altitude that can be decomposed into the mean (ρ¯) and variance (ρ˜). The variance can
be reconstructed using a finite set of characteristic spatial basis function Φ(x) and the associated
time-dependent coefficients c(t) as
ρ˜(x, t) = ρ(x, t) − ρ¯(x) =
r∑
i=1
ci(t)Φi(x) (1)
where x is the spatial vector and t is the time. The basis functions of PODmodes are extracted using
either an economy singular value decomposition of the snapshot matrixX (as defined below) or an
economy eigen-decomposition of the correlation matrixXXT . The snapshot matrix is computed as
follows
X =

 | | |ρ1 ρ2 · · · ρm
| | |

 (2)
where X ∈ Rn×m, with n being the size of the full state (the 3-dimensional grid unwrapped into a
column vector) and m being the number of snapshots in time. As discussed previously, POD does
not use a dynamic formulation and therefore, cannot predict c(t) in time.
3
HS-DMDc uses time-shifted snapshot matrices, in this case 12 years of simulation output from
TIE-GCM covering a full solar cycle, to estimate the dynamic and input matrices of a best-fit linear
dynamical system estimation:
X2 = AX1 +BΥ (3)
where
X1 =

 | | |ρ1 ρ2 · · · ρm−1
| | |

 X2 =

 | | |ρ2 ρ3 · · · ρm
| | |

 Υ =

 | | |u1 u2 · · · um−1
| | |


(4)
and uk is the input vector for time k. In this case, the inputs used are the solar activity proxy (F10.7),
geomagnetic proxy (Kp), universal time (UT) and day of the year.
In order to estimate A and B, Eq. 3 is modified such that
X2 = ZΨ (5)
where Z andΨ are the augmented operator and data matrices respectively.
Z ,
[
A B
]
and Ψ ,
[
X1
Υ
]
(6)
The estimate for Z, and hence A and B, is achieved with a Moore-Penrose pseudo-inverse of Ψ
such that Z = X2Ψ
†.
Because the state size, n, can also be very large making computation and storage of the dynamic
and input matrices intractable, a reduced state is used to model the evolution of the dynamical
system.
zk+1 = Arzk +Bruk +wk (7)
where Ar ∈ Rr×r is the reduced dynamic matrix and Br ∈ Rr×q is the reduced input matrix in
discrete time, z ∈ Rr×1 is the reduced state, and wk is the process noise that accounts for the
unmodeled effects and the ROM truncation error. The state reduction is achieved using a similarity
transform zk = U
†
rxk = U
T
r xk, where Ur are the first r POD modes. The steps involved in HS-
DMDc are summarized below. The data assimilation process presented in this work will estimate
the reduced state, z, that represents the coefficients of the POD modes and can be thought of as
model parameters that relate the model input(s) to output(s).
Discrete to Continuous time
The new framework is designed to use variants of the sequential (Kalman) filter for data assim-
ilation that requires propagating the state(s) to the next measurement time, which most likely will
not be uniformly distributed and/or with a snapshot resolution used to derive the dynamic and input
matrices for the ROM. Therefore, the discrete-time dynamic and input matrices [Ad, Bd] need to be
first converted to continuous time [Ac, Bc] and then back to time of next measurement, tk. This can
be achieved using the following relation18[
Ac Bc
0 0
]
=
1
T
log
([
Ad Bd
0 I
])
(8)
where T is the sample time (snapshot resolution when converting from discrete to continuous time
and the time to next measurement, tk, when converting back from continuous to discrete time). This
represents another major advantage of the new framework where the time-step of model evolution
can be readily adjusted.
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ORBITAL DYNAMICS
In this paper, we simulate the true orbits using 2-body dynamics with the J2 and atmospheric
drag perturbations. The dynamic model f (x, t) is given below:
x˙ = f (x, t) =


x˙
y˙
z˙
v˙x
v˙y
v˙z
˙BC


=


vx
vy
vz
−µ x
r3
− 3J2µR2Ex
2r5
(
1− 5z2
r2
)
− 12ρCDAm |vrel|vx
−µ y
r3
− 3J2µR2Ey
2r5
(
1− 5z2
r2
)
− 12ρCDAm |vrel|vx
−µ z
r3
− 3J2µR2Ez2r5
(
3− 5z2
r2
)
− 12ρCDAm |vrel|vx
0


(9)
where r = [x, y, z] is the inertial position, vrel = [vx, vy, vz] is the velocity relative to the corotating
atmosphere (vrel = v − ωE × r, where v is the inertial velocity of the spacecraft and ωE is the
Earth’s angular velocity), µ is the Earth’s gravitational parameter, r =
√
x2 + y2 + z2, |v| =√
v2x + v
2
y + v
2
z , RE is the mean radius of the Earth, J2 is the Earth’s oblateness parameter, ρ is the
atmospheric mass density, and the factor CDA
m
is the ballistic coefficient (BC).
SIMULATED ORBITS ANDMEASUREMENTS
Initial orbital parameters for the simulated true orbits are sampled uniformly from the distribu-
tions provided in Table 1. We restrict in this case the mean motion, in conjunction with the eccen-
tricity, to almost circular orbits with apogee below 450 km since the current version of TIE-GCM
ROM is only applicable below that altitude. We hold the BC constant and allow it to be controlled
by the initial uncertainty.
Table 1. Distribution of orbital parameters for true orbits.
Orbital Element Minimum Maximum
Mean Anomaly, M 0 2pi
Eccentricity, e 0 1e-3
RAAN, Ω 0 2pi
Argument of Perigee, ω 0 2pi
Inclination, i 0 pi/2
Mean Motion, n 15.5 16.25
Ballistic Coefficient, CDA
m
1e-3 1e-2
The state vectors for each simulated orbit are stacked together with the reduced state z. We
randomly choose to initiate the simulation on day 191 of year 2005 at 0 UT. The TIE-GCM ROM
is initialized with simulation output from TIE-GCM while the model inputs (F10.7 and Kp shown
in Figure 1) are derived from the space weather archive on celestrak. The initial sampled Keplerian
elements are converted to inertial position and velocity and propagated for 5 days using the sampled
ballistic coefficients and density from the ROM which is also simultaneously propagated as part of
the full state. We propagate 10 sampled orbits and assume that each simulated orbit can be measured
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using a high accuracy GPS receiver on-board. We also assume that continuous GPS measurements
are available with a resolution of 5 minutes. The effects of duty cycled GPS measurements will
be investigated in future work. We generate the measurements by adding Gaussian noise with zero
mean and a 10 m standard deviation in each dimension to the simulated true position states.
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Figure 1. Time interpolated solar (F10.7) and geomagnetic indices (Kp) for 5 days
starting at 00:00 UT on day 191 of year 2005.
SQUARE ROOT UNSCENTED KALMAN FILTER
We use the unscented Kalman filter (UKF) for model-data fusion. The UKF was proposed by
Julier and Uhlman19 as an extension of the very popular Kalman filter4 for application to nonlinear
systems. The UKF uses a deterministic sampling approach to avoid large errors in the true posterior
mean and covariance of a Gaussian random variable (GRV) caused by first-order linearization of the
nonlinear system dynamics. UKF also estimates the state distribution using a GRV, but accurately
captures the true posterior mean and covariance to the 3rd order by propagating a carefully selected
set of sample points through the true nonlinear system dynamics. The square root unscented Kalman
filter (SQUKF) is a futher extension of the UKF for improved numerical stability. The UKF and
SQUKF are very popular algorithms well documented in literature. Therefore, we will only present
the SQUKF algorithm and relevant details. Description of the SQUKF presented in this paper is
derived from Merwe and Wan.20
The SQUKF uses an unscented transform (UT) to compute the statistics of a random variable that
undergoes and nonlinear transformation. Let us assume a random variable x ∈ RL with mean x¯ and
covariance Px, that is propagated through a nonlinear function f such that y = f (x). UT uses a
6
set of carefully selected sample points, called sigma points, to compute the statistics of y. This is
achieved by generating a matrix X of 2L+1 sigma vectors Xi with corresponding weights Wi and
using the following relationships:
X0 = x¯
Xi = x¯+
√
(L+ λ)Px)i i = 1, . . . , L
Xi = x¯−
√
(L+ λ)Px)i−L i = L+ 1, . . . , 2L
W
(m)
0 = λ/(L+ λ)
W
(c)
0 = λ/(L+ λ) + (1− α+ β)
W
(m)
i = W
(c)
i = 1/{2(L + λ)} i = 1, . . . , 2L
(10)
where λ = α2(L + κ) − L us a scaling parameter. α determines the spread of the sigma points
around x¯ and κ is a secondary scaling parameter, and β us used to incorporate prior knowledge of
the distribution of x. Based on the suggested values of the parameters and prior experience, we set
the values as α = 1, β = 2, and κ = 0. The above computed sigma vectors are propagated through
the nonlinear function
Y = f (Xi) i = 0, . . . , 2L (11)
and the mean and covariance for y are approximated using a weighted sample means and covariance
of the posterior sigma points as follows:
y¯ ≈
2L∑
i=0
W
(m)
i Yi (12)
Py ≈
2L∑
i=0
W
(c)
i {Yi − y¯}{Yi − y¯}T (13)
Both the UKF and SQUKF extend the UT to recursive estimation. The SQUKF algorithm is given
below.
RESULTS
The data-driven framework for real-time thermospheric density estimation is demonstrated using
multiple cases, each varying by the number of simulated orbits from which measurements are avail-
able. We run cases where measurements are available from 1, 3, 5, and 10 orbital objects. For each
case, the position and velocity component of the state is initialized with the true initial position and
velocity of the simulated orbits. The united for position and velocity are km and km/s, respectively.
Ballistic coefficient for each assimilated orbit is perturbed by 20% of its true value. The ROM is
initialized with the Naval Research Laboratory’s MSIS (Mass Spectrometer and Incoherent Radar)
model. This represents a bias/error in the state of the thermosphere with respect to the true simulated
state provided by TIE-GCM. The initial covariance (P0) is set at the values shown below. Since the
measurements are simulated with know dynamic models, we add a very small placeholder process
7
Algorithm 1 Square Root Unscented Kalman Filter
Initialize with:
xˆ0 = E[x0] S0 = chol{E[(x0 − xˆ0)(x0 − xˆ0)T ]} (14)
For k ∈ {1, . . . ,∞},
Sigma Point Calculation and Time Update:
X k =
[
xˆk xˆk ±
√
(L+ λ)Sk)
]
(15)
X k+1|k = f [X k,uk] (16)
xˆ−k+1 =
2L∑
i=0
W
(m)
i X i,k+1|k (17)
S−k+1 = qr
{[√
W
(c)
1
(X 1:2L,k+1|k − xˆ−k+1)
√
Q
]}
(18)
S−k+1 = cholupdate
{
S−k+1,X 0,k+1 − xˆ−k+1,W (c)0
}
(19)
Y k+1|k = H
[X k+1|k] (20)
yˆ−k+1 =
2L∑
i=0
W
(m)
i Yi,k+1|k (21)
Measurement Update:
Sy˜
k
= qr
{[√
W
(c)
1
(Y 1:2L,k+1 − yˆk+1) √R
]}
(22)
Sy˜
k
= cholupdate
{
Sy˜
k
,Y 0,k+1 − yˆk+1,W (c)0
}
(23)
Pxk+1yk+1 =
2L∑
i=0
W
(c)
i
[Xi,k+1|k − xˆ−k+1] [Yi,k+1|k − yˆ−k+1]T (24)
Kk+1 =
(
Pxk+1yk+1/S
T
y˜k
)
/Sy˜
k
(25)
xˆk+1 = xˆ
−
k+1 +Kk+1
(
yk+1 − yˆ−k+1
)
(26)
U = Kk+1Sy˜
k
(27)
Sk+1 = cholupdate {Sk+1,U,−1} (28)
where Q is the process noise covariance and R is the measurement covariance.
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noise (Q) as given below. Based on previous work,13, 14 we use a reduced state size of z ∈ R10×1
P0 =


P ipos
P ivel
P iBC
P 1z
P 2:rz




1e−4
1e−5
2e0
2e2
2e1

 Q =


Qipos
Qivel
QiBC
Q1z
Q2:rz




1e−20
1e−20
1e−20
1e−20
1e−20

 (29)
Figure 2 shows the errors in the estimated ROM state z using measurements along 1 simulated orbit.
The difference between the true (ROM) and the biased model (assumed MSIS) is clearly visible at
the initial time. Results show that filter does relatively well in capturing the dynamics z(3:10), but
falls short in terms for adjusting the absolute model bias in terms of z(1) and z(2) that represent
scaling with F10.7 after 5 days worth of measurements. The 3σ uncertainty bounds remain rather
large even after 5 days worth of measurements. The results suggest an ambiguity problem when
using measurements along a single orbit. In other words, multiple combinations of density and BC
may be able to provide the same solution along a single orbit.
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Figure 2. The error in estimated reduced order state z using 1 simulated orbit mea-
surements since 00:00 UT on day 191 of year 2005.
Figure 3 shows the errors in the estimated ROM state z using measurements along 3 simulated
orbits. In contrast to the case with measurements along 1 simulated orbit, the 3 orbit case shows
better agreement between the true and estimated state for z(1) and z(2) with significantly smaller 3σ
bounds for z(1). This is because measurements along 3 randomly significantly reduces the possibil-
ity of an ambiguous solutions. The errors still suggest a small bias in z(1) after 5 days, however, the
declining tends also suggest a possibility of convergence with assimilation of more data.
Figure 4 and 5 shows the performance of the framework using measurements from 5 and 10
simulated orbits, respectively. The 3σ continue to shrink with increasing number of measurement
orbits. Results for both cases suggest good model-data convergence for the full reduced state. Since
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Figure 3. The error in estimated reduced order state z using 3 simulated orbit mea-
surements since 00:00 UT on day 191 of year 2005.
the results suggest convergence using 10 simulated orbits, we plot the true and estimated densities
along the 10 orbits for the first 24 hours in Figure 6. The difference in true and estimated densities
for all the cases is shown in figure 7. The difference in densities at initial time suggest altitude
dependent bias between the models (ROM initialized with TIE-GCM and MSIS). The observed
differences for the 3 orbit case are significantly smaller than the 1 orbit case, while the difference
approaches zero after 5 days as the number of simulated orbits increases. The comparison suggests
convergence of the estimated and true state with 10 simulated orbits. Figure 8 shows the comparison
of the true, initial, and estimated ballistic coefficients for the 10 orbits. The estimated ballistic
coefficients approach the true values even with perturbations in the initial values of 20%. The
framework shows the promise of self-consistently correcting the state of the thermosphere bringing
it closer to the true state.
Table 2 gives the initial orbital parameters for the 10 simulated true orbits. The 1, 3, and 5
orbit cases uses the first, first three, and first five orbits in table 2, respectively. Figure 9 shows
the estimated uncertainty in density projected onto the latitude-local time plane at the instantaneous
altitudes of the 10 simulated orbits at initial time (left column), two and half days through the five
day period (middle column), and at the end of the 5 day period (right column). Results show that
assimilating data along only 10 orbits provides a global reduction of uncertainty in density. The
uncertainty starts high with a latitude-local time structure but reduces to almost a constant low level
post data assimilation. Note the very tight scales of the 1σ errors in middle and right columns.
Figure 10 shows the orbit prediction errors for the 10 simulated orbits when using MSIS for
density, highlighting the need for an efficient framework for data assimilation of (quasi-)physical
thermosphere models. The solid lines show the errors when using densities from ROM initialized
withMSIS, whereas the dotted lines show the errors when using densities fromMSIS. The minimum
error after 72 hours is close to 6 km whereas the largest error after 72 hours stand close to 1000 km.
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Figure 4. The error in estimated reduced order state z using 5 simulated orbit mea-
surements since 00:00 UT on day 191 of year 2005.
The minimum and maximum errorr increase to more than 30 km and 3000 km after 120 hours,
respectively. The large errors correspond to orbits with large BC and/or low altitudes for which
drag acceleration is significant.
CONCLUSIONS
Atmospheric drag remains the large source of uncertainty in orbit prediction for collision avoid-
ance and re-entry prediction for objects that traverse low Earth orbit. The current state-of-practice
uses an assimilative empirical model that makes dynamic adjustments based on recent measure-
ments of the state of the thermosphere. The empirical formulation in fast and ideal for space situ-
ational awareness/space traffic management application but inherently lacks predictive/forecasting
capabilities. Physical models on the other hand use a dynamics formulation with good potential
for predictive capabilities, however, they can be computationally expensive and more importantly
require development of effective data assimilation methods to reach their full potential.
Recently, the authors have proposed and developed a new framework based model order reduc-
tion towards a reduced order representation of physical models that is fast to evaluate and possesses
inherent predictive capabilities. In addition, the framework also significantly simplifies the process
of data assimilation or model-data fusion by reducing the dimension of the state to a handful of
parameters. The authors have already presented the development of a reduced order model for ther-
mospheric mass density based on 12 years of simulation output from a physical model. They have
also previously demonstrated the ability of the framework for effective and efficient data assimila-
tion using accelerometer derived non-operational datasets.
In this work, we demonstrate the potential of the framework for dynamic calibration in real-time
using simulated operational data. We use orbits simulated with 2-body, J2, and drag as measure-
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Figure 5. The error in estimated reduced order state z using 10 simulated orbit
measurements since 00:00 UT on day 191 of year 2005.
ments towards estimation of the true (simulated) state of the thermosphere. Results shows that
the framework has good potential for effective and dynamic calibration of the upper atmosphere in
real-time using measurements along only 10 spatially distributed orbits.
Continuous availability of GPS-derived orbit measurements at a 5 minute resolution is assumed
for this paper and the effect of GPS duty cycle on the performance of the framework is left for future
work. In addition, future work will also investigate and evaluate the performance of framework
using other operational datasets such as radar and/or TLEs.
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Figure 8. Comparison of the true (blue), initial (red), and estimated (yellow) ballistic
coefficients for the 10 simulated orbit.
Table 2. Orbital parameters for the 10 simulated true orbits.
Parameter→ M e Ω ω i n BC
Orbit 1 1.579 1.076e-4 1.674 0.720 0.350 1.130e-3 18.825
Orbit 2 5.660 7.729e-4 4.612 5.475 0.216 1.142e-3 18.829
Orbit 3 3.075 7.044e-4 0.271 0.712 0.242 1.142e-3 17.307
Orbit 4 5.593 2.822e-4 1.082 2.723 1.236 1.162e-3 17.263
Orbit 5 2.601 9.462e-4 6.047 2.237 1.006 1.165e-3 15.857
Orbit 6 4.379 8.129e-4 3.006 5.007 1.287 1.166e-3 15.592
Orbit 7 4.776 9.737e-4 2.495 0.168 0.932 1.172e-3 15.592
Orbit 8 4.094 6.304e-4 6.073 3.445 0.672 1.173e-3 14.603
Orbit 9 0.630 9.947e-4 4.204 1.618 1.064 1.173e-3 13.190
Orbit 10 1.372 9.005e-4 3.408 3.506 0.151 1.174e-3 10.024
15
Figure 9. Projected uncertainty in density at instantaneous altitudes of the 10 simu-
lated orbits at initial time (left column), two and half days through the five day period
(middle column), and at the end of the 5 day period (right column). The red markers
show the orbit about the current satellite location shown with the green marker.
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Figure 10. Orbit prediction errors for the 10 simulated orbits since 00:00 UT on
day 191 of year 2005 when using density from (solid) ROM initialized with MSIS and
(dotted) MSIS. Densities for the true simulated orbits are computed with the ROM
initialized with TIE-GCM.
16
