In this work we present a new approach, which we call MISFIT, to fitting functional data models with sparsely and irregularly sampled data. The limitations of current methods have created major challenges in the fitting of more complex nonlinear models. Indeed, currently many models cannot be consistently estimated unless one assumes that the number of observed points per curve grows sufficiently quickly with the sample size. In contrast, we demonstrate that MISFIT, which is based on a multiple imputation framework, has the potential to produce consistent estimates without such an assumption. Just as importantly, it propagates the uncertainty of not having completely observed curves, allowing for a more accurate assessment of the uncertainty of parameter estimates, something that most methods currently cannot accomplish. This work is motivated by a longitudinal study on macrocephaly, or atypically large head size, in which electronic medical records allow for the collection of a great deal of data. However, the sampling is highly variable from child to child. Using the MISFIT approach we are able to clearly demonstrate that the development of pathologic conditions related to macrocephaly is associated with both the overall head circumference of the children as well as the velocity of their head growth.
Introduction
In recent years, Functional Data Analysis, FDA, has seen a rapid expansion into what Wang et al. (2016) called next-generation functional data analysis, as more complex applications and models are explored. However, a major challenge that remains in this expansion is the handling of functional data that are either very irregularly sampled, sparsely sampled, or contain missing regions. Classically, FDA is concerned with the statistical analysis of data where one or more variables of interest is a function. However, if the functions are not completely or densely observed, then traditional FDA methods do not directly apply. Extending FDA methods to handle such data has been a rich area of research (Shi et al., 1996; Brumback and Rice, 1998; James et al., 2000; Rice and Wu, 2001; Yao et al., 2005a) .
One of the most common approaches for handling such data is to smooth or impute what is missing. This imputation can be done on the curves themselves or on the scores in a KarhunenLoeve expansion (i.e. functional principal components). This is especially attractive as it allows practitioners to then draw upon a wide range of methods after imputation, either multivariate in the case of score level imputation or functional in the case of curve level imputation. However, as it stands, nearly all methods presented in the literature carry out the imputation process while ignoring subsequent modeling that is to be done with the reconstructed curves or scores. Such an approach can produce substantially biased estimates as well as produce unreliable standard errors and subsequent p-values. Indeed, in many settings the resulting estimators need not even be consistent unless one assumes that the imputed curves converge to the truth asymptotically. This kind of assumption is mathematically convenient, but highlights a serious concern when handling sparse functional data. For these reasons, methods such as Yao et al. (2005b) , which does provide consistent estimation of functional linear models, avoid imputation and instead focus on a moment based estimation method combined with nonparameteric smoothing of covariances and cross-covariances.
However, this approach becomes difficult to extend to nonlinear models, and does not allow for the utilization of the vast literature on dense FDA methods.
In this work we present a new approach that provides a framework for developing consistent estimation techniques for both linear and nonlinear models, while also presenting a more complete bridge between sparse and dense functional data. In particular, we attack the problem by pivoting our perspective to that of a missing data problem. In the context of the literature on missing data, the goal is to impute the missing data in a way that preserves the performance of subsequent statistical modeling. We show how combining ideas from PACE (Yao et al., 2005a) and multiple imputation (Rubin, 1996; Schafer, 1999; Rubin, 2004; Royston et al., 2004) results in an approach that alleviates many of the discussed issues, while also remaining quite broadly applicable. Given that our foundation is built upon multiple imputation, we call our new method Multiple Imputation of Sparsely-sampled Functions at Irregular Times (MISFIT). As a by-product of this work, in Section 2.3 we also present results connecting logistic regression, imputation, and the equivalence of probability measures, which are of independent interest.
Macrocephaly
Clinical data have long been analyzed using longitudinal data methods, which enable one to account for the correlation between different measurements on the same subject. However, if one also assumes that these repeated measurements constitute realizations of a smooth curve or datagenerating process, modeling the data as functional data can be advantageous both in terms of flexibility and statistical power (He et al., 2011; Szczesniak et al., 2016; Craig et al., 2017; Goldsmith and Schwartz, 2017) . Since clinical visits may occur both infrequently and irregularly, their analysis poses a challenge to the current smoothing/imputing methods discussed in section 1. To illustrate the effectiveness of our approach at addressing these challenges, we apply it to one such clinical data set in order to predict the presence or absence of pathologic conditions related to macrocephaly.
Head circumference is routinely measured in children between birth and two years of age, primarily for the purpose of detecting pathologic conditions that cause atypically large head size (macrocephaly) and atypically small head size (microcephaly). Particularly for conditions causing macrocephaly-which include hydrocephalus, brain tumors, and chronic subdural bleeding (often caused by abusive head trauma)-delayed identification and treatment may lead to poorer long-term outcomes. Most children with a large head are healthy, and distinguishing healthy children with a large head from children with pathologic conditions causing head enlargement is challenging. Expert opinion-based methods for evaluating head size that are used by clinicians have been shown to discriminate poorly between children with and without pathology (Daymont et al., 2012; Wright and Emond, 2015) . Delineating features of a child's head circumference trajectory that are predictive of pathology may improve identification of children at high risk. For example, automated evaluations of head circumference trajectories could be incorporated into electronic health record-based tools to signal to clinicians that further evaluation may be warranted.
Because pathology associated with macrocephaly is rare, research in this area often requires use of existing clinical data from electronic health records, rather than prospective research with highquality measurements performed at defined intervals. Based on the typical schedule for preventive health care visits (Workgroup, Bright Futures Periodicity Schedule, and Committee on practice and ambulatory medicine, 2017), it is rare for a child in the U.S. to have more than 10 head circumference measurements, and many children will have fewer. There is significant variability in the timing of appointments, and clinical measurements are affected by errors of varying type and degree (Daymont et al., 2017) . Similar challenges apply to other growth measurements, such as weight and length, as well as other types of clinical measurements. The ability to characterize trajectories of sparse irregular data has potential applicability to many clinical questions.
The growth data evaluated in this paper were extracted from the electronic health record of a large primary care network (Daymont et al., 2010) . Manual chart review was used to identify children, aged between 3 days and 3 years, with pathologic conditions that are known to be associated with macrocephaly, as described in detail previously (Daymont et al., 2012) . Of 74, 428 children, 85 with pathologic conditions were identified.
Though the term sparsity is somewhat subjective in the context of functional/longitudinal data, many of the subjects in the present data set have just a single measurement, while the maximum number of measurements for any subject is 23. In the left panel of figure 1 is a histogram of the number of observations per subject in the data, clearly illustrating that the modal number of measurements is 1, while relatively few children had more than 10 clinical visits and almost none had more than 15. The right panel of figure 1 is a cumulative histogram of the relative frequency of number of observations, allowing us to determine the proportion of subjects who had no more than a given number of observations. Specifically, about 98% of subjects received 10 or fewer measurements, 49% were measured at most 5 times, 24% were observed no more than twice, and 14% attended a single clinical visit for measurement.
In addition to the dearth of observations for many of the subjects in the data set, subjects were not observed with any uniformity or regularity. Figure 2 illustrates this and provides a glimpse of the data. While nearly half of all subjects in the data set were observed once by the time they were a month old, notice that for both the cases and the controls, several subjects were not observed until they were at least 1 year old (represented by the red lines). Furthermore, we see again several subjects with a single observation (a single dot with no attached line), and can clearly tell that visits are not guaranteed to occur at the same ages for all subjects. Having identified the head circumference trajectories as both sparse and irregular, we proceed to introduce MISFIT as an approach that accounts for these conditions in a functional regression framework, before revisiting this data in section 4.
Previous Work
There has been extensive work on functional data analysis with non-densely sampled data. Maybe the most widely used perspective is that of PACE (Yao et al., 2005a) . In the context of missing data methods, PACE is essentially a mean imputation method, though it is traditionally carried out on the principal component scores. PACE can be carried out using an extensive software package in Matlab, as well as a relatively recent port to R, which has facilitated its implementation in a variety of applications (Chiou et al., 2014; Liu et al., 2014; Peng and Müller, 2008) .
While PACE is based on using local polynomial smoothing to estimate the unknown parameters, a similar approach based on splines can be found in the refund package in R (Staniswalis and Lee, 1998; Di et al., 2009; Goldsmith et al., 2013) . This approach, like many of the methods in refund, uses a more explicit mixed effects framework to impute the scores/curves. In both cases, the primary idea is to borrow information across units to help with the imputation process. However, these methods carry out the imputation without consideration of subsequent statistical analyses.
We will show that such an approach can lead to biased and even inconsistent estimators.
It is worth noting that each of the above works has addressed the problem through the lens of a sparse functional data issue, but not from a missing data perspective. In Rubin (2004) , three different missingness paradigms are delineated: 1) Missing Completely at Random (MCAR), in which the missing value patterns are independent of all data 2) Missing at Random (MAR), in which the missing value patterns depend only on the observed data and are conditionally independent of the unobserved data 3) Missing Not at Random (MNAR), in which the missing data patterns randomly selected controls (right panel) from the data. Red lines highlight subjects whose first visit occurred when they were at least 1 year old.
depend on the observed and unobserved data. While there is no explicit treatment of a missing data mechanism in any of the aforementioned papers, it is implicitly assumed that the researcher is in one of the two former paradigms, either MCAR or MAR. We make the same implicit assumption, without formally defining the missing data mechanism in our procedure.
Several recent papers have built upon these ideas and adopted a missing data perspective to address various forms of nonresponse or sparsity in functional regression models. Focusing on a scalar-on-function linear model, Crambes and Henchiri (2017) use an FPC-based estimator of the coefficient function to impute missing values of the scalar response by incorporating the missing data mechanism (assuming MAR) into the usual predictor for the response. In the same setting, Ferraty et al. (2013) study estimation of the mean of a response variable, providing one method based on averaging predicted values and another based on propensity scores. Again, these works are distinct from ours since they focus on missingness in the response variable only.
Furthermore, the former considers only a linear scalar-on-function regression model (while we consider both linear and logistic regression models), and the latter is not concerned with regression, but rather (unconditional) mean estimation of the response variable.
More akin to our set-up, Preda et al. (2010) use the NIPALS (nonlinear iterative partial least squares) algorithm to impute missing data in the functional covariates of a scalar-on-function linear model, where they assume that the missingness mechanism follows a two-state, continuous time markov process with exponential holding times. While the PLS-based NIPALS algorithm provides a nice alternative to regression on the FPCs, it still neglects to propagate uncertainty due to incomplete functional observations. In addition, these authors also focused only on the linear scalar-on-function regression model, leaving extensions to nonlinear models unexplored. As our motivating example requires a logistic regression set-up, none of these methods are immediately applicable.
Organization
The remainder of the paper is organized as follows. We present our framework in Section 2 for both linear regression and logistic regression. In the logistic case, we illustrate how to handle a nonlinear model, which we believe can be extended to even more complicated models. As a by-product, we present some interesting results concerning the relationship between functional logistic regression and the equivalence of Gaussian measures. In Section 3 we present a numerical study that highlights the limitations of previous approaches and demonstrates how MISFIT fixes many of these issues.
In Section 4 we apply MISFIT to the evaluation of head circumference trajectories. We show how our approach sheds insight into the relationship between head circumference growth and the presence of a pathology related to macrocephaly. We also show how other approaches dramatically underestimate the uncertainty in this application. Section 5 provides an initial theory in the linear case, highlighting how MISFIT produces consistent estimates as long as the imputation model can be consistently estimated. Finally, in Section 6 we finish with concluding remarks and future research directions, especially as they pertain to more complicated models and deeper statistical theory.
Methods
In this section, we detail imputation procedures for both a linear and logistic scalar-on-function regression model. This involves specifying an imputation model, and the parameters of the conditional distribution from which imputed values will be drawn. The section is organized as follows.
In 2.1 we provide necessary notation. Then, in 2.2 we outline our procedure specifically for a linear regression model, motivating our MISFIT approach by more explicitly pointing to some difficulties with the PACE approach. Subsection 2.3 extends our method to logistic regression, where
we develop an imputation model that is compatible with the scalar-on-function logistic regression model and connect this to the equivalence of Gaussian measures. Finally, in 2.4 we outline our computational strategy to implementing these methods.
Setup and Notation
While we focus primarily on scalar-on-function linear and logistic regression, our approach can be applied more broadly. We will denote the underlying functional covariates as
where t denotes the argument of the functions, usually time, and i denotes the subject or unit. However, we assume that these curves are only observed at times t ij for j = 1, . . . , m i , and with error:
We let x i = (x i1 , . . . , x im i ) denote the vector of observed values on the function X i . Explicit distributional assumptions will be made later on.
We assume that we have an outcome, Y i , that is related to X i via a link function g:
Throughout, when integration is written without limits, it is understood to be over the entire domain, in this case [0, 1] . In a linear model we assume that g(·) is the identity, while for logistic regression it is taken to be the logit function. The goal of this work is to develop tools for consistently estimating α and β(t). As we will see, using PACE to first produce scores or curves and then fit the corresponding model will not, in general, result in a consistent estimate unless one can guarantee that the smoothed/imputed curve actually converges to the truth as the sample size grows.
Linear Models
In this section we assume that the outcome, Y i , is continuous and related linearly to a functional predictor X i (t):
We assume that the X i (t) ∈ L 2 [0, 1] are i.i.d. Gaussian processes with mean 0 and covariance function C X (t, s). The X i (t) can then be expressed using the well-known Karhunen-Loève expansion:
The v j (t) are the eigenfunctions of C X with corresponding eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ 0. The scores are given by ξ ij = X i − µ X , v j , which are independent (across both i and j) mean-0 normal random variables with variance λ j . We also assume the errors are iid
The challenge in estimating β(t) is that the X i (t) are not densely observed, and what is observed is observed with error. Thus directly smoothing the x ij to plug into a dense estimation framework can result in substantial bias. PACE solves this problem by estimating the unknown parameters via pooled nonparametric smoothing, and then using them to form Best Linear Unbiased Predictors (BLUPs) of the curves/scores. One can then plug those BLUPs into a dense estimation framework.
This approach is sensible and tends to work much better than direct smoothing of the x ij , however it still suffers from at least two major problems that our procedure addresses. First, the imputation in PACE is done without using the outcome Y i or any consideration of the subsequent models that will be fit. This can result in a biased estimate of β(t), as we will soon show. The second problem is that the uncertainty of the imputation is not incorporated into PACE-based procedures when forming confidence or prediction intervals, or p-values. While there are established ways to eliminate the bias problem in the linear case, the second problem is still relatively under explored.
To better understand the bias problem, consider a naive FPCA-based estimate of β(t) given bŷ
where a hat denotes an arbitrary (at this point) estimate of the analogous quantity. The motivation for this estimator is the fact that E[ξ ij Y i ] = λ j β, v j . However, as written, even if we knew the correct values for the parameters used for imputation, using PACE the most we could hope for would be
That the last two terms are not equal implies that this estimate is biased unless either (1) β(t) ≡ 0 or (2) the average number of points per curve tends to ∞ as the sample size increases. In the former case, the equality holds since we would have E[ To alleviate this problem Yao et al. (2005b) avoided plugging the PACE BLUPs directly into (2) and instead estimated E[Y i ξ ij ] directly by smoothing the cross-covariance between X i (t) and Y i . While this approach works well in the linear case, it is very hard to extend to other settings when the parameter cannot be explicitly written down in terms of moments to be estimated.
Our approach to fixing these issues is to utilize draws from the conditional distribution of X i (t)
given both Y i and {x ik }, which is a form of multiple imputation. In contrast, PACE is a form of mean imputation and does not condition on the outcome. To carry out our multiple imputation framework, we need an imputation model that is compatible with (1). That is, we need to ensure that our assumed distribution for X i (t)|Y i , {x ik } leads to the correct distribution for Y i |X i . However, since all terms are assumed to be jointly Gaussian, it immediately follows that X i (t)|Y i , {x ik } is still a Gaussian process. To carry out the conditional draws we therefore need only determine its mean and covariance. Assuming that E[
where
. . .
Using these expressions we can, after estimating the requisite parameters, draw K times from the above conditional distribution to form K imputations, X (k)
For each of these imputed samples we can form the complete data estimates,β (k) (t), using any of a number of estimation methods (FPCA, splines, RKHS, etc) . In the simulations we will focus on FPCA-based estimates so as to better compare against PACE.
In the case where FPCA is going to be used to estimate β(t), it can be convenient to impute the scores directly. In this case, we are interested in the conditional distribution ξ ij |Y i , {x ik }. Nearly the same expressions can be used, except that the form for a i (t) changes into
and we then get that
In this case, after the imputations are made, one can move directly to using the scores to estimate
A major advantage of using a multiple imputation approach is that we can account for the uncertainty introduced in the imputation process. This is accomplished by using Rubin's rules (Rubin, 2004) , namely, we compute the estimated within and between covariance functions of thê
and then use the following as our final estimates and estimated covariance functionŝ
Using these quantities one can carry out statistical inference for β(t).
Logistic Regression
In this section we describe how to extend our procedure to logistic regression. Similar ideas can be used to extend our procedure to more general nonlinear models, however there are some interesting mathematical phenomena that arise. We thus focus on completely deriving the case of logistic regression to highlight these issues.
Recall that a logistic regression model for Y i |X i (t) implies that Y i ∈ {0, 1} and
In order to extend our methodology we have to determine a proper imputation model for the X i (t). In other words, we have to select a model for X i (t)|Y i that implies that Y i |X i (t) satisfies a logistic regression model. Interestingly, under certain conditions, one can still assume that X i (t)|Y i is actually Gaussian. Such results come about in multivariate linear discriminant analysis when comparing to logistic regression for multivariate data. We can extend those concepts to the case of functional data and we end up with the theorem below, which is interesting in its own right.
a non-degenerate logistic regression model if and only if C −1
Before interpreting the above theorem, we stress one point about C X and C −1 X . Recall that C X is always a linear, self-adjoint compact operator, and its inverse will exist as long as the null space of C X only contains the zero function (i.e. all eigenvalues are positive). However, even when
X does exist, it is neither compact nor even bounded. Thus, an implicit part of assuming that C −1
L 2 < ∞ is the assumption that this quantity exists and is well-defined. In fact, this condition can be extended to the case where C X has a nontrivial null space by using the MoorePenrose generalized inverse and assuming that µ 1 − µ 0 is orthogonal to any element of said null space, though for ease of exposition we do not pursue that here.
Theorem 1 is based on the orthogonality/equivalence of probability measures. In particular, if the distributions for X i (t)|Y i = 0 and X i (t)|Y i = 1 are orthogonal, then it is possible to determine the value of Y i from X i (t) with probability 1, and thus no logistic model can exist as the probabilities would have to be 0 or 1. The quantity C −1
L 2 comes up in both Delaigle and Hall (2012) and Dai et al. (2017) in terms of classification for FDA. They show there that if this condition is not satisfied then perfect classification is possible. What was not discussed, however, was the connection to the orthogonality of Gaussian measures. Indeed, this same quantity was discovered at least as early as the 70s. Clearly, if two measures are orthogonal then it is possible to determine, with probability 1, whether a sample came from one or the other. This issue was discussed more deeply in recent work by Berrendero et al. (2017) in the context of using RKHS methods for classification.
With these tools in hand, we can now carry out our imputation for logistic regression. In particular, we simply impute the group for Y i = 0 and Y i = 1 separately (though common parameters are still estimated jointly, as discussed in Section 3):
where we now have
}, and µ y (t) is the mean of the X i from group y. In addition, one can do this for the scores as well. However, a caveat is that one cannot use the scores directly in fitting the subsequent logistic model as the difference between the two groups is entirely captured by the means, which are removed when computing scores. We thus recommend instead working with ξ ij = µ y , v j + ξ ij , which does not have the mean effect removed and still allows one to estimate the coefficients of β(t) in the FPCA basis. To impute the ξ ij , much the same formula can be used but now
is used in place of a i (t) in (5), and µ y (t) and C X (t, s) are replaced by the mean and covariance of the scores-0 and diag(λ 1 , · · · , λ p ), respectively. Again, after imputation one should then construct ξ ij which have the means added back in, before fitting the subsequent logistic model.
Computation
Implementing MISFIT for either linear or logistic regression requires the estimation of a number of parameters in the imputation model. While the estimation of these imputation parameters is not our focus, we wish to make clear how one can implement our imputation strategy. To do so, we dedicate this section to outlining computation of estimates for the imputation parameters, connecting back to the results from sections 2.2 and 2.3.
The results provided in sections 3 and 4 were computed in R, using the package fcr (Leroux et al., 2017) to estimate imputation parameters. This package, designed to fit functional concurrent regression models, allows us to regress X i (t) on Y i as follows:
where s) ) are curve-specific random effects. The curves are observed with noise such that
with the b i (t ij ) and δ ij mutually independent. Through fitting this model, we obtain estimates of
, and σ 2 δ , from which we can in turn estimate all necessary imputation parameters.
Linear Model: Using equations (6) and (7), we can directly compute the mean and covariance of X i (t) as well as the cross covariance between X i (t) and Y i . This gives us:
From there, one can obtain the λ j and v j (t) from a spectral decomposition of C X (s, t).
Logistic Model: As our logistic regression imputation described in (5) is done separately for the two groups (i.e. conditioning on Y i ), the results are somewhat different than in the linear case and contain no parameters of Y i . That is, we instead compute E[X i (t)|Y i = y] = µ y (t) and
Again, from equations (6) and (7) we get
Again, we can readily compute the λ j and v j from C X (t, s), and that gives us all that we need since the logistic imputation model does not require C XY , µ Y , or σ 2 Y .
Simulations
So far, we have advocated for imputing the curves (scores) of sparse functional data by forming and drawing multiple times from the conditional distribution of the curves (scores) given the observed values of the response variable and the observed points of the predictor curve. We have posed this method, MISFIT, as an alternative to the PACE method, which differs in that it does not condition on the response variable, and it imputes solely based on the mean of the conditional distribution. For the sake of brevity, we will refer to these methods as the Multiple Conditional (MuC) and the Mean Unconditional (MeU) approach, respectively. In addition to comparing these two methods in simulations, we find it enlightening to also compare them against their intermediary counterparts-the Mean Conditional (MeC) and Multiple Unconditional (MuU) approaches.
We compare these four approaches in both a linear and logistic scalar-on-function regression setting, investigating the estimation accuracy, as well as the type 1 error rates and power, of their resulting estimators. Since we expect that the MeU imputation approach is biased for a small average number of observations per curve, m, we compare across simulated data sets with varying values of m, as well as varying sample sizes. In addition, since the FPCA-estimator given in 2 depends on the value J to truncate the sum, we must specify a fixed J for all imputation approaches with each simulated data set. For the multiple imputation approaches (MuU and MuC) we generated K = 10 completed datasets for all of the following simulations. Finally, while in section 2 we detailed both a curve-level and a score-level imputation strategy, we use only the score-level imputation in all of the simulations.
Linear Model
For a linear model, we first simulate N iid random curves, {X 1 (t), · · · , X N (t)}, from a mean-0
Gaussian process with the following Matérn covariance function (8)
where K ν represents the modified Bessel function of the second kind, and we choose ν = 5/2, ρ = 0.5, and σ 2 = 1. These curves are evaluated at M = 100 equally-spaced times from [0, 1].
Since we assume that the random curves are observed with error, we add noise to the realized curves to produce the observed curves, where σ 2 δ = 0.5. We next define β(t) = w × sin(2πt), where w is a weight coefficient chosen to adjust the signal. The responses, Y i , i = 1, · · · , N , are then generated according to model 1, where α = 0 and σ 2 = 1. Finally, for each observed curve, we randomly sample m time points from the length-100 grid to observe, so that the observed data used for imputation is {Y i , x i1 , · · · , x im }, for i = 1, · · · , N . Once the scores are imputed, a linear regression model is fit using the first J scores.
True Parameters
For the first set of simulations, we treat the true parameters as known; that is, we use the true Beginning with a look at table 1, notice that when the sample size is small (N = 200) and curves are observed very sparsely (m = 2), regardless of how many FPCs are used and the strength of the signal, MuC is the most accurate method. In the presence of some signal, the squared bias for MuC can be reasonably large when too few (e.g. 1, 2, or 3) FPCs are used, driven by truncation bias. In these cases, MuC's advantage over the other methods is most accentuated when J is chosen as 4 or 5, in which case enough FPCs are used to capture the complexity of the shape of β(t).
It is worth highlighting that, in the absence of parameter estimation error, choice of a large enough value J results in an (approximately) unbiased estimator for MuC. However, the variance of the estimator for MuC tends to increase with larger choices of J, so some balance is required. Still, the variance of the MuC estimator remains relatively low for all choices of J, while the variance of the mean-imputation-based estimators balloons for larger J. The MuU estimator typically exhibited less variance than the mean-imputation-based estimators did, but tended to oversmooth its estimate, yielding quite a large bias in the presence of stronger signals. Table 2 : Decomposition of MISE ofβ(t) as N increases, for a linear model using true imputation parameters.
The previous two tables have showed convincing results that MuC is the best estimator when m = 2, as we expected. Table 3 : Decomposition of MISE ofβ(t) as m increases, for a linear model using true imputation parameters.
Estimated Parameters
In section 3.1.1 we explore several scenarios in a world where the imputation parameters are known.
However, in practice, the imputation parameters must themselves first be estimated. Here, we mimic the above simulations replacing the true imputation parameters, σ 2 Y , C XY (t), C X (s, t), σ 2 δ , v j (t), and λ j , for j = 1, · · · , J, with their estimates from the data.
For the two imputation approaches that condition on the outcome, we obtain estimatesĈ XY (t), C X (s, t),μ(t), andσ 2 δ using the fcr function from Leroux et al. (2017) to regress X i (t) on Y i . Estimates {λ j } J j=1 and {v j (t)} J j=1 are then taken to be the eigenvalues and eigenfunctions ofĈ X (t), and the usual sample mean and variance are used forμ Y andσ 2 Y . For the unconditional imputation approaches, we ignore the Y i and use the function face.sparse (Xiao et al., 2018) from the face package to compute estimatesĈ X ,μ(t), andσ δ (where again {λ j } J j=1 and {v j (t)} J j=1 are obtained from a spectral decomposition ofĈ X ).
As in the previous simulations, the default settings are N = 200, m = 2, and J = 2, where we keep two of the three fixed and allow one at a time to vary. The different settings we consider are again N ∈ {100, 200, 400, 800}, m ∈ {2, 5, 10, 20}, and J ∈ {1, · · · , 6}, and each is run 100 times. Tables 4, 5, and 6, respectively, are the analogues to tables 1, 2, and 3 above, showing the decomposed MSE ofβ(t) as N , m, and J increase. In table 4 we see that, except when β(t) ≡ 0 (i.e. w = 0), in which case choosing the smallest number of FPCs clearly makes the most sense, a choice of J = 2 is otherwise the most reasonable. However, we direct the interested reader to the appendix, section D, where we include the results for varying N and m with a fixed J = 3 and J = 4. Table 4 is noticeably different in contrast to table 1, where we used the true imputation parameters. Now, using estimated imputation parameters instead, MuC has noticeable bias across all values of J, and in particular does not become unbiased by simply increasing J. Furthermore, the variance of the MuC estimator is much larger in these simulations than when the true simulation parameters were used-so much so that MuC no longer boasts a distinctive advantage in MISE across all values of J. The best choice of J again depends on the signal and is not unanimous, but a choice of J = 2 seems the most equitable for the four approaches.
We can see in table 5 that when w = 0, the unconditional approaches are more accurate than the conditional approaches, but that the advantage fades as the sample size grows. Conversely, as the signal increases, the advantage flips to the conditional approaches, particularly for small sample sizes. In particular, notice that with a sample size of 100, the MISE for MeU is about 3 times that of MuC when w = 5 and nearly 4 times as large when w = 10. While these gains diminish as N increases, as long as the signal is large enough, MuC results in the lowest MISE for all values of N , and its advantage increases with the signal. Table 4 : Decomposition of MISE ofβ(t) as J increases, for a linear model using estimated imputation parameters.
approaches as the signal grows, and especially for smaller values of m. Again, for a large enough signal, regardless of the value of m, MuC outperforms each of the other imputation approaches. In addition, recall that in table 3, in which the true imputation parameters were used for imputation, the variance of the MuC estimator actually increased slightly as more of each curve was observed. This is no longer the case since now increasing m improves the imputation parameter estimates, leading to a better approximation of the imputation distribution, and thus to less variation across estimates.
Type 1 Error Rates
As mentioned in section 2.2, one of the advantages of multiple imputation is that we can incorporate missing data uncertainty into estimation and statistical inference, which is neglected by mean imputation. As such, we would expect mean imputation to produce artificially small standard errors. We substantiate these expectations by simulating data, testing the hypothesis Table 5 : Decomposition of MISE ofβ(t) as N increases, for a linear model using estimated imputation parameters.
against the alternative
and comparing rejection rates across imputation methods. If, as we expect, mean imputation approaches underrepresent the standard error, then we should observe higher rejection rates for mean imputation approaches than their multiple imputation alternatives (i.e. a gain in power, but also larger type 1 error rates).
We again use estimated parameters and follow the same simulation and estimation procedures outlined above in section 3.1.2. Hypotheses are tested at the 0.05 nominal significance level, using the statistic
where the λ * i are the eigenvalues of C β (t, s). P-values are computed using the imhof() function of the CompQuadForm package. These simulations are run 500 times for each of three different signals, w ∈ {0, 1, 2}, and across all runs N = 200 and J = 2 are fixed, while m ∈ {2, 5, 10, 20}. Note that simulations for w = 0 correspond to simulations under the null hypothesis and thus we would hope for our imputation method to have an empirical rejection rate close to the nominal Type 1 error Table 6 : Decomposition of MISE ofβ(t) as m increases, for a linear model using estimated imputation parameters.
rate of 0.05. Rejection rates for w = 1 and w = 2 correspond to statistical power. Table 7 displays the average rejection rate for each imputation method. We immediately see that, as expected, rejection rates for the mean imputation approaches are much larger than those of their corresponding (i.e. conditional or unconditional) multiple imputation approaches until the signal becomes large enough and sufficiently many points per curve are observed. In the sparsest cases-when we only observe 2 or 5 points per curve-rejection rates for mean imputation can be substantially larger than those for multiple imputation. These differences tend to dissipate as m increases to 20 points per curve, at which point all methods are fairly comparable.
It is interesting to compare the conditional imputation approaches to the unconditional ones. .000 1.000 1.000 0.986 10 1.000 1.000 1.000 1.000 20 1.000 1.000 1.000 1.000 Table 7 : Rejection rates at the 0.05 significance level over 500 simulations.
expected. However, one additional not-so-obvious result is that when the covariate is observed very sparsely, imputing the covariate conditional on the response inflates the type I error rate beyond the nominal rate. This makes sense, though, as the conditional imputation approach incorporates information from the response into the imputed values of the covariate; any false signal detected is merely residue of this process. The takeaway, then, is that one should only use the conditional imputation approach if there is evidence a priori (i.e. before imputation) that the variables are related, or for larger values of m.
Logistic Regression
Finally, since our approach can easily be applied to logistic scalar-on-function regression as well as the simple linear model, we compare performance of the four approaches in a logistic regression setting as well. For brevity, we omit the simulations using the true simulation parameters and only provide results for simulations using estimated paramters.
We begin by simulating Y i iid ∼ Berrn(p), for i = 1, · · · , N with p = 0.5. Then we simulate
) evaluated on an equally-spaced length-100 grid in [0, 1] where µ 0 (t) ≡ 0, µ 1 (t) = v 1 (t) + v 2 (t), and C X (t, s) is the same Matérn covariance given in equation 8. We again add noise to the X i using σ 2 δ = 0.5, and randomly sample m of the 100 grid points to observe for each curve. According to Theorem 1, since our choices of µ 0 and µ 1 satisfy ||C −1
. Estimation of imputation parameters is performed as in section 3.1.2, and a logistic regression model is fit using the first J FPCs.
For these simulations, we choose N = 400, m = 2, and J = 2 by default and show results for N ∈ {100, 200, 400, 800}, m ∈ {2, 5, 10, 20}, and J ∈ {1 · · · , 6}, with 100 runs for each setting.
Note that we do not adjust the signal in these simulations as we did in the simulations for the linear model. This is partially due to brevity and partially due to the inherent instability of logistic regression. We found that simulation results were particularly sensitive to the signal such that when the signal was too large and near-perfect classification could be achieved, all methods performed quite poorly and comparisons were less interesting. Likewise, we increase the default sample size to N = 400 for these simulations to insert additional stability. As before, we report MISE for the estimates resulting from each of the four imputation methods. Table 8 : MISE ofβ(t) as J increases, for a logistic model with estimated imputation parameters. Table 9 : MISE ofβ(t) as N increases, for a logistic model with estimated imputation parameters.
800, MuC performs quite well. The behavior of both MuU and MeC in these simulations is also quite interesting. Increasing N does little to improve the accuracy of MuU, which tends to drastically oversmooth its estimates, and while MeC improves as N grows, its instability renders it incomparably inaccurate even for a larger sample size. Table 10 : MISE ofβ(t) as m increases, for a logistic model with estimated imputation parameters. Table 10 
Application to Macrocephaly
Equipped with a new approach to scalar-on-function regression for sparsely and irregularly sampled functional data, we are prepared to revisit the macrocephaly data. One important scientific question that we hope to answer is whether and how children's head circumference trajectories are associated with their chance of having a pathology related to macrocephaly. We follow the approach outlined in section 2.3 for imputing the curves in a logistic scalar-on-function regression context. Due to the association between height and head circumference, we use a ratio of head circumference to height instead of raw head circumference. Thus, according to model 4, Y i indicates the presence or absence of pathology, p i the probability of the pathology occurring, and X i (t) the height-adjusted head circumference at age t of the i th subject.
Due to the prohibitive size of the data set compounded with the rarity of the pathology in the data, we fit a logistic regression model using a subset of N = 800 subjects. Specifically, we retained all 85 cases in our subsample, and the remaining 715 controls were randomly selected according to a stratified sampling scheme to roughly match the distribution of sampling frequency between cases and controls. The subjects in the resulting subsample had an average of 6.6 measurements. For the sake of comparison, we imputed the curves {X i (t) : i = 1 · · · , 800} according to all four imputation approaches outlined in section 3. For the multiple imputation approaches, K = 10 imputations were used. The imputed curves are depicted below in figure 3 . It is clear that the major differences exist between conditional and unconditional approaches, where, for example, the imputations are noticeably different towards the end of the age range.
After imputing the height-adjusted head circumferences, a logistic regression model was subsequently fit for each of the four approaches. The estimated coefficient functions are shown in black in figure 4 , along with their 95% pointwise confidence intervals (the black dotted lines). There is reasonable similarity in the coefficient functions estimated by the two unconditional imputation approaches and even more agreement between the estimated coefficient functions from the conditional imputation approaches. P-values for the test of a non-zero effect are presented in table 11. As was pointed out earlier, it is wise to be skeptical of the p-values produced from mean imputation as they do not properly incorporate imputation-specific uncertainty. Thus, as expected, they are less conservative than those of the multiple imputation approaches. However, in this case, the conclusion one would draw from the MuC approach is consistent with the mean imputation approaches as the p-value is still sufficiently low to reject the null hypothesis at any reasonable level of significance.
The only p-value which is not convincingly low is that of MuU which, as we saw in the simulations, has lower power than the other approaches and is prone to miss signals.
MeC MeU MuU MuC 0.000000 0.000000 0.120257 0.000015 Table 11 : P-values for test of no effect according to all four imputation approaches applied to the macrocephaly data. One of the main benefits of using a multiple imputation approach is the ability to better estimate uncertainty due to imputation. This is evident in the much wider confidence bands for the multiple imputation approaches compared to their mean imputation counterparts (the confidence bands for the mean imputation approaches are so narrow that they are barely visible). To gauge the suitability of the confidence bands we sampled with replacement from the subsample, and duplicated the imputation and estimation steps again (basically a one sample bootstrap). The the association between the ratio of head circumference to height and the probability of developing a pathology is negative at early ages but turns positive at later ages, this misses the fact that the effect must be interpreted jointly over the entire domain.
To aid our interpretation, we turn to the right panel of figure 5 , which decomposes the coefficient function into two parts: the average effect (which is constant over time) and the total effect less its average. The latter, depicted by the solid line, suggests a contrast between the negative values occurring in the first half of the domain, and the positive values occurring in the second half of the domain. Such a contrast can be viewed as an indication that the velocity of head circumferenceto-height growth drives the distinction between the groups. Taken together then, two components imply an elevated risk of developing the pathology: larger average head circumferences and unusual head circumference growth rates (both relative to height). 
Asymptotic Theory
In this section we provide a preliminary asymptotic justification for our procedure. This theory is by no means complete as our focus is more methodological. However, it establishes consistency of the MISFIT method in this particular setting; note that carrying out PACE to impute the curves/scores would not result in a consistent estimate of β(t), as discussed in Section 2.2. This theory focuses on FPCA estimation for the linear model and for the case where the number of points per curve is the same and fixed m i ≡ m, though there are now a variety of additional settings one can consider. For ease of exposition, we clearly list all of the assumptions below, even those that have already been discussed. Assumption 1. We make the following modeling and estimation assumptions.
1. The predictors, X i (t) ∼ N (µ X , C X ), are iid Gaussian processes and are independent of the iid errors, ε i ∼ N (0, σ 2 ε ).
The outcome, Y i , is given by
where α and β(t) are deterministic parameters.
3. The outcomes are observed, but the predictors are only observed at points t ij and with error:
The errors δ ij are iid normals with mean 0 and variance σ 2 δ > 0. They are also independent of all other quantities.
4. The function β(t) lies in the span of the first p eigenfunctions of C X . 5. We have consistent estimates of the parameters, µ X , C X , σ 2 δ , C XY , µ Y , and σ 2 Y in the sense that
6. The first p + 1 eigenvalues of C X are distinct.
7. The number of points per curve is fixed and the same for every i, i.e. m i ≡ m > 0.
We now discuss each of these assumptions in more detail. The first three assumptions are simply our modeling assumptions. The fourth assumption makes the asymptotics easier to derive, by assuming that there is no truncation error when expressing β(t) using the first p eigenfunctions of C X . While convenient, it is clearly not true in general and at best an approximation. One can see Cai and Yuan (2012) for discussion on the interplay between β(t) and the eigenfunctions of C X .
The fifth assumption guarantees that we have consistent estimates of the various parameters needed for imputation. These can be computed using any number of methods (splines, local smoothing, etc.) and such an assumption allows us to avoid assuming a specific approach (as well as listing all of the additional technical assumptions each approach would require). The fifth assumption is common in FDA and guarantees that the eigenfunctions can be consistently estimated, though this assumption can be relaxed (Petrovich and Reimherr, 2017) . The last assumption is again for convenience, providing simpler expressions and asymptotic computations. However, this assumption can be relaxed, and there is a great deal of interest in the interplay between convergence rates and assumptions on m (as well as β(t)). As our goal is methodological, we do not explore these dynamics in the present work.
Define the estimated quantitieŝ
We then drawξ i from a multivariate normal with the above mean and variance respectively. More specifically, let Z i be iid standard normal random vectors (i.e. mean zero and identity covariance).
Then, without loss of generality we assumeξ i is generated aŝ
Here we take Σ 1/2 to be the symmetric positive definite square-root so that it is unique. We then have the following result.
Theorem 2. Under Assumption 1 we have that
as N → ∞.
Conclusions
In this paper, we have introduced a multiple imputation approach, MISFIT, to performing scalaron-function linear regression in the presence of sparse and irregular functional data. This approach yields consistent estimates and captures the variation due to imputing the functional covariates, thus enabling more reliable statistical inference. We showed that this method could also be extended to functional logistic regression as well by utilizing an appropriate imputation model.
The prevalence of these simpler functional models in practice already gives MISFIT immense utility. However, an obvious next step is to extend this multiple imputation approach to more complicated models. It would be beneficial, for instance, to apply the same approach to other GLMs, or to GAMs. While the same ideas can be carried over easily enough, establishing a compatible imputation model could prove challenging. Even including multiple functional covariates in the linear or logistic models requires more careful thought than one would hope for such a seemingly direct extension. Much additional work is also left surrounding the theory. While consistency of the estimated coefficient functions was established, the next useful result would be to establish minimax rates of convergence. In particular, it would be interesting to see how the number of observed points per curve affects these rates. From Theorem 2 of Mirshani et al. (2017) or Theorem 6.1 of Rao and Varadarajan (1963) it follows that the distributions of X i |Y i = 0 and
L 2 < ∞ and orthogonal otherwise. Thus, this quantity must be finite for there to exist a nondegenerate logistic regression model. To find the form of α and β in the logistic regression model, we can use the equivalence of the two measures to define the density of X i |Y i = 1 ∼ N (µ 1 , C) := P 1 with respect to X i |Y i = 0 ∼ N (µ 0 , C) := P 0 , which has the closed form expression (Mirshani et al., 2017; Rao and Varadarajan, 1963) 
We can then compute the logit of p i as
Thus, we see that, in the context of logistic regression we have that
as claimed.
B Proof of Theorem 2
Proof. Recall that
We establish our Theorem via Slutsky's lemma, showing that each term inβ(t) converges to its desired population counterpart. Trivially, one has that sup t |v j (t) − v j (t)| = o P (1) and |λ i − λ i | = o P (1) since the estimated covariance is convergent and the population eigenvalues are distinct.
Therefore we need only show thatζ
To do this, we decomposeζ asζ
We will show that the first term converges to ζ and the others to zero.
For T 1 , one has that it converges to ζ using properties of conditional expectation and the SLLN.
For the second term, it is a sum of mean zero independent random vectors, thus the entire sum converges to zero again by the SLLN. For the third term we have, by Lemma 1
Lastly, turning to the fourth term, we have again by Lemma 1
which completes the proof.
Lemma 1. Under Assumption (1) we have
It follows that (9) holds since |v
and both m and p are finite (reall A i is an m × p matrix).
is the sum of two positive definite matrices, one of which is diagonal (diag{σ 2 ε , σ 2 δ , . . . }), and the same holds forB i . Since the B −1 i only differ at which time points are observed, we can construct a closed convex set, E, in the cone of positive definite matrices (in the space of symmetric matrices) that includes all of the B −1 i for any N . SinceB −1 i converges to B −1 i uniformly in i, it follows that, for N large, the set E can be increased by a small > 0 (i.e. include any matrix within of a point in E) to include all of theB −1 i and still only include positive definite matrices. On this new set the inverse map is continuously differentiable, and so we can find a constant, C, which does not depend on i such that, for N large
and since the right hand side converges uniformly in i, (10) follows.
The result (11) follows by combining (9) and (10).
We now turn to the final claim, (12). By the same arguments above, we have that
We now apply the same arguments as for (10). What isn't immediately obvious is that one can construct a closed convex set of positive definite matrices that contains all of the Σ i . This turns out to be possible as long as σ 2 ε > 0 and σ 2 δ > 0, which we show in Section C.
C Projection Calculation for Σ i
Here we show that one can construct a closed convex set within the cone of positive definite matrices that includes all of the Σ i and for any N . Let K denote the RKHS generated from the covariance function of C X (t, s). Now consider an arbitrary collection of elements of K, denoted as h 1 , . . . , h K .
Consider the matrix

SKS
Notice that within the RKHS, by the reproducing property, point-wise evaluation is given by g(t) = C t , g K , thus this setisup is bit more general than strictly needed. Now consider the operator
Then, by direct verification, one can see that
Now one can easily verify that P is a projection. So we have that
So, we have that the matrix of inner products in K can be expressed as the sum of two positive definite matrices.
Returning to our original problem, let h 1 = C XY and h j+1 = C t j for j = 1, . . . , m. Briefly assume that σ 2 ε = σ 2 δ = 0, we will address these two quantities at the end. Now, consider the scaled functionsṽ j = λ j v j = C X v j . Then we have that
Now we need to verify that A i and B −1 i are of the form given for S and K respectively. Notice that
and that
thus the A i as desired. Now by the reproducing property we have
and
Lastly, recall that C XY = C X β and σ 2 Y = C X β, β , thus
as desired. Thus, if σ 2 = 0 and σ 2 δ = 0, then this is a direct projection calculation and we have that
is positive definite since it can be expressed as a matrix of the pairwise inner products of Qv i .
Finally, if we assume that σ and σ δ are not zero, then this has the effect of adding directly the diagonal of B. Since B −1 is positive definite, this means that as σ and σ δ increase, B is strictly decreasing (in the sense of positive definite matrices). Thus we can construct a closed convex set of positive definite matrices that contains all of the Σ i for any i and all N . Table 19 : Decomposition of MISE ofβ(t) as m increases, for a linear model using estimated imputation parameters, with J = 4.
D Additional Simulation Results
Squared
