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I. INTRODUCTION 
An integral of the form J F(x,W)dx, where P is a 
rational function of x and W and where these variables are 
related algebraically by g(x,W) = 0, is called an Abelian 
integral. One particular class consists of those integrals 
where is a polynomial of degree n in x. If n = 3 or n = 4 
the integrals are called elliptic, and if n > 4 they are 
called hyperelliptic. For n < 3, it is known that the result­
ing integrals can always be evaluated in terms of elementary 
functions (l4, pp. 295-296). 
In this thesis we shall be concerned with elliptic 
integrals, specifically elliptic integrals of the third 
kind. The study of elliptic integrals dates from the 
time of Euler and perhaps reached its zenith with A. M. 
Legendre, who spent much of his time over a period of forty 
years in their investigation and numerical evaluation. This 
work culminated in a prodigious tome. Traite des Fonctions 
Elliptiques (l825-32). Legendre proved that every elliptic 
integral is expressible in terms of three standard integrals, 
which he denoted by P(cp,k), E(^^k), Tl^(cpf, plus 
elementary functions. Further major contributions were made 
by N. H. Abel and C. G. J. Jacobi who studied the functions 
obtained by inverting the many-valued Integrals. The 
fruition of these investigations was, of course, the single-
valued doubly-periodic functions known as the elliptic 
2 
functions. 
Throughout the nineteenth century the study of elliptic 
integrals and functions was much in vogue, with important 
contributions made by K. Weierstrass and A. Cayley. An 
enormous body of literature was devoted to this subject with 
applications to such diverse fields as physics and number 
theory. 
In contrast to the surfeit of the preceding century, 
the amount of research today into the field of elliptic 
integrals and functions, per se, is very modest. What 
research there is, is either in the field of Algebraic 
Functions, or in the techniques of numerical evaluation of 
the integrals. 
It has been known since the time of Gauss that the 
complete elliptic integrals of the first and second kinds are 
hypergeometric functions. However, it was not until 196I 
that it was shown that all elliptic integrals are hyper­
geometric functions either of the form or its generaliza­
tions to two or more variables and Pp. In fact, it has 
been shown that a general theory of elliptic integrals can be 
based on their hypergeometric characterization, the principal 
consequence being that such an interpretation lends itself 
not only to analytical investigations, but to practical 
considerations as well. In (8) Carlson has set forth the 
basic results for the symmetric Integrals of the first and 
second kinds. 
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It will be the purpose of this thesis to examine the 
properties of partially symmetric integrals of the third 
kind. Part of this purpose is to recast an already existing 
body of results in a new notation and to find derivations 
appropriate to this notation. It is felt that this viewpoint 
yields a simplification and, in some aspects, a unification 
hitherto not possible. 
We shall see that there are at least two choices for 
the normal integral of the third kind: Rj and Ry. Though 
each has certain advantages, we shall accentuate Rj. In 
terms of this new formulation, the linear transformations on 
cp and k in Legendre's notation are replaced by a symmetry 
statement and the quadratic Landen and Gauss transformations 
have a unified form. Linear transformations, usually called 
the change-of-parameter relations, will be expressed in terms 
of Rjj a previously unknown transformation will be obtained. 
Two new procedures for calculating elliptic integrals of the 
third kind will be derived; one of these methods employs the 
descending Gauss and ascending Landen transformations. Also, 
some inequalities for Rj will be considered. Finally, a 
table of reduction formulas and short numerical tables of 
Rj and R^, as well as the Fortran programs which were 
used in the construction of the latter tables, will be given. 
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II. THE R-PUNCTION 
In order that this thesis be as self-contained as 
possible, we give in this chapter a brief synopsis of the 
fundamental properties of a hypergeometrlc function which is 
equivalent to Lauricella's function (6). 
The R-functlon, for ]l-z^| < 1 (i = 1, .n), is 
defined by the n-fold series 
CO 
(2.1) R(a,b,z; = ( = .n'i+-• •+">„) • 
where 
{b^,m^) = t^(bj_+l)... (b^+m^-1) = r(bi+m^)/rCb^), 
b = (b^j •••J )i 
z = (z^y •••y , 
c = b^^i- ... + b^ ^  0, -1, -2, ... 
An explicit analytic continuation is given by the 
integral representation for Re a > 0, Re a' >0 
00 a, n -b. 
(2.2) .B(a,a')R(a,b,z) = [ f] (t+z ) ^ dt, 
i 1=1 
where a' is defined by c = a+a', and B(a,a') is the beta 
function. Since R(a,b,z) is a many-valued function, we take 
the single-valued principal branch of the function by requiring 
that argt = 0, |arg z^\ < ttj |arg (t+z^}] < ^  (l = 1, ...,n). 
The R-function has two salient properties: symmetry 
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and homogeneity. It Is a symmetric function under a simul­
taneous permutation of arguments and b-parameters and is 
homogeneous of degree -a. Also it is apparent from the 
series representation (2.1) that if all the arguments are 
unity then the function has unit value. Thus it follows 
from homogeneity that 
R(aj b 2 J •••J b^ j j 2) z « 
In fact, the R-function can be considered a generalization 
of z"®" to n complex variables (7, p. l64). 
An R-function with a zero argument or parameter reduces 
to a function with one less argument or parameter. Obviously 
from (2.2) we have 
B(a,a'-b^) 
(2.3) R(a; B(a,a') 
R(ajb^j . . . f ' f 
provided Re(a'-b^) > 0, and 
(2.4) R(ajbj,...j b^_ z^ ) — R , ..., t)^_ ^  j 
The a and a' parameters can be interchanged by means of 
an Euler transformation, 
n -b. . 
(2.5) R(a,b,z) =77 z. iR(a',b,z-^) , 
i=l 
where z"l = (z^l,., .,z~^). 
Formal differentiation of (2.2) under the integral sign 
shows that 
(2.6) a/az^ R = -ab^/c R(a+lj, b^+l), (i=l,...,n). 
6 
where R(a+1, b.+1 ) denotes R(a+lj , . . . , . . . . ,z ). 
•L -L 1 xi JL Ifl 
The reduction formulas given in the Appendix were derived 
by repeated applications of relations between associated 
functions (that is^ R-functions whose corresponding para­
meters differ by integers). If R(b^±l) is defined as above, 
then we have 
n 
(2.7) cR(a-l) = z b z. R(b +l), 
1=1 
(2.8) (c-l)R(b^-l) = (a'-l)R + az^R(a+l) (l=l,...,n), 
n 
(2.9) OR = z b R(b +1) . 
1=1 ^ ^ 
In view of (2.6) Equation 2.7 is basic since it is a statement 
of Euler's theorem for homogeneous functions. The second 
equation is a statement that R satisfies the differential 
relation a'b^R(b^+l) = c(z^ + b^)R (1=1, ...,n) (6, Eq. 
5.1). The last equation can be proved by substituting (2.8) 
in (2.7). Alternative proofs starting from the series 
(2.1) are given in (6, p. 458). 
An important Integral relation which will be used later 
is 
(2.10) B(a,a« )R(a,b,z) = J°°[s(s+f )]^'~^(s+g)^'^(s-i-UQ) (s+v^) 
o 
n -b. 
• TT [{s+u. )(s+v. )] ds, 
1=1 ^ ^ 
where Re a > 0, Re a' >0, f and g are arbitrary but unequal, 
and 
7 
"o+Vo = 28, = fS, 
(2.11) 
Ui+Vi = = Z^g (1=1,...,n). 
This result is obtained by substituting t = s(s+f)/(s+g) in 
( 2 . 2 ) .  
Since, for appropriate choices of parameters, the 
integrand of (2.2) contains the square root of a cubic or 
quartic polynomial in t, it is evident that any elliptic 
integral can be written as a hypergeometric function. 
However, historically and in many physical problems, the 
integrand of an elliptic integral is usually written in 
terms of trigonometric or Jacobian elliptic functions. Thus, 
in order to facilitate their hypergeometric representations 
we note that the substitution sin 6 = (l+t) ^ ^^sin cp gives by 
( 2 . 2 )  
(2.12) J^(sin e)2^"^(sin%-sin2e)^'~^(cos 0)^"2^1 (l-a^sin^e") %0 
0 
= -g B(a,a')(sin ç^^^'^R^ajb^/bg/b^/b^icos^q^l-k^sin-^, 
l-a^sin^cp^ 1 ) j 
where Re a > 0, Re a ' >0 and a+a' = b^+bg+b^+b^^. 
Ar alternative form of this result using elliptic functions 
is given in (6, Eq. 8.1). 
Legendre's choice for the standard elliptic integrals of 
the first and second kinds are respectively 
(2.13) F(cp,k) = J^(l-k2sin20)"^/2d0 
o 
8 
and 
(2.14) E(%^k) = J^fl-k^sin^gjl/Zdo, 
b 
where cp and k are called the amplitude and modulus and 
O "P" 
generally 0 ^  ^  <-5, 0 < k^ < 1. When cp = g the integrals 
are said to be complete and are then denoted by K(k) and E{k). 
Prom (2.12) we have immediately that 
(2.15) P(9,k) = sin % R(l/2;l/2,l/2,l/2;co82y^A^,l), 
and 
2 
(2.16) E(q^k) = sin V R(l/2;l/2,-l/2,3/2;oo82^,A ,l), 
P p 
where a = l-k^sin cp. The lack of any symmetry of the right-
hand side of (2,l6) has been shown (8) to account for the 
rather unpleasant behavior of E(^,k) under linear transforma­
tions, which are used to put the amplitude and modulus into 
the usual intervals given above (l4, p. 316). 
From (2.7) and (2.8) it can be shown that 
2 
(2.17) E(cp,k) = -cos cp cot cp Rp(cos^cp^ ^ j1) 
. 2 ^ \ 
+ CSC cp RQ(COS cp, A , 1)- A cot cp, 
where 
Rpfcos^q^AZ,!) = R(l/2;l/2,l/2,l/2;oo82q^A2^i) 
RQ(cos2q^A2,l) . R(-l/2;l/2,l/2,l/2;oo82g^A^,l). 
In"- (8) B.C. Carlson has shown that several significant 
advantages are obtained when, instead of the usual integral 
forms, symmetric R-functions are used as the basis for the 
theory of elliptic integrals. Specifically, the normal ellip­
tic integrals of the first and second kinds are defined as 
9 
(2.18) Rp(x,y,2) = R(l/2;l/2,l/2,l/2;x,y,z), 
(2.19) RgfXjyjZ) = R(-l/2;l/2,l/2,l/2;x,y,z). 
The corresponding complete integrals are 
(2.20) R%(x,y) = R(l/2;l/2,l/2;x,y) 
= R(-l/2jl/2,l/2;x,y). 
In tnis notation a complete integral is obtained from the 
incomplete integral by setting one argument equal to zero. 
Since each function above is completely symmetric, any 
argument may be taken as zero. By (2.3) we have 
(2.21) Rp(x,y,0) = "2 J 
%(x,y,0) = ^  Rg(x,y) . 
This choice of symmetric normal forms in effect obviates the 
cumbersome linear transformations; furthermore, as we shall 
see in Chapter Y, the quadratic Landen and Gauss transforma­
tion (5) now take on a unified form. 
In the following chapter we define a corresponding 
hypergeometric normal integral of the third kind. This 
integral is intrinsically only partially symmetric, but 
nonetheless this partial symmetry is still equivalent to 
(and therefore supersedes) transformations on the amplitude 
and modulus. 
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III. ELLIPTIC INTEGRALS OP THE THIRD KIND 
The most commonly used definition of the standard 
elliptic integral of the third kind is that given by 
Legendre, 
(3.1) 
o 
2 
where cp and k are the amplitude and modulus and a is called 
the parameter. The parameter is unrestricted except that for 
cc^sin^cp > 1 one must specify how to integrate through the 
singularity of the integrand, for example, by taking a Cauchy 
2 2 principal value. When ^ = 0, 1 or k the integral can be 
expressed in terms of the integrals of the first and second 
kinds. At cp = n/S, (3.l) is complete and is denoted by 
[or7]^(a^,k)]. 
Roughly speaking, Legendre's canonical integral is used 
in practical work such as numerical evaluation, whereas in 
theoretical investigations the forms given by Jacobi or 
Weierstrass are used (ll, 1$). Jacobi's integral is ideally 
suited to proving certain addition theorems and the inter­
change of amplitude and parameter theorem for elliptic 
integrals of the third kind (ll). In this thesis we shall 
place new emphasis on a hypergeometrie function which is 
equivalent to Jacobi's integral, and we shall see that this 
definition is suited equally well to theoretical or practical 
considerations, 
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Though originally given in terms of elliptic functions, 
Tricomi (l4) defines Jacobi's integral with trigonometric 
arguments, 
(3.2) TT*(cp, cos sin ^(l-k^sin^^)^/^. 
J^sin^e (l-k^sin^,|,sin^0 )~^ (l-k^sin^e )~^^^dfl. 
o 
Prom (2.12) we can write (3.1) and (3.2) as R-functions: 
(3.3) rTCp'O^jk) = sin % R(l/2;l/2,l/2,-l/2,l;cos2q^A2^i^ 
2 P \ l~a sin cp), 
and 
( 3 . 4 )  r T * ( c p , \ | ; ^ k )  = - | -  s i n ^ c p  c o s  i f  s i n  ^ ( l - k ^ B i n ^ ^ ) ^ / ^ .  
R(3/2;l/2,l/2,l/2,l;co82g^A^,l,l-k^8in2* 
•sin^cp)^ 
2 2 2 
where a = 1-k sin cp. 
Another integral which occurs frequently in the reduc­
tion and evaluation of complete elliptic integrals of the 
third kind is Heuman's lambda function. This function has 
two representations 
( 3 . 5 )  A o ( e , k )  =  k ' 2  s i n  g  c o s  g f l - k ' ^ B l n Z g ) ' ! / ^  
' j"'^^(l-a^sin^0)~^(l-k2sin^e)"^/^de, 
o 
where a® = k^/fl-k'^sin^g), It' » and 
(3.6) AO(b,Ic) -|[E(k)I'(p,ki)+K(lc)E(5,k')-K(lc)P(B,ki)]. 
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Except for a multiplicative factor and a specialization of 
the parameter (3-5) is the same as (3.1) with cp = n/2, and 
therefore its R-functlon representation can be obtained from 
(3.3)• The quadratic form (3.6) expresses a well-known 
fact that complete elliptic integrals of the third kind are 
quadratlcally expressible in terms of integrals of the first 
two kinds (l4, p. 321). Similar results using R-functions 
will be derived in Chapter VI. 
We now define the normal elliptic integrals of the third 
kind to be 
(3.7) R%(x,y,z,p) = R(l/2;l/2,l/2,l/2,l;x,y,z,p), 
(3.8) Rj(x,y,z,p) = R(3/2;l/2,l/2,l/2,l;x,y,z,p), 
with respective complete Integrals 
(3.9) R^Cx^y^p) — R(1/2jl/2j1/2,Ijx^y,p)J 
(3.10) Rjy[(^jyjp) — R(3/2j 1/2,1/2,1 jx^y, p ). 
It is apparent from inspection of (3.4) that Rj is equivalent 
to Jacob!'s integral, whereas R^ lies closer to Legendre's 
definition since, by putting p = 0, it reduces to the normal 
integral of the first kind. Rj has the disadvantage that it 
has, as can be seen from (2.2), a logarithmic singularity at 
p = 0. Though either Definition 3.7 or 3.8 could be used as 
the basic element for elliptic integrals of the third kind, 
it will be seen that certain aspects of the development are 
simpler in terms of Rj than in terms of Ry. 
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From (2.3) we have the special values 
^ Rp(x,y,z), 
~ 'ij Tf 
(3.11) Rj^(x,y,0,p) =-g TT 
R^^x,y,0) = 2 R%(x,y), 
Rj(x,y,0,p) =-5 n Rjji(x,y,p). 
Using (2.8) with the help of (2.4) we obtain an important link 
between Rj and 
(3.12) pRj(x,y,z,p) + 2Ry(x,y,z,p) = 3Rp(x,y,z). 
Setting z = 0 in the above gives by (3.11) 
(3.13) pRjyj(x,y,p) + R^^x,y,p) =2R^(x,y). 
Equations 3.12 and 3.13 enable the rapid conversion of one 
notation into the other; the results which follow will 
generally be stated in terms of both Rj and Rjj. Also, to 
emphasize the fact that Definitions 3.7 and 3.8 are symmetric 
in the first three arguments only it will be a standard 
practice throughout this thesis to use a Greek letter for 
the argument with the integral b-parameter. 
Using the reduction formulas in the Appendix on the 
right-hand side of (3.3), we can express Legendre's integral 
as 
14 
2 
(3.14) 1 [(^^a^jk) = sin^cp Rj(co82^,^ ^l^l-Q^^sin cp) 
2 
+ sin cp Rp(cos ^ ; 1 ) J 
= - i O^slnSg R (co82q^A2,l,l_a28ln2g) 
1-OL sin^g 
4- p R (cos^cp,^^,!), 
l-a^8in^9 
and when cp = n/2 we have by (3.11) 
2 
(3.15) TT(a^jlc) = TP Rj,(l-k^<ljl-a^)+ g RK;(1-1<;^>1) 
2 
4(a^-l) - - - • 
R^(l-k^l,l-a®) +-S—^ Ru(l-k2A). 
15 
IV. LINEAR TRANSFORMATIONS 
A. Values of the Parameter 
2 The range of values for the parameter a is of special 
interest in the theory of elliptic integrals of the third 
2 2 kind. In Legendre's notation the cases k < a <1 and 
2 
-co < a < 0 are said to be circular intervals of the parameter. 
2 P P The cases 1 < a < and 0 < a < k are said to be hyper­
bolic intervals (Cayley (ll) uses the word logarithmic). 
The reason for this terminology is that certain relations 
connecting two integrals with parameters situated in the 
different circular (or hyperbolic) intervals contain an 
elementary circular (or hyperbolic) function. These trans­
formations are called change-of-parameter relations. 
Similarly we shall be concerned with the corresponding 
values of p. If the arguments of Rj or Rjj are real and 
positive then the numbers x, y, z divide the real p axis into 
four disjoint open intervals which will be labeled successively 
H'j C, H, and C. In particular H' extends to and C to +„. 
For example, ifO<x<y<z then the cases < p < x, 
x<p<y, y<p<z, and z < p < « are respectively 
H, C. 
Also, if we define the function 
(4,2) 6 = (p-x)(p-y)(p-z), 
then p is in a circular or hyperbolic interval according as 
16 
A > 0 or g < 0. When 5=0 then the normal integrals of 
the third kind reduce to normal integrals of the first and 
second kinds. For example, we have 
Rj(x,y,z,x) = R(3/2;3/2,l/2,l/2;x,y,z) 
= (x_y)(x_z)[3xRp(x,y'Z)-GRo(x.y.z) 
+3(yz/x)^/®], 
where the last line is obtained from use of (2.7)-(2.9) or 
from (25, Table 3). 
For numerical purposes it is sufficient to consider only 
one circular and one hyperbolic interval (in fact, only part 
of the intervals) since the value of the integral in the other 
intervals can be calculated by means of the change-of-
parameter relations. 
B. Transformations of Amplitude and Modulus 
Clearly, it would be inconvenient to tabulate Legendre's 
2 integrals for all possible values of cp, k and a , and hence 
they are usually calculated only over a portion of their 
respective domains. Linear transformations are then used 
to put the modulus, amplitude and parameter into the ranges 
which have been tabulated. 
As pointed out in Chapter II, linear transformations 
involving the amplitude and modulus for the integrals of the 
first and second kinds in Legendre's notation are replaced 
17 
by simple statements of symmetry when the normal forms R^, 
and Rg are used. Similarly, a linear transformation of cp 
or k in ri(v,a^,k) is equivalent to one of the five distinct 
permutations of the first three arguments in Rj or R^. Four 
of these transformations are given in the book by Byrd and 
Friedman (5, pp. 38-4o). For example, the imaginary-argument 
transformation is 
Tl(im,a2,k) = i[P(g,k') - [1(6,1-0^,%' 
where g = tan~^(sinh çp), and k' is called the co-modulus and 
P P determined from k +k' = 1. Interpreting both sides of this 
relation as R-functions by (3.14) and making the substitutions 
= cos^icp, = l-k^sin^icp, = 1-a^sin^icp, 
shows that the right side differs from the left only by a 
permutation of x and z. 
Conversely, starting from the R-function characteriza­
tion (3.3) of ] [(cp^a^^k), it is possible to deduce the linear 
transformations. For example, 
rT(cp,a^,k) = sin cp R(l/2;l/2,1/2,-1/2,l;cos^cp,A^,l,l-a^sin2cp) 
= sin cp R(l/2jl/2,l/2,-l/2,l;/,cos^cp,l,l-a^sin^cp) 
= k*8ln 9*R(l/2;l/2,l/2,-l/2,l;oo829*,A*2,l, 
l-a*^sin^cp*) 
= k* TTCcp*, 0*2, k*). 
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where k* = 1/k, a*^ = a^/k^ and sin cp* = k sin cp. This 
result is known as the reciprocal-modulus transformation. 
C. Change of Parameter 
The change-of-parameter relations in Legendre's notation 
(ll, pp. 121-125) connect two elliptic integrals of the third 
2 2 2 kind whose parameters are associated either by a a' = k or 
by (l-a^)(l-a'^) = k'^. If C and C, H' and H denote respec­
tively the two circular and hyperbolic intervals of the 
parameters, the relation maps each circular interval onto 
itself and interchanges the two hyperbolic intervals: 
C'<-> C', G ^  G, 
The effect of the latter transformation can be expressed 
symbolically by 
H'<-> H', H ^  H, C C'. 
We shall now derive the corresponding results for Rj. 
In (2.10), with n = 2j we choose b^ = a and bg = 1, which 
determines a' =1. Thus for Re a > 0 we have 
(4.3) B(a,l)R(a;a,l;z^,Zg) = J (s+g)^~^(s+u^)"^(s+v^)~^(s+u^ 
o 
• (S+VQ)(s+U2)~^(S+V2)"^ ds, 
where 
"0+^0 = 2®' "o''o = fs, 
( 4 . 4 )  =  f + Z } ,  
Ug't'Vg = f+Zgj ^2^2 ~ Zgg. 
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By partial fractions (4.3) becomes 
B(a,l)R(a;a,ljz^,Z2) = J°'(s+g)^~^(s+u^)~^(s+v^)'^ds 
o 
+A J'"(s+g)^-l(s+u^)-^(s+v^)-^(s+u2)"^ds 
0 
+A' J* (s+g)®" ^(s+u^) ^ (s+v^) ^ (s+Vg) ^ ds, 
o 
where 
-2- "2 ' " = -2-^2 • 
In virtue of (2.2) the above is equivalent to 
B(a,l)R(a;a,l;z^,Z2)= B(a,l)R(a;l-a,a,a;g,u^,v^) 
+AB(a+l,l)R(a+l;l-a,a,a.l;g,u^,v^^Ug) 
+A'B(a+l,l)R(a+l;l-a,a,a,l;g,u^,v^,V2). 
If now g = X, u^ = y, v^ = z and Ug = p, then (4.4) can 
be solved for u^, v , Zg, f and Vg. The results are 
z^ - yz/x, Zg = yz/x + (p-y)(p-z)/(p-x), 
(4.5) f = y+z - yz/x, 
Uq = X + (y-x)l/2(z-x)l/^, VQ = x-(y-x)l/2(z-x)^/2, 
Vg = X + (x-y)(x-z)/(p-x). 
Hereafter we shall relabel Vg as y. Also, it is evident that 
A = -(p-x). A' = -(y-x). 
We have then a relation with one free parameter : 
(4.6) (l+a)R(a;a,l;z^,Zg) = (l+a)R(a;l-a,a,a;x,y,z) 
-(p-x)R(a+l;l-a,a,a,l;x,y,z,p) 
-(y-x)R(a+l;l-a,a,a,l;x,y,z,y), 
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where the restriction Re a > 0 can now be dropped by virtue of 
the principle of analytic continuation. Putting a = 1/2 
gives 
(4.7) (p-x)Rj(x,y,z,p)+(Y-x)Rj(x,y,z,Y)=3Rp(x,y,z)-3Re(zi,Z2)' 
where Zg and y = Ug are defined in (4.5), and 
(4.8) Re(zi'Z2) ^  Rfl/Zjl/Sjljz^jzg) = 
— Tj; (o, J Zg ) 
is an elementary transcendental function. In (7, p. 173) it 
is given that 
(4.9) Rg(x,y) = (x-y)"l/^8inh"l[(x-y)/y]^/2^ x > y 
= (y-x)"^/^sln"^[Xy-x)/y]l/2, y > x, 
where these results follow from the fact that an R-function in 
two variables is completely equivalent to Gauss' hyper-
geometric function. Also, it Is Important to note that (4.7) 
is symmetric in p and Y; this can be seen from the relations 
(p-x)(Y-x) = (y-x)(z-x) and (p-y)(p-z)/(p-x) = (Y-y)(Y-%)/ 
(Y-X). 
By permuting x, y, and z, and using the symmetry of Rj 
and Rjp in these arguments, we see that (4.7) is actually 
equivalent to three relations, which we write in a unified 
form by letting i, j, k stand for any permutation of 1, 2, 3: 
(4.10) (p-Xi)Rj(x,y,z,p)+(Y-Xi)Rj(x,y,B,Y)"3Rp(x,y,z) 
-3Rg(Z]_,Z2), 
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where 
= X, Xg = y, Xg = z, 
(p-x^)(Y-x^) = )(%%-%! ); 
=1 = XjXk/Xl' 
Gi = (p-Xj)(p-Xk)/(p-Xi) = (Y-Xj)(y-X^)/(Y-Xi), 
®1 ®2®3 "" ^ * 
We shall refer to a particular case of (4.10) as a Tj_-
transformation, where explicitly is the relation between 
p and Y given above. 
To interpret these results we adopt the convention that 
0 < X < y < 2. Figure 1 shows the effect of the mappings 
for i = 1,2,3. Symbolically, this diagram can be summarized 
by: 
T 1* 
T2' 
'3' 
H' H' 
C C 
H ^ H , 
H' <-> H 
C C , 
H' H 
C C 
C <-» G . 
Thus it is seen that and ^3 are equivalent to the parameter 
transformations (l-a^)(l-a'^) = k'^ and o^a'^ = k^. The 
xg-transformation is apparently a hitherto unknown result which 
would be equivalent to a relation between two integrals in 
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1-
Flgure 1. Graphs of 7,(1=1,2,3) In the P-y plane. 
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Legendre's notation in which the parameters are associated by 
We now give the corresponding results for complete 
integrals. If we put x = 0 in the T^-transformation, we 
obtain after relabeling y, z as x, y 
(4.11) pRj^(x,y,p) +Rj^(x,y,^) =2R^(x,y). 
In terms of the above is 
(4 .12 )  R^(x,y,p) + RL(x,y, ^ ) = 2R%(x,y). 
Alternatively (4.12) can be derived by applying the Euler 
transformation (2.5) to R^: 
RL(x,y,p) = 
P P 
and then using (3.13). 
Setting X = 0 in the T^-transformation gives, after 
again relabeling variables and using (3.13), 
(4.13) (p-x)(p-y)RL(x,y,p)+p(y-x)Rj^(x,y, y) 
= 2x(y- p )R^(x,y) + 2p^/^(p-x)^/^(p-y)^/^, 
which is valid provided P e C' or Cj and 
(4.14) (p-x)(p-y)R^(x,y, p )+p(y-x)R^(x,y, y) 
= 2x(y-p)R%(x,y) 
when p e H' or H. This latter result differs from (4.13) 
in that the Cauchy principal value of the R^ term, as 
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defined by the integral (2.2), is zero. The complote case 
of the Tg-transformation is equivalent to the equation obtained 
by permuting x and y in (4.13) and (4.l4). 
Figure 1 is still applicable to these results for complete 
integrals except that x, y, z are replaced by o, x, y and 
C, C and H ', H are defined respectively by 
0 < P < X ^  
- c o < p < 0 ,  x < p < y .  
Equation 4.12 is the source of several interesting 
special values for If p = (xy)^/^ we have 
(4.15) %&(%,?,(xy)^/^) =RK(x^y). 
Also, if p =then (4.12) is a relation between complete 
integrals whose third arguments are the arithmetic and 
harmonic means of x and y. It follows from the preceding 
sentence and (4.15) that 
(4.16) (xy)^/^) ='g[R[^(x,y, -^)+RL(x,y, -^)]. 
If in (4.15) we replace x and y by their harmonic and 
arithmetic means, respectively, and if we note that the 
geometric mean of any two positive numbers is the same as the 
geometric mean of their harmonic and arithmetic means, we then 
obtain 
(4.17) 
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= (2^)-l/2 Rjj(x2,y2) 
= (X±2)-V2 „-L ^ 
Where the third equality is the Landen transformation of R^. 
In the last equality M is Gauss' arithmetic-geometric mean 
2 2 — 1 
of X and y and the result: R^(x ,y ) = M~ , follows from 
repeated Landen transformations (8, Eqs. 5.2-3). 
Putting p = (xy)^'^^ in (4.l4) gives a linear relation 
between two R^'s evaluated at the positive and negative 
geometric means of x and y. 
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Vc QUADRATIC TRANSFORMATIONS 
The well-known Landen and Gauss transformations of 
Legendre's integrals when used recursively give a method of 
direct hand calculation. It was shown by Carlson (8) that 
these quadratic transformations take on a unified form when 
Hp and are chosen as the normal elliptic integrals of the 
first two kinds. It will be shown that the quadratic trans­
formations of Rp, RQ and R^ are just special cases of an 
extension of a known relation containing a free parameter. 
The starting point, as in the preceding chapter, will be 
( 2 . 1 0 ) .  
The results which follow are derived naturally in terms 
of Rjj. This, plus the fact that R^ reduces to R^ (that is, 
it has no singularity at p = O), suggests that it be chosen 
as the elliptic integral for numerical purposes. As a 
rule, however, most formulas involving R^. and Rp can be 
expressed with simpler coefficients in terms of Rj and R^. 
This is the reason Table 3 in the Appendix was constructed 
using Rj rather than R^. 
If in (2.10) we choose 
f = 8 = ^ 
then from (2.11) it can be shown that %% = and Ug = 
Vg = v^. Now if n = 4, b^ = bg = 1/2, = 1 and a'  = 2 ,  
then b^ = a, and thus (2.10) becomes 
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R(a;l/2,l/2,a,l;z^,Z2'Z3'Z4) 
= R(a;-l,l-a,a,a,l,l;f,g,Ug,V2,U4,V4). 
A more convenient notation is obtained by replacing 
Zg, Zgj Z^ by X, y, z, p and g, by u, v, w, a, 
J. By partial fractions, as in the derivation of (4.6), we 
have 
(5.1) (A- T )R(a;l/2,l/2,a,l;x,y,z,p) 
= (c-f)R(a;l-a,a,a,l;u,v,w,c) 
+(f-T)R(a;l-a,a,a,l;u,v,w,?), 
where 
F = (XY)^/^, 
(5.2) 2u= (xy)^/^ + (x+y)/2 , 
2v= (xy)^/^ + z - (z-x)l/2(z_y)l/2j 
2w= (xy)^/^ + z + (z-x)^/^(z-y)^/^, 
2?= (xy)^/2 + p - (p-x)^/^(p-y)^/^, 
20= (xy)i/2 + p + (p-x)^/^(p-y)^/^ 
and 
(5.3) 
X = [u + (U-V)l/2(U-W)l/2]2/U, 
y = [u - (u-v)^/2(u-w)l/^]2/u. 
z = vw/u, 
=  n ( n - t )  ^  r{r-f) _ CT(u-v)ru-w} 
P o-u T-U U(ct-U) 
If we now set a = 1/2 in (5.l) and use the fact that 
then the quadratic transformation of R^ is 
(5.4) (a-T)R%(x,y,z,p)=(p-T)RH(*'V'W,a)+(a-p)R%(u,v,w,?). 
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Applying (3.12) to (5.4) gives the alternative form 
(5.5) (a-T)pKj(x,y,z,p)=(o-T)aRj(u,v,w,n)+(a-p)TRj(u,v,w,7). 
It is easily shown that (ct-u)(t-u) = (v-u)(w-u); this 
result is equivalent to the relation between p and y in 
Equation 4.10. Thus we can eliminate either one of the Rj 
terms on the right side of (5.5) by using (4.7) written in 
the form 
(a-u)Rj(u,v,w,c) + (T-u)Rj(u,v,w,T) = 3Rp(x,y,z) - 3Rg(z,p), 
where z^=z, Zg^P (5.3), and Rp(x,y,z) = Rp(u,v,w) (8, Eq. 
5.13). We have 
(5.6) [p+(p-x)^/'^(p-y)^/^-(x+y)/2]Rj(u,v,w,a) 
= (p-x)^/^(p-y)^/^Rj(x,y,z,p)+3Rp(x,y,z)-3Re(z,p) 
and 
(5.7) [p-(p-x)l/2(p-y)l/2_(x+y)/2]Rj(u,v,w,T) 
= - (p-x)^^^(p-y)^^^Rj(x,y,z, p)+3Rp(x,y,z)-3Rg(z, p), 
where a and T are defined in (5.2). Equations 5.6 and 5.7 
are the same except for the sign of the square roots. We 
shall always take the positive square root of real numbers 
so that we have cr > T-
Since the left-hand sides of (5.6) and (5.7) are 
symmetric in only x and y, inspection of (5.2) shows that 
these equations define real transformations only if (z-x)(z-y) 
> 0 and (p-x)(p-y) > 0. But 
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2 = (g-u)(g-v)(CT-W) ^  (T-U)(T-v)(t-W) 
(A-U)^ (T-U)^ 
and thus p-z is > 0 or < 0 according as Q- (or T) is in a 
circular or hyperbolic interval, so that 6, as defined by 
(4.2), is also >0 or < 0. That is P and A (or T) are 
circular or hyperbolic together. We shall denote the circular 
and hyperbolic intervals relative to u, v, w as zf. 
The following table shows, even though P, q and T are 
circular or hyperbolic together, it can happen that p e C 
implies g e whereas ? g In one half of the table, z is 
the smallest of x, y_, z, and in the other half, the largest. 
Table 1. Regions of a and T 
0 < z < X <  yoO < V < w < u 0 < X < y < z o 0 V 
>
 
V
 
V
 
p  T  CT T a 
H' 
C ' C complex complex 
H complex complex 
C 
€ 
zf 
Thus in order to preserve the correspondence H', C, H, C 
zf it is sufficient to use (5.6) whenever p > x, y 
and (5.7) for p < x, y. 
Figure 2 shows how to obtain the quadratic transformations 
of Rp and R^ from (5.4). To obtain the quadratic trans­
formation of Rg, we put a = -1/2 in (5.l) and choose p or & 
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z or V CT 
2 and 
R. or Ju 
p or V 
R. 
Figure 2. Réduction of the quadratic transformation of 
to the quadratic transformations of R,, and ij A r 
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to be zero. The result for and hence for follows 
from (5.6). We have 
(5.8) [p+(p-x)^/^(p-y)^/^-(x+y)/2]R^(f/u,a) 
= (p-x)^'^^(p-y)^'^^Rjyj(x,y, p)-f-2Rj^(x,y)-2p"^/'^, 
which by (3.13) is the same as 
(5.9) [p+(p-x)^/2(p_y)l/2_(xy)l/2gR^(f,u,c) 
= (p-x)^/^(p-y)^/^R^(x,y,p)-2(xy)^/^R%(x,y)+2p^/2 
The arguments f, u and a are defined in (5.2), and we have 
used the fact that 
Re(0,p) . 
We have in addition to (5.8) and (5.9) the Rjvi, reduction of 
(5.7). However, this can be obtained from the above results 
by merely replacing g by ^ and changing the sign of the square 
root of (p-x)(p-y). 
The quadratic Landen and Gauss transformations of 
Legendre's Tl(cp,a^,k), (5, p. 39), can be determined from 
(5.4) by choosing respectively u = cos^cp and u = 1. Landen 
and Gauss transformations, understood to be real transforma­
tions, differ in the present notation only with respect to 
the relative size of the arguments. Equation 5.5 actually 
includes four real transformations, two direct and two 
inverse. If x, y, z are specified and z largest, then (5.5) 
will be called an ascending Landen transformation (AL); 
and for z the least in value, a descending Gauss transformation 
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(DG). The respective inverse transformations are obtained 
by choosing u to be the least or greatest in value. These 
transformations are called descending Landen (DL) and 
ascending Gauss (AG). 
Equations 5.4 or 5.5 provide a method for reducing j (z, 
p), z complex, to functions with real arguments. For 
exampleJ using (5.4) gives 
(?-?)%%(%,z,x,p)=(p-T)RH(u,v,w,a)+(c-p)R%(u,v,w,T), 
where 
Q- T = |z-p|; 
2(p-T) = P - |z| + |z-p|, 
2(a-p) = -p+ 1^1 + |z-p|, 
2u = |zI + Re z, 
2v = X + IzI - ]z-x|, 
2w = X + IzI + |z-x]. 
Thus an R-function with three half-odd integral b-
parameters, one integral parameter and two complex conjugate 
and two real arguments (a real argument always affiliated 
with the integral parameter) can be expressed, by the reduction 
table, as a combination of Rj, Rp, Rg and an algebraic 
function, and these in turn can be written in terms of 
R-functions with real arguments. 
Finally, we shall need the following special cases which 
are connected with the later use of Landen and Gauss trans­
formations. From (2.8) it is readily shown that 
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(5.8) 2(Y-P)RH(X,Y,Y,P) = SYRGFXJY) - SPR^FX,P), 
which by (3.12) becomes 
( 5 . 9 )  ( p-y)Rj(x,y,y, p )  =  3 R e(x,y) - 3Rg(x,p ) .  
As pointed out in Equation 4 . 9 ,  R g  is just a circular or 
hyperbolic function. Hence (5.9) is equivalent to 
(5.10) z J(x^-y^,x^,x2,x2+z2)^ s in"^(y/x) 
Z^+X^ 
where 0 < y < x; and 
(5.11) z^Rj(x^-y^,x^,x^,x^-z^)=-3y Isin ^(y/x) 
When 0 < y < z < x, and 
(5.12) z%,(x^-y^,x^jx^,x^-z^) = -3y~^sin(y/x) 
+3(y2-z2)-l/2sln-l(44)l/2 
X -z'~ 
when 0 < z < y < X. 
34 
VI. THE INTERCHANGE THEOREM 
We now consider a result which in the Legendre-Jacohi 
theory is called the theorem on interchange of amplitude and 
parameter. A particular case of this theorem is (l4, p. 315). 
(6.1) iri*(%^f) - p(9)E(*) = ri*(*,9) -
2 2 2 1 r 
where k is the same throughout, a = k sin and |)* is 
defined by (3.2). For 0 < ^ < n/2 the parameter is restricted 
2 2 to the hyperbolic interval 0 < q, <: k . There are actually 
five cases of this theorem distinguished according to the 
interval of the parameter. Three of these cases are given 
by Cayley (ll) in terms of Legendre's integral (3.1). 
An important consequence of this theorem is that the complete 
integral Tl"(,k) can be expressed quadratically in terms of 
complete and incomplete Integrals of the first and second 
kinds (l4, p. 321). 
In this chapter we shall derive similar results for Rj 
and R^. However, it will be seen that in terms of these 
integrals the "parameter" p is invariant in four of the five 
cases. 
Though this result is somewhat complicated when either 
Legendre's or the hypergeometric normal forms are used, it is 
surprisingly elegant when written in terms of Jacob!'s 
integral (3.2) expressed as a function of u = P(cp,k) and 
another elliptic integral of the first kind. The statement 
of the theorem then has the same simple structure as (6.1), 
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for all values of the parameter (ll, p. 113, Art. 14$). If 
2 2 2 
cc = k sn a, where sn a Is the standard Jacobian elliptic 
function of the first kind, then all real values of can 
be obtained by considering a complex and having values on the 
boundary of one-eighth the fundamental period parallelogram 
of sn a. • 
From (2.6) we find 
(6.2) Rj = - ^  R(5/2;l/2,l/2,l/2,2; x,y,z,p). 
We can reduce the right-hand side by the formulas in Table 3 
of the Appendix. This gives 
5 -p _ _! 3p^~2pt+s p 3 0 o 
Bp J 2 (p-x)(p-y)(p-2j J 2 (p-x)(p-y}(p-z} P 
3 r , 3 
(p-x) (p-y) (p-2) G 2 (p-x) (p-y) (p-z) •* 
which is a linear first-order differential equation and can 
therefore be written as 
(6-3) i; [[(p-x)(p"y)(z-p)]^/^Rj] 
= ~ "2 c(p~^)(p~y)(^~p)] 
+ 3C(p-x)(p-y)(z-p)] 
- 2 (xyz)^/^[(p-x)(p-y)(z-p)] ^ /^p ^. 
Now if both sides of (6.3) are integrated from p to z, the 
coefficients of the R-functions on the right side become 
elliptic integrals which by Table 1 of (2$, p. 22) can be 
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expressed as R-functions. If 
X' = 2' Y =FRI ^  
then the integration gives the result 
(6.4) ( p-x) (p-y ) (z-p ) ]^'^ Rj(xjyjZjp) 
+2[(i-x^(z-y)]^/^Ra(X'y'Z)RF(x' 
+ [(n-f?(p-y)]VgR^(x,y,z) 
= 3 [(p-x')(p-y')(z-p)]^/^Rj(%',y',z,p) 
+ [^^2rXlJl2-2^]V2p.^(x,y,z)Rp(xi,y',z) 
+ [<n-^;)(n-y')]^/g Rp(x',y',2). 
If we assume that 0 < x < y < z then clearly there exist 
five such relations corresponding to integrations over three 
finite intervals 
(1) p to X where 0< p <x<y<z, 
(2) p to y where 0<x<p<y<z, 
(3) p to z where 0<x<y<p<z, 
and integrations over two semi-infinite intervals 
(1) -00 to p where p< 0 < x < y < z ,  
(2) p to 05 where 0<x<y<z<p. 
Now, if we define the quantities 
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X ' = ( X-j ) Xp , xi ), 
( X j - X ^ j '  
5 ~ ôC^^p) ~ ( p~X]_ ) ( p~X2 ^ ^ P~^3 ^ 
then for i, j_, k a permutation of 1, 2, 3, the results of the 
three finite integrations can be summarized as 
(6.5) Pj(x,x',p) = (-l)j-lPj(x',x,p), (j = 1,2,3), 
where 
Pj(x,x',p) . ^^(-l)j6(x,p)]^/2Rj(x,o)+Xj[(-l)j'l%j(x,p)]-l/2 
'Rp(x)Rp(x') +2(-l)J"^[(-l)j"^Xj(x,p)]^/\(x)Rj,(x') 
+  ( x ) ,  
Xj-p F 
and X' is a function of x, p and the index j given by the 
vector equation 
(6.6) X' = XJX + (L-XJ)xj, 
where 
Alternatively (6.6) can be written as 
(x'-Xj) = Xj(x-Xj) 
which shows immediately that x. is an invariant in the jth 
J 
case. For example, if j = 3 then x^ = x^ as can be seen 
from (6.4). 
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It Is easily shown that the relation between x' and x is 
reciprocal, that is 
X = xjx' + (l-xj)xj 
since xj =  p )  =  Vxj •  
p ^ p 
If we define cos cp = X^/Xg and 1-k^sin cp = xg/x^, then 
Xg-X^ x^-x^ ' 
which shows that modulus k is also invariant in the three 
cases of (6.5). 
The two cases of integration over the semi-infinite 
intervals can be written as 
(6.7) Gj(xjpjx'jp') = (-l)^ Gj(x',p';x,p)j ( j = 1,2), 
where 
Gj(x, p;x'jp')=^[(-l)^6(x, p)] ' Rj(x,p) 4-XjRjj,(x)Rj,(x' ) 
-2RQ(x)RP(x') +•§ [l+(-l)J] 
and 
x' = (-1 (p~X^j p-Xg^ p-x^), 
p' = 
with 6 defined above. 
It should be noted, however, that in the derivation of 
(6,7) one must start out by differentiating and then 
carry out the analysis as above, the reason being that 
integration over a semi-infinite interval in (6.2) gives a 
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divergent integral. The results of the integrations will 
be in terms of and can then, by (3.12), be written in 
terms of Rj. 
The analogues for complete integrals are obtained by 
setting X = 0. This enables Rj^ or R^ to be expressed 
quadratically in terms of complete and incomplete integrals of 
the first and second kinds. We shall state the results in 
terms of• R^j conversion to Rjyj is easily obtained from (3.13). 
The confluence of x and 0 reduces the number of cases to 
four: 
(6.7) [-(y-0j (^-P) p) = -2pRp(y-p,z-p,-p)R%(y,z) 
-4RG(y-p,z-p,-p)R%(y,z) +2Rp(y-p,z-p,-p)Rg(y,z) 
+2[(y-p)(G-p)]l/2R^(y,z) , p < 0 < y < z, 
- P IV 
(6.8) (p-y)[(^"P)(^"y)]^/^RL(y,z,p) = 2(y-p)Rg(y,z)Rp(y, p,|=|y) 
+2y(p-z)R%(y,z)Rp(y,p, z) +4(z-y)Rj^(y,z )R^(y, p,—^ y) 
_2y[iSZjJiSzzl(y,z) , 0 < p < y < z, 
(6.9) (p-z)[(p-Y)(%-Y)]^/2R^(y,z,p^ 2(p-z)Rg(y,z)Rp(z,p, 
z) -2z(p-y)R%(y,z)Rp(z,p, ^  z) +4(z-y)R%(y,z). 
Rofz.p, z) -2z ^0 < y < P < z, 
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(6.10) [(n-y)(n-z)]l/2R^(y,z,p) =2Rj,{p-y,p-z,p)Rj,{y,z) 
-^Rgfp-y,p-z,p)R^{y,z) -2Rp(p-y,p-z,p)Rg(y,z) 
+2[(o-y)(p-2)]l/2R^^y,z) +2, 0 < y < z < p. 
Equations 6.7 and 6.10, since the algebraic coefficient of 
and R^ is the same, can be expressed more simply in the Rj,^ 
notation. For example, by (3.13) Equation 6.10 becomes 
[p(p-y)(p-2)]^'^^Rj^(y,z. p) = 2Rp(p-y,p-z,p)R%(y,z) -4R^(p-y, 
p-z,p)R%(y,z) -2Rp(p-y,p-z,p)Rg(y,z) +2. 
Also, alternative forms of the above equations can be 
obtained by applying the linear transformation of Chapter IV 
to each R^ term. Using (4.13) in (6.10) gives 
(6.11) (Y_z) [ilzZlISzZl]1/2^^(y,z,y) = 2(Y-z)Rg(y,z) • 
Rp(z,Y, ^  2) -2z(Y-y)R%(y,z)Rp(z,Y, ^  z) 
+4(z_y)RK(y,z)Ro(z,Y, 1:2 z) -2z[ jl/ZRxfy.z), 
where y = z and 0 < y < z < y 
We also note that putting p = z in (6.10) gives 
Legendre's relation (l4, p. 320): 
(6.12) ^ = Rg(y,z)R%(z-y,z) +R%(y,z)Rg(z-y,z) ~zRj^(y,z)-
R%(z-y,z). 
4l 
Equations 6.Y, 6.8, 6.9 and 6.11 are equivalent to well-
known results (l4, p. 321, Eqs. 21, 22, 23, 24 respectively). 
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VII. THE ADDITION AND DUPLICATION THEOREMS 
Legendre's standard elliptic integrals possess so-called 
addition theorems. In this chapter we shall consider the 
hypergeometric interpretation of the addition theorem for the 
integral of the third kind. Though a direct derivation of 
this result for Rj is not known at this time, we shall state 
the addition theorem in terms of Rj and obtain a duplication 
formula which will be used in Chapter VIII as an aid in its 
numerical evaluation. The addition theorems for Rp and 
are contained in the addition theorem for Rj as special cases. 
The addition theorem for Legendre's FT integral as given 
in (5, p. 13) is 
(7.1) Tl(8,a^,k) 
where g is an elementary function, either an arctangent or a 
hyperbolic arctangent depending on the value of Given 
any two of the amplitudes, the third is determined from the 
relation (31, P. 14?) 
sin 0 cos g A + sin g cos g A 
(T « 2 ) sin cp = p p p  ^) 
1-k sin 0 sin g 
2 2 2 
where ag = 1-k sin g. 
By (3.9) we find that (y.l) is the same as 
Bin 8 R(l/2;l/2,l/2,-l/2,l;oo82Q,A2,l,l-a^8ln28) 
(7.3) +sln 6 R(l/2;l/2,1/2,-1/2,l;oosfp,A2^i^i_^2gin2p) 
= sin CD R(l/2jl/2,l/2,-l/2,l;cos^cp, A^^l^l-a^sin^cp) 
 ^ cp 
+g(0,3,cp,a^.k). 
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2 2 An essential aspect of (7.2) is that a and k are unchanged 
in each term. Thus if we put 
oos^tp = |> A® = f ^ l-a®sln^c? = -g , 
(7.t)oos8e =1^. 4 - l-a^slnSe = 
l-a^slnS = 
then we have 
= (z+u)-(y+u) , 
z-x (z+x)-(x+x) (z+^j-(x+^ ' 
^2 ^  = (z+x)-(p+^ ) _ (z+u)-(p+^ 
z-x (z+xj-(x+xj (z+uj-(x+^ 
Equation 7.2 now gives a relation between Y and 
r (z+) ) (z+u).l/2 p (x+u) (y+u) -il/g, rl2S±lli]Z±ll-|V2 
L z J L z+p -J ' ^ Z+x 
j (z-x)(z-y) 
[z(z+x)(z+^)]l/2 
This is the same as 
4z^(x+x)(y+x)(z+x)(x+pj(y+p)(z+u) 
= [Kg + KgE^ + SK^Eg + SEgjz]^, 
where 
E^ = x+y+z. Eg = xy+yz+zx, E^ = xyz, 
= X+ii+E^, Kg = X^-Eg. 
Straightforward algebra shows that the above simplifies to 
Jljl-
Thus (7.2) is satisfied if ) and p, are functionally related by 
Kg = 
that Is, 
(7.5) 4xyz(x+y+z+y+u) = (xy+yz+zx-^^j^. 
Using (7.3), (7.4), (3.14) and the addition theorem for 
(7, p. 249) we obtain the addition theorem for Rj, 
(7.6) Rj(x+xjy+\,z+x,p+x) +Rj(x+ji^y+n,z+|j, p+(j) 
= Rj(x,y,z,p) -3Rg(w^,w^+ô), 
where 
Wi = [p(z+\)^/^(z+u)^/^+(z-p)x^/^y^/^]/z, 
and 6 is defined by (4.2). 
Putting ^ ^ in (7.6) gives a duplication theorem for 
Rj: 
(7.7) 2Rj(x+x,y+x,z+x,p+\) = Rj(x,y,z,p) -3Rg(u,u+ô), 
where 
(7.8) X = (xy)l/2+(yz)l/2+(zx)l/2, 
u = (pr+q)2, r = x^/^+yl/Z+gl/Z, q = (xyz)l/2^ 
u+5 = p(p+A.)^. 
By setting a^=0 in (7.3), one can recover the addition 
theorem for R^: 
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(7.9) Rp(x+x,y+x,z+\)+Rp(x+u,y+u,z+u) = Rp(x,y,z). 
For x=p, (7.9) gives a duplication formula: 
(7.10) 2Rp(x+x,y+x,z+x) = Rp(x,y,z), 
where \ is defined in (7.8). 
Similarly, an addition theorem (and hence a duplication 
formula) for can be deduced from (7.6) by putting p = z. 
With the help of Table 3 (25) and (7.9), we have 
(7.11) 2Rg(x+x,y+x,z+X)+2Rç(x+^,y+^,z+^) 
= 2RQ(x,y,z )-XRp(x+X,y+x,z+x)-^Rp(x+^,y+^,z+ji) 
+ (z+Ol/2(.+^)V2,-l/£.(,y,1/2,-1/2. 
Alternatively, the duplication formulas for Rp and R^ 
can be derived by successive quadratic transformations, an 
ascending Landen transformation followed by a descending Gauss 
transformation. Unfortunately this method cannot be applied 
successfully to obtain (7.7). 
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VIII. NUMERICAL CALCULATION OP R, 
In this chapter we shall describe two procedures which 
can be employed for either hand or programmed calculation of 
elliptic integrals of the third kind. The first method uses 
a quadratic transformation valid for any R-function having 
two equal b-parameters. The second method is based on the 
quadratic Landen and Gauss transformations. 
A. Single-Series Method 
The multiple-series definition (2.1) can always be used 
to obtain a numerical value of an R-functlon. However, if an 
R-function has two equal b-parameters, then the term 
[ (t+x) (t+y) - [(t+ in the integral (2.2) 
can be expanded in a binominal series which converges 
uniformly on the positive t-axis provided x and y have 
positive real parts and ](x-y)/(x+y)| < 1. Termwlse integra­
tion then gives the single series (7, pp. 216-217) 
(8.1) R(a;b,b,e;x.y,z) . (^)^" • 
R(a+2n;2b+2n, 
where 
0 = ( • • • > e^ ji) J 
^ ~ *'•' 
c = 2b + ^2 ^ 0, -1, .. , . 
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In particular we find, after using the Euler transforma 
tion and homogeneity, that 
(8.2) Rj(K,y,z,p) 
R(l;l+2n,1/2,1; f,l). 
For X and y real and positive, the rate of convergence of 
the above series is good provided (y-x)/(y+x) « 1. Since R 
is symmetric in x, y, z, one may choose the smallest of three 
possible values of the ratio (y-x)/(y+x). The rate of con­
vergence can be improved by using the duplication formula 
(7.7) to replace (x,...,p) by (x+x,...,p+x). Thus we have 
(8.3) RT(x,y,z,p) = 3R.(U,U+6) + n75 • 
J ® (x+y+2x)(z+x) 
S. Agn+l K(2n+1), 
n=0 
where x, u, and u+6 are defined by (7.8) and 
A = (1/2,n) ( y-^ )2n 
2n+l (4n+3)nl ^x+y+2x' ^ 
(8.4) 
R(n) = R(l;n,1/2,1; ^,l), n = 0,1,2,... 
Prom a result given in (25, Eq. 2.16) the R(n) satisfy 
the recurrence relation 
(8.5) R(n+l) = "1^ x+y-2p t(x+y+2x)R(n)-2(a+x)R(n+l)], 
where R(n+l) satisfies a subsidiary recurrence relation 
obtained from (25, Eq. 2.13): 
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(8.6) R(n+1) = R(l;n+l,l/2;^^2±ll_,i) 
This last result is the recursion formula used in the 
analogous series calculation of Rj,. Unfortunately, (8.5) and 
(8.6) may be unstable for certain ranges of x, j, z. In 
fact, if we define 
^ _ = x+y+2) 
• ^1 x+y-2p ' 2 2z-x-y ' 
then (8.5) and (8.6) are unstable with increasing n if 
ja^l >1 and jagj >1 respectively, and stable if |a^| <1 
and log I < 1-
For example, it can be shown that lim R(n) = 
ri—too 
- [(z+x)/(x+y+2x)]~^ (see Eq. 8.8). Thus if jogl > 1, then 
the instability of (8.6) can be seen from the fact that an 
absolute error in the initial value R(l) is magnified by a 
factor (X2 with each step. Instability in forward recursion 
can be circumvented by the method of backward recursion: if 
an estimate of R(N+l), for large N, can be obtained by some 
method, then (8.6) gives R(N) in terms of R(N+1). An absolute 
error in the value of R(N+1) is multiplied by a factor l/ag 
with each step. Similar remarks pertain also to (8.5). 
It should be noted that for chosen x, y, z, p, (8,5) may 
be stable (unstable) with increasing n whereas (8.6) may be 
unstable (stable). This, of course, can be quickly determined 
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by evaluating ai and Regardless of the behavior of 
either recurrence relation, the values of R must be calcu­
lated first. 
To obtain estimates of R(N+l) and R(N+l) we make use of 
the results (see Chapter IX, Eq. 9.1). 
_ 1 
(8.7) < R(l;n,l/2,l;x,y,z)< (x^yl/^z) 
_ 1 
(8.8) (^^^^)'^ < R(l;n,l/2;x,y) < (x"/^) 
where the first and third members in the above expressions are 
recognized as the reciprocals of weighted arithmetic and 
geometric means. It is clear that if the arguments of the 
R-functions do not differ substantially, or if N is large/ 
then (8.7) and (8.8) will give good approximations to R(N+1) 
and R(N+1) respectively. 
The values of R(l) and R(l) can be obtained from 
(8.9) R(l) - R(ljl,l/2;x,y) = x"^/'^Re(x,y), 
(8.10) (z-x) R(l;l,l/2,l;x,y,z) = 3z^^^Rg(z,y) -3x^/^Rg(x,y), 
where R^ is defined by (4.9). 
Example 8.1. Calculate Rj(2,3,4,3). 
If we choose (x,y;Z,p) = (2,3,4,3), then |a^| -22.4, 
I&2I ^ 7.5 and X = 8.744201849. We then use the method of 
backward recursion to compute the values of R and R. 
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Table 2. Values of R(n) and R(n) by backward recursion 
n R(n) R(n) 
1 0.919571924 0.998493651 
2 0.90417391 0.98638882 
3 0.8977322 0.9797726 
4 0.894208 0.975598 
5 0.89199 0.97282 
6 0.8905 0.9701 
7 0.889 0.969 
The estimates of R(7) and R(7) are obtained from (8.8) and 
(8.7). A check on the values of R(l) and R(l) can be 
obtained from (8.9) and (8.10). For this example, we find 
the rounded values to be 
R(l) = 0,91957192, R(l) = 0.99849365. 
Now 
3Rg(u,u+ô) = 
= 0.1475087788, 
= 1/3, 
A^ = 0.0001412939, 
A^ = 0.0000001333, 
Ay = 0.0000000001, 
and 
3 
S A2_,iR(2n+l) = 0.332969782, 
n=0 " ^ 
(0.149516059) E AR = 0.0497843294. 
Therefore by (8.3) we find that 
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Rj(2,3,4,3) = 0.197293108. 
We can check this value by using Legendre's integrals, 
since 
Rj(2,3,4,3) = 8-1 R(l/2,3/4,1,3/4) 
implies cp = 45° and = 1/2. Thus we find from (3.14) 
and (15) 
Rj(2,3,4,3) = 0.1972931077. 
In this particular example, a faster rate of convergence 
as well as greater accuracy in the end result, would have 
resulted had we chosen x=3, y = 4, z=2 and N+1 greater 
than 7. 
B. Calculation of Rj by Landen and Gauss Transformations 
We shall now use the results (5.6) and (5.7) to construct 
computational algorithms for Rj. The procedural method is 
patterned after that given by Carlson (9) for R^, and R^.. In 
that which follows we consider only algorithms based on the 
descending Gauss and ascending Landen transformations. 
For the descending Gauss transformation, we assume 
0 < z < X < y (see Chapter V). It is convenient to denote 
the arguments 2, x, y by 
to - *2 - t2, 
respectively. The arguments of the elliptic integral 
obtained after n successive quadratic transformations are 
then 
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tn - 4' , 
where are sequences whose terms are defined 
recursively "by 
2^n+l = Vn' 
(8.11) b^+l = 
.S_ = 2^>.2a/2 
a^n+l = tn + ( W^)' 
Since we shall introduce several additional sequences below, 
it will be advantageous to consider the problem of their 
convergence in a separate section. However, it is well known 
that the first two sequences converge to a common limit M 
(Gauss' arithmetic-geometric mean). 
The choice of a similar notation for the p argument 
2 2 2 2 depends on its size relative to z, x, y. If t^-a^+b^ < P < 
the transformation is complex, so we consider only the three 
remaining real cases. In each case we define d^ in terms of 
p and t , and determine fd^} by a recurrence relation: 
(1) P > tg, p - d^^+(d2+a2_%2)l/2^ 
(8.12) (2) < p < t^-aS+b^, p. t2-d2, 
2Vl = dn+(d2-a2+b2)l/2. 
(3) 0 < p < p - 2d„^3^= dn+(d2-a2 
^2)1/2, 
For the ascending Landen transformation we assume 
0 < X < y < z. The original arguments x, y, z are written as 
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? ? ? 2 2 P 
So' So+ag-bo, 
and after n successive transformations are denoted by 
2 2 2 2 2 2 
where [a^] and [b^J are defined in (8.11). Tne terms of the 
sequence fs^^} are obtained from 
(8.13) 
Real'transformations are obtained in the following three 
cases : 
(1) p > p . s^+eZ, 26^+1= 
(8.14) 
So+*o-bo < P < So+aQ, p - sZ+e^, 
= en+(e2_a2+b2)l/2, 
'n+1 n ^ n n n' 
(3) 0 < P < SÇ, P . S^-A^, 29^+1= «N+FCN+AN-TN)^/^-
Equations 5.6 and 5.7 interpreted as direct real trans­
formations can be written as 
±2d2_^lRj(n+l) = ±dn(2dn+i-dn)Rj(n)+3Rp-3Re(n), (D.G.), 
(8.15) 
±2e^_l_^Rj (n+1 ) = ±e^(2e^_j_^-e^)Rj(n)+3Rp~3Rg(n), (A.L.), 
where the minus signs are to be taken with cases (2) and (3) 
of (8.12), and case (3) of (8.l4). The notation Rj(n) means, 
for example in D.G. case (l), Rj(tn"^n' 
symbol Rg(n) has a similar meaning. However, we note that 
Rp(n) = Rp(0) = Rp, since Rp is Independent of n in the 
54 
descending Gauss and ascending Landen transformations (9, 
Eq. 3.1). 
The basic structure of the equations in (8.15) is 
(8.16) Rj(n) - = Vn+i^jC^+l). 
Now since direct iteration of these equations is apparently 
not convergent, it is desirable to choose ^.nd 5^^ so that 
the sequence {A(n)} defined by 
(8.17) Rj(n) - vnRp + = H A(n) 
1=1 
satisfies 
(8.18) lim A(n) = 0. 
ri—Mo 
If n = 0, the empty product is understood to be unity. 
Replacing n by n+1 In (8.17) we find that 
n 
A(n)-A(n+l) = (] [v^){^j(^)"Yn^F^^n^e(^) 
1=1 
) + V n + i Y j ^ + ] _ R p - ^ n + l ^ e ^  ^ '  
By (8.16) this becomes 
(8.19) A(n) = A(n+l) + ~ ^n+l^eCn+l), 
where 
n 
Xn = (°n"Yn+Vn+lYn+l' 1 = 1 __ . 
(8.20) Mn ~ 1 [^i-* 
1—-L 
n+1 
Tn+1 " ®n+l 
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Iteration of (8.19) and use of Assumption 8.18 gives 
(8.21) A{0) = ( s , )Rp+ 2 (n R (n)-T„,,Re(n+l)). 
n=0 n=0 
Thus from (8.17) we find 
(8.22) Rj(0) = (Yg+ Ê Xn)V6o''e'°)+ ^ (un^e (")-Tn+iRe(n+l)l 
n=0 n=0 
1. Descending Gauss transformation 
In that which follows, we denote the limits of the 
sequences [d^J and {t^} by D and T respectively. 
Our task in this section is to choose and g so that 
(8.18) is satisfied. That is, and must be chosen so that 
for large n 
Rj(n) - y^Rp + Sn^gfn) 0. 
(We disregard the product on the right side of (8.1%), which 
in fact does not alter the result.) For example, for case 
(l) we find that the above implies, in virtue of (5.10), 
- ^  sin ^(^) + (^2^^2)1/2 
For cases (2) and (3) the above expression is changed in 
accordance with the special values (5.11) and (5.12). In 
order that (8.l8) be satisfied, it is necessary to require 
that 
(1) Yn' «n - 3/D®, 
( S )  and (3), Vn, 'n 
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p 
Thus we choose for case (l) Yn ~ ~ 3/d", and for cases 
(2) and (3), = *n = "^/^n* quantities ^n+l 
are now determined, and take on a simplified form when we 
introduce 
(1) Cn = (d* + 
(8.23) (2) CN = " <3®'^'''' 
(3) Cn = («n -
where it must be remembered that d^ depends on the case being 
considered. Nonetheless we have in all cases 
(8.24) Cn = Cn.i = Cn-ldn/tdniCan-bn)]^/^. 
This relation follows from the identities 
(1) 
(£),(3) 
Prom (8.15) and (8.16), 
vn = 
° Gn-l/dn-1 Gn-2' ^ 
where it is useful to define 
C-i = Go(2di-do)/do . 
We also define 
B = ± do C.i/3-
Where the minus sign goes with cases (2) and (3). Explicitly 
we find 
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B = ± I(p-x)(p-y)(p-z)1^ /^ /3. 
Now It readily follows that 
n .1 = Gn_l/< G_i. 
1=1 
Therefore, since a.^ = -y^ Cr/Cn~l* have 
\n = 
Tn+1 = = '^n+Mn-
Using (4.9), we now replace the elementary function 
Rgfn) by 
Where 
(1) 8ln-l[Cn/(hn+Cn)^/^] = 
(2) cj„ =sln-l[Cn/(hn+Cn)^/2] = 
(3) On= slnh-l[c„/(h^-cn)^''^] = tanh'^Ccyn^). 
In each case above, h^ is the same and is defined by 
Thus (8.22) becomes 
(8.25) BRj(O) = Rj, - <T„C-i/Co + 2"(Cn-Cn-l)'V 
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where 
Cn-l"Cn oH 
•n = —^ 2 % • 
Finally, we note that 
00 
^ ( $n ^'n+l ' ~ 'I'o •* 
n=0 
and thus (8.25) can be expressed in the form 
(8.26) BR,(t^_a^,t2_aX^t^,t%) = 
n=0 
where 
% ~ ^n^P ~ "^n' 
and t_ > a > b . The sign of d is prescribed by (8.12). 
O — O "" O u 
2. Ascending Landen transformation 
2 We choose for this transformation = 3/e^, and 
2 Yn = 6n ~ -3/e^, where now the minus sign is associated only 
with case (3) of (8.l4). The analysis is much the same as 
before and can be formally obtained from the descending Gauss 
transformation by replacing a^, b^, t^ by ia^, ib^^ s^. The 
result is summarized as follows: 
(8.27) 0Rj(s2,s2+a2-l,2,s2+a2,s2ie2) = 2 
n=0 
where a^ > b^, s^ > 0, and the sign of e^ is prescribed by 
(8.l4). Also we have 
% ?n^F " ®'n' 
where 
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(1) Sn = 
(2) 5n = 
(3) s„ = (e2+a2)l/2, 
Sn = Sn-lV^Sn+i-^n' = 5n-l®n/i:®I±'''n-®n) 1^''^' 
:_l = gn(2e -e )/e , 
C " i 
= i|(o-x)(o-y)(o-z)1^/^/3, 
(1) 9^= 8ln-l[gn/(gn+Sn)^^^] = tan-lfg^/g^), 
(2) a^= 8lnh-l[g^/(g2_g2)l/2. = tanh'^fg^/g^), 
(3) 0-%= 8lnh-l[gn/(8n-5n)^^^] = tanh-lCg^/g^), 
Sn - = Sn-iSn/fs^+aZ-bZ)!/^, 
and the sign convention as mentioned above. 
3. The rate of convergence 
We now turn to the matter of convergence postponed from 
the previous sections. Firstly we note that the sequence 
ft^} converges since it is obviously bounded and monotone 
decreasing. To prove the sequence {s^} convergent, we make 
use of the previous result, 
En - - S„.iS„/(s2+a2-b2)V2 ^  g^_^. 
Whence {gj^} is also a bounded monotone decreasing sequence. 
Thus, since {a^} converges, {s^} must converge to a limit S. 
6o 
The convergence of the sequences [e^} follows 
analogously. 
The rate of convergence of the sequences'encountered in 
the preceding sections can best be described in terms of 
(8.^8) 
But [a^} and {b^} converge to M_, so converges to zero. 
By definition 
_ ^n+1 ^n+1 ^n 
^ Vn ^ 
which Implies the recurrence relation 
2 
(8.29) • 
Because ~ if « 1; it follows that any quantity 
convergent at a rate or is rapidly convergent. 
An examination of the rates at which {t^} and {s^^} 
approach their limits gives the same pertinent information 
about the sequences {d^^} and Now 
2tn+l = *n + 
is the same as 
t t + 
= tn+i + 
^n+1 
6l 
which gives by (8.28) and (8.29) 
o u i )  •  
In other words [t^-T] is a rapidly convergent null sequence 
Similarly 2 
®n^n+l 
To show that the series (8.26) and (8.27) are rapidly 
convergent, we need only show that - Cn-i' ^n'^n-l 
CT^-CTj^_l approach zero at the same rate as . Since and 
are very similar to the quantities h^ and it will 
suffice to prove that h^-h^_^ =0(ej^) and Sn-g^-i ). 
2 2 2 For convenience let c^ denote a^-b^, then we find 
and 
which essentially proves the identities following (8.24) 
We now rewrite the first of these results in the form 
p p . p p P 
(s^sn-l'^n - -=nSn • 
This gives 
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(ag-^n) 1 
Sn~Sn-l XI+g~^70 
n ^ ^n-r^n' 
(a2-b2)g 
n n'^n 
2SnSn+l 
^\+l^n 
SnSn+1 
2M^(S^+]yi^)^/^ 2\ Ô gv. + 0 I gy, j . g2 Gn ' ^\tn' 
It follows in the same.manner that 
h -h = 
" tn^n+l 
= ^-^2 ^n + • 
It follows likewise that Cn~Cn-l ^n'^n-l O(c^). Also, 
since the arguments of depend only on quantities which are 
rapidly convergent, it is clear that &n'^n-l ~ 0{e^). For 
example, it can be shown from case (l) of (8.24) that 
^n'^n-1 t2D2(T2_M2)1/2 0(6^^ 
C. Complete Integrals 
Since Gauss transformations preserve the completeness 
property, we can obtain a method for calculations of Rjyj from 
(8,26). If we put t^ = a^ (that is, put z = O) and use 
Rj^(aQ,b^) = M~^ (where M is Gauss' arithmetic-geometric mean 
of a_ and b_) we have 
o o 
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(8.30) I BR„(A§,B2,A2±D2) = / -1 + ^  Ê ^"'^(CN+L-CN)' 
n=u 
We note that the confluence of t^ and a^ in effect obviates 
case (3) of the previous result. A real transformation is 
obtained only in the two circular intervals, 
(8.31) ° < dg, 
(2) 0 S So < bo-
The coefficient B is defined as before, namely 
B = ± c_^/3 
= ± Ip(p-x)(p-y)1^/^/3 
where 
Cn = (^n ± ^2)1/2, 
and the sequences [dn] are defined in cases (l) and (2) of 
(8.12), Also, the positive and negative signs go with case 
(l) and case (2) of (8.31) respectively. 
An alternative algebraic computational method for Rjyj, 
which requires of p only that it be positive, follows from 
(8 .1)  
(8.3.) H„(x,y,p) 
.R(l/2,l+2n,l;^f4,l). 
The R-function 
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R(n) = R(l/2;n, 
is an algebraic function which can be computed recursively. 
Two applications of (2.8) give 
(8.33) R(n+1) -R(n)] . 
,2n+l)(2p-x-y) 
The initial value follows immediately and is 
° (2pÎv2H-(xH-y)V^ • 
The recurrence relation (8.33) may be stable or unstable 
in forward recursion, and consequently the procedure des­
cribed in section A of this chapter should be used. If 
^•3 2p-x-y ' 
then stability or Instability occurs according as Ja^l < 1 or 
la^l >1 respectively. To obtain the initial estimate for 
backward recursion, we use (Chapter IX, Eq. 9.1) 
(8.34) < R(l/2;n,l;x,y) < . 
In conclusion, we note that if it is desirable to compute 
then (8.1) gives a series method, or if Rjy[ is computed 
then the value of R^ can be obtained from (3.13)-
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IX. INEQUALITIES FOR Rj 
In (lO, Thru. 2) it is shown that 
n b. X. ^ n 
(9.1) ( E < R(a,b,x) < n xT&bi/c ^ 
i=l ° i=l ^ 
where 0 < a < c, >0 (l <1 ^  n), and the are not 
all equal. 
It follows that 
(9.2) (X4-y+z+2o)-3/g < Rj(x,y,z,p) <, (xyzp2)-3/10. 
Prom (9.1) similar inequalities for R^^ R^ and R^^ can be 
written down immediately. 
Example 9.1. (See Example 8,1) From (9.2) we have 
0.1925 < Rj(2,3,4,3) < 0.1995. 
The lower bound of the inequality (9.2) can be somewhat 
improved (10, Thm. 3): 
(9.3) Rj(x,y,z,p) < (xyzp2)-3A0. 
Example 9.2. From (9.3) we have 
0.1958 < Rj(2,3,4,3) < 0.1995. 
Further inequalities for Rj can be established by more 
esoteric methods. It is known that R(a;cw^,...,cw^;x^,...,x^) 
is a decreasing function of c if a, o, w^ and x^ (l ^  i ^ n) 
are all positive (30, p. 48). Hence another improvement of 
the left side of (9.2) is 
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(9.4) R(3/2;l,l,l,2;x,y,z,p)<Rj<R(3/2;3/10,3/10,3/10,6/10; 
x,y,z,p). 
The upper bound here is, by Euler's transformation (2.5), 
the same as in (9.2). To evaluate the left side of (9.4) 
we' note that by (2.8) and (2.6) we have 
(9.5) 5(y-z)R(3/2jl,l,l,2;x,y,z,p) = 8yR(3/2;l,l,2;x,y,p) 
-8zR(3/2;l,l,2;x,z,p 
= 48 A_[zR(l/2;l,l,l;x, 
-yR(l/2jl,l,l;x,y,p)] 
The particular R-function with three unit b-parameters is 
easily evaluated and is given in (30, p. 57); the result is 
8 ,3/2_,3/2 x3/2-„3/2 
= 3 ^  ^  ]• 
Thus the above differentiation yields 
(9.6) R(3/2; 1,1,1,2jX,y,z, p) = ^^x,y,z,p)+ cp(x,z,y,p) 
where 
, _ 128z rX^/^fz-p) Q-x) 
cp(x,y^ ,p) 5(y-z)(x-p)(z-pj'^(x-z)(x-p; (x-z)(z-p; 
.4^.{If. 
Therefore (9.4) is 
cp(x,y,z,p) + cp(x,z,y, p) < Rj < (xyzp^)"^/!^, 
provided all arguments are unequal. 
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If two arguments are equal, say p = y, then (9.4) is 
still valid, but(9.5) is 
5(y-z )R(3/2;l,3,l;x,y,z) = 8yR(3/2;l,3;x,y)-8zR(3/2:l,l,2jx,z,y). 
This can be written as 
(9.7) R(3/2;l,3,l;x,y,z) = 0(x,y,z) + %^x,y,z,y), 
where 
8(x,y,z) = 5^y_z) R(3/2;l,3;x,y) 
2 
= fL.z I [-12 R(-l/2;l,l;x,y)] 
! ay 
(x-y)3 (x-y)3 (x-y)^ (x-y) 
where the third equality is obtained from {7, p. 177). 
Example 9.3. Prom (9.4) with the help of (9.7) we have 
0.1952 < Rj(2,3,4,3) < 0.1995. 
Sharpening of the upper bound in (9.2) is possible 
through the fact that an R-function for a > 0 is log convex 
and therefore convex in the parameter c > 0 (30, Thm. 6.4). 
If we use the notation R(c) = R(3/2;c/5,c/5,o/5,2c/5;x,y,z,p), 
then by convexity we have (30, p. 54) 
(9.8) R(5)<Rj <  ^ ^(5)  +  'y ^ ( • § )  <  R^g), 
where R(5) and R(-|) are the left and right sides of (9.4) 
respectively. By log convexity we have 
(9.9) R(5) < Rj < R^/^(5) R^/'^(3/2) < y R(5) + ^  R(3/2). 
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Thus we can summarize the sequence of inequalities (9.2), 
(9.4), (9.8), (9.9), but not (9.3), by 
(9.10) R(m) < R(5) < Rj < R2/7(5) R5/7(3/2) # R(5) 
+ ^  R(3/2) < R(3/2), 
where R(m) denotes the left side of (9.2) (10, p. 36). 
Example 9  A .  Prom (9.10) and the preceding examples we have 
0.1925 < 0.1952 < Rj(2,3,4,3) < 0.1976 < 0.1983 < 0.1995, 
where from Example 8.1 we had Rj(2,3,4,3) = 0.197293108. 
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X. SUMM/iRY 
This thesis has been an attempt to replace Legendre's 
normal elliptic integral of the third kind by a partially 
symmetric hypergeometric function which is a homogeneous 
function. We have seen that there exist at least two 
functions which can be used for such a purpose, Rj and 
Although we have emphasized Rj, which is basically Jacobi's 
integral (3.4), R^. lies closer to the formulation given by 
Carlson (8), in that it, like Legendre's ^ reduces 
to the normal integral of the first kind for a special value 
of one of its arguments. 
In Chapter IV we considered two types of linear trans­
formations. Those transformations which involve the modulus 
k and amplitude (p in Legendre's notation were superseded by 
statements of symmetry of Rj in its first three arguments. 
Linear transformations corresponding to change-of-parameter 
relations were also derived. A previously unknown result was 
obtained, 
In Chapter V we saw that the quadratic Landen and Gauss 
transformations take on a unified form when Rj or R^ is used 
as the standard integral of the third kind. 
In Chapter VIII we discussed two methods for numerical 
evaluation of Rj, One method employed a series of R-functions 
which were calculated by a recurrence relation. An applica­
tion of the duplication theorem for Rj was used in this 
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method to improve the rate of convergence. Also, two 
algorithms based on the descending Gauss and ascending Landen 
transformations were derived. 
In Chapter IX some algebraic inequalities for Rj were 
obtained. Several examples, using a previous numerical 
example from Chapter VIII, were considered. 
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XIII. APPENDIX A: ON THE REDUCTION OP THE INTEGRALS 
OP THE THIRD KIND TO NORMAL FORMS 
As mentioned previously the table contained in.this 
Appendix was constructed by using the relations between 
associated functions (2.6-2.8). Associated-function results 
can always be used, with the help of the table, to effect 
the reduction of any integral not appearing therein. Also, 
differentiation of an R-function sometimes provides a method 
of reduction. 
Table 3 in conjunction with the following first four 
examples gives a means of reducing R-functions (with a > 0 
and a' > O) to normal forms, when the first three b-parameters 
are ± 1/2 or ± 3/2 and b^^ = 1, as well as when the first three 
b-parameters are ± 1/2 and b^ = 2. 
Example 13.1. Suppose it is desired to reduce to normal forms 
the sequence R(a;3/2,3/2,1/2,1), a = 1/2,3/2,5/2,7/2 (for 
brevity, we shall suppress the arguments x, y, z, p). 
Prom two applications of (2.8) we find for a = 1/2,3/2, 
5/2 
2(3-n)(x-y)R(n+l/2;3/2,3/2,1/2,1) = 7xR(n+l/2;3/2,1/2,1/2,1) 
-7yR(n+l/2;l/2,3/2,1/2,1), 
(n / 3). 
To obtain the case a = 7/2 we can use 
(2n+l)(y-%)R(3/2+n;3/2,3/2,1/2,1)= 7R(n+l/2;3/2,1/2,1/2,1) 
-7R(n+l/2;l/2,3/2,1/2,1) 
(n = 0,1,2), 
76 
which correspond s to a = 3/2,5/2,7/2. The reduction may be 
completed by observing that the terms on the right in both 
expressions appear in the table for n = 0,1,2. If n = 3 
in the latter expression, both sides reduce, by the Euler 
transformation, to algebraic functions. Similar remarks 
pertain to the next three examples. 
Example 13.2. Reduce R(a;3/2,3/2,-1/2,1), a = 1/2,3/2,5/2, to 
normal forms. 
From (2.8) we find for a = 1/2,3/2 
2(2-n)(x-y)R(n+l/2;3/2,3/2,-1/2,1)= 5xR(n+l/2;3/2,1/2,-1/2,1) 
-5yR(n+l/2;l/2,3/2,-1/2,1), 
(n / 2). 
To obtain a = 5/2 we can use 
(2n+l)(y-x)R(n+3/2;3/2,3/2,-1/2,1)= 5R(n+l/2;3/2,1/2,-1/2,1) 
-5R(n+l/2;l/2,3/2,-1/2,1), 
(n=0,1,). 
Example 13.3. Reduce R(aj3/2,3/2,-3/2,1), a = 1/2,3/2, to 
normal forms. 
Prom (2.8) we find for a = 1/2 
2(l-n)(x-y)R(n+l/2;3/2,3/2,-3/2,1)= 3xR(n+l/2;3/2,1/2,-3/2,1) 
-3yR(n+l/2;l/2,3/2,-3/2,1), 
(n/l). 
To obtain a = 3/2 we can use 
(2n+l)(y-x)R(n+3/2;3/2,3/2,-3/2,1)= 3R(n+l/2;3/2,1/2,-3/2,1) 
-3R(n+l/2;l/2,3/2,-3/2,1), 
(n=0 ). 
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Example 13.4. Reduce R(a;3/2,3/2,3/2,1), a = 1/2,3/2,5/2, 
7/2,9/2, to normal forms. 
From (2.8) we find for a = 1/2,3/2,5/2,7/2 
2(4-n)(x-y)R(n+l/2;3/2,3/2,3/2,1) = 9xR(n+l/2;3/2,1/2,3/2,1) 
-9yR(n+l/2;l/2,3/2,3/2,1), 
(n / 4). 
To obtain a = 9/2 we can use 
(2n+l)(y-x)R(n+3/2;3/2,3/2,3/2,1)= 9R(n+l/2;3/2,1/2,3/2,1) 
-9R(n+l/2;l/2,3/2,3/2,1), 
(n = 0,1,2,3), 
where we observe that the reduction is completed with the 
help of Example 13.1. 
Example 13.3. Reduce R(5/2;3/2,l/2,l/2,2) to normal forms. 
We differentiate the second entry of Table 3 with respect 
to pj that is, 
2Y-^p R(3/2;3/2,1/2,1/2,l)-2(x-z)(x-y)R(3/2;3/2,1/2,1/2,1) 
= -5p(x-z) (x-y)-|^ Rj -5(x-z) (x-y)Rj. 
By (2.6) we have 
_6YR(5/2;3/2,l/2,l/2,2) = l4(x-z)(x-y)R(3/2;3/2,1/2,1/2,1) 
+21p(x-z)(x-y)R(3/2;l/2,l/2,l/2,2) 
-35(x-z)(x-y)Rj. 
The final result is obtained by reading off the known 
quantities on the right from the table. 
Table 3 can also be used for reduction of complete 
Integrals to the form 
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by setting x, j, or z equal to zero, and then using (2.3) 
and (3.11). 
Example 13.6. Putting x = 0 in the fifth entry of the table 
gives (after writing x, y for y, z) 
R(l/2;l/2,-l/2,l;x,y,p) = -l/2(p-z)RM(x,y,p)+R%(x,y). 
Alternatively, putting z = 0 gives 
3(x-y)(x-p)R(l/2;3/2,l/2;x,y,p) = 4p2(x-y)RM(x,y,p) 
+8[py-x(p+y)]R^(x,y) 
+8xRg(x,y). 
Putting y = 0 would give a reduction formula for R(1/2;3/2, 
-l/2,l;x,y,p). 
Table 3. Some reduction formulas for incomplete Integrals of the third kind 
These reduction formulas have the structure 
B R ( a j b 2 ^ z  J p  )  =  B j R j  - r  B p R p  +  S ^ R q  +  B ^ ( x y z p  )  ^  ,  
where 
Rj = R(3/2;l/2,l/2,l/2,l;x,y,z,p), 
Rp = R(l/2;l/2,l/2,l/2;x,y,z), 
Rg = R(-l/2;l/2,l/2,l/2;x,y,z), 
(xyZp^)"^/^= R(5/2;l/2,l/2,l/2,l;x,y,z,p), 
and 
b = (b^ybgjbgjn), (n a positive integer), 
p = xyz, 
s = xy+yz+zx, 
t = x+y+z, 
m = xyzp, 
6 = (p-x)(p~y)(p-2)J 
Y = (x-y)(x-z)(x-p). 
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XIV. APPENDIX B: NUMERICAL VALUES OF AND R^^ 
In this Appendix we give numerical tables for R, and 
Rj^. These tables are intended only to demonstrate the 
behavior of each function and are not designed for interpola­
tion. AlsoJ in order to be consistent with the computations 
and short tabulations of R^ and R^ (26, pp. 228-22$), we 
o 2 2 \ have calculated Rj(x ,l,y ^ p ). By homogeneity and symmetry 
it suffices to consider 0^x<l<y<œ and 0 < p < „. 
The calculation was carried out by the two independent 
methods described in Chapter VIII. However, the tables were 
compiled using the method of Landen and Gauss transformations; 
since Rp had to be calculated in this method, this informa­
tion was used, with the help of Equation 3.12, to obtain the 
comparison values of Rjj(x^jl,y^, p2). 
As a rule the two methods give results for Rj which 
agree to at least three significant figures. In the tables 
for p = 0.5 through p = 10.0, the results of the two methods 
differ after rounding to 3D only in isolated instances, and 
then by at most one unit in the last place. For some of 
these cases the actual difference before rounding is one 
unit in the sixth place. The maximum discrepancy between 
the two procedures occurs in the table corresponding to 
p = 0.1, where the largest difference is l4 units in the 
last place for the entry x = 0.2, y = 1.2. 
The first table clearly indicates the logarithmic 
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behavior of Rj for small p. The tables show that Rj, as a 
function of x or y, is strongly convex, whereas R^_^ is more 
nearly linear. This, of course, substantiates the belief 
expressed previously (p. 26) that R^ should be chosen as 
the normal integral of the third kind for computational 
purposes. 
From (2.2) or (6, Eqs. 3.11-3.12) we obtain, for large 
P, the asymptotic relations 
Rj(x,y,z,p) _ 3p~^ Rp(x,y,z), 
That is, for P large, R^ is insensitive to variations in 
X, y, z. 
The Fortran programs used in the calculation of Rj 
are given in the following Appendix. 
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XV. APPENDIX C: FORTRAN PROGRAMS FOR COMPUTING Rj 
A. Single-Series Method 
DOUBLE PRECISION LMDA,X(6),Y(lO),RHO(6),RBAR(4l),R(4l), 
1RJ(6),RR,YY,XX,TEST,XY2,ALPl,ALP2,ARGX,ARGY,RE,BL,BU, 
2C0EF,SUM,A 
READ (1,1000) NX,NY,NRHO 
1000 FORMAT(3110) 
READ (1,1001) (X(J),J=1,NX) 
READ (l,100l) (Y(J),J=1,NY) 
READ (1,1001) (RH0(J),J=1,NRH0) 
1001 FORMAT (8F10.6) 
IRO = 0 
10 IRO = IRO + 1 
RR = RHO(IRO)*RHO(IRO) 
WRITE (3,2001) RHO(IRO) 
2001 FORMAT('l',' TABLE OR RJ(X**2,1,Y**2,RH0**2)',//,'RHO 
1P10.6/) 
WRITE (1,2002) (X(J),J=1,NX) 
2002 FORMAT(' X VALUES',//,IIFIO.6//) 
lY = 0 
20 lY = lY + 1 
YY = Y(IY)*Y(IY) 
WRITE (3,2003) Y(IY) 
2003 FORMAT (/' Y = ',P10.6/) 
IX = 0 
30 IX = IX + 1 
XX = X(IX)*X(IX) 
c 
C CALCULATION OF RJ 
C 50 LMDA = X(IX)*Y(IY) + X(IX) + Y(lY) 
XY2 = XX + YY + 2.0*LMDA 
IP(2.D0-XX-YY) 54,52,54 
52 DO 53 J = 1,21 
53 RBAR(J) = l.DO 
GO TO 70 
54 ALPS = XY2/(2.D0-XX-YY) 
TEST = DABS(l.D0/ALP2) 
IP(TEST-l.DO) 60,60,55 
C RBAR FORWARD RECURSION 
55 ARGX = (2.D0+2.D0*LMDA)/XY2 
ARGY = l.DO 
CALL REPN(ARGX,ARGY,RE) 
RBAR(l) = (l.DO/DSQRT(ARGX))*RE 
J = 1 
56 J = J+1 
A = J 
91 
RBAR(J) = ((2.DO*A-l.DO)/(2.DO*A-2.DO))*ALP2*(l.DO+RBAR 
i(j-i)) 
IP(J-21) 56,70,70 
C REAR BACKWARD RECURSION 
60 BL = (43.D0*XY2)/(84.D0*(1.D0+LMDA)+XY2) 
BU = (XY2/(2.D0+2.D0*LMDA))**(21.DO/21.5D0) 
65 REAR(21) = BL 
J=21 
66 J = J-l 
A = J 
RBAR(J) = l.D0-((2.D0*A)/((2.D0*A+l.D0)*ALF2))*RBAR 
1(J+1) 
IF(J-l) 70,70,66 
70 ALPl = XY2/(XX+YY-2.D0*RR) 
TEST = DABS(1.D0/ALF1) 
IP(TEST-1.DO) 80,80,75 
C R FORWARD RECURSION 
75 ARGX = (2.D0*(RR+LMDA))/XY2 
ARGY = (RR+LMDA;/(1.DO+LMDA) 
CALL REPN(1.D0,ÀRGY,TEST) 
CALL REPN(ARGX,ARGY,RE) 
R(I) = (3.D0/(l.DO-ARGX))*(TEST-DSQRT(ARGX)*RE) 
J = 1 
76 J = J+1 
A = J 
R(J) = ((2.DO*A+1.DO)/(2.DO*A-1.DO))*ALF1*(R(J-1)-
1((2.DO+2.DO *LMDA/XY2)*RBAR(J)) 
IP(J-21) 76,90,90 
C R BACKWARD RECURSION 
80 BL = (45.D0*(1.D0+LMDA)*XY2)/(84.D0*(RR+LMDA)*(1.D0+ 
lLMDA)+XY2*(RR+3.D0*LMDA+2.DO)) 
BU = (((XY2**42)*(l.D0+LMDA))/((4.D0**2l)*((RR+LMDA)** 
143)))**(!.DO/45.DO) 
85 R(21) = BL 
J=21 
86 J = J-l 
A = J 
R(J) = ((2.D0*(l.D0+LMDA))/XY2)*RBAR(J+l)+((2.D0*A+l.D0)/ 
l((2.D0*A+3.D0)*ALPl))*R(J+l) 
IP(J-I) 90,90,86 
C SUM SERIES 
90 COEP = 1.DO/3.DO 
SUM = C0EP*R(1) 
N «= 0 
92 
100 N = N+1 
A = N 
COEP = (((4.D0*A-1.D0)*(A-.5D0))/((4.D0*A+3.D0)*A))*C0EP 
AA = C0EF*((YY-XX)/XY2)**(2*N) 
TEST = AA*R(2*N+1) 
SUM = SUM + TEST 
TEST = DABS(TEST) 
IP(TEST-1.D-4) 120,120,110 
110 IP(N-20) 100,100,115 
115 WRITE (3,2006) SUM,TEST,N 
2006 FORMAT (' NO CONVERGE' Dl6.9,Dl6.9,I3) 
120 ARGX = (RR*(X(IX)+Y(1Y)+1.D0) + X(lX)*Y(lY))**2 
ARGY = RR*((RR+LMDA)**2) 
CALL REPN(ARGX,ARGY,RE) 
RJ(IX) = 3.D0*RE + (12.D0/(XY2*DSQRT(1.D0+LMDA)))*SUM 
200 IP(IX-NX) 30,201,201 
201 WRITE (3,2007) (RJ(J),J=1,NX) 
2007 FORMAT (llPlO.6) 
IP(IY-NY) 20,210,210 
210 IP(IRO-NRHO) 10,220,220 
220 WRITE (3,2008) 
2008 FORMAT ('1',' END OP RUN') 
STOP 500 
END 
SUBROUTINE REPN(X,Y,RE) 
DOUBLE PRECISION X,Y,RE,T1,T2 
IP(Y-X) 10,20,30 
10 T1 = DSQRT(X-Y) 
T2 = DSQRT(X) 
RE = (l.D0/(2.D0*Tl))*DL0G((T2+Tl)/(T2-Ti)) 
RETURN 
20 RE = 1.D0/DSQRT(X) 
RETURN 
30 T1 = DSQRT(Y-X) 
T2 = DSQRT(X) 
RE = (l.D0/Tl)*DATAN(Tl/T2) 
RETURN 
END 
B. Method of Landen and Gauss Transformations 
DIMENSION X(6),Y(10),R0(6),A(30),C(30),D(31),E(31), 
1T(30),8(30)/W^30 ,RJ(6),RH(6) 
EQUIVALENCE (E(1),D(1)), (T(1),S(1)),(EE,DD) 
1000 FORMAT (31101 
READ (1,1001 (X(J),J=1,NX; 
READ (1,1001) (Y(J),J=1,NY 
93 
READ (1,1001) (R0(J),J=1,NR0) 
1001 FORMAT (8F10.6} 
IRO = 0 
10 IRO = IRO + 1 
RR = R0(IR0)*R0(IR0) 
WRITE (3,2001) RO(IRO) 
2001 FORMAT ('1',' RHO = ',P10.6,////////) 
WRITE (3,2002) (X(J),J=1,NX),(X(J),J=1,NX) 
2002 FORMAT (10X,6(P5.1,2X),10X,6(P5.1,2X),/) 
lY = 0 
20 lY = lY + 1 
YY = Y(IY)*Y(IY) 
IX = 0 
30 IX =IX + 1 
XX = X(IX)*X(IX) 
c 
C CALCULATE REGION OF COMPUTATION 
C 
IF(RR-YY) 32,31,31 
31 IR = 1 
GO TO 40 
32 IF(RR-XX) 33,33,35 
33 IR = 3 
GO TO 40 
35 IR = 2 
40 IF(lR-2) 45,41,45 
41 IF(RR-l.O) 50,42,42 
42 IR = 5 
GO TO 50 
45 IF(XX+YY-2.0) 50,50,46 
46 IR = IR + 3 
0 CALC A,C,T 
50 A(l) = SORT(YY-XX) 
IP(A(1)) 52,53,52 
52 GO TO (51,51,51,55,55,55),IR 
53 0(1) = 0.0 
0(2) = 0.0 
A(2) = 0.0 
T(l) = 1.0 
T(2) = 1.0 
NN = 2 
RF = 1.0 
GO TO 91 
51 0(1) = SORT(YY-1.0) 
Ta) = Y(IY) 
GO TO 60 
55 0(1) = SQRT(1,0-XX) 
8(1) = X( IX) 
60 KTR = 1 
61 CO = C(KTR)*C(KTR) 
94 
A(KTR+l) = 0.5*(A(KTR)+SQRT(A(KTR)*A(KTR)-CC)) 
C(KTR+l) = 0.25*(CC/A(KTR+1)) 
GO TO (65,65,65,68,68,68),IR 
65 T(KTR+l) = 0.5*(T(KTR)+SQRT(T(KTR)*T(KTR)-CC)) 
GO TO 70 
68 8(KTR+l) = 0.5*(S(KTR)+8QRT(S(KTR)*S(KTR)+CC)) 
70 IF(C(KTR+l)-l.E-8) 80,80,71 
71 IP(KTR-20) 72,75,75 
72 KTR = KTR + 1 
GO TO 61 
75 WRITE (3,2003) C(KTR+1) 
2003 FORMAT (' PANIC -- NO CONVERGENCE',' C(30) = ',F10. 
80 NN = KTR+1 
C CALC RP FUNCTION 
TEMP = A(NN)/T(NN) 
GO TO (83,83,83,85,85,85),IR 
83 IP(ABS(l.0-TEMP*TEMP)-l.E-5) 84,84,81 
81 RP = ATAN(TEMP/SQRT(l.0-TEMP*TEMP)) 
GO TO 90 
84 RF = 1.5707963 
GO TO 90 
85 RF = AL0G(TEMP+SQRT(TEMP*TEMP+1.0)) 
90 RF = RP/A(NN) 
C 
91 GO TO (100,110,120,130,140,150),IR 
C 
C REG 1 -- D.G. 
100 D(l) = SQRT(RR-YY) 
DO 109 J=1,NN 
DD = D(J}*D(J) 
AA = A(J)*A(J) 
Z = SQRT(DD+AA) 
IP(ABS(T(J)*T(J)-AA) - l.E-5) 106,106,105 
105 SGM = ATAN(Z/SQRT(T(J)*T(J)-AA)) 
GO TO 107 
106 SGM = 1.5707963 
107 W(J) = Z*RP - SGM 
D(J+1) = 0.5*(D(J)+8QRT(DD+C(J)*C(J))) 
109 CONTINUE 
GO TO 160 
C REG 2 -- D.G. 
110 D(l) = SQRT(YY-RR) 
DO 119 J=1,NN 
DD = D(J)*D(J) 
AA = A(J)*A(J) 
Z = SORT AA-DD) 
IP(AB8(T(j)*T(j)-AA)-l.E-5) II6,116,115 
115 SGM = ATAN(Z/SQRT(T(J)*T(J)-AA)) 
GO TO 117 
116 SGM = 1.5707963 
95 
117 W(J) = Z*RF-8GM 
D(J+1) = 0.5*(D(J)+SQRT(DD-C(J)*C(J))) 
119 CONTINUE 
GO TO 160 
C REG 3 -- D.G. 
120 D(l) = 8QRT(YY-RR) 
DO 129 J=1,NN 
DD = 
AA = A(J)*A(J) 
Z = SQRT(DD-AA) 
TEMP = Z/SQRT(T(J)*T(J)-AA) 
SGM = 0.5*AL0G((1.0+TEMP)/(l.0-TEMP)) 
W(J) = Z*RF - SGM 
D(J+1) = 0.5*(D(J)+SQRT(DD-C(J)*C(J))) 
129 CONTINUE 
GO TO l60 
C REG 1 -- A.L. 
110 E(l) = SORT (RR-XX) 
DO 139 J=1,NN 
EE = E(J)*E(J) 
AA = A(J)*A(J) 
Z = SQRT(EE-AA) 
SGM = ATAN(Z/SQRT(S(J)*S(J)+AA)) 
S(J) = Z*RP-SGM 
E(J+1) = 0,5*(E(J)+SQRT(EE-C(J)*C(J))) 
139 CONTINUE 
GO TO 160 
C REG 2 -- A.L 
140 E(l) = SORT (RR-XX) 
DO 149 J=1,NN 
EE = E(J}*E(J) 
AA = A(J)*A(J) 
Z = SQRT(AA-EE) 
TEMP = Z/SQRT(S(J")*S(J)+AA) 
SGM = 0.5*AL0G((1.0+TEMP)/(1.0-TEMP)) 
W(J) = Z*RF-SGM 
E(J+l) = 0.5*(E(J)+SQRT(EE-C(J)*C(J))) 
149 CONTINUE 
GO TO 160 
C REG 3 -- A.L. 
150 E(1) = SORT (XX-RR) 
DO 159 J=1,NN 
EE = E(J}*E(J) 
AA = A(J)*A(J) 
Z = SQRT(AA+EE) 
TEMP = Z/SQRT(S(J)*S(J)+AA) 
SGM = 0.5*AL0G((1.0+TEMP)/(1.0-TEMP)) 
W(J) = Z*RP-SGM 
E(J+1) = 0.5*(E(J)+SQRT(EE+C(J)*C(J))) 
159 CONTINUE 
96 
C SUM W SERIES 
160 SUM = W(l) 
COEP = 1.0 
DO 165 J=2,NN 
COEP = 2.0*C0EP 
165 SUM = SUM+C0EP*(W(J)-W(J-1)} 
B = SQRT(ABS((RR-XX)*(RR-YY)*(RR-1.0))) 
GO TO (171,170,170,171,171,170),IR 
170 B = -B 
171 RJ(IX) = (3.0/B)*8UM 
RH(IX) = 1.5*RP-0.5*RR*RJ(IX) 
IF(IX-NX) 30,175,175 
175 WRITE (3,2004)Y(IY).(RJ(J),J=1,NX),Y(IY),(RH(J),J=1,NX) 
lY(lY),(RJ(j),J=l,NX)(RH(j),J=irNX) 
2004 FORMAT (FIO.1,6F7.3,PIO.1,6F7.3) 
IF(IY-NY) 20,180,180 
180 IF(IRO-NRO) 10,200,200 
200 WRITE (3,2005) 
2005 FORMAT ('1',' END OF RUN') 
STOP 
END 
