State-of-the-Art feedback control of lighting depends on point sensor measurements for light field generation. However, since the occupant's perception depends on the entire light field in the room instead of the illumination at a limited set of points, the performance of these lighting control systems may be unsatisfactory. Therefore, it is critical to reconstruct the light field in the room from point sensor measurements and use it for feedback control of lights. This paper presents a framework for using graphical rendering tools along with point sensor measurements for the estimation of a light field and using these estimates for feedback control. Computer graphics software is used to efficiently and accurately model building spaces, while a game engine is used to render different lighting conditions for the space on the fly. These real-time renderings are then used together with sensor measurements to estimate and control the light field in the room using an optimization-based feedback control approach. We present a set of estimation algorithms for this purpose and analyze their convergence and performance limitations. Finally, we demonstrate closed loop lighting control systems that use these estimation algorithms and compare their relative performance, highlighting their benefits and disadvantages.
INTRODUCTION
Electric lighting accounts for 16% of the electricity consumption in the commercial sector in the United States, using 850 billion KWh annually. Similarly, in the residential sector, more than 550 billion KWh of electrical energy is used every year, making up 9% of total electrical energy consumption of this sector [1] . With the emergence of light emitting diodes (LEDs) as the new generation of lighting components and new lighting control strategies such as smart lighting systems, these numbers are expected to drop by 50% by 2017 [2] . This goal is achievable only by using new control strategies and cutting-edge technology for lighting simulation and control applications [3] .
Prior work on lighting control has focused on the deployment of sensor networks to measure the light in specific locations throughout the illuminated space and using these measurements to drive the lighting system to a desired condition. These approaches have been used to achieve different objectives such as generation of high-quality lighting in terms of color rendering index (CRI) [4] or other metrics [5] [6] [7] , incorporation of daylight in illumination to achieve energy saving [5, 6, 8, 9] , resolution of conflict between occupants [6] , and achieving plug-and-play functionality and uniform lighting across the floor by using dis-tributed and decentralized control schemes [10, 11] . In these approaches, the control problem is typically posed as an optimization problem and is solved based on point sensor measurements in the space using a variety of optimization methods. The drawback to these approaches is that they make use of point sensor measurements instead of calculating and using the entire light field for feedback control. Measurement of the entire light field and designing control algorithms that make use of the measured light field are among the current challenges of feedback control of the light field in the room. Previously, Dong et al. proposed a systematic approach for tracking and estimation of the light field in the room using multi-scale representation of the light field [12] .
The challenge in measuring the light field in the illuminated space is the need for a large number of sensors. This paper presents a method to use environmental rendering in conjunction with point sensor measurements to estimate the dynamic light field in a room at discrete locations. Computer graphics software is used to model the geometry, reflectance properties, and the layout of the space. This model is then used in a game engine platform to simulate the light field in the space in a dynamic fashion. Sensor measurements from the physical space are then used together with this dynamic simulation to estimate the actual light field. The estimated light field is then fed into a closed loop feedback algorithm, which optimizes a composite cost function consisting of a set of metrics including light quality (comfort) and power consumption. The contributions of this work are (1) estimation of the generated light field in the space based on the simulated light field and sensor measurements from the physical space, and (2) design of a closed loop control scheme that uses the estimated light field in order to optimize the generated light field.
The paper is organized as follows: In Section 2, light transport analysis is used to model the generation and measurement of the light field in a space and define the light field estimation and control problems. Section 3 presents a variety of methods to estimate the light field in the physical space based on the graphical rendering tool and sensor measurements from the space. In Section 4, various software packages used in this work for graphical rendering are introduced. Finally, Section 5 demonstrates the results from applying the light field estimation and feedback control to a physical space and analyzes the closed loop performance.
Light Field Estimation and Control Problem
The light field estimation problem in this work is posed as an optimization problem to minimize a cost function that evaluates the estimation accuracy based on graphical simulation of lighting and measured data. The light field control problem is posed as a separate optimization problem over the input of light fixtures to minimize a composite cost function. This cost function consists of several metrics evaluating the quality of the generated light field and power consumption. In the rest of this section, the mathematical model for the lighting plant is developed and the light field estimation and control problems are separately defined.
Light Transport Modeling
The lighting plant in this work is assumed to be a room with n light fixtures and m color sensors. Without loss of generality, one physical light fixture/sensor with p different channels is assumed to be p independent light fixtures/sensors located at the same spot in the room. For example, an RGB color sensor is assumed to be 3 color sensors measuring the red, green and blue contents of the light spectrum. Assuming that y k ∈ R m is the composite output vector representing the output light measurement at the k-th time-step and u k ∈ R n is the input light intensity control vector at the k-th time-step, we model the lighting plant as
where P ∈ R m×n is the light transport matrix, or LTM, from the light input to the output measurement. W y ∈ R m×l is a matrix defining the form of the disturbance light (daylight), and d k ∈ R l is a vector that specifies the intensity of the disturbance at timestep k. We call W y a disturbance spatial variation matrix, or DSV matrix, for the output. Notice that the ( j, i)-th entry in the LTM represents the effect of the i-th light fixture on the j-th sensor. Also v k ∈ R m is the measurement noise vector at the k-th timestep. In this work, v k is assumed to have zero-mean uncorrelated Gaussian characteristics. In this work, the light field in the room is assumed to be specified by a set of RGB values denoted by x ∈ R q . These are the values that a color sensor would measure if it was placed in each of q locations. The set of locations is assumed to be fixed for a space and can be a spatially uniform grid of points. We assume q m and thus, the light field in the room contains much more information regarding the lighting distribution in the room compared to the output. We also assume there is a linear transformation C ∈ R m×q that maps the light field in the room to the output measurements, y = Cx. Similar to (1), we obtain
where G ∈ R q×n is the light transport matrix (LTM) from the input to the light field in the room. x ∈ R q and u k ∈ R n are the light field vector and the light input vector to the fixtures at the k-th time-step. W x ∈ R q×h is the DSV matrix for the light field and d k ∈ R h specifies the intensity of the disturbance at time-step k.
Light Field Estimation Problem
Based on the light transport analysis approach discussed above, the light generation equations for the actual space and the simulation tool are
The( .) notation shows the corresponding variables in the simulated environment. In the absence of data from the actual space, these variables can be used as an estimate of the variables in the actual space (an a priori estimate). We usex k ∈ R q andd k ∈ R h to denote the estimates of x k and d k using both the simulation platform and the sensor measurements from the space (an a posteriori estimate).
The light field estimation problem is posed as an optimization problem over the variablex. The cost function, O(x,d, u, y), uses the simulation tool together with various metrics to compare the estimated light field against the sensor measurements in different time-steps. The general estimation problem formulation in this paper is
where Ω ∈ R m×q and ϒ k ∈ R m are respectively a matrix and a vector defining a linear constraint onx k . Various methods to solve this problem are discussed in Section III.
Light Field Control Problem
The feedback control of the light field is posed as an optimization problem over the input u to minimize a cost function consisting of a light quality metric, µ Q , and a power consumption metric, µ E . Assuming x des is the desired light field, the overall optimization problem is posed as
where Γ Q ∈ R q×q is a diagonal (positive definite) weighting matrix, and Γ E ∈ R n×n is a diagonal matrix with the i-th entry on the main diagonal equal to the efficiency of the i-th light fixture. More details on specification of Γ Q and Γ E can be found in [5] .
We now describe the feedback update law at the k-th timestep. Note that µ Q is (locally) convex in u. The stationarity condition for µ Q , ∇ u µ Q = 0, is only satisfied atx = x des , and the Hessian ∇ 2 u µ Q is positive definite at that point. The power consumption metric µ E is linear in u and is convex. Therefore, any gradient update law may be used to ensure convergence to the optimum. Similar to the method discussed in [5] , we will use gradient update with projection for solving (5) , which results in the control law
where P U is the projection to ensure the lighting control is within the allowed range, the k subscript denotes the k-th time-step and ε is a sufficiently small step size. A schematic diagram of the system is shown in Figure 1 . Notice that unlike [5] , the light field is used here instead of the sensor measurements to generate the input to the light fixtures. 
A Few Remarks
Remark I: Since we assumed q m, measurement of the light field in the physical space is not feasible. The actual light field can only be measured in the simulation tool or estimated for the actual space.
Remark II: Unlike (1), there is no sensor noise included in (2). This is because the RGB values for x k are not measured by actual color sensors.
Remark III: h is a measure of the spatial complexity of the disturbance. The most complex disturbance is W = I q×q ⇒ h = q, in which case the value of the disturbance in each of the q locations is independent of the others. However, for lighting applications typically h q. This is due to the incoming daylight having a certain pattern which is governed by the number, size and location of the windows and/or the skylights.
Remark IV: P and G are assumed to have no dynamics (static). However, the problem cannot be solved offline using optimization techniques due to the dynamics introduced by the disturbance.
Remark V: In the case of P, measured input-output data can be used to identify the LTM. A typical approach is to fit a linear transformation to input-output data using the linear least-squares method [13] . Assuming U = u 1 u 2 . . . u N is a sequence of randomly generated light inputs and Y = y 1 y 2 . . . y N contains the corresponding sensor measurements, the least squares estimate of P isP = YU + where U + is the Moore-Penrose pseudo-inverse of U. This assumes no disturbance. If the noise characteristics of the sensors are different, a weighting matrix must be included in the formulation of the least squares problem. Also, U has to be of full rank and well-conditioned for this method to obtain an accurate P.
Light Field Estimation Algorithms
This section presents different methods to estimate the light field generated in the room using the simulated light field in the software platform and sensor measurements from the actual space. Various cost functions and constraints are suggested for the estimation problem and the solution to the resulting optimization problem in each case is presented.
Minimum-Error Estimation with Output Matching
In order to use both the data obtained from the light field generation simulation in the space (i.e., using the simulation LTM orĜ) together with the measured data from the room for estimation, the estimation optimization problem is defined as:
The term minimum-error is used here since the cost function penalizes the difference between the estimated and the simulated light fields in an effort to minimize the estimation error, x k −x k 2 2 . Note that this formulation represents a simplified Kalman filter problem with no dynamics. Assuming M =Ĉ T ĈĈ T −1 , the estimated light field in this case isx k = My k + I − MĈ −1Ĝ u k . Although this method is expected to
give an accurate estimation of the light field due to the form of the cost function, it can be sensitive to noisy measurements by the sensor because of the hard constraint. In order to avoid this issue, we introduce the next estimation method.
Minimum-Error Estimation with Soft Constraint Penalty on Output Matching
The minimum-error estimation with output matching relies heavily on the sensory data from the actual space due to the hard constraint. However, sometimes these data might be noisy. In order to make the estimation method more robust to noisy data, here the estimation problem is posed as an unconstrained optimization problem.
Similarly the problem formulation here also represents a simplified Kalman filter problem with no dynamics. The closed form solution in this case isx k = I + αĈ TĈ −1 Ĝ u k + αĈ T y k . The tuning parameter α is used to determine the influence of the sensor measurements from the actual space on the light field estimate. With a large α, the estimation will be based on the sensor measurements whereas with a small α, the estimation relies on the simulation tool and sensory data is ignored.
Minimum-Error with Spatial Disturbance Model
The minimum-error estimation with soft constraint penalty on output matching does not incorporate the disturbance (external light in the actual space) into the estimation and is expected to give an erroneous estimate in the presence of disturbance. Therefore we now estimate not only the light field in the space (x), but also the disturbance (d). By incorporating a disturbance model, a more accurate estimate of the light field is expected to be achieved which can be used in closed loop to drive the generated light field in the room to a desired light field. The new optimization problem is defined as
is a matrix with all entries equal to zero. Similarly, α serves as a tuning parameter and is specified by the trust level in the sensor measurements. The optimum in this case is obtained from
Minimum-Error with Spatial and Temporal Disturbance Model
The static estimation algorithms proposed in Sections 3.1 to 3.3 all suffer from sensitivity to noise. In order to filter the high temporal frequency content of the noise and add memory to the estimation method, the current data as well as past data have to be taken into account to determine the new light field estimate. Here, the new estimation problem is defined as
andθ , A and B are defined similarly to the minimum-error with spatial disturbance model method. Also, the subscripts k and k − 1 denote the current and the previous time-steps respectively. Notice that this formulation represents a moving horizon estimator problem [14] . Assuming N = A T A + αB T B + β F T F −1 , the estimated light field can be obtained recursively from
Using the recursive algorithm in (12) and assuming u k to be bounded,θ k always converges.
Proof. From (12),
Therefore,θ converges if and only if σ max = σ (A T A + αB T B + β F T F) −1 (β F T F) < 1 whereσ (.) denotes the largest singular value. Note that from the definition of F,σ (F) = σ (F) = 1 where σ (.) denotes the smallest singular value. Thus,
Given that A T A + αB T B is a positive definite matrix, σ (A T A + αB T B) > 0 and therefore, σ max < 1.
Sensitivity to Model Uncertainty
The above estimators useĜu k and y k as input to estimate the light field. Since in the absence of disturbance in simulation, Gu k =x k , and since y k is obtained directly from the sensors, no identification of the plant is required for the light field estimation. However, the drawback is that accurate modeling of the physical space in the rendering software is required. Let the light transport matrix of the physical system beĜ + ∆Ĝ, whereĜ is the light transport matrix in the graphical rendering model. Using the minimum-error with spatial and temporal disturbance model estimator,
where (∆θ k ) ss is the steady state error in the light field estimate.
Using Graphical Rendering Software for Finding Gû
In the previous section, different algorithms were suggested to useĜu together with data from the physical space to obtain an a posteriori estimate for the generated light field. In this work, we use computer simulations via graphics software to calculatê Gu. This section introduces the software we used for this task and describes the simulation procedure.
Various simulation programs are used by architects and lighting designers to examine and evaluate the performance of lighting systems in buildings [15] [16] [17] . One of the most commonly used software packages for lighting design, simulation and analysis purposes is Radiance [18] . However, a critical functionality for our application is high-quality, high-accuracy dynamic rendering to represent the reactions of the lighting control system to external disturbance in real time. The command-based structure of Radiance and its requirement of detailed inputs to set up a scene made this functionality infeasible.
In this work, the 3ds Max and Maya software packages by Autodesk were used to create the environmental model. These tools enable high-quality and high-speed visualization of detailed environments with complex texturing and lighting [19, 20] . Critical factors in our choice were Maya's capability to realistically simulate lighting panels that evenly emit photons and 3ds Max's powerful and detailed daylighting system. Moreover, in order to add various capabilities to our software platform such as convenience of environmental change, importing external data and measuring and controlling object properties in real time, we investigated computer game design tools. The Unity3D Pro game engine is well-suited for these purposes and it also enables human-machine interaction via scripting. Previously, Jia and Radke [21] used Unity3D Pro to virtually collect time-of-flight data in a synthetic environment and validate occupancy tracking algorithms.
Our simulation methodology is to first create detailed and accurate room models in Maya, taking into account the geometry and the material properties of the surfaces. Next we create light objects in the same positions as the real lights in the room models in Unity3D Pro. These directional, point, and spot lights are able to generate illumination at real-time frame rates (i.e., 30Hz or more), but only for rays directly from a light source to a surface. Thus, reflections from surfaces are not captured in these renders. The next step is building off-line renders of the lighting in the room due to the light fixtures (using Maya) and daylight (using 3ds Max). These renders can be saved and reused as texture images called lightmaps, which are images of all the geometric surfaces in the space with their illumination characteristics. Finally, the lighting in the room is simulated by linearly combining the individual lightmaps with weightings based on the light fixture inputs and importing the composite lightmap into Unity3D Pro. For specification of the disturbance (daylight), various data such as time of the day and weather condition can be used. The process is further detailed in [22] .
Simulation Results and Discussion
This section presents the performance results for the closed loop control algorithm described in Section II-C coupled with each of the estimation methods discussed in Section III. In order to save space, the short notations presented in Table 1 A three dimensional model of the Adaptive Lighting Testbed, a testbed within the Smart Lighting Engineering Research Center at Rensselaer Polytechnic Institute, was made using Autodesk Maya and Autodesk 3ds Max Design [23] . This space is a 12 × 8 × 12 furnished room with windows and a simulated skylight. There are twelve color-tunable RGB LED light fixtures from Acuity [24] on the ceiling. Also, twelve wireless color sensors from Ocean Optics [25] are attached to the ceiling near the light fixtures and provide RGB measurements from different points in the room. Figure 2 illustrates the actual testbed and the model created by the software. the RGB values that characterize the light field (x). It can be assumed thatx is measured by a set of (virtual) RGB color sensors attached to the ceiling at the locations depicted in Figure 3 .
The control algorithm was implemented in MATLAB. The Unity3D Pro game engine was used to realize different lighting conditions in the simulation. Moreover, light transport analysis was used to mathematically model the testbed. This model was implemented in MATLAB to simulate the sensor readings from the actual testbed. The simulation results are shown using three graphs illustrating the 2-norm of the estimation error (i.e.,
x −x 2 2 ), light field convergence (i.e., x compared to x des ) and the estimation cost function (i.e., O). 
Feedback Control Using III.A
In the absence of disturbance, the estimation error ( x −x 2 2 ) is trivially always equal to zero. This is due to the cost function penalizing the difference norm between the simulated and estimated light fields. Using this estimate for feedback control, the generated light field converges to the desired light field. The simulation results using this method in the presence of disturbance are shown in Figures 4. In this case, there exists a large estimation error as shown in Figure 4(a) . Here, the ambient light is added to the light generated by the fixtures to make up the total light field in the room. In the rendering tool, the ambient light is not modeled and therefore the rendered light field only represents the light generated by the fixtures. This makes the a posteriori estimate highly erroneous. Using this estimate for feedback control results in a large difference between the desired light field and the generated light field, as shown in Figure 4(b) . Notice that the light field is two dimensional in nature. However, in order to save space, only the RGB values for one location are illustrated to represent the estimator and controller performance.
Feedback Control Using III.B
The simulation results for this method are identical to the III.A method for both of the scenarios with and without disturbance and therefore, are not repeated here. In the absence of disturbance, the estimated light field converges to the generated light field and using this estimate for feedback control, the generated light field converges to the desired light field (x → x and x → x des ). In the presence of disturbance, the light field estimate has a large error compared to the light field in the room as shown in Figure 4 (a) (due to the effect of ambient light). Using this estimate for feedback control, the generated light field fails to converge to the desired light field (Figure 4(b) ).
Feedback Control Using III.C
In the absence of disturbance, the simulation results for this method are identical to the III.A method and therefore are not repeated here. In the presence of disturbance, the estimation error is much smaller than the previous approaches but still not zero, as shown in Figure 5 (a). The reduced estimation error is due to the fact that in this approach, the ambient light is separately estimated based on the measurements from the actual system and therefore, it does not distort the a posteriori light field estimate. This method uses the DSV matrix to generate the control input. In practice, calculating this matrix with high accuracy can be challenging. We assumed 20% variation in this matrix to account for the error resulting from measurement difficulty. The nonzero estimation error is due to this variation assumption. The result for using this estimate for feedback control of light field is shown in Figure 5 (b). Using this method reduces the difference between x and x des significantly.
Feedback Control Using III.D
The simulation results for this method in the absence and presence of disturbance are identical to the III.C method and therefore are not repeated here. Figures 6(a) and (b) show simulation results for using the III.D method in the presence of distur- bance and measurement noise. The noise is assumed to be zeromean uncorrelated Gaussian with standard deviation of 0.05 and is present in the time interval [0 1.8] seconds. The maximum estimation error in this case is 1.7049, as shown in Figure 6(a) . Using the III.D method in the presence of similar disturbance and noise reduces the maximum estimation error to 0.8294 as shown in Figure 6 (c). Therefore, penalizing the high temporal variation in the light field estimate reduced the estimation error by more than a half.
Estimation and Control with Model Uncertainty
In this section, we first simulated a lighting scenario where the LTM of the physical space from the input to the light field is different from that of the graphical rendering engine (∆Ĝ > 0) using three different approaches and compared the results. The purpose is to observe the effect of uncertainty in the LTM on the estimator and controller performance. In order to do this, the top half entries of the LTM of the physical space are assumed to be 10% smaller than those in the LTM of the rendering tool. Also, the sensor measurement noise is assumed to be a white Gaussian noise with σ = 0.1.
In the first simulation, the estimator is taken out of the loop and the perturbed model is directly used to perform the control (no estimation). In the second simulation, the estimator is in the loop, but uses the perturbed model instead of the real model to estimate the light field without using sensory data (only a priori estimate). This estimate is then used to close the loop for control. In the third simulation, the estimator uses the perturbed model together with sensory data from the testbed for light field estimation (a posteriori estimate). The results from these simulations are shown in Table 2 Table 2 . Simulation results with a fixed 10% variation in the first half entries of the LTM for the physical plant compared to the LTM for the rendering tool.
The second column shows the steady-state two-norm of the difference between the estimated light field and the measured light field vectors. Since there is no estimation in the first case, this difference does not exist. The third column shows the steadystate value of the control cost function introduced in (5) . These simulations show that even in the presence of model uncertainty, using the simulation platform for light field estimation and control results in a better control performance compared to not using any estimation. Also, among the two estimation approaches, the one that uses both the simulation tool and the sensory data results in a better estimation and control performance. Next, two lighting scenarios, one with large model uncertainty and small sensor measurement noise and the other with small model uncertainty and large sensor measurement noise, are simulated. Each of these scenarios is simulated using various values for α. Here, all the simulations use the minimum-error with spatial and temporal model estimator. The purpose of these simulations is to show that the parameter α can be used to tune the level of trust to either the model or the sensory data. As shown in Table 3 , with large model uncertainty and small sensor noise, the large α results in a better estimation. However, with small model uncertainty and large noise, the small α performs better. Table 3 . The steady state 2-norm of the estimation error (e ss ) for the second set of simulations with model uncertainty. The first row represents large model uncertainty and small sensor noise while the second row represents small model uncertainty and large sensor noise.
Conclusions and Future Work
In this work, we investigated the problem of estimating the light field in a space using a three-dimensional environmental model and measurements from a sensor network. Graphics and game design software were used to simulate a physical lighting testbed. Different estimation approaches were investigated and their performances were compared in a closed loop lighting control algorithm. It was shown that by using the appropriate estimator, the generated light field in the room can be driven to a desired light field even in the presence of the disturbance and sensor noise. Future directions include implementation of these estimation and control algorithms in the actual Adaptive Lighting Testbed.
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