§1. Introduction
We start with the initial value problems for a class of nonlinear equations which W. Craig [11] . See also T. Nishida [9] .)
In order to see the essence of Craig's argument, we consider here the following linear equation ( 1 .9)
(df + a(t, jc)|D| + b(t, x)d t + c(t, x))u(t, x) = f(t, x),
where a, b and c are C°° functions whose derivatives up to arbitrary order are bounded in [O^JxR 1 . (This assumption corresponds to (1.8).) then we can lead an energy-inequality for the following energy-norm
(Recall that if we replace the term a(t,x)\D\ in the above equation by a(t,x)d K , then the equation would be not
where ( , \ and | || s are //'-inner product and norm with respect to x e R 1 respectively, and that this energy-norm is equivalent to
These results give H~ well-posedness for (1.9) and (1.2). The form of (1.12) suggests that (1.9) should be H°° well-posed even if the term which includes is added to the left-hand side, and it is not difficult to verify this. Moreover Y. Hattori and Y. Ohya [2] treated an example in which merely 0(r,jt)>0 is satisfied -instead of (1.10). The case they analyzed is that the initial time is fixed on t Q = 0 and that the equation has the following form (1.13) (1.14) tt(0,Jc)
where k,l are non-negative integers and a is a real constant. They derived that H°° well-posedness of (1.13) and (1.14) is equivalent to the condition that either a<0 and l + \>k or a>0 and kj are arbitrary. (This result is similar to the one for the following differential equation Moreover we assume
Before analyzing the equation (1.16) we must define the precise meaning of H°° well-posedness.
Definition 2 0 1L The Cauchy problem for (1.16) is called uniformly H°° wellposed when if any t 0 e[Q J Tlu Q (x),u l (x)EH' H '(R d ) and f(t,x) e C°°([0,r]); //°°(R d )) be given, then there is a unique solution u(t,x) e C°°([0,r])
;H 00 (R^)) of (1.16) and (1.17).
In this section we consider uniformly H°° well-posedness of (1.16) in the case where a(t, x) > 8 > 0 .
Theorem 22. Let a^^b^x^eC^^T^SS 00^) ) be a real-valued and a complex-valued function, respectively. Assume (2.2) and that there is 8>0 such that
(2.3) a(t,x)>8>0, for any (r,jc) e [0,r]xR J .
Then (i) if ml 2 > n then the Cauchy problem (1.16) is uniformly H°° well-posed. (ii) if n > m/2 and b(t,x) is real-valued, then the Cauchy problem (1.16) is uniformly H°° well-posed.
The proof of Theorem 2.2 is not difficult but needs much description, so we only sketch it here.
Case (i): For any s e R we define the following norm and energy. The following inequality will be derived from (1.16), (2.2), (2.5), (2.6), and that m/2>n.
,T] and u(t,x) e C([0, T])\H^).
In particular, the assumption (2.2) is important in order to estimate the commutators of some operators, and the assumption that m/2>n is used so as to estimate the term b(t,x)\D\ n . From (2.6) and (2.7) we get the following energy-inequality
and this proves the assertion (i) by applying Riesz's representation theorem on the Sobolev spaces. Case (ii): We must modify the energy-norm as follows.
We can lead the inequality which be gotten by replacing £ ls (f) by £ 2s (0 in (2.6), from (2.2) and (2.3). And an energy-inequality corresponding to (2.8) also follows since we have the assumption that b(t,x) is real. The rest is the same as Case (i). Thus Theorem 2.2 follows. We can prove the same result even in adding the terms which include d t u(t,x) or u(t,x) to the left-hand side of (1.16). Such terms request no serious modification to the proof of H°° well-posedness. (Hence we may regard the above result as an extension of the one for (1.9).) On the other hand In this section we consider the Cauchy problem for (1.16) under the assumption that a(r,;c)>0 for any (r,;t)e[0,T]xR^ , instead of (2.3).
Here we are interested in the case where a(t,x\ b(t,x) degenerate in a finite order at some point (t Q ,x 0 ). One of the most essential examples in this situation is the following Cauchy problem mentioned at the end of §1.
Here kj are non-negative integers, m,n are real constants such that m>/t>0, and a is a complex constant. This equation is an extension of (1.13). For the simplicity we consider only homogeneous case (i.e. /(f,jc) = 0) and restrict the initial time to t Q = 0 . So here we define H°° well-posedness as follows.
Definition 3.1. The Cauchy problem for (3.1) is called H°° well-posed when if every H O (JC),H,(.*) e H°°(R d ) be given, then there is a unique solution u(t,x) eC°°([(),r];#~(R rf )) o/(3.1) and (3.2).
As we suggested in §1, the situation when m/2>n is different from that when n>m/2. The necessary and sufficient condition of H°° well-posedness for (3.1) is as follows. The most interesting difference from (1.13) or the differential equation (1.15) is the result in the case IV, which corresponds to the fact that we mentioned at the end of the preceding section.
The remainder of this paper is devoted to the proof of Theorem 3.2. We consider the Fourier image of (3.1) with respect to x, that is,
The above is an ordinary differential equation with respect to t with a parameter | , so the solution v(J,|) exists for every initial data v(0,£) and (9 r v(0,£). Now the following lemma is valid.
Lemma 3.3. H°° well-posedness for (3.1) is equivalent to that there exist positive constants C and p such that the following inequality is satisfied; for every solution v(£,£) of (33), (3.4) E Q (t,£)<C\£\ p E Q (Q,£) for any t G [0, T] and large |£|.

Here we define
The above lemma is due to I. G. Petrowsky.
Lemma 3.4. Let C Q be an arbitrary positive constant. Then (3.6) E Q (t',£) < const-E 0 (t,£) for any t,t f G [0,f 0 (£)] and large where and the constant in (3.6) is independent of t,£ and v(-,-)-
Proof. We rewrite (3.3) as follows. Lemma 3.5* Assume that 2k>l. Let C 15 C 2 be arbitrary constants and define (3) (4) (5) (6) (7) (8) (9) the following estimate is valid for the solution v(t,%) of (3.3). Now that 2k > I and (3.9) imply that
This and (3.12) lead the following inequality, (3 Proof. Note that \<mln and m I n < (2k + 2) / (/ + 2) imply 2k>l. Let us consider (3.12). We can take t n~l \^\ m~n as small as we please when t<t { (^), taking C, sufficiently small. Then the most important part of (3.12) is the matrix 0 11 _ . The eigenvalues of this matrix are ±V-a , the real parts of which are -a Oj non-zero when either a < 0 or a is non-real. We choose such a branch of the square roots that Re V-a > 0 .
Multiplying (3.12) by a costant non-singular matrix which diagonalizes the above matrix, we have the following form * where P 0 is some constant matrix and £-(£,£)(*, 7 = 1,2) is as small as we please when t < ^ (£) , by choosing C t . Defining (4.2) ^^5) = l^o^ §)
we obtain for some positive constant 8 l , 
.6) E w (t { (^^< const -\^E Q (t { (^^)< const -\^+^E Q (0^).
On the other hand, Lemma 3.5 says Proof.
Step-l. We consider (4.14). Letting a = a l +ia 2 Step -2. Expanding the square root in (4.12), we get Here we use the result of Step-1 .
Step -3. Noting the assumption l>m/2n>(k + l)/ (1 + 2) implies l + l-k > 0, we can define d 3 > 0 by (4.11) again. Thus we obtain from (5.5), Step-4. We assume that F(£) = r 3 (<f;). Here we may also assume t^) <t 3 This leads the following estimate with (4.14).
(5.9) £ v/ (f 1 (O^)^const.|^K 7^a3 (^)^) for large |£|.
If 2A:</, then ? 1 (<^) = t 0 (^) and the estimate (5.8) can be given by (5.9) and Lemma 3.4. In the case where 2k>l , we have f 1 (^) = r 1 (^)<r 2 (<^) which shows (5.8) using (5.9) and Lemma 3.5. Thus the proof of Theorem 3.2 is complete.
