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The presence of dislocations in metal crystals accounts for the plasticity of metals. These dislocations
do not nucleate spontaneously, but require favorable conditions. These conditions include, but are
not limited to, a high temperature, external stress, and an interface such as a grain boundary or a
surface. The slip of dislocations leads to steps forming on the surface, as atomic planes are displaced
along a line. If a void is placed very near a surface, the possibility of forming a dislocation platelet
exists. The skip of the dislocation platelet would displace the surface atoms within a closed line.
Repeating such a process may form a small protrusion on the surface.
In this thesis, the mechanism with which a dislocations displace the surface atoms within a closed
loop is studied by using molecular dynamics (MD) simulations of copper. A spherical void is placed
within the lattice, and the lattice is then subjected to an external stress.
The dislocation reactions which lead to the formation of the dislocation platelet after the initial
dislocation nucleation on the void is studied by running MD simulations of a void with the radius of
3 nm under tensile stress. Since the dislocations are thermally activated, the simulation proceeded
differently for each run. We describe the different ways the dislocations nucleate, and the dislocation
reactions that occur when they intersect to form the platelet.
The activation energy of this process was studied by simulating half of a much larger void, with
a radius of 8 nm, in order to obtain a more realistic nucleation environment. Formulas connecting
the observable and controllable simulation variables with the energies of the nucleation are derived.
The activation energies are then calculated and compared with values from literature.
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1 INTRODUCTION
1 Introduction
The application of stress on a metal can change the metal’s internal and surface structure.
This can manifest itself in many different ways. In the phenomena of tin whiskers[9],
long, fine metallic protrusions spontaneously grow on electronic components and have
been attributed to the relaxation of internal stresses within the component caused by elec-
troplating and the diffusion of the different metals used to manufacture the component.
Varying the temperature of a metal containing an impurity structure near the surface of
the metal, and with a distinct expansion coefficient from the surrounding metal, leads to a
stress field surrounding the impurity[12]. Observation of the surface after the temperature
variation will reveal a set of punched out prismatic loops.
The stress does not need to be applied mechanically. The application of a strong elec-
tric field, of the order of several MVm−1, will cause a significant tensile stress on the
metal surface. These conditions exist in the Compact LInear Collider (CLIC) in develop-
ment at CERN. The surface electric field resulting from the RF-pulse used for accelerating
particles is in the order of 100MVm−1. If the near-surface region contains extended de-
fects, such as voids or aggregates, this induced stress can cause the plastic deformation
of the metal. Vacuum breakdowns are observed[1] in the accelerating structures, and as
the length of the accelerator is determined by the potential gradient used, the vacuum
breakdown phenomenon is currently a limiting factor in the CLIC development program.
Experiments[1] in which a dc spark-test system was used to detect breakdowns re-
vealed that the average breakdown field had a crystal structure dependence. The average
breakdown field strength, Eb, is shown for tested metals in Figure 1. The graph identifies
the lattice type of each metal. Of the three lattice types shown in the graph, hexagonal
close-packed (hcp) lattices have the least active slip planes, while face-centered cubic
(fcc) lattices possess the most active slip planes; body-centered cubic (bcc) lattices have
the most numerous slip planes, but they are not particularly suitable for slip, and thus bcc
is between fcc and hcp in terms of slip activity. We can see in the graph that hcp crystals
generally have the highest tolerance for breakdowns, while fcc crystals have the weakest
tolerance, meaning that a correlation between the average breakdown field and the activ-
ity of slip planes of the crystal exists. This result would suggest a dislocation mechanism
for the breakdown phenomenon. Additional weight for this conclusion is given by the
experimental observation of small voids near the surface of copper samples used in the
accelerating components of the linear collider[22]. Such voids could act as a shear stress
concentrator required to nucleate the dislocation in copper.
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Figure 1: The crystal structure dependence of the average breakdown field suggests a
dislocation mechanism for the breakdown phenomenon.
Experimental observation of the protrusion has proven to be difficult. Comparisons
of images before and after a breakdown on the copper surface have revealed no obvi-
ous source of the breakdown. The source of the breakdown, such as a protrusion, might
form just before the actual breakdown event, rendering experimental observation difficult.
Molecular Dynamics (MD) simulations are frequently used to study nanoscale structures
and events, which is difficult to achieve experimentally. A theoretical study on the mech-
anism of the protrusion formation, using MD simulations, could help to shed some light
on the process.
Dislocation nucleation on voids has been studied previously using continuum mod-
els, which consider the energy required for the formation of a prismatic loop at a void
under external stress[4, 3, 15], and also by MD simulations[25, 26, 30, 31, 16, 6]. MD
methods give a very detailed atomistic picture of dislocation nucleation, and the ensuing
reactions. This comes at a cost, however. The simulations are frequently limited in time to
the picosecond scale, while the experimental time scale is usually measured in seconds.
Additionally, stresses much larger (up to 104 times larger) than experimental ones are
required in order for the dislocations to nucleate within the limited simulation time scale.
2
1 INTRODUCTION
Figure 2: Onset of a protrusion on a copper surface. The atoms are colored according to
their z-coordinate. Such a protrusion may form just moments before a plasma breakdown
occurs, making experimental observation difficult.
The feasibility of dislocation nucleation on near-surface voids leading to protrusion
growth has been studied previously by MD simulations[23, 1]. Dislocations were forced
to nucleate using a high, static tensile stress. The simulations demonstrated that disloca-
tion nucleation on a near-surface void under static tensile stress could lead to the stable
growth of a surface protrusion, such as the protrusion displayed in Figure 2. In further
research, an analytical model was developed with the aim of predicting the maximal depth
of the void in order for a dislocation to be emitted from a void near the surface[24]. Void
formation by dislocation mechanisms was studied by Bringa et al. and Traiviratana et
al. [33, 5]. They found that voids can grow by emitting dislocation loops from the void
surface. During the course of their investigation, it was also found that under a tensile
stress, the slip plane with the highest shear stress makes a 45◦ angle with the tangent of
the void surface.
Reaction rate theory gives predictions for the nucleation rate as a function of the dis-
location free energy and stress. In [28], the nucleation rate was predicted by combining a
nucleation rate equation and simulations. The nucleation rate did not depend on whether
a constant stress or strain was applied, so long as the stress and strain lied on the stress-
strain curve for a given temperature T. Some properties, such as the activation volume,
can be determined using the nucleation rate equation[28].
However, the question remains open what the exact mechanism of dislocation nucle-
ation on a near-surface void is, how it leads to surface protrusion formation, and what the
activation barriers of this process are. In this work, we are going to carry out a systematic
study of dislocation nucleation on a near-surface void in copper by combining thermo-
dynamic predictions and MD simulations. The simulations will be used for the detailed
study of the process in which dislocation nucleation on a void leads to the formation of a
protrusion on the surface. MD simulations will also be used to obtain the nucleation rates
of the same process at different stresses and temperatures. These results can then be com-
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bined with the thermodynamic predictions to obtain the activation volume and energy of
the process. The results will be compared to both other numerical and theoretical values
reported in the literature.
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(a) (b)
Figure 3: A typical illustration of crystallographics line defects. a) An edge dislocation is
an extra plane of atoms b) A screw dislocation translates two planes of atoms relative to
each other by one lattice unit
2 Dislocations
Dislocations are crystallographic line defects, which are responsible for plastic deforma-
tion in metals. All dislocations can be characterized by two fundamental types: screw and
edge dislocations. The two fundamental dislocation types are illustrated in Figure 3.
A dislocation is quantified by its Burger’s vector, b. A common procedure for deter-
mining the Burger’s vector of a dislocation is adapted from Hirth et al.[11] and proceeds
as follows. A simple cubic crystal containing an edge type dislocation is illustrated in
Figure 4a, with the dislocation line into the image. The direction of the line at each point
is denoted by the unit vector ξˆ . In the case of Figure 4a, ξˆ points into the page. The cir-
cuit S123F is drawn around the dislocation line in the right-hand sense, which completely
encloses the area with the largest displacements of the lattice. Now the same circuit,
meaning a circuit with the same number of lattice translations in each direction, is drawn
in a perfect lattice, as shown in Figure 4b. The vector FS that is required to complete the
circuit is the Burger’s vector of the dislocation depicted in Figure 4a.
In general, the Burger’s vector is given by the integral around ξˆ ,
˛
∂u
∂ l
dl ,
where u is the elastic displacement vector due to the dislocation at every point. We now
note that edge dislocations are perpendicular to ξˆ and that screw dislocations are parallel
to ξˆ .
5
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(a) (b)
Figure 4: A schematic illustration of the definition of a Burger’s vector in the case of
an edge dislocation in a cubic lattice. a) A loop is drawn around the lattice region con-
taining the largest displacements due to the dislocation. The symbol ⊥ denotes the end
point of the edge dislocation in the lattice. b) The same loop (the same number of lattice
translations in each direction) is now incomplete. The missing segment corresponds to
the Burger’s vector of the dislocation.
In general, any dislocation can be seen as the sum of its two basic types,
b= bedge+bscrew = ξˆ ×
(
b× ξˆ
)
+
(
b · ξˆ
)
.
b1
b2
b3
Figure 5: A Burger’s circuit performed on b1
and its two component dislocations b2 and
b3. If the Burger’s circuit are performed in
the manner illustrated (i.e. the loops don’t
intersect), then b1 = b2+b3 is obtained.
This is possible because dislocations are
continuous and must end at a surface[11],
or intersect with another dislocation;
therefore, two Burger’s circuits are equiv-
alent if neither one intersects the dislo-
cation line during translation. In Figure
5, the large Burger’s circuit enclosing the
two component dislocations is performed
around the same good lattice as the circuit
enclosing b1. Therefore, b1 = b2+b3.
Dislocations cause plastic deformation
in the bulk material through the mecha-
nism of slip. Slip is the process in which a
dislocation moves along a slip plane. The
intersection of a dislocation with a surface causes a change in geometry at the intersec-
tion, in the form of a step on the surface. The edge dislocations deposits the extra plane
6
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of atoms forming a step in the direction of the dislocation’s Burger’s vector; a screw dis-
locations shifts the two plane of atoms on the surface relative to each other, causing a step
that is perpendicular to the dislocation’s Burger’s vector.
Increasing the spacing between two atomic planes makes the dislocation more mobile,
as the atomic repulsion force of the opposite atoms becomes weaker with increasing dis-
tance. But as the plane spacing grows, the packing density of the atomic layer increases.
Thus, the slip planes are usually the most densely packed planes of a crystal. The spacing,
d, between the planes is given by,
dhkl =
a√
h2+ k2+ l2
,
where h, k, and l are the reciprocals of the intercepts in the unit cell, and a is the lattice
constant. The dislocations move along the slip plane in the direction of the shortest lattice
translation vector. A slip system is fully characterized by its slip plane and direction.
Different lattice arrangements will have different slip systems. In the bcc lattice, the
shortest imaginable distance will be from a corner atom to the body-center atom, or the
1/2〈111〉 lattice translation. This line is situated on the {110} plane and compared to the
{100} plane, for instance,
d110 =
a√
12+12+0
< d100 =
a√
12+0+0
,
we can see that the separation between {100} planes is actually larger than for the {110}
planes! Slip nonetheless occurs on the {110}〈111〉 slip system in bcc lattices, although it
requires heat to be activated.
In face-centered cubic lattices, the shortest lattice translation is between the corner
and face-centered vertex, or the 1/2〈110〉 lattice translation. These directions are situated
on the {111} planes, and in comparison with the second most densely packed plane,
d111 =
a√
12+12+12
> d002 =
a√
22+0+0
,
we see that the {111} plane has the largest spacing between planes, thus giving disloca-
tions the greatest mobility on those planes.
2.1 Frank’s rule
Dislocations, just like everything else in nature, tend to minimize their energy, giving rise
to Frank’s rule. Before we state the rule, we are going to determine the relation between
the dislocation energy and the Burger’s vector.
7
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(a) (b)
Figure 6: Elastic displacements in a metal due to a) screw type dislocations b) edge type
dislocations
The energy of a dislocation can be split into the dislocation core and elastic components[12].
For edge and screw dislocations, the elastic strain energy can be expressed as the energy
required to displace the infinitesimal surface element dA by the magnitude of the dislo-
cation’s Burger’s vector, b, along the surface containing the largest displacement due to
the dislocation. Figure 6 shows the plane containing the largest displacement due to the
dislocation, denoted as LMNO. In Figure 6a, the displacement field is due to a screw dis-
location, and the resulting stress field will act on the y plane (the following convention for
talking about planes will be used throughout the text: the y plane is the plane whose sur-
face normal points in the y direction), and in the z direction; we denote this stress as σyz.
In Figure 6b, the displacement field is caused by an edge dislocation, and the resulting
stress is denoted by σyx. The corresponding energies are
dEelastic (screw) =
1
2
σyzbdA,
and
dEelastic (edge) =
1
2
σyxdA.
Since the elastic strain field of a mixed dislocation is a superposition of the screw and
edge field components, the energy is a simple sum of both components. Integrating both
energy components and summing yields the relation,
Eelastic = αGb2, (1)
where α ≈ 0.5 . . .1.0, and G is the elastic modulus. Since the lattice chooses the atomic
configuration with the lowest energy, a dislocation will thus tend to be in the configura-
tion which minimizes Equation 1. Frank’s rule is essentially this result: a dislocation is
8
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A
A A
A A
A A
C
B
C
(a)
A
B
C
A
B
C
A
B
A
B
C
(111)
(11-2)
(b)
Figure 8: a) A view of the (111) plane the relative positions of the atoms on three
neighboring planes. The arrow from site C to the neighboring site C corresponds
to the Burger’s vector 1/2
[
1¯10
]
. In order for this dislocation to slip to neighboring
sites, they have to pass directly over the atom on the neighboring layer A. Splitting
1/2
[
1¯10
]−→ 1/6[2¯11]+1/6[1¯21¯] (which corresponds to the vectors CC−→CB+BC
in the figure) is more favorable, as this path has the least resistance from the atoms of the
neighboring layers. The vectors CB and BC correspond to the Shockley partials of the
dislocation CC. b) A cross-section of the (111) plane, containing an intrinsic stacking
fault, such as the one caused by a Shockley partial dislocation. The left side of the figure
shows the regular stacking sequence, and the right side of the figure displays the stacking
sequence of the intrinsic stacking fault. One plane of atoms is effectively removed.
unstable if it has components which will have a smaller energy than the full dislocation.
Let us express the dislocation b3 as the sum of two components, b2 and b1, as in Figure
5. According to Frank’s rule,b21+b22 > b23 b3 is stable, will not dissociate intob2+b1b21+b22 < b23 b3 is unstable, will dissociate intob2+b1 .
2.2 Partial dislocations in fcc lattices
Figure 7: An fcc lattice, cut along the (111)
plane.
Figure 7 is cut to show the {111} plane.
Stacking such planes results in a three-fold
stacking sequence shown in on the left side
of Figure 8b and shown from the {111} di-
rection in Figure 8a.
Looking at Figure 8a, we can see that
moving a row of atoms from site C to the
neighboring site C will be easier if we first
slide to B, and then back to C. In this way
we don’t need to overcome the large repul-
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sion force that the atom at site A would exert if we were to go directly over site A. This
translation is of type 1/6〈112〉. Indeed, by Frank’s rule, we can see that the Burger’s vector
b= 1/2
[
1¯10
]
is unstable if we let it dissociate into two other Burger’s vectors,
1
2
[
1¯10
]−→ 1
6
[
2¯11
]
+
1
6
[
1¯21¯
]
,
a2
4
(1+1)>
a2
18
(4+1+1) .
The dislocations of type 1/6〈112〉 are known as Shockley partial dislocations; they do
not correspond to a full lattice translation. What, then, happens within the lattice when
such a dislocation moves? Looking at a projection of the (111) plane orientation, we can
see the regular stacking sequence for an fcc lattice, ABCABC. But with a Shockley partial
dislocation introduced into the lattice, the stacking sequence is disrupted due to the row of
atoms shifting to the off-site position B. The stacking sequence becomes ABABC, which
is classified as an intrinsic stacking fault (one plane of atoms is effectively removed). We
can see the resulting projection of the lattice in Figure 8b.
C
B
D
A
α γ
Figure 9: Thompson’s tetrahedron can be
used to conveniently visualize dislocations in
the fcc lattice. Each face represents a slip
plane, each edge represents a slip direction,
and the vectors connecting the vertices to
the center of each face represent a Shock-
ley partial dislocation. The image contains
the dissociation of the dislocations BD −→
Bα+αD and DA−→Dγ+γA into individ-
ual partials.
Since the partial dislocations are at a
120◦ angle to each other, they exert a re-
pelling force F on each other. The re-
pulsion is balanced out by an attractive
force in the form of the stacking fault en-
ergy, which provides the force, γ , per unit
length. In the special case that the Pois-
son’s ratio ν = 0, the repelling force will
be[12]
F =
Gb2
4pid
,
where d is the distance between the dislo-
cations, and G is the modulus of elasticity.
When the forces balance out, the disloca-
tions are separated by the distance
d =
Gb2
4piγ
.
We can see that the stacking fault energy brings the dislocations together, as d depends
inversely on the force γ .
In the event that a dislocation is near an interface, an image force is applied to the
dislocation. For a free surface the image force will be attractive, and for a fixed surface
10
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the image force will be repulsive. The separation distance between partials will change
too, as a result. The force is modified by including the force difference between the image
forces on the leading and trailing partial dislocations,
F =
Gb2
4pid
+∆Fi =
Gb2
4pid′
,
where d′ is the new separation distance.
2.3 Sessile dislocations
The fcc slip system can be very conveniently visualized by Thompson’s tetrahedron,
shown in Figure 9. Each face represents a different {111} plane, and each edge a different
〈110〉 direction. If the center point of each face is connected to the face’s three vertices,
the resulting lines represent the 〈112〉 orientations, the directions of the Shockley partials.
Using Thompson’s tetrahedron, we can symbolically denote a pair of dislocations
splitting up into Shockley partials,BD−→ Bα+αDDA−→ Dγ+ γA ,
which is illustrated in Figure 9. But looking at the two pairs of dislocations, we can see
that αD+Dγ = αγ , which is a vector that points between the two center points of the two
adjacent faces.
If we now identify the edge BD with the dislocation 1/2
[
1¯10
]
and BCD as the (111)
plane, DA with the dislocation 1/2 [101] and DCA with the
(
1¯1¯1
)
plane, we can deduce
what the components of the full lattice dislocations are,12
[
1¯10
]−→ 16 [2¯11]+ 16 [1¯21¯]
1
2 [101]−→ 16
[
21¯1
]
+ 16 [112]
,
and we can calculate αγ = 1/6
([
1¯21¯
]
+
[
21¯1
])
= 1/6 [110]. The plane containing the
dislocation is defined by the dislocation line and the Burger’s vector; clearly αγ does not
lie on any of the slip planes. The dislocation line is the intersection of the (111),
(
1¯1¯1
)
planes. The plane that contains both vectors has the plane vector [110]×([111]× [1¯1¯1])=[
001¯
]
, which is not a slip plane. This is known a sessile dislocation; the Burger’s vector
of a sessile dislocation does not lie on a slip plane, and therefore cannot move. The sessile
dislocations that result from the reaction of two distinct dislocations on different planes
point between the faces of the tetrahedron and are of type 1/6〈110〉.
11
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C B
A
D
α
γ
109.5˚
αD
Bα
BγγD
αD-γD=αγ
(a)
70.5˚
αD
Bα
Bγ
γD
αD-Bγ
(b)
Figure 10: The leading and trailing partials on both sides of the stacking fault ribbon
are indicated with small arrows. The big arrows indicate the line sense which is used in
the Burger’s vector conservation. a) The dislocation bends over an acute angle b) The
dislocation bends over an obtuse angle
The combination of the sessile dislocation that was just calculated and the remaining
trailing partials have the total Burger’s vector 1/2 [011]. The sessile configuration offers
an ample reduction in energy as,
a2
2
>
a2
18
+
a2
6
+
a2
6
,
thus rendering the sessile configuration stable. This configuration is known as a Lomer-
Cottrell lock. It presents a barrier for further dislocation movement, as a considerable
force will be required to drive the leading partials into the lock.
Sessile dislocations do not exist only as the reaction product of two distinct disloca-
tions on different planes. Let’s consider the situation shown in Figure 10a. The lattice
dislocation BD can dissociate on two different planes as,BD−→ Bγ+ γD (on BDA)BD−→ Bα+αD (on BCD) .
When the dissociated dislocation on BCD intersects the dislocation on the BDA plane at
an angle of 70.5◦, a dislocation node is formed at the intersection of the leading partials,
and the line of intersection of the two planes. From earlier, we know that the Burger’s vec-
tor must be conserved at nodes according to the line sense. Figure 10a indicates the line
sense with big arrows. Based on the line sense, the dislocation formed at the intersection
of the two planes must be αD− γD= αγ .
The dislocation can bend over the obtuse angle of 109.5◦ as well. This situation is
illustrated in Figure 10b, and is identical, except that the partials on the BDA plane have
12
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(111)
(-1-11)
stacking
fault
screw
dislocation
Figure 11: A screw dislocation, dissociated into its leading and trailing partials, ap-
proaches a stacking fault on the (111) plane, due to stress in the direction of slip.
flipped direction as we have turned the plane around. The line sense along which the
dislocations must be conserved is again indicated by the big arrows. The dislocation
which forms at the intersection of the planes must be αD−Bγ .
2.4 Partial dislocation interaction with stacking faults
A sessile dislocation is not the only way a dislocation can become immobile. An extended
dislocation may present a barrier for further movement in the form of its own stacking
fault, as a leading partial dislocation will not be able to penetrate the stacking fault[35].
Consider the situation where a stacking fault is extant on the (111) plane, and a screw
dislocation (dissociated into its partials) approaches on the
(
1¯1¯1
)
plane. If we apply a
large enough stress or strain in the direction of the slip plane, then the trailing partial will
be forced into the dislocation pile-up,
1
6
(
1¯1¯1
)[
21¯1
]
+
1
6
(
1¯1¯1
)[
12¯1¯
]−→ 1
2
(
1¯1¯1
)[
11¯0
]
,
and the full lattice dislocation is restored. For copper, there are two possible outcomes for
this reaction. For strains ε (%) = 0.6− 0.9, the following twinning reaction is observed
to occur[35],
1
2
(111)
[
11¯0
]−→ 1
6
(111)
[
12¯1
]
+
1
6
(111)
[
21¯1¯
]
,
with two trailing partials now situated withing the stacking fault. This results in anni-
hilation of the stacking fault and the dislocation on
(
1¯1¯1
)
. When ε (%) ≥ 1.0, then the
original partials are re-emitted on the other side of the stacking fault[35], and the original
dislocation has effectively penetrated.
13
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90˚O
direction of stress
rsphere/√2
Figure 12: The highest shear stress on a void or inclusion will occur on the surface of
a cylinder of radius rsphere/
√
2, with the cylinder being aligned with the direction of the
stress.
2.5 Origin of dislocation at stress concentrators
In order for a dislocation to nucleate, a stress concentrator of some kind is needed, causing
the stress to be unevenly distributed. An extended defect within the lattice will usually
act as a stress concentrator.
A spherical inclusion is one such defect. If the surrounding material has a smaller
thermal expansion coefficient than the inclusion, then differential expansion will occur.
The inclusion will be of radius r (1+ ε), stuck in a hole of natural radius r[12]. This
causes a radial displacement field around the inclusion. The stress will be relaxed by
emitting dislocations at the point of highest resolved shear stress. The highest resolved
shear stress along an axis occurs on the surface of a cylinder centered on the axis, with a
radius of r/
√
2[12]. The situation is shown in Figure 12.
Bulk material containing a spherical void can also act as a source of dislocations.
The highest resolved shear stress will similarly be located on a cylinder of radius r/
√
2,
aligned along the tensile stress axis. Dislocation shear loops will be emitted along the
axis.
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3 Molecular dynamics
Molecular dynamics (MD) simulations are N-body computer simulations of the move-
ments of a large number of atoms. Since solving the equations of motion for a multi-
particle system, with N > 3 analytically is impossible, MD methods utilize a number of
approximations. The basic approach is to discretize the simulation in time, and calculate
the atomic interactions in a simplified manner each time step.
For a system containing N atoms, we start by obtaining a force field f(r) at each time
step, and then solving some equation of motion for every atom i in the system, such as
mir¨i = fi =−∇riV,
where V is some potential V =V
(
rN
)
. Thus we have to solve 3N second order differential
equations each time step. Alternatively, using the Hamiltonian formalism, we could solve
6N first order differential equations.
In constructing the potential energy V of the system, the number of interaction terms
is frequently limited:
V (ri)≈∑
i
V (ri)+∑
i, j
j>i
V
(
ri, r j
)
+ ∑
i, j k
j>i,k> j
V
(
ri, r j, rk
)
, (2)
where the first term is due to the external potential, the second term is due to two-particle
interactions, and the third term is triple-particle interactions. The number of interactions
to keep track of is of the order O
(
N3
)
, which is very large, especially as N→ 109, which
is the current limit for dynamical simulation of atoms. However, we can use one property
of the potentials to our advantage. Since the range of the interactions is typically quite
small, we can limit the interactions to take place only within a small radius about each
atom. This will make our interactions scale effectively as O(N).
Different applications will require sometimes very different kinds of potentials. Simu-
lation of noble gases, for instance, may only require a simple 6-12 pairwise potential (and
we would limit ourselves to only the first two terms in Equation 2). When simulating
metals, however, the Embedded Atomic Model (EAM) is usually employed. In the EAM
formalism, the potential energy for atom i is given by[2],
Vi = F
(
∑
j 6=i
ρ
(
ri, r j
))
+
1
2∑j 6=i
φ
(
ri,r j
)
,
where ρ is the electron density function, φ is a pairwise interaction between the two
points i and j, and F is an embedding energy due to the electron cloud density at atom
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i. The electron cloud density for each atom is calculated within a cutoff radius. This
gives the EAM method multi-body behavior, while still having the number of calculated
interactions scale as O(N).
In practise, the values of ρ , φ , and F are usually provided as a table, and in-between
values are generated using spline interpolation.
3.1 The Mishin and Sabochick-Lam potential
Different EAM potentials have different implementations, but the basic idea is usually the
same. The electron density function usually has the following form,
ρ
(
ri, r j
)
= ae−β(ri j−r0)ψ
(
ri j− rc
)
,
where ri j = |ri− r j|, a, β , r0 are constants, and rc is the cutoff radius. The function ψ (x)
is used to make sure the functions, and their derivatives, go to zero smoothly at the cutoff
radius. In the work by Mishin, Mehl, and Papaconstantopoulos[19, 18], the following
functional form,
ψ (x) =
0 x≥ 0x4
1+x4 x < 0
,
is used as the envelope function.
The form of the pair and the embedding function vary between the different potentials.
In the work by Sabochick and Lam[29], the pair interaction term has the simple form
φ
(
ri, r j
)
=Φkm
(
ri j
rkm
)−γkm
,
where the indices km denote the atom species, and Φkm, rkm, and γkm are constants that
depend on the atom species. The Mishin potential constructs the pair interaction term
as a linear combination of Morse potentials, M (r, De, re) = De
(
1− e−a(r−re)
)2
, with
additional terms turned on and off by step functions to control the behavior at different
atomic separations. The Morse potential is useful as the spacing of the energy levels
decreases realistically as the dissociation energy is approached, thus including the effect
of bond breaking in a diatomic molecule.
Another important aspect, in addition to the functional form of the potential, is the
fitting method used. The Sabochick-Lam potential for copper was fitted to the atomic
volume, bulk modulus, and shear modulus of copper, amongst other things[29]. This
fitting procedure defines the constants Φkm, rkm, and γkm.
The Mishin potential was developed for the purpose of giving better results outside
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of atomic equilibrium. Instead of fitting potential parameters to experimental values and
then extrapolating them to smaller atomic separations, the potential uses ab-initio values
and the functions are fit with these in mind as well. The potential should thus be more
reliable in situations with sputtering and shock waves.
In earlier studies[36, 13] the Sabochick-Lam potential was found to have good agree-
ment with experimental surface energies for copper.
The Mishin potential has good thermal expansion and phonon dispersion properties[19],
which has been suggested as a criterion for determining a potential’s reliability[20].
3.2 The algorithm
Before the simulation can be carried out, we need initial positions for each atom. Metal
bulk is usually initialized with a perfect lattice structure, which will require a relaxation
period to allow for the atoms to acquire realistic positions. And for simulations where
T > 0K, non-zero initial velocities are required to give the metal a temperature. The ve-
locities vi can be randomly generated by drawing numbers from the Maxwell-Boltzmann
distribution.
The general procedure for an MD simulations can be stated as follows.
1. Set initial values for ri, vi at time t = t0.
2. Calculate forces fi =−∇riV .
3. Iterate ri (tn)→ ri (tn+1) and vi (tn)→ vi (tn+1).
4. Set t = t+∆t.
5. If t < tmax, go back to step 2. Else, finish the simulation.
But how do we perform the integration in step 3? There are many different schemes for
this, but for MD purposes a predictor-corrector algorithm is often used. In the predictor
stage, we first predict values for all position derivatives. As an example, for a third-order
predictor-corrector algorithm we would calculate,
rpi (t+∆t) = ri (t)+∆tvi (t)+
1
2∆t
2ai (t)+ 16∆t
3bi (t)
vpi (t+∆t) = vi (t)+∆tai (t)+
1
2∆t
2bi (t)
api (t+∆t) = ai (t)+∆tbi (t)
bpi (t+∆t) = b(t)
,
17
3.2 The algorithm 3 MOLECULAR DYNAMICS
where each consecutive row is a higher order time derivative of the position, r. In the
corrector stage, we calculate acceleration aci (t+∆t) = 1/mif
c
i based on the predicted coor-
dinates. We obtain the corrector term,
∆ai = aci (t+∆t)−api (t+∆t) ,
which is then applied onto the predicted values,
rci (t+∆t) = r
p
i (t+∆t)+ c0∆ai
vci (t+∆t) = v
p
i (t+∆t)+ c1∆ai
bci (t+∆t) = b
p
i (t+∆t)+ c3∆ai
,
where c0, c1, and c2 control how strongly the corrector step will influence result. The
corrector step can be repeated as many times as we want for more accurate results.
A popular type of predictor-corrector algorithm is the Gear algorithm. The predictor
stage for the q-th order Gear algorithm is the same as earlier, but expressed more generally
as,
rpk (t+∆t) =
q−k
∑
i=0
(∆t)i
i!
(
∂ i+kr
∂ t i+k
)
,
where our subscript now denotes the order of the position derivative, k = [0, 1, . . . , q]. In
this notation scheme, the position vector will be denoted as r0. The correction term is
calculated, again, after the forces have been calculated based on rp0 , ∆r2 = r
c
2 (t+∆t)−
rp2 (t+∆t). Now the correction is applied,
rk (t+∆t) = αk∆r2,
using the vector of “magic” numbers αk, which are different for each q-th order Gear
algorithm. Generally, the Gear algorithm has small energy fluctuations compared to the
Velocity Verlet integrator, another popular algorithm, but it is a non-reversible integra-
tor. This means that the energy will drift slowly off of the initial value when simulating
constant energy ensembles.
Another consideration to make when executing the algorithm is the choice of time
step ∆t. We don’t want to make the time step smaller than necessary, as that can very
quickly increase simulation times. But when is the time step too large?
Essentially we want to prevent atoms from jumping too close to each other during
a single time step, as that could lead to unphysical fluctuations in the kinetic energy of
individual atoms. We could restrict the movement during the time step to one-twentieth
of the lattice width, for instance, or a/20, expressed in terms of the lattice constant. The
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average speed in the system from the equipartition theory is,
〈v〉=
√
3kBT
m
,
but some atoms will have a velocity much greater than 〈v〉. So, the time step which will
allow an atom moving at a speed of 5〈v〉 to travel at most a/20 is,
∆t <
∆x
5〈v〉 =
a
100
√
3kBT
m
.
This is an estimate for one particular case, and depending on what is being simulated,
it will vary. For simulations of metals, the time step is typically 0.5 fs.
Time steps of this order of magnitude set a great limit on the length of the simula-
tions. If we simulate one particle for one second, and assume 10 floating point operations
per iteration, then we will need to perform 10 · 1s0.5·10−15 s = 2 · 1016 floating point oper-
ations. Considering that an Intel Ivy Bridge processor can perform 1010 floating point
operations per second, this simulation of a single particle will run approximately for 23
hours. In practise, we are limited to simulations of a few million atoms for time scales of
approximately 100 ps.
3.3 Simulation boundaries
Boundaries can serve multiple purposes in MD simulations. In the simulation of a noble
gas, for instance, not having boundaries would mean that the initially localized gas would
expand in every direction; simulation of such a system would be rather meaningless. We
could stick the gas in a system with rigid boundaries, and have the atoms bounce off the
sides. Such an arrangement would not work when simulating solid materials, however. A
more generally applicable boundary condition is the periodic boundary condition (PBC).
In the PBC, atoms on the edge of the system experience the forces of atoms on the
opposite side of the system, and atoms can cross the boundary to the other side of the
system. For two atoms i and j, the forces in a PBC system could be applied by scaling the
components of the separation vector r = ri− r j appropriately and calculating the force
based on,
r′k = rk
(
1− Lk|rk|
)
,
when |rk|> 0.5 ·Lk, for a system with dimensions Lk ∈ [Lx, Ly, Lz].
PBC are necessary when approximating bulk material. Many kinds of defects in met-
als will move when the material is subjected to external forces, and the results may depend
on the continuous mobility of the defect. One drawback of PBC is the fact that the same
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defect will re-enter the system on the opposite side once the border has been crossed. This
can be unphysical, especially in the case of extended defects, such as dislocations, as the
same defect may exist in many different parts of the simulation box.
3.4 Calculation of the virial stress
The virial stress is typically calculated in the microscopic volume Ω (volume-averaged
form) using the equation[34],
σi j =
1
Ω ∑k∈Ω
(
−m(k)
(
v(k)i −〈v〉i
)(
v(k)j −〈v〉 j
)
+
1
2 ∑l∈Ω
(
x(l)i − x(k)i
)
f (kl)j
)
, (3)
where the upper indices denote the atom, the lower index denotes the component, and f is
the inter atomic force. The velocity average 〈v〉 is taken over all the atoms in the volume.
When the temperature is T = 0K, all velocities are zero, and so the virial stress is simply,
σi j =
1
2Ω ∑k, l∈Ω
(
x(l)i − x(k)i
)
f (kl)j . (4)
The zero-temperature stress term can be derived quite simply. Let’s calculate the stress
acting on a plane, defined by the vectors (∆x, ∆y), in the y direction. This means that we
need to calculate the y component of the interatomic force between the sets of atoms L
and K, the sets being on opposite sides of the plane. This can be done by summing,
σyy =
1
2
1
∆x∆z∑k ∑l
f (kl)y ,
where the one half fraction comes from the fact that we want to sum each atomic inter-
action only once. We multiplied the sum by 1/∆x∆y because we are averaging the atomic
forces over plane A. If we choose ∆x and ∆z to be sufficiently small, then we can expect
little variation in the stress across the plane, and σyy is locally accurate.
But, just like we assumed little variation across ∆x and ∆z, we also average the values
over the y direction. The fraction of space between atoms k and l is given by yk−yl/∆y.
When this is multiplied by our expression for σyy, we obtain the y component in Equation
4.
The velocity term is due to the time discretization of the MD simulation. During the
course of a time step, an atom in K may travel into L and bounce back. Integrating the
forces on the atom during its entire course of travel would be cumbersome; instead, the
average momentum flux from one side to the other is used.
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3.5 Temperature control
MD simulations frequently model the NVT ensemble, which means that during the simu-
lation the number of particles N, the volume V, and the temperature T are kept constant.
The system is effectively in a temperature bath, free to exchange energy with its sur-
roundings. When we simulate an NVT ensemble, we need a method to keep the system’s
macroscopic temperature constant. This can be achieved using a Berendsen thermostat. It
is an algorithm which re-scales the velocities of each atom during each time-step in order
to control the macroscopic temperature of the system.
Before we can calculate anything, the current temperature has to be obtained. Using
the equipartition theorem, we get
T =
2〈Ekin〉
3kB
=
1
3NkB
N
∑
i=1
miv2i ,
where we denoted the total number of atoms by N. The scaling factor is defined as,
λ =
√
1+
∆t
τ
(
T0
T
−1
)
,
where ∆t is the time step, τ is the control parameter, T0 is the reference temperature, and
T is the current temperature. Now for each atom, we let
vi→ λvi.
Since the kinetic energy is proportional to v2, the kinetic energy will now fluctuate as,
Ekin (t+∆t) =
[
1+
∆t
τ
(
T0
T
−1
)]
Ekin (t) .
The time required to approach the reference temperature is directly proportional to the
control parameter. Due to time discretization, total stability at T0 is not possible; instead,
the temperature will fluctuate about T0. Generally, for simulations of noble gases, for
instance, values of τ ≈ 0.01 will result in very small oscillations about T0. For simulation
of metals, values of τ ≈ 100 are used.
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4 Methods
In order to study the protrusion formation process, we are going to have to set up our MD
simulations of copper in a way that will facilitate this study. Since dislocations travel on
specific planes, we need to make sure that one of those planes is oriented perpendicularly
to our surface. The void size, depth beneath the surface, and boundary conditions of our
system will also affect the quality of our simulations.
Estimating the activation barriers is also part of this study. We have to find a relation
between the nucleation rate, which is measurable from MD simulations, and the stress
and temperature, which are our free variables.
4.1 Thermodynamics of surface dislocation nucleation
Atomistic methods have been employed in the study of the activation barriers of surface
dislocation nucleation by measuring the response of the system being studied to either
stress or temperature[14, 37]. MD simulations are necessary, because dislocation nucle-
ation is an atomic-level process and at its smallest, can involve only a few atoms. This is a
very fine-grained event, something that most continuum models have troubles with. Our
main challenge was to relate the stress and temperature response to a quantity measurable
from MD simulations.
The reaction rate was one such quantity. Different reaction rate theories and the
Becker-Döring theory led to the following equation for the nucleation rate, expressed
in terms of the stress ensemble[28],
I (σ , T ) = Nsν0 exp
[
−Gc (σ ,T )
kT
]
, (5)
where σ is the local stress, T is the temperature, Ns is the number of equivalent nucle-
ation sites, ν0 is the attempt frequency, and Gc is the activation Gibbs free energy. The
activation Gibbs free energy is defined as,
Gc (σ , T )≡ G(nc, σ , T )−G(0, σ , T ),
for a critical dislocation loop of size nc. The critical dislocation loop is the loop size at
which it is more energetically favorable for the dislocation to continue to grow rather than
shrink. Thermally activated dislocation nucleation is a stochastic process. This means
that, at any given stress, we can only predict probabilities for dislocation nucleation[37].
Given that we are not at the absolute zero temperature, then for a given stress and tempera-
ture, there is an equilibrium concentration of subcritical dislocation nuclei. Some of these
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critical nuclei are able to overcome the critical loop size due to the thermal movement of
the atoms.
Assuming very small changes in the system’s stress and temperature about σ0 and T0,
respectively, we can made a first-order Taylor approximation of the Gibbs free energy.
First, we identified the following expressions in order to measure the response of our
system to temperature and pressure,[28, 14],
Ωc = −∂Gc∂σ
∣∣∣∣
Tfix
, (6)
Sc = −∂Gc∂T
∣∣∣∣
σfix
, (7)
where Ωc is the activation volume, and Sc the activation entropy. The activation volume
consists of the volume of atoms involved in the nucleation event. In the case of dislocation
nucleation, it can be expressed in terms of the area swept out by the dislocation loop
multiplied by the Burger’s vector[24, 37],
Ωc = Acb.
Using our definitions from Equations 6 and 7, we obtain
Gc (σ , Tfix)≈ Gc (σ0, Tfix)− (σ −σ0)Ωc (σ0, Tfix) (8)
Gc (σfix, T )≈ Gc (σfix, T0)− (T −T0)Sc (σfix, T0) . (9)
Substituting these back into equation 5 and taking the logarithm yields,
ln I = ln(Nsν0)− Gc (σ0, Tfix)+σ0Ωc (σ0,Tfix)kTfix +σ
Ωc (σ0, Tfix)
kTfix
, (10)
ln I = ln(Nsν0)− Sc (σT0)k −
1
kT
(Gc (σfix, T0)+T0Sc (σfix, T0)) . (11)
If the activation entropy is insensitive to temperature, then the following expression
for the activation Gibbs energy,
Gc (σ , T ) = Hc (σ)−T Sc (σ) , (12)
can be used[28]. The temperature insensitivity has been studied by measuring the re-
sponse of the activation Helmholtz free energy for dislocation nucleation, Fc (T, γ) =
Ec−T Sc (T, γ), where Ec is the activation energy, and γ is the strain, as a function of the
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temperature[27]. In the range 0K < T < 400K, the relation remained linear, meaning
that Sc (T, γ) is constant in that range. In the range 400K < T < 500K, the relation is
still very close to linear. We can reasonably approximate that the activation entropy in the
strain ensemble stays close to a constant value up to temperatures of 500 K.
The activation entropy for the stress ensemble is not directly equal to the activation
entropy for the strain ensemble. The two values are separated by
∆Sc ≡ Sc (σ , T )−Sc (γ, T ) =−Ωc ∂σ∂T
∣∣∣∣
γ
,
and given that ∂σ/∂T |γ is usually negative due to thermal softening, ∆Sc is then a positive
value[28]. The value of ∆Sc for dislocations is,
∆Sc ∝
1
µ
∂µ
∂T
∣∣∣∣
γ
·σ−1,
with values usually exceeding 9kB[28].
Because Sc (σ , T ) = ∆Sc+Sc (γ, T ), Equation 12 holds reasonably well in the range
0K < T < 500K.
Identifying that Hc = Ec+σΩc (σ), we can rewrite Equation 11 as,
ln I = ln(Nsν0)− Sc (σT0)k −
1
kT
(Ec+σΩc (σ)) . (13)
We now have two straight line equations of the form ln I = aσ+b, and ln I = c+ 1kT d.
From these pairs of equations we will obtain first the activation volume for σ0, and then
the activation barrier Ec using our value of Ωc.
It should be kept in mind that the activation volume is not constant with respect to the
stress. The Gibbs free energy has the following power dependence on the stress,[37]
Gc (σ) = 4.8
(
1− σ
σath
)4.1
, (14)
where σath is the athermal stress required for spontaneous nucleation. This means that the
activation volume has the power dependence,
Ωc ∝
(
1− σ
σath
)3.1
,
allowing only small variations about σ0 to be used in computing Ec.
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4.2 Atomistic simulations
We used MD to simulate a void under stress for two types of study: the detailed inves-
tigation of the dislocation process which led to the onset of a surface protrusion, and to
obtain reaction rates of the dislocation which starts that process.
For the purpose of both types of simulation, copper bulk with one free surface was
simulated. A spherical void was placed within a few Ångstroms of the surface. A tensile
stress was then exerted on the first few layers of atoms on the top of the simulation box.
Since the major operative slip system in fcc structures is {111}〈110〉, we oriented the
lattice so that one of the slip directions would point directly along the z-axis to facilitate
analysis. We chose the
[
112¯
]× [111]× [1¯10] directions for our x-, y- and z-axes, respec-
tively. The system was loaded in the
[
1¯10
]
(z) direction. The temperature of the system
was controlled using the Berendsen thermostat, which scales the velocities of each atom
to keep the system-wide temperature constant.
Simulations were performed using both the PARCAS MD code. The copper bulk was
modeled using the Sabochick-Lam potential, which has well-tested point-defect and melt-
ing properties, and more importantly, has good surface properties. Since our dislocations
nucleate and intersect with free surfaces, this is an important aspect for our work. We
performed some simulations with the Mishin potential for direct comparison.
The simulations were performed on the Alcyone computing cluster at Helsinki Uni-
versity. The simulation time span varied between 400 and 440 ps, using a time step of 0.5
fs.
4.2.1 Simulation input for a near-surface void
The activation energy was determined by studying the change of the Gibbs free energy
as a function of the local stress and temperature, as described in Section 4.1. The study
was carried out by performing repeated simulations with a fixed temperature and stress,
in order to gain data to fit Equations 10 and 13. The equations relate the local stress at
the nucleation point to the nucleation rate. Since direct control over the local stress would
have been impractical, we varied it indirectly by varying the tensile stress. This meant that
in order to fit Equation 10, we still had to find out what the local stress was as a function
of the tensile stress.
For the purpose of studying the nucleation rates, we chose a void radius of rvoid =
80A˚. For the distance between the top of the void and the free surface, H, we used
H = rvoid/
√
2. The depth of the void was motivated by the earlier work performed on the
maximum nucleation depth. For a void under tensile stress, a dislocation will be emitted
within 420 ps for a void depth of H if,
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H ≤
(
a+1√
2
−1
)
rvoid+ c, (15)
where the constants a and c are obtained from simulations[24]. For 3.05 GPa, a= 2.2 and
c =−32.6A˚[24]. For our chosen void radius, this gave us a maximum depth of H = 68.4
Å. The selected depth of rvoid/
√
2≈ 56.6 Å was well within this limit.
The width of the system was set x= y= 6.5rvoid. With our void radius, this means the
dimensions of the box were quite large, 520 Å in both directions. To save on simulation
time we cut the system in half along the z-axis. The atoms on the 3 bottom layer of atoms
were fixed in order to prevent cell drift. A cross-section of the input lattice, annotating the
boundary conditions is shown in Figure 13, and gives an idea of the proportions of this
simulation system. The cross-section also shows which atoms our semifixed boundary
conditions are applied to; this boundary condition elaborated on in Section 4.2.3.
Figure 13: The input lattice for a near surface void. The atoms are colored according
to the boundary condition applied. The yellow color indicates the atoms in the semifixed
boundary condition. Light blue indicates the atoms on which the tensile stress is applied.
Deep red indicates the atoms which are fixed in order to prevent cell drift.
The stress that the simulations were run at were dictated by the set of simulation
constants we used for Equation 15. We set σ0 = 3GPa. The temperature was chosen so
that the dislocations would nucleate at the given stress very rapidly within our simulation
time frame; we found that simulations with T0 = 575K were well-suited for our study.
The tensile stress was not applied onto the system instantaneously. Instead, for all
simulations described in this section, we relaxed the atoms for a period of 20 ps followed
by a stress ramp up of 100 ps in order to avoid artificial shock waves.
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In order to obtain fits, we picked 5 temperatures and stresses distributed about σ0 and
T0 symmetrically, and ran 8-15 simulations for each data point. We varied the input lattice
for each simulation by offsetting the void center by as much as one lattice width randomly.
This was done so that our rates would not depend on any specific lattice configuration.
Earlier, the requirement of computing the local stress was mentioned. The local
stresses were obtained by simulating the same system as described here, but with the
temperature set to zero. PARCAS is capable of calculating the stress on each atom, and it
was used for these simulations. This way we could obtain an atomistic picture of how the
stress behaves on each atom along the void.
4.2.2 Simulation input for a deeper void
Figure 14: The input lattice for simulating
the effects of a void further from the surface.
The same boundary conditions are applied
as before.
The void size for the simulations in Sec-
tion 4.2.1 was chosen to be rather large in
order to make the nucleation environment
of the dislocations more comparable to an
actual void. However, the void was placed
very close to the surface, and we wanted
to see if the dislocations would nucle-
ate with the shear-loop mechanism[6, 24]
given enough vertical space.
We wanted to place the void at a depth
where the surface would have a negligible
effect on the shear stress along the void.
FEM simulations of the (111)
[
1¯10
]
(the
zy) component of the shear stress show that
surface has a negligible effect after a depth
of 2rvoid[22]. We chose H = 4rvoid so that
the shear stress between the void and sur-
face would be as close as possible to the
analytical result in bulk material[22]. The
cross-section in Figure 14 again gives an
idea of the dimensions of the system, and
the location of the void.
Using the same void radius as in Section 4.2.1, in addition to simulating the bottom
half of the simulation box, would octuple our atom count. We down-scaled our system
significantly for these simulations by setting rvoid = 30A˚.
The tensile stress for these simulations was also ramped up after 20 ps of relaxation.
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However, the stress was ramped up for 200 ps, in order to prevent stable nucleations from
occurring during the ramp-up phase.
4.2.3 Boundary conditions
From the very onset of this study, we wanted to study the nucleation and evolution of the
dislocations over a longer period of time. The drawback of periodic boundary conditions
mentioned in Section 3.3 applies here: we ran the risk of having our dislocations re-enter
the simulation box many times over. In the study of void growth by dislocations[6] this
was not an issue, as only one extended dislocation was extant. In our case, we expect
more dislocations than one to be present, and having them re-enter the system would
create artificial barriers for further dislocation movement.
We used a semifixed boundary condition. Periodic boundary conditions were applied
in the x and y directions, but with an additional modification in PARCAS. The idea was
to simulate bulk by applying forces periodically, but not allowing the atoms to move in
the x and y directions at the boundary. This would prevent an extended dislocation from
re-entering the system over the periodic boundary.
The modification was implemented in a very simple manner. The atoms that we do not
want to move, we marked as type ´3´ in the input lattice file. Atoms of this type are visible
in Figures 14 and 13 as the yellow atoms at the edges of the system. The PARCAS source
code modified by adding an additional if-guard against atoms of type 3 in the predictor
and corrector stage of the Gear algorithm, for the x and y coordinates. This meant that
the forces were computed normally between regular atoms and atoms of type ´3´, but the
x and y velocity and position components of type 3 atoms were simply not updated. The
atoms thus acted as a rigid boundary in the x and y directions, and ran the risk of creating
a temperature gradient. Figure 15 shows the effect that our boundary conditions had at
approximately the time frame that dislocations were expected to nucleate. The figure
shows the xy plane, and the atoms are colored according to the square of the velocities, a
value proportional to the temperature. As can be seen, no significant temperature gradient
can be observed. The boundary condition should not, therefore, have an effect on the
nucleation of dislocations on the void.
The effect of not updating the x and y positions can be seen at the boundary. The
atoms retain their input lattice positions and their initially generated velocities.
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(a)
Figure 15: The xy plane showing the temperature distribution at 120 ps. The atoms at the
boundary can be seen to retain their original input lattice positions.
4.3 Analysis methods
The output of the atomistic simulations was analyzed using OVITO[32]. The program
provides the facilities to visualize, render, and filter the atoms from each output frame.
Additionally, the data of interest computed per atom could be used to color the atoms.
We identified extended dislocations by the stacking faults they leave behind the lead-
ing partial. In order to identify the extended dislocations, the centrosymmetry parameter
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P was computed for each atom,
P =
6
∑
i=1
|ri+ ri−i|2 ,
where ri and r−i are vectors corresponding to the pairs of opposite nearest neighbor lattice
sites in the FCC lattice about some atom, was calculated for every atom in the system.
We filtered out all atoms which had a P value in the range [0, 8], so that only atoms situ-
ated in stacking faults remained. The following section contains many images where the
boundaries of the system are visible as dark blue atoms, and the atoms within a stacking
fault are colored in different shades of green; these images have been filtered based on
this technique, and are colored according to the value of the centrosymmetry parameter.
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5 Results
The purpose of this study was to reveal the mechanism behind protrusion formation via
dislocation nucleation on a near-surface void using MD simulations. It was also our in-
tention to investigate the activation barrier of this process. The simulations with the larger
void closer to the surface were used in order to obtain the nucleation rates at multiple
stresses and temperatures. Using Equations 10 and 13, we can then calculate the activa-
tion volume and activation energy.
The simulations were performed, unless otherwise indicated, with the Sabochick-Lam
potential.
5.1 Protrusion formation via the dislocation mechanism
The protrusion formation was studied by running approximately 30 simulations of the
void at a depth of 4rvoid (with rvoid = 30A˚) and with an applied tensile stress of σtensile =
3.5GPa, and setting the temperature to T = 575K. The applied tensile stress was well
below the critical stress, which meant that our process was activated thermally, not me-
chanically. The stochastic thermal movement of the atoms meant that multiple simulations
were required to gain a good understanding of the process, as the dislocation propagated
slightly differently in each simulation.
One particular simulation exhibited a process which lead to four partials forming a
loop (in the shape of a rhombus) perpendicularly to the surface on the (111) and
(
1¯1¯1
)
planes. Both the leading and trailing partials of the loop intersected the surface, depositing
one full lattice defect loop on the surface. After this had occurred, new partials nucleated
on the top of the void at the same positions as the original loop. The growth of the loop
and deposition onto the surface is shown in Figure 16.
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(a) (b)
(c) (d)
Figure 16: The progression of the platelet growth over the course of 38 ps. Dislocations
are emitted on the (111) and
(
1¯1¯1
)
planes, which then merge. Atoms with a centrosym-
metry parameter smaller than 18 have been filtered out. The atoms are colored according
to their centrosymmetry parameter value. a) Dislocation loops are emitted along the void
surface. b) The loops quickly intersect, forming a sessile dislocation along the intersec-
tion line (the blue edge of the rhombus). c) The dislocations intersect with the surface,
which is not visible in the image. d) Finally, the trailing partial dislocations detach from
the surface of the void and also intersect with the surface, with the result of a full lattice
dislocation being deposited on the surface.
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(a) (b)
(c) (d)
Figure 17: The progression from dislocation nucleation to intersection with the free sur-
face. a) A slice of the system along the (110) plane. The initial dislocation loops nucleate
making a 45◦ angle with the tangent of the void. b) New dislocations nucleate symmetri-
cally on the top half of the void c) The new pair of dislocations causes nucleation on the
(111) plane, highlighted by the red box. d) A slice of the system along the (111) plane,
showing a stacking fault slipping to the free surface.
This process was initiated by dislocation nucleation on both the
(
1¯11
)
and
(
11¯1
)
planes, as shown in Figure 17a. This configuration is the same as the one predicted
by Bringa et al.[6]. The partials intersect each other at an angle of 109.47◦, and the
partials intersect the void surface tangent at an angle of approximately 45◦. The
(
1¯11
)
and
(
11¯1
)
planes are particularly favorable for dislocation nucleation, as they have the
highest resolved shear stress. Using the Schmidt equation for our loading direction of[
1¯10
]
reveals two slip systems that have the highest Schmidt factor of 0.408,
(
1¯11
)→ [01¯1] , [101] ,
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(
11¯1
)→ [011] , [1¯01] ,
thus possessing the largest resolved shear stress.
Figure 18: A full view of the dislocations visible in 17c.
After the initial dislocation nucleation, a second pair of dislocation nucleation oc-
curred symmetrically on the top half of the void, as shown in Figure 17b. However, the
new pair of dislocations immediately ran into the stacking faults caused by the first pair
of partial dislocations. Since the leading partials of the new dislocation pair had not been
emitted from the void surface, the leading partial remained stuck at the stacking fault
and was thus immobilized. More importantly, this meant that the top corners of the new
dislocations were now in the high-shear region of the (111) and
(
1¯1¯1
)
planes. The ad-
ditional stress of the leading partials caused the nucleation of new dislocation loops on
those planes. The orientation of the new pair of dislocation loops and the resulting vertical
dislocation loops is shown in Figure 18.
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[11-2]
[111]
(111)
(-1-11)
70.5˚
109.5˚
Figure 19: A top-down diagram of the shear loop which forms on the top of the void.
Sessile dislocations form at the corners of the rhombus.
The vertical dislocation loops intersect each other. But since each loop contains the
same dislocation, just on a different plane, the dislocation is effectively being bent be-
tween the planes. Section 2.3 described the reaction which leads to the formation of a
sessile dislocation when the dislocation is bent over two distinct planes. The dislocation
bending over two planes here in our case is 1/2
[
1¯10
]
. It dissociates on the two planes as
follows, 12
[
1¯10
]−→ 16 [2¯11]+ 16 [1¯21¯] on the (111) plane
1
2
[
1¯10
]−→ 16 [1¯21]+ 16 [2¯11¯] on the (1¯1¯1) plane ,
leading to the following reaction along the line of intersection at the acute angle of 70.5◦,
1
6
[
1¯21¯
]− 1
6
[
2¯11¯
]−→ 1
6
[110] ,
and the following reaction along the line of intersection at the obtuse angle of 109.5◦,
1
6
[
1¯21¯
]− 1
6
[
1¯21¯
]−→ 1
3
[
001¯
]
.
The former dislocation lies on the
(
001¯
)
plane, and the latter dislocation on the
(
1¯1¯0
)
plane. Thus both dislocations are sessile. As we can see from Figures 18 and 16, the
loops are locked at the intersection of the planes, and form the rhombus shown diagram-
matically in Figure 19. This loop is in accordance with the shear-loop mechanism, in
which dislocations are emitted at a 45◦ angle to the tangent of the void surface. In this
configuration, the driving forces on the dislocation loop are maximized.
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Given the process initiation just described, it appears that the process can repeat itself.
Approximately 40 ps after the trailing partials of the loop had left the void surface, new
vertical dislocation loops were seen to nucleate on the void surface. Multiple such dislo-
cation loops would be required for a protrusion of significant height to form, as the lattice
displacement is very small compared to the width of the protrusion.
Figure 20: No dislocation platelet is able to
form from this configuration of initial dislo-
cations.
Due to the stochastic nature of the dis-
locations, the simulations did not show
a preference for any particular nucleation
configuration; the initial loops did not al-
ways occur as shown in Figure17a. Fre-
quently, they nucleated in the configura-
tion as shown in Figure 20. Such a nucle-
ation configuration led to a different dis-
location network. The partial dislocation
loops perpendicular to the surface were
initially not able to freely grow; instead,
they tended to get trapped underneath the
first pair of dislocation loops. Figure 21
shows cross-sections of a situation where the dislocation loops perpendicular to the sur-
face are, at first, stuck beneath the pair of initial dislocation loops.
Figure 21a shows the initial loop, stuck beneath a stacking fault. The loop grows
sideways beneath the stacking fault, eventually detaching itself from the void surface as
it moves. The free dislocation can be seen in Figure 21b. Eventually the simulation
reached a point where both the leading and trailing partials were driven into the stacking
fault. Due to the high driving force in the vertical direction, the dislocation was able to
penetrate the stacking fault, which is shown in Figure 21c. Finally, in Figure 21d we can
see the leading partial once again gliding to the surface. Due to the asymmetry of the
initial configuration, however, no full shear loop was able to form.
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(a) (b)
(c) (d)
Figure 21: A cross-sectional view of the
(
112¯
)
plane, only a few atoms thick. The images
show the how a dislocation on the (111) plane forms, and becomes detached from the
void. a) A dislocation forms on the (111) plane underneath the stacking fault of the
(
1¯11
)
plane. b) The dislocation becomes detached from the void surface, and the
(
1¯11
)
plane
and becomes lodged underneath a stacking fault on the
(
11¯1
)
plane. c) The dislocation
jumps through the stacking fault on the
(
11¯1
)
plane, and continues to grow upward along
the
[
1¯10
]
direction. d) The dislocation grows until it reaches the free surface.
Our simulations of the larger void at a depth of rvoid/
√
2 were subject to the same
stochasticity as our earlier simulations, and each simulation proceeded slightly differ-
ently. The bottom half of the void was truncated off, as we wanted to use the larger void
to provide for a more realistic nucleation area, and we were mainly interested in what
occurred on the top half of the void. Because our simulation input contained only the top
half of the void, the number of initial configurations was essentially limited to the pair
of dislocations forming symmetrically on the
(
1¯11
)
and
(
11¯1
)
planes. The initial config-
uration is shown in Figure 22. Thus the process which leads to the shear loop forming
perpendicular to the surface did not occur. However, we did observe many similar patterns
as in our earlier simulations. Dislocations nucleated initially on the top half of the void on
the
(
1¯11
)
and
(
11¯1
)
planes, which corresponds to the second pair of dislocations shown
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earlier in Figure 17b. These dislocations are the ones we watched for when noting the
nucleation time. The dislocations would grow until they reached the high-stress region on
the top of the void, nucleating new vertical dislocations.
Figure 23a shows one of the initial dislocation loops in more detail. The two slip
directions of the
(
1¯11
)
plane,
[
01¯1
]
and [101], are clearly visible, as is the direction of
the leading partial,
[
11¯2
]
.
The vertical dislocations were usually trapped below the stacking fault of the dislo-
cation which caused it to nucleate. The structure which formed in almost all simulations
with a depth of rvoid/
√
2 is shown in Figure 23b. It is the result of partials from all four
slip planes interacting. Let’s look at the growth of the dislocation on the
(
1¯11
)
plane in
more detail. As it grows and enters the region of high shear stress along the vertical slip
planes, dislocations are nucleated on those planes. The dislocations on the
(
1¯11
)
plane
dissociate as follows, 12
[
01¯1
]−→ 16 [11¯2]+ 16 [1¯2¯1]
1
2 [101]−→ 16
[
11¯2
]
+ 16
[
1¯21
]
.
The dissociation of 1/2
[
1¯10
]
were specified earlier. The following reaction takes place
along
[
01¯1
]
line,
1
6
[
11¯2
]
+
1
6
[
1¯21¯
]−→ 1
6
[011] ,
and the following reaction occurs along the [101] line,
1
6
[
11¯2
]
+
1
6
[
2¯11¯
]−→ 1
6
[
1¯01
]
,
both of which are Lomer-Cottrell locks, and present a barrier for further growth along the
vertical slip planes. The 1/2
[
1¯10
]
(vertical) dislocation bends at the intersection of the
(111) and
(
1¯1¯1
)
planes, as already mentioned.
Simulations performed using the Mishin potential yielded some qualitatively similar
results. The dislocations nucleated in a similar initial configuration as shown in Figure
17a. Simulation times a factor of two or longer were required, however, in order to witness
a stable dislocation nucleation occurring, and even then, the simulation time was not
enough to see the following dislocation reactions in detail.
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(a) (b)
Figure 22: a) A dislocation nucleates on one of the non-vertical slip planes. b) A new
dislocation nucleates on the vertical (111) plane. It is trapped beneath the loop on the(
1¯11
)
plane.
(a) (b)
Figure 23: a) The two slip directions of the
(
1¯11
)
plane,
[
01¯1
]
and
[
1¯01¯
]
, are visible. b)
The system of locks which forms at the intersection of partials from all four slip planes.
Lomer-Cottrell locks form beneath the two initial dislocation loops and the vertical dis-
location loops which nucleate beneath them; the vertical dislocation bends between the
(111) and
(
1¯1¯1
)
plane, forming a sessile dislocation at the intersection.
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5.2 Stress distribution on the void
In order to better understand why the dislocations nucleated the way they did, we ran MD
simulations that output the virial stress for each atom. By studying the resulting stress
distributions, we hoped to better understand the nucleation process. The stress on each
atom was also required for calculating the local stress at the nucleation site.
We used PARCAS to calculate the stress on each atom. In order to facilitate the
analysis, the stress simulations were carried out at 0 K so that no thermal fluctuations
would be visible. PARCAS outputs the following stress tensor for each atom,
σatom =
 σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 ,
given in units of kbar. Since our axes were oriented as
[
112¯
]× [111]× [1¯10], the stress
component σyz gives the stress acting on the (111) plane, in the
[
1¯10
]
direction. This
stress is responsible for the driving force of the dislocations moving on that slip system.
We have observed that the slip systems on the
(
1¯11
)
and
(
11¯1
)
planes were also
active, however. More importantly, the nucleation rates were computed for dislocations
nucleating on those planes; this means that we needed to compute the local stress on those
planes in order to obtain the activation barriers. Our stress tensor consists only of stresses
acting on the planes defined by our x, y, and z axes.
In order to obtain the stresses acting on the
(
1¯11
)
and
(
11¯1
)
planes, we need to
perform a rotation on the stress tensor. Given our current coordinate system X, a new
coordinate system X ′, and the rotation matrix R, with X ′ = RX , the stress tensor translates
as σ ′atom = RσatomRT . The components of R are simply Rmn = e′m ·en, for the basis vectors
X =
{
ei, e j, ek
}
, X ′ =
{
e′i, e′j, e′k
}
.
If we choose the following coordinate system, for instance,
x′ =
[
12¯1
]
y′ =
[
11¯1
]
z′ =
[
101¯
] ,
then σ ′yz will correspond to the stress acting on the
(
1¯11
)
plane and in the
[
101¯
]
direction.
This way, we are able to calculate the stress on a number of different planes and a number
of different directions.
The values of stress could be viewed by creating a shell out of the first few atomic
layers around the void. Figure 24b plots the value of each atom’s (111)
[
1¯10
]
stress
component on the shell. Atoms on which a large stress is exerted are colored in deep
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red or blue. Regions of high stress along the (111) plane can be seen around the circle
of radius r/
√
2, as described in Section 2.5. Figure 24a shows each atom’s
(
1¯11
)[
1¯01¯
]
stress component around the void. It should be noted that atoms with a high stress are
aligned with the slip plane only for the
(
1¯11
)[
1¯01¯
]
component.
(a) (b)
Figure 24: The stress distribution visualized along the surface of the void. a) The atoms
are colored according to the value of σ(1¯11)[1¯01¯] component. Atoms with a high stress
value are aligned with the
(
1¯11
)
plane. b) The atoms are colored according to the value
of the σ(111)[1¯10] stress component. Unlike in (a), here there are no lines of atoms that are
aligned with the (111) slip plane.
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Figure 25: A cross section of the system illustrating the symmetric nature of the stress
distribution around the void. The atoms are colored according to the σyz (or σ(111)[1¯10])
stress component.
5.3 Activation barriers
We gathered the nucleation rates of the dislocations shown in Figure 22. We did this by
performing a series of simulations using the lattice input of the near-surface void, which
had the bottom half of the void cut away. We gathered the nucleation rates by noting the
simulation time at which the first stable dislocation was observed. The simulations were
performed for each temperature, stress pair in batches of 8-15. The tensile stresses were
varied about σ0 = 3.0GPa within a small range, and the temperature was varied about
T0 = 575K. The data points for which the nucleation rates were gathered are presented in
Table 1.
T0 = 575K 2.95 GPa 2.97 GPa 3.0 GPa 3.05 GPa 3.1 GPa
σ0 = 3.0GPa 525 K 550 K 562 K 575 K 580 K
Table 1: The data points for which the nucleation rates were gathered from the MD sim-
ulations.
In order to determine the relation between the nucleation rate and the variation of the
Gibbs free energy with respect to local stress, we first needed to determine what the local
stress was as a function of the tensile stress. The local stress at the nucleation site was
obtained by calculating the stress component for the plane on which the nucleation was
observed, using the method described in the previous section. Then, we identified the
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atomic ridge along the void surface where the nucleation event occurred. This usually
corresponded to a horizontal line of atoms that had a higher stress than the surrounding
atoms. This atomic ridge is visible in Figure 24a. Once the location had been identified,
the same input lattice was then stressed at the tensile stresses for which nucleation rates
had been obtained. The exactly identical input lattice had to be used so that the only
difference between the simulations would be the tensile stress. Even a slight translation
of the void would result in a different atomic configuration along the void surface, making
a direct comparison between different stress points difficult. The average stress along the
atomic ridge was calculated for each tensile stress. The results are presented in Figure 26.
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Figure 26: The local stress at the void surface, as a function of tensile stress, σlocal = 4.31 ·
105+8.438 ·10−5σtensile. The local stress is computed from the
(
1¯11
)[
1¯01¯
]
component.
Having obtained the local stress at the nucleation point, we can now fit the nucleation
rate data obtained for the different local stresses to Equation 10,
ln I = c+aσ , where a =
Ωc
kTfix
.
The results are presented in Figure 27.
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22.0
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22.1
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22.2
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ln
I
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σlocal [Pa]
ln I = c+ aσlocal
1.094E − 6σlocal + 18.8810
r2 =0.782
Figure 27: The line fit for the nucleation rate as a function of the local stress, satisfying
the equation ln I = c+aσ , with a = Ωc(σ0)kTfix .
The gradient obtained from Figure 27 is a = 1.094 · 10−6 Pa−1, which gives the fol-
lowing activation volume, Ωc = 8687 A˚3 in the range [4183, 14432] A˚. For a Shockley
partial with b = a/6〈112〉 with the given lattice constant a(T )1 at T = 575K, we have
b3 ≈ 3.32 3. We can thus express the activation volume in terms of its Burger’s vector,
Ωc, local = 2617b3. This value is the same order of magnitude as the activation volume of
a Frank-Read source (which is of the order 100−1000b3). Dislocation nucleation on the
surface of a nanowire was studied by Zhu et al.[37] using the nudged elastic band (NEB)
method. The values they obtained for the activation volume were in the range 1− 10b3.
Activation volumes on stepped surfaces (such as the corner of the nanowire) tended to
have smaller activation volumes. McPhie et al. obtained Ωc ≈ 4− 5b3 for dislocation
nucleation from a stepped stacking fault under strain, using the NEB method[17].
The functional relation between the nucleation rate and the applied tensile stress is also
of interest to calculate. For instance, Zhu et al.[37] calculated the activation volume based
on the applied stress, which was not resolved in the direction of the dislocation. Their
system was loaded in the [001] direction, and dislocations nucleated on the (111) plane,
meaning that the resolved shear stress should be similar to ours. We plot the nucleation
rate as a function of the tensile stress in Figure 28.
1This was performed in separate work by Antti Kuronen. The equation used was a(T ) = 3.615+
0.6643 ·10−4T +0.6210 ·10−8T 2+0.5818 ·10−11T 3 .
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9.084E − 11σtensile + 19.3960
r2 =0.755
Figure 28: The line fit for the nucleation rate as a function of the tensile stress.
The gradient obtained from the graph was a = 9.084 ·10−11 Pa−1, giving as the acti-
vation volume, Ωc, tensile = 0.21b3 ∈ [0.030, 0.45] b3. While off by an order of magnitude,
this is much closer to the values obtained by the NEB method[37, 17].
For temperature sensitivity, we fit equation 11,
ln I = c−a 1
kT
,
with our data points. The results are presented in Figure 29.
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−2.760E − 2 1kT + 22.70
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Figure 29: The line fit satisfying the equation ln I = c−a 1kT with a = Ec+σ0Ωc.
As the gradient, we obtained a = 2.760 ·10−2 eV. The activation energy is calculated
from the expression,
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Ec = a+σ0Ωc , (16)
as the tensile stress exerts a negative stress in the direction of the dislocation.
We calculate the activation energy in two ways, by substituting both values of Ωc that
we obtained.
SubstitutingΩc, local into equation 16, we get as the activation energy, Ec, local≈ 0.190 eV,
within the range [0, 0.33] eV.
Substituting Ωc, tensile into [eq:temperature-fit], we obtain Ec, tensile ≈ 0.013 eV in the
range [0, 0.076] eV. Ec, tensile is of the same order of magnitude as the activation energy
obtained for dislocation nucleation at a crack tip via the Arrhenius law by Hirel et al.[10].
The error in the nucleation rate was calculated from the error in the nucleation time
average. Since the sample size for each σ , T data point was often less than ten, we could
not directly use the standard error,
SE〈t〉 =
s√
N
,
where s is the sample standard deviation,
s =
√
1
N−1
N
∑
i=1
(ti−〈t〉)2.
We multiplied the standard error by the Student’s dilatation factor,
SEN<10 = t ·SE〈t〉,
with t having the values shown in Table 2.
N 4 5 6 7 8 9 10
t 1.195 1.140 1.109 1.089 1.075 1.065 1.057
Table 2: Student’s dilatation factor values.
5.4 Discussion
The analytical model in [24] deals with shear loops nucleating on the (111) and
(
1¯1¯1
)
planes in a continuous media. In the MD simulations, however, the stress distribution of
the physical void compared to the continuous is affected by size-related effects. When
we use voids with dimensions of a few nanometers, there are going to be very discrete
steps along the void surface. Figures 24a and 24b are colored according to the local
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stress component, and specific atomic ridges with highly concentrated stress can be seen.
Dislocations nucleated along the
(
1¯11
)
and
(
11¯1
)
planes first, because there were ridges
of atoms with a high stress component lying on the slip plane. In the case of the (111)
and
(
1¯1¯1
)
planes, the lines of atoms were not lying on the plane. The magnitude of both
stress components in both cases were approximately the same, thus favoring nucleation
on the
(
1¯11
)
and
(
11¯1
)
planes.
Loading the crystal from different directions may produce different results, as well.
The effect of different loading directions on voids in copper were studied in [5]. Strain
rates of 108 s−1 were applied in the 〈110〉, 〈100〉, and 〈111〉 directions for up to 2 ns at
150 K.
For the 〈110〉 loading direction, a similar formation of dislocations were observed as
in our work; dislocations nucleated on the
(
1¯11
)
and
(
11¯1
)
planes. However, the shear
loop was not observed in the 〈110〉 direction. The discrepancy may be explained by the
shorter simulation time span and lower temperature used. The lower temperature would
mean that there is a smaller chance for the atoms to form the critical loop in the 〈110〉
direction.
Out of the other two loading directions, the 〈100〉 may be applicable to our research;
for that loading direction, two biplanar loops intersect. Depending on whether the loops
can detach from the void, these loops could initiate a surface protrusion.
In Section 1 we mentioned the fact that the protrusion formed by dislocations might
act as a field enhancement factor. The electric field is always perpendicular to the surface,
and the protrusion formed by our shear loop will concentrate the electric field at its edges.
The local electric field F is expressed in terms of the global electric field E in terms of the
field enhancement factor β , F= βE.
The geometry which gives rise to the enhancement factor is usually assumed to be
cylindrical. The enhancement factor is, then, some function of the aspect ratio of the
cylinder height h to the radius r, β = β (h/r). The aspect ratio of the protrusion formed
after one of our dislocation loops intersects the surface is approximately h/r ≈ 0.167
(taking the widest point of our rhombus as the radius). Most expressions obtained for
the enhancement factor have been derived[8] for ranges of 1 ≤ β ≤ 1000, i.e. for much
taller protrusions; the protrusions extant after our simulations would not significantly alter
the field enhancement. Many repeated dislocations would have to intersect in a similar
manner in order to cause a more significant field enhancement factor. Although a repeated
sequence of dislocations intersecting the surface was not observed during our simulation
time span, a new set of partial dislocations perpendicular to the surface had nucleated and
were beginning to grow. This leads us to believe that, given a long enough time span, it
would be possible to observe the repeated deposition of dislocation loops perpendicular
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to the surface using MD.
Protrusion growth under an external electric field has been found to be asymptotic[22].
This means after a critical number of dislocation loops have intersected the surface, the
protrusion would start to grow by itself, increasingly rapidly. The continued growth would
lead to heating of the protrusion, and field evaporation[21]. Such a sequence of events
could lead to a vacuum arc.
Testing whether our dislocation mechanism leads to protrusion growth under a static
electric field could be verified by running extended simulations with the same initial input
as here, and simulating the effect of the electric field on the protrusion by running the
simulations with a coupled electrodynamics-MD (ED-MD) algorithm[7]. Finding the
critical number of dislocation loops required for a run-away protrusion growth on the
surface would be an interesting research topic for the future.
The activation barriers obtained from the simulations are too low to be plausible. The
activation energies Ec, local, and Ec, tensile are equivalent to thermal energies correspond-
ing to temperatures of 1470 K and 101 K, respectively. Since our system was held at a
temperature around 575 K, the dislocation nucleation would occur with these activation
barriers due to thermal motion alone.
The value of Ec, tensile is comparable to the value obtained by Hirel et al[10] for fcc
crystals. They used MD simulations, equipped with an EAM potential for aluminium, to
obtain the activation energy of dislocation nucleation on the {111} plane, due to a small
step on the surface. The activation energy was obtained using an Arrhenius equation,
relating the nucleation rate directly to the inverse of the temperature. Applying a strain of
ε = 6.5%, and a temperature range of 100 K - 300 K, the activation energy was determined
to be Ea ≈ 0.010 eV, which is very close to our result of Ec, tensile ≈ 0.013 eV.
Better estimates of the activation barriers might be achieved using the Mishin poten-
tial, for instance, which was designed to give good results outside of atomic equilibrium.
Better estimates may also be achieved using lower applied stresses. Decreasing the ap-
plied stress, however, rapidly increases the time taken for a stable dislocation nucleation
to occur. Given the computational cost at current stresses, using MD simulations to obtain
the activation barrier at multiple different applied stresses may not be feasible.
6 Conclusions
It has been previously determined that dislocation nucleation on a near-surface void could
lead to the formation of a stable protrusion on the surface. The exact mechanism and
the activation barriers for this process, however, have remained an open question. The
specific purpose of this study was to examine how a protrusion could form from disloca-
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tions nucleating on a near-surface void under tensile stress, and to estimate the activation
barriers of the initial dislocations.
We studied the process of protrusion formation by performing multiple MD simula-
tions on a void at a depth of four times its radius, in order to give enough vertical space
for shear loops to form. Most simulations did not reveal the formation of a protrusion, as
the process was thermally activated at our selected stress, and thus stochastic. One result,
however, did show the formation of a shear loop at the void. Four partials on the (111) and(
1¯1¯1
)
planes nucleated on the void as a result of a pair of earlier dislocation loops, and
intersected to form a loop in the shape of a rhombus. These partials were able to reach the
surface of the system. After this had occurred, the trailing partials detached from the void
and completed the full lattice dislocation on the surface. We thus observed the definite
formation of a protrusion via the shear loop mechanism. And due to the atomic resolution
of MD simulations, it was possible to arrive at a description of the dislocations reactions
which occurred in the process.
In order to study the activation barriers, an expression had to be derived between the
nucleation rate of a dislocation, and the temperature and pressure. The reaction rate was
found to depend on the activation Gibbs free energy of the dislocation, and first order
approximations of the free energy were used to relate the nucleation rate directly to stress
and temperature.
Nucleation rates were obtained from MD simulations at different stresses and temper-
atures. Using our relation between the rate and temperature and stress, we were able to
obtain values for the activation volume and energy. The activation volume turned out to
be larger than the volumes obtained for dislocation nucleation in other work. The activa-
tion barriers themselves were small, below the thermal activation limit at our temperature.
More accurate results may be obtained by recalculating the activation volumes at lower
stresses, or using other methods such as NEB if the MD simulations are too computation-
ally expensive.
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