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Topological spin dynamics in 2D Bose Lattices
Abstract
This thesis presents theoretical work devoted to the manifestation of the edge
states of boson topological band insulators in optical lattice experiments
with weakly-interacting spinor condensates. Although the investigation is
presented mainly on a spin-one Kane-Mele model, many aspects of this thesis
can be generalised to other lattice models.
One major question this thesis addresses is the relevance of topological edge
states in the dynamics of the interacting boson systems. This thesis shows
how interactions in quenched spinor condensates can facilitate the manifes-
tation of the edge states of two dimensional topological lattice models. Pro-
vided certain quench and symmetry-related conditions are fulfilled, the edge
states are found to be populated exponentially fast right after the quench. A
growing edge spin current is also described. A preliminary numerical com-
putation for later times suggests a particle redistribution from the edge back
into the bulk.
The presence of a harmonic potential in optical lattice experiments often
obscures the manifestation of the edge states. In relation to this problem,
spinor condensates have been considered, and a sharpening of the boundaries
is observed in the Thomas-Fermi regime. Moreover, for spin-±1 states, de-
spite the presence of the external potential, one can recover a band structure
similar to that of a non-interacting model with hard-wall boundaries. Ap-
proximate analytical expressions for the edge-state energies in the presence
of a harmonic potential are derived.
The results presented in this thesis aim to widen the understanding of the
manifestation of boson topological edge states, and are in line with the cur-
rent experiments with ultracold atoms. The thesis suggests mechanisms of
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experimentally probing boson topological edge states and their quench dy-
namics with spinor condensates.
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Introduction
Physical systems are often classified and investigated for their properties.
Such properties are important for the fundamental understanding of the
physical phenomena that the system can experience, as well as many ap-
plications. The properties of physical systems, however, can be drastically
altered at the interface of the system with other media, or even vacuum [3–5].
Aluminium, for instance, is chemically a very reactive metal. When in con-
tact with water or oxygen it reacts immediately. Why are airplanes, which
are exposed to rain and air, safe to operate when aluminium alloys are abun-
dantly used in aircraft construction? The common knowledge is that a thin
layer of aluminium oxide is formed at the surface of aluminium. This layer
prevents aluminium from further entering into a chemical reaction [4]. Phys-
ically one can interpret this layer formation as being due to electromagnetic
interactions. At the contact of aluminium with oxygen, an interfacial state
is formed, which results in completely different chemical properties from the
two regions it separates. The properties of the interface states can have im-
portant application in electronic devices too. The surface of contact of a
semiconductor and a metal are known to alter electronic properties of the
system [3, 6]. This is precisely the phenomenon responsible for the break-
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through in electronics of semiconductor devices [7–10]. One therefore has to
admit that experimental detection and investigation of surface properties is
of great importance to understanding the nature of the interface states and
the resulting properties.
This thesis is dedicated to the discussion of other types of interface states,
related to the latest discoveries in material science, the ones of topologi-
cal band insulators [11–13]. These are compounds that proved to have an
electronically conducting surface while remaining in an insulating state. Fur-
thermore, the electric properties of the surface have been found to be robust
to small impurities, dislocations and defects provided certain symmetries are
preserved. The origin of these properties has been mapped to the presence
of a non-trivial topology, which, roughly speaking, states that a smooth de-
formation of the Hamiltonian describing the system while preserving certain
symmetries does not drastically alter the electric properties of the system. It
can be mapped to the existence of topological invariants that admit geometri-
cal interpretations, and often appear in the form of winding numbers, Chern
invariants and Berry phases. Extensive research in topological insulators has
led to discoveries of electronic properties, such as chiral edge currents and
chiral spin dynamics, that are very robust. This promises to bring various
applications of topological phenomena to spintronics, semiconductors, and
other electronic devices.
Because this thesis makes use of properties of two-dimensional topological
insulators, let us give a historic overview and the current state of the field
from the perspective relevant to this thesis. Probably one of the most sig-
nificant breakthroughs that led to extensive studies of topological phases of
matter is the discovery of the quantum Hall effect in 1980 [14]. In 1980
Klitzing, Dorda, and Pepper reported a measurement of Hall conductivity
quantised by integer amounts of e2/h, where e is the elementary charge and
h is Planck’s constant. This allowed measurements of Planck’s constant to
unprecedented precision. The quantised Hall conductance did not fit the
common classification of the electronic states of matter at the time. Phases
of matter, such as superfluids or ferromagnets, were described by the ab-
sence or presence of symmetries. For instance, a fluid can well be considered
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translationally invariant, however a phase transition to a crystal breaks this
symmetry. Ferromagnetism, which is an ordered phase determined by the
presence of a non-vanishing magnetization, is another example. Quantum
Hall systems do not fit into this picture, and it became clear that a new
type of phase of matter was required in order to compliment the knowledge
of electronic properties of matter. In the early experiments the quantum
Hall effect was observed to occur in two-dimensional systems, for example in
semiconductor quantum wells, when a strong magnetic field perpendicular
to the plane of the sample was applied. Since the discovery of the quantum
Hall effect a theory has developed and numerous experiments have been run
that exploit the phenomena of quantum Hall conductivity. Probably one of
the most relevant to this thesis is the theoretical proposal by Haldane of a
model that exhibits quantum Hall conductance without the need of mag-
netic fields [15]. This is an example of a Chern insulator, in that there is
an energy gap in the bulk energy spectrum (the system is insulating in the
bulk provided the Fermi energy sits within the energy gap) and the gap is
bridged by edge states. We will refer to this model as the Haldane model
in this thesis, which will be discussed in detail in the next chapter. An-
other important development of the theory of topological insulators is the
model introduced by Kane and Mele [16]. We will often use this model in
our computations. Unlike the Haldane model the Kane-Mele model has an
emergent quantum Hall current, that apart from being unidirectional, has its
direction dependent on the spin orientation (a quantum spin Hall current).
Furthermore, Kane and Mele introduced a topological invariant (Z2 invari-
ant) that characterizes the states as trivial or nontrivial band insulators.
The quantum spin Hall phase was a topologically nontrivial phase, which
preserved the time reversal symmetry. The Haldane and Kane-Mele models
are the simplest examples of two-dimensional topological phases of matter.
Although these models represented a simple introduction to novel phases of
matter, its experimental realisation was not possible at the time. A closer to
experimental realisation was the work on topological insulators by Bernevig,
Hughes, and Zhang [17]. It predicted a quantum spin Hall effect in inverted
type-III HgTe/CdTe quantum wells. Later experiments have confirmed the
predictions of the existence of the quantum spin Hall effect [18–20].
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On the other hand, since the discovery of the quantum Hall effect [14], the
enormous research done in topological phenomena exploits mainly fermionic
states of matter, such as electronic states in solids. Manifestation of topo-
logical phenomena for bosons – the other major type of particles – is less
well understood. It could possibly bring in new discoveries unveiling new
properties of matter, but at the moment it faces considerable experimental
challenge. Experiments designed to model topological phenomena for non-
fermionic states have been done. These include engineering mechanical sys-
tems such as two-dimensional topological lattices of spinning gyroscopes [21],
and photonic lattices [22–26]. While the former is a completely classical sys-
tem, the latter may involve quantum phenomena. Both realizations have
interesting chiral dynamics at the edge of the lattice, but lack interactions
and quantum spin dynamics. Cold atoms experiments, on the other hand,
can deal with bosons which carry spin degrees of freedom, and allow a high
degree of control of interactions and other parameters in experiments. A dif-
ficulty in the investigation of boson topological dynamics of ultra-cold atoms
is that at low temperatures bosons condense in the lowest energy state, and
this leaves the topological edge states highly irrelevant for the dynamics of
the system. Ways to overcome some of these challenges is what motivated
this work.
This thesis aims towards unveiling the topological boson dynamics in optical
lattice experiments with ultra-cold atoms. It investigates various problems
related to the population of boson topological edge states, the effect of weak
interactions and presence of soft boundaries in optical lattice experiments
with cold atoms. Chapter 2 equips the reader with basic concepts of topolog-
ical band insulators, relevant lattice models, and basic features of ultracold
atoms and optical lattice experiments that are at the heart of this thesis,
and which are often utilised in the next Chapters. The main results of this
thesis are presented in Chapter 3 to 6. Chapter 3 gives an insight on the
Generating Function Technique of computing topological edge states analyti-
cally. Using this method the single-particle edge-state energies of the Haldane
model [15] for an arbitrary local magnetic flux, and the edge-state energies
of the Harper-Hofstadter model [27–31] for 2pi/3 magnetic flux per placket
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have been analytically derived. The author of this thesis is not aware of any
previous derivation of the exact analytical expressions of the specified mod-
els. In order to tackle the issue of probing the dynamics of spin one bosons
in topological two-dimensional lattice models a quenching mechanism that
involves a quadratic Zeeman term and a phenomenon known as dynamical
instability are applied in Chapter 4. The idea suggests that the dynamics of
a system driven out of equilibrium can be dominated by the edge(surface)-
states provided certain conditions are fulfilled. A spin one generalization
of the Kane-Mele model [16] is used to illustrate the concept, and the role
of symmetries in this model is discussed. The results suggest a way that
might allow for direct experimental observation of topological properties of
weakly interacting bosons in optical lattice experiments, with consequences
for the overall dynamics of the system. However, sharp boundary conditions
similar to the ones encountered in solids for electrons have been implied to
obtain the results in Chapter 4. Although experiments that design sharp
boundaries have been created in cold atom experiments [32–34], the com-
monly adopted way of confining atoms is a harmonic trap which induces soft
boundary conditions. Chapter 5 suggests a way to overcome the difficulty
of soft boundaries in lattice experiments with spin one bosons. The effect of
the harmonic potential on the topological manifestation of edge states in an
interacting two-dimensional boson lattice model is thoroughly investigated,
and it is shown that a band structure similar to the non-interacting model
can be reconstructed for the spin ±1 components of the spin fluctuation of
the condensate. A rather generic analytical expression for the relevant edge-
state energies is derived, and a bulk-boundary correspondence is obtained for
a two-dimensional lattice model of interacting bosons in presence of harmonic
confinement. The effect is illustrated on the spin-one Kane-Mele model [16].
All the derived expressions have been compared with numerical mean-field
simulations, and show agreement. Chapter 6 offers an insight into the quench
dynamics, discussed in Chapter 4, at later times after the quench. A numeri-
cal computation suggests a particle redistribution from the edge back into the
bulk. The thesis concludes with an overview and a short discussion of the re-
sults combined in one picture. An outlook of open questions and motivation
for future research finalises this thesis.
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2
Background material
(Models, Methods,
Techniques)
This thesis is about topological condensed matter phenomena of ultra-cold
atoms in optical lattices. In this chapter we give an overview of relevant
background on both condensed matter phenomena of two dimensional topo-
logical band insulators, and ultra-cold atoms, on which this work heavily
relies.
2.1 2D topological band insulators
Physics of the topological band insulators is a direction of condensed matter
research. It comes from solid state physics where electronic states are of
major interest. The interest in topological insulators comes in part, from the
electric properties of the surface (edges) of the system, where under certain
circumstances only the surface (edge) is electrically conductive. Moreover
the surface (edge) conductivity comes in quanta when a bias electro-magnetic
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field is applied, i.e. it is quantised. There are many ways to introduce topo-
logical band insulators. In what follows we bring a simple explanation of
topological phenomena based on Bloch states in 2D lattice models, which
is the most relevant to our thesis, and which should help the reader un-
familiar with these concepts to understand the research presented in this
thesis. The reader, however, is encouraged to consult the relevant litera-
ture for more information on topological phenomena in condensed matter
systems [11–13, 35].
A two-dimensional lattice is a periodic structure in the sense that it can be
described by translations of a single unit cell along two directional vectors,
called primitive lattice vectors. Due to translational symmetry along the
primitive vectors the single particle states on the lattice can be described
by Bloch states |ψ(k)〉 = eik·r |u(k)〉, where r is the lattice coordinate, k
represents the wave-vector, and |u(k)〉 has the periodicity of the lattice. The
states |u(k)〉 are defined up to an arbitrary phase φ(k). This reflects a local
symmetry in k-space:
|u(k)〉 → eiφ(k) |u(k)〉 . (2.1)
Similar to a U(1) gauge field one can introduce in k-space an analogue to
vector potential:
A = −i 〈u(k)| ∇k |u(k)〉 , (2.2)
and a ‘magnetic’ flux:
γ =
∫
BZ
[∇k ×A]zd2k, (2.3)
where the integral is taken over the Brillouin zone. The above quantities are
known as Berry connection and Berry phase respectively [35, 36]. Both are
due to the symmetries of the lattice Hamiltonian and at a first sight seem
not to effect the physical observables. However, similarly to the electromag-
netic gauge potential, the above quantities in certain circumstances can have
an impact on observables such as the Hall conductivity. Band insulators
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that exhibit non-zero Berry fluxes are called topological band insulators. We
will come back to the quantities we just introduced when we will describe
the edge-states of topological band insulators in the next chapters. In what
follows we give a description of several models that have a non-trivial topo-
logical band structure. These include Su-Schrieffer-Heeger (SSH) [37, 38],
Haldane [15] and Kane-Mele [16].
2.1.1 Su-Schrieffer-Heeger (SSH) Model
Figure 2.1: The lattice structure of the Su-Schrieffer-Heeger model.
The Su-Schrieffer-Heeger (SSH) model was introduced in the context of de-
scribing the electrical conductivity of the polymer polyacetylene [37, 38]. The
model, however, has been considered in many contexts, not just for electronic
states of the polyacetylene. It is probably the simplest lattice model one can
write which exhibits non-trivial topological structure.
Consider a one-dimensional chain of N sites that can be populated by par-
ticles that can move from one site to its neighbour at a time. The simplest
scenario is when it takes the same probability for a particle to move from one
site to another. This can be encoded mathematically by introducing creation
and annihilation operators for particles at each site j, aˆ†j and aˆj respectively,
and the Hamiltonian:
Hˆ = −w
∑
j
(aˆ†j aˆj−1 + h.c.)− µa†j aˆj (2.4)
where the sum is taken along the chain sites and µ is the chemical potential.
For instance, if the particles are fermions and the system is half-filled, µ = 0.
Here aˆj−1 annihilates a particle at site j − 1, and aˆ†j creates a particle at the
neighbour site j. The likelihood of hopping from one site to its neighbour is
determined by w, while the bosonic (fermionic) nature of particles is encoded
in the (anti-)commutation relations: aˆj aˆ
†
j ± aˆ†j aˆj = 1 with the + sign for
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fermions and − for bosons.
With periodic boundary conditions, the Hamiltonian (2.4) is readily diago-
nalisable by introducing new single particle operators aˆk =
1√
N
∑
j e
ikj aˆj:
Hˆ = −
∑
k
(2w cos k + µ)aˆ†kaˆk. (2.5)
It implies the existence of a band, and no gaps in the single particle energy
spectrum. This corresponds to a metallic phase.
Importantly, the metallic phase in (2.4) could change to an insulating phase
by breaking a certain symmetry. An insulating phase is reflected in the quasi-
particle energy spectrum by the presence of an energy gap. The SSH model
that we introduce below is a simple modification of (2.4) that opens such a
gap. For (2.4) a gap opening can be achieved, for instance, by relaxing the
requirement of having the same hopping amplitude from one site to another.
This can be pictured as sites being connecting by bonds of different strength.
Let us denote the odd sites by A and the even ones by B. Given the chain is
aligned horizontally, the particles can come to the site B from the left or from
the right. For the SSH model the likelihood of moving from the right from
A to B is shifted, resulting in a shift of w by some amount δw. Moving from
the left to site B compensates by −δw (Fig. 2.1). This physics is described
by the SSH Hamiltonian:
HˆSSH = −
∑
j
(w + (−1)jδw)aˆ†j aˆj−1 + h.c.− µa†j aˆj, (2.6)
or if one relabels the operators,
HˆSSH = −
∑
l
(w−aˆ
†
AlaˆBl + w+aˆ
†
Al+1aˆBl + h.c.)− µa†AlaˆAl − µa†BlaˆBl (2.7)
where l labels the sites in the A (B)- sublattice and w± = w ± δw. Due to
translational symmetry along l the above Hamiltonian can be simplified in
10
terms of aˆA(B)k =
1√
N
∑
l e
iklaˆA(B)l:
HˆSSH =
∑
k
∑
α,β=A,B
aˆ†αkHαβSSH(k)aˆβk, (2.8)
where
HSSH(k) = h0(k)I2 + h(k) · σ (2.9)
is a 2× 2-matrix that can be decomposed in Pauli matrices σ = (σ1, σ2, σ3)T
and identity matrix I2 acting in the sublattice space. The decomposition
coefficients are given by:
h0(k) = −µ, h1(k) = −(w − δw)− (w + δw) cos k,
h2(k) = (w + δw) sin k, h3(k) = 0.
(2.10)
The excitation energy spectrum is obtained by diagonalising HSSH(k) and
consists of two bands of energy −µ±√h21(k) + h22(k) separated by a gap of
the order of 2δw. If the chemical potential is adjusted for the Fermi-energy
to sit in the gap, then no excitations can be created until one overcomes the
gap energy, so the system is said to be in an insulating phase.
Now, let us consider a finite system, which starts with a bond of strength
w− = w− δw, as it is shown in Fig. 2.1. Although there is no real difference
between δw < 0 and δw > 0 for a periodic system, there is a considerable
difference when open boundary conditions are considered. In fact, the two
phases, δw > 0 and δw < 0, are topologically distinct. The manifestation
of this difference in topological phases can be observed at the edge of the
system. For δw < 0 there are no available states within the energy gap and
the system is in a normal insulating phase. However, for 0 < δw < w edge
states with a mid-gap energy appear. This is a signature of a topological
phase. For a semi-infinite chain the edge-states are created by
∑
l φlaˆ
†
Al with
φl = (−1)l
(
w − δw
w + δw
)l
. (2.11)
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Figure 2.2: As k runs from 0 to 2pi the unit vector h/|h| covers an arc for δw < 0 and
goes a full circular revolution for δw > 0, which corresponds to a non-trivial topological
phase. Here green arc corresponds to δw = −0.1w, blue arc to δw = −0.5w, and red arc to
δw = −0.85w.
The above expression will be derived in the following chapter as its derivation
deserves a separate discussion.
The transition from normal insulating phase to a topological one occurs
through a metallic phase at δw = 0 when the gap closes and δw changes
the sign. The Zak phase, similar to the Berry phase, is an invariant for
one-dimensional systems that does not change unless a topological phase
transition occurs. It can be expressed in terms of bulk single-particle states:
Z(ν) = i
∫ 2pi
0
φ
(ν)
k
†
∂kφ
(ν)
k dk, (2.12)
where φ
(ν)
k are the periodic in k (bulk) eigenvectors of HSSH. The Zak phase
vanishes in the normal insulating phase and is an integer multiple of pi in
topologically non-trivial phase (δw > 0). A geometrical interpretation can
be given where the vector h(k)/|h(k)| undergoes a full circular revolution
around h = 0 while k runs from 0 to 2pi only in topological phase (Fig. 2.2).
2.1.2 Graphene and Haldane Models
Similar to one-dimensional metallic and insulating lattice models one can
think of two-dimensional ones. However, there are many more ways to in-
troduce a lattice in two-dimensions. In order to align with the context of
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Figure 2.3: Left: The honeycomb lattice structure. Right: Energy spectrum of graphene
with open boundary conditions applied in y-direction. A zero-energy dispersion of the edge-
states connecting two Dirac cones is observed. Here k is the wave vector along x-direction,
and µ = 0.
this thesis, consider a two-dimensional system on a hexagonal lattice. The
particles can move to the nearest sites along the three displacement vectors
δ1, δ2 and δ3 (Fig. 2.3). The unit cell contains two sites. These belong to
two different sublattices, which we denote by A and B. The corresponding
Hamiltonian
Hˆgraphene = −w
∑
〈ij〉
aˆ†i aˆj − µ
∑
j
aˆ†j aˆj (2.13)
can be reduced again to
Hˆgraphene =
∑
k
α,β=A,B
(
h0(k)I2 + h(k) · σαβ
)
aˆ†αkaˆβk =
∑
k
α,β=A,B
Hαβ(k)aˆ†αkaˆβk,
(2.14)
where 〈ij〉 represents summation over nearest neighbour sites, and aˆA(B)k =
1√
N
∑
l e
ik·laˆA(B)l with l labelling the unit cells. In the above expression
h0(k) = −µ, h1(k) = −w
∑3
η=1 cos k · δη,
h2(k) = −w
∑3
η=1 sin k · δη, h3(k) = 0.
(2.15)
This is commonly used to describe conduction band structure in graphene [39,
40] in the tight-binding approximation. Its energy spectrum has two bands
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Figure 2.4: The energy spectrum of the Haldane model. Left: The gap is opened through
the inversion symmetry breaking (2.16) with λ = 0.4w. Right: The time-reversal symmetry
is broken by (2.17) with λ = 0.2w. Open boundary conditions are applied in the y-direction,
and periodic in the x-direction. Here k is the wave vector along x-direction, and µ = 0.
due to the two sublattices. The energy spectrum is, however, gapless (Fig. 2.3).
Similar to the SSH model one can open a gap by breaking a symmetry. Two
symmetries are present in the graphene model: inversion and time rever-
sal symmetries. The inversion symmetry reads σ1H(k)σ1 = H(−k), while
time reversal symmetry requires that the complex conjugated Hamiltonian
H(k)∗ = H(−k). To break the inversion symmetry it is sufficient to add a
constant staggering term
h3(k) = λ. (2.16)
This opens a gap in the energy spectrum. If hard wall boundaries are im-
posed, states localised at the edge can emerge. However, no dispersion crosses
the gap even for the emergent edge states (see Fig. 2.4). The system is then
said to be in a normal insulating phase.
The emergence of edge states manifests differently if only the time reversal
symmetry is broken. The time reversal symmetry can be broken, for instance,
by adding the following term to the Hamiltonian:
h3(k) = λ
3∑
η,η′,η′′=1
ηη′η′′ sin k · (δη′ − δη′′), (2.17)
where ηη′η′′ is Levi-Civita symbol. The emergent edge-states cross the gap
as shown in Fig. 2.4. The term (2.17) can be justified by considering the
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existence of a local magnetic-flux normal to the lattice plane, which mimics
the symmetry of the lattice, and sums to zero net flux through the unit cell.
The particle hopping to next-nearest neighbour site can generally obtain a
phase φ due to magnetic flux, which can be expressed by an additional term
to a spinfull version of the graphene Hamiltonian (2.13):
δHˆ = λ
∑
〈〈ij〉〉
eiφij aˆ†i aˆj + H.c. (2.18)
The phase φij = ±φ has to be of opposite sign for the two sublattices in order
to cancel the net flux through the unit cell. Haldane showed that by opening
the gap in this way the system becomes topologically non-trivial [15]. The
corresponding Bloch Hamiltonian reads:
HˆHaldane =
∑
k
h0(k)I2 + h(k) · σ, (2.19)
with
h0(k) = −2λ cosφ
∑3
η=1 cos(k · bη)− µ, h1(k) = −w
∑3
η=1 cos(k · δη),
h2(k) = −w
∑3
η=1 sin(k · δη), h3(k) = −2λ sinφ
∑3
η=1 sin(k · bη).
It reduces to (2.17) for φ = pi/2. The energy spectrum has two bulk bands
which for φ = pi/2 are:
(±)(k) = −µ± [w2(3 + 2 cos kx + 2 cos ky + 2 cos(kx − ky)) (2.20)
+λ2(sin ky − sin kx − sin(ky − kx))2
]1/2
. (2.21)
The two energy dispersions that cross the gap are due to two edge states:
edge(k) = −µ± 6λ sin k√
w2 + 16λ2 sin2(k/2)
, (2.22)
where k is either kx or ky depending on whether the lattice periodicity is
preserved in the x or y direction respectively. The derivation of the energy
dispersion for the edge states requires a separate discussion and is given in
the following chapter.
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Edge-states crossing the gap can lead to observable effects in experiments and
applications. When one selectively excites states within the energy gap only
the edge-states contribute to the dynamics of the system. For electrons in
solids one can effectively adjust the chemical potential for the Fermi energy
to sit in the gap. For bosons, however, it is considerably more subtle since
bosons do not form a Fermi sea. How to probe the edge-states dynamics of
boson systems is the main question addressed in this thesis and ways to do
it are suggested in the following chapters.
2.1.3 Kane-Mele Model
In what will be described in the following chapters, symmetries such as time-
reversal symmetry play an important role. For reasons that will be made clear
later, we would like to preserve the time-reversal symmetry while having
chiral edge-states crossing the gap. The Haldane model does not fit this
requirement. An extension of Haldane’s model that preserves time-reversal
symmetry is the Kane-Mele model [16]. We first extend our particle operators
aˆjσ by adding a spin index σ. More accurately the following term is added
to the graphene Hamiltonian (2.13):
HˆSO = λ
∑
〈〈ij〉〉
iνij
∑
σσ′
aˆ†iσS
σσ′
z aˆjσ′ , (2.23)
where Sz is the 3rd spin matrix. For electronic states, Sz is the third Pauli
matrix. In the future chapters, however, we consider bosons, which have spin
1. In this case
Sz =
 1 0 00 0 0
0 0 −1
 . (2.24)
The term (2.23) vanishes for zero-spin components and decouples from the
rest. Its energy spectrum reduces to the graphene model (2.13). Each of the
spin-±1 components is described by a Haldane model with the phase φ =
±pi/2 correspondingly. However, the spin-±1 components acquire opposite
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phases while a particle moves to the next nearest-neighbour site. The energy
spectrum for the spin-±1 component will thus coincide with the Haldane
model Fig. 2.4 (Right), with the exception of the opposite spin components
of edge-states having opposite chirality.
2.2 Ultra-cold atomic gases
Advances in experiments with ultra-cold atomic gases and optical lattices
allowed the realisation of many exciting phenomena such as Bose-Einstein
condensates, atom interferometers, investigation of spinor condensates, etc.
The most relevant application of ultra-cold gases to the current thesis is the
modelling of Bose-Hubbard lattice models. In what follows we give a brief
explanation of the field, and the key processes that are involved in cooling,
trapping and realising lattice models of bosonic atoms. A more detailed
review of these questions can be found in the literature [41–44].
Ultracold gases are dilute states of atoms at temperatures of the order and
lower than a micro-Kelvin (µK). Atoms are generally prevented from forming
a solid when the mean interatomic distance is much larger than the radius
of interatomic interaction Re:
ρ¯ −1/3  Re, (2.25)
where ρ¯ is the gas mean density. This is so called dilute limit. In this limit
the motion of the atoms can be considered free. Once the atoms approach
distances of the order and smaller than Re the inter-atomic interactions play
an important role. At very small temperatures, when the thermal de Broglie
wavelength of the atomic gas, ΛT , greatly exceeds the interaction radius, Re,
an ultracold regime is achieved. The de Broglie wavelength
ΛT =
(
2pi~2
mkBT
)1/2
, (2.26)
where m is the atomic mass, increases with the decrease of temperature
T . At high enough temperatures, for which ρ¯ −1/3  ΛT , the gas obeys
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a) b) c)
ρ¯ −1/3  Re  ΛT ρ¯ −1/3  ΛT  Re ΛT ≥ ρ¯ −1/3  Re
Figure 2.5: Schematic illustration of the length scales involved in a transition from a di-
lute gas of atoms (a) to a quantum ultracold gas (c). The characteristic length scales are
the mean particle separation ρ¯ −1/3, the interatomic interaction range Re, and the atomic
thermal de Broglie wavelength ΛT .
Boltzmann statistics and therefore can be considered classical. At very low
temperatures, for which ΛT becomes comparable to the interatomic sepa-
ration length scale ρ¯ −1/3, quantum effects become relevant. In regimes of
ρ¯ −1/3 ≤ ΛT the gas obeys quantum statistics, and as a result in the regime of
ultracold temperatures macroscopic properties of the gas depend on whether
the atoms are bosons or fermions. The gas is then said to be quantum. If the
temperatures are small enough, smaller than a certain characteristic critical
temperature of the gas, a quantum degeneracy is reached. For bosons, which
are the main topic of this thesis, the underlining degeneracy is reflected in
the macroscopic occupation of the lowest energy state. Such a state is called
Bose-Einstein condensate (BEC).
Currently many scientific laboratories all around the world do research with
ultracold atoms and optical lattices. The first quantum gases, however, were
created in 1995 at JILA (atoms of 87Rb [45]), at MIT (atoms of Na [46]),
and at Rice (atoms of 7Li [47]).
2.2.1 Zeeman effect
Atoms can be manipulated using magnetic fields. This may sound surprising
since atoms are electrically neutral. However, atoms are composite particles
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made out of a positively charged core of nucleons (protons and neutrons),
and negatively charged electrons. Both nucleus and electrons have their own
magnetic moments, µn and µe respectively, which couple to external mag-
netic fields. The energy of such coupling is −(µn + µe) ·B, where B is the
external magnetic field. The alkali atoms, which are commonly used in ex-
periments with ultra-cold atoms, have a single valance electron on the outer
shell. The electrons from the other electron shells screen out the electro-
magnetic fields and do not contribute to the total magnetic moment of the
electron cloud of alkali atoms. Since the valance electron of alkali atoms oc-
cupies the s-orbital with orbital angular momentum l = 0 the total electron
magnetic moment is determined by the valance electron spin s alone:
µe = −gsµBs, (2.27)
where gs ≈ −2 is known as electron g-factor, and µB = e~
2Mec
is called the
Bohr magneton, where e and Me are the elementary charge and electron mass
correspondingly. The nuclear magnetic moment is determined by the orbital
motion of positively charged protons, and by the proton and neutron spins.
These effectively sum up to a nuclear spin I. For alkali atoms like 23Na, 39K
and 87Rb I = 3/2. The total nuclear magnetic moment is therefore given by
µn = −gIµNI, (2.28)
where gI is the nuclear g-factor, and µN =
e~
2Mnc
is the nuclear magneton,
where Mn is the nucleon mass. Even in the absence of any external magnetic
field the electrons interact with the nucleus electromagnetically. In the ab-
sence of such interaction the nucleus and electron magnetic moment degrees
of freedom decouple, which results in degeneracy of states with a fixed I but
different s values. An electromagnetic interaction between the nucleus and
electron moments, however, persists. This leads to a lifting of degeneracy,
referred to as hyperfine splitting. The Hamiltonian describing the hyperfine
coupling is:
Hˆhf = AIˆ · sˆ, (2.29)
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Figure 2.6: Hyperfine splitting of energy levels of alkali atoms with nuclear spin I = 3/2 in
presence of magnetic field B. Here the energy is shown in units of hyperfine splitting energy
at zero magnetic field ∆Ehf , and µB is Bohr magneton.
where Iˆ and sˆ denote the nucleus and electron spin operators. The value of
coefficient A is usually determined experimentally by measuring the hyperfine
splitting ∆Ehf in the absence of a magnetic field:
A =
2∆Ehf
2I + 1
. (2.30)
The presence of an external magnetic field lifts the state degeneracy further
(Fig. 2.6) and is described by the Hamiltonian
Hˆhf(B) = AIˆ · sˆ− (µˆe + µˆn) ·B. (2.31)
One can neglect the nuclear magnetic moment µˆn in the above expression
because of it being considerably smaller than the electron moment due to
the nucleus being heavier. The Hamiltonian (2.31) commutes with the total
angular momentum operator of the atom (atom spin) Sˆ = Iˆ + sˆ projected
along the magnetic field direction. Labelling our z axis along the magnetic
field, and mI and ms the nuclear and spin components along the magnetic
field respectively, the conservation of (ˆI + sˆ) · B implies mS = mI + ms is
a good quantum number. The Hamiltonian (2.31) then decouples for states
with fixed mI + ms. For
87Rb and 23Na atoms, which are relevant to this
thesis, I = 3/2 and S = 3/2−1/2 = 1. Assuming the magnetic field is small,
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Figure 2.7: Illustration of how atoms are trapped in an optical lattice experiment. Here are
shown waves of light in horizontal directions with atoms (red balls) being trapped in local
minima of the potential.
the Hˆhf(B) can be approximately diagonalised to give:
ES=1 ≈ −pmS + q(m2S − 1), (2.32)
where p = µBB/2 and q = p
2/∆Ehf . The above energy values correspond to
the eigenstates of the Hamiltonian:
Hˆ = −pSˆz + q(Sˆ2z − 1), (2.33)
where Sˆz is the component of spin operator along the magnetic field B. The
linear term in Sˆz corresponds to the linear Zeeman term, while the quadratic
term is called quadratic Zeeman term. For more detailed information on
Zeeman interaction the reader can consult for instance [42, 44, 48, 49].
In later chapters, q will play a crucially important role. In particular, it is a
parameter we use to quench.
2.2.2 Atom trapping techniques
Using external electromagnetic fields several techniques have been engineered
to trap and control atoms. For reasons of a general overview of the field we
briefly describe some of the main techniques below. Though such a descrip-
tion improves the understanding of the current thesis, it is not main topic of
the thesis and the reader is advised to consult further literature [41, 42] if
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necessary.
Magneto-Optical Trap (MOT). A nonuniform stationary magnetic
field can be used to confine atoms in magneto-optical traps. Such field inter-
acts with the magnetic moment of the atoms and induces an attractive force
towards the minimum of the magnetic field. The Ioffe-Pritchard magnetic
trap is the most commonly used magnetic trap. The decreasing magnetic
field at the edges of the trap serves as a potential wall for the atomic gas
trapped inside. Though these traps have been one of the first traps to con-
fine atoms in experiments, nowadays optical lattices serve a more versatile
trapping mechanism.
Optical lattices. Stark effect. Atoms can be trapped using optical
lattices, a periodic interference pattern of shined laser beams. Subjected to
an electric field E(r, t) = E(r)e−iωt + E
∗
(r)eiωt atoms acquire electric dipole
moments d which couples to the field, and which, depending on the field
frequency ω, drives the atoms towards the intensity minima/maxima of the
optical lattice. This mechanism is known as the Stark effect, and can be
understood as follows. A change in external electric field changes the energy
of an atom from its ground state energy E0 by an amount of
∆E = −〈E
2(t)〉t
2~
∑
n
|〈n|dˆ · ˆ||0〉|2 2ωn0
ω2n0 − (ω + iΓn)2
, (2.34)
where 〈 〉t denotes the time average over one oscillation period of the electric
field, ˆ is the unit vector along the direction of the electric field, ~ωn0 =
En−E0 is the transition energy from the ground state |0〉 to the unperturbed
excited state |n〉 with energy En. We also introduced the decay rate due to
spontaneous emission Γn. The energy change (2.34) can be regarded as an
effective potential. The electric field consequently induces a force, which is
the gradient of the potential. Suppose the sum in (2.34) is dominated by a
resonance frequency ωR. For alkali atoms of
23Na and 85Rb, for instance, ωR
is 589nm and 780nm respectively [50], which can be accessed by lasers. If the
laser frequency ω is close to the resonance one, i.e. the detuning δ = ω− ωR
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is small in comparison to ωR, then the sign of ∆E is determined by the
sign of δ. When δ > 0 (blue detuning) the energy change ∆E is positive
and the atoms experience a force towards low electric field regions. When
δ < 0 (red detuning) the energy change ∆E is negative, forcing atoms to
move towards high electric field regions. This allows confining atoms in the
extrema of the optical lattice potential by adjusting the detuning frequency.
Such a trapping method is very versatile because not only it allows controlling
atom location while cooling, but also mimicking crystal structures analogous
to solid crystals. This opens wide opportunities for simulation of various
condensed matter phenomena on a lattice.
2.2.3 Cooling mechanisms
Cooling a gas of atoms by avoiding transition to a solid required new un-
conventional approaches. Ways to keep the mean separation of atoms larger
than the radius of inter-atomic interactions while cooling the gas down was
a considerable experimental challenge. Standard cooling process by the first
half of twentieth century involved the use of a refrigerator to cool down a
vessel holding the probe that needs to be cooled [51]. Techniques developed
for cooling gases using electromagnetic waves allowed to achieve considerably
lower temperatures (for a more detailed review of the field and its history
please consult for instance [52–56]). Such techniques require manipulation
at the atomic scale.
Doppler cooling. Atoms can absorb electromagnetic waves. The ab-
sorbed energy drives the atom into an excited state determined by a change
of internal degrees of freedom such as electron configurations. The absorp-
tion happens in quanta of energy ER which has to match the energy required
to excite the atom, for instance by exciting an electron to a vacant orbital
state. For a stationary atom only electromagnetic waves with the frequency
ωR = ER/~ within the resonance width can be absorbed. For example, the
valence electrons of Na and Rb atoms can be excited using laser beams of
wavelengths of 589nm and 780nm respectively (see, for instance, Table A.1
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in [50]). Atoms, especially before cooling, are constantly in motion. This
leads to a shift in the frequency of light that atoms experience, a Doppler
shift. The Doppler shift in frequency δωR depends on the speed the atoms
move with. Consider for simplicity a one-dimensional system as illustrated
in Fig. 2.8, and let the laser beam have a frequency slightly detuned be-
low the resonance frequency of the atoms. Atoms moving against the laser
beam absorb light of frequency ω
′
R = ωR − δωDoppler = ωlaser, and hence are
in resonance with the detuned laser. Atoms moving in the direction of the
laser beam have their resonance frequency shifted to ω
′
R = ωR + δωDoppler,
and so are off resonance with the detuned laser. Consequently only atoms
moving against the laser beam absorb light. With the absorption of photons
atoms also acquire photons’ momenta which leads to a change of the initial
momenta of the atoms. If an atom absorbs a particle of light moving towards
it then the atom slows down. A slow down of the atoms translates to a de-
crease in its kinetic energy, and consequently in the temperature of the whole
ensemble. This idea can be generalised to all three dimensions by shining
laser light from various direction to confine all three degrees of movement
of atoms. So far, however, we neglected one important thing: after pho-
tons are absorbed atoms are driven to an energetically excited state which
leads to spontaneous emission of photons. However, the photons that are
spontaneously emitted have a random direction, so on average spontaneous
emission does not lead to a change of momenta of the moving atoms. The
effect of the spontaneous emission becomes relevant when the heating due
to spontaneous emission equilibrates with the laser cooling. This sets up a
limit on the temperature that can be achieved using Doppler cooling around
100µK, the so called Doppler limit. Ways to overcome the Doppler limit
have been found. An important cooling technique which allows achieving
temperatures of the order of nK is evaporative cooling.
Evaporative cooling relies on the idea of releasing the excess of heat-
ing in the atomic gas by releasing the most energetic atoms. This can be
achieved by shining radio-frequency radiation on atoms, which after absorb-
ing the radiation flip the spin and become high-field seeking. After switching
from low-field to high-field seeking atoms that have enough energy escape
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Figure 2.8: Schematic illustration of Doppler (left) and evaporative (right) cooling mecha-
nisms. Left: laser light slows down atoms illustrated in blue, while the reflected light slows
down atoms illustrated in red using Doppler effect. Right: high energetic atoms escape
the gas once confining potential was lowered (from the dashed line to the solid line). The
dashed line illustrates the opening of a channel of energy drainage in the trapping potential.
Both pictures are just schematic illustrations and are skipping important details. Its main
purpose is delivering the major idea of the cooling process.
the magnetic trap. This way the ‘hottest’ atoms are released. The remain-
ing atomic ensemble on the way to reaching a new thermal equilibrium ac-
quires a lower temperature. Evaporative cooling is usually the final cooling
stage. It allows reaching critical temperatures for Bose-Einstein condensa-
tion. Although evaporative cooling allows reaching very low temperatures
its drawback is the loss of particles in the process. Consequently it relies on
sufficiently high atom density as well as short thermalisation time inside the
trap.
2.2.4 Spinor condensates
Spinor condensates play an important role in this thesis. We use spinor
condensates to investigate the quenched dynamics of two-dimensional boson
lattice systems in Chapter 4, and to investigate the effect of the confining
harmonic potential on the topological manifestation of edge-states in Chap-
ter 5. The origin of spin-dependent interactions in atomic gases and the
concept of spinor condensates we briefly introduce below. A more detailed
review can be found in [56, 57].
If atoms have magnetic moments and can be manipulated using electro-
magnetic fields, one can also ask whether atoms can have spin-dependent
interactions. In experiment with ultra-cold atoms such interactions can be
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achieved effectively through the scattering process of a mixture of different
hyperfine states. Let us consider a scattering process of two boson states.
This is described by introducing a two-body interaction potential U(r1−r2),
which depends on the relative position of the two scattering atoms r1−r2 and
on spin degrees of freedom. Assuming that the spatial and spin degrees of
freedom are separated, one can make use of the interaction properties to guess
the form of the interaction potential. The atomic scattering is usually a local
process, i.e. it happens in the same point in space, and one can consider the
spatial dependence of the interaction potential to be ∼ δ(r1− r2). Assuming
spin-rotational invariance, the suitable basis to describe the spin degrees is
the one of the hyperfine multiplet with total angular momentum F , which
for bosons in hyperfine level S is an even number between 0 and 2S. For
atoms of spin S = 1, which are relevant to the current thesis, two identical
boson atoms can couple in an s-states with F = 0 and F = 2 only, since the
wave function of F = 1 cannot be symmetric. Denoting by PF the projection
operator into states with total angular momentum F , one can write
U(r1 − r2) = δ(r1 − r2)(U0P0 + U2P2), (2.35)
where UF = 4pi~a(F)/m are expressed in terms of the corresponding s-wave
scattering lengths a(F) and atom mass m. The projection operators can be
expressed in terms of the atom angular momentum operators S1 and S2:
P0 = (1 − S1 · S2)/3 and P2 = (2 + S1 · S2)/3. The interaction potential
(2.39) is then reduced to
U(r1 − r2) = δ(r0 − r2)(c0 + c2S1 · S2), (2.36)
where
c0 =
4pi~
m
(
2a(2) + a(0)
3
)
and c2 =
4pi~
m
(
a(2) − a(0)
3
)
. (2.37)
Introducing annihilation and creation operators, Ψˆr,α and Ψˆ
†
r,α, for bosons in
spin state α, one can write the Hamiltonian term corresponding to the spin
26
interaction potential in second quantised form:
HˆS =
∫
dr
(c0
2
Ψˆ†αΨˆ
†
α′Ψˆα′Ψˆα +
c2
2
Ψˆ†αΨˆ
†
α′Sαβ · Sα′β′Ψˆβ′Ψˆβ
)
, (2.38)
where summation is implied in repeating indexes and S = (Sx, Sy, Sz) denote
the 3× 3 spin-one matrices:
Sx =
1√
2
 0 1 01 0 1
0 1 0
 , Sy = i√
2
 0 −1 01 0 −1
0 1 0
 , Sz =
 1 0 00 0 0
0 0 −1
 .
Similar expressions to (2.38) can be obtained for higher spins. For further
details we refer to the literature. The current thesis relies on (2.38) and we
will make use of the spin-interaction term in next chapters.
Both Zeeman and spin interactions affect the ground state of boson system.
Let us briefly describe how the interplay between the Zeeman and spin in-
teraction terms determine the ground state. The total effective Hamiltonian
for a system of spin S = 1 boson atoms is:
Hˆ = Kˆ + Vˆext + HˆZ + HˆS, (2.39)
where HˆZ and HˆS are the Zeeman and spin-interaction terms introduced
earlier, Vˆext accounts for the confining potential and Kˆ stands for kinetic
term. Usually Kˆ is related to −~2∇2/2m. However, in presence of an optical
lattice one can come to an effective kinetic term that reflects the hoping on
the lattice sites. We will use this in our next chapters.
If c2 is positive (negative), the ground state will be the state that minimises
(maximises) the expectation value of Sˆ2, and corresponds to a polar or anti-
ferromagnetic (ferromagnetic) state.
2.2.5 Synthetic gauge fields
While optical lattice experiments with ultracold atoms are used to model
various condensed matter phenomena, in order to model phenomena related
27
to topological band insulators one has to be able to mimic for instance the
local magnetic fluxes we required for the Haldane model in this chapter.
This can be achieved using synthetic, also referred to artificial, gauge fields.
The idea it to manipulate atoms trapped in experiments in a way that these
would behave similar to charged particles with a local gauge field. The
benefit of inducing such synthetic (artificial) gauge fields is not restricted to
only modelling topological band insulators, but also induce non-commutative
gauge algebra [58], engineer exotic topological phases and artificial dimen-
sions [59, 60].
Although there are many proposals on how to engineer artificial gauge fields
(for a review see [61, 62]) we will give a brief comment on the most known
ones, and will restrict ourselves to the use of the time-periodic manipulation
with optical lattices used to induce gauge fields, which is closely related to
the engineering of the honeycomb lattice model frequently used in this thesis.
Probably one of the best known ways of inducing synthetic gauge fields is
via rotating the atomic gas [44, 61–63]. To understand the effect one has
to remember that a rotating frame with angular velocity Ω makes particles
of mass M and moving with velocity v with respect to the rotating system
experience a Coriolis force FC = −2M(Ω × v). This force is analogous to
the Lorenz force FL = −qB×v that exerts on a charged particle with charge
q moving in an external magnetic field B. This leads to an effective electro-
magnetic gauge field that has to be added to the single particle momentum
operator: p → p −MΩ × r. To be more accurate, consider a gas trapped
in a harmonic potential Vω = Mω
2r2/2. In the frame co-rotating with the
system the gas is described by the single-particle Hamiltonian:
HΩ =
∫
dr
(
1
2M
|pΨ|2 + Mω
2r2
2
|Ψ|2 +MΨ†Ω · (p× r)Ψ
)
+Hint,
(2.40)
where we have grouped the interaction terms in Hint. The terms inside the
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integral can be regrouped to give:
HΩ =
∫
dr
(
1
2M
| (p−MΩ× r) Ψ|2 + M (ω
2 − Ω2) r2
2
|Ψ|2
)
+Hint.
(2.41)
In this form one identifies a gauge-like field Arot = MΩ×r artificially induced
via rotating the gas of atoms. Moreover, in the limit of Ω2 = ω2 the presence
of the harmonic confining potential is completely absorbed into the induced
synthetic gauge field Arot, and the system mimics a charged gas in an external
‘magnetic field’.
A more recent approach for simulating topological band insulator in optical
lattice experiments is via applying time-periodic perturbation (shaking) [58,
61, 64, 65]. The idea is based on a cyclic evolution due to such periodic
driving that leads to an effective description of the system with induced
gauge-like potentials. Instead of rotating consider moving the optical lattice
with trapped atoms along a cyclic trajectory: rlattice(t). This leads to a
shift in the lattice wave-vector by an acquired lattice momenta plattice =
M r˙lattice, which appears as a phase-factor in the resulting tight-binding lattice
Hamiltonian:
Hˆshaken =
∑
jj′
eiplattice·(rj−rj′ )wjj′ aˆ
†
j aˆj′ , (2.42)
where rj denotes the lattice coordinate of site j, wjj′ stand for the tunnelling
amplitude from site j′ to site j in the absence of shaking, and aˆj creates
a particle at site j. The Hamiltonian operator Hˆshaken has time-dependent
parameters. However, for a slow time-periodic modulation over a period T ,
one has a small parameter ω = 2pi/T to expand the Hamiltonian Hˆshaken
in terms of non-modulated, i.e. stationary, components. The advantage
over the rotating-frame modulation is that the lattice symmetry can be pre-
served. This led to the engineering of lattice models such as the Haldane
model [15, 64], and Harper-Hofstadter model [30, 31, 66]. We will assume
the experimental availability of these models, and focus on the investigating
condensed matter related phenomena in the rest of the thesis.
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2.3 Conclusion
In this chapter we introduced the basic concepts of one- and two-dimensional
topological insulators, topological edge-state manifestations of several non-
interacting models, the atomic trapping and cooling techniques, as well as
the basic features of trapped atomic gases. The following chapters, which
represent the bulk and the original part of this thesis, rely on the concepts
just presented. A more detailed description of the topics described in this
chapter does not fall under the main purpose of this work, and we refer the
reader for further details to the literature (for instance [41, 42, 44, 56, 61–63]).
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3
Edge states of
non-interacting lattice
models
This thesis is centred around properties and manifestations of the topological
edge states in interacting boson lattice models. Prior to considering inter-
actions, however, it is useful to discuss the edge states of non-interacting
models. In this chapter we derive exact analytical expressions of the edge
states of the Su-Schrieffer-Heeger (SSH), Haldane, Kane-Mele and Harper-
Hofstadter (at 2pi/3 magnetic flux per plaquette) models. To our knowledge
the exact analytical expressions for the edge states of these models (except
for the SSH model) have not been previously derived in the literature, and
we regard our finding as part of the original work of the current thesis.
Various analytical methods have been developed to investigate topological
edge states in lattice models. These methods usually rely on open boundary
conditions (hard wall), or a domain wall which delimits lattices of different
topological band structure. These include, but are not limited to, long-wave
approximation, transfer matrix method [67], Green’s function approach [68]
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and generating function method [69, 70]. A good review of various tech-
niques is given in [71]. The long-wave expansion is already an approxima-
tion, but can give some important edge-state features like chirality. Transfer
matrix method comes from electromagnetic wave-guide theory, and allows
one to find edge states as eigenstates of a transfer matrix. The amplitude
of the edge states decreases from the edge into the bulk, and is determined
by what we will refer to as decaying exponents. These exponents can be
found numerically, for instance, within the framework of the transfer matrix
approximation. Finding analytical expressions of edge states, however, can
generally give more information of the edge states. As it will be explained in
Chapter 4 a topological lattice system driven out of equilibrium can lead to
unstable edge modes. This instability will manifest itself in the emergence of
complex eigenvalue spectra of the edge modes. Knowing analytical expres-
sions of edge states, in this case, can give information about the stability
of eigen modes, and how the localisation properties change with the change
of parameters in the system. Below we will describe a generating function
method. Its remarkable feature, as it will soon become clear, is that for
lattices with a small number of sublattice sites in the unit cell this method
often gives a simpler way of finding decaying exponents analytically.
3.1 Generating function method (general idea)
We start with the non-interacting Hamiltonian describing particles moving
from one site to another on a lattice:
Hˆlattice =
∑
j,j′
ψˆ†jHj,j
′
latticeψˆj′ ,
where j labels the unit cell, ψˆj = (ψˆjA1 , ψˆjA2 , ..., ψˆjAs)
T is a vector of an-
nihilation operators at each sublattice A1,... As, while Hlattice denotes the
Hamiltonian matrix. A lattice is described by its primitive vectors. For mat-
ters of convenience let us pick up an arbitrary primitive lattice vector and
align our x-axis along it. We now relabel the unit-cells along the x-axis by l.
Often it is enough to keep only terms corresponding to hoppings up to the
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nearest neighbour unit-cells. In this case the lattice Hamiltonian matrix can
be written in the form:
Hl,l′lattice = V˜lδl,l′+1 + Vlδl,l′−1 +Rlδl,l′ ,
where Vl, V˜l, and Rl are matrices acting in the sublattice space. Diago-
nalisation of the above Hamiltonian is equivalent to solving an eigenvalue
equation:
V˜lφl+1 + Vlφl−1 +Rlφl = Eφl, (3.1)
where E and φl are the energies and eigenvectors correspondingly. The mod-
els of our main interest in our work have R, V and V˜ independent on l, and
V˜ = V †. This is the case for homogeneous lattices without dissipation. Un-
der these conditions, for an infinite system or a system with periodic bound-
ary conditions, a suitable basis for diagonalisation of Hl,l′lattice is obtained by
Fourier transform along the primitive vectors. This corresponds to single
particle states extended in the bulk. With the introduction of hard-wall
boundaries, which we will often refer to as open boundary conditions, local-
ized states at the edge can appear. These excitations cannot be obtained by
means of a Fourier transform since these states are not extended, and other
computational methods have to be developed. For a small number of sublat-
tice sites in a unit-cell the Generating Function Approach (GFA), which we
introduce bellow, can be very useful in finding analytical expressions of the
edge states. This approach has previously been used in describing topological
edge states in the Shockley model [69], as well as in topological models with
five Chern bands [70].
A hard wall boundary at l ≤ 0 of a semi-infinite lattice system is introduced
by an open boundary condition at l = 0:
V †φ1 +Rφ0 = Eφ0. (3.2)
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To solve the equations (3.1) and (3.2) we next introduce a generating function
G(z) =
+∞∑
l=0
zlφl, (3.3)
where z is some complex variable. The eigenvectors φl can be extracted from
G(z): φl = ∂
l
zG(z)|z=0/l!. The eigenvalue problem for φl translates onto an
equation for the generating function:[
V † + z(R− E) + z2V ]G(z) = V †φ0. (3.4)
This can be formally solved to give:
G(z) =
[
V † + z(R− E) + z2V ]−1 V †φ0. (3.5)
Now, G(z) has poles z = zα, where α ranges from one to twice the dimension
of the matrix R. G(z) can be written in a form that makes the pole structure
apparent:
G(z) = g(z)Πα(z − zα)−1, (3.6)
where g(z) is a polynomial in z, and zα satisfy
Q(z)
def
= det
(
V † + zα(R− E) + z2αV
)
= 0. (3.7)
For the Haldane model, for instance, V , V † and R are 2×2-matrices and equa-
tion (3.7) admits four solutions zα. For extended states these are just plane
waves. However, for edge states the zα determine how fast the states decay
into the bulk. This can be seen by noticing that 1/(z−zα) = −
∑+∞
n=0 z
n/zn+1α
for |zα| > 1 in (3.7). It can be shown that for each zα there is a zβ satisfying
(3.7), but which is related to zα by |zαzβ| = 1. This corresponds to growing
into the bulk states, which have to be excluded. The only way to do this is
to have φ1 cancel the undesirable poles in (3.5). As it will be shown in the
examples below the remarkable advantage of Generating Function Method
is that one can find the eigenvalues for energy dispersion E without solving
equation (3.7).
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Figure 3.1: The energy spectrum of the Su-Schrieffer-Heeger model for δw = w/2, µ = 0
and 100 sites. Here ν labels the eigenstates. The zero energy values E(edge) = 0 that are
shown in red belong to the edge states.
We now apply the generating function approach to find analytical expressions
for topological edge states of the Su-Schrieffer-Heeger (SSH), Haldane, and
Harper-Hofstadter models. The most relevant to this thesis is the Haldane
model. However it is useful to start with considering a one-dimensional SSH
model before introducing more complicated two-dimensional ones.
3.2 Su-Schrieffer-Heeger (SSH) Model
The Su-Schrieffer-Heeger model has been already introduced in the previous
chapter so we start from the SSH Hamiltonian in terms of sublattice index
A and B straight away:
HˆSSH = −
∑
l
(w−aˆ
†
AlaˆBl + w+aˆ
†
Al+1aˆBl + h.c.)− µa†AlaˆAl − µa†BlaˆBl, (3.8)
where l labels the sites in the A (B)- sublattice and w± = w ± δw. We
consider an infinite system with a left edge, so l ≥ 0. The model is identical
to the Shockely model, which was already investigated using the generating
function method in [69]. The energy spectrum consists of two bulk bands and
zero-energy points belonging to edge states once the hard-wall boundaries are
35
implied (Fig. 3.1). We next bring the Hamiltonian (3.8) to the form:
Hˆ =
∑
l
aˆ†l
[
V †aˆl+1 + V aˆl−1 +Raˆl
]
, (3.9)
with aˆl = (aˆAl, aˆBl)
T, and the corresponding matrices
V = −w+
(
0 1
0 0
)
, R =
(
−µ −w−
−w− −µ
)
.
Diagonalizing the Hamiltonian translates to solving the corresponding Schro¨dinger
equation
V †φl+1 + V φl−1 +Rφl = Eφl (3.10)
for l > 1 with an open boundary condition at l = 0:
V †φ1 +Rφ0 = Eφ0. (3.11)
Here φl have two components, φ
A
l and φ
B
l , corresponding to the two sublat-
tices. We switch to the generating function representation: G(z) =
∑+∞
l=0 z
lφl.
Following (3.5) one finds
G(z) =
−φA1 w+
z(E + µ)2 − (w− + zw+)(w+ + zw−)
(
w− + w+z
(E + µ)z
)
. (3.12)
The denominator of (3.12) has two poles:
z1(2) =
(E + µ)2 − w2− − w2+ ±
√
((E + µ)2 − w2− − w2+)2 − 4w2+w2−
2w−w+
. (3.13)
Notice that these poles satisfy |z1z2| = 1. This conclusion could also be
reached by applying Vieta’s theorem (see Appendix B), rather than solving
the equation for the zeros of the denominator in (3.12). For the edge states
to be decaying, only |zα| > 1 is allowed, and hence the other pole has to
cancel. This can happen only when the energy of the edge state E is equal
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Figure 3.2: The eigenvector φj of Su-Schrieffer-Heeger Hamiltonian for δw = w/2 vs site
label j. The right figure shows a zoomed in picture of the left one. The red points corre-
spond to edge states found numerically by exact diagonalisation of the Hamiltonian matrix,
while the crosses denote the analytical expression (3.15). Here the function φj is normalized
to one:
∑
j φ
∗
jφj = 1.
to −µ, i.e. it stays in the middle of the gap, as can be noticed from (3.12).
The generating function in this case reduces to:
G(z) =
φA1 w+/w−
z − z0
(
1
0
)
, (3.14)
where the only pole that survives z0 = −w+/w− has to be by its absolute
value greater than 1 for the series {φl = ∂lzG(z)|z=0/l!}l≥1 to converge:
φl = φ
A
1
(
1 +
1
z0
+
1
z20
+
1
z30
+ ....
)(
1
0
)
. (3.15)
This condition of the existence of the edge states is exactly the condition of
ensuring non-trivial topology |w−/w+| < 1, which reflects the bulk-boundary
correspondence of the Su-Schrieffer-Heeger model.
3.3 Haldane Model
Finding analytical expressions for the edge states in two-dimensional mod-
els can be considerably more complicated. The generating function of two-
dimensional models can have more poles which require careful treatment.
Below we use the generating function approach to find the edge states of the
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non-interacting Haldane model. The results of this discussion will be used
in the next chapters of this thesis. We skip the introduction of the Haldane
model since it was given in the previous chapter. In what follows we con-
sider an infinite lattice with lattice primitive vectors a1 and a2. Let k be
the wave vector along a2, and l ≥ 0 label the unit-cells along a1. Further-
more, we consider a single open boundary at l = 0 at the site belonging to
the A-sublattice. One could also consider an open boundary in the a2 direc-
tion. The solution described below is applicable in this case too. Because
of the periodicity along a2 the Schro¨dinger equation (3.1) has k-dependent
coefficients Vk and Rk:
Vkφl+1,k + V
†
k φl−1,k +Rkφl,k = Ekφl,k (3.16)
for l > 1, and
Rkφ0,k + Vkφ1,k = Ekφ0,k (3.17)
reflects the open boundary condition at site l = 0. For the Haldane model
one has:
Rk =
(
2λ cos(k + ϕ) −w(1 + e−ik)
−w(1 + eik) 2λ sin(k − ϕ)
)
(3.18)
and
Vk =
(
2λe−ik/2 cos(k/2− ϕ) −w
0 2λe−ik/2 cos(k/2 + ϕ)
)
. (3.19)
The generating function G(z) =
∑+∞
l=0 z
lφl has generally four poles which
obey equation (3.7). This equation is a fourth order polynomial in z, and
admits analytical solution. However, finding the poles and furthermore
analysing them is a complicated task. Instead of doing so we remind our-
selves that only half of the roots will be suitable for the edge states since
the other half correspond to growing instead of decaying states. Therefore
two poles have to naturally cancel from both the numerator and the denom-
inator of G(z). We can represent each component of G(z) as a ratio of two
38
polynomials:
G(z) =
1
Q(z)
(
a1z
2 + b1z + c1
a2z
2 + b2z + c2
)
, (3.20)
where a1(2), b1(2) and c1(2) are complex coefficient which depend on the en-
ergy E, wave-vector k and the boundary vector φ0. Since both roots of the
numerator have to cancel, instead of finding the zeros of the denominator
one can require the polynomials sitting in the numerator to have the same
roots:
a1
a2
=
b1
b2
=
c1
c2
. (3.21)
The above relation can be solved to give φ0:
V †φ0 = φ
(A)
0
(
1
eik/2ξ
)
, (3.22)
and the edge-state energy:
Eedge(k) = 2
[
w2ξ cos(k/2) + λ
(
w(1− ξ2 + cos k) cosϕ− w(1 + 2ξ2) sin k sinϕ
−2λξ sin(3k/2) sin(2k))] / [ξ(wξ − 4λ sin(k/2) sinϕ)] , (3.23)
where
ξ = −w ±
√
w2 − 8λ2(cos k + cos(2ϕ))
4λ cos(k/2− ϕ) . (3.24)
The sign ± corresponds to the two edge eigenvector solutions, only one of
which is decaying into the bulk. For a lattice geometry with two boundaries,
the growing solution would correspond to a decaying edge state at the other
boundary. For ϕ = pi/2 the expression for the edge-state energy dispersion
considerably simplifies:
Eedge(k) = −µ± 6λ sin k√
w2 + 16λ2 sin2(k/2)
. (3.25)
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Figure 3.3: Energy spectrum of the Haldane model for ϕ = pi/16 (left) and ϕ = pi/2
(right), and λ = w/2. The black lines correspond to data obtained numerically by exact
diagonalisation of the Hamiltonian matrix. Dashed red lines, which go on top of the black
ones, correspond to the analytical expression (3.23). The overlap of dashed red lines with
the black ones indicates a very good agreement of the analytical result with the numerical
one.
The eigenvectors φl are straight-forwardly obtained from the generating func-
tion φl = ∂
l
zG(z)|z=0/l! by substituting the expression for Eedge into G(z).
For ϕ = pi/2 this gives:
φl(k) = CN
(
1
zl1
− 1
zl2
)
φ0, (3.26)
where CN is a normalization coefficient,
φ0,k =
(
e−ik/2
(√
w2 + 16λ2 sin2(k/2) + w
)
4λ sin(k/2)
)
, (3.27)
and the edge states decaying coefficients z1 and z2 are
z1,2 = e
−ik/2 cos (k/2)
(ζ2 − 3w2)± 2
√
(ζ2 − 3w2)2 − 16λ2 tan2 (k/2))
ζ(ζ − w) ,
(3.28)
where ζ =
√
w2 + 16λ2 sin2 (k/2). The normalization coefficient CN can be
set by the normalization condition
+∞∑
l=0
φ†lφl = 1.
In Fig. 3.3 we compare the derived analytical result for the edge-state dis-
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persion with numerically computed dispersion in the strip geometry. For
sufficiently large systems (so that the edge states on opposite sides of the
system are decoupled), excellent agreement is found between the results.
3.4 Hofstadter Model
Finding exact analytical expression for the edge states for lattices with more
complicated structure such as more than two sublattice sites in the unit-cell
can be rather complicated or might not be possible. Here we discuss a very
common two-dimensional model on a square lattice which has a more complex
sublattice structure, the Harper-Hofstadter model. This model describes
particles on a square lattice under the presence of a uniform perpendicular
magnetic field. When the magnetic length is much larger than the lattice
constant, one finds large degeneracies in the eigenstates (Landau levels).
On the other hand, when the magnetic length is comparable to the lattice
constant, a much more complex eigenspectrum results, commonly known as
the Hofstadter Butterfly [27–31].
We start with the Hamiltonian of the Harper-Hofstadter model:
Hˆ = −w
∑
j
aˆ†j+xˆaˆj + aˆ
†
j−xˆaˆj + e
−iγxj aˆ†j+yˆaˆj + e
−iγxj aˆ†j−yˆaˆj, (3.29)
where there is a local magnetic flux determined by γ = 2pi/q at each plaquette
of the lattice. For an integer q the unit-cell has q sublattice sites. For q = 2
the energy spectrum is given by two energy bands, and no gap is present. The
biggest flux one can have while having a gap is γ = 2pi/3. There are three sites
in the unit cell in this case. For the sake of clarity let us focus on the x-axis,
introduce a label l of the unit cell along this axis, and group the annihilation
operators into a unit-cell vector operator aˆl(k) = (aˆl,A(k), aˆl,B(k), aˆl,C(k)).
Here A, B, C correspond to the tree sublattices, and we introduced the
wave-vector k due to the periodicity along the y-axis. The Hamiltonian then
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can be written as:
Hˆ =
∑
l
aˆ†
[
V †aˆl+1 + V aˆl−1 +R aˆl
]
, (3.30)
where one identifies the 3× 3-matrix coefficients:
V = −w
 0 0 10 0 0
0 0 0
 , R = −w
 2 cos k 1 01 2 cos (k − 2pi3 ) 1
0 1 2 cos
(
k + 2pi
3
)
 .
The corresponding generating function (3.5) is readily found:
G(z) =
φ
(A)
0[
z2 − z2
z1
(
z2 +
1
z1
)
z + 1
]
− 3zE
w
(
1− z2
z1
)

− 1
z1
(z − z1)
(z − z2)
−
(
1− z2
z1
)
 ,
(3.31)
where z1 = w/
(
E + 2w cos
(
k − 2pi
3
))
and z2 = (E + 2w cos k) /w. The de-
nominator is given by a second order polynomial in z and has two zeroes
zp,1and zp,2. Applying Vieta’s relation (see Appendix B) for the denominator
one gets that zp,1 · zp,2 = 1. The pole that is smaller than one has to be can-
celled in order to exclude the growing solution of the Schro¨dinger equation.
This gives a restriction on the energies E, which results in the dispersion
relation for edge modes. A cancellation of the pole is only possible if the
third component of G(z) vanishes since it does not depend on z:
z−10
def
= z2 = z1 = −
√
3 sin
(
k − pi
3
)
±
√
1 + 3 sin2
(
k − pi
3
)
. (3.32)
This gives the edge-state energy dispersion:
Eedge± (k) = −w cos
(
k − pi
3
)
± w
√
1 + 3 sin2
(
k − pi
3
)
. (3.33)
The edge-state dispersion crosses the gap, and connects different bulk energy
bands. The points k where the edge energy connects with the bulk band
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satisfy the condition |z0(k)| = 1. Altogether with the requirement |z0(k)| ≥ 1
one has:
z−10 =
−
√
3 sin
(
k − pi
3
)−√1 + 3 sin2 (k − pi
3
)
, for sin
(
k − pi
3
)
< 0
−√3 sin (k − pi
3
)
+
√
1 + 3 sin2
(
k − pi
3
)
, for sin
(
k − pi
3
)
> 0
,
(3.34)
and
Eedge(k) =
−w cos
(
k − pi
3
)− w√1 + 3 sin2 (k − pi
3
)
, for sin
(
k − pi
3
)
< 0
−w cos (k − pi
3
)
+ w
√
1 + 3 sin2
(
k − pi
3
)
, for sin
(
k − pi
3
)
> 0
.
(3.35)
Plugging these results into the generating function G(z) gives
G(z) =
φ
(A)
1
(1− z/z0)
 1−1/z0
0
 . (3.36)
The third element in (3.36) vanishes due the pole cancellation in (3.31).
Although the same occurred to the last element of the generating function for
the SSH model (3.14), the elements of the generating functions are generally
non-vanishing. An example would be the Haldane model (3.27), which was
discussed in the previous section. From the generating function G(z) one
immediately restores the eigenvectors φl = ∂
l
zG(z)|z=0/l!:
φl =
φ
(A)
1
zl0
 1−1/z0
0
 . (3.37)
The coefficient φ
(A)
0 can be fixed by a normalisation condition. The density
φ†lφl decays as 1/|z0|l at large values of l, i.e. far from the boundary l =
0. To be more accurate, log φ†lφl = −l log |z0|2 + log
(
|φ(A)0 |2 (1 + |z0|−2)
)
.
Fig. 3.4 (a) shows energy spectrum obtained by exact diagonalisation of
the Hamiltonian matrix (black lines). The analytical expression (3.35) is
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Figure 3.4: Figure (a) shows energy-band structure of the Harper-Hofstadter model with
B = 2pixˆ/3. In black are shown the three bulk energy-bands and the edge states connecting
them. The red dashed lines, which go on top of the black ones, correspond to the analytical
expressions for the edge modes (3.35). Figure (b) shows the density ρj of the edge states
connecting the lowest two bulk energy bands, and integrated over the wave-vector k from
−2pi/3 to pi/3 at each site j. φ(A)0 has been fixed by requiring |φ(A)0 |2+|φ(B)0 |2+|φ(C)0 |2 = 1.
Open boundary conditions are imposed at the edge of a chain of 10 unit-cells along the x
direction. Blue, green and red points correspond to the three sublattices A, B, and C respec-
tively.
illustrated by dashed red lines shown on top of the black ones. The overlap
of the dashed red lines and the black lines illustrates the good agreement
of the analytical result with the numerical one.The density ρj for the edge
states connecting the lowest two bulk energy bands, and integrated over the
wave-vector k from −2pi/3 to pi/3 at each site j, are shown in Fig. 3.4 (b).
It shows how the edge state is localized at the edge. The blue, green and
red points correspond to the three sublattices A, B, and C respectively. The
variations in the density within the unit cell that are seen in Fig. 3.4 (b) are
due to the sublattices being inequivalent.
3.5 Conclusions and outlook
In this chapter analytical expressions for the edge energies and edge states
have been derived for the non-interacting Su-Schrieffer-Heeger (SSH), Hal-
dane, Kane-Mele and Harper-Hofstadter (at 2pi/3 magnetic flux per plaque-
tte) models. Although topological edge states can also be investigated numer-
ically, analytical expressions have the advantage of being exact, of capturing
the interplay of all the parameters of the model simultaneously, and can be
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used in analytical derivation of other quantities. For instance, the exact ex-
pression for the energy of the edge states of the Kane-Mele model will allow
us to find the edge-state energy dispersion in presence of weak interactions
in Chapter 4. It will also be used in the derivation of time evolution of the
particle density and edge spin current in a quenched weakly interacting topo-
logical system. It it the analytical expression for the edge states that will
allow us to determine a time scale for the spin current to increase exponen-
tially and dominate the time evolution of a quenched system (4.36). Other
possible uses of analytical expressions derived in this chapter include the
analytical investigation of the emergence of edge states, their characteristic
localisation length scale, and finite-size effects. It is also worth mention-
ing that the edge energy dispersion for solid-state topological insulators is
accessible using angle-resolved photoemission spectroscopy (ARPES) [72].
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4
Dynamical instability and
topological boson dynamics
4.1 Introduction
With the development of laser cooling techniques it became possible to reach
cold enough temperatures for bosonic systems to condense in a single state,
known as a Bose-Einstein condensate (BEC). This allowed scientists to test
quantum phenomena at a macroscopic level and directly observe the particle
distributions driven by this quantum phenomena. On the other hand exper-
iments with optical lattices give a remarkable opportunity to model lattice
structures with adjustable interaction couplings, making possible testing dif-
ferent quantum models and specific phenomena which is sometimes difficult
to analyse in solids. This thesis focuses on the realization of topological
phases in ultra-cold atoms in optical lattice experiments. The main inter-
est in topological systems focuses around the edge modes that emerge at
the border of two media of different topological phase, or at the side of the
material. Topological edge states in electronic systems can have important
consequences on the properties of topologically non-trivial systems, lead-
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ing to quantum Hall conductivity and the absence of back scattering. The
topological properties for bosons are much less investigated, and ultracold
atoms offer a remarkable opportunity for the realization of boson topologi-
cal lattice models. Unlike fermions, bosons do not obey the Pauli exclusion
principle, and particles condense in the ground state at zero temperature.
This creates additional difficulties in investigating the topological properties
for Bose systems as the higher-energy topological edge states remain largely
unimportant for the dynamics of the system. In this chapter a scheme that
makes the edge-state dynamics of a two-dimensional topological boson sys-
tem dominant is discussed. At the centre of this scheme lies the idea of
dynamical instability [73–77]. This chapter includes some main results of
this thesis. It shows how one can make topological edge-states dynamically
unstable while preserving dynamical stability of the bulk states in interact-
ing boson 2D optical lattices of ultracold atoms. Such a process requires
preparing the system out of equilibrium and a quench mechanism for this
is suggested. Prior to moving to two-dimensional lattices, however, the ba-
sic concepts of dynamical instability will be introduced, and the main idea
of a such mechanism will be illustrated on a one-dimensional chain of the
Su-Schrieffer-Heeger (SSH) model. To my knowledge the idea of populating
topological boson edge-states in optical lattices with ultra-cold atoms using
the dynamical instability mechanism was first suggested in [78]. The edge-
states in one-dimensional systems, however, are not chiral and therefore do
not exhibit dynamics. Two-dimensional systems are more interesting in this
sense, but, being more complex, two-dimensional systems require a differ-
ent treatment. In particular, it will be shown that a more involved quench
mechanism is necessary, and symmetries of the system will play a much more
important role than in one-dimensional models.
4.1.1 Dynamical instability
This chapter relies on a concept called the dynamical instability. As it will
be explained below, this type of instability can be related to the quantum
inverted harmonic oscillator problem. Attempts to diagonalize the Hamilto-
nian will lead to a complex, as opposed to real, eigenspectrum. As a result,
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Figure 4.1: Example of stable (left) and unstable (right) equilibrium states. A ball on the
bottom (left) is in a stable equilibrium state. A ball on the top of the hill represents an un-
stable state, since any small deviation from its equilibrium point would drive the ball down
the hill without any chance of returning to its initial state. The balls are assumed to be sub-
ject to a gravitational force acting in the direction indicated by the arrow.
observables such as particle density attain exponential growth in the time
evolution of the system. Let us now explain all the above statements in
detail.
Before we introduce the concept of dynamical instability we first remind the
reader of two relevant classical examples of stable and unstable equilibrium
states (depicted in Fig. 4.1). A ball at the bottom of a hill depicted in the
left picture of Fig. 4.1 is in a stable equilibrium state, because any small
deviation from this state will bring the ball back to the equilibrium point.
This is opposite to a ball on the top of a hill depicted in the right picture of
Fig. 4.1. Any small deviation to its position, for instance, due to a sudden
blow of wind from a random direction, will irreversibly move the ball outside
its equilibrium point. Assuming the ball is point like and setting its mass to
1, the system near the equilibrium position can be approximately described
by the Hamiltonian:
H =
p2
2
± x
2
2
, (4.1)
where p and x are the momentum and the rescaled deviation of the ball from
the equilibrium position along the horizontal direction respectively (Fig. 4.1).
The (−)+ sign corresponds to the (un)stable situation. The stable scenario
is known as the harmonic oscillator problem of a particle in a harmonic
potential VHO = x
2/2, while the unstable case corresponds to the inverted
harmonic oscillator problem determined by the inverted harmonic oscillator
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potential VIHO = −x2/2.
We now switch to a quantum mechanical description of the problem of the
harmonic oscillator and its inverse counterpart. In quantum mechanics the
quantisation condition [x, p] = i is imposed. It is constructive, however, to
introduce the annihilation and creation operators:
aˆ = (x+ ip)/
√
2, aˆ† = (x− ip)/
√
2. (4.2)
In terms of these operators the Hamiltonian of a quantum harmonic oscillator
takes the canonically diagonal form:
HˆHO = aˆ†aˆ+ 1
2
. (4.3)
The energy spectrum of HˆHO is real, and only certain quantized values of
energy are allowed E = n + 1/2, where n ≥ 0 is an integer. Once the sign
of the potential is flipped to the inverse one, the Hamiltonian of the inverse
quantum harmonic oscillator in terms of the canonical operators (4.2) has a
rather different form from HˆHO:
HˆIHO = −(aˆaˆ+ aˆ†aˆ†)/2. (4.4)
The Hamiltonian HˆIHO cannot be brought to a canonically diagonal form
such as (4.3). Rather than having particles localized in an excited state
|n〉, the system prefers moving them around from |n〉 to |n − 2〉 and vice
versa. This is how the instability of the inverse harmonic quantum oscillator
looks in the second quantization terminology. The terms in (4.4) are called
pairing terms, and naturally appear in Bogoliubov–de Gennes Hamiltonians
for the excitations of the Bose-Einstein condensates. However many of these
systems do not exhibit dynamical instabilities. To clarify this let us consider
the simplest form of the Bogoliubov–de Gennes Hamiltonian:
HˆBdG = waˆ†aˆ+ g(aˆaˆ+ aˆ†aˆ†)/2. (4.5)
Two competing terms can be identified in HˆBdG: a term that partly resem-
bles the quantum harmonic oscillator (its strength is determined by w), and
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a pairing term of strength g which for g < 0 reduces to the inverse harmonic
oscillator Hamiltonian (4.4). The Hamiltonian (4.5) can be brought to canon-
ically diagonal form HˆBdG = Ebˆ†bˆ using the Bogoliubov transformation:
aˆ = ubˆ− v∗bˆ†, aˆ† = −vbˆ+ u∗bˆ†, (4.6)
where |u|2−|v|2 = 1 in order to preserve the canonical commutation relations
[bˆ, bˆ†] = [aˆ, aˆ†] = 1. The quasiparticle eigen-energy values are E =
√
w2 − g2.
For a weakly interacting system, w2−g2 > 0, the Bogoliubov transformation
is always validated to diagonalize the Bogoliubov–de Gennes Hamiltonian.
However for w2 − g2 < 0 the pairing terms are dominant, the transforma-
tion (4.6) does not preserve the canonical commutation relation [bˆ, bˆ†] 6= 1,
and the Hamiltonian cannot be brought to canonically diagonal form. This
can happen, for instance, for dissipational processes with w acquiring imag-
inary part such as in experiments with photon crystals. It can also happen
when the system is abruptly driven out of equilibrium in a way that changes
the sign of w2 − g2. In these cases we will refer to the system to be driven
to a dynamically unstable phase. The emergence of complex, as opposed
to real, values in the Bogoliubov energy spectrum in this sense signifies the
emergence of a dynamical instability. As it will be shown below, dynamically
unstable states lead to exponentially growing in time correlation functions.
To see the effect of dynamical instability on the dynamics of the system let
us consider the Heisenberg equations of motion:
i∂taˆ(t) = [aˆ(t), Hˆ], (4.7)
where we have set ~ = 1. The explicit form of aˆ(t) can be found for instance
by applying the Baker-Campbell-Hausdorff relation to aˆ(t) = eiHˆtaˆe−iHˆt or
searching for a solution as a linear combination of creation and annihilation
operators with time-dependent coefficients:
aˆ(t) = A(t)aˆ+B(t)aˆ†. (4.8)
The coefficients A(t) and B(t) are subject to the initial conditions in that
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aˆ(t = 0) = aˆ, which requires A(0) = 1 and B(0) = 0. These coefficients
consequently can be found to be:
A(t) = cos(Et)− iw sin(Et)
E
,
B(t) = −ig sin(Et)
E
,
with the Bogoliubov energy
E =
√
w2 − g2. (4.9)
This leads to the density population of the Bogoliubov fluctuations of the
ground state |0〉:
〈0|aˆ†(t)aˆ(t)|0〉 =
∣∣∣∣g2 sin(Et)2E2
∣∣∣∣ . (4.10)
The above expression shows that the particle density oscillates in time with a
frequency determined by the Bogoliubov energies E =
√
w2 − g2. However,
in certain circumstances, such as a quench in w or g, that drives the system
to a phase with w2− g2 < 0 the Bogoliubov energies E acquire an imaginary
part, and the system becomes dynamically unstable. The consequence on
the population density of Bogoliubov excitations (4.10) is that it increases
exponentially fast:
〈0|aˆ†(t)aˆ(t)|0〉 = g
2
g2 − w2 sinh
2(
√
g2 − w2 t) for g2 > w2. (4.11)
In this chapter it will be shown how the idea of dynamical instability can be
applied to boson topological lattices, and how one can drive these systems
only for the topological edge states to be become dynamically unstable.
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4.1.2 Dynamical instability of topological edge states in 1D
(Su-Schrieffer-Heeger model)
For one-dimensional systems the idea of populating topological edge states
by making them dynamically unstable was introduced for the Su-Schrieffer-
Heeger (SSH) model in [78]. The virtue of the one-dimensional systems is
that these often can be solved exactly and illustrate important phenomena
in a more clear way. The drawback, however, is the absence of rich dynamics
as present in higher dimensional systems. Recall the Hamiltonian of the
non-interacting SSH model that we introduced in the first chapters of this
thesis:
HˆSSH = −
∑
j
(w + (−1)jδw)aˆ†j aˆj−1 + h.c.− µa†j aˆj (4.12)
where the sum is taken along the chain sites j and µ is the chemical potential.
Next we consider an interaction term to the Hamiltonian above:
Hˆint = U
2
∑
j
(aˆ†j aˆj)
2. (4.13)
The total Hamiltonian is then Hˆ = HˆSSH + Hˆint. Consider a macroscopic
occupation of the ground state. The energy spectrum of Hˆ has a gap with
a midgap topological state as shown in the left picture of Fig.4.2. We next
add an additional term to the Hamiltonian:
Hˆquench = −∆aˆ†j aˆj. (4.14)
This term effectively shifts the chemical potential µ. We consider a quench
from ∆ = 0 to a non-vanishing value of ∆. As was shown in [78] such a
quench can induce dynamical instability in the edge states of the SSH model
while keeping the bulk modes dynamically stable. This case is illustrated
in Fig.4.2. As a result the edge states are populated exponentially fast [78].
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Figure 4.2: The real (black) and imaginary (red) parts of the Bogoliubov energy spectrum
of the Su-Schrieffer-Heeger model in the absence of a quench (left figure), i.e. ∆ = 0, and
after a quench with quench parameter ∆ = 2w + ρ¯U . Here δw = 2ρ¯U = w/2, and the
lattice has 100 sites. To visualize the emergent edge states open boundary conditions at the
edge were applied.
4.2 Nambu spinors and Bogoliubov energy
Prior to considering more complicated two-dimensional systems it is useful
to reconsider the nature of dynamical instability discussed previously in this
chapter by introducing Nambu spinors ψˆ = (aˆ1, aˆ2, . . . , aˆ
†
1, aˆ
†
2, . . .)
T. This is
also a standard way to discuss the Bogoliubov–de Gennes Hamiltonian [79].
The symplectic transformation properties for bosons become apparent in
terms of Nambu spinors. Let us introduce the Bogoliubov–de Gennes (BdG)
Hamiltonian matrix H: Hˆ = ψˆ†Hψˆ. For a one-dimensional lattice of N
sites H is a 2N × 2N dimensional matrix. Although we consider here a
one-dimensional system, the concept discussed below can be generalised to
higher dimensional lattices. The Bogoliubov energies are the eigenvalues of
τ3H [79]:
τ3Hvν = E
(ν)vν , (4.15)
where τ3 = diag(IN ,−IN ) is the third Pauli matrix which acts on the Nambu
spinor components, and IN is N -dimensional identity matrix. The presence
of τ3 in the BdG equations is specific to bosons only, and it reflects the bosonic
nature of the commutation relations: [ψˆ, ψˆ†] = τ3. The BdG Hamiltonian
generically possesses a ‘particle-hole’ symmetry which requires the eigenval-
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ues to come in ±E(ν) pairs. For each pair of stable (real) eigenvalues, one
member will have positive norm defined with the τ3 metric, v
†
ν+τ3vν+ > 0,
while the other will have negative norm v†ν−τ3vν− < 0. In analogy with BCS
superconductors, we refer to bands composed of eigenstates with positive
(negative) norms as ‘particle’ (‘hole’) bands. Notice that although H is a
Hermitian matrix τ3H is not. This opens the possibility for complex values
of the Bogoliubov energy, which is referred to as a dynamical instability in
this thesis. For stable systems the Bogoliubov energies are always real. Also,
negative norm states correspond to negative energies, while positive norm
states correspond to positive energies, but this generally is not the case for
unstable systems. In [80], the origin of a dynamical instability was traced to
the overlap of positive and negative norm states in the limit when the pairing
(non-particle number conserving) terms are small. Turning on finite pairing
terms will generally lift such degeneracies and lead to complex Bogoliubov
energies. This mechanism can be illustrated on the SSH model, and is shown
in Fig.4.3. In Fig.4.3 the Bogoliubov energy values for positive norm states
vν+ are represented by solid lines, while the dashed lines illustrate the en-
ergies corresponding to negative norm states vν− . The energy dispersion of
the topological edge states is shown in red. As the quenching parameter ∆
changes the Bogoliubov energy bands of positive and negative norm states
start to overlap, and at places where this overlap happens (shown in green)
the energy spectrum becomes imaginary. On the other hand, as is evident
from Fig. 4.3, one can have overlap between bulk particle and bulk hole
bands which do not lead to dynamical instabilities. We interpret this as the
states being protected from becoming dynamically unstable. We will discuss
the origin of this effect later in this chapter, after we consider the dynamical
instability in two-dimensional boson lattices. To our knowledge this effect of
protection of the states from becoming dynamically unstable has not been
discussed previously in the literature.
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Figure 4.3: The real (a) and imaginary (b) parts of the Bogoliubov energy spectrum of the
SSH model as a function of the quench parameter ∆. In red are highlighted the topological
edge states, while the black color corresponds to the bulk spectrum. The solid (dashed)
lines represent the particle (hole) energy spectrum. The region of ∆ where the dynamical
instability rises up is shown in green. All the relevant parameters of the SSH Hamiltonian
were taken to be the same as in Fig. 4.2.
4.3 Topological spin dynamics in 2D boson lattices
To unveil the spin dynamics in two-dimensional boson lattices one has to
introduce the spin components into the model Hamiltonian. For enabling
the topological edge state to become dynamically unstable a different quench
mechanism from the one discussed in the context of the Su-Schrieffer-Heeger
model has to be introduced. Such a mechanism is suggested below. It will
be shown how quenching spinor condensates can result in a fast population
of edge states and a spin current at the edge of the lattice.
4.3.1 Quenching mechanism through quadratic Zeeman term
First, let us introduce spin-one boson operators Ψˆi = (Ψˆi,1, Ψˆi,0, Ψˆi,−1)T and
consider a spin-one generalisation of lattice Hamiltonian
Hˆlatt =
∑
ij
Ψˆ†iHijlattΨˆj. (4.16)
55
We consider on-site interactions terms that do not break spin rotational sym-
metry (the origin of these interaction terms has been discussed in Chapter 2):
Hˆint =
∑
j
U
2
ρˆ2j +
US
2
Sˆ2j , (4.17)
where ρˆj = Ψˆ
†
jΨˆj and Sˆj = Ψˆ
†
jSΨˆj are the local density and spin operators
respectively, and S = (Sx, Sy, Sz) denote the 3× 3 spin-one matrices:
Sx =
1√
2
 0 1 01 0 1
0 1 0
 , Sy = i√
2
 0 −1 01 0 −1
0 1 0
 , Sz =
 1 0 00 0 0
0 0 −1
 .
(4.18)
We also consider a quadratic Zeeman term HˆZ = qZ
∑
j Ψˆ
†
jS
2
zΨˆj which
is experimentally adjustable using external magnetic fields or microwave
fields [81]. The linear Zeeman term is omitted due to the Sz symmetry
of our model. We require a positive qZ in order to ensure the ground state
is a spin-0 boson state. The total Hamiltonian reads:
Hˆ = Hˆlatt + Hˆint + HˆZ + Vˆtrap − µ
∑
j
ρˆj, (4.19)
where µ is the chemical potential and Vˆtrap =
∑
j Ψˆ
†
iV
ij
trapΨˆj stands for trap-
ping potential. All the terms that we have added to the lattice Hamiltonian
can appear naturally as well as be synthetically induced in optical lattice
experiments with cold atoms. Its relation to cold atoms has been introduced
in the beginning of this thesis. In this chapter we focus on how such terms
can contribute to dynamically excite boson topological edge states. In this
section we consider strip geometry, i.e. periodic along one primitive lattice
vector and a box-like potential with infinite walls in the direction of the other
lattice vector. The effects of harmonic confining potential are discussed in
the next chapter.
In order to investigate the dynamics of bosons in our system we will consider a
quantum quench by abruptly changing the quadratic Zeeman energy strength
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Figure 4.4: Schematic illustration of the quenching mechanism for spin-1 Bose gas: The
system is first prepared in an initial state Ψin which is given by the sz = 0 spin state at
q  1. Then a quench by changing q from a large and positive value to a smaller value qf is
performed.
qZ from an initially large and positive value to a final value qf (Fig. 4.4). This
form of quenching has been experimentally achieved in several experiments in
the past decade (see [57] and references therein). At low enough temperatures
atoms occupy the ground state Ψ¯j, which we treat classically. For sufficiently
large and positive qZ , the ground state is a polar state where S¯j = Ψ¯
†
jSΨ¯j = 0
and Ψ¯j = (0,
√
ρ¯j, 0)
T . We consider a slowly varying confining potential,
much slower than the lattice characteristic length scale, so the ground state
population extends over a considerable number of lattice sites. Provided the
density and spin fluctuations, δρˆ = ρˆ − ρ¯ and δSˆ = Sˆ − S¯, are small, the
fluctuations about the ground state ψˆ = Ψˆ − Ψ¯ up to quadratic order are
described by the Bogoliubov–de Gennes (BdG) Hamiltonian:
HˆB =
∑
ij
ψˆ†i
(Hijlatt + δij(Uρ¯j − µ)) ψˆj +∑
j
ψˆ†iV
ij
trapψˆj
+
∑
j
qZψˆ
†
jSzψˆj +
U
2
δρˆ2j +
US
2
δSˆ2j . (4.20)
In this chapter we consider strip geometry with a box-like trapping poten-
tial along one primitive lattice vector, i.e. V i,jtrap = 0 inside the trap and
V i,jtrap = +∞ at the boundary, and periodic boundary conditions along the
other directions. Due to Sz symmetry the spin-±1 components decouple
from the spin-0 ones in HB. The density fluctuation term in (4.20) carries
only spin-0 components δρˆ2j = ρ¯j(ψˆ
†
j,0ψˆj,0 + ψˆj,0ψˆj,0 + H.c.), while the spin
fluctuation term couples the spin-±1 components: δSˆ2j = 2ρ¯j(ψˆ†j,+1ψˆj,+1 +
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ψˆ†j,−1ψˆj,−1 + ψˆj,+1ψˆj,−1 + ψˆ
†
j,+1ψˆ
†
j,−1). In typical spinor condensates, the spin-
spin interaction is much smaller than the density-density interaction. For
instance, for 87Rb, US will be two orders of magnitude smaller than U . The
Hamiltonian HB is a more complicated version of the Bogoliubov Hamilto-
nian that was used to introduce dynamical instability in the beginning of this
chapter. By analogy diagonalising the boson Bogoliubov Hamiltonian (4.20)
is equivalent to diagonalising a non-Hermitian matrix. When complex val-
ued Bogoliubov eigenenergies emerge the corresponding modes are referred
to as dynamically unstable. As it will be shown on the example of the Kane-
Mele model below, a situation can be achieved when only the edge states are
dynamically unstable, while the bulk modes remain dynamically stable.
4.4 Topological spin dynamics of spin-one Kane-Mele model
For reasons related to symmetries, which will become evident at the end of
this chapter, we consider a spin-one generalisation of the Kane-Mele model.
The Kane-Mele model [16] has already been introduced in the first part of
this thesis. It is a hexagonal lattice model with a non-trivial topological band
structure. However, unlike Haldane’s model the Kane-Mele model preserves
the time-reversal symmetry. A spin-one generalisation of the Kane-Mele
model is given by the Hamiltonian:
HˆS1KM = −w
∑
〈ij〉
Ψ†iΨj + iλ
∑
〈〈ij〉〉
νijΨ
†
iSzΨj (4.21)
where Ψi = (Ψi,1,Ψi,0,Ψi,−1)T is a vector composed of bosonic annihilation
operators at site i for each spin component. The second term above describes
hopping between second neighbours, and νij = +1(−1) if the atom makes a
left (right) turn to reach a second-neighbour site [16]. The primitive lattice
vectors, as shown in Fig. 4.5 are a1 =
(√
3/2, 1/2
)
and a2 =
(√
3/2,−1/2),
where we have set the lattice constant to unity. The spin components are
decoupled in HˆS1KM: the spin-zero component is described by the nearest-
neighbour graphene model with hopping w while the spin-±1 components
are described by two Haldane models [15] with opposite magnetic fields. The
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edge
Figure 4.5: A portion of the hexagonal lattice used for the spin-one Kane-Mele Hamilto-
nian. Triangular sublattice sites A and B are labelled by closed and open circles respectively.
The lattice basis vectors are given by a1 and a2.
total Hamiltonian is obtained by replacing Hˆlattice with HˆS1KM in (4.19). It
is invariant under time reversal and global spin rotations about the z-axis,
the importance of which will be addressed later.
4.4.1 Initial state
At large positive qZ and temperatures close to absolute zero the energet-
ically favourable state is the null z-component spin state. Hence at large
qZ the low energy physics is determined by Ψˆj,0 and all the bosons fall into
its ground state, which forms a Bose-Einstein condensate. At this regime
the ground state is macroscopically occupied and therefore it is reason-
able to approximate the action of field operators Ψˆj with vector functions
Ψ¯j,0 =
√
ρ¯j exp{iθj}. We use a variational approach to find the ground state.
For this we define the Lagrangian L = i∑j(Ψ¯†j,0∂tΨ¯j,0 − Ψ¯Tj,0∂tΨ¯∗j,0)/2 −
H[Ψ¯j,0, Ψ¯†j,0]− µ
∑
j Ψ¯
†
j,0Ψ¯j,0 which reduces to:
L = −
∑
l
(ρ¯Al
˙¯θAj + ρ¯
B
l
˙¯θBl ) + 2w
∑
〈l,l′〉
√
ρ¯Al′ ρ¯
B
l cos(θ¯
B
l′ − θ¯Al )
− U
2
∑
l
(
(ρ¯Al )
2 + (ρ¯Bl )
2
)− µ∑
l
(ρ¯Al + ρ¯
B
l ), (4.22)
where l label the unit cell, and A and B denote the two sublattices.
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The corresponding Euler-Lagrange equations are:
d
dt
dL
d ˙¯θAl
=
dL
dθ¯Al
: − ˙¯ρAl = 2w
∑
l′:〈l′,l〉
√
ρ¯Al ρ¯
B
l′ sin(θ¯
B
l − θ¯Al′ ),
d
dt
dL
d ˙¯ρAl
=
dL
dρ¯Al
: 0 = −θ˙Al + w
∑
l′:〈l′,l〉
√
ρ¯Bl′
ρ¯Al
cos(θ¯Bl − θ¯Al′ )− Uρ¯Al + µ.
The above equations are satisfied for ρ¯Aj = ρ¯
B
j = ρ¯ and θ¯
A
j = θ¯
B
j = 0 with µ =
−3J +Uρ¯. Hence, prior to quenching q we prepare the system in a spatially
uniform spin-zero state state Ψ¯in,j = (0,
√
ρ¯, 0) initial state. Open boundary
conditions alter the uniformity of the initial state near the boundary. We,
however, will neglect this effect in our computations.
4.4.2 Bogoliubov energy spectrum and the emergence of dy-
namical instabilities
We now turn to the investigation of the dynamics after the quench which is
determined by the quantum fluctuation around the initial state
∣∣Ψ¯in〉. The
small quantum fluctuation around the ground state, ψˆi = Ψˆi − (0,√ρ¯, 0),
are described by the Bogoliubov Hamiltonian (5.3) with qZ = qf . For the
Kane-Mele model one has
HˆB = −w
∑
〈ij〉
ψˆ†i ψˆj + iλ
∑
〈〈ij〉〉
νijψˆ
†
iSzψˆj +
∑
i
ψˆ†iMψˆi
+
∑
i
[(
Uρ¯
2
ψˆi,0ψˆi,0 + Usρ¯ψˆi,1ψˆi,−1
)
+ H.c.
]
(4.23)
where
M =
 3w + Usρ¯+ qf 0 00 3w + Uρ¯ 0
0 0 3w + Usρ¯+ qf
 (4.24)
and qf is the quadratic Zeeman energy after the quench. Noticeably the spin-
zero components decouple from the spin-±1 in HˆB, i.e. HˆB = Hˆ0+Hˆ±1. The
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energy spectrum of Hˆ0 has a usual linearly-dispersing phonon mode and is
real. Unlike the spin-zero component part, the Hamiltonian Hˆ±1 for spin-±1
components has a spin-orbit coupling and depends on the quenched term qf .
From now on, we will focus on the spin-±1 sector.
To investigate the energy spectrum and the dynamics of the edge states we
consider a strip geometry with open boundary conditions along the primitive
vector a1, and closed boundary conditions along a2. It is convenient to
switch to the eigenbasis of the non-interacting spin-one Kane-Mele model
(4.21). The spin-±1 Hamiltonian then becomes
Hˆ±1 =
∑
k,ν
[
(ε
(ν)
k −∆)(αˆ†k,ν,1αˆk,ν,1 + αˆ†−k,ν,−1αˆ−k,ν,−1) + Usρ¯(αˆk,ν,1αˆ−k,ν,−1
+H.c.)] . (4.25)
Here, ε
(ν)
k are the single-particle energies of the Haldane model in the strip
geometry, k = k · a2 denotes the momentum along the periodic direction,
and αˆk,ν,m annihilates a boson in the eigenbasis of (4.21). We have intro-
duced ∆ = −Usρ¯ − 3w − qf which will serve as the tuning parameter for
our quantum quench. Due to time-reversal symmetry and the spatial uni-
formity of the initial state, the Hamiltonian can be separated into pairwise
couplings between (k, ν,m) and (−k, ν,−m) modes which greatly simplifies
the analysis.
Unlike Hˆ0, Hˆ±1 cannot in general be brought to diagonal form and may
exhibit a dynamical instability. In order to investigate its dynamics one may
solve the corresponding Heisenberg equations of motion:
i∂tαˆk,ν,±1(t) = [αˆk,ν,±1(t), Hˆ±1]. (4.26)
The explicit form of αˆk,ν,±1(t) can be found for instance by applying the
Baker-Campbell-Hausdorff relation to αˆk,ν,±1(t) = eiHˆ±1tαˆk,ν,±1e−iHˆ±1t or search-
ing for a solution as a linear combination of creation and annihilation oper-
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b)a)
Figure 4.6: The Bogoliubov energy spectrum ±E(ν)k corresponding to (4.28) for the inter-
acting spin-one Kane-Mele model in the strip geometry. Parameters in (a) are Usρ¯ = 0.2w,
λ = w/2 and qf = Usρ¯ which corresponds to a shallow quench with stable spectrum. Pa-
rameters in (b) are the same as (a) except qf = −3w − 3Usρ¯ for which the bulk states are
stable while the edge states experience an exponentially fast population growth. Grey curves
indicate hole bands while black curves indicate bulk particle bands. Red and blue curves in-
dicate edge states propagating in opposite directions. For clarity, edge states on only one
side of the system are plotted (on the opposite side, the roles of the particle and hole edge
bands are reversed). Imaginary parts of eigenvalues are given by dashed lines.
ators with time dependent coefficients. These give
αˆk,ν,1(t) = Ak,ν(t)αˆk,ν,1 +Bk,ν(t)αˆ
†
−k,ν,−1 ,
αˆ−k,ν,−1(t) = Bk,ν(t)αˆ
†
k,ν,1 + Ak,ν(t)αˆ−k,ν,−1 .
(4.27)
where
Ak,ν(t) = cos(E
(ν)
k t)− i(ε(ν)k −∆)
sin(E
(ν)
k t)
E
(ν)
k
,
Bk,ν(t) = −iUsρ¯sin(E
(ν)
k t)
E
(ν)
k
,
with the Bogoliubov energies
E
(ν)
k =
√
(ε
(ν)
k −∆)2 − (Usρ¯)2. (4.28)
For the sake of this work it is important is to notice that the energy values
E
(ν)
k in (4.28) may acquire imaginary part when the quench parameter ∆ is
62
tuned to satisfy
ε
(ν)
k − Usρ¯ < ∆ < ε(ν)k + Usρ¯. (4.29)
This is known to be due to emergence of dynamical instability in the system.
Physically, this provides exponentially fast population of the unstable modes.
The same criteria of the emergence of dynamical instabilities (4.29) holds for
both bulk and edge modes. However, the edge states have different energy
dispersions edgek , which connect the bulk energy bands 
ν
k separated by gaps.
Previously it was shown that the dispersion of the edge states is
εedgek = ±
6wλ sin(k)√
w2 + 16λ2 sin2(k
2
)
, (4.30)
where the spin-±1 modes propagate in opposite directions.
This suggests that there are different “windows” for inducing dynamical in-
stabilities for bulk and edge modes when changing the tuning parameter ∆.
One can take advantage of this in order to create a situation when only the
edge states are dynamically unstable, while the bulk ones remain stable. A
similar scheme for populating edge modes has been previously reported in
[78]. However, unlike [78], due to the tuneability of ∆, the current scheme
allows one to selectively populate states with particular momenta along the
edge. From (4.28), we see that the most unstable modes occur at momenta
for which ε
(ν)
k = ∆, so, for instance, when ∆ = 0, edge modes with momenta
k = pi will be populated most rapidly. Bulk and edge energy bands are shown
in Fig. 4.6 for two particular quenches. Fig. 4.6(a) shows the Bogoliubov en-
ergy spectrum after a a shallow quench to qf = Usρ¯. The energy spectrum
is real, and therefore no dynamical instability is induced. Fig. 4.6(b), on
the other hand, shows a quench which makes part of the Bogoliubov energy
spectrum imaginary (illustrated by the dashed lines). The system therefore
exhibits dynamical instability. Notice, however, that only the edge states be-
come dynamically unstable, while the bulk bands remain stable during the
quenched dynamics. The figure illustrates how edge states can be selectively
driven to a dynamically unstable state. In the next sections we will address
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Figure 4.7: Instability phase diagram. The blue and red regions correspond to regions of
edge-mode dynamical instabilities. The edge colour scheme used is the same as in Fig. 4.6.
The green region signifies the emergence of bulk instabilities. Its intensity is proportional to
the mode degeneracy. Here Usρ¯ = 0.2w and λ = w/2. The dashed line shows to the choice
of quenching parameter ∆ = 2Usρ¯ used in Fig. 4.6, i.e. qf = −3w − 3Usρ¯. It is clearly seen
that there is a wide range of parameter choice ∆ where only the edge states are dynamically
unstable (in correspondence with the instability condition (4.29)).
the consequences of the selectively induced dynamical edge instability on the
time evolution of the particle density and the spin current.
4.4.3 Dynamically induced edge density population and spin
current
We now move on to discuss the physical consequences related to the quench-
ing protocol. For sufficiently low condensate depletion, the Bogoliubov Hamil-
tonian can be used to propagate the initial state as |Ψ(t)〉 = e−iHˆBt ∣∣Ψ¯in〉.
The solutions to the Heisenberg equations of motion (4.27) can then be used
to obtain the expectation value of bilinear operators as
〈Ψ(t)| αˆ†k,ν,mαˆk′,ν′,m′ |Ψ(t)〉 = δk,k′δν,ν′δm,m′|Bk,ν |2 (4.31)
〈Ψ(t)| αˆk,ν,mαˆk′,ν′,m′ |Ψ(t)〉 = δk,−k′δν,ν′δm,−m′Ak,νBk,ν
for spin m = ±1 components.
Let us now consider the number of particles excited into the spin-±1 modes
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as a result of the quench. Using (4.31), we find
N±1(t) = 〈Ψ(t)|
∑
i
(ψˆ†i,1ψˆi,1 + ψˆ
†
i,−1ψˆi,−1) |Ψ(t)〉 = 2
∑
k,ν
|Bk,ν(t)|2. (4.32)
When all bulk energies are real and only the edgestates acquire imaginary
energies the time evolution of N±1 will become dominated by the edgestates
with imaginary eigenvalues E
(c)
edge,± = ±i|E(c)|:
|Bedgek,±1(t)|2 ∼ (ρ¯Us)2
sinh2(|E(c)kx |t)
|E(c)kx |2
.
Keeping only unstable modes and linearising the edge spectrum about k = pi,
for ρ¯|Us|t 1 one finds
N±1(t) ≈
√
1 +
16λ2
w2
N2
12λ
√
|Us|ρ¯
pit
e2|Us|ρ¯t, (4.33)
where N2 is the number of lattice sites along the a2 direction.
A physically important dynamical observable is spin current. As we show
next, the quenching protocol induces a spin current along the edge. An
expression for the spin current operator can be found using the continu-
ity equation for the local spin moments Ψˆ†iSzΨˆi. At long wavelengths this
gives [13] (see also Appendix A)
Jˆ (sz)k =
1
N2
∑
k′,m=±1
m Ψˆ†
k− k′
2
,m
∂k′H
(m)
k′ Ψˆk+ k′
2
,m
, (4.34)
where Ψˆk,m is a 2N1-dimensional vector composed of annihilation operators
for spin-m bosons on sites in a unit cell of the strip geometry. H
(m)
k is the non-
interacting Bloch Hamiltonian matrix for spin component m which can be
directly determined from (4.21). We wish to evaluate the expectation value
of this operator with the state |Ψ(t)〉. Writing Jˆ (sz)k in an eigenbasis of the
non-interacting Hamiltonian, employing (4.31) and the Feynman-Hellman
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relation, we find the intuitive relation
J (sz)(t) ≡ 〈Jˆ (sz)k=0 〉 =
2
N2
∑
k′,ν
∂k′ε
(ν)
k′ |Bk′,ν(t)|2, (4.35)
where the two spin components have contributed an equal amount. Addi-
tionally, the k 6= 0 components of 〈Jˆ (sz)k 〉 vanish. Under the same conditions
as were used for the evaluation of N±1, one finds
J (sz)(t) ≈ 1
4
√
|Us|ρ¯
pit
e2|Us|ρ¯t. (4.36)
We would like to stress the importance of our results. The exponential growth
in the particle population (4.33) and the spin current (4.36) at the edge imply
that the topological edge states dominate the dynamics of the system within
the quench framework we introduced in this chapter. This can potentially
open new possibilities for the experimental investigation of the topological
edge dynamics in bosonic systems. We will come back to this discussion at
the end of this chapter. Note that our results are also valid for negative Us,
e.g. for Rb atoms.
4.4.4 Role of time reversal (TRS), inversion (IS) and Sz sym-
metries in Spin-1 Kane-Mele model
The spin 1 Kane-Mele model has time reversal (TRS), inversion (IS) and
Sz symmetries, which considerably simplify the analysis. In this subsection
we address the question of how important these symmetries are for the dy-
namical instabilities to occur. In fact, we show that small perturbations to
the Bogoliubov Hamiltonian HˆB that break time reversal symmetry (TRS),
inversion symmetry (IS), or Sz symmetry can lead to the emergence of dy-
namical instabilities coming from the hybridisation of bulk modes in the
particle-hole picture. Below we give three terms that we add to the Hamil-
tonian HˆB which break either TRS, IS, or Sz symmetry while preserving the
other two.
Time reversal symmetry is a symmetry under inversion of time t → −t.
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Such an operation changes the signs of momentum and spin, and can be
represented by the operator Tˆ = exp (−ipiSy) Kˆ, where Kˆ stands for com-
plex conjugation and Sy is spin-1 generator that rotates the spin around the
y-axis by pi (consequently exp (−ipiSy) flips the spin). To break TRS we
consider a term that changes sign under time reversal, but preserves IS and
Sz symmetry:
VˆT = iδ
∑
i,j
νi,jψˆ
†
iS
2
z ψˆi (4.37)
where δ is taken to be a real and small in comparison to other energy scales
of the problem.
Inversion symmetry, on the other hand, is a symmetry related to the two
triangular sublattices A and B (Fig.4.5). Consequently it reverses the sign
of coordinate and momentum operators, while keeping the spins untouched.
IS can be broken, while keeping the TRS and Sz symmetry intact, by adding
a staggered pairing between the two triangular sublattices A and B (Fig. 4.5):
VˆI = δ
∑
n
(
ψˆ
(A)
n,1 ψˆ
(A)
n,−1 − ψˆ(B)n,1 ψˆ(B)n,−1 + H.c.
)
(4.38)
where n labels unit cells.
Finally, Sz symmetry reflects the conservation of Sˆz ≡ ψˆ†Szψˆ = ψˆ†1ψˆ1 −
ψˆ†−1ψˆ−1: [Sˆz, Hˆ] = 0. To break Sz symmetry we consider the contribution of
same spin-component pairing terms
VˆSz = δ
∑
i
(
ψˆi,1ψˆi,1 + ψˆi,−1ψˆi,−1 + H.c.
)
(4.39)
This term preserves TRS and IS.
In Fig. 4.8 we show the real and imaginary parts of Bogoliubov energy spec-
trum computed numerically after adding each of these terms to the Hamil-
tonian HˆB. In addition to edge dynamical instabilities discussed in the main
text, some bulk bands acquire a small imaginary part in the energy spectrum.
This effect is amplified with the increase of δ and disappears in the absence
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of the symmetry breaking terms.
4.5 Remarks on symmetry protection of mode dynamical sta-
bility
We have shown that breaking the time-reversal, inversion or Sz symmetry in
our model forces some of the bulk modes to become dynamically unstable.
The reason behind this has not yet been discussed. Below we show from
general considerations that the time-reversal, inversion and Sz symmetry
protect the bulk modes from becoming dynamically unstable. For this reason
we split the Bogoliubov Hamiltonian HˆB into pairing and non-pairing terms:
HˆB =
∑
i,j
(
ψˆ†iFi,jψˆj + ψˆ
†
iGi,jψˆ
†
j + H.c.
)
(4.40)
where the non-pairing term is Hermitian F † = F , while the pairing matrix
is symmetric GT = G for bosons. We also switched to coordinate represen-
tation for the sake of generality. It is constructive changing to Nambu basis
(ψˆ, ψˆ†)T. In this basis the Hamiltonian HˆB is determined by a Hermitian
matrix:
H =
(
F G
G∗ F ∗
)
(4.41)
It has to be stressed that even though H is Hermitian, the Bogoliubov energy
values E are eigenvalues of a non-Hermitian operator τ3H. The eigenvalues
of (τ3H)
2 are E2. Hence, if (τ3H)
2 is Hermitian matrix then E2 are real and
τ3H admits only either pure imaginary or pure real eigenvalues.
It is easy to see that for (τ3H)
2 to be Hermitian one has to impose FG = GF ∗,
or F = GF ∗G−1 if G is invertible. This means that G has to act as a
complex conjugation operator K on F . For a time-reversal invariant system
F = TFT−1 = RSF ∗RS, where T = RSK is time-reversal operator and
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RS = exp (−ipiSy) flips the spins by a rotation by pi around y-direction:
Sy =
1√
2
 0 −i 0i 0 −i
0 i 0
 , Rs = e−ipiSy =
 0 0 10 −1 0
1 0 0
 .
Then the condition for hermicity of H for time-reversal systems translates
to G being a product of a spin-flip operator RS and an operator A that
commutes with the non-pairing term F : G = RSA. If the system has certain
symmetries, then A may include a product of operators that leave the system
invariant.
For spin-1 Kane-Mele model A = −ρ¯(U − Us)/2 − ρ¯(U + Us) exp(ipiSz)/2,
which commutes with F due to Sz symmetry. A also preserves the inver-
sion symmetry. Hence, with the TRS, IS and Sz symmetries present and
further requirement that the mean-field density (used to derive the Bogoli-
ubov Hamiltonian) is spatially uniform, (τ3H)
2 is a Hermitian matrix. This
implies that the eigenvalues of (τ3H)
2, namely E2, will be real numbers and
so E will either be pure real or pure imaginary. This means that an imagi-
nary part in the energy spectrum will arise only in the region of overlap of
particle and hole bands with vanishing real part of the energy. When the
zero value of the real energy spectrum is situated in the gapped region, no
dynamical instability is induced except in the crossing edge states. In this
sense, these symmetries protect the bulk bands from becoming dynamically
unstable. While the spin-1 Kane-Mele model possesses these symmetries, it
is possible that less stringent conditions exist. Below we explore this ques-
tion. In particular, we show that the symmetries of the Hamiltonian and the
initial state, which make the single-particle Hamiltonian matrix commute
with the anomalous matrix term, are crucial in protecting the dynamical
stability of bulk states when the zero energy level sits in the middle of the
gap. Although we find some indications that less stringent conditions can
exist, a full classification based on symmetries that protect the bulk modes
from becoming dynamically unstable remains to be found.
Let (uE, vE)
T be the eigenvector with eigenvalue E of the Bogoliubov Hamil-
tonian written in Nambu representation. Then the Schrodinger equation can
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be written as a set of coupled equations:
(F − E)uE = −GvE and (F ∗ + E)vE = −G∗uE (4.42)
where ‘*’ stands for complex conjugation, G and G∗ are the anomalous terms,
and F and F ∗ correspond to non-pairing terms. For bosons GT = G and
F † = F .
By multiplying first term with F ∗ + E and second term by F − E one gets[
F ∗F −GG∗ − E2 + E(F − F ∗)]uE = −[F ∗, G]vE[
FF ∗ −G∗G− E2 + E(F − F ∗)] vE = −[F,G∗]uE
When [G,F ] = 0 and the single-particle Hamiltonian F is time reversal
invariant, i.e. F ∗ = F , the above system decouples and the dynamically
unstable modes can acquire only pure imaginary energy values. This means
that the imaginary part in energy spectrum will rise only in the region of
overlap of particle and hole bands with vanishing real part of energy E. When
the zero value of real energy spectrum is situated in the midgap region, no
dynamical instability is induced except for crossing edge states. In this sense,
time reversal symmetry and the symmetries that guarantee [G,F ] = 0 protect
the bulk bands from becoming dynamically unstable. Notice that this can
be generalised to any physical system of interacting Bosons in regime where
Bogoliubov approximation is valid.
In order to reflect the significance of time-reversal symmetry in our model,
it is convenient to switch from the conventional Nambu representation of
spinors (ψˆ, ψˆ†)T = (ψˆ1, ψˆ0, ψˆ−1, ψˆ
†
1, ψˆ
†
0, ψˆ
†
−1)
T to the one of (ψˆ, Rsψˆ
†)T =
(ψˆ1, ψˆ0, ψˆ−1, ψˆ
†
−1,−ψˆ†0, ψˆ†1)T. This leads to a replacement F ∗ → FT = RsF ∗R†s =
TFT−1 i.e. a time reversed expression of F , G → G′ = GR†s and G∗ →
RsG
∗ = G′† in the Bogoliubov Hamiltonian:
HB = ψˆ
†F ψˆ + (Rsψˆ)FT (Rsψˆ)† + ψˆ†G′(Rsψˆ†) + (ψˆRs)G′†ψˆ (4.43)
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i.e.
HB =
(
F G
G∗ F ∗
)
→ HB =
(
F GR†s
RsG
∗ RsF ∗R†s
)
=
(
F G′
G′† FT
)
(4.44)
Let (uE, vE)
T be the eigenvector with eigenvalue E of the Bogoliubov Hamil-
tonian written in representation (ψˆ, Rsψˆ
†)T. Then the Schrodinger equation
can be written as a set of coupled equations:
(F − E)uE = −G′vE and (FT + E)vE = −G′†uE (4.45)
By multiplying first term with FT + E and second term by F − E one gets[
FTF −G′G′† − E2 + E(F − FT )
]
uE = −[FT , G′]vE[
FFT −G′†G′ − E2 + E(F − FT )
]
vE = −[F,G′†]uE
where FT = TFT
−1 is the time reversed expression of F . Spin 1 Kane
Mele model is time-reversal invariant, i.e. FT = F and has the pairing term
G′ = RsG = ρ¯Usdiag(1, 1, 1), which commutes with F and FT . Thus for
Spin-1 Kane-Mele model the equations from above reduce to[
F 2 −G2 − E2]uE = [F 2 −G2 − E2] vE = 0
Since F 2 and G2 are Hermitian operators, the eigenvalues E2 have to be real.
This implies that either E is real or either E is pure imaginary, i.e. ReE = 0
when ImE 6= 0.
To sum up, time-reversal symmetry guarantees FT = F . However, in order to
have [FT , G
′] = 0 for a spin rotationally and Sz invariant system, it might be
that G′ has to be made out of Casimir S2 = S2x+S
2
y+S
2
z = 2 and Sz operators
(notice that G′ = ρ¯Us1 = ρ¯UsS2/2). This implies some restrictions on the
pairing term G, that require G to be a combination of SzRs and S
2Rs = 2Rs.
Sublattice symmetry can be regarded as a symmetry in a quasi-spin space,
meaning similar ideas as to spin symmetry may apply.
72
4.6 Conclusion and outlook
In this chapter the possibility of driving a two-dimensional topological in-
teracting lattice system onto a phase with dynamically unstable edge states
while bulk states remaining stable has been described. Such a mechanism
allows for the topological edge states to dominate the dynamics of the boson
lattice model. A quench in the quadratic Zeeman term has been shown to
lead to the population of the edge states of a spin-1 Kane-Mele model, which
resulted in an exponential increase in spin current at the edge of the system.
The results, however, give an accurate insight into the topological dynamics
only in the short-time scale of the evolution. Due to an exponentially fast
growth of the edge-state population the mean-field approximation used in
this chapter is expected to break down once the Bogoliubov fluctuations be-
come comparable to the ground state population. How the system behaves
in the longer run is an interesting question to ask. We will partially address
this question in Chapter 6, where Truncated Wigner Approximation will be
used to find the long time evolution of the SSH model. Also, the assumption
of open boundary conditions mimicking the boundary behaviour in solids has
been assumed. Although experimental techniques creating sharp potentials
in ultracold atoms experiments are being developed these are not very com-
mon yet. The harmonic potential which is commonly adopted in cold atoms
experiments is known to obscure the band structure of the non-interacting
models used in optical lattice experiments. Therefore ways to overcome these
challenges can be of a major experimental interest. One such possibility re-
lated to the Kane-Mele model is described in the next chapter of this thesis.
Other aspects of future work could include a deeper investigation of the
symmetries involved in protecting boson states from becoming dynamically
unstable. Based on this it would be interesting to know what are the quench
effects on the dynamics of other topological models of interacting bosons.
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5
Edge states in a harmonic
potential
Unlike solids, ultracold atoms are typically confined by a harmonic trapping
potential. Theoretical studies suggest the presence of a confining potential
can modify both the bulk and edge energy spectrum significantly, leading not
only to a change in group velocity of edge modes but also to an emergence of
additional edge states [82, 83], their disappearance [84], or localisation and
a shrinking of the bulk region [83, 85]. The influence of the harmonic trap
on the band structure and its topology is therefore of significant importance.
This chapter is dedicated to the influence of the harmonic trap on the band
structure and its topology.
Let us first emphasise the importance of the sharp boundaries for the edge
manifestation of topological phenomena. Consider a non-interacting Kane-
Mele model in a the strip geometry (see Fig. 5.1). We keep the lattice pe-
riodicity along the a1 primitive lattice vector by imposing closed boundary
conditions, while considering three cases of boundary conditions in the per-
pendicular direction: closed boundary condition, open boundary condition
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Figure 5.1: Honeycomb lattice structure, determined by the primitive lattice vectors a1
and a2 of length a. Closed and open circles denote the triangular sublattice sites A and B
respectively. We consider strip geometry with closed boundary conditions in the y-direction,
and a harmonic potential in the x-direction.
(box/hard-wall potential) and external harmonic potential given by:
Vˆω =
∑
j
Mω2x2j
2
ρˆj, (5.1)
where ω is the confining frequency, ρˆj is the local number operator and xj is
the location of the j-th site with respect to the centre of the trap taken along
the x-direction as depicted in Fig. 5.1. The energy spectra corresponding to
the three cases of boundary conditions are depicted in Fig. 5.2. When closed
boundary conditions are applied only extended (bulk) modes exists and no
mid-gap states are present. An open boundary condition (box/hard wall po-
tential) forces the appearance of topological edge states that cross the gap.
These states are a consequence of topological bulk-boundary correspondence.
The presence of a harmonic potential, however, changes the energy spectrum
considerably: the density of extended (bulk) states is reduced, and the differ-
ence between localised and extended states becomes obscure. In that sense
the manifestation of topological phenomena in systems with soft boundaries
or in presence of smooth potentials can be obscured. The aim of this chapter
is to show that the interactions of boson spinor condensates can facilitate
the emergence of topological edge-states in the presence of a harmonic po-
tential. The current chapter also aims to answer how the topological edge
states manifest in the presence of a harmonic confinement, and how these
states differ from the edge-states of a system with idealised open boundary
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conditions. The role of mean field interactions in the Haldane boson model
was also considered in [86] where it was shown that the bulk gap can close
when the harmonic trap is taken into account. Possible ways of overcoming
these difficulties include inducing topological interfaces [5, 87] and creating
a confinement sharper than harmonic [32–34, 83]. Creation of such trapping
potentials represents a separate challenge and cost for experimental setup.
The results obtained in this chapter suggest boson topological edge-states
reassembling the ones from solids, i.e. with open boundary conditions, could
still be achievable in typical experimental setups with harmonic confinement
potentials.
c)b)a)
Figure 5.2: Comparison of energy spectra of non-interacting Kane-Mele model in closed
boundary condition (a), open boundary condition (hard-wall boundaries) (b) and in a
harmonic potential (only the lowest energy bands are shown) (c). Here λ = w/2 and
Mω2a2 = 0.02w. The total number of sites in the unit cell strip in x-direction is 200.
5.1 Screening effect of the confining potential in trapped
spin-1 Bose condensates
Non-trivial topological properties can exist in models described by just quadratic
Hamiltonians on a lattice Hˆlatt =
∑
ij Ψˆ
†
iHˆijlattΨˆj, where Ψˆj is the annihila-
tion operator for a particle at site j and Hˆijlatt is the Hamiltonian lattice
matrix. Ψˆj can carry more indices corresponding to other quantum numbers
such as spin. In this chapter atoms of spin-1 on a two dimensional lattice are
considered. We use same setup as in the previous chapters where we intro-
duce spin rotationally invariant interaction term Hˆint, a quadratic Zeeman
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term HˆZ , and an external confining potential Vˆω. The total Hamiltonian is:
Hˆ = Hˆlatt + Hˆint + HˆZ + Vˆω − µ
∑
j
ρˆj, (5.2)
where µ is the chemical potential and ρˆj = Ψˆ
†
jΨˆj is the local number operator
at site j. All other notations correspond to the ones adopted in the previous
chapters. We consider regimes of low temperatures, such that the boson
atoms condense onto the ground state described by the wave-function Ψ¯.
We then treat the interactions at mean-field level. For sufficiently large and
positive qZ , the ground state is a polar state where S¯j = Ψ¯
†
jSΨ¯j = 0 and
Ψ¯j = (0,
√
ρ¯j, 0)
T . For a slowly varying confining potential, much slower than
the lattice characteristic length scale, the ground state population extends
over a considerable number of lattice sites. Provided the density and spin
fluctuations, δρˆ = ρˆ − ρ¯ and δSˆ = Sˆ − S¯, are small, the fluctuations about
the ground state ψˆ = Ψˆ − Ψ¯ up to quadratic order are described by the
Bogoliubov-de Gennes (BdG) Hamiltonian:
HˆB =
∑
ij
ψˆ†i
(Hijlatt − δijH¯latt) ψˆj +∑
j
Veff,jψˆ
†
jψˆj +
∑
j
qZψˆ
†
jSzψˆj
+
U
2
δρˆ2j +
US
2
δSˆ2j , (5.3)
where we have introduced the mean kinetic energy per particle in the con-
densate H¯latt =
∑
i,j Ψ¯
†
i HijlattΨ¯j/
∑
j′ ρ¯j′ and the effective potential:
Veff,j = Mω
2x2j/2 + H¯latt + Uρ¯j − µ. (5.4)
Prior to evaluating the fluctuation modes of the BdG Hamiltonian, we first
discuss the effect of screening of confining potential. The ground state density
profile Ψ¯ is determined by the time-independent Gross-Pitaevskii equation:∑
j
(Hijlatt − H¯lattδij + Veff,iδij) Ψ¯j = 0. (5.5)
At large distances from the centre of the trap the population density n¯j
vanishes and the confining potential takes the leading role in Veff . On the
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Figure 5.3: a) The effective potential Veff (solid lines; red) and the density profile of the
ground state Uρ¯ (cross marks; black). These quantities are obtained numerically and are in
excellent agreement with the Thomas-Fermi profile. b) The zoomed-in part of the effective
potential shown in figure (a). Red connected dots correspond to Veff computed numerically,
while blue dots correspond to one iteration of the recursive analytical expression (5.8) with
the initial value Veff = 0. The black dashed line gives the Thomas-Fermi profile. Here λ =
w/2, Mω2a2 = 0.02w and UNstr = 800w, where Nstr is the total number of bosonic
particles in a strip denoted by the (green) dashed lines in Fig. 5.1. The Thomas-Fermi radius
is xTF ≈ 30a.
other hand, for distances closer to the centre of the trap, the ground state
population is larger. Under the Thomas Fermi approximation for the mean-
field density, applicable when
√
Mω2a2w/Umaxj ρ¯j, the effective potential
Veff indeed will vanish identically inside the Thomas-Fermi radius given by
xTF =
√
2(µ− H¯latt)/(Mω2). Shown in Fig.5.3 is the effective potential
which is computed numerically and demonstrates the statements above. Such
a screening occurs in standard scalar BECs. In this sense, interactions con-
tribute to the screening of the harmonic trap inside the Thomas Fermi region.
Deviations from perfect Thomas-Fermi screening can be seen as oscillations
on the scale of the lattice spacing in the effective potential Veff . These are
due to variations of the harmonic potential within the unit cell that are not
perfectly screened. Although the magnitude of these variations is small in
comparison to the band width, we retain them in our numerical computa-
tion. The origin of small unscreened variations in Veff can be understood in
more details from the Gross-Pitaevskii equation (5.5) and the expression for
the effective potential (5.4). Notice that inside the Thomas-Fermi radius the
particle density does not vanish, i.e. Ψ¯j 6= 0. With this assumption we divide
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equation (5.5) by Ψ¯i to obtain
Veff,i = H¯latt −
∑
j
Hijlatt
Ψ¯j
Ψ¯i
. (5.6)
The above relation allows for small unscreened fluctuations of Veff inside the
Thomas-Fermi radius. This is due to the second term in the right hand-
side of (5.6). This term is not constant and can fluctuate due to variation
of the ground state function within the nearest neighbours. However, in
the Thomas-Fermi regime the fluctuations due to the lattice Hamiltonian
Hijlatt are small in comparison to the band and gap widths. One can partly
reproduce these oscillations. By introducing the particle density ρ¯j = |Ψ¯j|2
one can write Ψ¯j/Ψ¯i =
√
ρ¯j/ρ¯i exp(i∆θi,j), where ∆θi,j denotes the phase
difference of the ground-state wave-function at sites j and i. Since Veff and
H¯latt are real the phase difference ∆θi,j should not contribute to (5.6). Indeed,
due to time-reversal symmetry the ground-state wave-function Ψ¯j can be
chosen to be real. Thus one has
Veff,i = H¯latt −
∑
j
Hijlatt
√
ρ¯j
ρ¯i
. (5.7)
We next express ρ¯j from equation defining Veff (5.4), and plug it into equation
(5.7):
Veff,i = H¯latt −
∑
j
Hijlatt
√
1− Vωj − Vωi − Veff,j + Veff,i
µ− H¯latt − Vωi + Veff,i
. (5.8)
Notice that the above relation is exact inside the Thomas-Fermi radius. Next,
we regard (5.8) as a recursive relation for Veff . In what follows we compute
the value of Veff by plugging Veff = 0 into the right-hand side of the relation
(5.8). Then the obtained value we plug back into the right-hand side again,
and repeat this procedure for a couple of times. The results after one iteration
are shown in Fig. 5.3b. There is excellent agreement with the exact value
of Veff in the middle of the trap. One can obtain a better approximation
by including more terms in the expansion. However, this procedure gives
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poor convergence near the Thomas-Fermi radius. These results complement
the screened value of the effective potential by taking into account the small
variations within the nearest-neighbour hopping.
5.2 Bogoliubov excitations and topological bulk-boundary cor-
respondence in a harmonic potential
We now turn to the the discussion of the fluctuation spectrum of the BdG
Hamiltonian (5.3), which is the central focus of this chapter. The spin-±1
components in (5.3) decouple from the spin-0 ones in HˆB due to Sz sym-
metry. The density fluctuation term in (5.3) carries only spin-0 components
δρˆ2j = ρ¯j(ψˆ
†
j,0ψˆj,0 + ψˆj,0ψˆj,0 + H.c.), while the spin fluctuation term couples
the spin-±1 components: δSˆ2j = ρ¯j(ψˆ†j,+1ψˆj,+1 + ψˆ†j,−1ψˆj,−1 + ψˆj,+1ψˆj,−1 +
ψˆ†j,+1ψˆ
†
j,−1 + H.c.). Because, in typical condensates, the spin-spin interaction
is much smaller than the density-density interaction (for instance, for 87Rb,
US is two orders of magnitude smaller than U), the Hamiltonian describing
the ±1 components will be, to a good approximation, translationally invari-
ant within the Thomas-Fermi radius. An interface is then encountered
around x = xTF , where the effective potential rises (Fig. 5.3) and the system
loses its translational invariance. Similar approximations have previously
been employed to simplify the computation of the spatial structure of para-
metrically amplified spin modes [88]. In Fig. 5.4 the full energy spectrum for
Bogoliubov excitations is depicted. The spin-0 components exhibit a linear
dispersion at k = 0 and k = 2pi which is due to Goldstone modes. Unlike
spin-0 components, a reconstruction of the bulk energy bands of the Kane-
Mele model is observed for the spin-±1 components. A gap in the energy
spectrum is also distinguishable, with numerous bands crossing it. These
band correspond to the edge-states, and differ from the situation of the ide-
alised open boundary conditions. Therefore, questions related to how these
bands reflect topological bulk-boundary correspondence in the presence of a
harmonic potential have to be addressed. To better understand the effect
of trap screening on the manifestation of topological edge-modes, we give
an effective description of the edge state emergence around the screening
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b)a)
Figure 5.4: Energy spectrum of Bogoliubov excitations for spin-0 (a) and spin-±1 (b) com-
ponents. A phonon linear dispersion due to Goldstone mode is seen at k = 0 and k = 2pi in
(a). b) Energy spectrum for spin-±1 excitations. A linear dispersion due to Goldstone mode
is clearly seen at k = 0 and k = 2pi. Here λ = w/2, Mω2a2 = 0.02w and UNstr = 800w,
where Nstr is the total number of bosonic particles in a strip denoted by the (green) dashed
lines in Fig. 5.1.
boundaries outside the Thomas-Fermi radius below.
Topological edge-state manifestation in a harmonic potential
Although, we consider the spin-1 Kane-Mele model in this chapter, we give
a fairly general technique of computing states in a soft potential in what
follows. Since the edge states are composed entirely of ±1 components, we
will restrict our attention to these modes. Outside of the Thomas Fermi
radius, we may neglect the last two terms in (5.3) as the mean-field particle
density vanishes in this region. In particular, outside of the Thomas-Fermi
radius, pairing terms are absent. We assume the boundary region to be
sufficiently small in comparison to the lattice constant induced by the optical
lattice potential and will discuss the effect of these restrictions later. Note
that outside the Thomas-Fermi radius, the effective potential reduces to the
trapping potential, and interactions are unimportant since the mean-field
density vanishes in this region. As a result the spin components decouple
81
and without loss of generality we focus around one spin component. Let k
denote the wave number along the a1 periodic direction, while n label the
unit cells along the a2 lattice vector. The two sublattices of our model are
specially separated and consequently the corresponding atoms at the same n-
th unit cell experience a different magnitude of the confining potential. While
the excitations related to one sublattice experience an effective potential
V(n), the excitations related to the other sublattice experience a potential
V(n + s), where s accounts for the relative lattice separation. For reasons
of computational convenience we have considered the trapping potential to
be oriented in the direction perpendicular to the primitive lattice vector
a1. Thus the excitations within the sublattice A experience a harmonic
potential V(n) = Mω2n2(a2 · xˆ − xc)2/2 + qZ − µ centred at position xc =
(a2 · xˆ)(Nstr + 1 + s)/2 and shifted by the chemical potential µ and quadratic
Zeeman coupling qZ , where 2Nstr is the total number of sites in a unit cell
strip highlighted in Fig. 5.1. The sublattice B site are displaced by a vector
δ and consequently experience a slightly different magnitude of the harmonic
trap V(n + s). The value of the shift s accounts for the displacement δ and
is related to the primitive lattice vectors a1 and a2. This leads to a general
expression for the relative separation s:
s =
a21(δ · a2)− (a1 · a2)(δ · a1)
a21a
2
2 − (a1 · a2)2
. (5.9)
For the regular hexagonal lattice s = 1/3. The energy spectrum of the
system outside of the Thomas-Fermi radius is given by the eigenvalues Ek of
a difference equation of the form:∑
n′
Hk,n−n′Φk,n′ + VnΦk,n = EkΦk,n, (5.10)
where Hk,n and Vn = diag(V(n),V(n+ s)) are 2× 2 matrices (the treatment
can also be generalised to larger matrices). In (5.10) Hk,n = H
†
k,−n follows
from Hijlatt while Vn follows from the effective potential. We next introduce
the variable ϕˆ which is canonically conjugate to nˆ: [nˆ, ϕˆ] = i. With this,
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(5.10) can be rewritten as
(Hk,ϕˆ + Vnˆ) |Φk〉 = Ek |Φk〉 , (5.11)
where we use the notation 〈n|Φk〉 = Φk,n and 〈ϕ|Φk〉 = Φk,ϕ, and note
that Φk,ϕ must be 2pi periodic in ϕ. The eigenvalues of Hk,ϕˆ give the bulk
band dispersions in the non-interacting limit. We next perform a unitary
transformation: H˜k,ϕˆ = U †ϕˆHk,ϕˆUϕˆ, V˜nˆ = U †ϕˆVnˆUϕˆ, and |Φk〉 = Uϕˆ
∣∣∣Φ˜k〉 where
Uϕˆ = diag(1, eisϕˆ). This transformation is useful because it makes V˜nˆ pro-
portional to the identity matrix: V˜nˆ = V(nˆ)1.
We expand V˜nˆ about a particular location n¯ and keep only the linear term,
which is a good approximation outside of the Thomas Fermi radius (see
Fig. 5.3), to obtain V˜nˆ = V˜n¯ + γn¯1(nˆ− n¯) where γn¯ = V˜ ′(n¯). We search for
solutions localized near n¯. In the ϕ basis, (5.10) then becomes
iγn¯∂ϕΦ˜k = (Ek − H˜k,ϕ − V˜n¯)Φ˜k,
and the solution is readily found to be
Φ˜k,ϕ = e
−i
(
n¯+
Ek−V(n¯)
γn¯
)
∆ϕPe iγn¯
∫ ϕ
ϕ0
dϕ′ H˜k,ϕ′ Φ˜k,ϕ0 . (5.12)
Here P is the path ordering operator for ϕ and ∆ϕ = ϕ − ϕ0 and ϕ0 can
take arbitrary value.
For the case when γn¯ is significantly smaller than the eigenvalue spacing of
H˜k,ϕ, which corresponds to the bulk band gap, the adiabatic approxima-
tion can be used. To do so, we introduce the ‘instantaneous’ eigenbasis:
H˜k,ϕφ˜
(ν)
k,ϕ = ε
(ν)
k,ϕφ˜
(ν)
k,ϕ where ν labels the eigenvector/eigenenergies and let
φ
(ν)
k,ϕ = Uϕφ˜(ν)k,ϕ. Here, ε(ν)k,ϕ are the bulk eigenstates of the non-interacting in-
finite system. Invoking the adiabatic approximation, and transforming back
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to the original variables, one finds
Φk,ϕ = e
−i
(
n¯+
Ek−V(n¯+ s2 )
γn¯
)
∆ϕ
(5.13)
×
∑
ν
e
i
∫ ϕ
ϕ0
dϕ′
 ε(ν)k,ϕ′
γn¯
+A
(ν)
k,ϕ′−
sZ
(ν)
k,ϕ′
2
 [
φ
(ν)†
k,ϕ0
Φk,ϕ0
]
φ
(ν)
k,ϕ
where A
(ν)
k,ϕ = iφ
(ν)†
k,ϕ ∂ϕφ
(ν)
k,ϕ is the Berry connection and Z
(ν)
k,ϕ = φ
(ν)†
k,ϕ σzφ
(ν)
k,ϕ
(σz is a Pauli matrix).
Requiring Φk,ϕ to be 2pi periodic in ϕ, enables one to determine the allowable
energies Ek entering (5.13). Labelling these as E
(n¯ν)
k , one finds
E
(n¯ν)
k = V
(
n¯+
s
2
)
+
1
2pi
∫ 2pi
0
dϕ
(
ε
(ν)
k,ϕ + γn¯A
(ν)
k,ϕ −
sγn¯
2
Z
(ν)
k,ϕ
)
. (5.14)
Different values of n¯ correspond to edge states localized at different places
along the x-direction. This expression is remarkable in that it expresses
the edge state dispersion purely in terms of the external potential and basic
quantities of the bulk system. The (integer) Chern numbers of the bulk
system are given by
Cν = 1
2pi
∫ 2pi
0
dϕ
∫ 2pi
0
dkΩ
(ν)
k,ϕ, (5.15)
where Ω
(ν)
k,ϕ = i
(
∂kφ
(ν)
k,ϕ
†
∂ϕφ
(ν)
k,ϕ − ∂ϕφ(ν)k,ϕ
†
∂kφ
(ν)
k,ϕ
)
is the Berry curvature. Us-
ing this and (5.14), one sees that the edge state band energies change by
γn¯Cν as the one-dimensional Brillouin zone is traversed:
∆E(n¯ν) = E
(n¯ν)
k=2pi − E(n¯ν)k=0 = γn¯Cν . (5.16)
We support our results by performing numerical computations. We use
imaginary time evolution to solve the Gross-Pitaevskii equation (5.5) for the
ground state in the Thomas-Fermi regime. We then numerically compute the
collective spin excitations and our comparison with analytical result (5.14)
shows excellent agreement (see Fig. 5.5). Deviations from (5.14) can be con-
84
b)a)
Figure 5.5: a) The energy spectrum corresponding to the spin-1(−1) excitations. b) Left:
The lower part of the energy spectrum corresponding to the spin-1(−1) excitations. The
solid lines correspond to numerical results, while the dashed line corresponds to the analyti-
cal expression (5.14) for a particular mode. Right: The effective potential in units of w near
the Thomas-Fermi radius xTF (red) and the wave functions of the eigenmodes in arbitrary
units at k = 2pi (blue). Here λ = w/2, mω2 = 0.02w and UN = 1600w, where N is the
total number of atoms. The total number of sites in a unit cell strip in x-direction is 200.
siderable for the edge states with energies close to the corresponding bulk
band from which they emerge. For these energy levels the overlap between
states (5.13) and bulk states cannot be ignored. The focus of this work how-
ever, lies in describing emergence of topological edge states of energies well
within the gap and/or outside the bulk bands. Nevertheless, we point out
that our method can be improved by requiring corresponding matching con-
ditions at the screening radius and taking higher order corrections in γn¯. We
also find that the degeneracy of the edge states changes depending on their
energy. As can be seen in Fig. 5.5 the chiral edge states can pass through a
given energy level several times. However, the difference between the num-
ber of right and left movers, N νR and N
ν
L correspondingly, at the same energy
level is fixed by the topological structure of the bulk states: N νR −N νL = Cν .
This is a direct indication of the topological nature of the bulk states and a
consequence of the bulk-boundary correspondence [11, 12].
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5.3 Conclusions and outlook
Despite harmonic confinement being known for obscuring observation of
topological edge-states we have shown that interactions can facilitate the
emergence of these states in topological lattices populated by spinor Bose
condensates. In the Thomas-Fermi regime sharp boundaries emerge due to
the screening of the harmonic trap inside the Thomas-Fermi radius. These
states carry information about the lattice topology inside the screening ra-
dius, which is reflected in the analytical expression (5.14) for the edge-state
dispersion. We would like to point out that despite the presence of a har-
monic potential the bulk energy spectrum for the spin-±1 components, which
is depicted in Fig. 5.4(b), reconstructs the bulk energy band structure of the
non-interacting model (Fig. 5.2(b)). This is different from the energy spec-
trum of the spin-0 components, which are depicted in Fig. 5.4(a), and is due
to the spin interaction strength Us being weaker than the density interaction
strength U . The outlined results suggest that non-interacting topological
lattice models with sharp boundaries can effectively be simulated in optical
lattice experiments with interacting spinor condensates using conventional
harmonic confinement. Unlike alternative methods that require creating
box-like potentials [33, 34] or topological interfaces [5, 87], the mechanism
described in this chapter has the advantage of relying on already established
experimental facilities.
It is also worth mentioning how the results presented in this chapter differ
from the topological manifestation of the edge states when hard-wall bound-
aries are considered. In particular, a common feature of 2D topological in-
sulators is that the energy of the topological edge states connects the bulk
energy bands, the way it is depicted for the non-interacting Kane-Mele model
in Fig. 5.2(b). This feature seems to be altered in the presence of a harmonic
trap (see Fig. 5.2(c), Fig. 5.4 and Fig. 5.5). The results (5.14) and (5.16)
can be used to explain how this altering occurs. The energy dispersion of
the edge states experiences a jump (5.16) while crossing the Brillouin zone,
which is smaller than the gap and is determined by the steepness of the har-
monic potential γn¯ at the Thomas-Fermi radius. One can therefore relate
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the number of edge states crossing the gap using this result, by dividing the
gap energy by the energy jump of a single edge mode within the gap.
All results presented in this chapter are valid both for antiferromagnetic
(Us > 0) and ferromagnetic (Us < 0) interactions, while the scheme of eval-
uating edge-states in the presence of a harmonic potential presented in this
chapter can be generalised to more complicated lattice models and other soft
external potentials.
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6
Time evolution of the
quenched spinor condensate
for longer times
In Chapter 4 the time evolution of a quenched spinor condensates has been
discussed in the context of the edge-state manifestation of boson topological
lattice models. It was shown that right after the quench topological edge-
states to be populated exponentially fast and to dominate the dynamics of
the system. However, the Bogoliubov treatment that was used is valid only
for short time scales for which the number of atoms excited in the unstable
modes is small compared to the total atom number. Intuitively one cannot
expect an everlasting exponentially fast population of edge states, nor that
the edge-state dynamics would not be affected by the particle redistribu-
tion across the entire lattice. This chapter is devoted to the investigation
of the time evolution of the quenched systems introduced in Chapter 4 be-
yond the Bogoliubov treatment. This short chapter utilises the Truncated
Wigner Approximation (TWA), and includes only preliminary results of on-
going research. Nevertheless some insights into the long-time behaviour can
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be gained from the results presented in this chapter.
6.1 Introduction
Time evolution of the expectation value of an operator Ωˆ, which could be
density or current, can be formally written as [89]:
〈Ωˆ(t)〉 = Tr
[
ρˆT ei
∫ t
0 dτ Hˆ(τ)Ωˆ(t)e−i
∫ t
0 dτ Hˆ(τ)
]
, (6.1)
where ρˆ is the time independent density operator, T stands for time ordering,
and Hˆ is the Hamiltonian of the system. The operators Ωˆ, Hˆ and ρˆ can be
expressed in terms of boson creation and annihilation operators. Although
the expression (6.1) is compact, its evaluation is rather difficult. Most often
numerical evaluation of the expectation values (6.1) cannot be avoided for
systems out of equilibrium, and certain approximate treatments are required.
This chapter makes use of the Truncated Wigner Approximation [89]. It is
a method that can accurately describe the system when it closely follows
the dynamics of a semiclassical path. The contribution of quantum fluctua-
tions in this case is considered perturbatively. Other similar methods include
Keldysh formalism [90]. One important difference of the Truncated Wigner
Approximation from the Keldysh formalism is that the latter often considers
interaction strength perturbatively [89, 90]. The quench mechanism intro-
duced in Chapter 4 does not involve quenching the interaction strength, but
rather relies on an abrupt change of the ground state through quenching the
quadratic Zeeman term. In order to describe this kind of quenched dynamics
we prefer to keep the interaction terms fixed and not treat them perturba-
tively. Also, the experiments with ultracold atoms are performed at very low
temperatures (of the order of micro-Kelvin and below). The initial state of
the system that precedes the quench, a Bose-Einstein condensation, is well
described by a semiclassical equation, the Gross-Pitaevskii equation. Based
on the above, we treat the quenched dynamics of the systems using the Trun-
cated Wigner Approximation. The method gives the following approximate
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expression for the evaluation of the relation (6.1):
〈Ωˆ(t)〉 =
∫
dψ∗dψW (ψ, ψ∗)ΩW (ψ(t), ψ∗(t), t), (6.2)
where we introduced the Wigner transform W (ψ, ψ∗) of the intitial density
matrix ρ:
W (ψ, ψ∗) =
1
2
∫
dη∗dη
〈
ψ − η
2
∣∣∣ ρ ∣∣∣ψ + η
2
〉
e
1
2
(η∗ψ−ηψ∗), (6.3)
and the Weyl symbol:
ΩW (ψ(t), ψ
∗(t), t) =
∫
dη∗dη
〈
ψ(t)− η
2
∣∣∣ Ωˆ(ψˆ(t), ψˆ†(t), t) ∣∣∣ψ(t) + η
2
〉
e
1
2
(η∗ψ−ηψ∗).
(6.4)
In the above, we have used the shortened notation ψ = ψ(t = 0) for com-
pactness. In this and the following section, for simplicity of presentation,
we are considering only a single bosonic mode. The generalisation to spinor
condensates on a lattice is straightforward but notationally more cumber-
some. The states ψ(t) evolve through the semi-classical equations of motion
(for our case, the Gross-Pitaevskii equation). The expression (6.2) can be
regarded as an average with a quasi-probability distribution W (ψ, ψ∗). In
this chapter we apply (6.2) to the time evolution of the particle population
number of the spin one generalisation of the SSH model after a quench in
the quadratic Zeeman term in the way it was described in Chapter 4.
6.2 Truncated Wigner Approximation
Prior to considering the quenched dynamics of spinor condensates, we briefly
derive the expression (6.2). We follow [89] in our derivation, and for a detailed
review we suggest [89].
In order to evaluate (6.1) it is convenient to switch to a basis of coherent
states. These are eigenstates of the annihilation operators: ψˆ |ψ〉 = ψ |ψ〉. It
can be shown [89] that the relation (6.1) in the coherent state representation
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reduces to
〈Ω(t)〉 =
∫
dψ∗dψW (ψ, ψ∗)
∫
Dψ(τ)Dψ∗(τ)ΩW (ψ(t), ψ∗(t), t)
×
∫
Dη(τ)Dη∗(τ) exp
(∫ t
0
dτ [η∗∂τψ − η∂τψ∗]
)
× exp
{
i
∫ t
0
dτ [HW (ψ + η/2, ψ∗ + η∗/2)−HW (ψ − η/2, ψ∗ − η∗/2)]
}
.
(6.5)
where the Hamiltonian HW is Weyl ordered. Weyl ordering can be obtained
from a normal ordered Hamiltonian Hˆ(ψˆ†, ψˆ) by a replacement ψˆ → ψ+∂ψ∗/2
and ψˆ† → ψ∗ − ∂ψ/2. If the Hamiltonian HW is expanded in a series of η
and η∗, then one notices that in the linear order in η the functional integral
over η(τ) enforces a δ-function constraint:
i∂tψ(t) =
∂HW (ψ(t), ψ∗(t), t)
∂ψ∗(t)
. (6.6)
The equation (6.6) is the Gross-Pitaevskii equation for ψ(t). The functions η
can thus be regarded as quantum fluctuations about the classical evolution of
the system. In this chapter we limit our computation to this linear expansion.
6.3 Quench dynamics of the SSH model
Let us consider a spin-one generalisation of the SSH lattice Hamiltonian:
HˆSSH = −
∑
j
(w + (−1)jδw)Ψˆ†jΨˆj−1 + h.c.− µΨˆ†jΨˆj. (6.7)
In the same way as it was introduced in Chapter 4 we consider spin-rotationally
invariant interaction terms:
Hˆint =
∑
j
U
2
ρˆ2j +
Us
2
Sˆ2j . (6.8)
We also consider a quadratic Zeeman term HˆZ = qZ
∑
j Ψˆ
†
jS
2
zΨˆj.
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Figure 6.1: Particle population N0 of spin-0 state (dashed lines) and N±1 of spin-±1 state
(solid lines) during the time evolution of the SSH model after the quench. Left: The par-
ticle population is given per total number of bosons in the system N . In the upper-right
corner the particle population (solid red line) is compared with the Bogoliubov prediction
from Chapter 4 (dashed blue line) for t = 0 to t = 3/2(~/Usρ¯). A divergence from the
Bogoliubov theory is observed after t = ~/Usρ¯. Right: The number of particles per site j
in the spin-0 state (dashed lines) and spin-±1 (solid lines) state at different time intervals.
The blue lines correspond to the particle population at t = 1/2(~/Usρ¯), the green lines at
t = ~/Usρ¯, red ones at t = 3/2(~/Usρ¯), and magenta line at t = 5(~/Usρ¯). The initial state
was prepared in spin-0 state with 10 bosons per site. Also, δw = 0.3w, U = 2Us = 0.1w,
qf = µ − 10.5w and the lattice has 20 sites.The system was averaged over 500 runs, each
with random initial conditions sampled from the Wigner function.
Prior to the quench, the system is prepared in an initial polar state Ψj(t =
0) = (0,
√
ρ¯, 0)T with ρ¯ bosons per site. The initial state corresponds to the
ground state at large qZ . We can now evaluate the Wigner function (6.3) for
the corresponding initial density matrix:
W (Ψ,Ψ∗) ∝
∏
j
e−2|Ψj,0−
√
ρ¯|2e−2|Ψj,1|
2
e−2|Ψj,−1|
2
. (6.9)
The (positive) Wigner function corresponds to the normal probability distri-
bution for the present case. Thus one can evaluate the integral in (6.2) by
stochastic means. In particular, one averages over semi-classical trajectories
with initial conditions given by the probability distribution in (6.9).
The results of such an evolution for a lattice chain of 20 sites are shown in
Fig. 6.1. The particle population has been computed numerically using Trun-
cated Wigner Approximation. The final value of the quench parameter has
been chosen such that only the edge-states become dynamically unstable in
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the short-time evolution. The short-time evolution was found to be in good
quantitative agreement with the results from Chapter 4 where Bogoliubov
theory was used. At longer times, a saturation of the particle occupation of
spin states is observed. This is not predicted by the Bololiubov theory. De-
viations from the exponential growth of the particle population are observed
at times t  1/ρ¯Us. The small number of sites, n = 20, has been chosen
because of the computational cost of evaluating systems of large size. For
small lattices, however, finite size effects can become considerable. It would
be interesting to investigate larger lattice systems in the future.
6.4 Conclusions and outlook
This chapter addressed questions related to the time evolution of quenched
boson topological systems beyond regimes of validity of the Bogoliubov treat-
ment that was used in Chapter 4. The Bogoliubov theory predicted growing
spin currents at the edge of the lattice. This description, however, was val-
idated for short times t . 1/ρ¯Us. The Truncated Wigner Approximation,
on the other hand, can be utilised to characterise the evolution of the den-
sity population and the edge spin current at longer times. The preliminary
results for the SSH model, presented in this chapter, suggest a particle redis-
tribution from the edge back into the bulk (Fig. 6.1, right), and a saturation
in the particle populations of the spin-±1 states (Fig. 6.1, left). Whether the
same effect can be observed for the spin-one Kane-Mele model is an open
question. Two dimensional lattices hide a more interesting dynamics than
the one-dimensional SSH model. A deeper investigation of the origin of the
density saturation, as well as questions related to the thermalisation of the
topological boson lattices constitute new directions for future research in
topological quenched dynamics of interacting bosons.
93
7
Conclusions and future work
The interest in topological phases of matter lies partly in the properties re-
lated to topological edge-states. Although such properties have been vastly
explored in fermionic systems, topological phenomena that involve bosons
are much less investigated, and currently encounter many experimental chal-
lenges. One of the modern tools for modelling and investigating condensed
matter phenomena is optical lattice experiments with ultracold atoms. The
advantages of clean and well-controlled experimental setup is a very unique
feature to the field. Nevertheless the very nature of bosons, namely that they
condense at sufficiently low temperature, prevents topological edge states
from being probed in standard experiments. Moreover, the presence of har-
monic confining potential in cold atom experiments obscures the manifesta-
tion of the edge states. These are the main questions which were addressed
in this thesis. To sum up the results, a mechanism based on quench dynam-
ics of spinor boson condensates has been shown to trigger a fast population
of topological edge states, unlocking the boson topological edge dynamics
in two-dimensional lattice models in box potential. The effect of harmonic
confining potential was also considered. It has been shown that the harmonic
potential can be effectively screened out in the Thomas-Fermi regime leading
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to a sharpening of the boundaries for trapped atomic gases. The manifesta-
tion of the topological edge states, however, was shown to deviate from the
case of box potential. An analytical description of edge-state energy and the
corresponding bulk-boundary correspondence in presence of harmonic poten-
tial has been derived. The results described in this thesis imply a possibility
of direct manipulation and observation of topological edge dynamics of inter-
acting spin-one bosons in optical lattice experiments. Below we give a more
detailed summary of the results and conclusions obtained per each chapter.
We also comment on the outreach of the results and raise some open ques-
tions related to this work. Possible future directions of research that can be
based on this thesis is also discussed.
In Chapter 3 exact analytical expressions for the edge-state energies of the
non-interacting Haldane and Harper-Hofstadter models have been derived
using generating function technique. This represents an interesting technical
result, especially since the edge state dispersion is experimentally accessible
in solids using ARPES measurements [72]. The results of this chapter also
helped us finding the instability criteria (4.29) in Chapter 4, as well as the
short-time evolution of the particle density (4.33) and the spin current (4.36)
of a quenched boson topological lattice system.
Chapter 4 discussed techniques to selectively populated boson topological
edge states. It has been shown that due to interactions the topological edge-
state dynamics can dominate the time evolution of a quenched system. The
Kane-Mele model of spin-one bosons populating a honeycomb lattice has been
considered. A spin-rotationally symmetric boson interaction was employed.
It was shown that an initial state of polar Bose-Einstein condensate after a
quench in the quadratic Zeeman term can lead to an exponential population
of the edge modes and an exponentially growing edge spin current. The
conclusions are valid for short-time evolution as long as the spin fluctuation
can be considered small. The results show promise for the direct experimental
probe of the topological edge states in interacting boson spinor condensates.
An important question related to topological band insulators is their classifi-
cation. Quadratic fermion Hamiltonians have been already classified [91–98].
As was shown in [99, 100] for a topological characterisation of interacting
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bosons the symplectic transformation properties need to be taken into ac-
count. Moreover, for the quenched dynamics described in Chapter 4 the
time-reversal, inversion and Sz symmetries have been found to play an im-
portant role in keeping the bulk states dynamically stable, while allowing
only for the topological edge states to become dynamically unstable. To my
knowledge a full classification of topological band insulator models based on
the protection of dynamical stability of bulk states is absent. An interesting
problem for future research would hence be to find such a classification.
A flat box-like confining potential with hard-wall boundaries has been em-
ployed to derive the results in Chapter 4. The role of more realistic - har-
monic - potential represents an important question requiring further inves-
tigation for the purpose of experimental value. The question of the effect
of harmonic trap has been partly addressed in Chapter 5. Although the re-
sults in this chapter suggests a band structure with topological edge modes
even in presence of a harmonic potential, the effect of the harmonic trap on
quench dynamics has not been investigated. For a more complete theoretical
modelling of quench dynamics, which is closer to experimental realisation in
atomic gases with harmonic confinement, a consideration harmonic potential
in quenched system remains to be investigated. Other ways include engi-
neering interfaces that separate regions of different topological phase [5, 87],
and creating confinement sharper than harmonic trap [32–34, 83]. For the
Kane-Mele model this could be achieved by implementing a kink in the next
nearest neighbour tunnelling amplitude.
Some of the recent advances in modelling condensed matter phenomena in
optical lattice experiments have come to question the suitability of mimicking
some of solid-state physics phenomena, such as topological band insulators,
in optical lattice experiments. For the sake of the modelling of solid-state
physics with cold atoms sharp boundaries and flat box-like confining poten-
tials are desirable. Although new techniques of designing sharp boundary
conditions have been realised [32–34], creation of such elaborate experimen-
tal setups represents a considerable experimental challenge and cost, and
currently not many experimental groups have the right capabilities. Chap-
ter 5 investigates the problem of the manifestation of boson topological edge
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states in presence of a harmonic potential. A rather simple mechanism based
on spinor condensates and which relies on experimentally available setups
has been suggested. It implies that the presence of interactions in boson-
spinor condensates can actually lead to the sharpening of the boundaries
and facilitate the emergence of boson topological edge states in presence of
harmonic trap. A two-dimensional topological lattice model of interacting
spin-one bosons has been considered. The Bogoliubov energy spectrum of the
fluctuations above the macroscopically occupied polar ground state was in-
vestigated. It has been shown that in Thomas-Fermi regime the interactions
screen the harmonic confining potential, which for a weak spin-interaction
strength results in a reconstruction of the non-interacting bulk energy spec-
trum for the spin ±1 components of the Bogoliubov modes. A sharpening of
the boundaries occurs at the Thomas-Fermi radius, and localised edge states
exists outside the Thomas-Fermi radius. The energy of the edge state in the
presence of a harmonic trap, however, manifests differently from the case of
the box-like confining potential. If in the case of the hard-wall boundaries
the band energy gap is closed by chiral edge-states which account for the
Chern number of the bulk states, then the presence of a harmonic potential
leads to an appearance of multiple edge states crossing the gap. The energy
of these edge states has been derived analytically in the adiabatic approxima-
tion, giving a rather compact expression that relates edge and bulk quantities
(Eq. (5.14)):
E
(n¯ν)
k = Vn¯ +
1
2pi
∫ 2pi
0
dϕ
(
ε
(ν)
k,ϕ + γn¯A
(ν)
k,ϕ −
sγn¯
2
Z
(ν)
k,ϕ
)
,
where different values of n¯ correspond to edge states localised at different
places along the direction of confinement. In the above expression, Vn¯ de-
pends only on the confining potential, ε
(ν)
k,ϕ are the single-particle bulk ener-
gies, A
(ν)
k,ϕ is the Berry connection which carries information of the topological
nature of the bulk states onto the edge, and Z
(ν)
k,ϕ depends on whether the
confining potential acts in a same way inside the lattice unit cell. Further
theoretical investigation in Chapter 5 showed that the edge-state energy ex-
periences a jump while crossing the Brillouin zone. Moreover, this jump has
been related to the topological invariants of the bulk state, which reflects the
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bulk-boundary correspondence for topological band insulators in presence
of soft boundaries. The concept was illustrated on the spin-one Kane-Mele
model. It has to be mentioned that the computation of the edge-states relied
on strip geometry, in which periodic boundary conditions were considered
in the direction along one primitive lattice vector, and a harmonic potential
in the perpendicular direction. For the complete relevance to experiment
one has to consider a radial harmonic potential. We leave this for future
research. For a Thomas-Fermi radius much bigger than the lattice character-
istic length-scale the approximation used in Chapter 5 gives experimentally
realistic conclusions. Another open question that naturally arises is the ef-
fect of the harmonic confining potential on quenched dynamics. Due to the
sharpening of the boundaries and screening effect inside the Thomas-Fermi
radius the method of investigation of boson topological edge states described
in Chapter 4 seems to apply, which strengthens the experimental suitability
of the techniques described in this thesis.
Some of the conclusions presented in this thesis can be expanded beyond cold
atoms, and we hope it will trigger new directions of research. The mean-field
approach used in Chapter 4 breaks down at times when the fluctuations
become comparable to the population of the condensate. Time evolution
of boson topological systems through dynamically unstable phase represents
an interesting topic for future research. Preliminary results for such a time
evolution presented in Chapter 6 indicate a redistribution of particles from
the edge back into the bulk, and a saturation in the particle population of
the spin-±1 states. One can ask whether the same applies for the edge spin
current in the Kane-Mele model. In [101] the robustness of topological in-
variants after a quench has been investigated in a non-interacting fermionic
system. Peculiar out-of-equilibrium response has been noticed in the form of
light-cone spreading of the currents into the bulk, which relax towards new
equilibrium values. Although bosons considerably differ from fermions, and
interactions usually complicate theoretical investigation, it would be rather
interesting to analyse the thermalisation effects in boson topological band in-
sulators. Do the interactions considerably alter the topological manifestation
of the systems reaching thermal equilibrium? Or is the information related
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to the topological structure of the system translated to longer time evolution
after the quench? Can the topological structure affect the thermalisation of
the physical systems and prevent them from reaching a complete thermal
equilibrium? These questions naturally rise from the investigation presented
in this thesis, and represent a possible direction for future research.
Although this thesis focuses on optical lattice experiments with ultracold
atoms, it would be interesting to understand whether similar implications
can be made in other areas for the realisation of boson topological phenom-
ena. Whether non-linearities in mechanical and optical systems can trigger
similar effects discussed in this thesis poses a particularly intriguing ques-
tion. Notably, similar ideas have been suggested in photonic crystals in
recent years [102, 103], and in Floquet boson models [104]. These systems,
however, are usually non-interacting. In photonic crystals, the pairing terms
which appeared in the Bogoliubov Hamiltonian in this thesis and which were
responsible for the dynamical instability can be generated using parametric
amplification [102, 103].
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A
Spin current
Figure A.1: Schematic illustration of the honeycomb lattice used to compute the spin cur-
rent.
Here we show how to compute the spin current for the Kane-Mele model
discussed in Chapter 3. We start from the continuity equation:
d
dt
ρ = −∇ · J (A.1)
where for a one dimensional current along the x-direction the above expres-
sion reduces to d
dt
ρx = −∂xJ(x) = −∂x
∑
y J(x, y). In Fourier space this
115
equation takes the form:
d
dt
ρq = −iqJq. (A.2)
We can apply the above expression to our Kane-Mele model in the long
wavelength limit:
−iqJq = − d
dt
1√
Nx
∑
p,y
a†p+q,yap,y =
i√
Nx
∑
p,y
[
a†p+q,yap,y, Hˆ
]
=
i√
Nx
∑
p,y
∑
k,y′,y′′
[
a†p+q,y,γap,y,γ, a
†
k,y′,αak,y′′,β
]
hαβk,y′,y′′
=
i√
Nx
∑
p,y
∑
k,y′,y′′
[
−δp+q,kδy,y′′δγ,βa†k,y′,αap,y,γ + δp,kδy,y′δγ,αa†p+q,y,γak,y′′,β
]
hαβk,y′,y′′
= − i√
Nx
∑
p,y′,y′′
a†p+q,y′,α
[
hαβp+q,y′,y′′ − hαβp,y′,y′′
]
ap,y′′,β
p→p−q/2
= − i√
Nx
∑
p,y′,y′′
a†p+q/2,y′,α
[
hαβp+q/2,y′,y′′ − hαβp−q/2,y′,y′′
]
ap−q/2,y′′,β
= − i√
Nx
∑
p,y′,y′′
a†p+q/2,y′,α
[
q
(
∂kh
αβ
k,y′,y′′
)
k=p
+O(q2)
]
ap−q/2,y′′,β
Jq =
1√
Nx
∑
p,y′,y′′
a†p+q/2,y′,α
(
∂kh
αβ
k,y′,y′′
)
k=p
ap−q/2,y′′,β
Since ρ−1(t) = ρ1(t) hence −∂xJ(x) = ddt〈0|Ψ†SzΨ|0〉 = 0 and consequently
Jq ∼ δq,0. Therefore
J =
1√
Nx
∑
p,y′,y′′
a†p,y′,α
(
∂kh
αβ
k,y′,y′′
)
k=p
ap,y′′,β (A.3)
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B
Vieta’s theorem
Consider a polynomial of degree n:
Pn(x) = cnx
n + cn−1xn−1 + ...+ c1x+ c0, (B.1)
where x is a complex variable, and (cj)j≥0 are complex number coefficients.
The polynomial (B.1) has n roots x1, x2,..., xn (i.e. P (xj) = 0, j = 1...n),
which can be related with the coefficients (cj)j≥0 by Vieta’s relations:
x1 + x2 + ...+ xn = − cn−1cn ,
(x1x2 + x1x3 + ...+ x1xn) + (x2x3 + x2x4 + ...+ x2xn) + ...+ xn−1xn =
cn−2
cn
,
...
x1x2...xn = − c0cn .
(B.2)
In Chapter 3 we are in particular interested in the last relation of (B.2).
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