ABSTRACT
INTRODUCTION

8
Regular expressions are widely used as a simple and intuitive mechanism to search for patterns in large 9 bodies of text. Standard regexes also allow you to specify and match text fragments of interest by 10 surrounding them in parentheses -these are known as"capture groups". Very efficient algorithms have 11 been developed to match regexes, but these only provide you with the final matching text fragments, not 12 the entire tree of matches.
13
For example, ((. * ?),(\d+);)+ might describe a dataset of ASCII names with their numeric label.
14 Matching the regular expression on "TomLehrer, 1; AlanTuring, 2;" confirms that the list is well-formed, 15 but the match contains only "TomLehrer" for the second capture group and "1" for the third. That is, the 16 parse tree found by the POSIX is seen in Figure 1a . guessing the right path is an important efficiency feature and for all capturing implementation the path 50 taken influences the captured groups.
51
Capture groups (i.e., patterns enclosed in parentheses) are treated as a single element, thus (ab) * 52 captures "ab", but not "aba". After the match, the capture groups can be extracted: a(b * )c will extract
53
"bbb" when matched against "abbbc", and the empty string when matched against "ac".
54
In POSIX, the regular expression a((bc+)+) yields "bcbccc" when matched to the string "abcbccc"
55
for the outer capture group and "bc" for the inner capture group -the leftmost occurrence of outer 56 capture groups is kept and within that substring, the leftmost occurrence of the inner group is kept. Instead 57 1 For example, think of a program that tries to determine the file type of a file. A plausible implementation is to construct one regular expression for each file type. Then, given regular expressions e k , one for each file type, the regular expression /(e 1 )|(e 2 )|...|(e k )/ could be used to determine the file type in one pass only. 
. . end if end function
For all its advantages and ease of implementation the main problem is that it takes Θ(2 n m) time in 69 the worst case. If we match the pattern (x * ) * y against the string 4 "x n ", we see that it cannot match, but 70 it takes exponential time doing so.
71
In this paper, we think of the match returned by the backtracking algorithm as the correct behaviour. 
Finite-state automata
95
An alternative with much-improved worst-case bounds to the backtracking approach discussed in Sec-96 tion 2 is to pre-process the regular expression and convert it into an NFA (non-deterministic finite state 97 automaton) using the classical approach by Thompson (1968) shown in Figure 2 .
98
The NFA thus obtained contains O(m) states and to check if a given string matches the regular 99 expression, we can now simply run the NFA on it. For each character in the input string, we follow all 100 transitions possible from our current states and save the accessible states as a set. In the next iteration, we 101 consider the transitions from any of these states. This allows us to match in O(min(n m, 2 m + n))time.
102
Dissatisfied with the multiplicative O(m) overhead, we can construct a DFA (deterministic finite state 103 automaton) from the NFA before matching using the power set construction [Sipser (2005) ], which has 104 time complexity Θ(2 m ). The idea is to replace all states by the set reachable from it with only ε-transitions
105
-therefore a DFA state represents a set of NFA states. The transitions simulate a step in the original NFA, 106 so they point to another set of states. After compilation, string matching takes O(n) time. This approach 107 is only useful if the regular expression is statically known or small, because constructing the full DFA is 108 exponential in the regular expression size in the best case.
Tagged finite state automata
The algorithms we have seen so far did not extract capture groups, because they have no information 117 about where a capture group starts or ends. In order to extract this information, we need to store it in some 118 way while we traverse the automaton.
119
NFA interpretation can be understood as being performed by competing coroutines running in lockstep 120 with each other, consuming at each step exactly one character of the input string. This implies that some 121 form of instructions are executed on a transition, so it is possible to add other instructions that allow us to 122 store the capture groups. This is the idea of a tagged finite state automaton (TNFA) [Laurikari (2000) ], 123 which attaches general tags to transitions that modify the coroutine's memory. We can store the position 124 of the start and end of each match in the memory of the coroutine, whenever we encounter a transition 125 that corresponds to the respective start or end of the capture group.
126
To simplify the algorithm, we will assume that it contains at least one character so that the reading 127 step is executed at least once. 7
128
Side effects, such as storing the current location, make coroutines using different routes to the same 129 state differ in meaning. Consider the regular expression (a)|(.). Reading the string "a": depending 130 on the path chosen, our capture groups will contain "a" in the first or second capture group. Since we 131 consider the match returned by the backtracking algorithm as the only correct one, the correct match 132 stores a in the first capture group, and nothing in the second. This requires us to define a unique order for 133 expanding coroutines on each state, so that we can avoid this ambiguity. This is done by giving a negative 134 priority [Laurikari (2000) ] to one of the transitions or require one to consume a character, whenever we
135
have an out-degree of two. 8
136
The priorities intuitively mean that for example in .a|.. we will try to follow the path of .a first 137 before checking ... Only if we fail on that track we will consider the second path.
138
Closely related to priorities is greediness control: consider again ((. * ?),(\d+);)+. The question 139 mark sets the . * part of the regular expression to non-greedy, which means that it matches as little as 140 possible while still producing a valid match, if any. Without provisioning . * to be non-greedy, matching 141 this regular expression against input "TomLehrer, 1; AlanTuring, 2;" would match as much as possible 142 into the first capture group, including the record separator ",". Thus, the first capture group would suddenly 143 contain only one entry, and it would contain more than just names, namely "TomLehrer, 1; AlanTuring".
144
This is, of course, not what we expect. Non-greediness, here, ensures that we obtain "TomLehrer", then
145
"AlanTuring" as the matches of the first capture group.
146
Implementing this with backtracking is trivial, but in order to keep the coroutines in lockstep, we 147 need to order the NFA states in the DFA state so that the coroutines travelling the left path are always 148 scheduled before the coroutines on the right path so that the scheduling corresponds to trying the left side 149 before the right side in backtracking.
150
To complicate things further, we want coroutines that have travelled further to have higher priority 151 than the ones that stayed further behind -in backtracking this would be depth-first-search. Take for 152 example (a??)(a??) on the string "a": without the depth-first-search, we'd capture "a" in the first 153 capture group, where it should be in the second group.
154
Automata-based extraction of parse trees
155
Memoization is a powerful tool to achieve theoretically fast parsers, but they have a space-overhead in 156 order of the input instead of the parse tree size, which slows down the parser on actual hardware. The 157 other approach to parsing -finite state automata -offers a remedy. These approaches, including the one 158 we present in this paper, use TNFAs to achieve both speed and low memory usage. The approaches differ in: what parse tree is produced, whether greediness control is supported, how the parse tree is stored, and 160 how the NFA can be compiled into a DFA (see table 2).
161
The rivaling memory layouts are lists of changes and an array with a cell for each group. The former 162 makes it hard to compile the TNFA to a TDFA with aggressive reuse of states via mapping (as described 163 in algorithm 4), but has lower space consumption. The mapping in terms of cells for each group is easy, 164 but costs a factor m space overhead.
165
Another problem is greediness. Kearns, Dubé, and Nielsen cannot guarantee the greediness of the 166 winning parse. Grathwohl's contribution allows Dubé's algorithm to run with greedy parses. Our priorities 167 7 The empty string can be modelled as containing only the '\0' character. 8 Note that in the Thompson construction, we have an out-degree of at most two.
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PeerJ with this, such as the possibility to efficiently parse a string larger than the memory of a single machine.
173
EFFICIENT REGEX MATCHING WITH CAPTURE GROUPS
174
Given our basic algorithm 1 for matching regular expressions with backtracking, we will now present an 175 approach that is less wasteful. The algorithm we present is a specific case of the tagged non-deterministic time for the complete algorithm, which is the best known run time for NFA algorithms.
186
We follow with an example illustrating the executing of our algorithm with the interpretation of commit 187 tags. We also consider practical problems such as caching current results, just-in-time compilation, and 188 compact memory usage.
189
Conceptually, our approach consists of four stages: figure 2 , the forward transitions from the top state in the star operators should be surprising, but they are necessary if S has a prioritized path that captures the empty string: We cannot return to the start state, because we expanded it already, but we can proceed anyway.
Transforming the AST to a TNFA
199
We transform the abstract syntax tree (AST) of the regular expression into a TNFA by extending Thomp- 2. We add prioritized transitions to model repetition. In our example, repetition is achieved by adding 210 two ε transitions: one from 4 back to 3, to match more than one time any character, and another 211 one from 3 to 5, to enable matching nothing at all. Importantly, the transition from 4 back to 3 is 212 marked as low priority (the "-" sign) while the transition leaving the automaton, from 3 to 5, is 213 unmarked, which means normal priority. This means that the NFA prefers to leave the repeating 214 expression rather than stay in it. If the expression were greedy, then we would mark the transition 215 from 3 to 5 as low-priority, and the NFA would prefer to match any character repeatedly.
216
9 NB: this is not minimized; a semantically equivalent automaton with just a single node with a any transition to itself is smaller.
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219
In order to simulate backtracking correctly, we need all paths reachable from the state after the 220 prioritized transition to be processed first, even if they are interrupted by the need to consume another 221 character. This prioritization is achieved by using a buffer that reverses the order of high-priority runs. Logging capture groups in a TNFA 226 We now lay out the storage required by the coroutines and the interpretation of the tags that we introduced 227 in algorithm 2. To model capture groups in the NFA, we add commit tags to the transition graph. The 228 transition into a capture group is tagged by a commit, and the transition to leave a capture group is tagged 229 by another commit. We distinguish opening and closing commits. The NFA keeps track of all times that a 230 transition with an attached commit was used, thus recording the history of each commit. After parsing 231 succeeds, the list of all histories can then be used to reconstruct all matches of all capture groups.
232
We model histories as singly linked lists, where the payload of each node is a position. Only the 233 payload of the head, the first node, is mutable, while the rest, all other nodes, are immutable. Because the 234 other nodes are immutable, they may be shared between histories. This is an application of the flyweight 235 design pattern [Gamma et al. (1995) ], which ensures that all of the following instructions on histories can 236 be performed in constant time. Here, the position is the current position of the matcher. DFA states are denoted by a capital letter, e.g., Q, and contain multiple coroutines. For example, capture group, and h 2 is the history of the closings of the first capture group, and so on.
248
Transitions are understood to be between NFA states, so q 1 → q 2 means a transition from q 1 to q 2 .
249
Take for example the regular expression (..)+ matching pairs of characters, on the input string Here we provide the interpret function seen in algorithm 2.
267
The states are given to the algorithm in the order visited, so that the coroutine that got furthest is 268 expanded first when the next character is read. The buffer variable is a detail to ensure that the correct 269 order of coroutines is produced. If our procedure is consistently used, the prioritization will lead to a 270 correct match.
271
Note that the ordering of coroutines inside of DFA states is relevant. In Figure 4 , after reading only 272 one comma as an input, state 7 can be reached from two coroutines: either from the coroutine in state 3, 273 via 4, or from the coroutine in state 6.
274
The two coroutines are 'racing' to capture state 7. Since in the starting state, the coroutine of state 6 is 275 listed first, it 'wins the race' for state 7, and 'captures it'. Thus, the new coroutine of state 7 is a fork of 276 the coroutine of state 6, not 3. This matters, since 6 and 3 may disagree about their histories.
277
The overall run time of algorithm 2 depends heavily on the forking of coroutines being efficient: matching, which is only acceptable if we assume m to be fixed.
281
Since at most two histories are actually changed, much of the array would not be modified and could 282 be shared across the original coroutine and the forked one. This is easily achieved replacing the array by a 283 persistent data structure [Driscoll et al. (1989) ] to hold the array. A persistent treap, sorted by array index, 284 has all necessary properties. 10 With T f ork = O(log m), the overall runtime is O(min(n m, 2 m + n) log m).
285
With the persistent data structure described by Driscoll et al. (1989) we obtain an amortized O(1) update 286 cost for the claimed O(min(n m, 2 m + n))overall runtime.
287
Example
288
We now demonstrate an example of the execution of algorithm 2 with the function interpret as defined in 289 algorithm 3.
290
Consider the automaton in figure 4 is in the DFA starting state
This is the case after initialization.
291
The algorithm uses a high stack and a low stack, corresponding to the two priorities.
292
We pretend for clarity that instructions are executed directly after they are encountered. In practice, This is the execution of run(Q, ","): 
304
(a) We need to change the opening tag of the first capture group, so we call set(1, histories[0].le f t).
305
(b) We push q 2 with the new memory to the high stack. 7. We see q 2 → q 3 , which contains the tag τ 2 ↑.
308
(a) We need to change the opening tag of the first capture group, so we call set(1, histories[1].le f t).
309
(b) We push q 2 with the new memory to the high stack. 9. We see q 3 → q 4 with negative priority, we push q 4 on the low stack. 10. We see q 3 → q 5 and push q 5 on the high stack. 13. We see q 6 → q 7 consuming ",". We do not push anything on the high or low stack, but put 18. R is returned.
328
Some of the histories contain pairs of the kind ([1], [0] ), which would be a group that starts after 329 it began. This means that no character was matched, as can easily be checked by comparing it to 330 /((. * ?), (nd+)) + / on the string ",". 
338
A mapping is a bijection of two states that needs to be found at compilation time.
339
The idea of adding other instructions to the coroutines in the automaton that is the finite state machine 340 (be it NFA or DFA) is not new. The first implementation using this to the authors' knowledge is Pike
341
(1987) in his text editor SAM. He used a pure tagged NFA algorithm to find one match for each capture 342 group quite similar to our or Laurikari's approach. This was only published in source code, to a great loss 343 for the academic community.
344
The correct handling of greediness (not of non-greediness) was implemented by Kuklewicz (2007) reason we can avoid this is that we are able to collect the instructions and incorporate them into the lazy 360 DFA state compilation. Our algorithm adds the mapping phase from Laurikari, which allows us to find 361 DFA states that can be made equivalent by some additional writes.
362
PROOFS
363
We now sketch proofs of the claimed properties, first and foremost the correctness of algorithm 2 under 364 the interpretation of algorithm 3.
365
Correctness
366
The correctness of the algorithm follows by induction over the construction: If the correct coroutine stops To this goal, we will use backtracking as a handy definition of correctness. We will show that our 371 algorithm will prefer the same paths as a backtracking implementation would. It should be noted that 372 the construction is exactly set up so that it matches backtracking and in fact this can be seen as a simple 373 derivation of our algorithm.
374
First we need a simple formalization of the backtracking procedure, bt(e, s), where regex e is applied 
379
The correct parse is found if and only if after reading the whole string, 380
1. the coroutine in the end state has consumed all characters of the string (and only those) in order, and 381 2. there is such no coroutine that has taken "later" low-priority edges. This corresponds to the 382 depth-first search of backtracking.
383
That certain paths are cut off because the state has already been seen is equivalent to memoization in 384 the backtracking procedure: if a higher priority state already found a path through this part of the parse,
385
the following parse can be pruned.
386
There is the possibilities of cycles, so that the depth-first solution would loop. This can be seen for 
392
Now the parses are analogous for our procedure and bt (see Figure 6 ).
393
Execution time
394
The main structure of any NFA-based matching algorithm is the nesting of two loops: The outer loop 
398
Lower bound for time 399 There is no known tight 14 lower bound to regular expression matching. 
403
Let further match be a valid regular expression matching algorithm, then match(S, R) is equivalent to 404 finding a n x i ? ∈ {a n x 1 , . . . , a n x m }. There is no particular order to {a n x 1 , . . . , a n x m }, so the lower bound for 405 finding this is Θ(|S| |R|).
406
14 A lower bound l is tight, if it is the asymptotically largest lower bound.
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IMPLEMENTATION
407
While repeatedly calling algorithm 2 would be sufficient to reach the theoretical time bound we claimed, that occur in the regular expression when is parsed. We then split the ranges until no two of them intersect.
421
After this step, input ranges are never created again. By performing this step early in the pipeline we 422 establish the invariant that it is impossible to ever come across intersecting input ranges. To give us a chance to ever reach a state that is already in the transition for Q that contains the same NFA states as Q, in the same order do 4:
− Invariant: For each history H there is at most one H so that H ← H is part of the mapping.
5:
Initialize empty bimap m − A bimap is a bijective map.
6:
for q i = q i with histories H and H respectively do 7:
if H(i) is in m as a key already and does not map to H (i) then The most important implementation detail, which brought a factor 10 improvement in performance, was − Lazily compiles a DFA while matching.
3:
Set Q to startState.
4:
− A coroutine is an NFA state, with an array of histories.
5:
Let Q be all coroutines that are reachable in the NFA transition graph by following ε transitions only.
6:
Execute instructions described in algorithm run, when walking ε transitions.
7:
− Create the transition map of the DFA.
8:
Set T to an empty map from state and input to new state and instructions. Let a be the character at position pos in input.
12:
if T has an entry for Q and a then Execute the instructions.
25:
Add an entry to T , from current state Q and a, to new state Q and instructions. Execute the instructions found by run.
29:
Add an entry to T , from current state Q and a, to new state Q and instructions. as an integer. However, as described in the algorithm, a DFA state is really a list of coroutines. If we need to lazily compile another DFA state, all of the coroutines need to be examined.
452
We adopted the following compromise: the canonical representation of the transition 
461
The above algorithm chimes well with the observation that regular expression matching usually needs 462 only a handful of DFA states, and thus, compactification can be performed early, and only seldom needs 463 to be undone.
464
Intertwining of the pipeline stages 465 Lazily compiling the DFA when matching a string allows us to avoid compiling states that might never be The memory model to parse a regular expression is a stack, since capture groups can be nested. The of the project, on Github. We ran all benchmarks on a 2.3 GHz, i7 Macbook Pro.
483
As we saw in Section 2, there is a surprising dearth of regular expression engines that can extract 484 nested capture groups -never mind extracting entire parse trees -that do not backtrack. Backtracking 485 implementations are exponential in their run-time, and so we see in Figure 8 (note the log plot) how the 486 run-time of "java.util.regex" quickly explodes exponentially, even for tiny input, for a pathological regular 487 expression, while our approach slows down only linearly. The raw data is seen in Table 3 . Matching times, in microseconds, for matching a? n a n against input a n .
In the opposite case, in the case of a regular expression that has been crafted to prevent any back-489 tracking, java.util.regex outperforms our approach by more than factor 2, as seen in Table 4 , performs on par with our approach. . Time in nanoseconds for matching a? n a n against input a n . Bottom (purple) line is our approach, top (blue) line is java.util.regex.
Note that because java.util.regex achieves its backtracking through recursion, we had to set the JVM's 494 stack size to one Gigabyte for it to parse the input. Since default stack size is only a few megabytes, this 495 makes using java.util.regex a security risk, even for unproblematic regular expressions that cannot cause 496 backtracking, since an attacker can potentially force the VM to run out of stack space. Finally, a more realistic example, neither chosen to favor backtracking nor to avoid it, extracts all 498 class names, with their package names, from the project sources itself. As seen in way. If such data is structured instead of flat, a parser that produces trees is superior to a standard regular 510 expression parser. We provide such an algorithm with modern optimizations applied using results from 511 persistent data-structures to avoid unnecessary memory consumption and the slow-down that this would 512 produce. This algorithm is able to provide the same semantics as backtracking, but without an exponential 513 worst case.
514
Our approach can produce entire parse trees from matching regular expressions in a single pass over 515 the string and do so asymptotically no slower than regular expression matching without any extraction.
516
The practical performance is on par with traditional backtracking solutions if no backtracking ever 517 happens, exponentially outperforms backtracking approaches for pathological input, and in a realistic 518 scenario outperforms backtracking by 40%, even though our approach produces the full parse tree, and 519 the backtracking implementation does not.
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