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A bstract
W ith the advent of massively parallel processor machines, thermal lattice Boltzmann 
equation (TLBE) techniques offer an attractive way of handling turbulence simula­
tions. TLBE is a new form of DNS(direct numerical simulation method) - with the 
im portant advantages of being ideal for multi-parallel processors as well as being 
able to handle complicated geometries. Since there are many kinetic models that 
will reproduce the macroscopic nonlinear (compressible) transport equations, TLBE 
chooses th a t subset which can be readily solved on a discrete spatial lattice. The 
lattice geometry must be so chosen th a t the discrete phase representation of TLBE 
will not ta in t the rotational symmetric continuum equations. For 2D compressible 
flows, linear stability analyses described in this work indicates that the hexagonal 
lattice is optimum.
In nearly all lattice B o l tz m ann  literature, the linearized Boltzmann collision op­
erator has been taken to be the simple single-time Krook relaxation collision operator. 
This scalar collision operator is sufficient to  recover the nonlinear transport equations 
under Chapmann-Enskog expansions. However, all previous LBE have suffered from 
the problem of density dependent transport coefficients. Even though this poses no 
problem for incompressible flows, it is critical and must be handled for compressible 
fluid simulations. The other deficiency of conventional TLBE scheme with single 
relaxation operator is that it only allows for fixed Prandtl number flow simulations.
In this work, to simulate flows with arbitrary Prandtl number, a m atrix  colli­
sion operator is introduced. W ith the inclusion of additional free param eter in the 
off-diagonal components, the scheme is now extended to a multi-relaxation process. 
This allows generalizations on relaxation parameters to produce density independent 
transport coefficients. Explicit solutions of TLBE are presented for 2D free decaying 
turbulence.
ix
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C hapter 1
Introduction
Turbulence appears in flows when the nonlinear inertia forces axe dominant 
compared to  the linear viscous forces acting on the fluid. The equations most com­
monly used to describe turbulence are the Navier-Stokes equations, which are non­
linear partia l differential equations. Though these equations have been known for 
more than  a  century, still there is no general approach to solutions th a t exists for 
turbulence problems. This leads much of the current turbulence studies to rely on 
numerical solution methods, such as DNS (direct numerical simulations), LES (large 
eddy sim ulations), and RANS (Reynolds-Averaged Navier-Stokes).
In DNS approach, one attem pts to resolve ail the dynamically im portan t scales 
of the turbulence without any approximations. In fully developed turbulent flows 
there exists a  wide range of the size of flow structures [1]. Therefore DNS approach 
is lim ited to  relatively low Reynolds num ber turbulence (Re <  2000) and simple 
geometry due to the limitations of com puter memory and speed. Reynolds number 
(defined as the  ratio  of nonlinear to linear viscous forces [2]) is a common measure of 
the strength  of turbulence and for conventional DNS methods, the num ber of numer-
2
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3ical operations required to resolve all the im portant aspects of a flow scales like Re3 
[3]. The num ber of degrees of freedom (the amount of computer storage) required 
scales to 0 ( R e 9^4) [4]. Studies based upon traditional algorithms indicate that one 
needs exa-bytes(1018) of memory and exa-FLOPs of speed for simulations with the 
Reynolds num ber of 0(10®). At present, supper computers can handle only giga­
bytes of memory and giga-FLOPs of speed. Although a tetra-FLOPs(1012) machine 
may be realized in the near future, this is still far from fulfilling the requirem ent for 
the simulation of the high Reynolds number (Re »  2000) flows [5].
In LES, one improves this lim itation by computing large scale structures (large 
eddies) only. The exact calculation for large-scale structures is performed in LES 
because these structures are not universal. The small scale turbulence structures 
(subgrid eddies) on the other hand are nearly isotropic and universal in character. 
Therefore, they are more amenable to general modeling. Hence, one models subgrid 
eddies and their interactions with large eddies [6]. Though, LES increases the range 
of Reynolds number to some extent, it is found to be only factors of 5-8 tim es faster 
than DNS.
In RANS, all the turbulence scales are time averaged over a short interval 
(compared to the mean flow time variations). Then, one models all the effects 
of turbulence on the mean flow. This forces one to deal with somewhat complex 
turbulence models since now even the large scale turbulent structures are to be 
modeled. DNS for simple flows are found to be important tools to refine RANS 
modeling so as to allow computations for realistic geometries. Although RANS 
approach is conceptually possible, the capability of present day massively parallel 
machines has prompted a greater interest in new DNS methods; especially to those 
with the massive parallel algorithm and the ones that can readily handle complicated 
geometries. Therm al Lattice Boltzman equation (TLBE) method is a new form of 
DNS, which fulfills these requirements in a very straightforward manner.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4In TLBE, one solves the full Navier-Stokes equations without any ad hoc as­
sumptions. Unlike conventional numerical schemes which are based on discretiza­
tions of macroscopic continuum equations, TLBE is based on the microscopic model 
and deals with the fluid dynamics from the kinetic level. However, as with the 
Boltzmann equation, TLBE describes the evolution of particle populations rather 
than attem pting to follow individual particle motion. Thus, it has the flexibility 
of traditional particle methods but has the numerical character of finite-difference 
schemes. Due to the m ajor advantages over conventional schemes, such as com­
plex fluids modeling capability, massive parallelism, and easy treatm ent of realistic 
boundary conditions, TLBE methods offer an attractive way of handling complex 
flow simulations. W ith the advent of massively parallel processor machines, they 
have become a promising new tool for turbulence simulations.
In this dissertation we shall be concerned with the theoretical development of 
TLBE methods to extend their applicability to a wider range. From a numerical 
aspect, we shall be interested in applications for Navier-Stokes turbulence simula­
tions. The aim is here to utilize their ideal simple parallel logic for implementation 
on multi-parallel processor machines.
Historically, TLBE method has evolved from the lattice-gas autom ata (LGA)[7- 
9]. LG A is a model based on a ficticious microscopic world consisting of a regular 
lattice with particles residing on the lattice sites. Particles moving on the spatial 
lattice in LGA are not actual gas molecules, but can be considered as large packets 
of individual gas particles lumped into a single macro-particle. There is no potential 
force between these macro-particles and the presence or absence of such a particle 
on each lattice link can be represented by boolean values of 1 or 0. In standard 
LGA models, the exclusion principle (no more than one particle is allowed at a 
given tim e and node moving in a  given direction) is imposed for memory efficiency. 
Time evolution of the system consists of a propagation step and a collision step.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5During the propagation step, the particles hop from node to node according to 
their velocities. While in a collision step, particles arriving at a  node interact and 
possibly change their directions according to scattering rules. The reason th a t the 
evolution of particles on a simple lattice can simulate the macroscopic behavior of 
Navier-Stokes flows is because the structure of these equations is fairly independent 
of the details of the underlying microscopic dynamics [7,8]. For example, although 
the configurations of molecular motion of water and air may be drastically differ­
ent, we know that we can describe the macroscopic motion of the two fluids by the 
same set of dynamical equations. The details of the microscopic interactions are 
therefore found to be unimportant. Though they do affect the transport properties, 
such as viscosity and thermal conductivity, it is known that they do not alter the 
basic form of the macroscopic equations as long as the basic conservation laws and 
necessary symmetries are satisfied. Realizing this universality of the Navier-Stokes 
equations, LGA models give up the irrelavant microscopic details, while still retain­
ing the basic ingredients of physical fluids. The fundamental idea here is to work 
with the simplest possible microdynamic scheme which is com putationally most ef­
ficient. From the conputational perspective, LGA models have shown promise as a 
possible alternative approach to fluid-like partial differential equations. Since onlv 
the nearest neighbor interactions are considered in both stream ing and collisional 
processes, the whole LGA system can be updated synchronously. Besides, as the 
rules mentioned earlier are implemented by simple boolean logic operations, utiliza­
tion of memory is highly efficient and the algorithm works fast especially on the 
massively parallel machines. And also, the method is found to be capable of han­
dling complicated boundary geometries, which are the major stum bling blocks for 
the conventional schemes. Some major draw backs however exist in the older forms 
of LGA and these include for example, non Galilean invariance due to the existence 
of a density-dependent pressure and inherent statistical noise th a t requires a spa­
tial or tim e averaging to obtain smooth macroscopoic quantities. To overcome the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6inherent problems of LGA, several of lattice Boltzmann equation (LBE) methods 
have been introduced.
LBE schemes axe intermediate methods between the  LGA and the usual macro­
scopic algorithms. As mentioned earlier, one can view LBE as a finite difference 
scheme for solving the kinetic equation. Space and tim e in LBE are discritized 
as they are in the LGA but real numbers axe used instead to represent the local 
ensemble averaged particle distribution. LBE as a  numerical scheme was first pro­
posed by M cNam ara and Zanetti [10]. In their model, the collision operator is the 
same as the one used in LGA. Higuera, Jim enez and Succi in Ref[ll] introduced a 
linearized collision operator that is a m atrix but which has no correspondence to 
the detailed collision rules. Statistical noise is completely eliminated in both LBE 
m ethods. However, the other problems, such as non-Galilean invariance, unphysical 
pressure term  due to the density dependence, remain since the equilibrium distri­
bution is still Fermi-Dirac. The lattice Boltzmann model proposed by Chen et al. 
[12] and Qian et al. [13] abandons Fermi-Dirac statistics. This provides a freedom 
rquired for the equilibrium distribution to satisfy isotropy, Galilean invariance and 
to posses a velocity-independent pressure. In these models, the collision m atrix is 
further simplified by condensing into a BGK form; a well known single time relax­
ation scheme first proposed by Bhatnagar, Gross and Krook. Based on the successful 
applications of lattice BGK models, Alexander et al. in Ref[14] have extended the 
applicability of lattice BGK approach to compressible therm al flows. The use of this 
scalar BGK collision operator, is found not only sufficient to be able to recover the 
desired nonlinear macroscopic (Navier-Stokes or therm al Navier-Stokes) equations, 
but is com putationally much more efficient.
For better understanding of the ideas behind these techniques, basic theories 
of conventional lattice hydrodynamic models will be presented in some detail in 
the following chapter. In chapter 3, the results of therm al lattice BGK simulations
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
on a  2D inhomogeneous turbulence will be presented. Utilizing the computational 
efficiency of currently existing thermal lattice BGK models, we shall resolve all 
fine structures in our simulation and shall demonstrate the determ ination of eddy 
viscosity and eddy diffusivity transport coefficients. These transport coefficients 
play an integral part in large eddy simulations at very high Reynolds numbers where 
DNS sinulations can not resolve all excited scales. In Chapter 4, we shall describe 
the formulation of TLBE model for a wider range of applicability. Most of the 
therm al lattice Boltzmann equation (TLBE) models which utilize the BGK collision 
operator, have an invariant Prandtl number (Pr  =  where y  and k are the shear 
viscosity and therm al conductivity respectively. In the sense of the flexibility of a 
fluid model, this is unfavored since in many situations one is interested in observing 
the change in transport of momentum and heat along with the variation of the 
P randtl number. For example, under appropriate conditions, the heat flux to walls, 
in Couette flows, can be a function of Prandtl number: for some range of Prandtl 
num ber, the heat flux is from walls, while in other Prandtl num ber ranges, the heat 
flux is into the walls. Therefore, there is interest in observing the change in flow 
characteristics with Prandtl number. This shall be accomplished in this work by 
extending the standard BGK scalar collision operator into a tensor collision operator 
with the inclusion of an additional free parameter in the off diagonal components 
[15,16]. With this additional param eter, the scheme now has a multi-relaxation 
process and generalization of relaxation parameters shall enable us to produce the 
density independent transport coefficients; which is a result well known from the 
classical kinetic theory of dilute gases. All previous lattice Boltzmann models have 
suffered from the problem of density dependent transport coefficients. Even though 
this poses no problem for incompressible flows, it is critical and must be handled for 
compressible fluid simulations. We shall also report on a TLBE simulation of the 
effect of Prandtl number variations on a free decaying 2D compressible turbulence. 
In Chapter 5, we shall describe a m ethod for stability analysis of TLBE models. In
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 6, we shall give a summary and concluding remarks.
I
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C hapter 2
B asic Theories o f  L attice  
H ydrodynam ic M odels
2.1 L attice  G as A u to m a ta
The basic two dimensional lattice gas autom ata models consist of identical 
particles moving on a regular FHP lattice. The sketch of FHP model is shown in 
Fig. 2.1, with arrows representing the velocity vectors and the exsistence of particles. 
For three dimensional problems, since there is no such lattice which may ensure 
isotropy in 3D space, one introduces a  four dimensional face-centered hyercubic 
(FCHC) lattice so tha t three dimensioned flow could be obtained by projecting from 
four to three dimensions. A three dimensional projection of FCHC lattice is shown 
in Fig. 2.2. In the simplest LGA models, all particles are assumed to have th e  same 
mass, momentum, and kinetic energy and are allowed to reside only at the  lattice 
vertices. There are b different particle momentum states allowed at each lattice
9
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site, associated with the directions to their nearest neighbors. An exclusion rule is
usually imposed, which requires that no more than  one particle at a given site can 
have a given m om entum .
If one uses n ,(x) (i =  1,..,6) to denote the particle occupation in state i at 
site x, then n* =  0 or 1. The microdynamical evolution of the system is described 
by the following microscopic equation:
and < ... >  denotes an ensemble average. Particle and momentum conservations 
are satisfied if A, =  0 and e«'A, =  0- This implies im portant conservation
n ,(x  +  e„ t +  1) -  n ,(x , t) = A , ( 2 . 1)
with
A, =  £ ( S' -  S) P{3 ( 2 .2 )
where A, represents the collision operator, which includes the creation or annihila­
tion of a particle in momentum state e t- and only depends on the information at the 
site x  at tim e t. s and s' on the rhs of (2.2) represent the local states before and 
after the collision, while P(s  —> s') is the transition probability from the state s to
The fluid density and momentum are defined as
(2.3)
(2.4)
with
A ,(x ,f) = <  n,-(x, t) > (2.5)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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T
T+l
Figure 2.1: Sketch of 2D LGA model (FHP). Arrows represent velocity vectors and 
the existence of particles. Particles move along the lattice link in propagation phase 
and redistribute in the collision phase.
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v4=0
■ " i ■ v4=+-1
Figure 2.2: Three dimensional projection of the elementary cell of FCHC lattice. 
The bold solid lines carry two particles, having speed u4 along the fourth dimension.
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relations for the boolean field:
Y  « .(x  +  e,-, t +  1) -  ^ n t(x ,f) =  0 (2.6)
t X
J 2  e ,n t(x +  e,-, t +  1) -  Y  e,-n,-(x, t) =  0 (2.7)
t  i
Averaging of the microdynamical conservation relations (2.6) and (2.7) leads to 
conservation relations for the mean populations
Y  JV,(x, +e,-, t + 1) -  Y  W (x, t) =  0. (2-8)
t  t
Y  e,yV,(x +  e:, t +  1) -  Y  e,-A’,-(x,0 =  0 (2.9)
t t
If the microscopic collision transition probability P in (2.2) satisfies the semi-detailed 
balance condition
£ P ( s - > s ' )  =  l, (2.10)
S
one can prove that the collisions will force the system to approach a local equilibrium 
described by the Fermi-Dirac distribution
N ?  =   r  : (2-11)1 +  exp(p  +  qe,.v)
with p and q determined from the conservation laws. In the case of small macroscopic
velocity v, compared to the lattice velocity e-,, it can be shown that the above
distribution can be expanded in powers of v  as
N i q =  £  +  ^ e ia.va + pG{p)Qia0Vavp + 0 {v3) (2.12)
where G(p) and Qiap are defined as
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Qia0 — eia&i0 ^ Z) ^  (2-14)
Here, the sub-indices a  and 0  represent cartesian components with summation over 
repeated subscripts. The actual mean populations Ni will be close to the equilibrium 
values and may be expanded in powers of a small param eter e:
A T , =  n !0) +  eNl l) +  0 (e 2) (2.15)
where is the mean equilibrium populations based on the local macroscopic 
variables p and v  as given in eqn(2.12). As in usual Chapman-Enskog calculations, 
the correction terms do not contribute to the local values of density, and mean 
momentum [17]: N - 1^ =  0 and £,• =  0.
To derive the macroscopic hydrodynamic equations, one starts with the con­
servation equations and expands both the Ar,’s and the finite difference in powers 
of e. Note that all finite differences must be expanded to second order: otherwise 
the viscous terms at the Navier-Stokes level will not be correctly captured. Time
and space derivatives will be denoted by dt and dQ w ith the sub-index a  =  1 D
representing Cartesian componets. For the multi-scale formalism, one makes the 
substitutions
da —> tda dt —> tdn +  (2.16)
To the leading order, in e, one finds 
0(e):
dn H  + d0 Y l  e,0N ?  =  0 (2.17)
t  t
dn  4- da ^  0iaepigNp  = 0  (2.18)
t i
substitution of the equilibrium values eqn(2.12), into (2.17-2.18) then yields Euler’s
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
15
non-dissapative macroscopic fluid equations:
dnp  +  da{pva) =  0 (2.19)
dn(nva ) +  80U.eq0 =  0 (2.20)
with the m om entum  flux tensor
c 2
n a/3 =  E  eiaei0N ‘q =  — p8a0 +  pG{p)Ta0-,sv-,vs +  0 {v4) (2.21)
where
Ta0-yS =  CiaCioQ t-yS = _|_ 9  ^ (^a&-r ~b <^*8 (2.22)
and G(p)  and Q^s  as given equations (2.13) and (2.14). Note th a t the correction 
term  in Eqn(2.21) is 0(e4) rather than 0(e3). This is because the odd powers of
v  do not contribute in LGA on the first order spatial derivative terms. Indeed it
follows from the parity-invariance of the lattice gas.
To pick up the transport phenomena of the fluid, one needs to proceed to the 
next order in e. Terms collected at this order are
0 (e 2):
dt2 E  N ?  + l- d n da E  N ?  +  dtldp E  e . ^ ' 9 +  \ d 0d^ei0e * N r  (2.23)
+dti E  +  8P E  e»0^ 1^  = 0
d t2 E  e i a N ‘q +  - d n dti E  e i a N ‘q +  d tid0  E  eiQe,7jiVte<J +  —808-, E  eiae.Tje^iV"7
i ~ : t “ t
(2.24)
+8n E ei*N}l) + 80^2  e ^ N l "  =  0
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Since, ^ =  0 e« < * =  0; when low-speed equilibrium form. eqn(2 .1 2 ).
is subsitiuted for N?q,s, one obtains
di2N =  0 (2.25)
and
dt2{pva ) + dp ^ eiQeipNll) +  - ^ T ap-,id^{pv^j  =  0 (v2) (2.26)
Eqn (2.25) tells one that there is no mass diffusion, while eqn(26) describes the 
momentum diffusion over long (0 (e-2 )) tim e scales.
Combination of equations of different orders in e then shows that the system ap­
proximates the following fluid equations:
dtp + da(pva) = 0 (2.27)
dt(pva ) +  d [pg{p)vQvp] =  - d QP  +  da{ u d ^ )  +  dp [p{davp +  d0va)\ (2.28)
with the pressure
P =  ^ ( l - < 7 ( p ) v 2) (2.29)
v  and p in eqn(2.28) are kinematic and bulk viscosities respectively. The factor g 
in the advective term  sould be unity to recover the Navier-Stokes equations, but 
it is not for earlier LGA models. This causes non-Galilean effects to appear. The 
incompressible Navier-Stokes equations are recovered only in the low Mach-number 
limit when tim e, pressure, and viscosity are rescaled by the factor g as:
t -+ tg(po), u — r (2.30)
9\Po)
However, since g(p) depends on density, this rescaling is consistent only for problems 
which have nearly constant density.
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2.2 L a ttice  B o ltzm a n n  eq u ation  (L B E ) m o d e ls
Because the dynamics of LGA is based on boolean variables, all the simula­
tions performed by this technique axe affected by the problem of statistical noise. 
To overcome this situation in a straightforward manner, LBE models abandon the 
boolean dynamics and switch to the Boltzmann equation:
Ni(x + e i , t  +  1 ) -  JV,-(x,t) =  &i(N) (2.31)
with a real variable N{. The problem of noise is therefore absent in this approach 
because A/, is a real variable and no ensemble average at all is needed to get the 
macroscopic fields.
Since only the physics in the long-wave length and low-frequency limit axe of 
interest, one can Taylor expand (2.31) in time and space, to obtain the following 
continuum form of the kinetic equation
dt N{ +  epiadaNi +  - e piaepx0Nt +  epxadadtN t +  - d t 2 Nx =  A,-( /V) (2.32)
Again, as described in the previous section, in order to derive the macroscopic 
hydrodynamic equations, one follows the Chapmann-Enskog procedure, which is 
essentially a formal multi-scale expansion
dt =  edn +  e.2dt2 dQ =  edQ (2.33)
in which the diffusion time scale £2 is much slower than the convection tim e scale, 
t\. Similarly, the actual mean populations is expanded in powers of a small 
param eter e
Ni =  N ' q +  cN?eq +  0 (c2) (2.34)
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Here N*q is the equilibrium  distribution which dependends on the local macroscopic 
variables (p and pv)  and satisfies the definitions =  p. E t e iN 'q =  pv. While.
N?eq is the non-equilibrium distribution function with the constraints Njieq =
0 , E .e .W r 9 =  0 .
Inserting N, into the collision operator A t, the Taylor expansion gives
A,(AO =  +  %±Np +  f | ( * f  ’ +  «<*>) +  (2.35)
For the equilibrium  distribution N ' q
A,((Ve?) =  0 (2.36)
Thus, when higher-order terms are neglected, one gets
Ai{N) = Aij iNj -  N ‘q) (2.37)
with
Aij = g j f  | „ 0 (2.38)
which is a linearized collision matrix evaluated at the zero velocity. Transition from 
the complete collision operator to the linearized form .4,j given in eqn(2.3S) greatly 
increases the memory efficiency of the scheme. W ith eqn(2.38), one can now write 
the LBE in a linearized form:
Ni(x. +  e,-, t +  1) -  /V,(x, t) =  Aij(Nj -  N ' q) (2.39)
Now, the choice of the quantities in (2.39) is no longer forced by the underlying 
boolean microdynamics as in LGA, but it is rather dictated by the macroscopic 
equations to be reproduced. This suggests that (1 ) the general elements AtJ depends 
only on the angles between directions and e_,, and (2 ) collisions conserve mass and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
19
momentum, i.e. Aij =  0 and J2i e , At_, =  0. Denoting the matrix elements Ai} by 
the ag such th a t e,.ej =  e2cos6, it is easy to verify that the mass and momentum 
conservations mentioned above are equilivalent to
cto +  2a6o +  2a 120 +  a iso =  0, ao +  a6o — 0120 — Oiso =  0 (2.40)
for FHP lattice. The independent coefficients ag can be expressed in terms of the 
non-zero eigenvalues of the m atrix since AtJ is a circulant matrix. The non-zero 
eigenvalues are
Ax =  6 (a0 +  aeo)i A2 =  - 6 (ao +  2ago) (2.41)
with multiplicities 2 and 1 respectively. In the case of FCHC. the corresponding 
equations are
a0 +  8a6o +  6ago -f 80120 +  Qiso =  Oi ao +  4a6o ~  4ai2o — aiso =  0 (2.42)
and
3 3
Ai =  6 (ao H— 2ago) +  aiso, A2 =  -(ao  — 2aiso), A3 =  -(ao  +  6 a90 -I- atg0) (2.43)
with multiplicities 9, 8 and 2 respectively.
The elements Aij can be exactly determined once the eigenvalues are specified. 
In both cases the eigenvectors are m utually orthogonal and do not depend on the 
m atrix  coefficients. The leading eigenvalues A. are associated with relaxation of the 
stress tensor and ultimately control the fluid viscosity while the remaining eigenval­
ues describe local relaxation of higher order moments which has no direct relevance 
to hydrodynamic variables [18].
In addition, LBE in this formulation yields the momentum flux tensor of the form:
X
UaP =  p g ( p ) v i a Vi0  +  pcs 2 1.0 - g ( p ) ^ (2.44)
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Therfore it is clear that the scheme has problems with lack of Galilean invariance 
and unphysical pressure terms due to the apperance of density dependence g factor. 
Restoring Galilean invariance (g =  1 ) will just maximize the pressure anomaly and 
it is obvious that both problems can not be fixed with a single choice for the value 
of g.
2.3  L attice  B G K  m od els
The rationale behind this BGK scheme is that since only a single eigenvalue in 
LBE has a direct physical meaning, the collision matrix can be more economically 
expressed just in terms of this single eigenvalue. As a result, the m atrix .4tJ, taken 
in BGK scheme can be assumed a scalar multiple of the identity
By substititing this formulation into the linearized LBE (2.39), one obtains the 
lattice BGK equation
yV,(x +  e„  t + 1) -  A\-(e„ t) =  - - ( N t -  N ' q) (2.46)
T
where r  is a relaxation param eter which controls the rate of approach to the equilib­
rium. If N{ and the finite difference in (2.46) are expanded as described in previous
sections, one obtains the following two continuous kinetic equations
0(e):
dtl N ' q +  eiadaN ?  = - - N j l) (2.47)T
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0(e2y
dn N \ l) + dt2N ?  + eiQdQN \l) + + \ e iae0dQdl3N ' q + etQdQdn N ?  + l- d 2txN t q = 0 (2.48)
after some algebra, one can rewrite the 2nd order equation as 
dt2N\eq) +  (1 -  - ) [ d n N l l) +  eiaaQ^ 1)] =  0 (2.49)
The zeroth and first moment integrals of equations (2.47) and (2.49), will then yield 
the following mass and momentum equations:
dtp + da(pvQ) =  0 
dt{pva ) +  d0Ua0 = 0
(2.50)
(2.51)
Here, Xla0 is the momentum flux tensor and has the form
n a0 = J 2 e<°e*  N ‘q + ( \ - - ) N jHi (2.52)
To specify the detailed form of Yla0, the lattice sturcture and the corresponding 
equilibrium distribution have to be specified. For simplicity and without loss of 
generality, one uses the equilibrium distribution of the form
P 1 + +
2 cl -  &O0) (2.53)
This expansion is however valid only for small velocities, or small Mach number 
M  where ca is the sound speed. The parameter p is the square modulus of the
particle’s velocity e,-. The requirements of isotropy of a 4th rank tensor of velocity 
and that of Galilean invariance impose some constraints on the weights tp, which 
are model dependent. Some values of tp for the family of models with b velocities 
on a d dimensional lattice (denoted DdQb), from Ref[19], are given in table 2.1 for 
easy reference.
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By inserting (2.53) into eqn(2.52), one finds
H  eiaei0 N 'q = P8a0 +  pvQv0, (2.54)
i
Il^Jj =  (1 -  ^ )  S  eiaei0N \ l) =  v [da{pva) +  d0{pvQ)\ (2.55)
:
where P  =  |  is the pressure, which gives a constant sound speed, u =  2^Tg~^ is 
the kinem atic viscosity. W ith equations (2.54) and (2.55), the momentum equation 
(2.51) now reads
da{pva ) +  da{pvav0) =  - d QP  +  ud0 [d0{pva ) +  da{pv0)\ (2.56)
In the incompressible limit, (2.50) and (2.56) are exactly the same as Navier-Stokes 
equations.
It should be noted however that the calculations presented above are exact 
only up to  the first order in t. At the 0 (c 2) Navier-Stokes level, the m om entum  
equation (2.56) is associated with an additional dissipative expression. Instead of 
Naver-Stokes equations, the macrodynamics of the modeled fluid is actually governed 
by
dt(pva) + d0(pvQv0) = - d aP  +  ud0[d0{pvQ) +  da (pv0)\ +  ad0d^{pvQv0v^) (2.57)
with a  =  ( |  — r). Since the ratio of this nonlinear term  to the linear viscous term  in 
the usual Navier-Stokes equation is proportional to  the square of the Mach number, 
the dynamics of the modeled fluid may deviate significantly from that of the real 
fluid when the Mach number of the flow is not small [20].
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Table 2.1: Values of weights t p for DdQb models
Model to ti t2 tz t4 C'l
D1Q3 2/3 1 / 6 0 0 0 1/3
D1Q5 1 / 2 1 / 6 0 0 1 / 1 2 1
D2Q7 1 / 2 1 / 1 2 0 0 0 1/4
D2Q9 4/9 1/9 1/36 0 0 1/3
D4Q25 1/3 0 1/36 0 0 1/3
2 .4  T h erm al L a ttice  B G K  m od els
This section introduces a lattice BGK scheme capable of modeling thermo­
hydrodynamic flows. Pionneer work on two dimensional therm al model was first 
introduced in Ref[14]. Previous attem pts at developing therm al models have ex­
clusively invloved lattice gas autom ata whose Fermi-Dirac equilibrium distribution 
do not have sufficient flexibility to guarantee the correct forms of momentum and 
energy equations.
The governing equation of thermal lattice Boltzmann model in local micro­
scopic units of length and tim e takes the generic form
jVpx(x +  ep,-, t +  1) -  iVpi(x. t) =  A P; i =  1 ,..., 6P (2.58)
This describes the evolution of the mean particle population Npi in the discrete 
phase space. Notice th a t an additional sub-index p is introduced here to represent 
sub-lattices with different lattice spacings, while i as usual denotes the lattice links. 
Thus, the lattice vector e px represents the velocity of moving particles in the system 
with the speed on each sub-lattice |epx| =  y/p. For a 2D hexagonal lattice, bp =  6 as 
each lattice node is connected to 6 other spatial sites. Strictly speaking, one should 
call this a triangular lattice since a hexagonal lattice has actually only 3 lattice links.
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To recover the correct form of the tem perature equation, the velocity expansion 
of the equilibrium distribution function at the low speed limit requires higher orders 
terms (at least up to third order)
N g  =  p(Ap + Bp(epi.v) +  Cp(ep,.v) +  Dpv 2 +  £ p(ept-.v)3) (2.59)
where the coefficients Ap, Ep are functions of the therm al energy e. All thermo
hydrodynamic quantities are defined by the moments of Npi
P =  £  N»  (2-60)
Pi
pv  = '£ t ep,Npt (2.61)
p«
Pie +  ^ v2) =  \  E  eP« AP‘ (2-62)
p«
where p and v  are fluid density and mean velocity respectively as before and £ is 
the tem perature.
The continuous macroscopic conservation relations of the lattice BGK modeled 
fluid can be derived by using the Chapman-Enskog multi-scale techniques discussed 
in the previous sections. Assuming such a scale separation exists, one applies the 
Chapman-Enskog expansion to eqn(2.58) to get the following kinetic equation to 
the leading order:
(d„ +  eri aaa)N% = - iA '™  (2.63)
Zeroth and first moments of (2.63)
£ ( 8 .> +  eri„da )N;', = - - ■ £  /V»> (2.64)
rp: pi
£  +  epied0)N «  =  - i  £  epi„ N ^  (2.65)
T
p t  p i
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then give the following mass and momentum equations:
dn p + da{pvQ) =  0 
da[pva) +  d3UeJ0 =  0
( 2 .66 )
(2.67)
with the momentum flux tensor
= - £ e r„eril)X ; i (2 .68 )
Using the given in eqn(2.59), one finds
n a/3 =  -fiPe^3 +  PV° L'-: (2-69)
therefore, the leading order momentum equation (2.67) becomes
dQ{pvQ) +  d3{pvai-3) =  -jjdaP (2.70)
with the pressure P  =  ps. To derive the tem perature equation, one considers the 
integrated kinetic equation
(2.71)
Here, the derivation proceeds as follows,
(2.72)
(2.73)
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Substituting Eqns(2.72) and (2.73) into Eq(2.71) gives
2
d n { p e )  +  da{p£va) =  - — pedQva, (2.74)
which is the correct form of energy equation at the Euler level advection tim e scale.
Now, one needs to proceed to the next level as Navier-Stokes equations are the
second-order approximation for which the space gradient effect is accounted. Using 
the first order equation, terms kept a t this order can be simplified to
dt2^ pi +  {dti +  ep ipdp)N ^  — — (<9(i +  ePi p d p )N ^  =  0 (2.75)
Zercth and first moment integrals of (2.75) yields mass and m om entum  conservation 
equations
dt2p =  0 (2.76)
dtiipva) + =  0 (2.77)
=  (2.78)
P>
To determ ine in terms of the equilibrium distribution function, one makes use 
of first order equation.
n aJ =  (! ~  ^ )  5Z eptaept0 (—r(d a +  epi^ ) N ' ? )  (2.79)
p«
Here, the interm ediate steps are:
=  dn pe5a0 +  pvavQ)  (2.80)
2 2 
=  ^ d n ( p e ) S ol3 -  [Vadbeta{pz) + v0da(p£)\ +  0 ( v 2d v )
4 2 2
-  - - £ p P £ { d y V ^ 8 a0 -  — d y {p£V^)5a0 -  —  [v a d 0 { p £ ) +  v 0d o {p£) \
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d'T '  e p ia e p i0 e p i - t ^ p i  ^  — 9-y *F v a& a0  +  0 ( t ’3 ) (2.81)
-  ~Q [d-,(pev-,)6a0 +  dQ(pev0) +  dp{peva))
when these expressions are substituted into Eqn(2.78). the final form of m om entum  
equation of e2 becomes
1 2 / _  2
dt2(pva) -  dp
2   \ i
(r  -  o ) j j P £ [?°v0 +  d0v« ~  j = 0 (2.82)
For the derivation of the tem perature equation, the integrated equation is 
rewritten into the following expression for convenience
d a t e )  +  ( i  -  j ; )  d°Qil) + =  o (2.83)
with 11$ given in (2.78) and Qa is the heat flux tensor defined as
^ (1_27)2^^ep,Q-V^( i )p> (2.84)
this can be evaluated using the first order equation to get
Q a ] =  U  ~  H  elieP'° ( ~ T -r epipdp}N'?
p* \  p> ,
Here, two terms appearing in the bracket are calculated as follows,
2{D + 2)
3 [ E ‘ l  , w v ; ?  =  d»
p« D2
4(D + 2) 
D2
- p £ V a + 0(V3)
:dQ(ps) +  0 {vdv)
(2.85)
(2.S6)
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and
a, = a
p«
4{D + 2) _2
D2 
4(D +  2)
> r 2< ^  +  0 (u2) (2.87)
Z) 2 dQ(pe ) +  0{vdv)
using these expressions, the tem perature equation at this order is obtained as follows. 
2(D +  2 )
dt2 (/9£) ~  do Z>2
-pe (2 .88 )
( j  ~  {davp +  d0va) dQv0 +  pe ( t  -  (d0v0)2 =  0
The final form of mass, momentum and energy equations are obtained by merg­
ing equations of different orders, namely Eqn(2.66) and Eqn(2.76), Eqn(2.70) and 
Eqn(2.82), Eqn(2.74) and Eqn(2.88). The resulting equations read as
dtp +  dQ{pva) =  0 , (2.89)
dt{pva) + d0{pvQv0) = - d aP  -1- d0 [p(dav0 +  d0vQ)] da{ \ d ^ ) ,  (2.90)
dt{pe) +  da{pevQ) =  - P d 0v0 +  da{KdQe) +  p(dav0 +  d0va )dQv0 +  X(d0vQ)2 (2.91)
where, the scalar pressure is defined as
P =  I  pe (2.92)
The shear and bulk viscosities and heat conductivity are identified as
M =  -  j ) (2.93)
A =  ~  5> (2.94)
2 (£> +  2 ) , 1 . 
=  D2 0 ^  j* (2.95)
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Again, it should be pointed out that the momentum and energy equations 
(2.90) and (2.91) axe associated with nonlinear deviation terms. At the m om entum  
level, the deviation term has the same form as in the previous section while the 
deviation term s in the energy equation have much more complicated structures. 
Their explicit forms are given in Ref[2l].
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C hapter 3
TLB E  approach to  turbu lence
In this chapter, to demonstrate the validity of therm al lattice BGK techniques 
for turbulence simulations, we consider a two-dimensional (2D) free-decay turbulence 
induced by a double velocity shear layer.
2D turbulence is an excellent area in which to test theories and present novel 
com putational schemes. This is not only because the required computational re­
sources are currently available, but because 2D turbulence presents dram atically 
different properties from 3D turbulence. In particular, in 3D turbulence, there is 
a direct cascade of energy to smaller and smaller scale structures till destroyed by 
molecular viscosity. However, in 2D turbulence, the energy cascade is in the oppo­
site direction (an inverse cascade) so that larger and larger scale structures form in 
time.
Here, we consider the evolution of a sharp tem perature gradient front in the 
presence of the  double velocity shear turbulence, w ith the dynamics governed by the
30
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following compressible fluid equations
dtp + da{pva) = 0 (3.1)
dt{pva) = dp(pvavp) = - d P  +  da( \d yvy ) +  dp [p(dav0 +  dpva)] (3.2)
dt{pe) +  da{peva) =  —PdQvQ +  5q(k5qc) +  p{dav3 +  dpva )davp 4 - A (dpvp)2 (3.3)
where p is the neutral density, v  is the fluid mean velocity and e the tem perature. 
The transport coefficients are the shear viscosity p, the second viscosity A and the 
thermal conductivity k .
To recover Eqns(3.1-3.3) in 2D under Chapman-Enskog procedure, we use 
a linear kinetic 13 speed therm al lattice BGK model, and we solve this on the 
hexagonal lattice. The equilibrium distribution function Arpf, is taken to have a 
form of a truncated power series in v
=  Ap +  B p{epi.v) +  Cp(ept.v )2 +  Dpv 2 +  £ p(epi.v )3 (3.4)
For 2D hexagonal lattice, in cartesian coordinates.
cos ( ^ 27r(z’ ~  1)) - sin Q 27r(i -  1))e p» =  P (3.5)
the coefficients A p, Bp, .., Ep of Npf  are functions of the mean density and mean 
tem perature and are determined from a Chapman-Enskog expansion,
A0 =  p(l — +  - t 2), Ai  =  ^pc( 1 — -c  A 2 = —— p^(l -  6s)
S i  =  j p ( l -  § * )  B 2 =  - i p ( l - 6 £ )
Cl =  |/»(1 -  2e) C, =  - ^ ( l - 9s)
Bo =  p{—^ +  3e) Di =  — o £) B2 =  j ^ p {  1 — 6e)
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Ei - 4 ' -  4  , 3 -6)
Simulations are performed on a 1024 x 1024 lattice grid with a choice of re­
laxation param eter r  such that the Reynolds number Re =  -~ pp ~  2555. Here VQ 
and Lq axe the mean macroscopic velocity and the energy-containing length scale 
respectively and has the values of 0.08 and 1024 in TLBE units. To resolve any fine 
scale structures adequately, one requires that the dissipation length scale L<i >  3 
cells (in TLBE units) where (in 2D)
(X7)
In this sim ulation Ld ^  20 cells so that any fine scale structures generated by the 
turbulence are well resolved. It is also convenient to relate the microscopic TLBE 
time step to the  macroscopic eddy turnover time:
TTLBE Lo 1 /Q Q\
t   -  oZT7 ~  203  ‘ (3-8 )
■*-sp ec tra l —il m 3
Thus, it takes approximately 2000 TLBE time steps for one eddy turnover tim e 
and from hereon the times will be expressed in units of an eddy turnover time. For 
simplicity, periodic boundary conditions are imposed on the 2D domain which is 
renormalized in the plots to 0 <  x <  50. 0 <  y <  50.
An initial random perturbation is applied to the double velocity shear layer 
shown in Fig.(3.1) as well as to the initial tem perature profile, Fig(3.2). The double 
velocity shear layer will give rise to two classes of vortices with opposite sense of 
rotation: those vortices with u  =  V  x v in the + z direction (“co-rotating vorticies” ) 
arise from the shear layer around Y = 30, and those vortices with ui in the -z 
direction ( “counter-rotating vorticies” ) arise from the shear layer around y =  2 0 . 
The evolution of the mean velocity is shown in Figs(3.3-3.8), while that for the
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tem perature is shown in Figs(3.9-3.11). The co-rotacing vorticity countours are 
drawn with full lines, while the counter-rotating vorticity contours are drawn with 
dashed lines.
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DOUBLE SHEAR LAYER
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0 .5-0 .5 0 11
Figure 3.1: The initial unperturbed velocity double shear layer at time t =  0 nor­
malized to the mean velocity V0 =  0.08. For convenience, the 2D box is normalized 
to 1 <  x, y <  50.
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Figure 3.2: The initial unperturbed Gaussian tem perature profile at tim e t =  0. 
The tem erature profile is non-zero for 19 <  y <  31.
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From Figs(3.3-3.8), one sees the development of large scale vortex sturctures. 
This is the signature of 2D flows: inverse cascade of energy to large scales. The 
vorticity contours show considerable noise in the shear layers at t =  0.3 (Fig. 3.3) 
which quickly transform to weakly undulating vortex layers (c.f, Fig. 3.4 at t =  3). 
Strong vortices within the shear layers then form from coalesence of smaller vorticies 
(Fig. 3.5 a t t =  4.5). These vorticies increase in strength and size so that the shear 
layers interact strongly with each other (Fig. 3.6 at t =  6 ) till the layers break up 
(Fig. 3.7 at t=  9) and the vorticies fill the 2 D space (Fig. 3.8 at t =  15).
The tem perature profiles are shown in Figs(3.9-3.11). At t= 3 , there is a signif­
icant tem perature trough due to the counter-rotating vortex layer centered around 
y =  20 (Fig. 3.9a). The intense localized vorticies around y =  10 and y =  38 give 
rise to  sharp tem perature peaks in Fig. 3.9b (at t =  4.5) and the 3 vorticies in each 
layer create their respective valleys in the tem perature profile. This is clearly seen 
at t =  6 (Fig. 3.10) and at t =  9 (Fig. 3.11) where the tem perature profiles are 
shown from a different perspective. The corresponding vortex patterns are shown 
in Figs. 3.6 and 3.7 respectively.
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Figure 3.3: The vorticity contours at t =  0.3 eddy turnover times. Some pertur­
bations are also induced around y =  50. Co-rotating vortices axe drawn with solid 
lines, while counter rotating vortices are drawn with dash lines.
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Figure 3.4: The vorticity contour at t =  3. Co-rotating vortices are drawn with 
solid lines while counter-rotating vortices are drawn with dashed lines.
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Figure 3.5: The vorticity contours at t =  4.5. Large scale vortex structures are 
distorting the shear layers. Co-rotating vortices axe drawn with solid lines, while 
counter-rotating vortices axe drawn with dashed lines.
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X
Figure 3.6: The vorticity contours at t =  6 . Strong coalescence of vortices, a 
tradem ark of 2D turbulence. Co-rotating vortices are drawn with solid lines, while 
counter-rotating vortices axe drawn with dashed lines.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 3.7: The vorticity contours a t t =  9. The sheax layers have lost their identity. 
Co-rotating vortices are drawn with solid lines, while counter- rotating vortices are 
drawn with dashed lines.
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X
Figure 3.8: The vorticity contours at t =  15. Space-filling vortex sturctures: Co- 
rotating vortices are drawn with solid lines, while counter-rotating vortices are drawn 
with dashed lines.
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Figure 3.9: The tem perature profile at (a) t =  0.3 and (b) t =  4.5.
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Figure 3.10: A different perspective of the tem perature profile at t =  6 . The correla­
tion between the vortex structures at t =  6 , Fig .6  and the valleys in the tem perature 
profile is apprant. This correlation is also present at t =  4.5.
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Figure 3.11: The tem perature profile at t =  9. Again there is strong correlation 
with the location of the vortices, Fig. 7.
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Our TLBE simulation reported here can be viewed as a DNS approach to 
turbulence in which all the physical scales of the motion axe to be resolved so that 
there is no need to resort to any modeling. This is because we have used 20 cells to 
resolve the viscous dissipation mechanisms when even 3-4 cells would be sufficient.
However, for strongly turbulent flows at high Reynolds numbers, TLBE (as 
well as any other DNS schems) will be unable to resolve all the spatial scales excited 
by the turbulence. This has led to the development of Large Eddy Simulations (LES) 
of strong turbulence. In LES, as discussed in the introduction section, one abandons 
the attem pt to follow the detailed evolution of all scales, but rather solves only for 
the evolution of the large scales. The small (subgrid) scale motions are modeled; 
typically by some enhanced transport coefficients. Thus, in LES, one filters out 
information over some spatial scales of width 2A, say, by introducing a normalized 
filter function G(x — f, A). The laxge scale (or “filtered” ) velocity field, <  v  > is 
then given by
/•x+A  ry + A
<  v (x , t) > =  I d^x dfyG ( x - f ,A ) v ( f , f )  (3.9)
J r —A «/y—A
where
/•r+ A  ry + A
/  /  d£yG ( x - f ,A )  =  l (3.10)
Jx—A Jy—A
The total velocity field
v (x ,f)  = <  v(x , t) >  + v '(x ,f ) , (3 .1 1 )
where, v ' is the subgrid scale velocity and it caxies velocity information on spatial 
scales smaller than 2A. One proceeds similarly for the tem perature field. An area 
averaged filter is
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[ ( A -)2 if |x  — f | < A;
G ( x - e , A ) =  V2^ ; (3.12)
I 0 , otherwise
If one averages the macroscopic mementum equation, the resulting filtered 
momentum and energy equations axe not closed because of the  appearance of the 
density weighted subgrid correlations terms
<  pv\v'- >  , <  pv^e' > (3.13)
In standard LES closure schemes, these subgrid correlations are approximated by 
either a Smagorinsky type eddy transport ansatz or by higher order gradient terms. 
Under a Smagorinsky closure, as utilized in the kinetic theory of transport, the local 
eddy viscosity i/c(x, t) is then defined by
< p (x ,f)u '(x ,f)u '(x ,t)  > =  - v c(x , t )  (^ qJ '  > +  9  >  j  (3.14)
for the off-diagonal components of this density-weighted Reynolds stress. The local 
eddy diffusivity /c(x, t) is similarly defined by
<  p ( x , t) > =  -/cc(x, t (3.15)
Using these definitions, these local eddy transport coefficients can be directly 
determ ined from our TLBE simulations. For the results shown here on the 1024 x 
1024 grid, the half-filter width was chosen such that A =  30. T he generic structure of 
the overall spatially averaged transport coefficients for 2D turbulence is known (and 
verified by the eddy dam ped quasinormal Markovian model): because of the inverse 
cascade of energy in 2D, there should be considerable regions of x-space in which
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the eddy viscosity is negative, while the eddy diffusivity should be predominantly 
positive. There are also some very recent forced 2D incompressible, homogeneous 
low Re pseudospectral simulations that determ ine the Fourier transform of the eddy 
viscosity //(A:, t —► oo). In determining this steady state eddy viscosity, a maximal 
wavenumber kc is introduced. The subgrid scales in wavenumber space, now corre­
spond to modes with k > kc where kc ~  In these simulations, it is found that 
the eddy viscosity
u{k) <  0 i f  k / k c < 0.8; (3.16)
u(k) > 0  i f  0 . 8  < k / k c < 1 .0 ,
In contrast to these forced incompressible homogeneous steady state results, we 
will display the detailed spatial dependence of the eddy transport coefficients v  and 
k on x  from our free decay inhomogeneous TLBE simulations. For convenience, the 
results are again plotted on renormalized axes 0 < x , y  < 50 and in eddy turnover 
times.
At t =  0.3, there is much activity in the transport coefficients around y = 10 
and y =  40. T he eddy viscosity is predominantly negative (Fig. 3.12) while the eddy 
diffusivity exibits well organized regions of negative (y =  10) and positive (y =  35) 
behavior as well as mixed sign (y =  40, Fig. 3.13). At t =  3, the eddy viscosity shows 
more pronounced and wide spread negative behavior, with the maxima in negative 
peaks over a  magnitude greater than the m axim a in the positive peaks(Fig. 3.14a). 
On the other hand, the m ajor nonzero regions of the eddy diffusitivity are quite well 
confined around y =  15(Fig. 3.14b) with positive regions outweighing the negative 
regions. This type of behavior, but not as pronounced, is also seen at t =  6 (Fig. 
3.15) with eddy diffusitivy showing more negative behavior localized around y =  25 
(Fig. 3.16).
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Thus, we see th a t the transport coefficients display the expected behavior for 2D 
flows, although the eddy diffusivity displays regions of negative sign. However, it 
is difficult to correlate the behavior of the transport coefficients with the vortic­
ity contour or tem perature profiles. This could be a signal that the Smagorinsky 
approximation, Eqn(3.14) may need to be augmented by higher order (nonlinear) 
terms in a</ J ,> in order to accurately model the effect of Reynolds stresses in large 
eddy simulations.
The computations have been performed on the 16 processor CRAY C90 vec­
tor supercomputer at Livermore which has a maximum speed of 930 Mflops per 
processor for executing a multiplication operation. Under SPP (Special Parallel 
Processing) dedicated mode, our 2D periodic TLBE code has achieved an average 
speed of 603 Mflops per processor with a parallelization that yielded a concurrency 
of 15.67 CPU/wallclock tim e ratio. This corresponds to a code parallelization of 
99.8%.
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Figure 3.12: The eddy viscosity profile at t =  0.3. (a) positive perspective and (b) 
a negative perspective.
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Figure 3.13: The eddy diffusivity profile at t =  0.3. (a) positive perspective and (b) 
a negative perspective.
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Figure 3.14: The eddy viscosity profile from (a) the negative perspective and (b) 
the eddy diffusivity from a positive perspective at t =  3.
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b)
Figure 3.15: T h e  eddy  viscosity profile at t =  6. (a) positive perspective, and (b) 
negative  perspective.
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Figure 3.16: The eddy diffusivity profile at t =  6. (a) positive perspective, and (b) 
a negative perspective.
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C hapter 4
E xtension  o f T L B E  techn iques for 
flows w ith  arbitrary P ran d tl 
num ber
4.1  T L B E  w ith  e x te n d e d  co llis ion  o p era to r
In nearly all conventional TLBE (and incompressible LBE) models, one solves a 
linearized Boltzmann equation with the simplified collision operator which takes the 
BGK form —^(N pi — N ‘i).  Though this scalar single relaxation collision operator 
is sufficient to recover the nonlinear transport equations under Chapman-Enskog 
expansions, it forces the eigenvalues for the momentum and energy transport modes 
to be identical because of the Kronecker tensor 6 , j  in rhe collision m atrix. Therefore, 
these models have an invariant P randtl number.
In this chapter, to handle flows with arbitrary P randtl num ber, we general-
50
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ize the scalar BGK collision operator into a circulant matrix with the inclusion of 
another free param eter 6 in the off-diagonal components [15,16]
= — (AT* -  A # ) -  - £ e rtaepla(Nrl -  N $ )  (4.1)
T °P CP j
= - $ Z j  -  * 3 )
Here, A pt- is not defined by the scattering rules as in LGA, but by enforcement 
of certain sym m etry requirements. As a result, A.y is symmetric, cyclic with the 
non-zero eigenvalues
At =  1 (4.2)
A2 =  (1 +  — ) (4.3)
of multiplicities 4 and 2 respectively for the hexagonal lattice. The equilibrium 
distribution N** is assumed to be a truncated power series in the mean velocity v
N pi = A p + #p(eP«'v ) +  Cp{epiv ) 2 +  DpW1 +  £ p(eptv)3 +  Fp(epi)v2 (4.4)
with coefficients A p, BP,. . . ,FP which are functions of the mean density p and mean 
tem perature e: where
P = Y , Nv* (4-5 )
p«
p v = ^ e p,Arpt (4.6)
p<
pe =  ^ 5 Z ( ep«‘ “  v )2yVP‘ (4‘7)
“  p«
The constraints imposed on N ‘* and the collision matrix Apt are such th a t the local 
collisions! invariants Y Pi Apt- =  0; H Pi A Piep: =  0 and Y Pi \ i el t — 0 are satisfied at 
each nodal site. Further physical constraints are also imposed: in particular, one 
must impose Galilean invariance and requires th a t the pressure be independent of 
the mean macroscopic velocity.
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To recover the desired thermal Navier-Stokes equations, we first translate the 
discrete lattice Boltzmann equation into the continuous space and tim e form by 
Taylor expanding the governing kinetic equation in the long wavelength and the low 
frequency limit:
dtN pi +  epiadaNvi +  - d f N Pi +  t PiadadtNPi +  — epiaepi0dadgNPi =  A px( N)  (4.8)
where the sub-indicies a  and 0  represent Cartesian components with summ ation over 
repeated subscripts. Then we apply the Chapmann-Enskog procedure, assuming 
the following multi-scale expansion for the tim e and spatial derivatives in a small 
quantity e
dt —> cdti +  C25(2 dQ £da (4-9)
t is, in essence, the Knudsen number. We also expand the distribution function as
Ap. =  KT + A  p.* (4.10)
with A'<°' =  N £  and A # 1 is the perturbative part of the distribution function.
Substituting the above expressions into (4.S). yield
O ( e ) :
(ft. +  e * A )A ?7  = — <4-U )
j
0(c2):
dtiN^l  +  (dti +  epiada)NpP +  —(dti +  eptada)2 Np‘q^  =  0 (4.12)
Then by taking the zeroth and first moment integrals of eqn(4.11):
B f t i  +  e**9a)N3  =  - -  E  E  ^ X l) (4-13)
p i  p i  j
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51 epia,(dn + ept0dp)Np- = 5 1 5 1  €pia A{j 1 ^  (4.14)
pi pi j
we obtain the following mass and momentum equations:
dap  +  da{pva ) =  0 (4.15)
dn (pva ) + d0U ?  =  0 (4.16)
with the m omentum flux tensor
(4.17)
Pi
which we express in terms of the hydrodynamic quantities
2 
DIIap -  + Pv° v3 (4.18)
with (4.18), the momentum equation (4.16) now reads
dti{pva ) +  d0{pvav3) =  ~ j j d aP  (4.19)
Here we have identified the velocity independent portion of the m om entum  flux 
tensor in (4.18) as the pressure P, with P = pe: i.e. we find the equation of sta te  
for an ideal gas.
The derivation of the energy equation starts from the integrated kinetic equation
3« ( e  ( e  =  o (4.20)
Here, the two terms appearing in the bracket are calculated as follows,
3.. f c  =  3.:(2pe +  p v 7) (4.21)
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dn (2pe + p v2) =  2dn (p£) -  ^ v ada {pe) -  da(pv2va ) (4.21)
d<* ep . W Vp.gj  =  d £  ~- p z v* +  pv2va^  (4.22)
with (4.21) and (4.22), the energy equation (4.20) becomes
dn [pz) +  da(pevQ) = - P d Qva (4.23)
Equations (4.15), (4.19), and (4.23) are the Euler’s equations for inviscid fluids.
From e order equation (4.11). we find the expression for the perturbed distribution 
function in term s of the equilibrium N ' q. i.e
—T(dti +  epiQda )Npq - £ ( ^ q  +  - —j e piaepja) i \ p^  =  £  A q A p]1 (4.24)
j °pcp j
W ith .4~l (the inverse m atrix of .4t-j), we rewrite eqn(4.24) as
— ~ £  •4i71(5(i +  tpjada) i \ pj  = Ap, * (4.2o)
J
Now to recover the transport terms at Navier-Stokes level, we proceed to second 
order in e. At this order, the derivation of mass equation can be still proceed 
without any difficulty,
dt2p = 0 (4.26)
To derive the m om entum  transport equation, we start from the following first mo­
ment integral of eqn(4.12)
dt-2 £  e p t c , h p i +  £  e Pi a { d u  +  ept jdj j jYp^  — —  £  eptct(dn  +  ep,j<9j) £  A tJ A p ] ’ - 0
pi  p i  pi  J
(4.27)
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we reduce (4.27) to
dt2(pva ) +  d0n (^  =  0 (4.28)
with the momentum flux
ni'J =  (4.29)
pi pi j
since the circulant m atrix A{j in (4.3) satisfies the eigenvalue relations
y ^pia^piffAij — XiepjaGpj)g (4.30)
i
epiepiaA ij ~  ^2epjepjo (4.31)
t
we can simplify eqn(4.29) to
=  (1 -  (4.32)
Pi
with the help of eqn(4.25), we determine Il^ j in terms of the equilibrium distribution 
function
n oJ =  (1 “  52 ev^piP A 73l(dn +  ePJ, d , ) N ' ] j  (4.33)
Now we calculate:
epiaepipNpi = ^ 2 epiaepi0 \ ~ T XZ A ij (^tl +  epj-yd-y)ATpj ] (4.34)
pi pi
—  yj- + -^y y~! e P i ^ e p j 0 e P ] i ^ l i  j
since
2 4 2
dtiRap -  —pd-yipev-r)£> -  j p p e d ^ 8 a0 -  — (v0dape +  vQd0pe) (4.35)
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and
dy )  ’ e pio£pt73e pt-y — JJ [dy{p£V^)6a0 -+- da(p£Vp) +  dp(pEVa )] 
pi
(4.36)
we obtain the finai expression for the 0 (e 2) momentum equation
1 , 2  „ 2
2 ) jjP^ ( ^ aV0 ^PV<* jjdyV^Scp'^j =  0 (4.37)
The derivation of second order energy equation needs some additional care. 
To make the identification of subsequent derivations easier, we first rewrite the 
integrated second moment equation into the following expression
dt2(p£) + dQ{ol)+davpU.{Qli = 0 (4.38)
where is the momentum flux tensor as in eqn(4.32). QW  is the heat flux tensor 
defined as
“  pi
( 1) (4.39)
Again, as in the case of the derivation of the momentum equation, terms with 
the non-equilibrium components of the distribution function N must be evaluated 
using equation (4.25).
Q a ] =  (1 ~ | - r E V ( 4  +  ePj p d p ) N ^ (4.40)
with the help of the eigenvalue relation (4.31), we rewrite this in terms of macroscopic 
fluid quantities
EE eliep i°K i  = ~ r
p*
(4.41)
since
4 fn  j .9 )
d t i Y ^ el i epi°N pi -  D2 “ £da (pe) +  0 { v d v ) (4.42)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
dp 2  eliepiaepipNpi — ^  da(p£2) +  0{vdv)  (4.43)
Pi
we found the energy equation to 0(e2)
da(pe) = S.  [ ^ ( t  -
-  ^){dQv0 +  d0va )dav0 -  ~  \ )(dpvp)2 (4.44)
By combining the equations of 1st and 2nd order in e, we find the desired 
macroscopic fluid equations
dt +  da(pva ) (4.45)
da(pva) + dp{pvavp) = - d aP  +  da ( X d ^ )  +  dg[p(dav 0 + d0va)] (4.46)
dt{pe) +  da(pevQ) =  - P d avQ + dQ{KdaT )  +  p{dQv0 +  d0va)dQvp +  \ {d 0v0)2 (4.47)
On identifying the transport coefficients in (4.45)-(4.47) with the corresponding 
terms in therm al Navier-Stokes equations, we determine the values of shear viscosity 
p. and therm al conductivity k
p = pe{ T " - ^ )  (4.48)
■i 2k =  2 ^ ( f  -  i )  (4.49)
On choosing the relaxation times
(
p 2r =  ( ^  +  h  (4.50)
4 p 2
* =  (-— £ - - - )  (4.51)
Kq +  p T
we obtain the final transport coefficients
p — pot (4.52)
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k =  Kq£ (4.53)
where «o(£) is an arb itrary  function of the tem perature e, while no(e) =  qk 0(£) with 
a  =  const. The P randtl number is then
Pr  =  a  = arbitrary  (4.54)
«o(e)
Note that the transport coefficients (j. and k axe independent of density but are 
functions of tem perature, as is necessary from standard kinetic theory [22]. The 
above choice of tem perature dependence of fio is dictated by the gas kinetic theory 
in which it is shown th a t the tem perature dependence of the transport coefficients are 
the same [22]. If Ko and hq are chosen to be constants (as in our simulations), then 
the transport coefficients have a linear dependence on e. This is the tem perature 
dependence derived in standard kinetic theory for Maxwell molecules.
4.2 S im u la tio n s  for variab le P r a n d tl num ber Tur­
b u len t flow s
We consider the role of variable Prandtl num ber on 2D free-decaying turbulence 
induced by a double velocity shear layer. Simulations axe performed on a 512 x 512 
hexagonal grid so th a t the Reynolds number of this flow Re  ~  1655. For simplicity, 
periodic boundary conditions . re imposed, and the plots axe renormalized to 0 <  
x i V 5: 127. The unperturbed velocity, tem perature and density profiles are shown 
in Fig. 4.1. A strong (40 %) asymmetric sinusoidal velocity perturbation is then 
applied leading to the vorticity profile of Fig. 4.2. The velocity shear layers (centered 
at y =  42.3 and y =  84.7) will give rise to co- and counter-rotating vortex in their 
respective layers and the initial 7 vortices in each layer are due to the periodicity
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in the initial velocity perturbation. Moreover, because of the asymmetric initial 
perturbation, there is a secondary set of vortices induced, (these can be readily seen 
in Fig. 4.2. within 10 < y < 40 and 45 < y < 83).
We shall express the time evolution of the flow in term s of the eddy turnover 
tim e, which is related to the TLBE tim e scale:
W  2 ^  1020 (4 '55)
where L0 =  512 (length in TLBE units) and v0 is the unperturbed maximum velocity. 
To resolve any fine scale structures generated by the turbulence, one requires the 
disspation length scale Ld > 3 cells (in TLBE units), where
Ld ~  (4'56)
In th is simulation, Ld ~  16 (since Re =  1655), so that all fine scale structures are 
well resolved.
The evolution of the vorticity profiles for flows with Reynolds number Re = 
1655 and Prandtl number Pr =  0.9 is shown in Fig. 4.3. After one eddy turnover 
tim e, t ~  1, the two major vortex layers are bearing sheared while one sees the 
beginning of alternating co- and counter-rotating vortices in the regions between 
the m ajor vortex layers (Fig. 4.3a). At t ~  3, the imprint of the initial perturbation 
has been removed by the flow within the two major vortex layers but it still persists 
w ithin the secondary vortex parings (Fig. 4.3b). At t ~  5, the vortices within 
the m ajor layer are beginning to form while the imprint of the initial perturbation 
on the subsidiary vortices is decaying away (Fig. 4.3c). By t ~  7.5 (Fig. 4.3d), 
the two m ajor vortex layers are beginning to interact with each other as the major 
vortices form. The subsidiary vortices themselves start to merge and have now lost
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Figure 4.1: The unperturbed (a) velocity, (b) temperature profiles. The scale has 
been normalized to 0 <  x , y  <  127 for convenience.
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Figure 4.1: (c) The unperturbed density profile. The scale has been normalized to 
0 <  x , y  < 127 for convenience.
Figure 4.2: The initial vorticity profile (projected onto the x-y plane) after the strong 
asymmetric perturbation has been applied.
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the im print of the initial perturbation. At t ~  10 (Fig. 4.3e), t ~  15 (Fig. 4.3f) 
and t ~  20(Fig. 4.3g) eddy turnover times, the  like-signed vortices merge with the 
final area being dominated by one co- and one counter-rotating vortex. The vortex 
merging is, of course, a distinctive property of 2D flows: energy cascades to large 
scales.
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Figure 4.3: The evolution of the vorticity for Re =  1655 and Pr =  0.9. (a) a t 1,000 
LBE time steps (approximately 1 eddy turnover tim e), (b) at t =  3,000 LBE tim e 
steps (3 eddy turnover times).
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Figure 4.3: The evolution of the vorticity for Re =  1655 and P r =  0.9. (c) at 5,000 
LBE time steps (5 eddy turnover times), (d) at t =  7,500 LBE tim e steps (Y.5 eddy 
turnover times).
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Figure 4.3: The evolution of the vorticity for Re =  1655 and Pr =  0.9. (e) at 10,000 
LBE tim e steps (10 eddy turnover times), (f) at t =  15,000 LBE tim e steps (15 eddy 
turnover times).
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Figure 4.3: (g) The evolution of the vorticity for Re =  1655 and Pr =  0.9 at 20,000 
LBE tim e steps (approximately 20 eddy turnover times).
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The corresponding decay of the peaked tem perature profile is shown for eddy 
turnover times t ~  1 (Fig. 4.4a), t ~  5 (Fig. 4.4b), t ~  7.5 (Fig. 4.4c) and 
t ~  10 (Fig. 4.4d). At t ~  1, one clearly sees the imprint of the initial (strong) 
sinusoidal perturbation on the unperturbed temperature profile, as well as the effect 
of secondary co- and counter-rotating vortices on the tail of the tem perature profile. 
By t ~  5, the tem perature profile is diffusing and responding to the slight modulating 
in the m ajor two vortex layers (c.f., Fig. 4.3c). For t ~  7.5 and t ~  10. one sees, as 
expected especially for low Mach num ber flows, how the flow convection distorts the 
tem perature profile on a faster tim e scale than diffusive process (c.f. vortex layer 
distortions in Fig. 4.3d, e).
We now consider the effect on the vorticity and tem perature as one increases 
the Prandtl number to Pr =  15 at fixed Re =  1655 (by decreasing the conductivity 
param eter k0)- We find th a t there is little effect on the geometry of the dominant 
vortex structures as projected onto the 2D plane, the differences coming more in 
the magnitudes. This is shown in Figs. 4.5a-c for the vorticity a t t ~  7.5 .10 and 
20. W hat is plotted here is the difference between the vorticity at Pr =  0.9 and 
at P r =  15. At t ~  7.5, there is only a maximum vorticity magnitude variation 
of 3% while at t ~  20 this m agnitude variation can approach 50%. Again, this is 
to be expected in free-decaying turbulence since the dominant effect comes from 
convection and not from the transport coefficient terms. This is also seen in the 
tem perature difference profiles, Fig. 4.6a-d, for eddy turnover times t ~  1(3% 
maximum difference), t ~  5(10% difference), t ~  7.5(10% difference) and t ~  10(10% 
difference).
Finally, we shall consider the effect of Reynolds number on the 2D break-up 
of the double shear layers. For these 512 x 512 simulations, the eddy turnover time 
Teddy — 1360 LBE tim e units and Re =  14.746(Fig. 4.7) and Re =  4,915(Fig. 4.8). 
One sees qualitatively the sam e behavior as before, but occuring at a faster rate for
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higher Re. At t ~  3.7, the two m ajor vortex layers are undulating and beginning to 
break up, with the initial perturbation imprint removed (Fig. 4.7a and 4.8a). The 
secondary co- and counter-rotating vorticies can, on close inspection, be seen to be 
evolving on a  faster time scale for Re =  14,746(Fig. 4.7a) than  for Re = 4.915(Fig. 
4.8a). By t ~  7.4, there is now a marked difference in the evolution in the break-up 
of the m ajor vortex layers and the evolution of these vortices for Re =  14,746(Fig. 
4.7b), Re =  4,915(Fig. 4.8b) and Re =  l,65o(Fig. 4.3d), which is actually at a 
slightly later tim e t ~  7.5 but still has its shear layers themselves somewhat intact. 
There is a continual difference in the evolution of the space-filling vortices as time 
evolves (Fig. 4.7c and 4.8c at t ~  12.9; Fig. 4.7d and 4.8d at t ~  14.8). At these 
higher Reynolds numbers, the evolution of the tem perature is considerably different. 
We find th a t these profiles are smoothed out by the 2D turbulence within 4 eddy 
turnover times.
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Figure 4.4: The evolution of tem erature for Re =  1655 and Pr =  0.9. (a) at t =  
1,000 LBE tim e units (1 eddy turnover tim e), (b) at t =  5,000 LBE tim e units (5 
eddy turnover times).
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Figure 4.4: The evolution of tem erature for Re =  1655 and Pr =  0.9. (c) at t =  
7,500 LBE tim e units (7.5 eddy turnover tim es), (d) at t =  10,000 LBE tim e units 
(10 eddy turnover times).
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Figure -1.5: i he evolution  o f  the difference in vorticity at Re =  1600 - but for different 
Prandtl numbers: Pr =  15 and Pr =  0.9. (a) at t =  7.500 LBE tim e units (7.5 eddy  
turnover tim es) , (b) at 10.000 LBE tim e units (10 eddy turnover tim es).
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Figure 4.5: (c) The  evolution of  the difference in vorticity at Re =  1655 - hut for 
different Prandtl numbers: Pr =  15 and Pr =  0.9 - at t =  20.000 LBE time steps  
(20 eddy  turnover times).
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Figure 4.6: The evolution of the difference in the tem perature at Re =  1655 - but 
for different P randtl numbers: Pr =  15 and P r =  0.9 - (a) at t =  1,000 LBE tim e 
units (1 eddy turnover time), (b) at t =  5,000 LBE time units (5 eddy turnover 
times).
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Figure 4.6: The evolution of the difference in the tem perature at Re =  1655 - but for 
different Prandtl numbers: P r =  15 and Pr =  0.9 - (c) at 7,500 LBE time steps (7.5 
eddy turnover times), (d) at t =  10,000 LBE tim e units (10 eddy turnover times).
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Figure 4.7: The evolution of the vorticity for the double shear layer, but now at 
Re =  14,746 and Pr =  0.44 on 512 x 512 hexagonal grid, (a) at t =  5,000 LBE 
tim e steps (3.7 eddy turnover times), (b) at t =  10.000 LBE tim e steps (7.4 eddy 
turnover times).
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Figure 4.7: The evolution of the vorticity for the double shear layer, but now at 
Re =  14,746 and Pr =  0.44 on 512 x 512 hexagonal grid, (c) at t ~  17,500 LBE 
time steps (12.9 eddy turnover times), (d) at t =  20,000 LBE time steps (14.8 eddy 
turnover times).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 4.8: The evolution of the vorticity for the double shear layer, but now at Re 
=  4,915 and Pr =  1.32 on 512 x 512 hexagonal grid, (a) at t =  5,000 LBE time 
steps (3.7 eddy turnover times), (b) at t =  10,000 LBE time steps (7.4 eddy turnover 
times).
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Figure 4.8: The evolution of the vorticity for the double sheax layer, but now at 
Re =  4,915 and Pr =  1.32 on 512 x 512 hexagonal grid, (c) at t ~  17,500 LBE 
tim e steps (12.9 eddy turnover times), (d) at t =  20,000 LBE tim e steps (14.8 eddy 
turnover times).
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C hapter 5
S tab ility  A nalysis o f TLBE M odels
In this chapter, we describe a method for quantitative analysis of a thermal 
lattice Boltzm ann model stability [16,23]. This analysis will allow one to find an 
optim um  param eter regime of the scheme.
5.1 L inear s ta b ility  o f  th erm al la tt ic e  B G K  m od ­
e ls
In preparation for the stability analysis, we start with the  macroscopic liner- 
ization: F irst, we consider the system in equilibrium at tim e t =  0, and let the 
energy and velocity at each node being e =  £0, and v =  0 respetively. Also, for 
simplicity, we let p(x) =  1. i.e,
p(xk) = p 0 = l; v(x;t) =  0; e(xfc) =  e0 (5.1)
79
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so
so th a t the equilibrium distribution function
N% =  p (Ap(£) +  £ p(c)(ept.v) +  0 ( v 2))
reduces to
A£?(x*) = A°p
(5.2)
(5.3)
the superscript index is here used to denote the time iteration number. Now we 
apply an arbitrary perturbation £p?^(xjt) to this equilibrium so that at time t =  0
N (° \ x t ) = Aar +  $ > ( x t ) (5.4)
At tim e t =  1, (notation 1^,a^ ) after the free-streaming but before the collisional
relaxation step,
=  Aj +  f ^ l X i - e , , , )  (5.5)
To determ ine the equilibrium distribution at the next time step, we need to calculate
the new macroscopic variables:
p w (xi.) = E  = 1 +  E  f " ’(x<.- -
p> p<
p(1)(xjfc)v(1)(xjfc) =  £ e piN £ ’s,(x/t) =  £ ep i $ }(xk -  ept):(°) i
P< P '
2p(1)(xjk)£(1)(xjk) =  J ^ e 2N ^ ’s)(xk) -  p(1)(xk)v2( x k)
(5.6)
(5.7)
(5.8)
p«
=  2 e 0 -  p(1)(xfc)[u(1)(xfc)]2 + ejfj?(x* -  ept)
p»
On Taylor expanding the equilibrium distribution around the unperturbed 
m acrostate and neglecting terms of 0 ( f 2), we obtain
=  P(1) W  +  (« -  £oK “ +  (e„,.v)£l° +  ...) (5.9)
<73
— £o^ Ap° +  (ept-.e,j)5°
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Here the derivative A’0 =  A ! { e o) and B °  =  B p ( e ) .
At tim e t =  1, after the BGK collisional relaxation, the distributions iV ^x*,) can 
be determined from the equilibrium distribution (5.2) and the governing thermal 
lattice Boltzmann evolution equation. Analogously, we define the perturbation at 
tim e t =1 as fJJ’fx*) 3  -  A°, and finally get:
$ ’(xt ) = N^(y.k) - A l
- 1 :
QJ
l ur /“P?“U
(5.10) 
4 ° ’(xt -  eqj)
where is the standard Kronecker symbol.
For convenience, we relabel the lattice nodes by a single index k: k =  1, ..
,J with J  = n f= i na, where na is the number of nodes in the a th direction in D
dimensional space. We also rewrite the set of all perturbation distribution functions 
£pt(xfc) into a vector E of length j  x n s, where n3 is the total number of bits in the 
simulation. Finally, we introduce an isomorphic map M  of indices (p. i, k) into the 
single index m: (i.e. m  =  M { p . i , k )). So that Eqn(5.10) after t-iterations can be 
w ritten in matrix form
E(t+1) =  C .S.E(‘>, (5.11)
with
3  {;?(x4) (5.12)
where m =  1 ..., M and M  = J n 3. W ith this indexing, we define an M  x M  m atrix 
C with elements
Cmn — ~  + i l ^  ~  £o)Ap° +  (epi.e ,j)5p^ +  (1 -  - ) 5 pq5ij ?ki (5.13)
and am M  x M  matrix S with delta-function elements
(5.14)
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Note that the m atrix  C  is related to the BGK collisional relaxation operation and 
the m atrix S represents the streaming operation; it simply shifts £p« from node 
Xfc €pi to Xfc.
The dimensionality of the matrix C .S (for the lattice size of 512 x 512) is on the 
order of 3.4e+06 x 3.4e+06. The matrix C.S is real but asymmetric for more than  1 
moving speed, as is required for TLBE under any chosen lattice. W ithout appealing 
to the tremendous memory requirement for a m atrix  of this size, it is impossible to 
use standard tools, such as NAG library or IDL, for eigenvalue analysis because of 
the accumulation of numerical errors. However, the form of the m atrix  C .S allows 
the use of efficient iterative methods.
From the stability point of view, we are interested only in the spectral radius 
p\ of the m atrix C .S , i.e., the maximum absolute value of all its eigenvalues Am. For 
this purpose, we adopt the method of powers Ref[24], Suppose th a t an M  x M  m atrix 
A has M linearly independent eigenvectors w m with corresponding eigenvalues Am. 
m =  1 M. An arbitrary vector v 0 can then be expressed as
M
V o =  £  Qmw m (5.15)
m=1
so that the n ih iterated vector v n
M
Vn =  A^Vq =  Y  AmQmWm (5.16)
m  =  l
Let A! be the dom inant eigenvalue: |Ax| > |Am|, for all m > 1. Provided v 0 is not 
orthogonal to Wi (so that Qi ^  0)
lim -^-Anv0 =  QjW! (5.17)n->°o A?
and
Aj =  lim (5.18)
n —►oo (y.v*)
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for any vector y  not orthogonal to w x. In practice, for the n th approximation of the 
leading eigenvalue Axn*, one takes the quotient of the maximum components of two 
successive vectors v n and v n+1.
The convergence to Ax in (5.18) is guaranteed only if a dom inant (single or 
multiple) real eigenvalues exists. It is easy to derive a similar expression for the 
case in which a single complex pair of eigenvalues dominates. Strictly speaking, one 
would have to treat individually all special cases (i.e. all possible combinations of 
real and complex eigenvalues of the same maximum absolute values). However, this 
is essentially impossible considering the number of eigenvalues involved. Instead of 
this, if (5.IS) fails to converge, we take a long-time geometric average
lA'r’i =
where
p W  1 1/1
(5.19)
p ( n- i )  r  max
=  m ax  [4">(x*)] (5.20)
with suitably chosen span I. In what follows, we refer the value |AX| as the speccral 
radius p\.
In figures 5.1-5.2, we show the comparisons of linear stability between 2D 13- 
bit thermal lattice BGK models; the hexagonal lattice model of Alexander et al [14] 
and rectangular model of Qian [24] with the base vector components
ept- =  evi ^cos^  , s i n *^ z =  1- ••■>6 (5.21)
and
ep, =  epi s in K— ^ - ) i =  1 ,..,4  (5.22)
2 ’ S t U  2
respectively for hexagonal and rectangular grids.
Note tha t these two models are accurate to the same level (4th rank tensors) 
and computationally equivalent (13 bits). The only adjustable param eter in both 
cases is the initial energy £0-
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The first thing we would like to point out is the dependence of spectral radius 
on the size of the system. In Figs. (5.1), we present the spectral radius px as a func­
tion of internal energy £o for r  =  0.5, (a) for the hexagonal and (b) for the rectangular 
model for different lattice sizes Nx x Ny as indicated. Saturated(asympotic) values 
for p\ , independent of the grid size, are found when (a) hexagonal grid > 400 x 400 
and (b) rectangular grid >  100 x 100. We have verified this saturation of p\  for 
several values of £o on 840 x 840 (hexagonal grid) and 420 x 420 (rectangular grid). 
These results axe shown as squares in Fig (5.1).
The kinematic viscosity u is related to r  in the hexagonal case as u =  | ( r  — 1) 
Ref.[*] while for rectangular lattice, v  =  £(r — | )  Ref[*]; so that the corresponding 
Reynolds numbers are Re =  3g(^ /2) Re =  respectively for hexagonal and
rectangular grids. Of course, one does not really expect any TLBE model to be 
stable at r  =  1, i.e, zero kinematic viscosity and infinite Reynolds number. The 
crucial point however is that how high the viscosity must be so as to avoid grid 
mode excitations. Clearly, substantial stable regions (p\  < 1) in £ exist; Fig. 5.2
(a) for hexagonal lattice at r  ~  0.505 and (b) for rectangular at r ~  0.6
The spectral radius is obviously related to the specific choice of the equilib­
rium distribution functions (and possibly their depature from Maxwellians), but 
discussion of such correlations is out of the scope of this dissertation.
5.2 S ta b ility  o f  T L B E  w ith  e x te n d e d  co llision  op ­
erator
In considering the linear stability of TLBE with the extended collision opera­
tor, one can readily apply the method described in the previous section. Following
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the sam e linearization procedure, we find the new distribution function :c) after 
free-streaming and extended collisional relaxation at each nodal site. From this we 
deduce th a t the perturbation at time t =  1 is given by
+  ( t ^  - £ o ) A °  +  ( e pi . e qj ) B ° \  +  (1  -  - ) 8 pqo t]£(1) -  Spi =  £ C ( x - e?;)
(5.23)
qj
9-  ( b ° -  —
2 V P bpe f pqSpq ) ( e p i - e q j ) f S }(x  -  e qj)
The 6 term  in (5.23) is due to the use of the extended collision operator. W ith the 
same indexing discussed in the previous section, we rewrite this in a m atrix form 
and reduce the study of the linear stability of the scheme to an eigenvalue problem 
of the form
E(t+1) =  C .S .E (t), (5.24)
with
—m =  fpi(x fc) 
M  x M  collision m atrix C now has elements
£mn — ;  ( K  + ( j  ~  £°)a ’p° +  (e p«-e« ) 5 P°) + (i - Ski
(5.25)
(5.26)
+ U b ° -
jp"p
while th e  streaming matrix S is the same as in (5.14). Again, from the stability 
point of view, we axe interested only in the spectral radius.
In Figs. (5.3-5.4), we plot the spectral radius as a function of initial internal 
energy e0 for various Prandtl numbers. In Fig. (5.3), the spectral radius is plotted 
at r  =  0.502 (i.e., /i0 =  0.002) for the hexagonal lattice. Note that for an equilib­
rium velocity v 0 =  0.08, this would correspond to a Reynolds number > 50,000. 
For very low Prandtl numbers, we find two moderately sized ‘stab ility’ windows
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in tem perature. As the Prandtl number increases, these ‘stability’ windows shrink 
considerably until they become invariant to the Prandtl number for Pr  > 0.33. The 
corresponding spectral radius plot for the square lattice is shown in Fig. (5.4). for 
r  =  0.55 (i.e., fi0 =  0.05 and Re on the order of 2000). Finally, in Fig. (5.5), we 
illustrate that a  meaningful stability window can be achieved at practical P randtl 
numbers for the square lattice for r  =  0.6 (i.e., fio= 0.1).
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Figure 5.1: (a) The effects of lattice size on the spectral radius p\(eo) for thermal 
lattice BGK models.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ss
1.5
4 2 0  x  4 2 0  
8 0  x  8 0  
2 0  x  2 0  
1 2  x  1 2
1 . 4
4 x 4
1 . 3
1.0
0 . 9
0 . 2 8 0 . 3 2 0 . 3 6 0 . 4 0 0 . 4 4 0 . 4 8
Figure 5.1: (b) The effects of lattice size on the spectral radius p\{£o) for square 
grid therm al lattice BGK model.
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Figure 5.2: (a) The dependence of the spectral radius /?a ( £ o ) on the collisional 
relaxation rate for the thermal lattice BGK model.
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Figure 5.2: (b) The dependence of the spectral radius p\(£o) on the collisional 
relaxation rate for the square grid thermal lattice BGK model.
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Hexagonal Grid (420 x 420)
Pr = 0.04
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C
Figure 5.3: The spectral radius for a hexagonal 420 x 420 grid as a function of £0 
for various P randtl numbers (Pr =  0.04, Pr =  0.33. Pr =  0.5, Pr =  1.17, and Pr 
=  oo). Note tha t the spectral radius becomes independent of Prandtl number for 
Pr > 0.33.
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Square Grid (80 x 80)
p ,
3* fc£3 ^ Pr = 0.04
I Pr = 0.33
Figure 5.4: The spectral radius for 13-bit square grid TLBE model on 80 x 80 grid 
for various P randtl numbers: (Pr =  0.04, Pr =  0.33, Pr =  1,17 and Pr =  oo).
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Square Grid: Pr = 0.5
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------------ ; o
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Figure 5.5: The spectral radius of 13-bit TLBE on 80 x 80 square grid for various 
fio at Pr =  0.5.
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C hapter 6
C oncluding remarks
A fully resolved two-dimensional free-decaying turbulent simulation is demon­
strated using therm al lattice BGK model. In particular, we have considered the 
effect of this turbulence at a Reynolds number of 2555 on a strong tem perature gra­
dient. We have presented both the evolution of tem perature profile and vorticity con­
tours and we find that our results clearly dem onstrate the expected two-dimensional 
flow behavior - an inverse cascade of energy which results in the formation of large 
vortex structures. We have also tested Smagorinskv model to determine the eddy 
transport coefficients since our simulation fully resolves all scales at Re =  2555.
To sim ulate flows with various Prandtl numbers, we have extended the scalar 
BGK collision operator of convensional TLBE models to a circulant m atrix form 
with the inclusion of another free parameter in the off diagonal components. The 
use of collision m atrix with different eigenvalues was previously attem pted by G. 
M acNamara and B. Alder [26]. However, their approach fails to produce the cor­
rect transport coefficients and they find that they lose the correct form of energy 
conservation equation. A somewhat different approach was proposed by Y. Chen,
94
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et al. [27] by introducing an additional free parameter into the form of the equilib­
rium distribution . They use this to have flexible ratio of viscosity and thermal 
conductivity. However, incorporation of the additional free param eter produces an 
unphysical term  in the heat flux vector and the minimization of such unphysical ef­
fects requires this free prameter value to be close to unity. As a result, their scheme 
allows P rand tl number variations only within a limited range. An advantage of the 
extended collision matrix presented here is that it is simple and computationally 
efficient. Because of its eigenvalue properties, matrix inversion is as trivial as in the 
case of scalar BGK operator. Also with the additional free param eter introduced 
in the off-diagonal components, one now has multi time-scale relaxation parameters 
which allows generalizations to variable Prandtl number simulations. It is also im­
portant to remove the density dependence from the transport coefficients, and this 
is readily accomplished by making appropriate choice on the relaxation parameters.
Numerical results of TLBE with our extended collision m atrix are also pre­
sented for two dimensional free decaying turbulence induced by a strongly perturbed 
double velocity shear layers for different Prandtl numbers. Since we are dealing here 
with free-decaying turbulence, we find (not unexpectedly) th a t Prandtl number vari­
ation does not have, a leading order effect on the geometric structures of vorticity 
co intours and temperatures. However, we do notice significant magnitude variations 
;n the size of these structures.
We have also addressed the numerical stability of therm al lattice Boltzmann 
m ethods. Investigations have been made on both single and multi-relaxation schemes. 
For m ulti-relaxation model, our results indicate that Prandtl number does not ad­
versely affect the limited stability param eter regiem.
Finally, we would like to note th a t TLBE models used in this dissertation 
incoporate nonlinear deviations in the momentum and energy equations. However, 
these term s have been shown to be negligible for low Mach number flows [20] and
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do not play a role in our simulaitons (The flow under consideration here has a Mach 
num ber M  ~  0.07. We are currently investigating generalizations to our TLBE 
model in order to handle higher Mach number flows.
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