A genetic algorithm is used cooperatively with the Davidon-Fletcher-Powell penalty function method and the calculus of variations to optimize low-thrust, Mars-to-Earth trajectories for the Mars Sample Return Mission. The return trajectory is chosen thrust-coast-thrust a priori, has a fixed time of flight, and is subject to initial and final position and velocity equality constraints. The global search properties of the genetic algorithm combine with the local search capabilities of the calculus of variations to produce solutions that are superior to those generated with the calculus of variations alone, and these solutions are obtained more quickly and require less user interaction than previously possible. The genetic algorithm is not hampered by ill-behaved gradients and is relatively insensitive to problems with a small radius of convergence, allowing it to optimize trajectories for which solutions had not yet been obtained. The use of the calculus of variations within the genetic algorithm optimization routine increased the precision of the final solutions to levels uncommon for a genetic algorithm. 
Introduction
T ECHNIQUES for optimizing low-thrust spacecraft trajectory problems have become increasingly important as more missions are designed around high specific impulse, low-thrust propulsion systems. Both direct and indirect routines have been used to optimize low-thrust spacecraft trajectories; however, for some scenarios, convergence to the optimal solution is time-consuming, tedious, and sometimes not even possible. Direct methods that solve for controls to optimize the objective function directly, often via a gradient-based search, suffer from two major drawbacks. First, because search direction is ultimately driven by the local value of the gradient vector, the solution can converge on local, rather than global, minima, resulting in a final solution that is not globally optimal and cannot be further optimized. Second, the optimal solution often has a small radius of convergence, requiring that the guesses for the initial parameters be close to the optimal answer. 1 Indirect methods, such as the calculus of variations, obtain optimal results by solving for the costates of a related boundary value problem and not for the controls directly. Although indirect methods are generally more likely to find a true, rather than local, optimum, both direct and indirect approaches share many of the same drawbacks, most notably a small radius of convergence. 2 Therefore, it is vital to choose initial parameter values intelligently; failure to do so will either dramatically increase the required computation or preclude obtaining a solution entirely. When indirect methods are used, where the optimization parameters are generally not related to the trajectory in an intuitive or straightforward manner, there may not be knowledge of the parameter bounds or their sensitivity. A common strategy to improve initial parameter selection uses previously optimized parameter values from a similar problem as an initial guess. If no closely related solutions exist, initial values are found by optimization of an entire series of intermediate problems relating the new scenario to one with a known solution, a procedure known as homotopy analysis. 3 Unfortunately, this method is time consuming, does not always succeed, and previously optimized solutions are not always available.
More recently, the genetic algorithm (GA) has emerged as an alternative optimization technique that avoids these shortcomings because it does not attempt to extract information from complicated or ill-behaved gradients. It is also less hampered by discontinuities and irregularities in the solution space. 1, 4 GAs do not utilize initial guesses; they are able to search for the global minimum without knowing its approximate location by statistically sampling the parameter space for the optimal solution. Although GAs also require the user to set initial parameters such as population size and convergence criteria, these parameters are less difficult to determine because the results of previous research, an understanding of statistical analysis, and even intuition are often enough to enable an intelligent selection. If the initial population is large enough, this method is virtually guaranteed to be accurate, but if the GA is not combined with a local search algorithm, a common drawback is insufficient precision in the final solution.
1,2,4,5 Crain et al. 6 have addressed this problem by using a GA in series with a gradientbased optimization technique, feeding a GA's results to a recursive quadratic programming (RQP) module to increase solution precision efficiently.
The technique presented in this paper is an extension of the serial GA-RQP technique that more closely couples the different search methods, combining a GA with the Davidon-FletcherPowell (DFP) penalty function and calculus of variations (COV) method to optimize low-thrust, Mars-to-Earth trajectories. The DFP-COV method and the GA work cooperatively throughout the optimization process, optionally providing mutual and active feedback as they sample the parameter space seeking the global minimum. After the approximate location of the global optimum is found, the DFP-COV technique is used to further refine the results of the cooperative effort. The cooperative technique works around the GA's inherent precision limitation and the COV's sensitivity to initial guesses to obtain quickly and reliably optimal solutions superior to those obtained with other methods.
A similar GA and COV-based technique was implemented by Hartmann et al. 7 to find families of Pareto optimal solutions, or solutions to problems with a set of competing objectives. The authors' success at finding families of Pareto optimal solutions to the EarthMars transfer problem, with final mass and time of flight as competing objectives, supports the use of GAs in trajectory optimization problems. The research presented in this paper complements previous efforts, but differs by optimizing a single performance parameter, solving the return Mars-Earth transfer, and implementing a Lamarckian learning strategy not studied by the Hartmann et al. 7 Pareto GA.
Mars Sample Return Mission
The results presented in this paper support the Mars Sample Return Mission (MSRM), described in detail by Vadali et al. 8 A chemical propulsion system will be used to land a spacecraft on the surface of Mars to collect samples. After ascent to low-Mars orbit (LMO), a solar electric propulsion (SEP) system will perform the Earth return, which consists of three major segments: a spiral from LMO to the Martian sphere of influence (SOI), a heliocentric transfer from the Martian SOI to the Earth's SOI, and a spiral from the Earth's SOI to low Earth orbit. The technique presented in this paper has been used to optimize the heliocentric leg of this journey. The initial heliocentric spacecraft position and velocity are those of Mars, obtained from an ephemeris model. 9 The heliocentric transfer is modeled with two-body dynamics, and a fixed-step, fourth-order Runge-Kutta integrator is used to forward propagate the equations of motion. The spacecraft's target position and velocity are equal to Earth's position and velocity. Details of the SEP system are shown in Table 1 .
Past MSRM Optimization Methods
Past efforts to optimize the MSRM return trajectory were accomplished using the DFP penalty function and COV method. 10 The heliocentric return trajectory was modeled as three arcs, chosen thrust-coast-thrust a priori, and described by 38 parameters; there was no switching function to determine the thrust sequence. Two of the parameters defined the duration of the first thrust arc and duration of the coast arc. Both of the thrust arcs were partitioned into three equal-duration segments, each of which was described in the COV problem by a six-element costate vector of Lagrange multipliers, which provided the remaining 36 parameters. Additional thrust and coast arcs could be added, potentially to improve performance, at the expense of additional duration and costate parameters. The state vector was required to be continuous at arc boundaries, but the costate vector was not. Similarly, the spacecraft trajectory was subject to initial and final position and velocity constraints, as described earlier, but transversality (boundary) constraints were not imposed on the costates. The DFP method was used to determine the values of the 38 parameters that minimize a penalty, rather than objective, function, which enables the constrained minimization problem to be simplified by reexpression of the constraints as terms in the penalty function, shown as Eq. (1):
The first term in the penalty function is the desired performance index, the propellant mass fraction, defined as the required propellant mass divided by the initial mass of the spacecraft. The propellant mass is an explicit function of the two time parameters and the userdefined time of flight (TOF) because the propulsion system has a constant specific impulse. The vehicle's final position and velocity are obtained from the 38 parameters by forward integration of the state and costate differential equations.
The second term in the penalty function is the penalty term, which quantifies constraints violation. The vectors C p and C v can be adjusted to enhance or diminish the influence of the penalty terms.
The DFP method assumes that the function to be minimized is quadratic and perturbs the initial parameter values conjugate with respect to H , which approaches the matrix of second partials near the optimum. This technique has been found to achieve faster convergence than other unconstrained minimization methods, such as sectioning or steepest descents, but it is slower and less prone to succeed when the quadratic approximation is inaccurate or the initial values are far from the optimal values. A more rigorous discussion of the DFP penalty function method is provided by Johnson.
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The DFP penalty function and COV optimization technique just described is referred to in this paper as the DFP-COV method, and it yields promising results. However, the MSRM scenarios have a small radius of convergence, which has made it tedious and timeconsuming to obtain results.
GA
GAs optimize problems through a mechanism similar to evolution by randomly sampling the parameter space to create an initial population of potentially optimal solutions (genomes), which are bred toward the optimal solution by encouraging the best-performing solutions to pass their information to future generations. This process iterates, with each generation becoming progressively more optimal, until one condition in a set of convergence criteria is met. A more detailed explanation of the GA used in this research is explained hereafter; for a generalized discussion of GAs, the reader is referred to the literature. 11, 12 The GA was introduced to the MSRM optimization routine as a method to decrease the required analysis time by providing a systematic and intelligent process for the identification of initial costate vectors to the DFP-COV program. Primary objectives were to minimize human oversight (maximize autonomy) and to obtain solutions to problems that could not be solved with DFP-COV alone. Pursuant with these goals, the two programs were closely coupled to reduce the need for human interaction and duplicate computation. The GA used the penalty function, Eq. (1), as its performance index, which eliminated the necessity to remodel, and recompute, the problem dynamics. Additionally, use of the penalty function allowed for a more direct comparison of the GA's results to those previously produced by the DFP-COV method alone. Reduced human interaction was achieved when various learning strategies were enabled and by the judicious selection of convergence criteria, which strike a balance between early and late termination, which lead to unnecessary oversight and extraneous calculation, respectively.
The GA used in this research was originally formulated to maximize, not minimize, the performance index, which required one minor modification to the penalty function. The GA's performance index F was defined to be the reciprocal of the penalty function, Eq. (1). An attempt to maximize the reciprocal of P was equivalent The GA used in this research also required that the 38 realvalued parameters be represented as binary numbers. Between 13 and 15 bits were used to represent each parameter, based on its bounds and the required precision, which were determined by the analysis of previous solutions. The bits representing each parameter were concatenated to construct a genome, a 518-bit binary string that constituted a potential solution. A group of genomes is a set of potential solutions and is known as a generation.
Initial Generation
The operation of the GA and its interaction with the DFP-COV program is shown in Fig. 1 . An initial generation was populated with a set of randomly created genomes that is large enough to ensure genetic diversity. Too small a population would have difficulty converging on the optimal solution because the genomes would not accurately represent the entire set of possible solutions. However, an overly large population would unnecessarily increase the GA's computational requirements. The optimal population size depends on the problem being optimized, but for the MSRM problems being solved, a 380-genome population was found to provide solutions as optimal as those found with the DFP-COV. (See the Results section.) Potential future work could study the impact of population size on performance.
Penalty Function Evaluation
After the initial generation was created, the 380 genomes were linearly mapped to 38-parameter sets of real-valued numbers and passed to the DFP-COV program. When the GA and DFP-COV program were used cooperatively (Learning Strategies section), the output from the DFP-COV program was used to determine appropriate parameter bounds. If the DFP optimizer tried to force a parameter past one of its bounds, the user was notified so that the bound could be expanded. Likewise, the user was informed if the magnitude of the DFP method's perturbation was below the binary precision limit of the GA. This allowed the user to shrink the bounds or increase the number of bits to increase precision.
The DFP-COV program evaluated the value of the penalty function for each genome via one of two methods. In the first method, the COV program used the durations of the trajectory arcs and the costate vectors to compute the spacecraft trajectory and evaluate the resulting penalty function value. The DFP method was not used to optimize the parameters before the penalty function value was returned to the GA program.
In the second method, the DFP-COV optimization routine was used cooperatively with the GA. As in the first method, the COV program evaluated the penalty function, but the DFP program also executed several times in an attempt to partially optimize the potential solution. The number of DFP iterations was fixed for all genomes (typically 5-15 iterations) at 5-15% of the average number of iterations required to optimize a trajectory fully, given a good initial parameter set and H matrix. A good initial parameter set requires no further homotopy analysis or reinitialization of the H matrix to converge and shows the largest improvement in the penalty function value during the first 5-15 iterations because H is close to the optimal direction of search. If the initial guesses are not good, the first several iterations are spent on the reinitialization of H , with little improvement in the penalty function. Therefore, rapid improvement in the penalty function during a small number of iterations can be used as an evaluation of the quality of the genome's ability to converge to the optimum and not just its proximity to the optimum. The user has the option of returning only the improved penalty function value or the penalty function value and the perturbed parameters.
Learning Strategies
The choice to partially optimize each genome is represented by the memetic search decision gate in Fig. 1 . The noncooperative option is similar to the method used by Crain et al. 6 and does not use the DFP optimization routine, which reduces computation time; therefore, an attempt is always made to use this method before penalty function feedback is implemented. The second method employs the DFP-and GA-based methods working cooperatively as a memetic algorithm, genetic search coupled with a localized optimization program.
One cooperative option returns the partially optimized penalty function values, but not their corresponding improved parameter values, to evaluate the genome's potential to be an optimal solution. This is measured by its ability to achieve a large decrease in penalty function value over a small number of iterations. The genomes are not actually changed, and, therefore, the original genetic information remains intact. However, because the penalty function is the sole factor influencing selection, genomes that improve quickly during partial optimization attain higher fitness. This method allows learning ability to influence natural selection without directly altering genetic information and is, therefore, analogous to the biological mechanism described by Baldwin 13, 14 and the learning strategy implemented by Hartmann et al. 7 The second cooperative option returns the perturbed parameter values and the corresponding updated penalty function value to the GA, overwriting the original genome. Because any improvement in a genome's penalty function value represents learning and adaptation, the genome replacement option represents a situation where learned traits become heritable to later generations, a theory first proposed for biological systems by Lamarck in the early 1800s. 15, 16 Direct alteration of the gene pool via a Lamarckian strategy allows problems to converge much more quickly; however, this is not necessarily positive because a lack of genetic diversity can lead to premature convergence and insufficient evaluation of the parameter space. This research suggests that premature convergence has not been an issue because the solutions compare favorably to previous results (see the Results section), but future researchers should be cognizant of various learning strategies and the potential for early convergence.
Selection
Following the process outlined in Fig. 1 , after the penalty function values (and possibly new parameter values) are returned to the GA, the next step is selection. (Elitism and convergence are not enforced on the initial generation; see the Elitism and Convergence Criteria section.) Selection determines the genomes that will be allowed to pass their genetic information onto future generations. The selection method is a Roulette wheel, where the probability of a particular genome being selected for procreation is determined by its normalized fitness, defined by Eq. (2):
The use of a normalized fitness distribution linearizes the effect of evaluation of the reciprocal of the penalty function, such that if two genomes' penalty function values differ by a factor of two, the genome with the better performance has twice the probability of being selected.
Crossover and Mutation
Once parents are selected, their binary (genetic) data is crossedover to create a child genome. There is a 70% chance of crossover occurring in each bit string, such that crossover could occur a maximum of 38 times during the creation of one child genome, once within each parameter's bit string. Figure 2 is an example of crossover between the bit strings corresponding to the first parameter of each parent. The crossover location, denoted by the solid black line, is chosen at random. The bits from the first parent, up to the crossover point, are copied into the bit string of the child. The remaining bits are copied from the second parent. If crossover does not occur for a certain parameter's bit string, the bit string from the parent with the highest fitness is passed to the child without change. The selection and crossover process repeats to create n children, which form the next generation. Parents that have been selected for procreation are not removed from the selection pool, and so a single genome can be the parent of multiple children.
After a new generation of children has been created, there is a low probability, on the order of 1%, that each new bit will be mutated (1 changed to 0 or vice versa); this process is also shown in Fig. 2 . Mutation prevents genetic diversity from being weeded out prematurely and increases the chances of a global minimum that has a small radius of convergence being found. The values of the GA operating parameters used to generate the reported data, such as generation size and crossover probability, are summarized in Table 2 .
Elitism and Convergence Criteria
After mutation, the fitness distribution of the new generation is calculated, but before it is allowed to have its own offspring, elitism is enforced, and the convergence criteria are evaluated. Elitism ensures that the best solution is never lost. If the genome with the largest value of F in the new generation (the new generation's elite genome) does not outperform the preceding generation's elite genome, then the old elite genome is copied over the worst performing member of the new generation.
The convergence criteria, and typical values for the operating parameters, are shown in Table 3 . The GA most commonly converged because either the elitism or percent improvement criterion was met, which were included as a means of measuring when the GA was no longer effectively improving genomes. Because the elite genome ultimately became the final solution, if it had not changed in a number of generations, the GA was halted. The elitism criterion most often produced a genome within the DFP-COV method's radius of convergence, which made further GA iteration unnecessary. On occasions when the elitism criterion produced premature convergence, the GA was restarted and allowed to continue until halted by another criterion.
The percent improvement criterion provided a measure of each generation's improvement and halted operation when the best performing genomes, as a group, were not improving from generation to generation. When the percent improvement criterion was enforced, a solution could usually be obtained by application of the DFP-COV method to the elite genome. The penalty function criterion was included to terminate the program at a penalty function value that would indicate close proximity to an optimal solution, based on penalty function values for scenarios optimized earlier.
Localized Optimization
After convergence, the DFP-COV program performed additional calculations to refine the GA's solution and more precisely define the optimal trajectory. The trajectory optimization technique consisted of the GA and DFP-COV program working together to find the approximate location of the global minimum, which was further refined by the DFP-COV program to determine a precise solution. It is not possible to prove that the final solutions obtained are true global minimums, but the results can be compared against those obtained with different optimization routines, especially the DFP-COV method, to show that they are superior or at least equally optimal solutions. (See the Results section.)
GA convergence typically occurred in fewer than 20 generations, remarkably rapid given that a GA with similar genome length and population size might be expected to create hundreds of generations before converging. 11, 12 This potentially premature convergence was intentional; the GA's convergence criteria were tuned to halt the genetic search when it was estimated that the elite genome was within the radius of convergence of the best solution. It is possible, even likely, that a substantially increasing population size and number of GA iterations before convergence could obtain superior solutions, but the primary goal of this research was to create a rapid trajectory optimization tool that produced solutions at least as good as those obtained with only the DFP-COV method. Further optimization, at the cost of additional computing time, was not a priority, although it would provide an interesting area of future research. Likewise, GA precision could be enhanced by increasing the number of bits used to represent each parameter or by narrowing the parameter bounds. However, once acceptable initial guesses for the DFP-COV program had been found, it was more computationally efficient to halt the GA and proceed with optimization of only the elite genome.
Results
A number of Mars Sample Return scenarios had been optimized by the use of the DFP-COV method only. These scenarios were optimized again by the use of the GA for comparison purposes. The cooperative GA and DFP-COV tool (named RAPTOR) met the goals of providing optimal solutions, especially to problems without solutions, while also minimizing human oversight.
Finding a single solution with the DFP-COV method is a lengthy process that can occupy an experienced user from a day to well over a week, depending on the complexity of the problem and how closely related it is to previously solved scenarios. Even a change as small as lengthening the TOF from 460 to 530 days, while all other aspects of the problem remain constant, could require several homotopy steps where, in addition to the 530-day case, solutions for the 475-, 490-, and 515-day cases might also be solved. Each case would involve numerous restarts of the optimization program, where input files would be edited by hand to update the initial guesses parameters.
RAPTOR eliminated the hand editing process because the GA interfaced with the DFP-COV program to update the parameter values. Instead of having to monitor program progress and continuously restart the solver, the user could define the problem and then perform other tasks or leave RAPTOR to run overnight, which allowed a 24-h task to be completed in one 24-h day as opposed to three 8-h days. Each of the scenarios described in this section were autonomously solved with RAPTOR in less than 24 h. The decrease in convergence time allowed the tool to be used as a method to survey different spacecraft configurations and departure parameters.
A number of possible return scenarios are described in Table 4 . Each scenario was optimized with the DFP-COV, and then again with RAPTOR. There is one exception, noted in Table 4 and discussed later, for which the DFP-COV method could not find a solution. Two different LMO spacecraft initial masses were analyzed at a variety of departure dates and TOF from Mars to Earth. For the smaller 400-kg spacecraft, a single two-thruster scenario was also defined, which served only to double the mass flow rate and thrust. Genetic search and both memetic learning strategies were used to obtain results in Table 4 . The 7 May 2013 and the 430-day 16 July 2013 scenarios were solved by the use of the Lamarckian and Baldwinian learning strategies, respectively. The remaining scenarios were initially solved without partial optimization, although the implemention of either of the parameter feedback techniques yielded the same solutions. The ability of the Lamarckian learning strategy to obtain a solution to the heretofore unsolved 430-day 16 July 2013 mission is a notable example of the benefit of this memetic search technique.
The results obtained with RAPTOR show larger final masses delivered to the Earth's SOI, confirming that the GA is able to find optimal solutions of the same quality as the DFP-COV method. For the two-thruster scenario, RAPTOR used the Baldwinian learning strategy to obtain a nearly 20% increase in final mass. The 7 May 2013 scenario was the first two-thruster case to be solved; therefore, the initial COV costate vectors had to be obtained via homotopy analysis from a one-thruster solution. Starting from a parameter set optimized for a one-thruster spacecraft prevented the DFP optimizer from obtaining the more optimal trajectory found by RAPTOR. The two-thruster solution illustrates the strength of RAPTOR's independence from initial guesses and freedom from the influence of earlier solutions, which in this case resulted in superior optimization. Figure 3 shows the improvement of the elite genome's penalty function value for the 460-day mission departing Mars on 16 July 2013. The dramatic improvement in the first two generations (the initial generation is counted as zero) is typical and occurs as the GA quickly converges from randomized parameter values to values closer to the optimal solution. Improvement continued, albeit less quickly, through the 13th generation, when the percent improvement criterion halted the GA. Figure 4 shows the final trajectories for the same scenario obtained with RAPTOR and the DFP-COV method only. The in-plane trajectories are almost identical, with the exception of the slightly longer coast arc in the trajectory obtained by RAPTOR, which resulted in a smaller propellant mass and larger payload delivered to Earth's SOI (Fig. 5) . A more pronounced difference is shown in Fig. 6 , which compares the orbital inclination of both trajectories. For the RAPTOR trajectory, a larger portion of the required inclination change occurred during the first thrust arc, which is more efficient because the spacecraft's velocity is smaller as it leaves Mars. The more efficient plane change found by the GA results in a longer coast arc and, thus, a higher spacecraft mass returned to Earth. Figures 3-6 are typical results for the scenarios presented in Table 4 .
Conclusions
A GA has been used in conjunction with the DFP penalty function method and the calculus of variations to optimize low-thrust, interplanetary trajectories for the MSRM. The reliance of the DFP-COV method on earlier solutions and its sensitivity to the quality of the initial guesses has been eliminated by relying on the GA to search the parameter space to find the location of the globally optimal solution. The DFP-COV method is used to refine the parameter set found by the GA, improving the precision of the final answer beyond what would be possible by the use of the GA alone. The genetic search was further enhanced with learning strategies enabled by the use of active feedback from the DFP-COV program, which increased the likelihood of an optimal solution being found. Active feedback also allowed the cooperative GA/DFP-COV technique to optimize scenarios that could not be optimized with DFP-COV alone. A number of MSRM mission scenarios were analyzed with only the DFP-COV method and then again with the DFP-COV method and GA working in conjunction. When the results were compared, the cooperative GA/DFP-COV method obtained comparable or superior solutions in substantially less time. Overall, the new GA and COV-based method has increased the speed and efficiency of the optimization routine, provided more optimal results, and allowed some scenarios to be optimized for which solutions had not previously been obtained.
