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Abstract
We prove regularity theorems for minimizers of integral functionals of the Calculus of
Variations Z
O
f ðx; DuðxÞÞ dx;
with non-standard growth conditions of ðp; qÞ type
jzjppf ðx; zÞpLðjzjq þ 1Þ; poq:
In particular, we ﬁnd that a sufﬁcient condition for minimizers to be regular is q
p
onþa
n
; where
the function f ðx; zÞ is a-Ho¨lder continuous with respect to the x-variable and xAOCRn; this
condition is also sharp. We include results in the setting of Orlicz spaces; moreover, we treat
certain relaxed functionals too. Finally, we address a problem posed by Marcellini in [43],
showing a minimizer with an isolated singularity.
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1. Introduction
In this paper we study regularity properties of local minimizers of integral
functionals of the Calculus of Variations
Fðu;OÞ ¼
Z
O
f ðx; DuðxÞÞ dx; ð1Þ
where u :O-RN ; O is a bounded open subset of Rn; nX2; NX1 and f :O
RnN-R: The main assumption we are going to consider is the so-called ð p; qÞ-
growth conditions
jzjppf ðx; zÞpLðjzjq þ 1Þ ð2Þ
for any zARnN ; where LX1; 1oppqoþN: The standard case p ¼ q has been
considered at length over the last 40 years and today a vast literature is available. On
the contrary, the non-standard case poq has a shorter history that started with
Marcellini’s seminal papers, [41–45], where a general theory for functionalsZ
O
f ðDuðxÞÞ dx ð3Þ
has been built, under growth conditions including (2). Eventually, this topic gained a
large number of contributions by many authors (see the references in [44,45,18,19]
and [12]).
This paper aims to study the regularity properties of minimizers for functionals
(1), where the main feature is the explicit dependence on the variable x of the
lagrangian f ðx; zÞ: In the standard case p ¼ q the situation is well clariﬁed and the
regularity results basically rely on pertubation methods and Gehring’s lemma (see
for instance [31–33,38]). In case (2) these techniques generally fail and the situation is
not so clear; indeed, as we shall see in a moment, the regularity of minimizers may
depend in a delicate way on the interaction between the growth of f ðx; zÞ with
respect to the variable z and its pointwise regularity with respect to x:
In this paper we address the problem of higher integrability of minimizers: does
every local minimizer uAW 1;ploc of the functional (1) belong to the higher space W
1;q
loc ?
Let us stress that, in this setting, this kind of regularity is crucial; indeed, since many
a priori estimates depend on the Lq norm because of the right-hand side of (2), the
ﬁrst step in the analysis of regularity of minimizers is just to improve the integrability
of Du from Lp to Lq:
We remark that the study of functionals (1) is also motivated by several problems
from mathematical physics. In particular functionals as F 2; F 3 and F 4; described
below, arise in different contexts from ﬂuidynamics and homogenization (see for
instance the comments in [41–45] and the book [53], chapter 2; moreover see [29] and
the additional comments in Remark 5 of Section 4 of this paper). Let us also note
that, as emphasized in recent work in numerical analysis (see [15]), the higher
integrability of solutions is an essential tool in order to make efﬁcient numerical
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approximations work, when dealing with nonstandard growth conditions. We also
mention that, very recently, related higher integrability problems and results have
been considered in the paper [12].
We shall obtain such regularity theorems for a large class of functionals, including
the relevant model cases
F 1ðu;OÞ ¼
Z
O
aðxÞf ðDuÞ dx;
1paðxÞpL; jzjppf ðzÞpLðjzjq þ 1Þ;
F 2ðu;OÞ ¼
Z
O
Xn
i¼1
aiðxÞjDiujpi dx;
1paiðxÞpL; 1op ¼ p1pp2p?ppn ¼ q;
F 3ðu;OÞ ¼
Z
O
jDujp þ aðxÞjDujq dx; 0paðxÞpL;
F 4ðu;OÞ ¼
Z
O
jDujpðxÞ dx; 1opppðxÞpq;
F 5ðu;OÞ ¼
Z
O
jDujpðxÞBðjDujÞ dx; 1opppðxÞpq
g
; 1pBðjzjÞpg;
F 6ðu;OÞ ¼
Z
O
jDujpðxÞBðjDujÞ dx;
1opppðxÞpq 	 q1; 1pBðjzjÞpLð1þ jzjq1Þ:
As far as we know, no regularity problem for any of the previous functionals (apart
from F 4 that has been studied for instance in [58,14] and the functional F 2 that has
been studied by Lieberman in [37] in the case of Lipschitz regularity of the
coefﬁcients aiðxÞ and by Pagano in [50] under stronger assumptions) has been
considered in the literature, at least under our general assumptions. On the contrary,
when no dependence on the variable x is allowed, the functionals F 1;F 2 have been
studied in [41,42] when aðxÞ; aiðxÞ 
 1: The functionals F 5;F 6 have been considered
in the papers [8,41], when pðxÞ 
 1; for some particular choices of the function B:
For more speciﬁc settings see also the interesting papers of Lieberman [35,36] and
Ural’tseva-Urdaletova [57].
In order to get a taste of the variety of phenomena, we are going to observe in case
(1) with respect to case (3), let us look at the models F 1 	 F 6: in F 1;F 2 the presence
of the variable x acts as a ‘‘soft’’ perturbation, since the fact that the function f ðx; zÞ
only satisﬁes (2), with paq; is linked to the behavior of f ðx; zÞ with respect to the
variable z (in other words, keeping the variable x ﬁxed, the function z-f ðx; zÞ still
exhibits ð p; qÞ-growth conditions). In F 3 we see that the ð p; qÞ-growth of the
function f ðx; zÞ ¼ jzjp þ aðxÞjzjq is essentially due to the presence of aðxÞ that
determines the zones of growth: f ðx; zÞ shows, with respect to z; a q-growth when
aðxÞ40 and a p-growth when aðxÞ ¼ 0; thus, it globally shows a ð p; qÞ-growth. A
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similar reasoning applies to F 4; while in the case of F 5 	 F 6 the two effects are
combined: both x and z determine the ð p; qÞ-growth (2). Thus, functionals F 1 	F 6
show the various ways the presence of x may inﬂuence the growth with respect to z:
Indeed, by means of them, all the models considered in the literature up to now may
be analyzed (see Section 6).
The previous remarks suggest that the regularity of minimizers will be linked to a
deep interplay between the behavior of f ðx; zÞ with respect to x and the numbers
ð p; qÞ: Indeed, one of the main novelties of this paper can be described as follows. It
is well known [41,42] that for functionals (3) (that is functionals with an energy
density depending only on the gradient) a sufﬁcient condition for regularity is
q
p
ocðnÞ; ð4Þ
where cðnÞ41 is a suitable number such that cðnÞ-1 when n-þN: For instance,
in [18] it is shown that one can pick cðnÞ ¼ ðn þ 2Þ=n; in [42], provided uAW 1;qloc ; we
are allowed to pick a larger cðnÞ : cðnÞ ¼ n=ðn 	 2Þ: Bounds like (4) are also necessary
since counterexamples show that, if such a condition is dropped, minimizers may
lose regularity (see the last section of [42] and the related comments). On the other
hand, the optimal value of cðnÞ in (4) is not known, that is, up to now, one is able to
prove regularity under some values cðnÞ smaller than the ones, cðnÞ; used to build
counterexamples: cðnÞ 	 cðnÞ40; here, again cðnÞ-1 when n-þN: In this paper
we show that, for functionals (1), a bound similar to (4) must be assumed to ensure
regularity, with cðnÞ replaced by cðn; aÞ where a is the Ho¨lder continuity exponent of
x-f ðx; zÞ: Moreover, in contrast to what happens for (3), we determine the best-
possible value for cðn; aÞ: Indeed, we show that a sufﬁcient condition for the
regularity is
q
p
on þ a
n
: ð5Þ
Then we also exhibit a counterexample showing that, if q=p4ðn þ aÞ=n; there are
local minimizers uAW 1;ploc such that ueW
1;q
loc : It is interesting to note that the same
example allows to address a problem posed by Marcellini in [43]. Indeed in that
paper Marcellini asks whether it is possible or not to build a functional of the typeZ
O
f ðx; u; DuÞ dx
having a minimizer with an isolated singularity. We show that this is possible already
considering a functional (1); see Section 7 for further comments. It is also interesting
to see that in the important case of Lipschitz continuity of f with respect to x the
bound (5), nþ1
n
; is strictly smaller than the one available for functionals (3) (see
Remark 2 in Section 4).
Let us now comment on the techniques employed. In our approach to regularity
we immediately encounter a big problem: the possible occurrence of Lavrentiev
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Phenomenon, that is
inf
uAW 1;p
Z
O
f ðx; DuÞ dxo inf
uAW 1;q
Z
O
f ðx; DuÞ dx: ð6Þ
This is a clear obstruction to regularity since (6) obviously prevents minimizers to be
in W 1;q (there is a large literature on the subject: the reader may look at [6,25] for a
general review and to [27] for connections to nonlinear elasticity). Let us explicitly
point out that (6) never happens if p ¼ q or if the (convex) function f does not
explicitly depend on the variable x; as in (3). The reasons of (6) are very often
geometrical and they cannot be detected in a direct way by standard elliptic
regularity techniques. So we adopt the following strategy: we consider those
problems for which (6) does not occur and for minimizers of such problems we prove
regularity (see Theorem 4); at this stage (5) appears as a condition ensuring the
validity of a priori estimates. Since higher integrability of minimizers excludes (6), we
have actually proved that the failure of (6) is equivalent to the regularity of
minimizers. Note that, usually, one proves regularity of minimizers in order to
exclude (6); here, we follow the opposite procedure. We are dealing with local
regularity so we ﬁnd appropriate to use a local formulation of (6) adopting the
viewpoint introduced by Buttazzo and Mizel. We use their deﬁnition of Lavrentiev
Gap functional Lðu;OÞ: this functional is associated to F in such a way that it
vanishes on minimizers of F iff (6) fails, see next section and [7]. The ﬁnal step is
ﬁnding classes of functionals for which (6) fails: as a corollary, minimizers of such
functionals are regular. The model functionals F 1–F 6 are included (see Theorem 6
and Remark 4). Here we ﬁnd an unexpected twist (see Lemma 13): condition (5)
comes into the play once again; when dealing ﬁrst with F 3 and then with a larger
class of functionals (see Section 5), it also ensures the failure of (6), thus establishing
a deeper and suggestive linkage between regularity and Lavrentiev Phenomenon.
Finally, we undertake the study of the case in which a gap, that is the Lavrentiev
Phenomenon, really occurs. In this situation, the regularity of minimizers naturally
fails, and, following the approach of Marcellini [39,40], we look at regularity of
minimizers of the relaxed functional, that is the lower semi-continuous envelope of F
with respect to the weak-W 1;p convergence, along sequences of W 1;q functions. For
minimizers of such a functional we prove analogous higher integrability results thus
drawing a rather complete theory, as far as W 1;q regularity is concerned. For more
comments, see also Section 6.
The plan of the paper is as follows. In Section 2, we collect some preliminaries on
the Lavrentiev Phenomenon and embedding theorems in fractional Sobolev spaces.
In Section 3, we include a counterexample showing that (5) is sharp in any dimension
nX2: In Section 4, we prove estimates and regularity theorems valid for those
functionals not exhibiting Lavrentiev Phenomenon. In Section 5, we apply these
results to some classes of functionals including the model cases F 1 	 F 6 and the
setting of Orlicz spaces. In Section 6, we prove regularity of minimizers of the relaxed
functional. Finally, in Section 7, we show a minimizer with an isolated singularity.
ARTICLE IN PRESS
L. Esposito et al. / J. Differential Equations 204 (2004) 5–55 9
2. Preliminaries
In the following O will denote an open, bounded subset of Rn; nX2 and we shall
set BR 
 BRðx0Þ :¼ fxARn : jx 	 x0joRg: Unless differently speciﬁed, all the balls
considered will have the same center, while c will denote a constant not necessarily
the same in any two occurrences, the relevant dependence being emphasized.
We shall consider only Caratheo´dory functions f :O RnN-R and we are going
to deal with variational integrals of the type in (1), that is, with the energy density f
satisfying (2). Due to the non-standard growth behavior of f we shall adopt the
following notion of (local) minimizer.
Deﬁnition 1. A function uAW 1;1loc ðO;RNÞ is a local minimizer of F iff
x-f ðx; DuðxÞÞAL1locðOÞ and
Z
supp j
f ðx; DuÞ dxp
Z
supp j
f ðx; Du þ DjÞ dx;
for any jAW 1;1ðO;RNÞ with supp jCO:
2.1. Lavrentiev Phenomenon
As mentioned in the introduction, a natural obstruction to regularity of
minimizers of functionals with ð p; qÞ-growth is the (possible) occurrence of the
Lavrentiev Phenomenon (gap phenomenon), see [6]. Indeed it may happen that
inf
uAX
Z
O
f ðx; DuÞ dxo inf
uAY
Z
O
f ðx; DuÞ dx; ð7Þ
where Y ; X are topological spaces of weakly differentiable functions and YCX ; Y is
a dense subspace of X : This phenomenon has been intensively studied when the
spaces X and Y are for instance Dirichlet classes: Y ¼ u0 þ W 1;q0 ðO;RNÞ; X ¼
u0 þ W 1;p0 ðO;RNÞ: Since we are interested in the interior regularity of minimizers we
ﬁnd appropriate to adopt the formulation of the Lavrentiev Phenomenon in the
framework of relaxation, introduced by Buttazzo and Mizel. Our basic reference
here is [7], where the reader may also ﬁnd further details (see also [6]).
If X is a topological space and YCX is a dense subspace of X ; given a function
F : X-½0;þN; it is possible to consider the following sequentially lower
semicontinuous (s.l.s.c.) envelopes (the relaxation of F )
FX :¼ supfG : X-½0;þN : G is s:l:s:c:; GpF on Xg;
FY :¼ supfG : X-½0;þN : G is s:l:s:c:; GpF on Yg:
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Obviously, FXpFY ; this naturally leads to deﬁne the Lavrentiev Gap functional
relative to F as follows: for every uAX
LðuÞ :¼ FY ðuÞ 	 FX ðuÞ; LðuÞ :¼ 0 if FX ðuÞ ¼ þN:
From now on, we shall always consider
Y ¼ W 1;qloc ðBR;RNÞ-W 1;pðBR;RNÞ; X ¼ W 1;pðBR;RNÞ
endowed with the weak topology of W 1;pðBR;RNÞ and
Fðu; BRÞ ¼
Z
BR
f ðx; DuÞ dx ð8Þ
with BR!O being a ﬁxed ball, while the function f ðx; zÞ will be always assumed
convex in z: Moreover, we also assume that c1jzjppf ðx; zÞ; for some constant c140:
The choice for Y is clearly motivated by the fact that we shall be interested in local
W 1;q-regularity and from this point of view the space W
1;q
loc ðBR;RNÞ-W 1;pðBR;RNÞ
is the natural one.
We shall also put LðuÞ 
 Lðu; BRÞ to emphasize the dependence on BR: Let us
remark that since the function f ðx; zÞ is convex with respect to z; standard weak
lower semicontinuity results give that FX ¼ F (see [33, Chapter 4]).
The connection between L and the Lavrentiev Phenomenon is given by the fact
that assuming L 
 0 excludes (7) (see [7,6]). The following lemma will be used in the
proofs (see [7]) and it is a consequence of the deﬁnitions given above.
Lemma 1. Let uAW 1;pðBR;RNÞ be a function such that Fðu; BRÞoþN: Then
Lðu; BRÞ ¼ 0 iff there exists a sequence fumgmANCW 1;qloc ðBR;RNÞ-W 1;pðBR;RNÞ such
that
um,u weakly in W
1;pðBR;RNÞ and Fðum; BRÞ-Fðu; BRÞ:
2.2. Fractional Sobolev spaces
In the following we connect some preliminary results that are basically concerned
with the embedding properties of functions belonging to fractional Sobolev spaces.
General information on such spaces can be retrieved from [4].
For a vector-valued function G :Rn-Rk we deﬁne the following ﬁnite difference
operator
ts;hGðxÞ ¼ Gðx þ hesÞ 	 GðxÞ;
where hAR; es is the unit vector in the xs direction, and 1pspn: We now state
several lemmas that we will need later. We start with an elementary fact on Sobolev
functions.
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Lemma 2. If 0oroR; jhjoR 	 r; 1ptoN; sAf1;y; ng; and G; DsGALtðBRÞ; thenZ
Br
jts;hGðxÞjt dxpjhjt
Z
BR
jDsGðxÞjt dx:
The following lemma is fractional Sobolev embedding theorem localized on balls.
A proof when the balls are replaced by the entire space Rn can be found in [4]. The
following localized version with the explicit dependence of the constant upon the
radii r and R of the balls can be obtained by a suitable use of a cut-off function
between Br and BR; such a procedure is quite standard.
Lemma 3. If G :Rn-Rk; GAL2ðBRÞ; 0oRp1 and for some rAð0; RÞ; dAð0; 1Þ;
M40; Z :Rn-R with ZAC10ðBðrþRÞ=2Þ; 0pZp1 in Rn; jDZjp4=ðR 	 rÞ in Rn; Z ¼ 1
on Br;
Xn
s¼1
Z
BR
jts;hGðxÞj2Z2ðxÞ dxpM2jhj2d
for every h with jhjpR	r
4
; then GAW b;2ðBr;RkÞ-L
2n
n	2bðBr;RkÞ for every bAð0; dÞ and
jjGjj
L
2n
n	2bðBrÞ
p c
ðR 	 rÞ2bþ2dþ2
ðM þ jjGjjL2ðBRÞÞ;
where c 
 cðn; k; b; dÞ:
Lemma 4. If GAL2ðBRÞ and
Xn
s¼1
Z
Br
jts;hGðxÞj2 dxpM2jhj2
for every jhjoR 	 r; then GAW 1;2ðBrÞ and
jjDsGjjL2ðBrÞpM; 8s ¼ 1;y; n:
Next lemma is well known when pX2: The case 1opo2 is an easy consequence of
Lemmas 2.1 and 2.2 from [2].
Lemma 5. For every p41 and G : BR-Rk we have
jts;hððm2 þ jGðxÞj2Þðp	2Þ=4GðxÞÞj2
pcðk; pÞðm2 þ jGðxÞj2 þ jGðx þ hesÞj2Þ
p	2
2 jts;hGðxÞj2
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for every xABr; with jhjoR 	 r; and every s ¼ 1;y; n; where 0pmp1 and the
constant c 
 cðk; pÞ is independent of m:
The next iteration result, can be found in [33, Chapter 6, Section 3].
Lemma 6. Let h : ½r; R0-R be a non-negative bounded function and
0oyo1; 0pA; 0ob: Assume that
hðrÞp A
ðd 	 rÞb
þ yhðdÞ
for rprodpR0: Then
hðrÞp cA
ðR0 	 rÞb
;
where c ¼ cðy; bÞ40:
2.3. Some harmonic analysis
Here we connect some basic facts from harmonic analysis. In the following, and
for the rest of the paper we shall denote by f : B1-R a standard molliﬁer; we also
deﬁne feðxÞ :¼ e	nfðx=eÞ:
Let q41 be a real number, let RCRn be a cube, let bðxÞAL1ðRÞ satisfy bðxÞ40 a.e.
in R and bðxÞ	
1
q	1AL1ðRÞ; the function bðxÞ is said to belong to the Muckenhoupt
class AqðRÞ iff
sup
QCR
	
Z
Q
bðxÞ dx
 
	
Z
Q
bðxÞ	
1
q	1 dx
 q	1
pcoþN;
where Q varies amongst all possible cubes contained in R; see [48,30,13,54].
Let fAL1locðRnÞ; the (Hardy–Littlewood) maximal function Mf is deﬁned as
ðMf ÞðxÞ :¼ sup
r40
	
Z
BrðxÞ
jf ðyÞj dy:
The following important result, due to Muckenhoupt (see [48, Theorem 9] and [13]
for a shorter proof; see also [54] for related results) will be needed in a few lines (of
course a function fAL1ðRÞ with compact support in a cube R is understood to be
deﬁned on the whole Rn; letting f 
 0 outside R):
Theorem 1. Let RCRn be a cube, bAAqðRÞ and fAL1ðRÞ; such that supp f !R: Then
there exists a constant c 
 cðb; qÞoþN; independent of f and R such thatZ
R
jMf ðxÞjqbðxÞ dxpc
Z
R
jf ðxÞjqbðxÞ dx: ð9Þ
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3. Irregularity
In this section we are going to exhibit a functional with ð p; qÞ-growth, like F 3;
with a related local minimizer (deﬁned by solving a suitable Dirichlet problem,
admitting a unique solution) belonging to W
1;q
loc as soon as q=poðn þ aÞ=n is satisﬁed.
On the other hand, the local minimizer found solving the same Dirichlet problem
does not belong to W
1;q
loc when q=p4ðn þ aÞ=n: The example is inspired by certain
two-dimensional constructions, due to Zhikov, from the theory of Lavrentiev
Phenomenon [58,6] and has also some analogies with a counterexample by Franchi
et al. [28], for the theory of linear elliptic equations with unbounded coefﬁcients. We
remark that we are not going to show the irregular minimizer explicitly, but we shall
use an indirect argument, arguing by contradiction. We give the following proof
since it illustrates the interaction between Lavrentiev Phenomenon (gap phenom-
enon) and the regularity/irregularity of minimizers.
Now we establish some preliminary notations. In the following we shall put O 

B1 
 B1ð0Þ: Moreover, for nX2 we shall consider the open cone
Cþ :¼ x 
 ðx1; x2;y; xnÞARn : x2n 	
Xn	1
i¼1
x2i40
( )
:
Accordingly we shall also set
C	 :¼ xARn : x2n 	
Xn	1
i¼1
x2io0
( )
;
C0 :¼ xARn : x2n 	
Xn	1
i¼1
x2i ¼ 0
( )
;
Cþr :¼ Cþ-Br; G :¼ Cþ-@B1; Gþ :¼ G-fxn40g; G	 :¼ G-fxno0g:
For 0oap1; we deﬁne the function a 
 aa :Rn-R as
aaðxÞ :¼ sup x2n 	
Xn	1
i¼1
x2i ; 0
( )
1
jxj2	a:
The function aaðxÞ is easily seen to be Ho¨lder continuous with exponent a:
If n ¼ 2 we are going to use polar coordinates
x1 :¼ r cos y; x2 :¼ r sin y
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with r40 and yA½0; 2pÞ: If nX3 we are going to use the following spherical
coordinates:
x1 :¼ r cos y
Yn	2
s¼1
sin fs; x2 :¼ r sin y
Yn	2
s¼1
sinfs;
and for 3pipn
xi :¼ r cos fi	2
Yn	2
s¼i	1
sin fs;
where
r40; yA½0; 2pÞ; fiA½0;p; 1pipn 	 2:
Using such coordinates it follows that aaðxÞ ¼ ra maxfcos 2fn	2; 0g; this function
will be used to deﬁne an integral of the type F 3: In order to ﬁnd a local minimizer, we
are going to select a Dirichlet datum.
For n ¼ 2 we deﬁne
uðxÞ :¼
sinð2yÞ if 0pypp
4
;
1 if p
4
pyp3p
4
;
sinð2y	 pÞ if 3p
4
pyp5p
4
;
	1 if 5p4pyp7p4 ;
sinð2yÞ if 7p
4
pyp2p:
8>>><
>>>>:
Instead, for nX3 we deﬁne
uðxÞ :¼
1 if 0pfn	2pp4;
sinð2fn	2Þ if p4pfn	2p3p4 ;
	1 if 3p
4
pfn	2pp:
8><
>:
The Dirichlet datum is then deﬁned as follows
u0ðxÞ :¼ jxj2uðxÞ:
We observe that if pon then uAW 1;pðB1Þ and we put
c1 :¼
Z
B1
jDujp dx: ð10Þ
Moreover, we shall also put
c2 :¼ Hn	1ðGÞ: ð11Þ
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Finally we note that as soon as q4n þ a then, using spherical coordinates
c3 :¼
Z
Cþ
1
1
jxj
qðn	1Þ
ðq	1Þ
1
aaðxÞ
1
q	1
dxoþN: ð12Þ
In the following we shall consider the functional G deﬁned on W 1;pðB1Þ
GðuÞ :¼
Z
B1
jDujp þ aaðxÞjDujq dx ð13Þ
and we shall deﬁne the function z 
 zt0At0u0 þ W 1;p0 ðB1Þ as the (unique) solution to
the following Dirichlet problem
min
uAt0u0þW 1;p0 ðB1Þ
GðuÞ;
where t0 is a ﬁxed constant. In the next sections we are going to prove regularity
results (see Theorem 7) that will lead to the following:
Theorem 2. If q
p
onþa
n
then zt0AW
1;q
loc ðB1Þ for every t0AR:
The main result of this section is, instead, the next (with the constants c1; c2 and c3
being the ones speciﬁed in (10)–(12)):
Theorem 3. If the following bounds hold
1oponon þ aoq ð14Þ
and if t04ðc1ð qc2Þ
qð c3
q	1Þq	1Þ1=ðq	pÞ; then
zt0eW
1;q
loc ðB1Þ:
Theorem 3 is a counterexample to regularity and it actually shows that assumption
(5) is sharp for regularity, since, under (14), the condition in Theorem 2 is clearly
violated. The counterexample is rather complete since it also works in low
dimensions, in the scalar case N ¼ 1 and for a functional whose energy density
depends on the modulus of the gradient jDuj; moreover the boundary datum u0 is
Lipschtiz.
The proof will be achieved in a series of lemmas. The next one is about the
Lavrentiev Phenomenon with Dirichlet data.
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Lemma 7. If t0 is as in Theorem 3, then
inf
uAt0u0þW 1;p0 ðB1Þ
Go inf
uAt0u0þW 1;q0 ðB1Þ
G: ð15Þ
Proof. Since the functional G has q-growth from above it is obviously continuous in
the strong topology of W 1;qðB1Þ thus we may reduce ourselves to prove that
inf
uAt0u0þW 1;p0 ðB1Þ
Go inf
uAt0u0þCN0 ðB1Þ
G: ð16Þ
To this aim let us ﬁrst prove that
inf
uAt0u0þW 1;p0 ðB1Þ
Gp
Z
B1
jDujp dx
 
t
p
0 ¼ c1tp0: ð17Þ
Indeed, using the minimality of zt0 ; we get
inf
uAt0u0þW 1;p0 ðB1Þ
G ¼ Gðzt0ÞpGðt0uÞ
¼ tp0
Z
B1
jDujp dx þ tq0
Z
B1
aðxÞjDujq dx
ð¼0Þ
¼
Z
B1
jDujp dx
 
t
p
0:
Now, ﬁx l40; let wAt0u0 þ CN0 ðB1Þ: Now we use spherical coordinates (where
o :¼ x=jxj), Fubini’s theorem and Jensen’s inequalityZ
Cþ
l
jxjn	1
x
jxj; DwðxÞ
 
 dx ¼ l
Z 1
0
Z
G
@
@r
wðroÞ

 dHn	1ðoÞ dr
¼ l
Z
G
Z 1
0
@
@r
wðroÞ

 dr dHn	1ðoÞ
X l
Z
G
Z 1
0
@
@r
wðroÞ dr

 dHn	1ðoÞ
¼ l
Z
G
jwðoÞ 	 wð0Þj dHn	1ðoÞ
¼ lt0
Z
G
u0ðoÞ 	 wð0Þ
t0

 dHn	1ðoÞ
¼ lt0 1
2
Hn	1ðGÞ 1	 wð0Þ
t0

þ 	1	 wð0Þt0


 
X lt0
1
2
Hn	1ðGÞ inf
sAR
fj1	 sj þ j 	 1	 sjg
¼ lt0Hn	1ðGÞ ¼ c2lt0:
ARTICLE IN PRESS
L. Esposito et al. / J. Differential Equations 204 (2004) 5–55 17
Using the previous computation together with Young’s inequality we get
c2lt0p
Z
Cþ
l
jxjn	1
x
jxj; DwðxÞ
 
 dx
p l
q
q	1
Z
Cþ
1
jxj
qðn	1Þ
ðq	1Þ
1
aaðxÞ
1
q	1
dx þ
Z
Cþ
aaðxÞ xjxj; DwðxÞ
 

q
dx
p c3l
q
q	1 þ
Z
Cþ
aaðxÞjDwðxÞjq dx
p c3l
q
q	1 þ GðwÞ:
Summarizing the previous results, it follows that
GðwÞX c3 sup
l40
lt0
c2
c3
	 l
q
q	1
 
¼ c3 sup
lAR
lt0
c2
c3
	 jlj
q
q	1
 
¼ c3 t0c2
q0c3
 q
1
q 	 1
and ﬁnally, taking into account that t04ðc1ð qc2Þ
qð c3
q	1Þq	1Þ1=ðq	pÞ
inf
uAt0u0þCN0 ðB1Þ
GX c2
q
 q
q 	 1
c3
 q	1
t
q
04c1t
p
0X inf
uAt0u0þW 1;p0 ðB1Þ
G
by (17); thus (16) is proved and so is (15). &
In the previous lemma we proved that the Lavrentiev Phenomenon occurs when
considering the whole ball B1; that is Lðu; B1Þ40: Now we are going to prove that
the Lavrentiev Phenomenon does not occur in each annulus B1\Bt; t40: In the
following we are going to consider the function
bðxÞ ¼ x2n 	
Xn	1
i¼1
x2i

:
Explicit (but lengthy!) computations show (see also [30]) that
Lemma 8. Let q be as above. Then bðxÞAAqðRnÞ:
Now we establish some further notations. We put
J :¼ 	 1; 1½n; Jþ :¼ 	 1; 1½n	10; 1½;
J	 :¼ 	 1; 1½n	1 	 1; 0½; J0 :¼ 	 1; 1½n	1f0g:
ARTICLE IN PRESS
L. Esposito et al. / J. Differential Equations 204 (2004) 5–5518
Moreover y ¼ ðy1; y2;y; ynÞ :¼ ðy˜; ynÞAJ with y˜ :¼ ðy1; y2;y; yn	1ÞA 	 1; 1½n	1: If
fAL1ðJþÞ we deﬁne its even extension to the whole J; f˜AL1ðJÞ by letting
f˜ðyÞ :¼ f ðyÞ if yAJ
þ,J0;
f ðy˜;	ynÞ if yAJ	:

The following lemma is scattered in the literature in different forms; we restate it
(and, for the sake of completeness, reprove it) here in a way suitable to our needs.
Lemma 9. Let bðxÞAAqðJÞ and fAL1ðRnÞ such that supp f ! J and j f jqbðxÞAL1ðJÞ:
If we let fe :¼ f  fe; for epdistðsupp f ; @JÞ then it follows that j fejqbðxÞ-j f jqbðxÞ in
L1ðJÞ:
Proof. It is straightforward to observe that a.e. in J we have that j feðxÞjpcMf ðxÞ;
for a constant independent of both f and e; then, using (9), the assertion follows via
Lebesgue’s dominated convergence theorem. &
The following is a technical, gluing lemma that we shall use later.
Lemma 10. Let uAW 1;pðJÞ be such that supp u! J and bðyÞjDujqAL1ðJþÞ where
bAAqðJþÞ: Then there exists a family of smooth functions fuege40CCN0 ðJÞ such that
ue-u strongly in W
1;pðJÞ and
Z
Jþ
bðyÞjDue 	 Dujq dy-0: ð18Þ
Moreover if u 
 0 then, in the construction, we shall trivially pick ue 
 0:
Proof. Let us consider the restrictions of b and u to Jþ; respectively bjJþ and ujJþ ;
and their even extensions to J; respectively b˜ and u˜: By the elementary properties of
the class AqðJþÞ (see [48,9]) it follows that b˜AAqðJÞ and moreover a simple change of
variable yields b˜ðyÞjDu˜jqAL1ðJÞ: Of course u˜AW 1;pðJÞ: From now on we shall pick
0oepminf1
3
; distðsupp u; @JÞg; let jeACNðRÞ be a cut-off function such that je 
 1
if 	eptp1; je 
 0 if 	1ptp	 2e and jDjejpce	1 and let us deﬁne
weðy˜; ynÞ :¼ jeðynÞu˜ðyÞ þ ð1	 jeðynÞÞuðyÞ:
Trivially weAW 1;pðJÞ; now we are going to prove that we-u strongly in W 1;pðJÞ
when e-0: We observe that from the very deﬁnition of we it sufﬁces to prove that
Ie :¼
Z 0
	2e
Z
	1;1½n	1
jDwejp dy˜ dyn-0: ð19Þ
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Clearly,
Iepc
Z 0
	2e
Z
	1;1½n	1
jDujp dy˜ dyn þ ce	p
Z 	e
	2e
Z
	1;1½n	1
ju˜ðyÞ 	 uðyÞjp dy˜ dyn ð20Þ
so we are done if we prove that the latter integral disappears when e-0; since so
does the former, by absolute continuity. To this aim, let us suppose that the function
u is smooth; then using Fubini’s theorem and Jensen’s inequality we get
e	p
Z 	e
	2e
Z
	1;1½n	1
ju˜ðyÞ 	 uðyÞjp dy˜ dyn
¼ e	p
Z 	e
	2e
Z
	1;1½n	1
Z 	yn
yn
Dnuðy˜; tÞ dt


p
dy˜ dyn
pce	p
Z
	1;1½n	1
Z 	e
	2e
jynjp	1
Z 2e
	2e
jDuðy˜; tÞjp dt dyn dy˜
pc
Z
	1;1½n	1	2e;2e½
jDujp dy: ð21Þ
The previous estimate has been derived for smooth functions, but a standard
approximation argument gives it for any function uAW 1;pðJÞ: It is now clear that
from (19)–(21) we have that we-u strongly in W
1;pðJÞ: Finally, we deﬁne the family
ue claimed in the statement via a molliﬁcation procedure. Let d 
 dðeÞpe=4 be such
that
jjwe  fd 	 ujjW 1;pðJÞ þ jju˜  fd 	 u˜jjW 1;pðJÞpe: ð22Þ
We deﬁne ue :¼ we  fd and also u˜e :¼ u˜  fd: By the very deﬁnition ueACN0 ðJÞ; by
Lemma 9 it follows that bðyÞjDu˜ejq-bðyÞjDu˜jq in L1ðJÞ and by the deﬁnition of u˜e
we have that *ueðxÞ ¼ ueðxÞ whenever xAJþ that implies bðyÞjDuejq-bðyÞjDujq in
L1ðJþÞ; taking into account that ue-u strongly in W 1;pðJÞ; we easily get (18) and the
proof of the lemma is complete. &
Lemma 11. Let uA %u þ W 1;p0 ðB1Þ-W 1;qðBtÞ for some 0oto1 where %uAW 1;qðB1Þ and
Gðu; B1ÞoþN: Then there exists a sequence of functions umA %u þ W 1;q0 ðB1Þ such that
um-u strongly in W
1;pðB1Þ and
Gðum; B1Þ-Gðu; B1Þ: ð23Þ
Proof. Step 1: Here we make some preliminary, standard reductions. In particular
we show that we may always suppose to take %u 
 0: Indeed, were the lemma true in
this case, for a general %u it is possible to argue as follows: let umAW
1;q
0 ðB1Þ be such
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that um-u 	 %u strongly in W 1;pðB1Þ andZ
gðx; DumÞ dx-
Z
gðx; Du 	 D %uÞ dx
then the sequence um :¼ %u þ umA %u þ W 1;q0 ðB1Þ does the job. Indeed clearly um-u
strongly in W 1;pðB1Þ and moreover
gðx; DumÞpcgðx; D %uÞ þ cgðx; DumÞ
thus we are able to conclude thatZ
gðx; DumÞ dx-
Z
gðx; DuÞ dx
by a well-known variant of Lebesgue’s dominated convergence theorem. So, from
now on, we may assume that %u 
 0: Now we perform a further reduction: we reduce
to the case in which the function u is bounded. Indeed, if we consider the sequence
umðxÞ :¼ maxfminfuðxÞ; mg;	mg then it follows that jumjpm; umAW 1;p0 ðB1Þ
-W 1;qðBtÞ; um-u and Gðum; B1Þ-Gðu; B1Þ; the last one being a consequence of
the absolute continuity of the integral and Gðu; B1ÞoþN: Finally, we make the last
reduction. We ﬁrst extend u to the whole Rn by letting %u 
 0 outside B1: Now let
0oso1 and let us deﬁne asðxÞ :¼ aðð1	 sÞ	1xÞ; us :¼ uðð1	 sÞ	1xÞ; then obviously
us-u strongly in W
1;pðB1Þ when s-0 and us 
 0 outside B1	s: A simple change of
variable yieldsZ
B1
aðxÞjDusjq dx ¼ ð1	 sÞa
Z
B1
asðxÞjDusjq dx ¼ ð1	 sÞnþa	q
Z
B1
aðxÞjDujq dxZ
B1
jDusjp dx ¼ ð1	 sÞn
Z
B1
jDujp dx
so that we also have Gðus; B1Þ-Gðu; B1Þ when s-0: In view of this fact it is clear that
we may reduce to the case in which u is a bounded function, u 
 0 outside a ball B%d
for some 14%d40; uAW 1;pðRnÞ-W 1;qðBtÞ with 0oto%do1 and proving that there
exists a sequence of functions umAW
1;q
0 ðB1Þ such thatZ
B1
jDum 	 Dujp þ aðxÞjDum 	 Dujq dx-0: ð24Þ
Step 2: Here we are going to construct a family of functions
fwege40CW 1;qðB1\Bt=4Þ such that we 
 0 in B1\B1þ%d
2
and, when e-0;
we-u strongly in W
1;pðB1\Bt
4
Þ and W 1;qðBt
2
\Bt
4
Þ ð25Þ
Gðwe; B1\BsÞ-Gðu; B1\BsÞ for all s such that t
4
pso1: ð26Þ
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Let Cs :¼ fxAB2\B5
8
t
: distðx; C0Þpsg: With s :¼ tð1	%dÞ
1000
it is possible to ﬁnd a ﬁnite
collection of open rectangles fRigip %N and C1-diffeomorphisms ci : J-Ri such that:
CsC
S %N
i¼1 Ri; Ri is centered in C
0-Cs; diam Rip1	%d100 t and
ciðJÞ ¼ Ri; ciðJ0Þ ¼ Ri-C0; ciðJ	Þ ¼ Ri-C	; ciðJþÞ ¼ Ri-Cþ:
Now we let: R %Nþ1 :¼ B3
4
t
\Bt
8
; R %Nþ2 :¼ B2\ðCs
2
,B5
8
t
Þ; in this way fRigip %Nþ2 is an
open cover of B2\Bt
4
; let fZigip %Nþ2 be an associated partition of unity, that is
ZiAC
N
0 ; supp Zi!Ri;
X%Nþ2
i¼1
Zi ¼ 1:
We deﬁne ui :¼ Ziu in such a way that u ¼
P
ui; we also observe that, for each i;
aðxÞjDuijqAL1ðB1Þ since Zi is smooth and the function u is bounded; moreover there
exists a constant L1 
 L1ðtÞoþN such that
L	11 aðxÞpbðxÞpL1aðxÞ in Cþ2 \Bt: ð27Þ
Note that supp u %Nþ2!R %Nþ2 and in R %Nþ2-Cþ it results that aaðxÞXa˜40; thus
uAW 1;qðR %Nþ2-CþÞ; so that, using molliﬁers, there exists e %Nþ2 
 e %Nþ2ðe; L1Þp1	%d1000 t
such that Z
R %Nþ2
jDðu %Nþ2  fe %Nþ2Þ 	 Du %Nþ2j
p
þ aðxÞjDðu %Nþ2  fe %Nþ2Þ 	 Du %Nþ2j
q
dxp e
2L1L
2
2
%N
; ð28Þ
where
L2X1þ max
1pip %N
fjjDc	1i jjqLNg þ max
1pip %N
fjjdet DcijjLNg:
Moreover since uAW 1;qðBtÞ; it is possible to ﬁnd e %Nþ1 
 e %Nþ1ðe; L1Þp1	%d1000 t such thatZ
R %Nþ1
jDðu %Nþ1  fe %Nþ1Þ 	 Du %Nþ1j
q
dxp e
2L1L
2
2
%N
: ð29Þ
Let us remark that we can take e %Nþ1; e %Nþ2 so small that suppðu %Nþ1  fe %Nþ1ÞCRe %Nþ2
and suppðu %Nþ2  fe %Nþ2ÞCR %Nþ2: Now we proceed approximating in Ri for ip %N and
we use Lemma 10. We deﬁne ui :¼ ui 3 ci; bi :¼ b 3 ci : J-R: By the basic properties
of the class AqðJÞ it follows that biAAqðJÞ and, a fortiori, biAAqðJþÞ; moreover a
simple change of variable yields that biðyÞjDuijqAL1ðJþÞ: Now we apply Lemma 10
in order to get weii AC
N
0 such thatZ
J
jDweii 	 Duijp þ biðyÞwJþ jDweii 	 Duijq dxp
e
2L1L
2
2
%N
: ð30Þ
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So, if we deﬁne weii :¼ weii 3 c	1i : Ri-R we have weii AC10ðRiÞ; moreover, a change of
variable and (30) give, for ip %N;Z
Ri
jDweii 	 Duijp þ aðxÞjDweii 	 Duijq dxp
e
2 %N
: ð31Þ
Now we ﬁnally set
we :¼
X%N
i¼1
weii þ ðu %Nþ1  fe %Nþ1Þ þ ðu %Nþ2  fe %Nþ2Þ :¼
X%Nþ2
i¼1
weii :
From our construction (see also Lemma 3.4) it results that weAC10ðBð1þ%dÞ=2Þ: This is
the family of functions we are looking for. Indeed, from (28)–(31) it follows (observe
that Bt
2
\Bt
4
! fZ %Nþ1 ¼ 1g)Z
Bt
2
\Bt
4
jDwe 	 Dujq dxp
Z
R %Nþ1
jDu %Nþ1  fe %Nþ1 	 Du %Nþ1j
q
dxpe;
Z
B1\Bt
4
jDwe 	 Dujp þ aðxÞjDwe 	 Dujq dx
p
X%Nþ2
i¼1
Z
Ri
jDweii 	 Duijp þ aðxÞjDweii 	 Duijq dxpe;
and the proof of (25)–(26) is concluded.
Step 3: Now we ﬁnally construct the sequence claimed in the statement. For each
mAN let em40 be such that
m2q
Z
Bt
2
\Bt
4
jwem 	 ujq þ jwem 	 ujp dxp1: ð32Þ
Next we deﬁne a cut-off function jmAC
N
0 ðB1Þ such that jm 
 1 on Bt
4
and jm 
 0
outside Bt
4
þ1
m
with jDfmjpcm	1: We ﬁnally deﬁne um :¼ fmu þ ð1	 fmÞwem ; we
claim that this is the sequence we are looking for. Clearly we have that umAW
1;q
0 ðB1Þ;
moreover
Gðum; Bt
4
þ1
m
\Bt
4
Þp c
Z
Bt
4
þ1
m
\Bt
4
1þ jDwem jq þ jDujq dx
þ cmq
Z
Bt
2
\Bt
4
jwem 	 ujq þ jwem 	 ujp dx-0 ð33Þ
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by (25) and (32). Now, let us ﬁx 0oso1=1000 and estimate, for mX1=s
jGðum; B1Þ 	 Gðu; B1ÞjpjGðwem ; B1\Bt
4
þsÞ 	 Gðu; B1\Bt
4
þsÞj
þ Gðwen ; Bt
4
þs\Bt
4
þ1
m
Þ þ Gðu; Bt
4
þs\Bt
4
Þ þ Gðum; Bt
4
þ1
m
\Bt
4
Þ:
Letting m-þN in the previous inequality, (25), (26) and (33) give
lim sup
m
jGðum; B1Þ 	 Gðu; B1Þjp2Gðu; Bt
4þs
\Bt
4
Þ
and (23) follows letting s-0: &
Proof of Theorem 3. We argue by contradiction. Therefore we are supposing that
zt0AW
1;q
loc ðB1Þ; then by Lemma 11 there exists a sequence of functions umAt0u0 þ
W
1;q
0 ðB1Þ such that GðumÞ-Gðzt0Þ: But then it follows that
inf
uAt0u0þW 1;p0 ðB1Þ
G ¼ inf
uAt0u0þW 1;q0 ðB1Þ
G
which is in contradiction with the result of Lemma 7. Thus zt0eW
1;q
loc ðB1Þ; and
Theorem 3 is completely proved. Let us observe that such proof clearly illustrates
how the irregularity of minimizers is linked to the Lavrentiev Phenomenon. &
4. Regularity
Here we see how imposing bound (5) allows to get a priori estimates, leading in
turn to regularity of minimizers in W 1;q: Let us discuss in detail the hypotheses we
are going to impose on the function f in order to get our regularity results. In the
following, accordingly to a usual custom, the symbol D will have a double meaning:
for f ¼ f ðx; zÞ we will write Df ðx; zÞ and D2f ðx; zÞ in order to denote differentiation
with respect to z; for u ¼ uðxÞ we will write DuðxÞ in order to denote differentiation
with respect to x: We shall consider f such that, for every z; z1; z2ARnN ; x; yAO
(H1) jzjppf ðx; zÞpLðjzjq þ 1Þ; 1pLoþN;
(H2) 1oppqop n þ a
n
 
;
(H3) z-f ðx; zÞAC1ðRnNÞ for every xAO;
(H4) L	1ðm2 þ jz1j2 þ jz2j2Þ
p	2
2 jz1 	 z2j2p/Df ðx; z1Þ 	 Df ðx; z2Þ; z1 	 z2S;
(H5) jDf ðx; zÞ 	 Df ðy; zÞjpLjx 	 yjaðjzjq	1 þ 1Þ; 0oap1;
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where the parameter 0pmp1 allows both the degenerate case m ¼ 0 and the non-
degenerate one m40:
We observe that (H4) immediately tells us that the function z-f ðx; zÞ is convex; in
turn, this fact and (H1) imply that there exists a constant c 
 cðn; N; q; LÞ such that,
for any xAO and zARnN
jDf ðx; zÞjpcðjzjq	1 þ 1Þ: ð34Þ
This fact can be easily checked by looking at the proof of Lemma 2.1 from [41].
Remark 1. The hypotheses stated above are weaker than the ones usually considered
to get higher integrability of the gradient (see [41–43]). Indeed we do not suppose
that the function f is twice differentiable with respect to z and we do not formulate
the strict (and degenerate) convexity of f using
L	1jzjp	2jlj2pD2f ðx; zÞl#lpLjzjq	2jlj2 ð35Þ
for any z; lARnN ; xAO: We also remark that when f is twice differentiable with
respect to z then (H4) implies the left-hand side of the previous inequality (up to
slightly change the ellipticity constant). In any case there is no analogous for the
right-hand side of (35), which is completely dropped in our context.
The main result is the following general theorem, ensuring regularity of minimizers
once the Lavrentiev Phenomenon does not appear
Theorem 4. Let f verify (H1)–(H5). If uAW 1;1loc ðO;RNÞ is a local minimizer of the
functional F ; such that Lðu; BRÞ ¼ 0 for any BR!O then
uAW 1;tlocðO;RNÞ for all to
np
n 	 a:
Moreover, let ppto np
n	a as above, BR!O be a fixed ball and 0oroRp1; then there
exist two constants
c 
 cðn; N; q; p; L; R; r; t; aÞoþN; b 
 bðn; q; p; t; aÞ40 ð36Þ
such that if Lðu; BRÞ ¼ 0 thenZ
Br
jDujt dxpc
Z
BR
ð f ðx; DuÞ þ 1Þ dx
 b
: ð37Þ
Remark 2. The previous theorem allows us to conclude that uAW 1;qloc ðO;RNÞ;
provided Lðu; BRÞ ¼ 0 for any ball BR!O: Indeed since we are assuming (H2), then
we have
np
n 	 a4p
n þ a
n
 
4q:
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It would be of interest to discuss the borderline case
q
p
¼ n þ a
n
;
we do not know how to prove or disprove regularity in this particular situation; it is
anyway clear that counterexamples of the type of Section 3 cannot be constructed,
since, as we shall see in Section 5, Lavrentiev Phenomenon does not appear in such a
limit case (see Lemma 13 and, in particular, (73)). Now, let us explicitly consider the
important case of a lagrangian f which is Lipschitz continuous with respect to x; this
means that a ¼ 1 in (H5), thus the bound (H2) for the ratio q
p
is nþ1
n
: A different
bound can be obtained when f does not explicitly depend on x; namely nþ2
n
[18]. Thus
n þ 1
n
on þ 2
n
ð38Þ
that is, the presence of x in f ðx; zÞ creates a gap in bounding q
p
: Gap (38) is surprising
and it reveals that the presence of x in f really introduces new phenomena in the
setting of non-standard growth conditions.
Remark 3. In order to formulate our hypotheses we do not need to assume that
LðvÞ ¼ 0 for every vAW 1;1loc ðO;RNÞ; but we just need to check that L vanishes when
evaluated at a local minimizer u; that is the Lavrentiev Phenomenon (7) does not
appear iff Lðu; BRÞ ¼ 0: Moreover the second part of the theorem emphasizes the
advantage of using L instead of a global formulation of (6): indeed, ﬁxed a ball BR;
in order to prove that uAW 1;qloc ðBR;RNÞ we just have to check that Lðu; BRÞ ¼ 0; that
is that the Lavrentiev Phenomenon does not appear when considering BR rather than
the whole O: Such a peculiar formulation will be crucial in the proof of Theorem 9.
Proof of Theorem 4. The proof is rather technical and it will be divided into three
steps. In the ﬁrst one we provide an approximation scheme aimed at approximating
the original minimizer with a sequence of minimizers vm of more regular functionals;
this will allow us to get uniform estimates for vm in Step 2; in this proof this is the
point where (H2) is to be used. Let us also observe that at this stage we have to
overcome the fact that the functional (and the associated Euler system) is not
differentiable with respect to x; since only (H5) holds, in general with ap1: For this
reason we use Fractional Sobolev spaces in order to read the Ho¨lder continuity in
(H5) as a fractional differentiability. Finally, in the last step we use the hypothesis
Lðu; BRÞ ¼ 0 to make the approximation scheme work so that vm-u; and the
estimates found for vm pass to the limit and are also valid for u:
Step 1: approximation: Let BR!O be such that Lðu; BRÞ ¼ 0 and let
0oroR˜oRp1 with R˜ ¼ ðrþ RÞ=2: By Lemma 1 there exists a sequence
fumgmANCW 1;qðBR˜;RNÞ-W 1;pðBR;RNÞ such that
um,u weakly in W
1;pðBR;RNÞ ð39Þ
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Z
BR
f ðx; DumÞ dx-
Z
BR
f ðx; DuÞ dx: ð40Þ
We deﬁne, for any mAN; the numbers sm as
sm :¼ ð1þ m þ jjDumjj3qLqðB
R˜
ÞÞ	1-0
and the functions
fmðx; zÞ :¼ f ðx; zÞ þ smð1þ jzj2Þ
q
2
for any xABR and zARnN : It is very easy to check that the functions fm have the
following properties:
smjzjq þ jzjppfmðx; zÞpcð1þ jzjqÞ
jDfmðx; zÞjpcð1þ jzjq	1Þ
L	1ðm2 þ jz1j2 þ jz2j2Þ
p	2
2 jz1 	 z2j2p/Dfmðx; z1Þ 	 Dfmðx; z2Þ; z1 	 z2S
jDfmðx; zÞ 	 Dfmðy; zÞjpLjx 	 yjaðjzjq	1 þ 1Þ; ð41Þ
where the positive constant c 
 cðn; N; q; LÞ is independent of mAN: By ð41Þ1; Direct
Methods of the Calculus of Variations allow us to deﬁne the function vmAum þ
W
1;p
0 ðBR;RNÞ-W 1;qðBR˜;RNÞ as the unique solution to the following Dirichlet
problem
min
vAumþW 1;p0 ðBR;RN Þ
Z
BR
f ðx; DvÞ dx þ sm
Z
B
R˜
ð1þ jDvj2Þq=2 dx: ð42Þ
Step 2: a priori estimates: Here we prove that if t is as in the statement of Theorem
3.1, then there exists a ﬁnite positive constant c 
 cðn; N; p; q; L; t; aÞ and two
positive exponents *a 
 *aðn; p; q; t; aÞ and b 
 bðn; p; q; t; aÞ; but independent of mAN
such that
Z
Br
jDvmjt dxp cðR 	 rÞ*a
Z
BR
ðf ðx; DvmÞ þ 1Þ dx þ sm
Z
B
R˜
ð1þ jDvmj2Þq=2
 !b
: ð43Þ
To this aim let us make the following preliminary observation; from its very
deﬁnition it follows that vm is a local minimizer of the functional
w-
Z
BR˜
fmðx; DwÞ dx
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in the sense that Z
B
R˜
fmðx; DvmÞ dxp
Z
B
R˜
fmðx; DwÞ dx
for each function wAvm þ W 1;q0 ðBR˜;RNÞ:
So the function vm also satisﬁes the following associated Euler equation:
Z
B
R˜
Xn
i¼1
XN
a¼1
Dza
i
fmðx; DvmðxÞÞDijaðxÞ dx
¼
Z
B
R˜
Dfmðx; DvmðxÞÞDjðxÞ dx ¼ 0 ð44Þ
which is valid for any jAW 1;q0 ðBR˜;RNÞ: Let us pick 0orprodpR˜ and let
Z :Rn-R be a cut-off function in CN0 ðBdþr
2
Þ such that 0pZp1 and
Z 
 1 in Br; jDZjp 4ðd 	 rÞ:
Moreover, in the following, sAf1;y; ng and hAR satisﬁes
0ojhjpd 	 r
4
: ð45Þ
The approximating integrand fm has q-growth and vmAW 1;qðBR˜;RNÞ; therefore, in
(44) we may take as a test function j ¼ ts;	hðZ2ts;hvmÞ and we obtainZ
B
R˜
Z2ts;hðDfmðx; DvmÞÞts;hDvm dx
¼ 	
Z
B
R˜
ts;hðDfmðx; DvmÞÞ2ZDZ#ts;hvm dx: ð46Þ
Now we writeZ
BR˜
Z2ts;hðDfmðx; DvmÞÞts;hDvm dx
¼
Z
BR˜
Z2½Dfmðx þ hes; Dvmðx þ hesÞÞ 	 Dfmðx; DvmðxÞÞts;hDvm dx
¼
Z
BR˜
Z2½Dfmðx þ hes; Dvmðx þ hesÞÞ 	 Dfmðx; Dvmðx þ hesÞÞts;hDvm dx
þ
Z
BR˜
Z2½Dfmðx; Dvmðx þ hesÞÞ 	 Dfmðx; DvmðxÞÞts;hDvm dx: ð47Þ
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Using Lemma 5 and ð41Þ3 we estimate
Z
B
R˜
jts;hððm2 þ jDvmðxÞj2Þ
p	2
4 DvmðxÞÞj2Z2 dx
pc
Z
B
R˜
Z2ðm2 þ jDvmðxÞj2 þ jDvmðx þ hesÞj2Þ
p	2
2 jts;hDvmðxÞj2 dx
pc
Z
B
R˜
Z2½Dfmðx; Dvmðx þ hesÞÞ 	 Dfmðx; DvmðxÞÞts;hDvm dx: ð48Þ
By using ð41Þ4 we ﬁnd
Z
B
R˜
Z2½Dfmðx þ hes; Dvmðx þ hesÞÞ 	 Dfmðx; Dvmðx þ hesÞÞts;hDvm dx


pc
Z
B
R˜
Z2ð1þ jDvmðx þ hesÞjq	1Þjts;hDvmðxÞj dx
 !
jhja
pc
Z
Bdþr
2
ð1þ jDvmðxÞjq þ jDvmðx þ hesÞjqÞ dx
0
B@
1
CAjhja
pc
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja: ð49Þ
Moreover we observe that, applying ð41Þ2 and Ho¨lder inequality
Z
BR˜
ts;hðDfmðx; DvmÞÞ2ZDZ#ts;hvm dx


pc
Z
B
R˜
Z2jDZjð1þ jDvmðxÞjq	1 þ jDvmðx þ hesÞjq	1Þjts;hvmðxÞj dx
p cðd 	 rÞ
Z
Bdþr
2
ð1þ jDvmðxÞjq þ jDvmðx þ hesÞjqÞ dx
0
B@
1
CA
1	1
q

Z
Bdþr
2
jts;hvmðxÞjq dx
0
B@
1
CA
1
q
p cðd 	 rÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja; ð50Þ
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where we applied Lemma 2 in order to perform the last estimate. Connecting (46)–
(50) and summing up on sAf1;y; ng yield
Z
B
R˜
Xn
s¼1
jts;hððm2 þ jDvmðxÞj2Þ
p	2
4 DvmðxÞÞj2Z2 dx
p cðd 	 rÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja; ð51Þ
where c 
 cðn; N; p; q; LÞ is independent of mAN: Now we use Lemma 3 and we ﬁnd
ðm2 þ jDvmðxÞj2Þ
p	2
4 DvmðxÞAL
2n
n	2yðBrÞ 8 yA 0; a
2
 
ð52Þ
and moreover, also in view of (45), there exists c 
 cðn; N; p; q; L; y; aÞoþN such
that
jjðm2 þ jDvmðxÞj2Þ
p	2
4 DvmðxÞjj
L
2n
n	2yðBrÞ
p c
ðd 	 rÞ2yþaþ2
Z
Bd
ð1þ jDvmjpÞ dx þ cðd 	 rÞ
Z
Bd
ð1þ jDvmjqÞ dx
  1
2
p c
ðd 	 rÞ2yþaþ3
Z
Bd
1þ jDvmjq dx
 1
2
: ð53Þ
So, if we set
a :¼ ð2yþ aþ 3Þ 2n
n 	 2y; d :¼
p
q
n
n 	 2y41
it follows that
Z
Br
ð1þ jDvmjÞqddxp cðd 	 rÞa
Z
Bd
ð1þ jDvmjÞq dx
  n
n	2y ð54Þ
for some c 
 cðn; N; p; q; L; y; aÞ: In particular we observe that, since rodpR˜oR
were arbitrary, it follows that
jDvmjqdAL1locðBR˜Þ: ð55Þ
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Now let us consider g4d to be chosen later; applying Ho¨lder inequality yields
Z
Br
ð1þ jDvmjÞqddxp cðd 	 rÞa
Z
Bd
ð1þ jDvmjÞ
qd
g ð1þ jDvmjÞqð1	
d
gÞdx
 dq
p
p cðd 	 rÞa
Z
Bd
ð1þ jDvmjÞqd dx
 dq
gp

Z
Bd
ð1þ jDvmjÞqð
g	d
g	1Þ dx
 dq
p
g	1
g
: ð56Þ
Now we set
e :¼ d
g
q
p
; b :¼ g	 d
g	 1; l :¼ g	 1: ð57Þ
With such a notation (56) reads as follows
Z
Br
ð1þ jDvmjÞqd dxp
Z
Bd
ð1þ jDvmjÞqd dx
 e
 cðd 	 rÞa
Z
Bd
ð1þ jDvmjÞqb dx
 le
: ð58Þ
We want to choose g in such a way that the following inequalities are satisﬁed:
eo1; qbpp; bod: ð59Þ
We observe that, since
d ¼ p
q
n
ðn 	 2yÞ4
p
q
the third inequality in (59) is actually implied by the second one. So we just have to
check the ﬁrst two inequalities in (59), which are equivalent to
d
q
p
og gpdq 	 p
q 	 p ; ð60Þ
respectively. Summarizing, it is possible to ﬁnd a g4d such that (59), and
consequently (60), are satisﬁed iff
d
q
p
odq 	 p
q 	 p
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which some computations reveal to be equivalent to
q
p
on þ a
n
that is exactly the right-hand side of (H2). Now we jump back to (58) and we apply
Young’s inequality in order to have
Z
Br
ð1þ jDvmjÞqd dxp c
ðd 	 rÞ a1	e
Z
Bd
ð1þ jDvmjÞp dx
  le
1	e
þ 1
2
Z
Bd
ð1þ jDvmjÞqd dx: ð61Þ
Note that the right-hand side is ﬁnite by virtue of (55). Let us observe that were the
last integral computed on the same set of the one on the right-hand side we would
have ﬁnished. It is not so; nevertheless we are in position to apply Lemma 6, with the
choice
R0 ¼ R˜ 	 s; 0osoR˜ 	 r
A :¼
Z
BR˜
ð1þ jDvmjÞp dx
 ! le
1	e
; hðrÞ :¼
Z
Br
ð1þ jDvmjÞqd dx
therefore we are going to use (61) for the values rprodpR˜ 	 s; we remark that
such a choice is possible because of (55) and so the function hðrÞ is bounded on the
interval ½r; R˜ 	 s: It follows that
Z
Br
jDvmj
np
n	2y dxp c
ðR˜ 	 s	 rÞ a1	e
Z
BR˜
ð1þ jDvmjÞp dx
 ! le
1	e
ð62Þ
with c 
 cðn; N; p; q; L; y; aÞ: Since c is independent of s; we let s-0 and (62) holds
true for s ¼ 0 too. Now (43) follows choosing y in such a way that to n
n	2y; keeping
into account ð41Þ1 and R˜ ¼ ðrþ RÞ=2: The speciﬁed dependence of the constants is
then clear after a brief look at (46)–(61).
Step 3: Conclusion: By ð41Þ1 and the minimality of vm; it follows thatZ
BR
jDvmjp dxp
Z
BR
f ðx; DvmÞ dx þ sm
Z
B
R˜
ð1þ jDvmj2Þq=2 dx
p
Z
BR
f ðx; DumÞ dx þ sm
Z
B
R˜
ð1þ jDumj2Þq=2 dx
p
Z
BR
f ðx; DumÞ dx þ ompcoþN; ð63Þ
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where we denoted om ¼ csmðjjDvmjjqLqðB
R˜
Þ þ 1Þ-0 (when m-þN) and we used
(40). By the previous inequality, up to not relabelled subsequences, we may suppose
that there exists wAu þ W 1;p0 ðBR;RNÞ such that Dvm,Dw; weakly in LpðBRÞ:
Moreover, using lower semicontinuity, we get, by (43)
Z
Br
jDwjt dxp lim inf
m
Z
Br
jDvmjt dx
p lim inf
m
c
ðR 	 rÞ*a
Z
BR
ð f ðx; DvmÞ þ 1Þ dx þ sm
Z
B
R˜
ð1þ jDvmj2Þq=2 dx
 !b
p lim inf
m
c
ðR 	 rÞ*a
Z
BR
ðf ðx; DumÞ þ 1Þ dx þ om
 b
¼ c
ðR 	 rÞ*a
Z
BR
ð f ðx; DuÞ þ 1Þ dx
 b
ð64Þ
where c; *a and b are as in (43). It is now clear that in order to prove (37), it remains
to show that actually u 
 w: In order to do this, the minimality of vm and the lower
semicontinuity of the functional v-
R
BR
f ðx; DvÞ dx (recall that the function f ðx; zÞ
is convex with respect to the variable z), give
Z
BR
f ðx; DwÞ dxp lim inf
m
Z
BR
f ðx; DvmÞ dx
p lim inf
m
Z
BR
f ðx; DumÞ dx þ sm
Z
B
R˜
ð1þ jDumj2Þq=2 dx
p lim inf
m
Z
BR
f ðx; DumÞ dx þ om
¼
Z
BR
f ðx; DuÞ dx: ð65Þ
The minimality of u and (65) give
Z
BR
f ðx; DuÞ dx ¼
Z
BR
f ðx; DwÞ dx:
The strict convexity of the integrand f with respect to the variable z (following by
(H4)) and u ¼ w on @BR ﬁnally imply that u 
 w: The assertion follows by (64) via a
standard covering argument. The dependence on the constants stated in (36) follows
from the one in (43). &
The hypotheses considered for the previous theorem are sometimes too restrictive.
In particular they do not cover all the model cases F 1 	F 6; exhibited in the
Introduction. So we have to reﬁne the previous proof and we have the following:
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Theorem 5. The results and the a priori estimate of Theorem 4 remain valid if
hypothesis (H4) is replaced by any of the following (where z1; z2ARnN ; xAO and
0pm; mip1; i ¼ 1;y; n)
ðH4:1Þ L	1ðm2 þ jz1j2 þ jz2j2Þ
pðxÞ	2
2 jz1 	 z2j2
p/Df ðx; z1Þ 	 Df ðx; z2Þ; z1 	 z2S;
ðH4:2Þ
Xn
i¼1
L	1ðm2i þ jz1;ij2 þ jz2;ij2Þ
pi	2
2 jz1;i 	 z2;ij2
p/Df ðx; z1Þ 	 Df ðx; z2Þ; z1 	 z2S;
where in the case of (H4.1) pðxÞAC0;aðOÞ and pðxÞ þ epq for some e40 and
in the case of (H4.2) z1;i 
 ðz j1;iÞ1pjpNARN ; z2;i 
 ðz j2;iÞ1pjpNARN ; 1op ¼
p1pp2p?ppn ¼ q: In the case of (H4.1) the constants in (36) depends also on e:
Proof. The proof proceeds exactly as the one given for Theorem 4 as far as steps 1
and 3 are concerned (just observing that the regularization procedure that builds the
sequence f fmgmAN makes these functions still verifying (H4.1), respectively, (H4.2)).
The part to be modiﬁed is the one in Step 2. We begin with the ﬁrst case, (H4.1).
Proceeding as for Theorem 4 we arrive at (46)–(47). At this point (from now on we
keep on using the notations introduced in Theorem 4) Lemma 5 gives the pointwise
inequality
jðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞ 	 ðm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞj2
pcðm2 þ jDvmðxÞj2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
2 jts;hDvmðxÞj2:
On integrating over BR˜ and proceeding as for Theorem 4, but using (H4.1) instead of
(H4), we get an analog of (48)Z
B
R˜
Z2jðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞ 	 ðm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞj2 dx
pc
Z
B
R˜
Z2½Dfmðx; Dvmðx þ hesÞ 	 Dfmðx; DvmðxÞÞts;hDvm dx: ð66Þ
The right-hand side of (66) has to be estimated as in Theorem 4, Step 2, using the
Euler equation, that is (46)–(50); therefore we come up withZ
B
R˜
Z2jðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞ 	 ðm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞj2 dx
p cðd 	 rÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja ð67Þ
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which is the analog of (51). Now we are going to handle the left-hand side of (67) in
order to make an operator of the type ts;hð	Þ appear on the left-hand side; triangle
inequality yieldsZ
BR˜
Z2jts;hððm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞÞj2 dx
pc
Z
B
R˜
Z2jðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞ
	 ðm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞj2 dx
þ c
Z
B
R˜
Z2jðm2 þ jDvmðx þ hesÞj2Þ
pðxþhesÞ	2
4 Dvmðx þ hesÞ
	 ðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞj2 dx: ð68Þ
Mean value theorem allows to estimate, for any zARnN
jðm2 þ jzj2Þ
pðxþhesÞ	2
4 z 	 ðm2 þ jzj2Þ
pðxÞ	2
4 zj2
pc pðx þ hesÞ 	 pðxÞð Þ2ð1þ jzjpðxÞ þ jzjpðxþhesÞÞ log2ð1þ jzjÞ
pcjhjað1þ jzjpðxÞ þ jzjpðxþhesÞÞ log2ð1þ jzjÞ:
Using this last inequality in order to estimate the last difference coming from (68), we
getZ
B
R˜
Z2jðm2 þ jDvmðx þ hesÞj2Þ
pðxþhesÞ	2
4 Dvmðx þ hesÞþ
	 ðm2 þ jDvmðx þ hesÞj2Þ
pðxÞ	2
4 Dvmðx þ hesÞj2 dx
pc
Z
BR˜
Z2 1þ jDvmðx þ hesÞjpðxÞ þ jDvmðx þ hesÞjpðxþhesÞ
  
 log2ð1þ jDvmðx þ hesÞjÞ dxÞ
!
jhja
pcðeÞ
Z
BR˜
Z2ð1þ jDvmðx þ hesÞjpðxÞþe þ jDvmðx þ hesÞjpðxþhesÞþeÞ dx
 !
jhja
pcðeÞ
Z
B
R˜
Z2ð1þ jDvmðx þ hesÞjqÞ dx
 !
jhja
pcðeÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja: ð69Þ
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We collect the previous inequalities, we sum upon sAf1;y; ng and, keeping into
account (67), we get
Z
B
R˜
Xn
s¼1
jts;hððm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞÞj2Z2 dx
p cðd 	 rÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja: ð70Þ
In the last inequality the constant c entails the same dependence of the one in (51)
and it also depends on e via inequality (69). This justiﬁes the last statement of the
theorem.
From (70) it is possible to obtain the following inequality, analogous to (53):
jjðm2 þ jDvmðxÞj2Þ
p	2
4 DvmðxÞjj
L
2n
n	2yðBrÞ
pjjðm2 þ jDvmðxÞj2Þ
pðxÞ	2
4 DvmðxÞjj
L
2n
n	2yðBrÞ
þ jj1jj
L
2n
n	2yðBrÞ
p c
ðd 	 rÞ2yþaþ3
Z
Bd
ð1þ jDvmjÞq dx
 1
2
: ð71Þ
Starting from estimate (71) the proof can be concluded as for Theorem 4.
Now we pass to examine the (simpler) case in which (H4.2) is assumed. This time
we arrive at (46) and (47) and then we use (H4.2) and Lemma 5 (applied to vectors
Divmðx þ hesÞ; DivmðxÞARN ) and sum up with respect to i ¼ 1;y; n; in order to have
Z
BR˜
Xn
i¼1
jts;hððm2i þ jDivmðxÞj2Þ
pi	2
4 DivmðxÞÞj2Z2 dx
pc
Z
BR˜
Xn
i¼1
ðm2i þ jDivmðxÞj2 þ jDivmðx þ hesÞj2Þ
pi	2
2 jts;hDivmðxÞj2Z2 dx
pc
Z
B
R˜
Z2½Dfmðx; Dvmðx þ hesÞÞ 	 Dfmðx; DvmðxÞÞts;hDvm dx: ð72Þ
The right-hand side can be estimated as in Theorem 4 (see (49) and (50)). We sum
upon sAf1;y; ng and we get
Z
B
R˜
Xn
s¼1
Xn
i¼1
jts;hððm2i þ jDivmðxÞj2Þ
pi	2
4 DivmðxÞÞj2Z2 dx
p cðd 	 rÞ
Z
Bd
ð1þ jDvmðxÞjqÞ dx
 
jhja
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and again by Lemma 2.5 it follows that, with p :¼ p1;
jjjDvmðxÞj
p
2jj
L
2n
n	2yðBrÞ
p
Xn
i¼1
cjjðm2i þ jDivmðxÞj2Þ
pi	2
4 DivmðxÞjj
L
2n
n	2yðBrÞ
þ cjj1jj
L
2n
n	2yðBrÞ
p c
ðd 	 rÞ2yþaþ3
Z
Bd
ð1þ jDvmjqÞ dx
 1
2
:
From now on, the proof proceeds as in Theorem 4. &
Remark 4. Let us note that the previous statements are also valid when (H1) is
replaced by
ðH1:1Þ c1jzjp 	 c2pf ðx; zÞpLðjzjq þ 1Þ f ðx; zÞX0; c1; c240:
Remark 5. Let us observe that considering (H4.1) rather than (H4) is crucial for
those energy densities exhibiting a degeneracy linked to a variable growth exponent,
as for F 4: Indeed when pðxÞ varies across the critical value 2; the associated Euler–
Lagrange equation changes its type and becomes singular (when pðxÞo2) or
degenerate (when pðxÞ42); this variable behavior needs more care, as in Theorem 5
(see also [14]). Such growth conditions also stem their interest from recent models in
ﬂuidynamics (see [52,53,59]) involving ﬂuids with viscosity depending on the
presence of external electromagnetic ﬁelds E or on the temperature of the ﬂuid T ; via
a variable power of the gradient, pðxÞ 
 pðjEjÞ; pðxÞ 
 pðTÞ; respectively. Concern-
ing (H4.2), we remark that such a type of growth condition is involved in variational
models when considering materials with different hardening exponents, depending
on the directions of the deformation, as, for instance, reinforced materials [56]. Let
us ﬁnally observe that the functional F 3 meets the assumption (H4.2); indeed, in
larger generality, if we let
gðx; DuÞ 

Xn
i¼1
aiðxÞðm2i þ jDiuj2Þ
pi
2
then it follows that
Dz j
i
gðx; wÞ ¼ piaiðxÞ m2i þ
XN
k¼1
ðwki Þ2
 !pi	2
2
w
j
i
and (H4.2) follows applying componentwise (and then summing upon i ¼ 1;y; n)
the standard monotonicity inequality
/ðl þ jajÞs	2a 	 ðl þ jbjÞs	2b; a 	 bSXcðN; sÞðl þ jaj þ jbjÞs	2ja 	 bj2
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for vectors a; bARN and 0plp1; s41 (see [2, Lemmas 2.1 and 2.2]). Let us observe
that in the case the numbers mi are not equal, we can allow the functional to be
degenerate only with respect to certain directions (compare [37,57]).
5. Applications and examples
In the following we are going to identify some classes of functionals Theorems 4
and 5 can be applied to. The main hypothesis to be veriﬁed is L ¼ 0: One major goal
is to include the model functionals F 1 	 F 6 presented in Section 1; once achieved, we
shall also be able to treat a very large class of functionals (see Theorem 6 and the
subsequent remarks). We shall denote by Li the Lavrentiev Gap relative to F i; while
the associated Lagrangian will be denoted by fiðx; zÞ; thus
F iðv; AÞ ¼
Z
A
fiðx; DvÞ dx
for each iAf1;y; 6g; where vAW 1;1loc ðO;RNÞ and A!O is an open subset of O:
We state some lemmas; the ﬁrst one is concerned with the functionals F 1;F 2 and
its proof is rather standard.
Lemma 12. Let f : RnN-R be a convex function and let a; aj : O-R; jAf1;y; ng be
as in Section 1. Then, for any vAW 1;1loc ðO;RNÞ such that fiðx; DvÞAL1locðOÞ and for any
BR!O it follows that
Liðv; BRÞ ¼ 0
with iAf1; 2g:
Proof. We shall give the proof only for the case F 1 the other one being completely
analogous. If F 1ðuÞoþN then, since aðxÞ is bounded away from 0; we also
have f ðDuÞAL1: The function f is convex so a standard argument based on
Jensen’s inequality and Lebesgue’s dominated convergence theorem gives that
f ðDueÞ-f ðDuÞ strongly in L1loc; where ue :¼ u  fe: Then, since aðxÞ is also
bounded from above, we get aðxÞ f ðDueÞ-aðxÞ f ðDuÞ strongly in L1loc; thus Lemma
1 can be applied. The proof for F 2 is analogous, arguing on the single functions
jDiujpi : &
Next lemmas are slightly more delicate and their proofs are based on some
arguments due to Zhikov (see [58]).
Lemma 13. Let 1opoqoþN and aAð0; 1 be such that
q
p
pn þ a
n
: ð73Þ
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Then, for any vAW 1;ploc ðO;RNÞ such that f3ðx; DvÞAL1locðOÞ and for any BR!O; it
follows that
L3ðv; BRÞ ¼ 0:
Proof. Because of the local nature of the result we can assume the global
information uAW 1;pðO;RNÞ and F 3ðu;OÞoþN: In the sequel we take
0oeoe0p1 and e0 in such a way that BRþ2e0 !O: Let us denote ueðxÞ :¼ ðu 
feÞðxÞ: Now deﬁne f ðx; zÞ :¼ jzjp þ aðxÞjzjq and
aeðxÞ :¼ inffaðyÞ : yABRþe; jx 	 yjpeg; ð74Þ
feðx; zÞ :¼ jzjp þ aeðxÞjzjq; xABRþe; zARnN : ð75Þ
By deﬁnitions it follows that
jDueðxÞjp
Z
O
jDuðyÞjp
 1
p
Z
Rn
jfeðyÞjp
0
 1
p0
pc1e	
n
p; ð76Þ
where c1 
 c1ðjjDujjLpÞ41; moreover, by the Holder continuity of aðxÞ we have
aðxÞXaeðxÞXaðxÞ 	 c2ea where c2 
 c2ð½a0;aÞ41:
Now we observe that is possible to ﬁnd L 
 Lðn; p; q; jjDujjLp ; ½a0;aÞoþN such
that
feðx; zÞpf ðy; zÞ; x; yABRþe; jx 	 yjpe; ð77Þ
f ðx; zÞpLfeðx; zÞ; xABRþe; jzjpc1e
	n
p : ð78Þ
From (74) and (75) we easily derive (77). In order to prove (78) let us ﬁx dAð0; 1Þ;
then we have
feðx; zÞ ¼ df ðx; zÞ þ dðaeðxÞ 	 aðxÞÞjzjq þ ð1	 dÞ feðx; zÞ
X df ðx; zÞ 	 dcq	p1 c2e
aþðp	q
p
nÞjzjp þ ð1	 dÞjzjp
X df ðx; zÞ þ ð1	 d	 dcq	p1 c2Þjzjp
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and (78) easily follows choosing L ¼ d	1 ¼ ðcq	p1 c2 þ 1Þ: Let us remark that the last
estimate relies on (73). Now we use Jensen’s inequality and (77)
feðx; DueðxÞÞp
Z
BRþe
feðx; DuðyÞÞfeðx 	 yÞ dy
p
Z
BRþe
f ðy; DuðyÞÞfeðx 	 yÞ dy
¼ð f ð; DuÞ  feÞðxÞ
¼: f ð; DuÞeðxÞ:
Then, using (75) and (78)
f ðx; DueðxÞÞpLf ð; DuÞeðxÞ:
Finally, recalling that f ð; DuÞeðxÞ-f ðx; DuðxÞÞ strongly in L1ðBRÞ; the assertion
easily follows by recalling that ue-u in W
1;pðBR;RNÞ; using a well-known variant of
Lebesgue’s dominated convergence theorem and Lemma 1. &
Remark 6. We observe that (H2) appears to be natural if we look at F 3: it says that
f ðx; zÞ cannot change its type of growth (from p to q) too fast since it must be
aðxÞAC0;a: As Vic Mizel kindly pointed out to us, the set where f ðx; zÞ changes his
type of growth (that is faðxÞ ¼ 0g) is a sort of ‘‘slender set’’ for f ðx; zÞ that is,
according to the original deﬁnition of Cesari (see [8]), a set where the function
partially loses its coercivity and/or ellipticity properties. This kind of notions are
very well known in the framework of Lavrentiev Phenomenon.
The following twin lemmas cover the functionals F 5 and F 6; as a corollary also
F 4 is covered by picking B 
 1:
Lemma 14. Let f5 : O RnN-R be a such that for any p 
 constant41 the function
jzjpBðjzjÞ is convex, the function B : Rþ-½1; g; goþN is continuous and
pðxÞAC0;aðOÞ with 1og1ppðxÞpg2oþN: Then for any vAW 1;1loc ðO;RNÞ such that
f5ðx; DvÞAL1locðOÞ and for any BR!O it follows that
L5ðv; BRÞ ¼ 0:
As a consequence, if B 
 1 it follows that
L4ðv; BRÞ ¼ 0:
Lemma 15. Let f6 : O RnN-R be a such that for any p 
 constant41 the function
jzjpBðjzjÞ is convex, the function B : Rþ-½1;þNÞ is continuous and pðxÞAC0;aðOÞ
with 1og1ppðxÞpg2oþN: Then for any vAW 1;1loc ðO;RNÞ such that
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f6ðx; DvÞAL1locðOÞ and for any BR!O it follows that
L6ðv; BRÞ ¼ 0:
Proof. We shall conﬁne ourselves to the proof of Lemma 14, the proof of Lemma 15
being very similar. We follow the proof of Lemma 13 thus establishing the assertion
via Lemma 1. We deﬁne
peðxÞ :¼ inffpðyÞ : yABRþe; jx 	 yjpeg;
f ðx; zÞ :¼ jzjpðxÞBðjzjÞ; feðx; zÞ :¼ jzjpeðxÞBðjzjÞ:
Let us remark that, as for Lemma 13, feðx; zÞpf ðy; zÞ þ 1 whenever jx 	 yjpe:
Again, since our arguments are local, we shall suppose that DuAW 1;g1ðO;RNÞ:
Exactly as in Lemma 13 we have
jDueðxÞjpjjDujjLg1 e	n=g1 ¼: ce	n=g1 : ð79Þ
Using the Ho¨lder continuity of the function pðxÞ it follows that jpðxÞ 	
peðxÞjp½p0;aea; thus
f ðx; DueðxÞÞ ¼ jDueðxÞjðpðxÞ	peðxÞÞBðjDuejÞjDueðxÞjpeðxÞBðjDuejÞ
p c1e
n
g1
ðpeðxÞ	pðxÞÞgjDueðxÞjpeðxÞBðjDuejÞ
p c exp gc2
g1
 
feðx; DueðxÞÞ: ð80Þ
As in Lemma 13, using Jensen’s inequality and (80), it follows that
f ðx; DueðxÞÞpcð f ð; DuÞeðxÞ þ 1Þ;
and the assertion follows (as in Lemma 13) via Lebesgue’s dominated convergence
theorem and Lemma 1. &
Let us observe that examples of Lavrentiev Phenomenon involving
functionals with variable growth exponents of the type F are presented in [58,25]
and [26].
Now we brieﬂy discuss the way of applying previous lemmas together with
Theorems 4 and 5 in order to prove effective regularity results for minimizers. In the
case of F 1; it sufﬁces to have again that aðxÞAC0;a while the function f ðzÞ has to
satisfy (H1)–(H4). In the case of functionals F 2 and F 3 the hypotheses (H1.1)–(H5)
and the ones of Lemmas 12, 13 are satisﬁed provided aðxÞ; aiðxÞAC0;a: For
functionals F 4 and F 5; we conﬁne ourselves to detect situations in which (H2) is
satisﬁed.
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Let us start with Lemmas (14)–(15). We see that (H2) must be satisﬁed with the
following choice of p and q; where e40 can be picked small at will
p :¼ inf
O
pðxÞ
 
inf
zARnN
BðjzjÞ
 
;
q :¼ sup
O
pðxÞ
 
sup
zARnN
BðjzjÞ
 !
þ e: ð81Þ
As far as F 6 is concerned, a similar argument applies when (81) is replaced by
p ¼ inf
O
pðxÞ; q ¼ sup
O
pðxÞ þ q1 þ e; ð82Þ
where 1pBðjzjÞpLðjzjq1 þ 1Þ: Up to now we have found conditions ensuring that
local minimizers of functionals F 1 	 F 6 are higher integrable. Our arguments
naturally extends to all functionals whose asymptotic behavior is modelled by F 1 	
F 6; thus covering a large class of instances. Indeed we have the following.
Theorem 6. Let f : O RnN-R be a Caratheodo´ry function satisfying hypotheses
(H1.1)–(H5) (and, in alternative to (H4), (H4.1) or (H4.2), accordingly to the specific
case) and such that for some iAf1;y; 6g
c	1fiðx; zÞ 	 c2pf ðx; zÞpcð fiðx; zÞ þ 1Þ ð83Þ
for some c; c2X1: Then, for every local minimizer uAW
1;1
loc ðO;RNÞ of the functionalZ
O
f ðx; DvÞ dx
it results that uAW 1;tlocðO;RNÞ where t is as in Theorem 4. Moreover the local estimate
(37) is valid for any BR!O:
Proof. The assertion immediately follows Theorems 4 and 5, once we are able to
prove that the Lavrentiev Gap functional associated to F is null on each ball:
Lðu; BRÞ 
 0; for every BR!O: In order to do this we observe that by the proofs of
Lemmas 12–15, if uAW 1;1loc ðO;RNÞ is such that fiðx; DuÞAL1locðOÞ then there exists a
sequence fumgmANCW 1;qðBR;RNÞ such that um-u strongly in W 1;pðBR;RNÞ and
fiðx; DumÞ-fiðx; DuÞ a.e. and
R
BR
fiðx; DumÞ-
R
BR
fiðx; DuÞ: By a well-known
variant of Lebesgue’s dominated convergence theorem we also have that
f ðx; DumÞ-f ðx; DuÞ strongly in L1locðOÞ; that is Lðu; BRÞ ¼ 0; and the assertion
follows. &
A ﬁrst model theorem we can get summarizing the considerations done up to now
is the following one, which is now a straightforward consequence of Theorem 4 and
Lemma 13.
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Theorem 7. Let uAW 1;ploc ðO;RNÞ be a local minimizer of the functional F 3 with the
function aðxÞX0 being such that aAC0;aðOÞ: Suppose that (5) holds. Then
uAW 1;qloc ðO;RNÞ:
We now go on illustrating several model functionals for which the previous
considerations apply, allowing to get results of the type in Theorem 7. Actually, it
should be clear that, combining the arguments of Theorems 4–6, many other
functionals may be treated, by mixing in various ways the features of the models F 1–
F 6; for instance, it immediately comes from that in the statement of Theorem 6
condition (83) can be replaced by the following, more ﬂexible
X6
i¼1
ðc	1i fiðx; zÞ 	 ciÞpf ðx; zÞp
X6
i¼1
cið fiðx; zÞ þ 1Þ; 1pcioþN
that is, the functions fi can be used as building blocks in order to treat more general
energy densities (the proof of this simple fact is left to the reader). Indeed by mean of
suitable combinations of fi; it is possible to treat all the model functionals appeared
in the literature up to now (and, actually, many more, see also Remark 9 below). In
the following we shall brieﬂy follows such a philosophy.
A typical example covered by Theorem 6 is for instance
Z
O
jDujp þ jai;ja;bðxÞDiuaDjubj
q
2 dx
where 2pq; ai;ja;bðxÞ are Ho¨lder continuous functions such that (H5) is satisﬁed and
such that for all xAO; xARnN
lðxÞjxj2pai;ja;bðxÞxai xbjpLlðxÞjxj2;
where 1pL and 0plðxÞAC0;aðOÞ: In general, it is possible to consider
Z
O
fpðx; DuÞ þ aðxÞ fqðx; DuÞdx
jzjppfpðx; zÞpLð1þ jzjpÞ; jzjqpfqðx; zÞpLð1þ jzjqÞ
and 0paðxÞAC0;a with p; q meeting (H2). The last two examples follows by Theorem
6, taking fi 
 f3:
Using Theorem 6 with fi 
 f4; it is possible to consider functionalsZ
O
jAðDuÞjpðxÞ dx
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with pðxÞAC0;aðOÞ; p :¼ min pðxÞpmax pðxÞ þ e ¼: q; with e40; where the function
A : RnN-RnN satisﬁes the following main hypothesis of linear growth
jzjpAðzÞpLð1þ jzjÞ
and it is such that (H1)–(H3) and (H4.1) are satisﬁed. Functionals of this type, even
with non-polynomial growth, but allowing only Lipschitz continuity with respect to
the variable x; are treated in [46].
An example similar to F 5 isZ
O
ðe þ jDuj2ÞpðxÞðy1þy2 sin log logðeþjDuj2ÞÞ dx
for a suitable choice of the parameters y1 and y2: Functionals like the previous one
have been considered, for instance, in the paper [55], where pðxÞ 
 1:
A typical example covered by using Theorem 6 with fi 
 f6 isZ
O
jDujpðxÞ logð1þ jDujÞ dx:
The case pðxÞ 
 constant 41 has been considered as a model example in [42]; the
limit case pðxÞ 
 1 can also be considered, see [20].
Again, consider
Z
O
aðxÞjDujpðxÞðjD1ujp1 þ?þ jDnujpnÞ dx
with pi as for F 2; such a functional pastes F 2 and F 3; again, take
Z
O
aðxÞjDujpðxÞ þ
Xn
i¼1
aiðxÞjDiujpi dx
that glues F 2; F 3 and F 4 together and so on.
A more traditional application of Theorem 4 can be done in the framework of
Orlicz spaces, when the growth condition is formulated using a Young function
G : Rþ-Rþ that is, in the spirit of (83)
c	1GðjzjÞpf ðx; zÞpcðGðjzjÞ þ 1Þ:
These types of growth conditions have raised much attention in the recent past, let us
quote [10–12,34]. The functional F is then naturally deﬁned on the Orlicz–Sobolev
space W 1;GðO;RNÞ; see [51]. An argument similar to the one in Theorem 6 gives
Lðv; BRÞ ¼ 0 if f ðx; DvÞAL1locðOÞ; under assumptions (H1)–(H5), it implies that
any local minimizer of F is in W 1;qþdloc ðO;RNÞ: this is a higher integrability
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result, provided
lim sup
jzj-þN
GðjzjÞ
jzjq oþN:
In general, Theorems 4 and 5 apply to those variational integrals with a null
Lavrentiev Gap functional on minimizers. Such applicability is therefore linked to a
general theory of Lavrentiev Phenomenon, that is still lacking: up to now, the theory
is still conﬁned to the analysis of very different model cases (see [6,25–27] and the
references therein).
6. The relaxed functional
The analysis of Section 4 essentially shows that the non-occurrence of Lavrentiev
Phenomenon, that is LðuÞ 
 0; is equivalent to the regularity of minimizers and
Section 5 provides several instances where this occurs. On the other hand, when it
really happens that LðuÞ40; minimizers cannot be regular, by the very deﬁnition of
LðuÞ: In this case one can look at another functional, namely, the relaxed functional.
As mentioned in the Introduction, the functional (1) is a priori ﬁnite only in the space
W 1;qðO;RNÞ; therefore one can think of the functional in (1) as being initially deﬁned
only on this smaller space and then looking for extensions to the whole W 1;pðO;RNÞ:
This is basically the viewpoint that Marcellini initially pursued in [39], also motivated
by giving variational models for cavitation phenomena in Nonlinear Elasticity (see
also [40] and the recent ones [22,23]). He concentrated on the ‘‘extension by
semicontinuity’’, called the relaxed functional, that is lower semicontinuous envelope
of F with respect to the weak-W 1;p convergence, along sequences of W 1;q functions;
in other words, the functional FY from Section 2 (see also (84)). Following
Marcellini (we thank him for proposing us such a problem), it is natural to ask whether
minimizers of the relaxed functional are regular or not; this is the case, indeed, as we
are going to see in a few lines. Our techniques also apply to this case and the higher
integrability follows; moreover we are also able to prove a local estimate similar to
the one in (37).
Let ADO be an open subset, with F being the functional deﬁned in (1); we shall be
interested in the following functional:
Fðu; AÞ :¼ inf
fumg
(
lim inf
m
Z
A
f ðx; DumÞ dx : :
umAW
1;q
loc ðA;RNÞ-W 1;pðA;RNÞ; um,u in W 1;pðA;RNÞ
)
: ð84Þ
By the very deﬁnition and by the lower semicontinuity of the functional F it easily
follows that Fðu; BRÞXFðu; BRÞ for every uAW 1;pðBR;RNÞ while
Fðu; BRÞ ¼ Fðu; BRÞ if uAW 1;qloc ðBR;RNÞ;
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moreover, adopting the notation introduced in Section 2 (where we denoted X :¼
W 1;pðBR;RNÞ and Y :¼ W 1;qloc ðBR;RNÞ-W 1;pðBR;RNÞ), since, in our case FX ¼ F
by semicontinuity, it follows that FY ðu; BRÞ ¼ Fðu; BRÞ and so we have that
Fðu; BRÞ ¼ Fðu; BRÞ iff Lðu; BRÞ ¼ 0: ð85Þ
The relaxed functional deﬁned in (84) has been studied, for instance, in the papers
[39,24,1] and [47].
Theorem 8. Let f verify (H1)–(H5) (with (H4) possibly replaced by (H4.1)–(H4.2),
according to the specific case). Let BR!O; uAW 1;pðBR;RNÞ be a function such that
Fðu; BRÞoþN and
Fðu; BRÞpFðv; BRÞ ð86Þ
for each vAu þ W 1;p0 ðBR;RNÞ: Then, for every t with ppto npn	a and for every r with
0oroRp1; there exist two constants
c 
 cðn; N; q; p; L; R; r; t; aÞoþN; b 
 bðn; q; p; t; aÞ40 ð87Þ
such that
Z
Br
jDujtdxpcðFðu; BRÞ þ RnÞb: ð88Þ
Proof. The proof follows the lines of the one given for Theorem 4, hence for the sake
of the reader we divide it into three, similar steps. Moreover, we shall keep the
notations introduced there.
Step 1: approximation. By the very deﬁnition of Fð; BRÞ; there exists a sequence
fumgmANCW 1;qloc ðBR;RNÞ-W 1;pðBR;RNÞ such that
um,u weakly in W
1;pðBR;RNÞ ð89Þ
Z
BR
f ðx; DumÞ dx-Fðu; BRÞ: ð90Þ
For reasons that will become clear later, we deﬁne the following auxiliary functional,
*F : W 1;pðBR;RNÞ-Rþ; we set
*FðvÞ :¼
R
BR
f ðx; DvÞ dx if vAW 1;qloc ðBR;RNÞ
þN if vAW 1;pðBR;RNÞ\W 1;qloc ðBR;RNÞ:
(
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Finally, we deﬁne the approximating minimizer vmAum þ W 1;p0 ðBR;RNÞ as the
(unique) solution to the following Dirichlet problem:
min
vAumþW 1;p0 ðBR;RN Þ
*FðvÞ: ð91Þ
The possibility to deﬁne vm relies on *FðumÞoþN and on Direct Methods of the
Calculus of Variations. Observe that by the very deﬁnition of *F ; since
*FðvmÞp *FðumÞoþN; it follows that
vmAW
1;q
loc ðBR;RNÞ: ð92Þ
Step 2: a priori estimates. Exactly as for Theorem 4, it is possible to prove that
there exists a ﬁnite constant c 
 cðn; N; p; q; L; t; aÞ and two positive exponents *a 

*aðn; p; q; t; aÞ and b 
 bðn; p; q; t; aÞ; but independent of mAN; such that
Z
Br
jDvmjt dxp cðR 	 rÞ*a
ð *FðvmÞ þ RnÞb: ð93Þ
The only observation to do here is that, when computing the Euler equation and
taking variations vm þ sj; sAR; with jAW 1;q0 ðBR˜;RNÞ; the functional *F is ﬁnite and
therefore (44) follows in the usual way. The rest can be done as for Theorem 4, Step 2
(with f replacing fm; of course).
Step 3: conclusion. Here we identify the limit of the functionals vm; following the
path of Theorem 4. To this aim, let us ﬁrst prove that the functional F is strictly
convex.
Let us consider the family of molliﬁed functions (with respect to the variable z)
feðx; zÞ :¼ ð f ðx; Þ  jeÞðzÞ; where fjege40 is a standard family of positive deﬁned,
radially symmetric molliﬁers such that
R
RnN
jeðzÞ ¼ 1; then, using the basic
properties of molliﬁers, it is easy to see that there exists a constant c 

cðn; N; p; LÞoþN independent of e such that the following version of (H4) is valid
c	1ðm2 þ e2 þ jz1j2 þ jz2j2Þ
p	2
2 jz1 	 z2j2
p/Dfeðx; z1Þ 	 Dfeðx; z2Þ; z1 	 z2S ð94Þ
for any z1; z2ARnN ; xAO (see, for instance, [19, Lemma 3.1]).
Analogous uniform estimates are valid if we consider (H4.1) or (H4.2) replacing
(H4); from now on, for the sake of simplicity, we shall restrict to the case where (H4)
is in force. In turn, (94) implies that
D2feðx; zÞl#lXc	1ðm2 þ e2 þ jzj2Þ
p	2
2 jlj2 ð95Þ
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for any z; lARnN and for a suitable constant c 
 cðn; N; p; LÞoþN: As a
consequence, there exists a constant c; independent of m and e; such that
fe x;
z1 þ z2
2
 
þ c	1ðm2 þ e2 þ jz1j2 þ jz2j2Þ
p	2
2 jz1 	 z2j2
p1
2
feðx; z1Þ þ 1
2
feðx; z2Þ ð96Þ
indeed, for i ¼ 1; 2 and z :¼ ðz1 þ z2Þ=2; using Taylor’s formula, (95) and Lemmas
2.1 and 2.2 from [2]
feðx; ziÞX feðx; zÞ þ/Dfeðx; zÞ; zi 	 zS
þ c	1
Z 1
0
ð1	 tÞðm2 þ e2 þ jz þ tðzi 	 zÞj2Þ
p	2
2 dt  jzi 	 zj2
X feðx; zÞ þ/Dfeðx; zÞ; zi 	 zS
þ c	1ðm2 þ e2 þ jzij2 þ jzj2Þ
p	2
2 jzi 	 zj2
and (96) follows summing up the previous inequality for i ¼ 1; 2: Thus, letting e-0
in (96) we get
f x;
z1 þ z2
2
 
þ c	1ðm2 þ jz1j2 þ jz2j2Þ
p	2
2 jz1 	 z2j2
p1
2
f ðx; z1Þ þ 1
2
f ðx; z2Þ: ð97Þ
Now if y; wAW 1;pðBR;RNÞ with Fðy; BRÞoþN and Fðw; BRÞoþN; then, using
the deﬁnition of F ; there exist ym; wmAW 1;qloc ðBR;RNÞ-W 1;pðBR;RNÞ such that
ym-y; wm-w andZ
BR
f ðx; DymÞ dx-Fðy; BRÞ;
Z
BR
f ðx; DwmÞ dx-Fðw; BRÞ: ð98Þ
We may use (97) in order to obtain
c	1
Z
BR
ðm2 þ jDymj2 þ jDwmj2Þ
p	2
2 jDym 	 Dwmj2 dx
þ
Z
BR
f ðx; 1=2ðDym þ DwmÞÞ dx
p1
2
Z
BR
f ðx; DymÞ dx þ 1
2
Z
BR
f ðx; DwmÞ dx: ð99Þ
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Now let us observe that if pX2 then we trivially haveZ
BR
jDym 	 Dwmjp dxpc
Z
BR
ðm2 þ jDymj2 þ jDwmj2Þ
p	2
2 jDym 	 Dwmj2 dx:
If 1opo2 then, using Ho¨lder inequality we getZ
BR
jDym 	 Dwmjp dx
p
Z
BR
ðm2 þ jDymj2 þ jDwmj2Þðp	2Þ=2jDym 	 Dwmj2 dx
 1=2

Z
BR
ðm2 þ jDymj2 þ jDwmj2Þð2	pÞ=2jDym 	 Dwmj2p	2 dx
 1=2
p
Z
BR
ðm2 þ jDymj2 þ jDwmj2Þðp	2Þ=2jDym 	 Dwmj2 dx
 1=2

Z
BR
ð1þ jDymjp þ jDwmjpÞdx
 1=2
:
In both cases, using (99), we get
min c	1
Z
BR
jDym 	 Dwmjp dx; c	1M	1
Z
BR
jDym 	 Dwmjp dx
 2( )" #
þ
Z
BR
f ðx; 1=2ðDym þ DwmÞÞ dx
p1
2
Z
BR
f ðx; DymÞ dx þ 1
2
Z
BR
f ðx; DwmÞ dx ð100Þ
with c ¼ cðn; N; p; LÞAð0;þNÞ and
M :¼ sup
m
ð1þ jjDymjjpLpðBRÞ þ jjDwmjj
p
LpðBRÞÞ:
Let us denote by Im the quantity in square brackets from (100); we may let m-þN
obtaining, by the lower semicontinuity of the W 1;p norm and the very deﬁnition of
the functional Fð; BRÞ
c	1M	1 minfjjDy 	 Dwjjp
LpðBRÞ; jjDy 	 Dwjj
2p
LpðBRÞg
þ Fððy þ wÞ=2Þp lim inf
m
Im þ lim inf
m
Z
BR
f ðx; 1=2ðDym þ DwmÞÞ dx
p lim inf
m
1
2
Z
BR
f ðx; DymÞ dx þ 1
2
Z
BR
f ðx; DwmÞ dx
 
¼ 1
2
Fðy; BRÞ þ 1
2
Fðw; BRÞ:
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Thus, if DyaDw on a set of positive measure we have
F y þ w
2
; BR
 
o1
2
Fðy; BRÞ þ 1
2
Fðw; BRÞ: ð101Þ
Now we observe that, by Poincare´ inequality, (101) is valid in particular when
y; wAu0 þ W 1;p0 ðBR;RNÞ for a ﬁxed Dirichlet data u0; as soon as yaw and both
Fðy; BRÞoþN and Fðw; BRÞoþN: This means that the functional Fð; BRÞ is
strictly convex in the Dirichlet class u0 þ W 1;p0 ðBR;RNÞ; for any ﬁxed Dirichlet data
u0AW 1;pðBR;RNÞ:
We are ready to ﬁnish the proof, following the path of Theorem 4. We ﬁnd that
the sequence vm is bounded in W
1;pðBR;RNÞ and up to (not relabelled) subsequences
we have vm,wAu þ W 1;p0 ðBR;RNÞ weakly; moreover, letting m-þN as in (64),
keeping into account (93), the minimality of vm; the deﬁnition of *F and (90) we get,
for any roR˜ Z
Br
jDwjtp lim inf
m
Z
Br
jDvmjt dx
p lim inf
m
c
ðR 	 rÞ*a
ð *FðvmÞ þ RnÞb
p lim inf
m
c
ðR 	 rÞ*a
ð *FðumÞ þ RnÞb
¼ c
ðR 	 rÞ*a
ðFðu; BRÞ þ RnÞb: ð102Þ
In order to end the proof, as for Theorem 4, we have to show that u 
 w; as above,
from the very deﬁnition of F ; (92), the minimality of vm; and (90), we get
Fðw; BRÞp lim inf
m
Z
BR
f ðx; DvmÞ dx
p lim inf
m
Z
BR
f ðx; DumÞ dx
¼Fðu; BRÞ: ð103Þ
Let us observe that we used (92) in order to achieve the ﬁrst inequality in the
previous chain; in turn, this explains the reason for deﬁning the functional Fm in the
way we did. Taking into account the minimality of u; we also get
Fðu; BRÞ ¼ Fðw; BRÞ: ð104Þ
Now, the strict convexity of the functional Fð; BRÞ in the Dirichlet class u þ
W
1;p
0 ðBR;RNÞ gives u 
 w: Therefore (88) follows from (102) with the dependence of
the constants stated in (87). &
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Since the study of regularity properties of minimizers of the relaxed functional is
not usual in the literature, we ﬁnish this section with remarks concerning the setting
adopted in this section.
Remark 7. Let us observe that Theorem 8 is actually an extension of Theorem 4. To
this aim, suppose that u is a local minimizer of the original functional F and it
happens that Lðu; BRÞ ¼ 0; as in Theorem 4; in this case it follows that u is also
satisfying the minimality condition (86). Indeed we have, for any vAu þ
W
1;p
0 ðBR;RNÞ
Fðu; BRÞ ¼ Fðu; BRÞ þ Lðu; BRÞ ¼ Fðu; BRÞpFðv; BRÞpFðv; BRÞ
and the estimate (and the full statement) in Theorem 4 follows from the one in
Theorem 8, again using the fact that Lðu; BRÞ ¼ 0:
Remark 8. In this section we analyzed, looking for local regularity results, functions
satisfying a local minimality condition that is (86). It possible to prove the same type
of (interior) higher integrability theorem for solutions to Dirichlet problems of the
type:
MinfFðv;OÞ : vAu0 þ W 1;p0 ðO;RNÞg:
A solution of such a problem always exists for u0AW 1;pðO;RNÞ since the functional
F is weakly lower semicontinuous in W 1;p and by its deﬁnition and the left hand side
of (H1) it obviously satisﬁes, for any uAW 1;pðO;RNÞ; the coercivity conditionZ
O
jDujp dxpFðu;OÞ:
Remark 9. There is a third possible way to look at the functionals we consider in this
paper; this has been partially outlined at the end of Section 5. To ﬁx the ideas,
consider the functional F 2: This is naturally deﬁned on the anisotropic Sobolev space
W 1;ðpÞ where ðpÞ 
 ðp1; p2;y; pnÞ (see [3]) which is a Banach space intermediate
between the spaces W 1;p1 
 W 1;p and W 1;pn 
 W 1;q: The functional F 4 is naturally
deﬁned on the class
W 1;pðxÞðO;RNÞ :¼ fuAW 1;1ðO;RNÞ : jDujpðxÞAL1ðOÞg
that becomes a Banach space when equipped with a suitable (Luxemburg type)
norm. This space is currently the object of intensive investigations (see instance
[17,16]). Therefore, one can consider functionals of the type in (1), where the energy
density f satisﬁes the following growth assumptions:
1
L
cðx; jzjÞ 	 Lpf ðx; zÞpLcðx; jzjÞ þ L; LX1;
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where, for every xAO; z-cðx; jzjÞ deﬁnes a Young function [51]. In connection to f
it is possible to deﬁne the space
W 1;cðO;RNÞ :¼ fuAW 1;1ðO;RNÞ : cðx; jDujÞAL1ðOÞg
which can be equipped with a suitable norm and becomes again a Banach space (the
space W 1;pðxÞðO;RNÞ is a particular case with cðx; tÞ :¼ tpðxÞ; pðxÞX1). This space is
again intermediate between W 1;p and W 1;q; provided tppcðx; tÞpLtq: The
functional F 3 falls in this setting considering cðx; tÞ :¼ tp þ aðxÞtq: For general
theorems about such spaces, known as spaces of Orlicz–Musielak type, see the book
[49]. Now, the third viewpoint consists of studying the functional F deﬁned on the
space W 1;cðO;RNÞ in connection with its properties. This viewpoint is essentially
adopted in [47].
7. Isolated singularities
In this ﬁnal section we address a problem posed by Marcellini in [43], in every
dimension nX2 and in the scale of Sobolev spaces. In that paper the author notes
that the counterexamples showing singular minimizers are built for functionals (3),
consequently, have singularities along a line. The question of Marcellini can be then
summarized as follows: Is it possible to consider more general functionals of the typeR
f ðx; u; DuÞ dx and finding minimizers with isolated singularities? Here we want to
address such a question with energy densities with Ho¨lder continuous ‘‘coefﬁcients’’.
Marcellini’s original question is actually formulated for weak solutions to elliptic
equations in divergence form of the type
	div aðx; u; DuÞ ¼ bðx; u; DuÞ
satisfying non-standard growth conditions (z; lARn)
nðmþ jzj2Þ
p	2
2 jlj2pDaðx; u; zÞl#lpLðmþ jzj2Þ
q	2
2 jlj2:
This case is covered by taking the Euler–Lagrange equation of the functional we
consider, therefore taking a :¼ Df : A crucial role will be played by the content of
Remark 3. We have the following:
Theorem 9. With the notation of Theorem 3, if the following bounds hold
1oponon þ aoqon þ 1; ð105Þ
q
p
on þ 1
n
ð106Þ
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and if t04ðc1ð qc2Þ
qð c3
q	1Þq	1Þ1=ðq	pÞ; then
zt0eW
1;q
loc ðB1Þ
but
zt0AW
1;q
loc ðB1\f0gÞ:
Proof. Condition (105) implies (14); therefore, by Theorem 3, zt0eW
1;q
loc ðB1Þ: In
order to prove that zt0AW
1;q
loc ðB1\f0gÞÞ it clearly sufﬁces to show that for any ball
B!B1\f0g it results that zt0AW 1;qloc ðBÞ: Now observe that the function aaðxÞ (see
(13)) is Lipschtiz when restricted to the ball B and by (106) we are able to apply
Theorem 7 (with O 
 B); it follows that zt0AW 1;qloc ðBÞ: &
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