This work studies the effect of using Monte Carlo based methods to estimate high-dimensional systems. Recent focus in the geosciences has been on representing the atmospheric state using a probability density function, and, for extremely high-dimensional systems, various sample based Kalman filter techniques have been developed to address the problem of real-time assimilation of system information and observations. As the employed sample sizes are typically several orders of magnitude smaller than the system dimension, such sampling techniques inevitably induces considerable variability into the state estimate, primarily through prior and posterior sample covariance matrices. In this article we quantify this variability with mean squared error measures for two Monte-Carlo based Kalman filter variants, the ensemble Kalman filter and the square-root filter. Under weak assumptions, we derive exact expressions of the error measures. In other cases, we rely on matrix expansions and provide approximations. We show that covariance-shrinking (tapering) based on the Schur product of the prior sample covariance matrix and a positive definite function is a simple, computationally feasible, and very effective technique to reduce sample variability and to address rank-deficient sample covariances. We propose practical rules for obtaining optimally tapered sample covariance matrices. The theoretical results are verified and illustrated with extensive simulations.
This article is structured as follows. Section 2 reviews the Kalman filter recursions and introduces the ensemble Kalman filter (enKf) as a Monte-Carlo based approximation to the update step. Two simple examples then serve to illustrate the effects of sample variability on the update step. For two ensemble Kalman filter variants, Section 3 investigates the effects of sampling variability on forecast and update covariance matrices.
Sections 4 and 5 discuss methods to reduce the effects of sampling variability. Section 6 presents simulation results and Section 7 provides a summary. Proofs and other technical calculations are provided in the Appendix.
Background and Problem Formulation 2.1 Kalman Filter Recursions
Let the x t ∈ R q represent the unobserved state of the system at time t and let the y t ∈ R r denote a new set of observations. The data and the state are related by the observation equation,
where H t represents a linear observation operator. In (1), e t ∈ R r is a Gaussian random vector with mean 0 and variance R t , here denoted e t ∼ N r (0, R t ).
We wish to update our knowledge of the unobserved state x t in light of the new data y t . 
where
where a superscript denotes matrix transpose.
To obtain the forecast distribution p(x t+1 |Y t ) the update distribution (2) is propagated using the system dynamics represented in the state equation
where v t ∼ N q (0, Q t ). Note that if the system dynamics are linear, so that G(x t ) = G t x t for some matrix G t , the forecast distribution p(x t+1 |Y t ) will again be multivariate normal with closed forms for the mean and covariance
However, this aspect will not be used on our discussion as in all subsequent methods we approximate the forecast distribution through the propagation of an ensemble.
The creation of the ensemble in the update step is described in the next section.
The Ensemble Kalman Filter
In operational NWP the dimension of the state vector x t is typically very high, and computational cost prevents direct implementation of the covariance recursions specified in (3) and (4). To deal with such computational expense, variants of the Kf that approximate the forecast and update steps by Monte Carlo methods have recently been developed. One popular variant, proposed by Evensen (1994) and Evensen and van Leeuwen (1996) in the context of oceanographic data assimilation, is referred to as the ensemble Kalman filter.
The enKf assumes a sample of size n from the forecast distribution p(x t |Y t−1 ), here denoted {x f t,i }. Given the forecast sample, the enKf algorithm updates each sample member x f t,i according to
In (5), ε t,i iid ∼ N r (0, R t ), and ε t,i is independent of x can be used to decrease computational expense, withP f t H similarly evaluated. Also, when R t is diagonal (or block diagonal) observations can be assimilated serially (or in blocks) to further decrease computational cost.
In this case, the inverse in the gain matrix, i.e. (H t P f t H t + R t ) −1 , is in effect evaluated serially (Bengtsson and Nychka, 2001 ).
IfP f t is a consistent estimator of P f t the update of the enKf converges to that of the Kf as the ensemble size n converges to infinity. However, for small samples the influence of sample variability seriously affects the quality of the enKf update. In particular, the non-linear form of the Kalman gain matrix typically results in P a t being underestimated, requiring the need for ad-hoc tuning methods to increase the posterior error covariance (Anderson and Anderson, 1999; Whitaker and Hamill, 2002) . Further, spurious sample correlations need to be attenuated. Kalman filter variants proposed to address the effects of sampling variability on filter performance are given by square-root Kf (Bishop et al., 2001; Tippett et al., 2003) , double enKf (Houtekamer and Mitchell, 1998; Leeuwen, 1999) , and adjustment Kf (Anderson, 2001 ). We will not delineate the specific computational algorithms of these filter variants here. Rather, our focus is on the errors due to matrix sample variability in the enKf.
For a simple univariate system, we next show the effects of sample variability induced by the enkf algorithm.
Motivating Examples
Using two examples, we illustrate the finite sample size effects of the algorithm outlined by (5). The first setting describes the effects of sampling for a univariate system. In this simple example, we can accurately approximate the bias of the (sample) Kalman gain and posterior covariance, and by artificial inflation of the prior sample covariance we delineate how to correct the bias by providing an optimal boosting factor. The second setting illustrates the need for bias-corrective measures in multivariate problems, and motivate the further study of high-dimensional systems given in Sections 3 through 5.
Univariate Case
As an example of how the enKf update estimate is affected by sample variability we consider a univariate system with H t = 1 and R t = 1. In this case, each scalar ensemble member x f t,i is updated according to (5) withK t =λ t /(λ t + 1), whereλ t represents the forecast ensemble sample variance
(We note that this update scheme is not exactly equivalent to that given by (5). Instead, we employ the more efficient square-root algorithm, further discussed in Section 3.3.)
Jensen's inequality. The bias is approximated by evaluating a Taylor expansion of g(λ t ), yielding a third order bias of
Simulations show that the approximation is informative for sample sizes as small as n = 4 and a wide range of λ t .
For this system P a t = K t , and as E(P a t ) = E(K t ) (see Proposition 1) the sample varianceP a t is a negatively biased estimate of the (true) posterior variance P a t .
Following Anderson and Anderson (1999) , Whitaker and Hamill (2002) , the bias ofK t andP a t can be reduced by artificially inflating the sample forecast covariance, e.g. by replacingλ t with ρλ t where ρ > 1. Then, an optimal ρ eliminating the bias term given by (6) is obtained by solving
For the univariate example given here the bias is maximized for λ t = 2, and yields a simulated value of approximately 0.091 (representing 13.6% of the true value) for n = 5. For this choice of λ t and n the bias is essentially removed by setting ρ = 1.576. Surprisingly, in this case, the sample varianceλ t must be increased by 57.6% to provide an approximately unbiased sample gain and a posterior sample {x a t,i } with unbiased variance.
It should be noted that (7) yields complicated solutions in terms of the parameters λ t and n, but it is easily verified that ρ = 1 is the unique positive solution as n tends to infinity.
Multivariate case
For the multivariate case, we are interested in quantifying the effects of the enKf scheme on the sample covariance matrix of the posterior ensemble members. Analogously to the univariate case, we show thatP a t is negatively biased. To this end, in the proposition to follow, we argue that propagation ofP f t using the covariance recursion (3) produces an unbiased estimate of E(P a t ). Jensen's inequality then establishes tr E(P
t ) denote the sample covariance matrix Then, using (5),P a t can be expressed aŝ
(b) Using the decomposition provided in part (a), we have
Thus, propagatingP f t using (3) yields an unbiased estimate of E(P a t ).
(c) The expectation in part (b) is not analytically tractable without proper projection. However, with H t = I and R t = I, the propagated sample forecast covariance matrix is negatively biased for P a t . Specifically,
Proposition 1 shows that the enKf produces posterior ensemble members with too little spread. In Section 5
we show that the bias expressed by Proposition 1 can be effectively removed using a third order expansion of
To Let ΓΛΓ be the spectral decomposition of P f , where Λ is a diagonal matrix with eigenvalues λ 1 ≥ · · · ≥ λ q > 0 of P f as entries and where Γ = (γ ij ) contains the associated eigenvectors γ j in the columns. Without loss of generality we take the forecast members {x f i } to be zero-mean Gaussian with covariance matrix P f . Let
/n denote the unbiased estimator of P f of rank min(n, q). To evaluate the defined matrix norms we setΛ = Γ P f Γ, a rotation necessary to obtain unbiased estimates of the eigenvalues {λ i }. Note that we are merely using the rotation in our developments, and do not assume Γ to be known. Thus,λ ij is an unbiased estimator of λ ij = λ i δ ij , where δ ij is the Kronecker-delta. However,Λ = (λ ij ) is not diagonal.
Further,λ ii does not equal the ith sample eigenvalue obtained by the eigenvalue/eigenvector decomposition of
Mean squared error of Forecast Covariances
Although the asymptotic properties of sample eigenvalues are well established Anderson (1963 Anderson ( , 1984 , the distributional properties are complicated for finite samples (Tracy and Widom, 2000) . In particular, when n/q → 1 (but n > q) the sample eigenstructure is likely severely biased (Johnstone, 2001) . To complicate matters n q in our setting, and in this case we expect the sample singular values to be heavily biased. To see this, note simply that E tr(P f ) = q i=1 λ i , from which it follows that the true eigenvalues must 'pile up' in the singular values ofP f , consequently causing bias. The next result quantifies the mean squared errorP f in terms of the eigenvalues of P f .
Lemma 1 of the Appendix can be used to derive the following explicit form of the mean squared error ofP f :
Since we need only a distribution of {x f i } satisfying the fourth moment equality given in (30) (see Appendix), it is possible to relax the hypothesis of normality. However, for other multivariate distributions it is not always be able to reduce the fourth moment to expressions in {λ i }. Note that the above expression is valid for n < q, and we now consider the behavior of (10) as q → ∞.
To specifically evaluate (10) for high-dimensional, rank deficient sample forecast covariance matrices we assume that the eigenvalues of P f can be described by reciprocal powers, i.e., let
As q → ∞, we require θ > .5 to ensure converge of i λ 2 i . For large q, the sum in (10) is given by the well-known Riemann zeta function, Abramowitz and Stegun, 1970) .
The zeta function is not convenient to work as it only has closed form for some special values (e.g., for θ = 2,
However, if the sequence of eigenvalues λ k can be described as g(k)
for a continuous function g(·), the MSE ofP f may be approximated by
for some a ≈ 1.
The left panel of Figure 1 illustrates how
E depends on the decay rate θ. Here, the forecast error matrix is scaled such that tr(P f ) = q, for all θ. Thus, the total error grows proportionally with system dimension. The panel shows that a rapidly decaying spectrum represents the worst case scenario, with limit
As can be seen, a lower bound for
E is given by a flat spectrum. However, even for a flat spectrum, n has to be O(q 2 ) for bounded error growth. (10) as a function of the decay rate of the eigenstructure of P f . The ith eigenvalue of P f is given by λi = ci −θ , with c chosen such that tr(P f ) = tr(R) = 1. The four curves in each plot correspond to q = 10, (dotted), q = 10 3 (dashed) , q = 10 6 (dash-dotted), and q → ∞ (solid).
Right panel:
E evaluated through the first order approximation (14).
Mean Squared Error of Analysis Covariances
By Proposition 1, the propagated forecast sample covariance is negatively biased for P a , i.e., tr E(P a ) < tr P a .
To quantify the mean squared error of the estimatorP a , we break the difference P a −P a 2 E into bias and variance terms. With
2 E representing the total squared bias and variance of P a , respectively, we have
As is the case with E(P a ), the terms in (12) are difficult to tract analytically for arbitrary systems. However, we can provide a lower bound for the mean squared error ofP a .
Let {x a t,i } be generated by the enKf algorithm described in (5), and set
Thus,P a can be expressed as a the sum of the propagated sample forecast covariance and the residual term Z.
Proposition 2. (a) Since E(x f i ε j ) = 0, ∀i, j, the propagated sample forecast covariance and the residual term Z are independent i.e.,
(b) Based on part (a) we obtain the following orthogonal decomposition
As can be seen, Proposition 2 provides P a − (I −KH)P f 2 E as a lower bound for the mean squared error
We now express the lower bound as a function of the eigenvalues of P f . Due to the matrix inverses it is impossible to evaluate the expectation analytically, and we therefore approximate the previous expression by a series expansion.
Proposition 3. Let Λ 1 and Λ 2 be two matrices in R n×n and let
Now let (A) = inf |||A||| : ||| · ||| is a matrix norm , the spectral radius of the matrix A. Since the involved matrices are positive definite, (A) is the biggest eigenvalue of A. Thus, Proposition 3 holds if and only if
For a given spectrum {λ i }, the above approximation is valid only for sufficiently large n to ensure (Λ − Λ)D < 1, and to ensure mean convergence of (Λ −Λ)D k , n has to be of order larger than q 2 . However, since the forth moment exists and is finite, and as each individual term
Therefore, in probability, the terms of the series expansion tend to zero as n increases. Note also that the aforementioned rotation ofP f using Γ ensures E(Λ −Λ) = 0, and that the difference is further suppressed by multiplication by D. Thus, convergence of the matrix expansion may be expected to be rapid, a claim supported by the simulations of Section 6. Note that the second and third order approximations are O(1/n)
and O(1/n 2 ), respectively. Theoretically, we could evaluate even higher order terms but these result in very lengthy expressions and are difficult to interpret.
For a flat spectrum λ i = λ, i = 1, . . . , q, equation (15) leads to
Notice that for the case Table 1 summarizes the mean squared errors ofP f andP a (andK) for the case of a flat spectrum and the limit case where the spectrum has only one mode. As can be seen in Table 1 , a slow eigen-decay induces higher mean squared error inP a and requires a sample size n of order q 2 for bounded error. A more detailed picture of this relationship is provided by the right panel of Figure 1 . Note that, compared withP f , the relationship between the MSE and the decay rate θ is reversed.
The results presented in Table 1 are consistent with those of Künsch (2001) , who finds that n has to be of order t 2 to ensure bounded error growth in the univariate particle filter setting. However, because of the Gaussian assumptions, we are able to more specifically describe the error in terms of the system properties, i.e.
in terms of λ i .
The next section provides a justification why Kf algorithms which do not explicitly rely on the Monte Carlo technique of (5) are more effective.
Error Matrix 
Square-Root Filter
An alternative approach to addressing the update step in high-dimensional systems is proposed by the so-called square-root Kalman filter (e.g. Tippett et al., 2003) . In our context, the general idea of the square-root filter algorithm is to manipulate a given forecast ensemble in order to produce a posterior sample with variance equal to that given by the Kalman filter.
With
consider post-multiplying the forecast deviations by A and let U = FA, we have
We see that post-multiplication of the forecast deviations by A produces deviations U with an outer product equal to the matrix obtained by propagatingP f using the covariance recursion (3). Hence, this method of producing a posterior sample with the desired covariance does not require any data-perturbations.
By Proposition 2, sampling errors inP a due to the data-perturbations {ε i } are captured by the term Z 2 E . Although the enKf asymptotically reproduces the Kalman recursions, the square-root update is more efficient for finite n; devoid of the deteriorating sample effects of {ε i }, the lower bound derived in Proposition 2 is asymptotically exact for the square-root filter. The ensemble adjustment Kf of Anderson (2001) provides similar advantages.
Minimizing Sample Variability using Tapered Covariances
As aforementioned, the ensemble size in realistic NWP settings is typically several orders of magnitude smaller than the system dimension: e.g., 17 at the CMC (Pellerin et al., 2003) , and 51 at ECMWF (Richardson, 2000) .
One possibility to address the resulting rank deficiency of the sample forecast covariance matrix is to multiply P f element-wise by a positive definite matrix C = (c ij ), producing the 'tapered' forecast matrixP f • C, where
• denotes the Schur product (e.g. Horn and Johnson, 1990) .
Here, tapering is used as a tool for variance stabilization and reduction, and produces a shrinkage type estimator of the forecast covariance matrix. The technique can also be applied in the context of spatial prediction to introduce sparseness in the covariance structure . Their approach is based on asymptotic optimality criteria; here, in light of the computational limitations of NWP (i.e. n q), we derive taper functions (and matrices) based on mean squared error criteria. We first illustrate the effects of using an optimal taper in the simple case of a diagonal forecast matrix.
As illustrated by Corollary 2 (Appendix), the mean squared error
E is a complicated expression depending in part on the elements of the rotation matrix Γ. Consider therefore a diagonal forecast matrix P f ,
i.e. let Γ = I. This is not a realistic assumption, but provides the only instance for which we can analytically relate the error of the tapered covariance matrix to the eigenvalues of P f . Applying the same techniques as in Section 3.1, we have
For the optimal choice C = I, the above expression simplifies to 2 i λ 2 i /n, reducing the mean squared error by a factor q for flat spectra (see Table 1 ). However, even for the optimal taper matrix, the expected difference
E tends to zero only if q/n → 0. Further, unless C is a correlation matrix, the expected difference does not tend to zero as n → ∞ due to bias introduced by the Schur product.
Based on the tapered forecast covarianceP f • C, similar developments can be carried out for the mean squared error of the propagated analysis covarianceP a C , and a second order approximation is given by
In this special case, (16) and (17) are minimized for approximately the same taper, and for forecast covariance matrices that are dominated by small scale variability, optimal tapering ofP f should produce near optimal results forP a . This claim is supported by the simulation results shown in Figure 2 , provided in Section 4.2.
Next we consider choosing optimal tapering matrices for general covariance structures.
Optimal Taper Matrices
Similarly to the idea of improved estimation of the mean. estimating the variance in a univariate case, it is possible to find an estimatorP f • C such that
Here we seek C = (c ij ) to minimize
Using Lemma 1 one can show that minimizing (18) is equivalent to minimizing
To ensure that the estimatorP f • C is positive definite, the above expression must be minimized over the set of positive definite matrices C (Horn and Johnson, 1994, Theorem 5.2.1). Ignoring the constraint, which poses a nontrivial problem, and minimizing (19) term by term yields
As evidenced by (20), for p ij = 0 (i = j) we get c ij ≡ 0, and for p ij = 0 (i = j), c ij tends to one as n tends to infinity. It is important to note, however, that the optimal matrix C is not a correlation matrix (diagonal entries are n/(n + 2)) and is not necessarily positive definite. One can address these issues by several heuristic approaches. For instance, setting the diagonal entries of C equal to one and minimizing (19) over all i = j results in a taper matrix with fewer negative eigenvalues. This approach can be generalized by boosting the optimal taper matrix to αI + βC, where α, β > 0 may be chosen to ensure positive definiteness. However, since this approach shifts the entire eigen-spectrum, α and β must be chosen with care. Another modification is to take the best full rank approximation of C, i.e. take the positive eigenvalues of C and set the remaining ones equal to any small number > 0. Due to the computational cost of calculating eigenvalues, this latter approach is not interesting in high dimensions.
By restricting the spatial structure of the forecast covariance, we next describe how to obtain optimal, positive definite taper functions.
Isotropic Forecast Covariance Matrix
For certain parameterized forecast covariance structures it is possible to find optimal, positive definite tapers.
Suppose we observe a process on a linear transect with unit spacing and suppose further that the covariance between two locations i spacings apart is given by p(i). It is straightforward to show that the expected difference (18) can be written as
Furrer (2004) provides similar results for regular grids in higher dimensions.
The above formulation motivates the need to find optimal covariance tapers through the following minimiza-
Here, ω(·) is a weight function, C a function space of positive definite functions, and with expectation taken over the distribution ofp(i). (The bounds q and u q of integration may depend on both q and ω(·) to ensure a finite integral.) Under weak regularity conditions, using Lemma 1, the minimization reduces to
Unfortunately, equation (21) has only analytic solutions for some special cases. For example, assume the exponential covariance function p(h) = α exp(−3h/β), α, β > 0, with parameterization such that p(β) = 0.05α, i.e. β is the practical range (Cressie, 1993) . Further, restrict the class of taper functions to C = {c θ (h) = exp(−3h/θ), θ > 0}. Then, for a constant weight function ω(h) ≡ ω, q = 0 and u q → ∞, the optimal θ in (21) is the root of a fourth-order polynomial with one real positive root, and for the weight function ω(h) ∝ 1/h, θ opt can be approximated by
For large n, the optimal parameter θ opt is approximately β n/2, implying that, for fixed h, c θopt (h) → 1 as n → ∞. Hence, the taper effect is O(n −1/2 ) and vanishes as n increases.
For finite n, the usefulness of the approximation given by θ opt is illustrated by Figure 2 , where simulated optimal taper values based on the exponential covariance-and taper functions are given. The straight, dotted line in each plot is based on (22). WithP a C denoting the error covariance obtained by propagatingP In practice, equation (22) may serve as a rule of thumb to determine optimal taper lengths. For the settings considered here, our work implies that optimal tapers minimizing both P f −P f C 2 E and P a −P a C 2 E may be obtained using standard covariance estimators, e.g. Cressie (1993) and references therein. That is, with β an estimator, setθ opt =β 2/n. Because it does not introduce sparseness, the result given by (22) is not computationally attractive. We next define pseudo-optimal tapers using compactly supported covariance functions.
Pseudo-Optimal Taper
In the isotropic case with covariance function p(h), the optimal taper (20) is
For general p(h), the above formulation does not yield a positive definite taper function c(h).
As a practical tool, we therefore suggest the use of a pseudo-optimal, compactly supported covariance function. Tapering with compactly supported covariance functions has the advantage of introducing sparsity in the covariance matrix, providing significant computational advantages . Here, we define such a taper function by finding a positive definite taper c p-o (·) that minimizes
In (23), ω(h) is a weight function to be specified.
In NWP, a commonly used compactly supported taper is the fifth-order piecewise rational function obtained by self-convolving a triangular function over R 3 (see equation (4.10) of Gaspari and Cohn, 1999) . Other compactly supported covariance functions can be found in Gneiting (1999a Gneiting ( ,b, 2002 , Wendland (1995 Wendland ( , 1998 , and Wu (1995) . These functions are parameterized by their support length and sill (i.e. the value at zero). A simple approach to obtaining a pseudo-optimal taper using these functions is to fit the two parameters based on the sill and the effective range, i.e. the value h * such that c(h * ) = 0.05c(0). Thus, we use (23) covariance functions given by Gaspari and Cohn (1999) . The pseudo-optimal taper functions are fitted using (23) by matching the sill and effective range of c(h) (dashed) and by using a constant weight function ω(h) (dotted).
For practical applications the covariance function p(h) is usually estimated by means of covariance or variogram estimators (e.g. Mardia and Marshall, 1984; Cressie, 1985; Stein, 1987; Genton, 1998) . For a discussion of covariance estimation techniques in the context of NWP, see, e.g., , , and .
By implication of the invariance principle (e.g. Bickel and Doksum, 2001) , note that choosing an appropriately parameterized taper function may be thought of as a maximum likelihood problem. That is, withp(h) obtained by maximum likelihood estimation of the parameters of p(h), let the estimated taperĉ p−o (h) be defined through (23) with p(h) replaced byp(h). However, fitting covariance functions in high-dimensional systems is computationally prohibitive. Fortunately, the simulations of Section 6 demonstrate that the improvement in MSE is robust to the choice of taper function.
Addressing the bias described in part (d) of Proposition 1, we next give some analytical results for choosing optimal boosting factors.
Covariance Boosting in Large Geophysical Applications
In practice, the sample forecast covarianceP f is slightly inflated to overcome the bias in the gain matrixK (e.g. Anderson and Anderson, 1999; Whitaker and Hamill, 2002) . Typically, this factor is selected based on numerical experiments, but can also be based on the support length of the taper function (Anderson, 2001 ).
Analogously to the univariate example of Section 2.3 we choose an optimal inflation factor to minimize the difference between the expected and the true gain. Specifically, withK ρ based on ρP f we seek ρ > 1 such that
As in the previous developments, we take R = H = I. Further, for some ρ and D ρ = (ρΛ + I) −1 , assume
Then, using the techniques of Proposition 3, the bias can be expressed as
Using the expansion in (24), a second order approximation of the bias is given by
For arbitrary spectra {λ i }, we can numerically determine a boosting factor ρ satisfying B(ρ) = 0. For all flat spectra λ i ≡ λ, the bias reduces to
and for B(ρ) = 0 the boosting factor ρ is the solution of a third order polynomial similar to that obtained in Section 2.3 for the univariate case. For flat spectra, the bias B(1) is O(q 2 /n), implying that bounded error is only guaranteed when n ∝ q 2 . This result is similar to those presented in Table 1 . Ensemble sizes of this magnitude are of course completely unrealistic in applications.
Given the computational cost of determining representative estimates of the eigenvalues in large state spaces (Johnstone, 2001) , equation (25) is of little value in practice. However, the expression can be used to provide insight about the relationship between the decay rate of λ i and the optimal boosting factor. Moreover, as illustrated in the simulations of Section 6, applying an appropriate taper to the sample covariance matrix greatly reduces the need for boosting.
For various parameter values and taper functions, we next illustrate our results using simulations and evaluate the effects of both tapering and boosting on the mean squared errors
Simulations
We assume a state defined on a transect at spatial locations 1, . . . , q = 1000. For two points spaced h steps apart, the forecast covariance is taken to be p(h) = exp(−3h/β). As in our previous developments, we set R = I and H = I and take tr(P f ) = q. The simulations are based on the range parameters β = 10, 100, and 333, corresponding to a spectrum of explaining 80% of the total variation in P f with 300, 100, and 10 modes, respectively. Figure 4 details the decay of the eigenspectrum as a function of β. The employed ensemble sizes are n = 10, 40, 160. Throughout the simulations we use the following tapers: the best full rank approximation of (20), the exponential taper with θ opt given by (22), and the fifth-order piecewise rational function given by Gaspari and Cohn (1999) Figure 5 shows box-plots for the mean squared error
MSE of the Forecast and Analysis Covariance Matrix
E of the tapered forecast covariance matrix.
The rows of Figure 5 correspond to β = 10, 100, 333, and the columns correspond to n = 10, 40, 160. We note that as β increases, implying fewer dominating modes, the MSE increases (see also equation (10)). The depicted results should be compared to the MSEs of the untapered forecast covariance matrices, which are, for the three choices of β used here, equal to (9983 + q 2 )/n, (95003 + q 2 )/n, and (277916 + q 2 )/n (see also Table 1 ). Thus, in this setting, the untapered error is at least 10 6 /n. For β = 10, the error reduction is almost two orders of magnitude, emphasizing the extraordinary effect of the tapers. For rapidly decaying spectra the effect of tapering is approximately a 50% error reduction. A crucial implication of the figure is that the choice of taper function is relatively unimportant.
For the propagated analysis covariance,P a C = (I −K C )P f C , the effect of the decay rate of the spectrum on the MSE is reversed, i.e., rapidly decaying spectra produce smaller MSEs (see Figure 6) . Also, the choice of taper function appears to be slightly more important for minimizing P a −P a 2 E , especially for small n. For comparison, the left panel of Figure 6 shows simulated error values for the untapered case. For the case provided here, the reduction in error is approximately one order of magnitude. Thus we note, again, the importance of using a taper to attenuate the effects of sampling variability inP f .
To provide a more detailed picture of the MSE and the effects of tapering the sample forecast covariance, Figure 7 shows strong dependence of the error
E is relatively unaffected by the choice of θ. Figure 8 shows simulation results evaluating the effects of varying the taper length of a pseudo-optimal taper
The chosen taper function is that of Gaspari and Cohn (1999) , with an optimal taper length provided by (23) with ω(0) = ω(h * ) = 1 and ω(h) = 0 otherwise. As depicted,
E is not sensitive to small perturbations around the optimal length, in particularly for a rapidly decaying spectrum (β = 333).
Covariance Boosting
To evaluate the optimal covariance boosting factor, simulated minima of (24) is the compactly supported function of Gaspari and Cohn (1999) . The dotted lines are point-wise 10% and 90% percent empirical confidence intervals.
displays the difference E tr(K ρ − K) as a function of the covariance parameter β and the boosting factor ρ.
Here,K ρ is defined using the boosted forecast covariance ρP f . For a rapidly decaying spectrum, i.e. β = 333, the optimal boosting factor ρ ≈ 1.4 is well approximated by the solution to (25). However, for β = 10 and β = 100 the solution to (25) underestimates the necessary boosting. For comparison, the left panel provides results for the case whenP f is tapered using the compactly supported function of Gaspari and Cohn (1999) ,
i.e. withK ρ evaluated using ρP f C . As can be seen, for β = 10, tapering reduces the bias by more than one order of magnitude and yields a simulated boosting factor of ρ ≈ 1.03. This boosting factor is consistent with those reported by Anderson (2001) and Whitaker and Hamill (2002) .
Summary and Discussion
This work makes clear the effects of using sample based methods to estimate high-dimensional state vectors.
Some theoretical results for the case when the sample size is much smaller the systems dimension is discussed.
Specifically, we analyze the mean squared error properties of the sample forecast (prior) and analysis (posterior) covariance matrices produced by the ensemble Kalman filter. Matrix expansions are developed to represent the errors as functions of the spectrum of the true forecast covariance matrix. Covariance-shrinking through the use of the Schur product is shown to significantly improve large scale covariance estimation. In fact, for finite samples in large geophysical applications, our results indicate that tapering is necessary to achieve bounded error. The usefulness of the derived results are highlighted throughout the paper, and practical guidelines for selecting effective covariance tapers are based on the sampling distribution of the forecast covariance matrix.
The presented results rest on several assumptions. The most stringent conditions appears to be R = I and to ease computational burden, the following approximations are often made: (Houtekamer and Mitchell, 2001) , where equality holds if and only if H is diagonal (Horn and Johnson, 1994) .
We note again, by Theorem 1, that this simplification does not alter our analyses.
This paper has considered only one step ahead forecasts and updates. Future work may focus on the effects of forward propagation of the posterior sample. That is, with G t representing the linearized dynamics at time t, the forecast covariance at time t + 1 is approximated by
The above indicates that it may be possible to optimize the state estimate with respect to the mean squared error ofP f t+1 , as opposed to that ofP f t . Such a filter would be akin to fitting a fixed-lag smoother using the information content of future observations. We envision to proceed by applying our results in large scale problems. The Data Assimilation Research Testbed (DART) 1 furnishes an excellent computational environment supporting data assimilation research and evaluation.
Appendix
Lemma 1. Let u 1 , . . . , u n be iid Gaussian random q-vector with mean 0 and variance P f = (p ij ). Using the notation introduced in Section 3.1 we have
Proof. The first term is
where δ ij is the Kronecker-delta. To evaluate the second term note that
where γ i = (γ 1j , . . . , γ qj ) is the ith column of the matrix Γ. We need
Given the assumption of multivariate normality, we have
Thus
Substituting the above expression in equation (29) yields
where we used the fact that r,s γ ri p rs γ sj = δ ij λ i .
To prove the third moment, consider the factŝ
The expectation of the sum (31) 
when ρ = ζ = ξ. We note that the last expression is composed of all the distinct terms found in (32) Note that for any distinct indices i and j, all the terms in γ αi E p rspklpuv γ βj with p αβ will be zero and the result (28) can be obtained straight forward. This completes the proof.
Note that Gaussianity is not needed for equations (26) 
Straightforward calculations similar to those in the proof of Lemma 1 yield the result.
• Proof of Proposition 1. To simplify the notation, we omit the time subscript t.
(a) Using the definition of the updated sample in equation (5) the result (8) follows.
(b) The expectation is over the forecast sample and the perturbed observations. The matrix elements of (8) are linear combinations of the observation perturbations {ε i } and functions of {x f j }. As the latter two are independent samples, we can separate the expectation. Then, as E(Ĉ) = 0 and E(R) = R, the result follows.
(c) With H = I one can show
where the covariance recursion (3) was used along with well-known matrix identities. With R = I, it suffices to show E tr (P f + I) −1 < tr (P f + I) −1 . Feller (1971) provides the technical details for this multivariate extension of Jensen's inequality.
(d) The result follows by applying Parts (a) and (c) to the rotated observation-and state-space.
• Proof of Proposition 2.
(a) We use the same arguments as in the proof of Proposition 1 part (b).
(b) From part (a), the orthogonal decomposition is assured.
• Proof of Proposition 3. Corollary 5.6.16 of Horn and Johnson (1990) implies that I+(Λ 2 −Λ 1 )D is invertible and
Given the two series above, the right-hand side of (13) can be written as
Further notice that
The same technique is applied to the last term of (37). The lemma is concluded by collecting terms.
•
Proof of Proposition 4.
With H = R = I, P a = I − (P + I) −1 . Thus, we evaluate Suppose there exists a matrix norm ||| · ||| such that (Λ −Λ)D < 1, then, using Proposition 3, the previous expression can be written as
