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Abstract
The CAP theorem is a fundamental result that applies to
distributed storage systems. In this paper, we first pro-
pose and prove a probabilistic variant of the CAP theo-
rem. This extends the CAP theorem from merely being a
binary (yes-no) choice among consistency (C), availabil-
ity (A), and partition-tolerance (P), to being a probabilistic
tradeoff involving parameters of probabilistic models for
C, A, and P. Next, we leverage this result to present a new
system, called PCAP, which allows applications to spec-
ify either an availability SLA or a consistency SLA. The
PCAP system automatically adapts, in real-time and un-
der changing network conditions, to meet the SLA while
optimizing the other C/A metric. We incorporated PCAP
into two popular key-value stores – Cassandra and Riak.
Our experiments with these two deployments, under real-
istic workloads, reveal that the PCAP system satisfactorily
meets SLAs, and performs close to the bounds dictated by
our probabilistic CAP theorem.
1 Introduction
Distributed key-value stores (e.g., Cassandra [3], Riak [2],
Dynamo [21], Voldemort [6]) are preferred by applica-
tions for which eventual consistency suffices, but where
high availability (i.e., fast reads and writes) is paramount.
Availability is a critical metric for such cloud services be-
cause of its correlation to user satisfaction – for instance, a
500 ms increase in latency for operations at Amazon.com
or at Google.com can cause a 20% drop in revenue [1].
At Amazon, this translates to a $6M yearly loss per added
millisecond of latency [9]. At the same time, clients in
such applications expect freshness, i.e., data returned by
a read to a key should come from the latest writes done
to that key by any client. For instance, Netflix uses Cas-
sandra to track positions in each video [16], and fresh-
ness of data translates to accurate tracking and user sat-
isfaction. Thus, weakly-consistent applications care most
about time-based notions of consistency.
The CAP theorem was stated [13, 14] and proved [23,
31] with deterministic notions of strong Consistency (C),
Availability (A), and Partitions (P). It showed that under
“hard” network partitions, a storage system has to sacri-
fice either consistency or availability. As a result, today’s
CAP literature largely focuses on geo-distributed data-
centers where such hard network partitions occur. How-
ever, individual datacenters themselves suffer far more
frequently from “soft” partitions, arising from periods of
elevated message delays or loss rates. Neither the origi-
nal CAP theorem nor the existing work on consistency in
key-value stores [10, 21, 24, 28, 29, 30, 34, 35, 37, 38],
address such soft partitions for a single datacenter.
This paper first presents probabilistic models for avail-
ability, consistency and partitions, all of which take time-
liness into account. We then state and prove a generalized
version of the CAP theorem, which we call the proba-
bilistic CAP theorem. Our probabilistic availability model
specifies soft bounds on operation latencies, as might be
provided by the application in an SLA (Service Level
Agreement). Our probabilistic consistency model cap-
tures the notion of data freshness returned by read opera-
tions. Our probabilistic partition model captures network
delays. The resulting probabilistic CAP theorem shows
which combinations of the parameters in these three mod-
els make them impossible to achieve. The original CAP
theorem [13, 14, 23, 31] is a special case of our proba-
bilistic CAP theorem.
Next, we build a system called PCAP that allows appli-
cations of key-value stores to specify either a probabilis-
tic availability SLA or a probabilistic consistency SLA.
Given a probabilistic availability SLA, PCAP’s adaptive
techniques meet the specified availability requirement,
while optimizing the consistency. Similarly, given a prob-
abilistic consistency SLA, PCAP meets the consistency
while optimizing availability. PCAP does so under real
and continuously changing network conditions. Use cases
that would benefit from an availability SLA include the
Netflix video tracking application [16], low-latency on-
line advertising [7], and shopping cart applications [37],
which need fast response times but are willing to toler-
ate some staleness. A use case for consistency SLA is a
web search application [37], which desires search results
with bounded staleness but would like to minimize the re-
sponse time.
We implement our techniques into two key-value stores
– Cassandra [27] and Riak [2]. Our experiments with
these two deployments, under realistic workloads from
YCSB [17], reveal that the PCAP system satisfactorily
meets an availability SLA (or consistency SLA), opti-
mizes the consistency metric (respectively availability
metric), and performs reasonably close to the bounds dic-
tated by our probabilistic CAP theorem.
We make the following technical contributions:
• We propose and prove a probabilistic version of the
CAP theorem, using probabilistic models for consis-
tency, availability and soft partitions.
• We design the PCAP system, which allows applica-
tions to specify a probabilistic availability SLA (or
consistency SLA). Under changing network condi-
tions, PCAP meets the application SLA while opti-
mizing the consistency metric (respectively availabil-
ity metric).
• We integrate PCAP into two popular key-value stores
– Cassandra and Riak. We find that adaptively delay-
ing select read operations is a very useful knob that en-
ables PCAP to navigate the Consistency-Availability
tradeoff space.
• We present experimental results from both mi-
crobenchmarks and YCSB-driven deployments under
realistic network conditions. They show that PCAP
adapts quickly and continuously under fast-changing
network conditions. In particular, we find that: (i)
when network conditions are good, the PCAP sys-
tem meets the SLAs, and (ii) when the network con-
ditions are bad, the PCAP system still performs rea-
sonably close to the optimal-achievable consistency-
availability envelope.
2 Probabilistic CAP
In this section, we first present our probabilistic models
for consistency, availability, and soft partitions. Next, we
present two generalizations of the CAP theorem: a de-
terministic generalization and our probabilistic CAP the-
orem. In all of the discussion below, we consider only a
single key (or equivalently object) that is being read and
written concurrently by multiple clients.
2.1 Probabilistic Models for C, A, P
We start by defining our probabilistic notion of consis-
tency. Consistency applies to read and write operations
on a given key (or object). We define the start time of
an operation (read or write) as the time when the opera-
tion is issued at the client, while an operation’s finish time
refers to the time instant when an answer (for a read) or
an acknowledgment (for write) is received by that client.
Consistency is related to the freshness of data returned
by a read. However, there may be multiple writes that may
have started before that read or may be ongoing concur-
rently with the read. This requires us to define precisely
when a read’s return value is fresh:
Definition 1 < t-freshness>: Denote by v the value re-
turned by a read R. Let t′ be the start time of R. For
simplicity of exposition, we assume that writes have dis-
tinct values – this can be relaxed by instead using write
timestamps.
A read operation R is said to be t-fresh if and only if
exactly one of the following three conditions holds:
1. v is the value written by a write operation starting
after (t′ − t): In Fig. 1(i), read operation R starts at time
t′, and four writes start at the shown times. This condition
is satisfied if R returns either 2, 3, or 4.
2. v is the value written by the write operationW that is
“closest” before R, i.e., there is no other write that starts
between the start time of W and t′: In Fig. 1(ii), this con-
dition is satisfied if R returns 1.
3. If there is no prior write operation that starts be-
fore R, then v is the default (initial) value of the key: In
Fig. 1(iii), this condition is satisfied if R returns the de-
fault (initial) value of the key.
If a read operation is not t-fresh, we call it as t-stale.
Figure 1: Examples illustrating Definition 1. Only start
times of each operation are shown.
With this deterministic freshness definition in hand, we
can now define our notion of probabilistic consistency:
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Definition 2 <Probabilistic Consistency>: A key-value
store satisfies (tc, pic)-consistency if the fraction of read
requests satisfying tc-freshness is at least (1−pic) for any
given execution.
Essentially, pic is the probability of inconsistency
of the system, given freshness interval tc.
We believe this definition of probabilistic consistency
is more practical than previous definitions in literature.
The closest definition was proposed by the Probabilisti-
cally Bounded Staleness (PBS) model [10], which defined
a notion of consistency called t-visibility. However, t-
visibility is defined only for a read-write pair such that:
(i) the read returns the value written by the write, and (ii)
the read starts at least t units of time after the write fin-
ishes at the writer client. When the intervals for read and
write overlap (which occurs frequently in our real traces),
the notion of t-visibility is undefined. For example, a read
might be issued before the write finishes, and still return
the data from that write – PBS t-visibility does not capture
this, while our probabilistic consistency does.
Next, we define our probabilistic notion of availability:
Definition 3 <Probabilistic Availability>: A key-
value store satisfies (ta, pua)-availability if the fraction
of reads that finish within ta time units of their start time
is at least (1− pua) given any execution.
Essentially, pua is the probability of unavailability
of the system, given response time requirement ta.
Third, we capture the notion of a soft partition of the
network by defining a probabilistic partition model. Our
partition model is characterized by two parameters: a de-
lay bound tp and a probability α.
Definition 4 <Probabilistic Partition>: For an opera-
tion O (read or write), denote by dO the maximum end-
to-end network delay suffered by any of the constituent
messages for O that are in its critical path (e.g., client to
coordinator server hop, coordinator to replica hop, or the
reverse hops). Then, the network is said to suffer (tp, α)-
partition (1 ≥ α ≥ 0) if: the fraction of operationsO that
have dO > tp is at most α.
Essentially, (1 − α) is the fraction of operations in
which each of its constituent messages suffer end-to-end
delays ≤ tp. We do not assume eventual delivery of mes-
sages, i.e., messages delayed longer than the bound tp
may be lost.
2.2 Two Generalized CAP Theorems
In this section, we present two generalized versions of the
CAP theorem using our probabilistic models. The origi-
nal CAP theorem can be stated and proved in terms of our
probabilistic models for availability, consistency and par-
tition. To show that our probabilistic models are indeed a
generalization, Appendix A presents the proof of the orig-
inal CAP theorem in terms of our probabilistic models for
availability, consistency and partition.
First, we consider the case when the client expectations
are stringent and binary in nature, i.e., the client expects
all data to be fresh within a time bound, and all reads to be
answered within a time bound. This leads us to our first
extension of the CAP theorem.
Theorem 1 <Non-Probabilistic CAP Generalization>
Consider a read/write data object in a network with
(tp, 0)-partition that guarantees the following properties:
• (tc, 0)-consistency, and
• (ta, 0)-availability.
where tc, ta, tp are some finite positive numbers. It is im-
possible to implement such a read/write data object if
tc + ta < 3tp
Due to brevity, the complete proof is presented in Ap-
pendix B, and uses Definition 1. Essentially, the above
theorem relates the clients’ expectations of freshness (tc)
and responsiveness (ta) to the network delays. If client
expectations are too stringent when the network has large
delay, then it is not possible to guarantee simultaneously
both consistency and availability expectations simultane-
ously.
We next state and prove our probabilistic CAP theorem.
Theorem 2 <Probabilistic CAP Generalization>
Consider a read/write data object in a network with
(tp, α)-partition (α > 0) that guarantees the following
properties:
• (tc, pic)-consistency, and
• (ta, pua)-availability.
where tc, ta, tp are some finite positive numbers; and
tc + ta < 3tp.
Then, it is impossible to implement such a read/write
data object if:
pua + pic < α
Proof: The proof is by contradiction. Assume that
pua + pic < α, and that some algorithm Algo exists that
satisfies the requirements. Essentially, Algo dictates the
paths taken by reads and writes in the system.
We split the read operations R into two disjoint sets
based on the read’s maximum end-to-end message delay
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dR (Definition 4). Reads can be one of two types: long or
short. A long read is the one with dR > tp, while a short
read has dR ≤ tp.
We next prove a claim that helps us show that the sce-
nario of Theorem 1 occurs for some long reads.
Claim 1 If pua+pic < α, then there must exist some long
read such that in Algo : (i) the read satisfies tc-freshness,
and (ii) the read completes within ta units of time.
Proof: The proof is by contradiction, i.e., we assume
that long reads that satisfy condition (i) above are disjoint
from long reads that satisfy condition (ii) above. Due to
our assumptions, a fraction (1 − pic) of reads satisfy tc-
freshness while a fraction (1 − pua) of reads complete
within ta time units.
It becomes reasonable for us to assume that all the short
reads satisfy the properties (i) and (ii) – if they did not,
then Algo would not be able to have long reads satisfy
the properties either because their delays are longer.
Now, consider a run containing a total of n reads. Since
there are (1−α) ·n short reads, it follows that the number
of long reads that satisfy tc-freshness is = ((1 − pic) −
(1− α)) · n = (α− pic) · n. This is a positive number as
pic ≤ pic + pua < α.
Similarly, the number of long reads that complete
within ta time units is at least ((1− pua)− (1−α)) ·n =
(α− pua) · n.
Since these two classes of long reads are disjoint, it
must be true that the total number of long reads = α ·n ≥
(α− pic) ·n+ (α− pua) ·n. This implies pic + pua ≥ α,
a contradiction to our assumptions. 
The above claim essentially says that there is some long
read R that satisfies tc-freshness, and completes within ta
units of time, i.e., R’s path under Algo satisfies (tc, 0)-
consistency and (ta, 0)-availability. Since R is a long
read, its end-to-end delay dR > tp. From our assump-
tions, we have: tc + ta < 3tp < 3dR. However, these
facts are identical to the pre-conditions for Theorem 1,
which can now be applied to show that such a read R can-
not exist. 
The bound in Theorem 1 can in fact be proved to be
tight under certain assumptions (discussion omitted due
to space). This leaves the question of: How close we can
get to the bound of Theorem 2 in realistic scenarios? This
motivates our PCAP system.
3 Timely Adaptive Key-value Stores
We now convert our probabilistic models for consistency
and availability from Section 2 into SLAs, and show how
to design adaptive key-value stores that satisfy such prob-
abilistic SLAs. We call such systems as PCAP systems.
Concretely, we consider two scenarios, where the appli-
cation specifies either: i) a probabilistic availability re-
quirement in the SLA, or ii) a probabilistic consistency re-
quirement in the SLA. In the former case our adaptive sys-
tem optimizes the probabilistic consistency while meeting
the SLA requirement, while in the latter case it optimizes
probabilistic availability while meeting the SLA.
Formally, our availability SLA (i) looks as follows:
Given: Availability SLA =< pslaua , tslaa , tslac >
Ensure that: Fraction of reads pua, whose finish
and start times differ by more than tslaa , is such that:
pua stays around or below pslaua ;
Minimize: Fraction of reads pic which do not satisfy
tslac -freshness.
Our consistency SLA (ii) looks as follows:
Given: Consistency SLA =< pslaic , tslaa , tslac >
Ensure that: Fraction of reads pic, which do not
satisfy tslac -freshness, is such that: pic stays around
or below pslaic ;
Minimize: Fraction of reads pua whose finish and
start times differ by more than tslaa .
There are three knobs that our Our PCAP system can
leverage to meet these SLAs: 1) read delay, 2) read repair
rate, and 3) consistency level. The later two are present in
most key-value stores. To meet a given SLA, we contin-
uously monitor the current pic and pua being offered by
the system, and in response we periodically run an adap-
tive control loop to ensure convergence to the SLA. The
control loop is depicted in Fig. 2 for the availability SLA
case. The control loop for a consistency SLA is analo-
gous.
In the control loop, when the measured SLA metric is
not equal to the desired value, the PCAP system first se-
lects a control knob, and then executes a multiplicative-
change in the control knob(s) desired to bring the metric
closer to SLA (Section 3.3 elaborates on this). The con-
trol knob selection prefers read delay first, and then read
repair rate (Sections 3.1 and 3.2 elaborate on this). Ta-
ble 3 shows the effect of various knobs on availability and
consistency.
3.1 Control Knobs
Key-value stores offer a wide choice of knobs config-
urable at run-time. Among these, few knobs can be cho-
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1: procedure ADAPTIVE CON-
TROL(Database,SLA =< pslaua , tslaa , tslac >)
Periodically:
2: Run n operations on store D; collect log L;
3: Calculate pic and pua on log L;
4: if pua 6= pslaua then
5: Select a Control Knob;
6: Multiplicative-Change control knob(s)
7: to get pua closer to pslaua while
8: maximizing pic;
9: end if
10: end procedure
Figure 2: Adaptive Control Loop for Availability SLA.
Increased Knob Availability Consistency
Read Delay Degrades Improves
Read Repair Rate Unaffected Improves
Consistency Level Degrades Improves
Figure 3: Effect of Various Control Knobs.
sen in such a way that are not intrusive to the clients or
their specified expectations from the system. Among the
three such knobs listed in Table 3, we found that the top
two knobs offer the most flexibility and are least intrusive.
The knobs of Table 3 are all directly or indirectly appli-
cable to the read path in the key-value store. The place-
ment of these knobs in the Cassandra query path is shown
in Fig. 4. We show the four major steps involved in an-
swering a read query from a front-end to the key-value
store cluster: (1) Client sends a read query for a key to a
coordinator server in the key-value store cluster; (2) Co-
ordinator forwards the query to one or more replicas hold-
ing the key; (3) Response is sent from replica(s) to coor-
dinator; (4) Coordinator forwards response with highest
timestamp to front-end; (5) Coordinator does read repair
by updating replicas, which had returned older values, by
sending them the freshest timestamp value for the key –
this step is done in parallel with (4).
A read delay involves the coordinator artificially de-
laying the read query for a specified duration of time be-
fore forwarding it to the replicas. This gives the system
some time to converge after previous writes. Increasing
the value of read delay improves consistency (lowers pic)
while lowering availability (increases pua). Decreasing
read delay achieves the reverse. Read delay is an attrac-
tive knob because: 1) it is non-intrusive to client expecta-
tions such as consistency level, and 2) it is fine-grained in
time, and can be set in milliseconds.
However, read delay has the disadvantage that it cannot
Figure 4: Cassandra Read Path and PCAP Control
Knobs.
be negative, as one cannot speed up a query and send it
back in time. This brings us to our second knob: read re-
pair rate. Read repair was depicted as distinct step (5) in
our outline of Fig. 4. In reality, key-value stores perform
read repair in the background. The coordinator main-
tains a buffer of recent reads where some of the replicas
returned older values along with the associated freshest
value. It periodically picks an element from this buffer
and updates the appropriate replicas. In most key-value
stores like Cassandra and Riak, read repair rate is avail-
able as a per column-family configuration parameter.
Our read repair rate knob is the probability with which a
given read that returned stale replica values will be added
to the read repair buffer. Thus, a read repair rate of 0
implies no read repair, and replicas will be updated only
by subsequent writes. A read repair rate of 1.0 implies the
coordinator performs read repair on all stale reads.
Since the read repair rate does not directly affect the
read path, it does not affect availability (Table 3). How-
ever increasing the read repair rate can improve the con-
sistency (lower pic); decreasing it achieves the reverse.
The third potential control knob is consistency level.
Key-value stores allow the client to specify, along with
each read or write operation, how many replicas the co-
ordinator should wait for (in step (3) of Fig. 4) before it
sends the reply back in step (4). For instance, consistency
levels offered in Cassandra are: ONE, TWO, QUORUM,
ALL. These are along a spectrum: as one increases con-
sistency level from ONE to ALL, reads are delayed longer
(availability decreases) while the chance of returning the
latest write rises (consistency increases).
Our PCAP system primarily relies on read delay and
repair rate as the control knobs. Consistency level as a
control knob in PCAP can be used only for applications
in which reads do not specify any consistency level at all.
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If a read specifies a higher consistency level, PCAP can-
not degrade the consistency level as this may violate client
expectations. Another important advantage of read delay
and repair rate is that they are non-blocking control knobs
under replica failure, whereas consistency level is a block-
ing knob. For example, if a Cassandra client sets consis-
tency level to QUORUM with replication factor 3, then the
coordinator will be blocked waiting if 2 of the replicas for
the corresponding key are on failed nodes. On the other
hand, under replica failures read repair rate does not af-
fect operation latency, while read delay anyway specifies
a deterministic upper bound on read latency.
3.2 Selecting A Control Knob
We prefer read delay over read repair rate as the former al-
lows us to affect both consistency and availability, while
the latter affects only consistency. The only exception oc-
curs when during our adaptation process, we reach a state
where we need to degrade consistency (e.g., increase pic
to be closer to the SLA) but the read delay value is al-
ready zero. Since read delay cannot be lowered further, in
this instance we switch to using the secondary knob read
repair rate as the main knob, and decrease it.
However read repair rate is not a good choice for the
primary knob as it takes longer to obtain an estimate of
pic for read repair rate compared to read delay. This is
because read repair rate is a probability, and we need a
larger number of samples (in the operation log) to accu-
rately estimate the actual pic resulting from a given read
repair rate. For example in our experiments, we observed
that we need a window size k ≥ 3000 operations for an
accurate estimate of pic, whereas only k = 100 sufficed
for the read delay knob.
3.3 Intelligent Step Control
Changing the control knob in step 6 of Fig. 2 needs to be
done in such a way that it: (a) quickly converges to the
SLA, and (b) avoids flip-flopping behavior. The naive ap-
proach of changing the control knob by the smallest unit
increment (e.g., always 1 ms changes in read delay) re-
sults in a long convergence time. Instead, we satisfy re-
quirements (a) and (b) by using a multiplicative approach.
The multiplicative-change strategy starts with unit steps
and exponentially increases the step size until it crosses
the SLA. When it crosses the SLA, the step size is reset
to unit increments and its direction is changed. Then the
step size is increased exponentially again until it crosses
the SLA, and so on. In order to prevent large step sizes,
we cap the maximum step size.
3.4 Complexity of Computing pua and pic
The computation of pua and pic from an operation log
can be done efficiently. Suppose there are R reads and W
writes in the log. Calculating pua requires a linear pass of
the read and write operations, comparing the difference of
their finish and start times to ta. This takes O(R+W ).
pic is calculated as follows. We first extract and sort
all the writes according to start timestamp (O(R + W +
W logW )), inserting each write into a hash table under
the key of <object value, write key, write timestamp>.
We make another pass where for each read operation we
extract its matching write by using the hash table key (the
third entry of the hash key is the same as the read’s re-
turned value timestamp). We also extract neighboring
writes of this matching write in constant time (due to the
sorting), and use this to calculate tc-freshness. This has
complexity O(R+W ). The total complexity to calculate
pic is thus O(2 ·R+ 2 ·W +W logW ).
4 Implementation Details
In this section, we discuss how support for our consistency
and availability SLAs can be incorporated into the Cas-
sandra and Riak key-value stores via minimal changes.
4.1 PCAP Coordinator
The PCAP system contains a coordinator server running
the adaptive control loop discussed in Section 3. The co-
ordinator continuously aggregates operation logs from all
clients (front-ends). It uses the latest k operations to com-
pute the inconsistency (pic) and unavailability (pua) met-
rics. In our experiments, we use k = 100. These two
metrics are calculated for multiple keys and averaged out
before inputting them to the control loop of Fig. 2.
The PCAP coordinator can be connected to any key-
value store, with minimal changes to the store code itself.
We have incorporated the adaptive key-value store mech-
anisms into two popular NoSQL stores: Cassandra [3, 27]
and Riak [2] – each of these required only about 50 lines
of code changes to the original store code system.
4.2 Cassandra
First, we modified the Cassandra v 1.2.4 to add read delay
and read repair rate as control knobs. We changed the
Cassandra Thrift interface so that it accepts read delay as
an additional parameter. Incorporating the read delay into
the read path required around 50 lines of Java code.
Read repair rate is specified as a column family con-
figuration parameter, and thus did not require any code
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changes. We used YCSB’s Cassandra connector as the
client, modified appropriately to talk with the clients and
the PCAP coordinator.
4.3 Riak
We modified Riak v 1.4.2 to add read delay and read repair
as control knobs. Due to the unavailability of a YCSB
Riak connector, we wrote a separate YCSB client for Riak
from scratch (250 lines of Java code).
We introduced a new system-wide parameter for read
delay, which was passed via the Riak http interface to the
Riak coordinator that applies it to all queries it receives
from clients (the Riak coordinator is different from the
PCAP coordinator described earlier). This required about
50 lines of Erlang code in Riak. Like Cassandra, Riak
also has built-in support for controlling read repair rate,
and thus did not require any significant changes.
5 Experiments
Our experiments are in two stages: microbenchmarks
(Section 5.2) and deployment experiments (Section 5.3).
5.1 Experiment Setup
We used YCSB v 0.1.4 to send operations to the key-value
store. Our PCAP Cassandra system and our PCAP Riak
system were each run with their default settings.
Each YCSB experiment consisted of a load phase, fol-
lowed by a work phase. Unless otherwise specified, we
used the following YCSB parameters: 16 threads per
YCSB instance (8 for Riak), 2048 B values, and a read-
heavy distribution (80% reads). We have as many YCSB
instances as the cluster size, one co-located at each server.
The default key size was 10 B for Cassandra and 13 B for
Riak. Both YCSB-Cassandra and YCSB-Riak connectors
were used with the weakest quorum settings and 3 replicas
per key. The default throughput was 1000 ops/s.
The PCAP Cassandra system was run in a cluster of 9
d710 Emulab servers [40], each with 4 core Xeon proces-
sors, 12 GB RAM, and 500 GB disk space. The PCAP
Riak system was run in a cluster of 5 Emulab pc3000
servers, each with a 64-bit Xeon processor, 2 GB RAM,
and 146 GB disk space. The default network topology is a
LAN (star topology), with 100 Mbps bandwidth and inter-
server network delay of 20 ms for Cassandra and 0 ms for
Riak, dynamically controlled using traffic shaping.
We used NTP [5] to synchronize clocks within 1 ms –
this is reasonable since we are limited to a single datacen-
ter. This clock skew can be made tighter by using atomic
or GPS clocks [18]. This synchronization is needed by the
PCAP coordinator to calculate SLA metrics on the logs.
5.2 Microbenchmarks
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Figure 5: Effectivness of Read Delay knob in PCAP Cas-
sandra. Read repair probability set to 0.1.
Impact of Control Knobs on Consistency: We study
the impact of two control knobs on consistency: read de-
lay and read repair rate.
Fig. 5 shows the inconsistency metric pic against the
“time after write starts” on the x axis. For a given time
value tc on the x axis, for each read, we consider the tc-
recent write set consisting of only those writes which start
up to tc time units before that read starts. The read is then
considered inconsistent if and only if its returned value is
not from a write in the tc-recent write set.
Fig. 5 shows that when applications desire fresher data
(left half of the plot), read delay provides a good knob
to control inconsistency pic. When the freshness require-
ments are lax (right half of plot), the knob is less useful–
however, pic is already low in this region.
On the other hand, read repair rate had a relatively
smaller effect on the system. We found that a change in
read repair probability from 0.1 to 1 altered pic by only
15%, while Fig. 5 showed that a 15 ms increase in read
delay (at tc = 0 ms) lowered inconsistency by over 50%.
As mentioned earlier, using read repair rate required cal-
culating pua and pic over logs of at least k = 3000 oper-
ations, while read delay worked well with k = 100. As a
result, unless otherwise mentioned our experiments lever-
age only read delay as a control knob.
PCAP vs. PBS: Previously, the PBS system [10] pro-
posed a consistency metric called t-visibility. However,
PBS under-estimates the inconsistency of the system be-
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cause it does not consider overlapping reads and writes,
while our PCAP metric does.
For instance, we used the Cassandra PBS patch [4] un-
der a setting with 20 ms average latencies, 3 replicas,
read/write consistency level=ONE. We observed in PBS
only low staleness values, around 2%. In comparison, the
inconsistency values displayed by PCAP under identical
settings are around 10% (Fig. 5) because PCAP accounts
for overlapping reads and writes.
PCAP Calculation Time: Fig. 6 shows the total time
for the PCAP coordinator to both aggregate the logs from
clients and servers, and calculate the pic and pua metrics.
We observe low computation times of around 1.5 s, ex-
cept when there are 64 threads and a 10K-sized log: un-
der this situation, the system starts to degrade as there are
too many threads contending for relatively little memory
resources. As a result, we use a default log size of 100
operations and 16 threads in our PCAP coordinator.
Figure 6: PCAP Coordinator time taken to collect logs +
compute pic and pua in PCAP Cassandra.
5.3 Deployment Experiments
We now subject our two PCAP systems to real network
workloads and YCSB query workloads. In particular,
we present two types of experiments: 1) sharp network
jump experiments, where the network delay at some of
the servers changes suddenly, and 2) lognormal experi-
ments, which inject continuously-changing and realistic
delays into the network.
Fig. 7 summarizes the variety of SLA parameters and
network conditions used in our experiments.
5.3.1 Availability SLA under Sharp Network Jump
PCAP Cassandra: Fig. 8 shows the timeline of a sce-
nario using the following availability SLA: pslaua = 0.15,
tc = 0 ms, and ta = 150 ms.
In the initial segment of this run (t = 0 s to t = 800
s) the network delays are small; the node to LAN delay
is 10 ms. After the warm up phase, by t = 400 s, Fig. 8
shows that unavailability pua has converged to the SLA.
Inconsistency pic stays close to zero.
To calculate how close the PCAP system is to the
optimal-achievable envelope as per our results in Sec-
tion 2, we do the following. First, we periodically calcu-
late the value of α from Definition 4 in Section 2.1. We do
so as follows. From Theorem 1 we know that the achiev-
ability region requires tc+ ta ≥ 3tp – hence, we calculate
tp =
tc+ta
3 . Let β be the probability that a given message
takes longer than tp time units. We can calculate β as the
number of server pairs in the cluster with end-to-end delay
> tp. We then calculate α as follows:
1− α = (1− β)2 · (1− (1− (1− β)2)3) (1)
This is the probability that all messages on the critical path
of a given read are delayed < tp. The first of these terms
(1−β)2 is for the client to coordinator hop and its reverse,
while the second term is for the coordinator to 3 replicas
and back, assuming a consistency level of ONE.
Given this value of α at time instant t, we can calculate
the optimal value of pic at time t as max(0, α − pua).
Fig. 8 shows that in the initial part of the plot (until t =
800 s), the value of α is close to 0, and the pic achieved
by PCAP Cassandra is close to its optimal value.
At time t = 800 s in Fig. 8, we sharply increase the
LAN delay of 5 out of the 9 Cassandra nodes from 10 ms
to 26 ms. This sharp network jump results in a lossier
network, as shown by the value of α going up from 0 to
0.54. As a result, the value of pua becomes very high –
however, the PCAP system adapts, and by time t = 1200 s
the value of pua has converged back to the SLA.
However, the elevated value of α(= 0.54) implies that
the optimal-achievable pic is also higher. Once again we
notice that pic converges in the second segment of Fig. 8
so that by t = 1200 s it is close to optimal.
To visualize how close the PCAP system is to the
optimal-achievable envelope, Fig. 9 shows the two achiev-
able envelopes as piecewise linear segments (named be-
fore and after the jump) and the (pua, pic) data points
from our run in Fig. 8. The figure annotates the clusters of
data points by their time interval. We observe that in the
stable states both before the jump (dark circles) and after
the jump (empty circles), our PCAP system is close to the
optimal-achievable envelopes.
Fig. 10 shows the CDF plot for pua and pic in the steady
state time interval [400 s, 800 s], corresponding to the bot-
tom left cluster from Fig. 9. We observe that: i) the me-
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System Cluster SLA Parameters Delay Model Plot
Riak 5 pc3000 nodes Availability pua = 0.15, ta = 150ms, tc = 0ms Sharp delay jump Fig. 11
Riak 5 pc3000 nodes Consistency pic = 0.15, tc = 0ms, ta = 150ms Lognormal Fig. 15
Cassandra 9 d710 nodes Availability pua = 0.15, ta = 150ms, tc = 0ms Sharp delay jump Figs. 8, 9, 10
Cassandra 9 d710 nodes Consistency pic = 0.1, tc = 0ms, ta = 80ms Sharp delay jump Fig. 12
Cassandra 9 d710 nodes Consistency pic = 0.1, tc = 0ms, ta = 100ms Lognormal Figs. 13, 14, 17, 18
Figure 7: Deployment Experiments: Summary of Settings and Parameters.
Figure 8: Availability SLA with PCAP Cassandra under
Sharp Network Jump: Timeline.
Figure 9: Availability SLA with PCAP Cassandra under
Sharp Network Jump: Consistency-Availability Scatter
plot.
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.05  0.1  0.15  0.2
C
D
F
Pua(Pic)
Pic
Pua
Pua(sla)
Figure 10: Availability SLA with PCAP Cassandra under
Sharp Network Jump: Steady State CDF.
dian pua is below the SLA value, and ii) the maximum
observed pua value overshot the SLA by only 17%.
PCAP Riak: Fig. 11 shows a scatter plot for our PCAP
Riak system under an availability SLA (pslaua = 0.15, ta =
150 ms, tc = 0 ms). The sharp network jump occurs at
around time t = 1700 s when we increase the node to
LAN delay for 3 out of the 5 Riak nodes from 0 ms to
26 ms. It takes about 800 s for pua to converge to the
SLA (at around t = 800 s in the warmup segment and
t = 2500 s in the second segment).
The plot appears to show PCAP Riak performing better
than optimal. In fact this conclusion would be mislead-
ing. Essentially, Riak replicas are not guaranteed to be on
different physical machines [8]. Due to the smaller scale
of this experiment (5 servers), some keys indeed end up
with co-located coordinators and replicas, leading to re-
duced latencies on the critical path for their reads. Thus,
our calculation of α from Equation 1 is an over-estimate
and the real envelope is well below that shown in Fig. 11.
9
Figure 11: Availability SLA with PCAP Riak under Sharp
Network Jump: Consistency-Availability Scatter plot.
Figure 12: Consistency SLA with PCAP Cassandra un-
der Sharp Network Jump: Consistency-Availability Scat-
ter plot.
5.3.2 Consistency SLA under Sharp Network Jump
We present consistency SLA results for PCAP Cassandra
(PCAP Riak experiments were similar and are thus omit-
ted). We used pslaic = 0.1, tc = 0 ms and ta = 80 ms.
The initial node to LAN delay is 10 ms. At time 750 s,
we increase the node to LAN delay for 5 out of 9 nodes to
14 ms. This changes α from 0 to 0.54.
Instead of the timeline we show an annotated scatter
plot in Fig. 12. First we observe that the PCAP system
meets the consistency SLA requirements, both before and
after the jump. Second, as network conditions worsen, the
optimal-achievable envelope moves significantly. How-
ever, the cluster of points after the jump is only slightly
worse than the before-jump cluster. This indicates that
as network delays get worse, the PCAP system will tend
closer to the optimal-achievable envelope.
The convergence time is about 200 s in the warmup pe-
riod, and smaller after the jump. However, we notice that
the values of pua remain elevated – Section 5.3.6 will ex-
plore this behavior further.
5.3.3 Experiments with Realistic Delay Distributions
This section evaluates the behavior of our PCAP systems
under continuously-changing network conditions and a
consistency SLA (availability SLA experiments yielded
similar results and are omitted).
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Figure 13: Consistency SLA with PCAP Cassandra under
Lognormal delay distribution: Timeline.
Consistency SLA for PCAP Cassandra: Based on re-
cent studies for enterprise datacenters [11] we use a log-
normal distribution for injecting packet delays into the
network. Fig. 13 shows a timeline where the initial de-
lays are lognormally distributed with the underlying nor-
mal distributions having mean µ = 3 ms and standard
deviation σ = 0.3 ms. At t = 900 s we increase µ
and σ to 4 ms and 0.4 ms respectively. Finally around
2500 s, µ and σ become 5 ms and 0.5 ms respectively.
The figure also shows the value of α, calculated using
Equation 1 and from the lognormal CDF calculating β =
P (lognormal delay ≥ tp = ta+tc3 ). We observe that in all
three time segments, the inconsistency metric pic: i) stays
close to the SLA, and ii) upon a sudden network change
converges back to the SLA.
The timeline in Fig. 13 indicates that the non-SLA met-
ric pua is slightly far from the optimal, however as net-
work conditions degrade (after t = 2500 s), pua comes
closer to pua(opt). This behavior is also evident in Fig. 14
– the worse the network conditions (higher values of µ, σ
for the lognormal distribution), the closer is the PCAP
system to the optimal-achievable envelope.
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Figure 14: Consistency SLA with PCAP Cassandra under
Lognormal delay distribution: Consistency-Availability
Scatter plot.
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Figure 15: Consistency SLA with PCAP Riak under Log-
normal delay distribution: Timeline.
Consistency SLA for PCAP Riak: Fig. 15 shows the
effect of worsening network conditions on PCAP Riak.
While the earlier PCAP Cassandra experiments increased
both µ and σ, here we only increase the µ from 1 ms to
4 ms at t = 2600 s – we fix σ = 0.1 ms. The plot
shows that it takes PCAP Riak about 1000 s to have in-
consistency pic converge to the SLA. We observe that af-
ter the jump, the non-SLA metric of unavailability pua is
slightly below its optimal-achievable value – this is due to
the same reasons as explained in Section 5.3.1.
5.3.4 Effect of Read Repair Rate Knob
All of our experiments so far have primarily used read de-
lay as the control knob for the algorithm of Fig. 2. Fig. 16
shows a portion of a run when only read repair rate was
used by our PCAP Cassandra system. This was because
read delay was already zero, and we needed to push pic up
to the SLA. First we notice that pua does not change with
read repair rate, as expected (Fig. 3). Second we notice
that the convergence of pic is very slow – it changes from
0.25 to 0.3 over a long period of 1000 s.
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Figure 16: Effect of Read Repair Rate on PCAP Cassan-
dra. pic = 0.3, tc = 0 ms, ta = 100 ms.
Thus read repair rate is useful only in a system when
network delays are relatively stable. Under continuously
changing network conditions (e.g., a lognormal distribu-
tion) convergence may be slower and thus one should in-
stead use read delay as the sole control knob.
5.3.5 Scalability
We measure scalability via an increased workload on
PCAP Cassandra. Compared to Fig. 14, in this new run
we increased the number of servers from 9 to 24, in-
creased throughput from 1000 ops/s to 16000 ops/s, and
ensured that each server stores at least some keys. All
other settings are unchanged compared to Fig. 14. The re-
sult is shown Fig. 17. Compared with Fig. 14, we observe
a slight improvement with scale – in particular, when the
network is good (the lower two tradeoff envelopes), scale
improves how close the system is to the optimal. When
the network is bad (topmost envelope), PCAP does not
degrade due to large scale.
5.3.6 Effect of Timeliness Requirement
The timeliness requirements in an SLA directly affect how
close the PCAP system is to the optimal-achievable enve-
lope. Fig. 18 shows the effect of varying timeliness pa-
rameter ta on a consistency SLA (tc = 0 ms, pic = 0.1)
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Figure 17: Scatter plot for same settings as Fig. 14, but
with 24 servers and 16K ops/s.
Figure 18: Effect of Timeliness Requirement (ta) on PCAP
Cassandra. Consistency SLA with pic = 0.1, tc = 0 ms.
for the PCAP Cassandra setting with 10 ms node to LAN
delays. ta is varied from 0 to 200 ms. For each ta, we
consider the cluster of the (pua, pic) points achieved by
the PCAP system in its stable state, calculate its centroid,
and measure (and plot) the distance d from this centroid to
the optimal-achievable consistency-availability envelope.
Note that the optimal envelope calculation also involves
ta, since α depends on it (Section 5.3.1 and Equation 1).
Fig. 18 shows that when ta values are too stringent (<
100 ms), the PCAP system may be far from the optimal
envelope even when it satisfies the SLA – this was the
behavior observed in Section 5.3.2. In the case of Fig. 18,
this is because in our network, the average time to cross
four hops (client to coordinator to replica, and the reverse)
is 20×4 = 80 ms. As ta values go beyond this (e.g., ta ≥
100 ms), PCAP is essentially optimal.
6 Related Work
Consistency Metrics: While eventual consistency is
a server-side behavior, several attempts have been made
to benchmark client-side consistency for key-value stores.
This includes active measurement techniques that work by
injecting reads and writes [12, 32, 39], as well as passive
techniques that evaluate a metric on an execution trace of
the system, e.g., ∆-atomicity in [25], and using depen-
dency graphs [42].
Adaptive Key-Value Stores: FRACS [43] controls
consistency by allowing replicas to buffer updates up to a
given staleness. AQuA [26] continuously moves replicas
between “strong” and “weak” consistency groups to im-
plement different consistency levels. TACT [41] controls
staleness by limiting the number of outstanding writes at
replicas (order error) and bounding write propagation de-
lay (staleness). All the mentioned systems provide best-
effort behavior for consistency, within the latency bounds.
In comparison, the PCAP system explicitly allows appli-
cations to specify SLAs. Consistency levels have been
adaptively changed to deal with node failures and network
changes in [20], however this may be intrusive for applica-
tions that assume a minimum consistency level is always
satisfied.
Consistency-Availability Tradeoffs: There are two
systems that are closest to our work. First, PBS [10] pro-
posed a probabilistic consistency model for quorum-based
stores, but did not focus on availability, soft partitions or
the CAP theorem. Second, the Pileus system [37] consid-
ered SLAs that capture both consistency and availability
requirements of applications, but only for geo-distributed
settings. They did not explore fundamental consistency-
availability tradeoffs.
SLA and Tradeoffs: SLAs are a widely-used concept
in utility computing [15], differentiated services [19], and
cloud services [21]. In general, tradeoffs have been stud-
ied between storage cost and repair bandwidth [22], be-
tween energy cost, fairness and delay [33], and through-
put vs. delay in wireless networks [36].
7 Summary
In this paper, we have first extended the CAP theorem
into a probabilistic variant which took into account proba-
bilistic models for consistency, availability and soft parti-
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tions within a datacenter. We then incorporated these con-
sistency and availability SLAs into Cassandra and Riak.
Our experiments with YCSB workloads and realistic traf-
fic demonstrated that either our PCAP system meets the
SLAs, and that its performance is close to the optimal-
achievable consistency-availability envelope.
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Appendix A: Original CAP Theorem
To illustrate that our models are indeed a generalization,
we show that the original CAP theorem [31] can be proved
using our probabilistic models for availability, consis-
tency and partition (from Section 2.1). First observe that:
(i) atomicity in the proof of original CAP Theorem [31] is
identical to (0, 0)-consistency, (ii) availability in [31] can
be described by (ta, 0)-availability for some large ta, and
(iii) the hard partition in [31] can be described by (tp, p)-
partition for some positive p and large tp, since any opera-
tions have message delayed longer than tp may be lost by
assumption. Now, we present the original CAP Theorem
and the proof sketch. Note that the proof is similar to the
one in [31].
Theorem 3 <Original CAP Theorem> It is impossible
to implement a read/write data object in a network with
(tp, p)-partition (tp, p > 0) that guarantees the following
properties:
• (0, 0)-consistency, and
• (ta, 0)-availability.
where ta is a finite positive number.
Proof Sketch: The proof is by contradiction. Assume that
some algorithm Algo exists that satisfies all two proper-
ties. Consider two hard-partitioned node sets A,B, and
the following operations:
• A write is received at node set A from the client.
• After node set A receives the write, a read is received
at node set B from another client.
• The messages from node set A to node set B are all
lost.
Since Algo satisfies (ta, 0)-availability, the read must
complete successfully within ta units of time. However,
the messages from A to B are lost, and node set B never
receives the write request. Thus, the data at node set B,
i.e., the data obtained by read request at node set B, is
stale. Since the read starts after the write starts, this vio-
lates (0, 0)-consistency. 
Appendix B: Proof of Theorem 1
Like prior literature [29, 30], we prove Theorem 1 under
the following assumptions: (i) clients do not communicate
directly with each other, and (ii) each client communicates
only with a coordinator node in the key-value store cluster.
These two assumptions are true in most real-life key-value
stores such as Cassandra and Riak. Our results can be
generalized even when these assumptions are relaxed.
The proof is by contradiction. Assume that some algo-
rithm Algo exists that satisfies all three properties, and
tc + ta < 3tp. Consider a soft partition that splits the set
of nodes (servers) into two sets A and B. Then consider
the following scenario:
• A writer client issues a write request to node set A at
real time 0.
• A reader client issues a read request to node set B at
real time tc, where node sets A and B are disjoint.
• All the following messages suffer propagation delay
of exactly tp units of time: (i) from the writer client
to node set A, (ii) from node set A to node set B, and
(iii) from node set B to the reader client.
Note that the first two conditions hold due the assump-
tions that: (i) clients do not communicate with each other
directly, and (ii) clients do not contact all nodes in the
datacenter at the same time. The last condition is pos-
sible, since under (tp, 0)-partition model, tp is the maxi-
mum network delay.
Since Algo satisfies (ta, 0)-availability, the reader
client receives the value from the write by time (tc + ta).
Then, due to the message delays of tp, this requires node
set B to send the response to the read client no later than
time (tc + ta − tp).
Now, consider the following write path of the written
value: (i) from the writer client to node set A, and (ii)
from node setA to node setB. Due to the message delays,
node set B receives the written value only at time (2 · tp)
Bringing these two together, to satisfy (tc, 0)-
consistency, we need node setB to have received the writ-
ten value before the read arrives. In other words, we re-
quire: tc + ta − tp ≥ 2tp, i.e., tc + ta ≥ 3tp.
However, this violates our assumption that tc + ta <
3tp, and is a contradiction.
Appendix C: Discussion on Suffi-
ciency of Theorem 1
In this section, we show that the bound in Theorem 1
(Non-Probabilistic CAP Generalization) in Section 2 is
in fact tight under certain assumptions. Recall that under
(tp, 0)-partition model, the maximum end-to-end message
delay is tp.
Now, we show that tc + ta < 3tp is tight under the fol-
lowing conditions: (i) ta ≥ 2tp, (ii) clocks at servers and
clients are synchronized, (iii) the computation time is neg-
ligible, and (iv) read always starts after at least tc unit of
time after a write starts. The first assumption is reasonable
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for clients to set, since 2tp is the maximum round-trip de-
lay between a client and the cluster. The second assump-
tion is reasonable when clock skews are smaller than the
freshness requirements of clients. The third assumption
is reasonable when the network delay dominates. Finally,
the fourth assumption is reasonable when tc is set to a
small value, i.e., a client prefers fresher data.
We show that if both tc + ta ≥ 3tp and ta ≥ 2tp, then
it is possible to implement a system that satisfies both: (i)
(tc, 0)-consistency, and (ii) (ta, 0)-availability. The sys-
tem works according to the following two rules. Suppose
a request is issued from the client at time 0, and each mes-
sage carries its timestamps.
1. Upon receiving a write request, the node immedi-
ately propagates the request to the rest of the system,
and concurrently returns an acknowledgment to the
client.
2. Upon receiving a read request which suffered a net-
work delay of tr (which can be calculated from the
message’s timestamp and the synchronized clocks),
the node waits (ta − tp − tr) units of time and then
returns the most recent local data to the client. Note
that (ta − tp − tr) is non-negative, since ta ≥ 2tp
and tp ≥ tr.
(ta, 0)-availability is satisfied for writes because the
node returns an answer to the client within 2 · tp ≤ ta.
It is satisfied for reads because a read’s turnaround time is
≤ tr + (ta − tp − tr) + tp = ta.
To show (tc, 0)-consistency, consider a writer client is-
suing a write request at time 0, and a reader client issuing a
read request at time t ≥ tc (due to assumption (iv), this is
the earliest time a read can start). Suppose that the cluster
receives this read request at time instance (t + tr). Then
the node waits until the following time before it returns an
answer: (t+tr)+(ta−tp−tr) = t+ta−tp ≥ 2tp, since
t + ta ≥ tc + ta ≥ 3tp. By this time however, the lat-
est data from writer client has already arrived at this node,
since the propagation delay is at most (2 · tp) time units.
Thus, (tc, 0)-consistency is satisfied.
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