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ISING PERCOLATION ON NONAMENABLE PLANAR GRAPHS
ZHONGYANG LI
Abstract. We study infinite “+” or “−” clusters for an Ising model on an connected,
transitive, non-amenable, planar, one-ended graph G with finite vertex degree. If the
critical percolation probability psitec for the i.i.d. Bernoulli site percolation on G is less
than 1
2
, we find an explicit region for the coupling constant of the Ising model such that
there are infinitely many infinite “+”-clusters and infinitely many infinite “−”-clusters,
while the random cluster representation of the Ising model has no infinite 1-clusters. If
psitec >
1
2
, we obtain a lower bound for the critical probability in the random cluster
representation of the Ising model in terms of psitec .
1. Introduction
1.1. Percolation. A percolation model on a graph G = (V (G), E(G)) is a probability
measure on the sample space Ω consisting of all the subsets of vertices of G, that is,
Ω = {0, 1}V (G)
Each subset of vertices is called a percolation configuration. A vertex v ∈ V (G) has state
1 in the configuration if it is included in the subgraph; otherwise it has state 0 in the
configuration.
Let ω ∈ Ω. A cluster in ω is a maximal connected set of vertices in which each vertex
has the same state in ω. A cluster is a 0-cluster (resp. 1-cluster) if every vertex in it has
state 1 (resp. state 0). A cluster is finite (resp. infinite) if there are finitely many vertices
(resp. infinitely many vertices) in the cluster. We say that percolation occurs in ω if there
exists an infinite 1-cluster in ω.
One of the most studied percolation models is the Bernoulli(p) site percolation, where
p ∈ [0, 1]. The Bernoulli(p) site percolation on G is a random subset of V (G), such that
each vertex is in the percolation subset with probability p independently. The critical
probability for Bernoulli(p) site percolation model on G is defined by
psitec (G) := inf{p ∈ [0, 1] : Bernoulli(p) site percolation on G has an infinite 1− cluster a. s.}.
See [11] for background on percolation.
1.2. Graph Theory. Let G be a graph with automorphism group Aut(G). The graph G
is called vertex-transitive, or transitive, if there exists a subgroup Γ ⊆ Aut(G), such that
all the vertices are in the same orbit under the action of Γ on G. The graph G is called
quasi-transitive if there exists a subgroup Γ ⊆ Aut(G), such that all the vertices are in
finitely many different orbits under the action of Γ on G.
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Assume Γ ⊆ Aut(G) acts on G quasi-transitively. We say the action of Γ on G is
unimodular if for any u, v ∈ V (G) in the same orbit of Γ,
|Stabu(v)| = |Stabv(u)|.
where Stabu is the subgroup of Γ defined by
Stabu := {γ ∈ Γ : γ(u) = u}.
A graph G is called non-amenable if
inf
K⊆V (G),|K|<∞
|∂EK|
|K| > 0,(1.1)
where ∂EK consists of all the edges in E(G) that have exactly one endpoint in K and one
endpoint not in K. If the left-hand side of (1.1) is equal to 0, then the graph G is called
amenable.
A manifold M is plane if every self-avoiding cycle splits it into two parts. Examples
of plane includes the 2D sphere S2, the Euclidean plane R2 and the hyperbolic plane H2.
See [7] for background on hyperbolic geometry. We say the graph G is planar if it can
be embedded in the plane, i.e., it can be drawn on the plane in such a way that its edges
intersect only at their endpoints. We say that an embedded graph G ⊂M in M is properly
embedded if every compact subset of M contains finitely many vertices of G and intersects
finitely many edges.
The number of ends of a connected graph is the supremum over its finite subgraphs of
the number of infinite components that remain after removing the subgraph. The number
of ends and planarity of a graph is closely related to properties of statistical mechanical
models on the graph; see [20], for example, about the effects of the number of ends of a
graph on the speed of self-avoiding walks; see [13], about the effects of planarity of a graph
on the number of self-avoiding walks.
1.3. Ising Model and Random-Cluster Model. The random cluster measure RC :=
RCG0p,q on a finite graph G0 = (V0, E0) with parameters p ∈ [0, 1] and q ≥ 1 is the probability
measure on {0, 1}E0 which assigns probability
RC(ξ) :∝ qk(ξ)
∏
e∈E0
pξ(e)(1− p)1−ξ(e).(1.2)
to each ξ ∈ {0, 1}E0 , where k(ξ) is the number of connected components in ξ.
Let G = (V,E) be an infinite, connected, locally finite graph. For each q ∈ [1,∞)
and each p ∈ (0, 1), let WRCGp,q be the random cluster measure with the wired boundary
condition, and let FRCGp,q be the random cluster measure with the free boundary condition.
More precisely, WRCGp,q (resp. FRC
G
p,q) is the weak limit of RC’s defined by (1.2) on
larger and larger finite subgraphs approximating G, where all the edges outside each finite
subgraph are required to have state 1 (resp. state 0).
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When there is no confusion, we may write FRCGp,q and WRC
G
p,q as FRCp,q and WRCp,q
for simplicity. Assume that G is transitive. Then measures FRCp,q and WRCp,q are
Aut(G)-invariant, and Aut(G)-ergodic; see Page 295 of [25] for explanations.
If we further assume that G is unimodular, nonamenable and planar, it is known that
there exists pwc,q, p
f
c,q, pwu,q, p
f
c,q ∈ [0, 1], such that FRCp,q-a.s. the number of infinite clusters
equals 
0 if p ≤ pfc,q
∞ if p ∈ (pfc,q, pfu,q)
1 if p > pfu,q;
(1.3)
and WRCp,q-a.s. the number of infinite clusters equals
0 if p < pwc,q
∞ if p ∈ (pwc,q, pwu,q)
1 if p ≥ pwu,q.
(1.4)
see expressions (17),(18), Theorem 3.1 and Corollary 3.7 of [14].
The Ising model and the random cluster model when q = 2 can be coupled in the
following way.
Lemma 1.1. Fix an infinite locally finite graph G = (V (G), E(G)), and p ∈ [0, 1]. Con-
sider the Ising model with sample space {±1}V (G), and coupling constant J ≥ 0 on each
edge. Let µf (resp. µ+, µ−) be the infinite volume Gibbs measure of the Ising model with
free boundary conditions (resp. “+”-boundary conditions, “−”-boundary conditions). Let
ω ∈ {0, 1}E(G) be a random edge configuration on G. For each connected component C
of ω, pick a spin uniformly from {±1}, and assign this spin to all vertices of C. Do this
independently for different connected components of ω. Then we obtain a {±1}V (G)-valued
random spin configuration σ.
(A) If ω is distributed according to FRCp,2, then σ distributed according to the Gibbs
measure µf for the Ising model on G with coupling constant J := −12 log(1− p).
(B) If ω is distributed according to WRCp,2, then σ distributed according to the Gibbs
measure µ
++µ−
2 for the Ising model on G with coupling constant J := −12 log(1−p).
Proof. See Propositions 2.2 and 2.3 of [14]. 
1.4. XOR Ising Model. An XOR Ising model on G is a probability measure on σXOR ∈
{±1}V (G), such that
σXOR(v) = σ1(v)σ2(v), ∀v ∈ V (G),
where σ1, σ2 are two i.i.d. Ising models with spins located on V (G).
The XOR Ising model was first introduced in [28] whose contours are conjectured to
have conformally invariant distribution at criticality. Contours in the XOR Ising model
on the 2D Euclidean square grid are later proved to have the same distribution as that of
level lines of the dimer model on the square hexagon lattice ([4,8,8] lattice) embedded into
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the Euclidean plane R2, see [6]. The percolation properties for the XOR Ising model on
the square grid, hexagonal lattice and triangular lattice in R2 were studied in [16, 19]. The
percolation properties for the XOR Ising model on the non-amenable triangular lattice
in the hyperbolic plane H2 were studied in [16, 19]. In this paper, we shall study the
percolation properties for the XOR Ising model on non-amenable, vertex-transitive, planar
graphs with one end.
1.5. Main Results. The main goal of this paper is to study percolation properties of
Ising models in the hyperbolic plane. More precisely, we consider when there exists an
infinite “+”-cluster or an infinite “−”-cluster for a random Ising configuration on a graph
embedded into the hyperbolic plane.
Ising models in the hyperbolic plane were first studied in [26], where for large values
of the inverse temperature an uncountable number of mutually singular Gibbs states were
constructed, in contrast to the Ising model in the Euclidean plane for which any Gibbs
measure is a convex combination of two extremal ones (see [1]) and there is a unique phase
transition whose critical temperature can be explicitly identified (see [18, 8]). A related
result was proved later in [29, 30], more precisely, under certain temperature, the Gibbs
measure with free boundary condition is not the average of the Gibbs measure with “+”-
boundary condition and the Gibbs measure with “−”-boundary condition for the Ising
model on regular tilings of the hyperbolic plane. A major tool to study the Ising model is
the random cluster model (see [10, 27, 9, 2]). The random cluster model in the hyperbolic
plane was studied in [14] with applications to the Ising and Potts models. In this paper, we
shall compare the percolation properties of the Ising model in the hyperbolic plane with the
percolation properties of its random cluster representation, and prove the surprising result
that percolation does not always occur simultaneously in the two coupled models. Similar
result was proved when the Ising model is defined on a vertex-transitive triangular tiling
of the hyperbolic plane; see [16, 19]. By applying the new techniques recently developed in
[17], we now extend the result to Ising models on all the connected, locally finite, vertex-
transitive, non-amenable and planar graphs with one end.
We use G+ to denote the dual graph of a planar graph G. More precisely, each vertex of
G+ corresponds to a face of G; two vertices of G+ are joined by an edge in G+ if and only if
their corresponding faces in G share an edge. To each site configuration ω ∈ {0, 1}V (G), we
associate a bond configuration φ+ω ∈ {0, 1}E(G
+) such that for each dual edge e+ ∈ E(G+),
φ+ω (e
+) = 1 if and only if the edge e ∈ E(G) (dual edge of e+) joins two endpoints with
different states in ω.
Definition 1.2. Let G = (V,E) be a graph. Given a set A ∈ 2V , and a vertex v ∈ V ,
denote ΠvA = A ∪ {v}. For A ⊂ 2V , we write ΠvA = {ΠvA : A ∈ A}. A site percolation
process (P, ω) on G is insertion-tolerant if P(ΠvA) > 0 for every v ∈ V and every event
A ⊂ 2V satisfying P(A) > 0.
A site percolation is deletion-tolerant if P[Π¬vA] > 0 whenever v ∈ V and P(A) > 0,
where Π¬vA = A \ {v} for A ∈ 2V , and Π¬vA = {Π¬vA : A ∈ A}.
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It is straightforward to check that the Ising percolation with any coupling constant
J ∈ R is both deletion tolerant and insertion tolerant.
.
Theorem 1.3. Let G be a connected, vertex-transitive, locally finite, planar, nonamenable
graph with one end. Consider an Aut(G)-invariant, Aut(G)-ergodic, insertion-tolerant and
deletion-tolerant site percolation ω ∈ {0, 1}V (G) with distribution µ. Let s0 (resp. s1, k+) be
the total number of infinite 0-clusters in ω(resp. infinite 1-clusters in ω, infinite contours
in φ+ω ), then
(s0, s1, k
+) ∈ {(0, 0, 1), (∞, 0,∞), (0,∞,∞), (0, 1, 0), (1, 0, 0), (∞,∞,∞)} a.s.
Applying Theorem 1.3 on the Ising percolation, we obtain the following results.
Theorem 1.4. Let G be a connected, vertex-transitive, locally finite, planar, nonamenable
graph with one end. Let d ≥ 3 be the vertex degree of G. Assume that the critical site
percolation probability on G satisfies
psitec (G) <
1
2
.(1.5)
Consider the Ising model with spins located on vertices of G and coupling constant J ∈≥
on each edge. Let ω ∈ {±1}V (G) be an Ising configuration.
(1) Let h > 0 satisfy
e−h
eh + e−h
= psitec (G)(1.6)
Let µ+ (resp. µ−. µf ) be the infinite-volume Ising Gibbs measure with “+”-
boundary conditions (resp. “−” boundary conditions, free boundary conditions).
If
0 ≤ J < h
d
,(1.7)
then µ-a.s. there are infinitely many infinite “+”-clusters and infinitely many infi-
nite “−”-clusters in ω, and infinitely many infinite contours in φ+ω , where µ is an
arbitrary Aut(G)-invariant Gibbs measure for the Ising model on G with coupling
constant J .
(2) Assume J ≥ 0. If one of the following conditions
(a) µf is Aut(G)-ergodic;
(b) infu,v∈V (G)〈σuσv〉µf = 0, where σu and σv are two spins associated to vertices
u, v ∈ V (G) in the Ising model;
(c) 0 ≤ J < 12 ln
(
1
1−pfu,2
)
, where pfu,2 is the critical probability for the existence
of a unique infinite open cluster of the corresponding random cluster repre-
sentation of the Ising model on G, with free boundary conditions as given in
(1.3);
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holds, then µf -a.s. there are infinitely many infinite “+”-clusters and infinitely
many infinite “−”-clusters. Indeed, we have (c)⇒ (b)⇒ (a).
Theorem 1.4 discusses conditions on the coupling constant J such that the Ising config-
uration on a non-amenable, transitive, planar, one-ended graph has infinitely many infinite
“+”-clusters and infinitely many infinite “−”-clusters. In Theorem 1.5, we shall compare
the Ising percolation with the percolation in its random-cluster representation, and prove
that percolation does not alway occur simultaneously in an Ising model and its random
cluster representation.
Theorem 1.5. Let G be a connected, vertex-transitive, locally finite, planar, nonamenable,
one-ended graph with vertex degree d. Then
(1) If psitec (G) >
1
2 , then
pwc,2(G) ≥ 1−
(
1− psitec
psitec
) 1
d
> 0.(1.8)
(2) If psitec (G) <
1
2 , and
J <
1
2
log
(
1
1− pwc,2
)
;(1.9)
then for any Gibbs measure of the Ising model on ω ∈ {±1}V (G) with coupling
constant J , a.s. there are infinitely many infinite “+”-clusters and infinitely many
infinite “−”-clusters in ω, and infinitely many infinite contours in φ+ω . However,
for any Gibbs measure of the random cluster representation of the Ising model on
{0, 1}E(G), a.s. there are no infinite 1-clusters.
Remark. If G is a connected, transitive, planar, one-ended graph with vertex degree
d ≥ 7, then G must be non-amenable, and psitec (G) < 12 ; see Lemma 2.6.
The next theorem discusses percolation properties in the XOR Ising model.
Theorem 1.6. Let G be a connected, vertex-transitive, locally finite, planar, nonamenable
graph with one end. Let d ≥ 3 be the vertex degree of G. Assume that the critical site
percolation probability on G satisfies (1.5). Consider the XOR Ising model with spins
located on vertices of G such that σXOR = σ1σ2; where σ1, σ2 ∈ {±}V (G) are two i.i.d. Ising
configurations with coupling constant J ≥ 0 on each edge.
Let h > 0 satisfy
2
(eh + e−h)2
= psitec (G).(1.10)
If
0 ≤ J < h
d
,(1.11)
ISING PERCOLATION ON NONAMENABLE PLANAR GRAPHS 7
then µ× µ-a.s. there are infinitely many infinite “+”-clusters and infinitely many infinite
“−”-clusters in σXOR, and infinitely many infinite contours in φ+σXOR , where µ is an ar-
bitrary Aut(G)-invariant Gibbs measure for the Ising model on G with coupling constant
J .
Using planar duality of the XOR Ising model, we obtain the following theorem.
Theorem 1.7. Let σ1, σ2 be two i.i.d. Ising models with spins located on vertices of the
graph G, and coupling constant K ≥ 0. Let σXOR = σ1σ2. Let J ≥ 0 be given by
e−2J =
1− e−2K
1 + e−2K
,(1.12)
and let k+ be the number of infinite contours in φ+σXOR . Assume J satisfies (1.10) and
(1.11). Let µ+ (resp. µ−. µf ) be the infinite-volume Ising Gibbs measure with “+”-
boundary conditions (resp. “−” boundary conditions, free boundary conditions) and cou-
pling constant K on each edge of G, then
µ+ × µ+(k+ ∈ {0,∞}) = µ− × µ−(k+ ∈ {0,∞}) = µf × µf (k+ ∈ {0,∞}) = 1.
The organization of the paper is as follows. In Section 2, we review some known results
about percolation and Ising model in the hyperbolic plane, which will be used to prove
main results in this paper. In Section 3, we prove Theorem 1.3. In Section 4, we prove
Theorems 1.4 and 1.5. In Section 5, we prove Theorems 1.6 and 1.7.
2. Backgrounds
In this section, we review some known results about percolation and Ising model in the
hyperbolic plane, which will be used to prove main results in this paper.
An Archimedean tiling of a two-dimensional Riemannian manifold is a tiling by regular
polygons such that the group of isometries of the tiling acts transitively on the vertices of
the tiling.
Lemma 2.1. Let G be a locally finite, connected, vertex-transitive planar graph with at
most one end. The G has an embedding on S2, R2 or H2 as an Archimedean tiling; all
automorphisms of G extend to automorphisms of the tiling and are induced by isometries
of the geometry.
Proof. See Theorem 3.1 of [3]. 
For an vertex-transitive Archimedean tiling, there is an simple criterion to determine
whether the graph is amenable or not (see [24]).
Lemma 2.2. Assume the graph G can be realized as a vertex-transitive Archimedean tiling
on S2, R2 or H2. Assume that each vertex had degree d ≥ 3, and is incident to d faces of
degree m1,m2, . . . ,md.
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(1) If 1m1 +
1
m2
+ . . . + 1md =
d−2
2 , then G is infinite and amenable can be embedded
into the Euclidean R2 such that all automorphisms of G extend to automorphisms
of the tiling and are induced by isometries of R2;
(2) If 1m1 +
1
m2
+ . . .+ 1md >
d−2
2 , then G is finite and can be embedded into the sphere
S2 such that all automorphisms of G extend to automorphisms of the tiling and are
induced by isometries of S2.;
(3) If 1m1 +
1
m2
+ . . . + 1md <
d−2
2 , then G is non-amemable can be embedded into the
hyperbolic plane H2 such that all automorphisms of G extend to automorphisms of
the tiling and are induced by isometries of H2.
Lemma 2.3. Let G = (V (G), E(G)) be a connected, locally finite, quasi-transitive graph.
Consider an invariant percolation on G. Assume one of the following two conditions holds
(1) the percolation on G is insertion tolerant; or
(2) G is a non-amenable, planar graph with one end;
then the number of infinite 1-clusters is a.s. 0, 1,∞.
Proof. For the conclusion under condition (1), see Lemma 2.9 of [17]; see also [23]. For the
conclusion under condition (2), see Lemma 3.5 of [5]. 
Lemma 2.4. Let G be a connected, non-amenable, quasi-transitive, unimodular graph, and
let ω be an invariant percolation on G which has a single component a.s. Then pc(ω) < 1
a.s.
Proof. See Theorem 3.4 of [5]. 
Lemma 2.5. Let G = (V (G), E(G)) be a connected, non-amenable, locally finite, planar,
transitive graph with one end. Let µ be an automorphism-invariant percolation measure on
{0, 1}V (G). Then
(1) If µ is insertion-tolerant and µ-a.s. there is a unique infinite 0-cluster, then µ-a.s.
there are no infinite 1-clusters.
(2) If µ is deletion-tolerant, and µ-a.s. there is a unique infinite 1-cluster, then µ-a.s.
there are no infinite 0-clusters.
Proof. See Theorem 1.6 of [17]. 
Lemma 2.6. Let G be an infinite, connected, locally finite, transitive, planar graph in
which each vertex has degree at least 7. Consider the Bernoulli(p) site percolation of G.
Then
(A) psitec <
1
2 .
(B) For every p in the range (psitec , 1 − psitec ), there are infinitely many infinite open
clusters and infinitely many infinite closed clusters a.s.
(C) For every p in the range [0, 1], a.s. there exists at least 1 infinite open or closed
cluster.
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Proof. See Theorem 1.7 of [17]. 
Let G be a connected, locally finite, transitive, non-amenable planar graph with one
end. By Lemmas 2.1 and 2.2, we can identify the graph G with its embedding in H2 in
which the action of Γ on G extends to an isometric action on H2. Recall that G+ is the
planar dual graph of G.
We shall always use ∗+ to denote the dual of ∗. If ∗ is an edge, then ∗+ is its dual edge.
If ∗ is a vertex, then ∗+ is its dual face. If ∗ is a face, then ∗+ is its dual vertex.
We may also consider a bond configuration ψ ∈ {0, 1}E(G), that is, to each edge e ∈
E(G), ψ assigns a unique state in {0, 1}. A contour in ψ is a maximal connected set of edges
of G in which each edge has state 1 in ψ. A contour is finite (resp. infinite) if it contains
finitely many edges (resp. infinitely many edges). Each bond configuration ψ ∈ {0, 1}E(G)
also induces a bond configuration ψ+ ∈ {0, 1}E(G+) by the following rule
• for each e+ ∈ E(G+), ψ+(e+) = 1 if and only if ψ(e) = 0.
Lemma 2.7. Let G be an infinite, connected, locally finite, planar, transitive, nonamenable
graph with one end. Let ψ ∈ {0, 1}E(G) be an automorphism-invariant random bond con-
figuration on G. Let k be the number of infinite contours in ψ, and k+ be the number of
infinite contours in ψ+. Then a.s.
(k, k+) ∈ {(1, 0), (0, 1), (1,∞), (∞, 1), (∞,∞)}
Proof. See Theorem 3.1 of [4]. 
Definition 2.8. (Stochastic Domination) Let G = (V (G), E(G)) be a graph. Let Ω =
{0, 1}E(G) (resp. Ω = {0, 1}V (G)). Then the configuration space Ω is a partially ordered set
with partial order given by ω1 ≤ ω2 if ω1(e) ≤ ω2(e) for all e ∈ E(G) (resp. ω1(v) ≤ ω2(v)
for all v ∈ V (G)). A random variable X : Ω → R is called increasing if X(ω1) ≤ X(ω2)
whenever ω1 ≤ ω2. An event A ⊂ Ω is called increasing (respectively, decreasing) if
its indicator function 1A is increasing (respectively, decreasing). Given two probability
measures µ1, µ2 on Ω, we write µ1 ≺ µ2, and we say that µ2 stochastically dominates
µ1, if µ1(A) ≤ µ2(A) for all increasing events A ⊂ Ω.
Lemma 2.9. (Holley inequality) Let G = (V (G), E(G)) be a finite graph. Let Ω =
{0, 1}V (G). Let µ1 and µ2 be strictly positive probability measures on Ω such that
µ2(max{ω1, ω2})µ1(min(ω1, ω2)) ≥ µ1(ω1)µ2(ω2), ω1, ω2 ∈ Ω,(2.1)
Then
µ1 ≺ µ2.
Proof. See Theorem (2.1) of [12]; see also [15]. 
Lemma 2.10. Let G be a graph, J > 0, and p = 1 − e−2J . There is no infinite cluster
WRCp,2 a.s. if and only if there is a unique Gibbs measure for the Ising model with coupling
constant J .
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Proof. See Proposition 3.2 (i) of [14]. 
Definition 2.11. Let G = (V,E) be a graph and Γ a transitive group acting on G. Suppose
that X is either V , E or V ∪ E. Let Q be a measurable space and Ω := 2V × QX . A
probability measure P on Ω will be called a site percolation with scenery on G. The
projection onto 2V is the underlying percolation and the projection onto QX is the scenery.
If (ω, q) ∈ Ω, we set Πv(ω, q) = (Πvω, q). We say the percolation with scenery P is
insertion-tolerant if P(ΠvB) > 0 for every measurable B ⊂ Ω with positive measure. We
say that P has indistinguishable infinite clusters if for every A ⊂ 2V × 2V ×QX that
is invariant under diagonal actions of Γ, for P-a.e. (ω, q), either all infinite clusters C of
ω satisfy (C,ω, q) ∈ A, or they all satisfy (C,ω, q) /∈ A.
Proposition 2.12. Let P be a site percolation with scenery on a graph G = (V,E) with
state space Ω := 2V ×QX , where Q is a measurable space and X is either V , E or V ∪E.
If P is Γ-invariant and insertion-tolerant, then P has indistinguishable infinite clusters.
Proof. See Theorem 3.3, Remark 3.4 of [22]. 
3. Numbers of Infinite Clusters and Infinite Contours
This section is devoted to the proof of Theorem 1.3 about the possible numbers of
infinite clusters and infinite contours in a percolation configuration. The idea is to list
all the possible values of (s0, s2, k
+), and then exclude those that a.s. cannot occur by
planarity, ergodicity and symmetry.
By Lemma 2.3, a.s.
(s0, s1) ∈ {(0, 0), (0, 1), (0,∞), (1, 0), (1, 1), (1,∞), (∞, 0), (∞, 1), (∞,∞)}.
Since the probability measure is both insertion-tolerant and deletion-tolerant, by Lemma
2.5 a.s.
(s0, s1) ∈ {(0, 0), (0, 1), (0,∞), (1, 0), (∞, 0), (∞,∞)}.
We shall investigate the number k+ of infinite contours in φ+ω for each pair of possible
values of (s0, s1). Without loss of generality, assume that µ is ergodic. Note that each
configuration ω induces a bond configuration φω ∈ {0, 1}E(G), such that for each e =
(u, v) ∈ E(G), φω(e) = 1 if and only if ω(u) = ω(v). Let k be the total number of infinite
contours in φω. Then k = s0 + s1.
Let G be the superposition of G and G+. More precisely, each vertex of G is either a
vertex of G, a vertex of G+ or the midpoint of an edge of G. Two vertices u, v of G are
joined by an edge of G if and only if one of the following two conditions holds.
(1) u is a vertex of G, and v is the midpoint of an edge e(v) of G, such that e(v) is
incident to u, or vice versa;
(2) u is a vertex of G+, and v is the midpoint of an edge e+(v) of G+, such that e+(v)
is incident to u, or vice versa.
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Figure 3.1. State-1 vertices in ω are represented by dots; state-0 in ω are
represented by circles. The upper left figure represents the graph G; state-1
edges in φω are represented by solid green lines; state-0 edges in φω are
represented by dotted green lines. The upper right figure represents the
graph G+; state-1 edges in φ+ω are represented by solid blue lines; state-
0 edges in φ+ω are represented by dotted blue lines. The lower left figure
represents the graph G; state-1 edges in φω are represented by black lines;
state-0 edges in φω are represented by grey lines The lower right figure
represents the graph G
+
; state-1 edges in ηω are represented by solid red
lines; state-0 edges in ηω are represented by dotted red lines.
Let G
+
be the dual graph of G. Since in G each face has degree 4, in G
+
each vertex
has degree 4. See Figure 3.1.
Note that each vertex of G+ has an even degree in the subgraph φ+ω . That is because
an edge in E(G+) is present (has state 1) in φ+ω if and only if it separates two vertices of G
with different state in ω. Winding once around each face of G, the states of vertices must
change an even number of times to make sure that each vertex has a unique state in ω.
The configurations φω and φ
+
ω naturally induce a bond configuration φω ∈ {0, 1}E(G),
where for each f ∈ E(G), φω(f) = 1 if and only if f is the half edge of an edge e ∈
E(G) ∪ E(G+) satisfying either φω(e) = 1 or φ+ω (e) = 1.
We define the interface ηω for ω to be a bond configuration in {0, 1}E(G
+
), where an
edge f ∈ E(G+) satisfies ηω(f) = 1 if and only if φω(f+) = 0. A contour in φω (resp. φ+ω ,
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φω, ηω) is a maximal connected set of edges in E(G) (resp. E(G
+), E(G), E(G
+
)) such
that each edge has state 1 in φω (resp. φ
+
ω , φω, ηω).
Throughout this section we shall use the following notation:
• s0: the total number of infinite 0-clusters in ω;
• s1: the total number of infinite 1-clusters in ω;
• k: the total number of infinite contours in φω; note that k = s0 + s1;
• k+: the total number of infinite contours in φ+ω ;
• t: the total number of infinite contours in φω; note that t = k + k+;
• t+: the total number of infinite contours in ηω.
We say two infinite clusters A, B in ω are adjacent if there exists a path lab, joining
a vertex a ∈ A and b ∈ B, and consisting of edges of G, such that lab does not intersect
any other infinite clusters in ω. In particular, if there are exactly two infinite clusters in
ω, then the two infinite clusters must be adjacent. Let L be an infinite contour in φ+ω . We
say A is incident to L if there exists a vertex z ∈ A and an edge e+ in L such that z is an
endpoint of the dual edge e of e+.
Lemma 3.1. Each contour in ηω is either a self-avoiding cycle or a doubly infinite self-
avoiding path.
Proof. See Lemma 3.1 of [17]. 
Lemma 3.2. Let ω ∈ {0, 1}V (G). Assume that I is a doubly infinite self-avoiding path
consisting of edges of E(G
+
), which is also an infinite contour in ηω. Then I splits the
hyperbolic plane H2 into two unbounded components. Exactly one component (denoted by
PI) contains an infinite contour in φω, and the other component (denoted by DI) contains
an infinite contour in φ+ω .
(1) Let VI ⊂ V (G) consist of all the vertices on all the faces of G crossed by I. Then
all the vertices in VI ∩ PI are in the same infinite cluster of ω.
(2) Let V +I ⊂ V (G+) consist of all the vertices on all the faces of G+ crossed by I.
Then all the vertices in V +I ∩DI are in the same infinite contour of φ+ω .
(3) If the total number of infinite 0-clusters and infinite 1-clusters in ω is 1. Denote
the unique infinite cluster in ω by ξ, then ξ ⊂ PI .
(4) If there exists a unique infinite contour C in φ+ω , then C ⊂ DI
Proof. It is straightforward to check the lemma from the construction of ηω. 
Lemma 3.3. Let G be a graph satisfying the condition of Theorem 1.3. Let ω ∈ {0, 1}V (G)
be an invariant percolation on G with distribution µ. Then a.s. t+ 6= 1.
Proof. Without loss of generality, assume that µ is ergodic. If t+ = 1 a.s., then the
unique infinite contour in ηω forms an invariant bond percolation on G
+
which has a single
component a.s. It is straightforward to check that G
+
is non-amenable, quasi-transitive
and unimodular (quasi-transitive planar graphs are unimodular, see [21]). This contradicts
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I J
VJ ∩ PJ V +J ∩DJ
V +I ∩DI
Figure 3.2. Red lines represent two infinite contours I and J in ηω. Blue
lines represent infinite contours in φ+ω . Green lines represent infinite con-
tours in φω.
Lemma 2.4 since the unique infinite contour in ηω is a doubly infinite self-avoiding path by
Lemma 3.1, which has critical percolation probability 1. 
Lemma 3.4. Let G be a graph satisfying the condition of Theorem 1.3. Let ω ∈ {0, 1}V (G)
be an invariant percolation on G with distribution µ. If µ is both insertion-tolerant and
deletion-tolerant, and µ-a.s. s0 + s1 =∞, then µ-a.s. k+ 6= 1.
Proof. Assume that k+ = 1 a.s., we shall obtain a contradiction. In this case
t = s0 + s1 + k
+ =∞, a.s.
By Lemma 2.7, a.s. t+ ∈ {1,∞}. By Lemma 3.3, a.s. t+ ∈ {∞}. Let C be the unique
infinite contour in φ+ω . Let I be the collection of all the infinite contours in ηω. By Lemma
3.2 (4), we have
C ⊂ ∩I∈IDI .
Then we claim that for any I, J ∈ I such that I and J are disjoint, we have I ⊂ DJ .
Indeed, if there exist two disjoint infinite contours I, J ∈ I satisfying I ⊂ PJ , since both
I and J are doubly infinite self-avoiding paths, then by Lemma 3.2 (2) all the vertices in
V +I ∩ DI is in the same infinite contour C1 of φ+ω . Similarly, all the vertices in V +J ∩ DJ
are also in the same infinite contour of φ+ω denoted by C2. Moreover, C1 and C2 must be
two distinct infinite contours in φ+ω because they are separated by the infinite cluster in ω
including VJ ∩ PJ . See Figure 3.2. But this contradicts the assumption that k+ = 1 a.s.
Therefore for any two disjoint I, J ∈ I, PI ∩PJ = ∅, and VI ∩PI and VJ ∩PJ are in two
distinct infinite clusters of ω. Hence {VI ∩PI}I∈I are in infinitely many infinite clusters in
ω.
Note that one of the following two cases must occur.
(a) There exist at least two distinct infinite contours I3, I4 ∈ I, such that each one of
VI3 ∩ PI3 and VI4 ∩ PI4 is contained in an infinite 1-cluster of ω; or
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I3 I4
C VI4 ∩ PI4
VI3 ∩ PI3
y
x
y
x
Figure 3.3. In the left (resp. right) figure, Red lines represent infinite
contours in ηω (resp. ηω). Blue lines represent infinite contours in φ
+
ω (resp.
φ+ω ). Green lines represent infinite contours in φω (resp. φω).
(b) There exist at least two distinct infinite contours I3, I4 ∈ I, such that each one
VI3 ∩ PI3 and VI4 ∩ PI4 is contained in an infinite 0-cluster of ω;
We shall prove the conclusion of the lemma when (a) occurs; the conclusion of the
lemma under (b) can be proved using similar arguments.
Assume that (a) occurs. Then we can find two distinct infinite contours I3 and I4 in
ηω satisfying
• there exists two vertices x, y ∈ V (G), such that there are two edges (x, c), (y, d) ∈ G,
satisfying (x, c)+ ∈ I3, (y, d)+ ∈ I4; and
• x ∈ PI3 , y ∈ PI4 and ω(x3) = ω(x4) = 1;
• C ⊂ DI3 ∩DI4 by Lemma 3.2 (4).
Let lxy be a path joining x and y and consisting of edges of G. Define a new configuration
ω¯ ∈ {0, 1}V (G) by
ω¯(z) =
1, if z ∈ luv;ω(z) otherwise. , z ∈ V (G).
As in Lemma 3.2(2), the infinite contour C including V +I3 ∩DI3 splits into two infinite
contours in φ+ω¯ by the path lx,y. See Figure 3.3. Therefore in φ
+
ω¯ there exists at least 2
infinite contours. By insertion-tolerance, there exist at least 2 infinite contours in k+ with
positive probability, but this is a contradiction to the assumption that k+ = 1 a.s. The
contradiction implies the lemma. 
Lemma 3.5. Let G be a graph satisfying the condition of Theorem 1.3. Let ω ∈ {0, 1}V (G)
be an invariant percolation on G with distribution µ.
(1) If µ is both deletion-tolerant, and µ-a.s. (s0, s1) = (0, 1), then µ-a.s. k
+ = 0.
(2) If µ is both insertion-tolerant, and µ-a.s. (s0, s1) = (1, 0), then µ-a.s. k
+ = 0.
Proof. We only prove Part (1) here, Part (2) can be proved using similar arguments.
Assume (s0, s1) = (0, 1) a.s. Then k = s0 + s1 = 1 a.s. By Lemma 2.7, either k
+ = 0
a.s., or k+ =∞ a.s.
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VI3 ∩ PI3 ⊂ ξ1
VI3 ∩ PI3
u
v
I4
I3
u
v
I4
I3
Figure 3.4. In the left (resp. right) figure, Red lines represent infinite
contours in ηω (resp. ηω˜). Green lines represent infinite contours in φω
(resp. φω˜).
Assume that k+ =∞ a.s., we shall obtain a contradiction. In this case t = k+k+ =∞
a.s. By Lemma 2.7, a.s. t+ ∈ {1,∞}. By Lemma 3.3 a.s. t+ = ∞. Let ω ∈ {0, 1}V (G)
be a configuration such that (s0, s1, k
+, t+) = (0, 1,∞,∞). Let ξ1 be the unique infinite
1-cluster in ω. Then we can find two distinct infinite contours I1 and I2 in ηω satisfying
(a) there exists two vertices u, v ∈ ξ1∩V (G), such that there are two edges (u, a), (v, b) ∈
G, satisfying (u, a)+ ∈ I1, (v, b)+ ∈ I2;
(b) ξ1 ⊂ PI1 ∩ PI2 by Lemma 3.2 (3).
(c) u, v ∈ ξ1.
We claim that DI1 ∩ DI2 = ∅. Indeed, if DI1 ∩ DI2 6= ∅, either PI1 ∩ PI2 = ∅, which
contradicts Part (b) above; or one of PI1 and PI2 is a subset of the other. Without loss of
generality, assume that PI1 ⊂ PI2 . Then by Lemma 3.2, V +I1 ∩DI1 is in an infinite contour
of φ+ω separating two infinite 1-clusters in ω, one containing VI1 ∩PI1 , the other containing
VI2 ∩ PI2 . But this is a contradiction to the fact that there is a unique infinite 1-cluster.
Let luv be a path joining u and v and consisting of edges ofG. Define a new configuration
ω˜ ∈ {0, 1}V (G) by
ω˜(z) =
0, if z ∈ luv;ω(z) otherwise. , z ∈ V (G).
As in Lemma 3.2(1), the infinite 1-cluster ξ1 including VI1 ∩ PI1 splits into two infinite
1-clusters in ω˜ by the path luv. Therefore in ω˜ there exists at least 2 infinite 1-clusters.
See Figure 3.4.
By deletion-tolerance, there exist at least 2 infinite 1-clusters with positive probability,
but this is a contradiction to the assumption that (s0, s1) = (0, 1) a.s. Then we concluded
that in this case (s0, s1, k
+) = (0, 1, 0) a.s. 
3.1. (s0, s1) = (0, 0), a.s. Then k = 0 a.s. By Lemma 2.7, k
+ = 1 a.s., hence in this case,
(s0, s1, k
+) = (0, 0, 1) a.s.
3.2. (s0, s1) = (0, 1), a.s. Then (s0, s1, k
+) = (0, 1, 0) a.s. by Lemma 3.5.
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3.3. (s0, s1) = (0,∞), a.s. Then k =∞ a.s. By Lemma 2.7, either k+ = 1 a.s., or k+ =∞
a.s. By Lemma 3.4 we concluded that in this case (s0, s1, k
+) = (0,∞,∞) a.s.
3.4. (s0, s1) = (1, 0), a.s. Then (s0, s1, k
+) = (1, 0, 0) a.s. by Lemma 3.5.
3.5. (s0, s1) = (∞, 0), a.s. Using the same arguments as in 3.3 and deletion-tolerance, we
obtain that in this case (s0, s1, k
+) = (∞, 0,∞) a.s.
3.6. (s0, s1) = (∞,∞) a.s. Then k =∞ a.s. By Lemma 2.7, either k+ = 1 a.s., or k+ =∞
a.s. By Lemma 3.4 we concluded that in this case (s0, s1, k
+) = (∞,∞,∞) a.s.
Then the theorem follows from Sections 3.1-3.6.
4. Ising Percolation
In this section, we prove Theorems 1.4 and 1.5 about percolation properties of the Ising
model on the hyperbolic plane. We shall compare the Ising measure with the Bernoulli(p)
percolation measure, and obtain stochastic domination result to study infinite “+”-clusters
and infinite “−”-clusters in the Ising configuration.
Lemma 4.1. Let G be an infinite, connected, vertex-transitive graph with finite vertex-
degree d. Let 0 ≤ p2 < p1 ≤ 1, and let J ≥ 0. Let ν1 (resp. ν2) be the probability measure
for the i.i.d. Bernoulli site percolation on G in which each vertex takes the value “+” with
probability p1 (resp. p2) and the value “−” with probability 1− p1 (resp. 1− p2) satisfying
p2 <
e−dJ
edJ + e−dJ
<
edJ
edJ + e−dJ
< p1
Let µ+ (resp. µ−) be the probability measure for the Ising model on G with coupling constant
J on each edge and “+” boundary conditions (resp. “−” boundary conditions). Let µ be
an arbitrary Aut(G)-invariant probability measure for the Ising model on G with coupling
constant J . Then we have
ν2 ≺ µ− ≺ µ ≺ µ+ ≺ ν1.
Proof. Fix a face F0 of G. Let BR = (V (BR), E(BR)) be the finite subgraph of G consisting
of all the faces of G whose graph distance to F0 is at most R. Let ν1,R (resp. ν2,R) be the
restriction of ν1 (resp. ν2) on BR. Let µ
+
R (resp. µ
−
R) be the probability measure for the
Ising model on BR with respect to the coupling constant J and the “+” boundary condition
(resp. the “−” boundary condition). Let ω1, ω2 be two configurations in {−1, 1}V (BR).
Then by Lemmas 2.9, we can check the F.K.G. lattice conditions below
ν1,R(max{ω1, ω2})µ+R(min{ω1, ω2}) ≥ ν1,R(ω1)µ+R(ω2)
µ−R(max{ω1, ω2})ν2,R(min{ω1, ω2}) ≥ µ−R(ω1)ν2,R(ω1).
Then we obtain the following stochastic domination result:
ν2,R ≺ µ−R ≺ µ+R ≺ ν1,R.
Letting R→∞, then the theorem follows. 
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4.1. Proof of Theorem 1.4(1). First note that if (1.5) and (1.6) holds, then
eh
eh + e−h
< 1− psitec (G).(4.1)
Assume that J satisfies (1.7). Let ν1 (resp. ν2) be the probability measure for the
i.i.d. Bernoulli site percolation on G in which each vertex takes the value “+” with proba-
bility p1 (resp. p2) satisfying
edJ
edJ + e−dJ
< p1 < 1− psitec (G)
psitec (G) < p2 <
e−dJ
edJ + e−dJ
and the value “−” with probability 1− p1 (resp. 1− p2). Such p1 and p2 exist by (1.7).
By Lemma 4.1 we have ν2 ≺ µ− ≺ µ ≺ µ+ ≺ ν1.
Since p2 > p
site
c (G), ν2-a.s. there are infinite “+”-clusters. By stochastic domination
µ-a.s. there are infinite “+”-clusters. Similarly, by Lemma 2.6 ν1-a.s. there are infinite
“−”-clusters, and therefore ν-a.s. there are infinite “−”-clusters. By Theorem 1.3, we
conclude that when (1.7) hold, µ-a.s. there are infinitely many infinite “+”-clusters and
infinitely many infinite “−”-clusters in ω, and infinitely many infinite contours in φ+ω . This
completes the proof of Part (1).
4.2. Proof of Theorems 1.4(2). We first prove Part (2)(a). Let ω ∈ {±1}V (G). Let s+
(resp. s−) be the number of infinite “+”-clusters (resp. infinite “−”-clusters) in ω. Since
the measure µf is ergodic and symmetric with respect to interchanging the “+” states and
the “−” states, we obtain by Theorem 1.3 that µ.a.s.
(s+, s−) ∈ {(0, 0), (∞,∞)}(4.2)
Let h be given by (1.6). If |J | < hd and µf is Aut(G)-ergodic, then the conclusion
follows form Theorem 1.4(1). Hence it suffices to prove the conclusion when J ≥ hd and µf
is Aut(G)-ergodic. But when J ≥ hd , we can find 0 < J ′ < hd , such that
µfJ ′ ≺ µfJ
Since µfJ ′-a.s. there exist infinite “+”-clusters, µ
f
J there exist infinite “+”-clusters as well.
Then µfJ -a.s. there exist infinitely many infinite “+”-clusters and infinitely many infinite
“−”-clusters by (4.2). This completes the proof of Part (2)(a).
It remains to prove (c) ⇒ (b) ⇒ (a). The statement (b) ⇒ (a) follows from Theorem
4.1 of [25].
The fact that (c) ⇒ (a) follows from Theorem 3.2 (v) of [14]; while the fact that
(c)⇒ (b) follows from Theorem 4.1 and Lemma 6.4 of [22].
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4.3. Proof of Theorem 1.5(1). Let d ≥ 3 be the vertex degree of the graph G. Let
h > 0 be such that
p1 :=
eh
eh + e−h
< psitec(4.3)
and assume that the coupling constant J ≥ 0 of the Ising model on G satisfies
0 < J <
h
d
(4.4)
Let p2 = 1−p1 > 1−psitec . Let ν1 (resp. ν2) be the probability measure for the i.i.d. Bernoulli
site percolation on G in which each vertex takes the value “+” with probability p1 (resp.
p2), and takes the value “−” with probability 1 − p1 (resp. 1 − p2). By Lemma 4.1 we
have ν2 ≺ µ− ≺ µ ≺ µ+ ≺ ν1. Since p1 < psitec , ν1-a.s. there are no infinite “+”-clusters,
therefore µ+-a.s. there are no infinite “+”-clusters in the Ising model. Since µ− ≺ µ+,
µ−-a.s. there are no infinite “+”-clusters either. By symmetry we obtain that µ+-a.s. there
are neither infinite “+”-clusters nor infinite “−”-clusters; and µ−-a.s. there are neither
infinite “+”-clusters nor infinite “−”-clusters either.
Let
p := 1− e−2J > 0;
By the coupling of the Ising model and the random cluster model in Lemma 1.1, each
infinite 1-cluster in the random cluster representation of the Ising model must be a subset
of an infinite (“+” or “−”) cluster in the Ising configuration. Since µ+-a.s. there are
neither infinite “+”-clusters nor infinite “−”-clusters; and µ−-a.s. there are neither infinite
“+”-clusters nor infinite “−”-clusters, by Lemma 1.1(B), WRCp,2-a.s. there are no infinite
1-clusters in the random cluster representation of the Ising model. Since p > 0, we obtain
that pwc,2 ≥ p > 0. Taking supreme over all the (j, h)’s satisfying (4.3), (4.4), we obtain
(1.8).
4.4. Proof of Theorem 1.5(2). By Lemma 2.10, if (1.9) holds, then there is a unique
infinite-volume Gibbs measure for the Ising model on G with coupling constant J . Since
pwc,2 ≤ pfc,2 ≤ pfu,2,
(1.9) implies Condition (c). Then Theorem 1.4 (2)(c) implies µf a.s. there are infinitely
many infinite “+”-clusters and infinitely many “−”-clusters. By the uniqueness of the
infinite-volume Gibbs measure, there are infinitely many infinite “+”-clusters and infinitely
many “−”-clusters under any infinite-volume Gibbs measure for the Ising model. But there
are no infinite 1-clusters in the random cluster representation of the Ising model by (1.4).
5. XOR Ising Percolation
In this section, we prove Theorems 1.6 and 1.7 about percolation properties of the XOR
Ising model in the hyperbolic plane. In the proof of Theorem 1.6, we shall again compare
the XOR Ising measure with the Bernoulli(p) percolation measure, and obtain stochastic
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domination result to study infinite “+”-clusters and infinite “−”-clusters in the XOR Ising
configuration. In the proof of Theorem 1.7, we shall apply the planar duality of the XOR
Ising model, which was first proved for the XOR Ising model on the Euclidean square grid
in [6].
Lemma 5.1. Let G be an infinite, connected, vertex-transitive graph with finite vertex-
degree d. Let 0 ≤ p2 < p1 ≤ 1, and let J ≥ 0. Let ν1 (resp. ν2) be the probability measure
for the i.i.d. Bernoulli site percolation on G in which each vertex takes the value “+” with
probability p1 (resp. p2) and the value “−” with probability 1− p1 (resp. 1− p2) satisfying
p2 <
2
(edJ + e−dJ)2
<
e2dJ + e−2dJ
(edJ + e−dJ)2
< p1(5.1)
Let µ be an arbitrary Aut(G)-invariant probability measure for the Ising model on G with
coupling constant J . Then we have
ν2 ≺ [µ× µ] ≺ ν1.
Proof. Fix a face F0 of G. Let BR = (V (BR), E(BR)) be the finite subgraph of G consisting
of all the faces of G whose graph distance to F0 is at most R. Let ν1,R (resp. ν2,R) be the
restriction of ν1 (resp. ν2) on BR. Let µR be a probability measure for an Ising model on
BR with coupling constant J and certain boundary conditions such that limR→∞ µR = µ.
Let σXOR = σ1σ2. Then for each v ∈ V (BR),
µR × µR(σXOR(v) = “ + ”)
= µR(σ1 = “ + ”)µR(σ2 = “ + ”) + µR(σ1 = “− ”)µR(σ2 = “− ”)
µR × µR(σXOR(v) = “− ”)
= µR(σ1 = “ + ”)µR(σ2 = “− ”) + µR(σ1 = “− ”)µR(σ2 = “ + ”)
Hence we have
2
(edJ + e−dJ)2
≤ µR × µR(σXOR(v) = “ + ”) ≤ e
2dJ + e−2dJ
(edJ + e−dJ)2
2
(edJ + e−dJ)2
≤ µR × µR(σXOR(v) = “− ”) ≤ e
2dJ + e−2dJ
(edJ + e−dJ)2
Let ω1, ω2 be two configurations in {−1, 1}V (BR). By (5.1), we can check the F.K.G. lat-
tice conditions below
ν1,R(max{ω1, ω2})[µR × µR](min{ω1, ω2}) ≥ ν1,R(ω1)[µR × µR](ω2)
[µR × µR](max{ω1, ω2})ν2,R(min{ω1, ω2}) ≥ [µR × µR](ω1)ν2,R(ω1).
Then by Lemmas 2.9 we obtain the following stochastic domination result:
ν2,R ≺ [µR × µR] ≺ ν1,R.
Letting R→∞, then the theorem follows. 
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5.1. Proof of Theorem 1.6. First note that if (1.5) and (1.10) holds, then
e2h + e−2h
(eh + e−h)2
= 1− psitec (G).(5.2)
Assume that J satisfies (1.7). Let ν1 (resp. ν2) be the probability measure for the
i.i.d. Bernoulli site percolation on G in which each vertex takes the value “+” with proba-
bility p1 (resp. p2) satisfying
e2dJ + e−2dJ
(edJ + e−dJ)2
< p1 < 1− psitec (G)
psitec (G) < p2 <
2
(edJ + e−dJ)2
and the value “−” with probability 1− p1 (resp. 1− p2). Such p1 and p2 exist by (1.7).
By Lemma 4.1 we have ν2 ≺ [µ× µ] ≺ ν1.
Since p2 > p
site
c (G), ν2-a.s. there are infinite “+”-clusters. By stochastic domination
[µ × µ]-a.s. there are infinite “+”-clusters in the XOR Ising configuration. Similarly,
by Lemma 2.6 ν1-a.s. there are infinite “−”-clusters, and therefore ν-a.s. there are infinite
“−”-clusters. By Theorem 1.3, we conclude that when (1.7) hold, µ-a.s. there are infinitely
many infinite “+”-clusters and infinitely many infinite “−”-clusters in σXOR, and infinitely
many infinite contours in φ+σXOR . This completes the proof of the Theorem. 
5.2. Proof of Theorem 1.7. Let Λ = (VΛ, EΛ) be a subgraph of G
+ consisting of faces
of G+. Let Λ∗ = (VΛ∗ , EΛ∗) be the dual graph of Λ, such that there is a vertex in VΛ
corresponding to each face in Λ, as well as the unbounded face; the edges in EΛ and EΛ∗
are in 1-1 correspondence by duality.
Consider an XOR Ising model on Λ with respect to two i.i.d. Ising models σ3, σ4 with
free boundary conditions and coupling constants J ≥ 0 satisfying (1.10) and (1.11). The
partition function of the XOR Ising model can be computed by
ZΛ,f =
∑
σ3,σ4∈{±1}VΛ
∏
(u,v)∈EΛ
eJ(σ3,uσ3,v+σ4,uσ4,v).
Following the same computations as in [6], we obtain
ZΛ,f = C1
∑
P∗∈P∗,P∈P,P∩P∗=∅
(
2e−2J
1 + e−4J
)|P∗|(1− e−4J
1 + e−4J
)|P |
.(5.3)
where P∗ (resp. P) consists of all the contour configurations on EΛ∗ (resp. EΛ) such that
each vertex of VΛ∗ (resp. VΛ) has an even number of incident present edges, and C1 =
2|VΛ|−|EΛ|+2(e2J − e−2J)|EΛ| is a constant.
When J,K satisfies (1.12), we have
2e−2J
1 + e−4J
=
1− e−4K
1 + e−4K
;
2e−2K
1 + e−4K
=
1− e−4J
1 + e−4J
.
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Thus the partition function ZΛ,f , up to a multiplicative constant, is the same as the
partition function of the XOR Ising model on Λ∗ with coupling constant K.
Recall that there is exactly one vertex v∞ ∈ VΛ∗ corresponding to the unbounded face
in Λ. The XOR Ising model σXOR = σ1σ2 on Λ∗, corresponds to an XOR Ising model on
Λ∗ \ {v∞} (which is a subgraph of G) with the boundary condition that all the boundary
vertices have the same state in σ1 and all the boundary vertices have the same state in σ2.
Since σ1 and σ2 are i.i.d., the boundary condition must be one of the following two cases:
(1) “+” boundary condition in σ1 and “+” boundary condition in σ2, denoted by “++”
boundary condition for the XOR Ising model;
(2) “−” boundary condition in σ1 and “−” boundary condition in σ2, denoted by “−−”
boundary condition for the XOR Ising model.
Note that each one of the 2 possible boundary conditions gives the same distribution
of contours in the XOR Ising model. From the expression (5.3), we can see that there is
a natural probability measure on the set of contours Φ = {(P, P∗) : P ∈ P, P∗ ∈ P∗, P ∩
P∗ = ∅}, such that the probability of each pair of contours (P, P∗) ∈ Φ is proportional to(
2e−2J
1+e−4J
)|P∗| (
1−e−4J
1+e−4J
)|P |
, and the marginal distribution on P is the distribution of contours
for the XOR Ising model on G with coupling constant K and free boundary conditions,
while the marginal distribution on P∗ is the distribution of contours for the XOR Ising
model on G+ with coupling constant J and free boundary conditions.
We let Λ and Λ∗ \{v∞} increase and approximate the graph G+ and G, respectively. If
with a positive µ+ × µ+ probability, there exists exactly one infinite contour C consisting
of edges of G+ for the XOR Ising model on G with coupling constant K, then µf ×µf -a.s.
there exists an infinite cluster consisting of vertices of G+ containing all the vertices in
C, since contours in G and G+ are disjoint. Consider the XOR Ising spin configuration
σXOR = σ1σ2 as a site percolation on G
+, with scenery given by contour configurations in
{0, 1}E(G+) within the “+” clusters of σXOR. In the notation of Definition 2.11, Q = {0, 1},
and X = E(G+). An edge in E(G+) is present (has state “1”) if and only if both of
its endpoints are in a “+”-cluster of the XOR Ising configuration on G+ and the edge
itself present in the contour configuration of the XOR Ising model on G. This way we
obtain an automorphism-invariant and insertion-tolerant percolation with scenery. Let
A ⊂ 2V (G+) × 2V (G+) × 2E(G+) be the triple (C,ω, q) such that
• ω is an XOR Ising spin configuration on G+; and
• C is an infinite “+”-cluster in ω; and
• q is the G+-contour configuration for the XOR Ising model on G such that each
contour is within a “+”-cluster of ω; and
• C contains an infinite contour in q.
We can see that A is invariant under diagonal actions of automorphisms. By Theorem 1.6,
µf × µf -a.s. there exists infinitely many infinite “+”-clusters in ω. By Proposition 2.12,
either all the infinite clusters are in A, or no infinite clusters are in A. Similar arguments
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applies for “−”-clusters in ω. Hence almost surely the number of infinite contours in G+ is
0 or ∞. Since the distribution of infinite contours in G+ is exactly that of contours for the
XOR Ising model on G with coupling constant K and ++ (or −−) boundary condition,
we obtain that
µ+ × µ+(k+ ∈ {0,∞}) = µ− × µ−(k+ ∈ {0,∞}) = 1.
The identity µf × µf (k+ ∈ {0,∞}) = 1 can be proved in a similar way. 
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