





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1While main algorithm not finished
2 Ifit can hold the mutual exclusion
3 Computehfunction
4 Select one task to execute(Tk)
5 UpdateMby absorbing tokens
6 Free the exclusion
7 Task execution























































M =M−I−k en5atiempot0 (3.2a)



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































xtrsm Σn−1i=1 i=n×(n−1)2 =(n
2−n)
2









































op\n 1 2 3 4 5 6 8 10 12 15 20
potr 1 2 3 4 5 6 8 10 12 15 20
syrk 0 1 3 6 10 15 28 45 66 105190
trsm 0 1 3 6 10 15 28 45 66 105190
gemm 0 0 1 4 10 20 56 1202204551140
total 1 4 10 20 35 56 1202203646801540
tareas















































































xpotr 0.249 0.882 0.509 1.895
xtrsm 0.568 2.018 1.122 N/A
xsyrk 0.465 1.907 1.001 N/A




























































































6000 6 4 LL 17.50 53.66
6000 6 4 RL 13.26 38.77
6000 6 4 HT 10.16 20.56
6000 6 4 IT 9.51 14.97
6000 8 4 LL 40.59 53.45
6000 8 4 RL 26.33 28.47
6000 8 4 HT 20.98 10.95
6000 8 4 IT 20.69 9.65
8000 6 4 LL 36.89 53.35
8000 6 4 RL 27.79 38.08
8000 6 4 HT 21.37 19.64
8000 6 4 IT 19.95 13.96
8000 8 4 LL 85.34 53.16
8000 8 4 RL 55.05 25.37
8000 8 4 HT 44.30 10.21





































































































































































procs 8 16 24
rango tiles segs ﬂops segs ﬂops segs ﬂops
12000
8 3.14 183 2.89 199 3.12 185
12 2.91 198 2.21 260 2.38 242
15 4.05 142 4.07 141 4.42 130
24000
8 22.11 208 18.98 243 20.33 227
12 19.28 239 13.49 342 14.98 308
15 19.21 240 12.06 382 13.73 336
30000
8 43.05 209 36.99 243 40.90 220
12 36.02 250 25.11 358 25.74 350




tiempo xpotr xsyrk xtrsm xgemm
ejecución 0.1010 0.2098 0.2042 0.2853



































































































rango tilesn segs ﬂops segs ﬂops
24000 8 17.08 270 13.25 34812 14.35 321 9.52 484




procs 1x16 2x8 4x4 8x2
rango dvs segs ﬂps segs ﬂps segs ﬂps segs ﬂps
24000 12 11.69 39210.17 453 8.98 513 8.40 549












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































tilen n=2 n=3 n=4 n=5
rango gpgpu’s segs gﬂps segs gﬂps segs gﬂps segs gﬂps
24000 1 23.0 1202 26.7 1035
24000 2 13.7 2018 15.5 1784 18.1 1527
36000 1 76.3 1223
36000 2 41.9 2227 44.8 2083 52.8 1767




bandasr r=1 r=2 r=3
rango segs gﬂops segs gﬂops segs gﬂops
6000 1.51 286.1 2.20 196.3 2.29 188.6
12000 8.6 401.8 9.9 349.1 11.9 290.4
24000 77.7 355.6 64.8 426.7 88.0 312.2





























































tiles/bnds r=3 r=4 r=5 r=6
range gpus cpus n secs gﬂops secs gﬂops secs gﬂops secs gﬂops
24000 2 16 2* 13.8 2003.4 13.6 2032.9 13.2 2094.5 13.9 1989.0
24000 2 16 3 18.6 1486.4 18.3 1510.8
24000 2 16 4 18.9 1462.8 21.3 1298.0 20.6 1342.1
36000 2 16 2* 38.8 2404.9 38.7 2411.1 38.1 2449.1 38.7 2411.1
36000 2 16 3 46.5 2006.6 48.2 1935.9 50.8 1836.8 48.8 1912.1
36000 2 16 4 53.6 1740.8 48.9 1908.2 50.7 1837.1 54.2 1721.6
48000 2 16 3 139.1 1590.1 188.6 1170.9
48000 2 16 4 139.7 1583.3 195.1 1133.7 165.1 1339.7 306.3 721.4

































gpgpu’s cpu’s segs gﬂps segs gﬂps
2 0 17.0 1626 44.7 2087
2 2 20.3 1362 46.3 2015
2 4 18.4 1478 45.0 2074
2 8 17.4 1589 49.5 1885





gpgpu’s cpu’s segs gﬂps segs gﬂps
1 0 30.5 906 86.4 1080
1 2 28.4 974 83.8 1114
1 4 27.9 991 82.9 1126
1 8 29.4 940 94.0 993
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