ABSTRACT This paper reveals novel properties of spectrum of linear delay differential systems, and concerns the stability of a general class of time delay systems. The stability issue can be well characterized by the distribution of spectrum of the associated characteristic equation. Benefit properties on finite and bounded are formulated. And the finiteness condition and distribution boundary are obtained in a practical way. Based on the argument principle, an analytical formula for computing the number of unstable zeros (with positive real part) is deduced, which is determined by definite integral. Moreover, a procedure put no restriction on system except for the delay engendering purely imaginary roots is proposed to investigate the stability of linear time delay systems. At last, typical examples are given to illustrate that the method carried out is reliable and efficient.
I. INTRODUCTION
In control theory, stability test and spectrum analysis of timedelay systems (TDS) have attracted considerable attention during last decades. The presence of delay in a feedback control system leads to a characteristic equation including exponential type transcendental terms, which are called exponential polynomials or quasi polynomials [1] . The exponential transcendentality brings infinitely many isolated roots, which makes the stability issue of TDS a challenging task. However, a vast bulk of fundamental and exploratory results was obtained and reported [2] - [4] . In early days, the stability assessment issues are performed in a fundamental way, such as, Pontrjagin's criterion, D-partition technique, argument principle methods, integral criterion, Nyquist criterion and its equivalent edition Mikhailov criterion. Recently, exploratory researches are conducted through direct method, bivariate polynomials, pseudo delay transformation, frequency sweeping tests and so on. And most of the achievements are committed to reduce the infinite dimension problem to finite one.
In general, these contributions can be divided into two groups. One deals with finding the stability switch boundary and determining the stable region. And another proposes criterion for testing the stability of fixed delay. The former group of studies relies on D-partition technique, while the The associate editor coordinating the review of this article and approving it for publication was Huaqing Li. latter is based on the analysis tools of argument principle. On one hand, the former researchers convert a transcendental equation to an algebraic one such that both have the same purely imaginary roots (PIR) by different techniques, and then analyzing the root-crossing behavior of the original transcendental equation. Then, computation of PIRs and investigation on root-crossing are mainly two aspects of problems. In [5] , the τ decomposition method first divides the delay axis into intervals such that within each interval the same stability character prevails, and then studies the change of stability character of the system as the boundary points of the intervals are crossed. An auxiliary polynomial is constructed for system with single (commensurate) delay in [6] , and the PIRs and root-cross are all determined. It is called the direct method. Moreover, some subtle properties on the number of PIRs and the relation between the root-cross and the order of PIRs are revealed in the significant literature of [7] . The connection between delay-independent stability of linear system with commensurable delays and the roots distribution of an associated two variables polynomial have been considered by Kamen in [8] . For systems with delaydependent coefficients, an overview in the framework of τ -decomposition method is given in [9] . Pseudo delay method considers a bilinear transformation making the computation of PIRs a algebraic one, and the complete stable region are given associating with Routh's array in [10] . In addition, geometry vector method is proposed to investigate the case of multiple incommensurate delays. Both the PIR interval and cross curve are considered in [11] . It is should be noted that, some novelty progress on root-cross have been addressed recently. According to Taylor series expression, completely regular splitting property of double PIRs are stated in [12] . In [13] , the perturbation of operator is introduced to calculate the asymptotic behaviors of multiple PIRs. Moreover, the classical tool of singularity, Newton diagram leads to a simple way to deal with the multiple PIRs as is indicated in [14] . Essentially, this method identifies the regions in axis of the time delay which render the stability of the system. However, it is only effective for the class of LTI systems with a single and commensurable delay. For multiple delay cross talk or incommensurable systems. An effective root finding procedure is required.
Since the argument principle is still valid for the multiple incommensurable delayed system, as it's unstable roots are in finite number. Therefore, the latter scholars rely on the argument principle. And the classical methods used in delay free systems, as for example, Nyquist or Michailov criteria can be easily extended. In [15] , Krall improve the Nyquist criterion and the root locus method in a systems manner for feedback system including open loop delay. Two equivalent formulations of the Mikhailov criterion are introduce in [16] , and the valid application of the two Mikhailov criterion is clearly discussed. In [17] , the 'stability indicative function' is introduced to determine whether or not the system is stable for a given value of a delay parameter. Recently, some other novel results appeared. Hassard gives a formula for counting the number of roots in the positive half plane of the characteristic equation for general linear delayed systems in [18] . Associating with circle criterion, a reliable procedure for the exact number of RHP-zero of an exponential polynomial is addressed by Habbets in [19] . Hwang elaborates a differential equation based numerical algorithm for assessing both the integer and fractional order delayed system using Cauchy's integral theorem in [20] . Vyhlidal modifies the Mikhailov criterion to the case of neutral delay system, and introduces the Poincare-like mapping to facilitate the more demanding argument assessment in [21] . Within the knowledge of the author, most of conclusions relies on a closed Nyqusit-like contour including imaginary axis and a half circle whose radius tend to infinity. It is obviously that the integral region is infinite, which make the computational complexity unexpected. Then the problem comes, could we find a definite boundary of the integral region? It does exist in our work that the right hand side boundary of all the roots of exponential polynomials has been found. And the determination of the boundary is so uncomplicated that the result can be given directly by comparing the sums of coefficient matrix.
The purpose of this paper is to present an effective and analytic algorithm for testing the stability of delayed system. And the novelty of this paper lies in the following three aspects:
1. This paper gives the condition on that there exists only finite number of roots of characteristic equation in RHP.
And present a simple strategy for determine the boundary of those finite roots in a unified form.
2. Some new properties of root loci of certain delayed system are revealed. Once a pair of imaginary roots move into the RHP, they cannot be away from imaginary axis unlimitedly, i.e., all the root loci are in semicircle with a finite radius.
3. The compact formula of the number of unstable roots is derived, and specific algorithm are proposed, which related to the calculation of definite integral.
II. PROBLEM FORMULATION AND PRELIMINARIES
The paper considers a general class of delay differential equation
where 0 = τ 0 < τ 1 < τ 2 < · · · < τ m , a ij are reals. The characteristic equation is as follows:
As is indicated in [22] that, the trivial solutions of (1) are exponentially stable if and only if all the roots of the corresponding characteristic equation (3) have negative real parts. It is obviously that, F(s) corresponds a coefficients matrix
which plays a crucial role in our discussion. Before we proceed on the property of exponential polynomials, some preliminaries of them should be introduced. In the closed RHP, |e −τ i σ | ≤ 1, thus
|a in | is equivalent to the nonexistence of the infinite number of roots of F c (s), so is F(s). Moreover, the finite number of roots in the RHP (with positive real part) must lie in a compact set s ≤ M . Remark 1: Proposition 1 gives the condition on all the systems that are feasible to be stabilized. It tells us that the roots with positive real part of systems such that (4) are finite and distribute in a finite region. That is to say, there is only a finite number of roots of a neutral quasipolynomial even under an infinitesimal change in delays, if (4) holds. It should be noted that, a strong result on computing the supremum of the real parts of characteristic roots is given in [23] . Subsequently, how to determine the boundary of this region becomes the next problem, which is investigated in the following statement. 
With |e −τ i s | < 1 in the RHP,
According to the definition in (5), |a i0 | = 0, and we have the radius ρ = M + 1. It should be noted that conservative result related to Property 2 can be found in [15] , [24] partially. However, the Property 1 is treated like an assumption directly and the results are not considered in a system manner.
Property 2 leads to an intuitive way to compute the radius of spectrum with positive real parts. That is to say, m j is the sum of absolute values of j th column coefficients in matrix L, and M is the maximum of m j . With a given N , we can obtain the ρ directly.
After Property 2, we can define a closed semicircle curve in the following way.
Definition 2: Let ρ ∈ R + , the semicircle C ρ is the part I ρ of the imaginary axis as
and the Jordan curve J ρ is defined as
This Jordan curve J ρ is traversed in counter clockwise direction as depicted in Fig.1 .
Remark 3: The two properties mentioned above recover subtle properties on the distribution of the spectrum of (2). On one hand, all the spectrum of F(s) such that (4), lie in the shadow region in complex plane illustrated in Fig. 1 
III. MAIN RESULTS
The discussion on the properties of spectrum determines a finite region for the spectrum with positive real part. Before we proceed, a powerful tool in complex theory should be introduced.
Lemma 1 [25] : Let J ρ be a closed semicircle contour with radius ρ in counterclockwise direction, then for non-critical delay 2
where N is the number of zeros of F(s) with positive real part inside J ρ .
Remark 4:
It is a special case of the argument principle in [25] for the integral path is a finite one. The characteristic function F(s) is analytic and has no poles inside and on the contour J ρ . Moreover, for non-critical delay, F(s) has no roots on the imaginary axis.
Then, the analytical formula comes to calculate the number of unstable zeros of system (1) . Moreover, it is also convenient to design numerically algorithm in [20] since the integral path is finite.
Theorem 1: Let J ρ be a closed semicircle contour with radius ρ in counterclockwise direction, then the number of 2 Those τ i 's don't engendered PIRs. unstable roots of non-critical delay τ i ,
where
Proof: The integral (9) in Lemma 1 can be expressed in the segment
Following the contour integral formula, the two integrals in (11)
For the symmetrical intervals in (12) , it holds for both ω and θ thatF(ω) andF(θ ) and the derivative are complex conjugate withF(−jω) andF(−θ ) respectively. Due to this symmetry it holds 1 2π
Obviously, Theorem 1 gives an explicit formula for the calculation of the unstable roots. Moreover, the calculation is characterized by the integral of analytical functions in a definite interval. Comparing with the conventional method, the statement in this paper is relatively simple to apply. We now present an algorithm for the general case.
IV. NUMERICAL EXAMPLES
The algorithm removes the infinite integral region by a finite one, which makes the numerical result of MATLAB much more reliable. In order to display the effectiveness, we select several typical examples. 
Algorithm
Step 1: Listing the coefficient matrix L.
Step 2: Computing the m j by adding the abstract values of coefficients in the same column, and
Step 3: Determining the spectrum radius, ρ = 1 + M N .
Step 4: Calculating the integral 
For analytical functions of G(ω) and H (θ), the numerical integrals in a definite interval are done with symbolic operation and the system command (Such as 'int').
We have chosen four nominal points (marked by * ) in different intervals and the numerical results by using MATLAB are as follows:
which is coincidence with the conclusion.
Example 2: As is indicated in [6] that, the delay dependent stable interval of the system
is (π/2, π √ 2) and (2.5π, 2π √ 2), which can be seen in Fig. 3 . In this case, the parameters M , N are obtained intuitively, and the spectrum radius ρ = 3. The number of unstable roots is equal to 
V. CONCLUSION
The issue of stability of multiple delayed systems is more complex due to the calculation of the number of unstable roots. Our paper presents an explicit formula with the delay (or other time-invariant parameters) being the independent variable. The feasibility relies on the bounded and limited condition on the distribution of spectrum, and reliable algorithm is proposed in a system manner. In practice, some irrelevant numerical errors need to be improved. And the optimization algorithm is required for large distribution radius. Meanwhile, a special case has been pointed out in [28] that, the rightmost eigenvalue is always real. Thus, the future work is to determine if our result can be further refined for the case when the system has positive characteristics roots.
