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AESSTRACT 
We study the solutions X to the quadratic operator equation XBX + XA - DX - C 
=0 via the invariant subspace structure of an associated operator matrix. We 
translate a theorem of R. G. Douglas and C. Pearcy into a characterization of the 
isolated solutions to the matrix equation XBX + XA - DX - C =O, and we discuss 
conditions which ensure that the equation has a unique solution. 
Let H and K be complex Hilbert spaces with A in B(H), D in B(K), B in 
B(K,H), and C in B(H,K), where B( , ) denotes the set of bounded linear 
transformations from the first coordinate space to the second. We study the 
operator equation 
F(X)=XBX+XA-DX-C=O (1) 
for X in B(H,K). The study of (1) is important for many applications, 
including the quadratic eigenvalue problem and aspects of the theory of 
optimal control (see [4], [2], and the bibliographies there). 
It is well known that if K is a solution to (1) such that the derivative 
F’(K) is invertible, then K is an isolated solution, i.e., there is a ball about K 
(in the operator topology) which contains no solutions to (1) other than K. 
Moreover, F’(K) is invertible if and only if the spectra of A + BK and 
D - KB are disjoint. We seek a characterization of the isolated solutions to 
(1) which will contain this sufficient condition for isolation in a natural way. 
For X in B(H,K), 9 (X) denotes the graph of X. If M is a subspace 
(closed, by definition) of H@K, then Phi represents the orthogonal projection 
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of H@K on M. The collection of such subspaces is given the metric 
d(M,N)= llP~-Pr4 d e ermined t by the operator norm on B(H@K). The 
symbol I is reserved for an identity operator or matrix. 
Our basic tool in this investigation is not new, but we include a proof 
because we lack a convenient reference. 
THEOREM 1. Let the function g from B(H,K) to the collection C of 
subs-paces of H@K be given by g(X) = U(X). Then g is a homemrph~m 
between B(H,K) with the opemtor topology and {MEC: ]IP,-P,]]<l}. 
Moreover, d (X) is in~uriunt foT 
in B(H@K) if and only if X satisfies (1). 
Proof. Suppose X belongs to B(H, K). The assertion about the invariance 
of < (X) for T is easily verified, and g is clearly one-to-one. The continuity of 
g and g- ’ follows from the easily checked fact that the projection of HGIK 
on L! (X) is given [6] by 
where L=(I+X*X)-‘. 
Now 
IIP-PHII =max 
[l, p. 961. The second supremum is 
where 
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that is, ]Xx12= 1 -1x12. S ince X is bounded, Ix] is uniformly bounded away 
from 0. Thus the second supremum is less than one. 
On the other hand, if 
supj(Z-P)( ;)I =l, 
then 
inf P i 
I ( )I 
=o. 
That is, 
inf tix =O, 
I( )I 
contrary to the fact that L is bounded below. Thus [P-P,1 < 1 as claimed. 
Now we must show that every M in C with IP, - PnI = a < 1 is such a 
graph subspace. Suppose y belongs to M. Then I( Z - Pn) y I = ](Phl - Pn) y ] < 
a] y], so that ]Pn y12= I y12- /(Z-Pn) y12 > (1- u2)l y12. Thus P, is bounded 
below and P,[M] is closed. Let ( , ) denote the inner product in H@K. If x 
belongs to H and (x, P, y) = 0 for all y in M, then 0 = (Pnx, y) = (x, y) implies 
that if I(PM - P,)x] = Ix], th en x = 0. Thus P is an invertible operator from M 
onto H. It follows that M = 4 ((I - Q ) Q - ’ 7, where Q is the restriction of P, 
to M, because x belongs to M if and only if x= Qx+(Z-Q)Q-‘x. n 
If T is a linear operator on a Hilbert space, an invariant subspace for T is 
said to be “isolated” if it is not a limit of other invariant subspaces in the 
metric induced by the distances between projections. 
From this point on, we assume that H and K have finite dimension. We 
now state the result from Sec. 4 of [3] which we wish to translate into a 
theorem about matrix equations. 
THEOREM (DOUGLAS, PEAFCY). Let T be a linear operator on a finite-di- 
mensional complex Hilbert space. An invariant subs-pace L for T is isolated if 
and only if each summand M in the primary o!.ecornposition fm T (i.e., each 
generalized eigenspace for T) satisfies either 
(i) M contains a cyclic vector for T, or 
(ii) MnL={O} or M. 
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In view of Theorem 1 (and returning to the notation there), we may now 
deduce 
THEOREM 2. If H and K are finite-dimensional and K is a solution to 
(l), then the following conditions are equivalent: 
(i) K is an kobted solution to (1). 
(ii) Every rwncyclic summund M in the primary decomposition for 
sutisfies Mn H= (0) or M. 
(iii) Each common eigenvalue fm A + BK and D- KB has geometric 
multiplicity one for T. 
Proof of Theorem 2. Making the change of variable Y = X - K, we 
obtain from (1) the equation 
YBY+Y(A+BK)-(D-KB)Y=O. (2) 
From Theorem 1 we see that the equivalence of (i) and (ii) is exactly the 
Douglas-Pearcy result. 
Notice that A + BK and D - KB have a common eigenvalue X if and only 
if the corresponding generalized eigenspace M for T does not satisfy M n H 
= (0) or M. This is because the characteristic polynomial for T is the 
product of the characteristic polynomials for A + BK and D - KB, and 
because the number of factors equal to x -X in the characteristic polynomial 
is exactly the dimension of the generalized eigenspace for A. 
On the other hand, M is cyclic if and only if it is the generalized 
eigenspace for an eigenvalue with multiplicity one. Thus (ii) and (iii) are 
equivalent. n 
EXAMPLES. 
(1) The fact that the eigenvalue 1 has geometric multiplicity one for 
L 0  1 0 1  0 1 
I 
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corresponds to the fact that is an isolated solution to 
(31 4 “y)+( ;I-((: i)( “y)=@ 
which has 0 
( 1 
as its only other solution. 
(2) Let us>!&ermine which idempotents are not limit points for the set of 
all idempotents on a finite-dimensional space H. Applying Theorem 2 to 
X2 - X = 0, we conclude that an idempotent E is an isolated idempotent if 
and only if any common eigenvalues for E and I- E have geometric 
multiplicity one for 
acting on HCBH. It is easily seen that E and Z - E have eigenvalues in 
common if and only if E#O or Z (hence dimH > 1). In this case any nonzero 
vector of the form ( (Z_xE)x) is an eigenvector for M. It follows that every 
idempotent other than 0 or Z is a limit point for the set of idempotents. 
We now turn our attention to the question whether a particular solution 
to (1) is unique. 
THEOREM 3. A solution K to (1) is unique if every generalized eigen- 
space M for 
satisfies one of the following conditions: 
(i) McH, 
(ii) Mn H= (0) and the eigenvectors for T in M are contained in K, or 
(iii) M is cyclic and the invariant subspace for T in M which has 
dimension equal to 1 + dim(M n H) contains a rwnzero element of K. 
Proof. Suppose the solution is not unique. Then 0 is not the unique 
solution to YBY+Y(A+BK)-(D-KB)Y=O. By Theorem 1, T has an 
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invariant subspace Nf H whose distance from H is less than one. Then 
NIT K = {O}. N is the (not necessarily orthogonal) direct sum of its intersec- 
tions with the generalized eigenspaces for T, so we can choose one of these 
generalized eigenspaces M in such a way that NnM is not contained in H. 
N n M contains an eigenvector for T, so M does not satisfy (ii) either. Finally, 
(iii) would imply th at every subspace of M not contained in H contains an 
element of K, and this is violated by N n M. m 
We immediately obtain the following 
COROLLARY 1. Suppose euch generalized eigenspace for T is either 
contained in H, contained in K, ur cyclic and orthogonal to every other 
generalized eigenspace. Then K is the unique solution to (1). 
From Corollary 1 and Theorem 2 we may deduce 
COROLLARY 2. lf the primary summunds for T are mutually orthogonal, 
then a solution K to (1) is unique if and only if it is isolated. 
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