Research on speech and emotion is moving from a period of exploratory research into one where there is a prospect of substantial applications, notably in human-computer interaction. Progress in the area relies heavily on the development of appropriate databases. This paper addresses four main issues that need to be considered in developing databases of emotional speech: scope, naturalness, context and descriptors. The state of the art is reviewed. A good deal has been done to address the key issues, but there is still a long way to go. The paper shows how the challenge of developing appropriate databases is being addressed in three major recent projects--the Reading-Leeds project, the Belfast project and the CREST-ESP project. From these and other studies the paper draws together the tools and methods that have been developed, addresses the problems that arise and indicates the future directions for the development of emotional speech databases. Ó 2002 Elsevier Science B.V. All rights reserved.
The context
Research on speech and emotion is moving from a period of exploratory research into one where there is a prospect of substantial applications, notably in human-computer interaction.
A recent ISCA workshop discussed the changes that were needed to make that transition (Cowie et al., 2000a; www.qub.ac .uk/en/isca/index.htm). The most widely agreed priority was a change in the scale and quality of databases.
There are many problems surrounding database development, some of which may not become obvious until it is too late. This paper aims to articulate key lessons from existing projects, so that new database projects can learn from them. In addition to providing a broad overview of sources, the paper takes three major projects as case studies. They are the Reading-Leeds Emotion in Speech project, which collected the first large scale database of naturally occurring emotional speech and devised a speech labelling system Roach et al., 1998; www.linguistics. rdg.ac .uk/research/speechlab/emotion/); the Belfast project (Cowie et al., 2000a; Douglas-Cowie et al., 2000) , which assembled the first large audio-visual database of emotion as part of the Principled Hybrid Systems and Their Application (PHYSTA) project (Cowie et al., 2001 ; www.image.ntua.gr/ physta/); and the CREST-ESP project (www. isd.atr.co.jp/esp) which is currently developing a database of ''expressive speech'' in English, Japanese and Chinese, for the purpose of expressive speech synthesis. The co-authors of this paper have been involved in developing these databases.
The discussion is organised around four broad questions. First, what should the scope of speech and emotion databases be, both in terms of numbers of subjects and in terms of the range and numbers of emotions? Second, what should the nature of the material be--natural or acted, deliberately induced by the researcher or culled from existing sources? Third, what kind of context needs to be provided for episodes that carry vocal signs of emotion--considering both the time course of emotional episodes and the other modes of information (verbal, facial, etc.) that accompany vocal signs? Finally, what descriptors should we attach to the speech and to the emotional content of the databases?
Satisfactory answers depend on assimilating information from diverse sources. In the rest of this section we identify key sources. Four bodies of literature are relevant. These deal with existing emotional speech datasets and descriptions of them; the psychological literature on emotion; sources concerned with speech data collection in general; and applied research on speech synthesis and recognition. To these we add two informal sources--the debate and discussion among researchers that took place at the ISCA workshop, and our own practical experience in putting together databases of emotional speech. The next section of the paper then discusses each question in turn, in the light of the sources that have been outlined.
Most of the literature on emotion in speech is underpinned by sources that we call ÔdatasetsÕ rather than ÔdatabasesÕ. They are comparatively small-scale collections of material, typically created to examine a single issue, and not widely available. These datasets yield both positive and negative lessons. Positively, they incorporate methodologies and descriptive tools that are potentially valuable for a new generation of databases. Negatively, they highlight problems, particularly problems to do with scale, validity, and generalisability.
The psychological literature on emotion might be expected to have a major influence on the selection and description of emotions for database research, but that has not always been the case, and when psychological ideas are invoked, they are often dated. The paper notes some of the ways that recent psychology impinges on databases: an extended discussion of the topic is provided by Cowie and Cornelius (2003) .
Several efforts within the speech community are relevant to data collection. Socio-linguists have emphasised the importance of appropriate fieldwork techniques (Milroy, 1987) . Corpus linguistics and speech recognition research illustrate the benefits of large shared databases (McEnery and Wilson, 1996; ten Bosch, 2000) . Finally COCO-SDA, The International Committee for the Coordination and Standardisation of Speech Databases and Assessment Techniques, which promotes collaboration and information exchange in speech research, has recently adopted emotional speech as a future priority theme (www.slt.atr.co.jp/cocosda).
Our fourth set of sources relates to the growing emphasis on applications in the area--the syn-thesis of emotionally coloured speech and recognition of emotional speech. That orientation brings to the fore questions that pure research might overlook--for instance, is a successful application likely to depend on considering speech as only one of several mutually supportive information sources, and therefore on the availability of multi-modal databases (i.e. necessitating the collection of visual as well as audio material)? We argue that rather than pure and applied emphases being in conflict, each stands to benefit from awareness of the other.
A final source of information is informal discussion, particularly at the ISCA workshop on Speech and Emotion (op. cit). Many of the participants at the workshop expressed concerns about the collection and description of emotional speech, and the discussions helped to identify common concerns.
From those sources, we draw an assessment of the issues to be addressed in database development. That assessment then provides a framework for discussing current datasets, and the developments that are needed.
Content and descriptors: needs and issues
Four main issues need to be considered in developing a database--the scope, naturalness and context of the content; and the kinds of descriptor it is appropriate to use. This section explains what the terms mean and why the issues are important. Recognition is also given to the practical issues of format and distribution.
Scope
We use the term ÔscopeÕ to cover several kinds of variation that a database or dataset may incorporate, notably number of different speakers; language spoken; type of dialect (e.g. standard or vernacular); gender of speakers; types of emotional state considered; tokens of a given state; social/functional setting. These kinds of variation are potentially important for any attempt to generalise. The issue would be less pressing if signs of emotion in speech were highly consistent across individuals and occasions. There do seem to be facial signs of emotion that are effectively universal (Ekman, 1994) , and there are reasons to expect that the same is true of at least some vocal signs (Williams and Stevens, 1972) . But a recent review of the literature (Cowie et al., 2001) shows that although some features are remarkably consistent across studies, others are quite variable. The findings for hot anger seem consistent, as do those for joy/elation. But there are inconsistencies for most other emotions and emotion-related states that have been studied at all frequently. Sadness generally seems to be marked by a decrease in mean F 0 , but there are cases where there is no change, and a source not covered in the review shows an increase (Pereira, 2000a) . It is often reported that fear is marked by an increase in F 0 range and speech rate; but there are contradictory findings for both for variables. Studies of disgust report both an increase in mean F 0 and a decrease in mean F 0 . For boredom, speech rate has been reported both to increase and to decrease.
Some variations may simply reflect inconsistent procedure or interpretation of emotion categories, or differences between real and simulated data. Others, though, seem likely to reflect real differences in the vocal expression of emotion, from speaker to speaker, from culture to culture, and across genders and situations. Comparisons between languages and cultures are limited, but they suggest substantial differences. For example, in Japanese society, an open display of emotion may be considered anti-social or ''selfish'' behaviour, and it is considered normal to show a smile when angry or embarrassed. This may be partly responsible for the ''inscrutable'' image sometimes referred to by westerners. On the other hand, the implicit expression of emotion by use of pressedvoice is often used to show positive concern or to display sympathy for the listener (for general discussion of relevant Japanese cultural differences see (Marcus and Kitayama, 2001) ). Gender is recognised as a key socio-linguistic variable (Trudgill, 1983) . It would be surprising if it were not important in emotion too, and there are some indications that it is (Brend, 1975) . The same is true of what we have called social setting, i.e. the relationship that governs interaction between speaker and listener. At the most basic, the normal setting for vocal expression of emotion is dialogue. Monologues may be easier to control, but they cannot be expected to reveal all the features that will occur in dialogue. At a finer level, it seems quite likely that what is accepted as business-like in a task-oriented setting would convey irritation in a sociable one.
The importance of variation depends on research goals. For the purpose of synthesis, it may well be enough to study a single speaker, so that his or her methods of expressing emotion can be modelled. On the other hand, research aimed at recognising emotion needs databases that encompass as many as possible of the signs by which a given emotion may be expressed. Failure to address that issue may contribute to the notorious difficulty of recognising emotion from speech in anything approaching a naturalistic context (Batliner et al., 2000) . Conversely, speech synthesis needs to understand how linguistic context can affect expression, whereas recognition may only need to identify the contexts in which emotion can be reliably inferred. Pure research has freedom to choose how it approaches those issues, but individual researchers should be explicit about the choices they make.
A second aspect of scope relates to the range of emotions considered. It seems fair to say that the default option is to consider a relatively small set of ÔbasicÕ emotions, the most obvious being fear, anger, sadness and happiness. Certainly many participants at the ISCA workshop appeared to regard that type of approach as self-evidently correct. It reflects the popular theory that a few universal types underlie the whole of emotional life. Sophisticated versions of the theory have substantial support (Ekman, 1999) , but its application to speech cannot be taken for granted, for a number of reasons. Emotional life in general is modulated by strong cultural influences (Harr e e, 1986) and constrained by Ôdisplay rulesÕ (Ekman and Friesen, 1969) . Since speech is a cultural activity par excellence, signs of emotion in speech may well be particularly subject to cultural influences. Also, speech in daily life tends to express moderate emotional states rather than full-blown basic emotions. These issues are covered more fully by Cowie and Cornelius (2003) .
The states that seem most practically important are often emotion-related rather than pure emotions per se. In terms of speech synthesis, it is unclear why we should want to synthesise fullblown fear or anger or sadness. Milder forms of expression are more likely to be required, including what Scherer calls interpersonal stances, such as friendliness, interest, and pleasure (Scherer, 2000) . Similarly, ÔstressÕ is practically important, and has already attracted a good deal of research (Johannes et al., 2000; Fernandez and Picard, 2000) .
Those observations suggest that the emotional scope of databases needs to be thought through carefully. Since standard lists contain more than a hundred words for (non-basic) emotions (Cowie et al., 2001) , the scope may have to be very large. It is presumably possible to work with a smaller number of ÔlandmarkÕ states and interpolate, but establishing a set of landmarks that is appropriate for speech research is an empirical task, which itself depends on access to data that spans the known range of emotional states.
Naturalness
The easiest way to collect emotional speech is to have actors simulate it. The difficulty with that approach is that strikingly little is known about the relationship between acted data and spontaneous, everyday emotional speech.
It is certainly true that good actors can generate speech that listeners classify reliably. Material studied by Banse and Scherer (1996) , for example, produced recognition rates of 78% for hot anger, 76% for boredom and 75% for interest, though scores for other emotions were lower with an average recognition rate of 48% across 14 emotions. However, that kind of evidence does not establish how closely the speech mirrors spontaneous expression of emotion.
There are many reasons to suspect that there are systematic differences between acted and natural emotional speech. Acted speech is often ÔreadÕ, not spoken, and read speech is well known to have distinctive characteristics (Johns-Lewis, 1986 ).
Neither the words nor the phrasing are typically chosen to simulate emotional speech. The typical form is a non-interactive monologue, and so interpersonal effects are not represented. The context is typically minimal, so the material does not indicate how vocal signs of emotion build and fade over time, or relate to other kinds of signal.
It would therefore be unsurprising if attempts to express emotion under these very atypical circumstances had very atypical features. At one extreme, it may amount to caricature (which would, of course, make for high recognition rates). Skilled actors who are engaged in an interpersonal drama may be a different matter. Our intuition is that even their performances would not usually be confused with truly natural behaviour. Once again, the only way to establish the point is by reference to databases of naturally occurring emotion.
The price of naturalness is lack of control. Emotion has an unpredictability that makes it difficult to collect samples of people in a target state, whether it is induced or spontaneous. Particularly if it is spontaneous, identifying the emotion that is being expressed becomes a substantial issue. Some applications (e.g. concatenative synthesis) need phonetically and prosodically balanced data sets, and it is difficult to imagine easily achieving that kind of balance with truly natural speech. The long-term solution to those problems may well be ÔbootstrappingÕ, i.e. using truly natural material to guide the production of material that is acted, but genuinely close to nature.
Again, research goals matter, and in some cases, naturalness may actually not be the relevant goal. For instance, a simulated newsreader should presumably produce the kind of modulation that a real newsreader does rather than simulating genuine fury or grief.
Context
There is direct evidence that listeners use context to determine the emotional significance of vocal features (Ladd et al., 1986; Cauldwell, 2000 
Descriptors
Constructing a database requires techniques for describing the linguistic and emotional content on one hand, and the speech on the other.
The requirements for accurate labelling of emotional content may interact with naturalness. Acted material may well be adequately described in terms of category labels such as sad, angry, happy, etc. Natural databases, though, are likely to involve gradation in and out of emotional peaks, coincidence of different emotions, and relatively subtle states (e.g. Ôvengeful angerÕ). The result is a serious tension between faithful description and statistical tractability. The psychological literature offers alternative ways of describing emotion that may ease the problem, and we return to developments in that area in Section 4.
In terms of speech descriptors, two issues stand out. First, coding needs to acknowledge the full range of features involved in the vocal expression of emotion, including at least voice quality, prosody and non-linguistic features such as laughter, crying, etc. Second, it needs to describe the attributes that are relevant to emotion. A fundamental choice is between categorical descriptors (e.g. ToBI) and continuous variables. The relative merits of the two types remain to be resolved.
If databases are multi-modal, then additional types of label (e.g. facial and gestural) may also be needed. There are now well-established standards for describing relevant facial gestures, in particular, the FACS model (Ekman and Friesen, 1978) , from which derives the ISO MPEG-4 standard (1996).
Accessibility
The value of a database increases enormously if it is available to the whole speech community, so that effort does not need to be duplicated, algorithms can be compared on the same data, and so on. Two main issues have a bearing on availability: format and ethics.
The format of the data files needs to be standard and/or transparent. This applies not only to formats for coding raw material (e.g., wav), but also to the coding of descriptors. Experience suggests that the temptation to adopt ad hoc conventions can be overwhelming. Format also needs to encode all relevant details. For instance, MPEG files have obvious advantages in terms of storage and transmission, but it is less clear whether they provide full enough information about the signal or the details of its collection.
More fundamental are problems of ethics and copyright, particularly with natural data. Natural emotional data is often very personal, and subjects may object to wide circulation. Radio and television provide rich sources, in chat shows, documentaries, etc., but accessing them raises serious copyright problems.
It is clear that there are challenges in assembling and describing databases of the type that meet the needs we identify. We turn to look at the state of the art in more detail.
Datasets: the status quo
This section attempts to set out the current state of the art in terms of datasets of emotional speech. It does so in the form of a table and accompanying text. The table is not intended to be an exhaustive description of every dataset--rather to indicate the kind of data that has been used to date in research on speech and emotion. On one hand, it aims to convey how limitations at that level currently limit the conclusions that can be drawn: on the other, it draws attention to the range of techniques for collecting and describing data that have been explored. Three of the key points identified above--scope, naturalness and context--are addressed within Table 1 . The issue of descriptors is discussed separately.
The table is designed to give key information briefly. The identifier for the dataset may be either a general name, a literature reference or a website. Scope covers number of subjects, emotions considered, and language involved (to indicate the cultural range of existing datasets). Under Ônatu-ralnessÕ, we include several categories--simulated, semi-natural and natural; scripted or unscripted; and type of material (e.g. passages, sentences, numbers). ÔSemi-naturalÕ covers a variety of techniques that might be expected to generate something between outright simulation and total naturalness: examples are given as appropriate. Under context we note whether there is any attempt to address the issue of emotional development and change over time, and whether the data is audio or audio-visual.
The table is organised in terms of the simulated/ semi-natural/natural distinction, beginning with sources that are unequivocally acted, and moving through various intermediate types to sources that are fully natural. A number of general points can be made about the material. They are summarised under the headings explained in the previous section. Some involve the limitations of available resources, but there are also indications that there is movement towards consensus on some key issues.
Scope
Historically, most studies have been limited in scope, in terms of number of speakers, range of languages, and emotions covered. However, there are exceptions, though rarely in all respects, and recent studies show increasing recognition of the need for scope at least in terms of numbers of speakers--including the studies considered more fully in Section 4.
The number of subjects studied has tended to be small, so that it is difficult to gauge the extent of inter-subject variability. The possibility of gender effects compounds the problem. Samples are sometimes balanced for gender as in the Berlin corpus (www.kgw.tu-berlin.de/) and the Hebrew corpus (Amir et al., 2000) , but the total numbers are often not large enough for useful statistical comparisons on the basis of gender (Berlin corpus, 5 males, 5 females; Hebrew corpus, 16 males, 15 females; van Bezooijen (1984) , 4 male, 4 female; Banse and Scherer 6 male, 6 female), though there are exceptions (Tolkmitt and Scherer, 1986; France et al., 2000) .
With respect to languages, the picture divides into two parts. Most work has been done on the Germanic languages. Coverage for other language groups is sparse, though there are datasets for Spanish, Russian, Hebrew, Korean and Japanese. As a result, it is difficult to gauge how many of the relationships that the literature describes may be specific to single relatively homogeneous cultural milieu. Less obviously, it seems likely that even within Western Europe, most of the information available relates to educated individuals using standard variants of the languages involved. There could easily be considerable socio-linguistic variation in the expression of emotion within a single country; for example, it is commonly thought that non-standard speakers make more use of expletives to signal intense feelings. If that were so, the available data would not show it.
The picture is quite complex with respect to the scope of emotions covered. A few core states are considered in a wide range of studies--anger, happiness, sadness, fear and neutrality (with disgust on the margin of the group). However, the table suggests a good deal of dissatisfaction with the default approach of collecting datasets that cover only that kind of range. Two main alternatives emerge. Some investigators have moved towards a fuller coverage of the range of emotions, using a larger number of emotion categories (often about a dozen), and often distinguishing between forms of some core emotions. It is increasingly recognised that hot and cold anger are distinct, and different forms of happiness (such as elation and contentment) are sometimes separated. A few also distinguish more and less intense forms of a single emotion. In the other direction, a number of investigators have chosen to study a relatively narrow range of emotional states in depth rather Banse and Scherer (Banse and Scherer, 1996) 12 (6 male, 6 female) than attempting to cover the whole gamut. Several studies focus on stress (Fernandez and Picard, 2000; Tolkmitt and Scherer, 1986) . A number of other significant studies, not in the table, are also stress oriented (for example Bonner, 1943; Karlsson et al., 1998; Roessler and Lester, 1979; Johannes et al., 2000) . In addition, the Geneva group has reported a study of travellers who had lost their luggage in Geneva airport, where predominant emotions were stress and anger (Scherer and Ceschi, 1997; Scherer and Ceschi, 2000, see table) . Several studies also focus on depression-related states including France et al. (see table) , and three studies not included in the table (Hargreaves et al., 1965; Stassen et al., 1991; Frolov et al., 1999) . Either of the alternative strategies can be defended, but both clearly need development. The multi-emotion strategy needs agreement on a descriptive system that provides acceptable coverage of the range of commonplace emotional states. If different investigators choose different sets of categories or dimensions, it becomes frustratingly difficult to integrate data across studies. The selective strategy needs to establish ways of checking whether signs that are distinctive within the database are shared with states outside it. An observation by Cowie et al. (1999b) illustrates why the issue matters. Vocal features that are typical of depression seem to be shared with poor reading, raising the prospect of potentially serious confusion.
Naturalness
The table shows that research has relied relatively heavily on material that is acted and involves read, non-interactive material--typically consisting of non-emotional text.
There are datasets that include fully natural speech in emotion-related states. They are often quite large, but conversely, they tend to deal with a rather specific type of state, which is often not emotion in a strict sense. The Vanderbilt II database (used in France et al., 2000) covers depression and suicidal states. There are others not listed in the table. The SUSAS database (Hansen and BouGhazale, 1997 ) covers stress. The database used by Slaney and McRoberts (1998) covers mother-child interactions, which it has been argued are vocally related to emotion (Trainor et al., 2000) . More directly related to emotion, but still narrowly focussed, is the Geneva groupÕs recording of travellers who had lost their luggage (see table) . The projects covered in Section 4 stand out in contrast as studies that cover genuinely natural speech in a broad range of emotional states.
A considerable proportion of the work involves intermediate strategies--labelled semi-natural in the table. Examples in the table show that studies at the artificial end of this group use actors to read material that lends itself to the required emotion (McGilloway, 1997) . The Belfast structured database (Douglas- moves nearer naturalness in that the texts to be read are taken from the natural Belfast database, so that their vocabulary and phrasing are appropriate to the emotion. Beyond that, AmirÕs subjects (Amir et al., 2000) recall particularly emotional events in conducive contexts. The technique still falls short of naturalness, though. Recalling fear in a secure laboratory may generate real emotion, but it is very unlike facing a real and present threat to life and limb; Stemmler (1992) has shown that the distinction matters physiologically. More realistic in that respect are studies that involve laboratoryinduced emotions. A range of techniques are used such as solving maths problems aloud under different levels of stress in a simulated environment (Fernandez and Picard, 2000) and responding to unpleasant pictures (Tolkmitt and Scherer, 1986) . Note, though, that these techniques can force the verbal content into a very specific and atypical mode. Studies of a similar type, not described in the table, are (Scherer et al., 1985; Bachorowski and Owren, 1995; Karlsson et al., 1998) .
The overall situation is not so much a movement away from acted material as a recognition that it needs to be complemented by other sources. Acted material continues to be collected and used by sophisticated teams. However, increasing attention is being paid to methods of ensuring that the acted and semi-natural material is an adequate reflection of reality. Fully natural databases that can be used as a comparison or an aid to development are an integral part of that strategy. Much of the material in the table is singularly devoid of context--purely audio recordings of short utterances with neutral semantic content and a preset linguistic structure. However, several projects have addressed context-related issues directly or indirectly, and they help to highlight significant issues.
Several datasets do contain vocal signs in relevant semantic contexts. Not all of those contain appropriate structural context: for instance, the passages used by McGilloway (1997) are in a literary style that seems unlikely to reflect the phrasing of spontaneous emotional speech. Batliner et al. (2000) have outlined a proposal for using speech in the context of semantic and structural sources.
Related to semantic content is communicative intent. Fridlund (1994) in particular has questioned the usual assumption that signs of emotion essentially reflect inner states. Instead, he argues, they are expressive displays with social motives. If so, it is a serious problem that even the semi-natural datasets rarely locate expressions of emotion in anything approaching a credible communicative context.
The great majority of the datasets are purely audio, presumably because investigators have generally assumed that audio and visual channels function independently. However, several projects have considered audio-visual material--the Geneva group (Scherer and Ceschi, 1997; Scherer and Ceschi, 2000) ; Polzin and Waibel (2000) ; and the Belfast group (see Section 4).
The issue of temporal context is not often considered explicitly, but the way naturalistic studies select units for coding implies intuitions about the patterns that need to be considered. Several different strategies are represented. The units considered by Amir et al. (2000) are both relatively long and relatively homogeneous--monologues on a single emotive subject, lasting a minute each. Polzin and Waibel (2000) consider much shorter units, single sentences, but also require them to be emotionally uniform. The Reading-Leeds database considers ÔturnsÕ which average about 15 words, and may contain marked internal variation in emotional tone. The Belfast naturalistic database uses ÔclipsÕ that may contain several turns, and pairs emotional clips with a relatively neutral one from the same speaker. Section 4 gives more information. It is revealing that none of the groups consider more than about a minute of speech necessary to contextualise signs of emotion.
Descriptors
Section 3.1 above deals with the most salient group of issues surrounding description of emotion, hinging on the choice of a suitable set of category labels. Psychology offers a well-developed alternative in the form of dimensional approaches: for details, see (Cowie and Cornelius, 2003) . It has been used in a few studies of speech, particularly the Belfast naturalistic study, which is presented more fully in Section 4. Speech descriptors are not specified in the table. They varied enormously. In most studies, a few descriptors were selected, with relatively little comment on the choice. As a result, it is difficult to form a cohesive summary of the dimensions on which speech varies. However, there seems to be clear evidence that continuous acoustic measures can support automatic discrimination. Measures related to pitch, intensity, spectral shape, and timing all contribute (Banse and Scherer, 1996; Amir et al., 2000; Batliner et al., 2000; Polzin and Waibel, 2000; Cowie and Douglas-Cowie, 1996) . A few groups have tried to develop a systematic framework that captures the full range of relevant properties--the Belfast and the Reading groups, whose approaches are considered in the next section, and the Geneva group.
The task of describing speech for emotion recognition clearly overlaps with more standard speech description tasks. Sophisticated tools have been developed for corpus annotation, and some use is made of them in connection with emotion (Polzin and Waibel, 2000; the Reading-Leeds project 1994-98) . Recent developments in corpus technology are clearly of interest (Bird and Harrington, 2001 ). However, the case studies considered in the next section make the point that capturing the features relevant to emotion is a distinctive task, and probably requires developments that are specific to it.
Overview
Reviewing the sources on which it is based, it is clear that contemporary knowledge about speech and emotion is likely to be incomplete in multiple respects. On the other hand, a good deal has been done to identify the kinds of development that are needed. The next section considers three projects that have responded to that challenge.
Towards a new generation of databases
Three databases--the Reading-Leeds database (www.linguistics.rdg.ac.uk/research/speechlab/emotion/; Greasley et al., 1995; Roach et al., 1998) , the Belfast database (Douglas- Cowie et al., 2001 ) and the CREST-ESP database (www.isd.atr.co.jp/esp)--are reviewed here in some depth. They are described in chronological order. The Reading-Leeds database pioneered large-scale naturalistic data collection. The Belfast database was influenced by it, but added an audiovisual dimension and explored more quantitative descriptive strategies. The CREST database is a third generation project, taking up ideas from the previous two, but applying them in a different context.
The databases represent some of the most sustained efforts to overcome core problems facing the field. In particular, they have set out to obtain genuinely natural data on a substantial range of emotions, and systematically addressed the problems that arise from that decision. Both the solutions that they have developed and the problems that remain are significant for the field as a whole.
The Reading-Leeds database
The project (ESRC grant no. R000235285) was begun in 1994 to meet the apparent need for a large, well-annotated body of natural or nearnatural speech stored in an orderly way on computer. The project made advances in three broad areas. First, it identified types of natural material where phonetic marking of emotion was (and was not) evident. Second, it established some broad characteristics of that kind of material. Third, it developed principled techniques for annotating both the emotional content of the material and the features of speech that might carry emotional information. In the process, it revealed major difficulties in a number of areas.
Different aspects of the project were handled by the Speech Research Laboratory of the University of Reading, and the Department of Psychology at the University of Leeds, and the material is lodged in the ESRC Data Archive.
The essential aim of the project was to collect speech that was genuinely emotional rather than acted or simulated. The ideal recording was a passage of speech in which the speaker could also be heard speaking relatively normally so as to provide a baseline for comparison with the affected portion. Although the researchers were aware that this strategy would create serious problems in terms of the control of variables, and would severely limit the possibility of using statistical analyses on the results, it was felt that the value of having ÔgenuineÕ emotions being expressed would outweigh these disadvantages. It was also assumed that the speech should exhibit phonetic effects that could be causally ascribed to the effect of one or more emotions.
At the beginning of the project, a pre-existing body of data was expected to serve as the foundation of the corpus. It contained recordings of people being interviewed by a psychologist, who was asking questions about their emotional state in relation to particular stimuli. In fact, the information in that material turned out to be almost wholly negative. Most of the recordings turned out to be rich in verbal descriptions of emotional states, but very impoverished in terms of phonetic exponents of the states. The material was not analysed in detail, and other sources were explored. Nevertheless, it has been included in the corpus of recordings. It indicates that speech may convey an impression of emotionality without using phonetic marking to any great extent--reinforcing the point made earlier that there may be non-trivial interactions between verbal and pho- netic markers of emotion (such as trade-off, i.e. speakers tend to avoid giving both). The source which did provide emotional marking was broadcast material. Most of the recordings in the database consist of unscripted interviews in which speakers have been induced by interviewers to relive emotionally intense experiences. A typical example of such material is Esther Rantzen interviewing a man whose daughter was murdered. Laughter while speaking was recorded from speakers taking part in broadcast panel games. In addition, some other broadcast material was included where it was felt that the speaker was genuinely affected by emotion (e.g. the commentary of the Hindenberg Disaster).
The total amount of recorded material in the corpus is 264 min; of this, 78 min has been annotated with phonetic/prosodic information, while 72 min has been given psychological coding. In summary, the total amount of data that has received some useful annotation that could be valuable in research in emotional speech is 81 min. A further 183 min is included in the corpus but has not been analysed.
The psychological character of the material was explored in a series of three studies conducted by the Leeds group. The first study (Greasley et al., , 2000 considered the complexity of emotions in naturally occurring speech. It compared the free-choice codings (by word or phrase) of stretches of emotional speech with fixed-choice codings (choosing from five basic emotion labels). Results indicated that the fixed-choice labelling was adequate to capture subjectsÕ responses to some extracts, but not to others; hence it is probably necessary to include both levels in a database.
The second study (Greasley et al., 2000) highlighted the problem of studying the contribution of speech to emotional effect when the verbal content is also emotional. Respondents used Osgood et al.Õs (1957) dimensions (Evaluation, Potency and Activity) to report perceived emotional content of individual words, both in their natural context (presented auditorily in stretches of emotional speech) and out of context (presented as typed lists). Codings in the two conditions differed significantly in 44% of the cases. The technique offers a first step towards analysing the way speech contributes to conveying emotion in a multi-modal context.
A third study extended the theme, again using Osgood et al.Õs (1957) Evaluation and Activity dimensions. These time codings of emotionally relevant words were made either in the context of stretches of emotional speech or from decontextualised recordings of the same speech segments. The contextualised codings produced linear plots across utterances that were visually simpler, and more congruent with the basic-emotion codings of the speech segments that had been obtained in the first study.
Together, the findings underline the importance of considering ambiguity and context-dependence in spontaneous speech. Naturalistic databases are needed to explore these issues, but they can only serve that function if they are coded in appropriate ways.
The philosophy behind the coding systems developed for the project was to provide truly comprehensive systems of annotation, both for the features of speech that could be observed and for the emotional content that they conveyed.
The psychological coding, outlined in Waterman and Greasley, 1996) , uses a range of ideas from contemporary psychology. There are four levels, each reflecting a different approach to the description of emotion, on the principle that the combination of descriptors should specify emotional content more or less uniquely. The first level uses everyday emotion labels. The second specifies emotion strength, together with a sign to indicate valence (i.e. whether the feeling is pleasant or unpleasant). The third is derived from an analysis due to Ortony et al. (1988) , and categorises the emotion in terms of its object and the individualÕs appraisal of it (Ôre-proach emotionÕ, indicating disapproval of another personÕs actions). The fourth is essentially an expansion of the third, which specifies the presumed cognitive antecedents of the emotion.
In similar manner, the coding of speech used different techniques chosen to complement each other. Quantitative acoustic measurement was carried out with the xwavesþ package running on Unix workstations. The initial analysis was of fundamental frequency (F 0 ), using the F 0 extraction program built into xwavesþ, which is generally regarded as one of the best available. To the F 0 trace was added an indication of the articulation rate (syllables per second excluding pauses) using a special program written for the purpose (detailed by Arnfield et al., 1995) . This program displays a trace similar in appearance to an F 0 trace, in a separate xwavesþ window which has the time calibrated on the x-axis and syllables per second on the y-axis.
Qualitative phonetic coding was divided into two parts. The ToBI transcription system (Beckman and Ayers, 1994; Roach, 1994) was used to specify a prosodic ''skeleton'' showing the major points at which pitch-accents and international phrase boundaries occurred. ToBI requires five tiers or windows, one showing the F 0 trace, one giving the time-aligned orthography, one with pitch-accent marking, one showing the Break Indices, and one for the ''Miscellaneous'' tier. All of these were present on-screen during the transcription and analysis.
The second type of phonetic coding reflected the judgement that descriptions based on fundamental frequency alone could not be adequate. A wellknown and tested transcription system for a full range of prosodic and paralinguistic features was presented by Crystal and Quirk (1964) and Crystal (1969) , and a menu-driven transcription system based on CrystalÕs work was incorporated in the annotation conventions for the corpus. Table 2 provides a brief summary of the features coded.
The system is described by Roach et al. (1998) , with further commentary by Roach (2000) .
The project as a whole must be judged to have been over-ambitious in its attempt to produce a large-scale fully annotated database of emotional speech. Nevertheless, it establishes a reference point for future databases, in a number of respects.
The coding systems are a systematic implementation of one of the natural approaches to encoding in emotion-related databases, that is, coding that describes events in terms of qualitative labels. The systems are not perfect, and the coding scheme for prosodic and paralinguistic transcription in particular continues to be worked on and developed. However, they are based on sound theoretical principles, and capable of being applied reliably in practice. As such, they provide a natural point of departure for future work with qualitative codings.
One of the major difficulties to emerge from the project relates to the qualitative coding strategy. Because of the number of categories, the number of occurrences in a given category tends to be small. For example, inspection of terminal tone contours shows that most types occur less than ten times even in a gross emotion category (anger, disgust, fear, happiness, sadness, neutrality), let alone in a more precisely specified state (Stibbard, 2000) . With numbers of that order, it may be possible to derive useful hypotheses, but there is little prospect of finding statistically robust effects. A working estimate might be that something of the order of ten times as much material might be needed, even without considering finer emotion categories.
The selection of material provides both a major success and arguably the most serious problem to have emerged. The source that was expected to provide vocal signs of emotion, interviews with psychologists, turned out not to. In contrast, broadcast material proved a rich source, but the copyright problem restricted its value dramatically. The great majority of the recordings were made off-air, and it transpires that making them generally available could result in legal action from the broadcasting companies or the speakers involved. Other groupsÕ experience confirms that the problem is not easily resolved (see next section). Strange as it may seem, finding an acceptable solution is a substantial issue for research on speech and emotion.
The Belfast database
The Belfast database was developed as part of an EC project called PHYSTA (Principled Hybrid Systems and Their Application; www. image.ntua.gr/physta/; Cowie et al., 2001) . The aim of the project was to develop a system capable of recognising emotion from facial and vocal signs. The system was to be based on hybrid computing, i.e. a combination of neural net techniques and traditional symbolic computing. The core function of the data was to train the neural net component.
It was assumed that the system was unlikely to achieve real-world applications unless the training material was naturalistic. Hence, collection was guided by four principles.
(i) The material should be spoken by people who at least appeared to be experiencing genuine emotion.
(ii) The material should be derived from interactions rather than from reading authored texts, even in a genuinely emotional state. (iii) The primary concern was to represent emotional states of the type that occur in everyday interactions rather than archetypal examples of emotion (such as full-blown fear or anger). (iv) The material collected was audio-visual as opposed to audio alone. The decision was partly driven by the specific needs of the PHYSTA project, but they converge with general ecological principles in this respect.
The ideal goal was that the system should form the same emotional judgements as people would.
Hence objective knowledge about a speakerÕs true emotional state was not considered critical. Two main sources were used--television programmes, and studio recordings carried out by the Belfast team. The use of broadcasts followed the approach pioneered by the Reading-Leeds group. Television was the main source of material. A few programme types reliably presented real interactions with a degree of emotional content. The most useful were chat shows and religious programmes, though use was also made of programmes tracing individualsÕ lives over time and current affairs programmes. Shows that seemed to include an element of ÔstagingÕ were excluded. Chat shows provided strongly emotional material, but with a bias towards negative emotions. They typically dealt with an emotive issue, such as divorce, death or drugs, with an audience composed of people who were personally affected by it. Interviews from religious programmes yielded a higher proportion of positive emotions.
Studio recordings were based on one to one interactions between a researcher with fieldwork experience and close colleagues or friends. Standard socio-linguistic fieldwork procedures were used, with care taken over informality of setting, length of recording and prior knowledge (Milroy, 1987) . The aim was to cover topics that would elicit a range of emotional responses. The interviewer started with fairly neutral topics (mainly work or families), then moved to positive topics, and finally to negative topics. Positive topics typically included holidays, childrenÕs successes, birth of children/grandchildren, reminiscing to happy times and events. Negative topics were typically political trouble in Northern Ireland, bereavement, problems at work. The interactions were carried out in a University television studio, and each lasted about 1-2 h.
A selection was made from both types of source, following the principles outlined earlier.
The basic aim was to extract material that showed an individual departing from emotional neutrality in a reasonably consistent way for an appreciable period. The emotional states were not required to be particularly extreme, so long as clear signs of emotion were present. Mixed emotional states were included when the signs were strong enough to signal departure from neutrality despite a degree of conflict or instability. Emotional material was only included if it was also possible to identify a passage of relatively neutral material from the same individual. As in the Reading-Leeds project, broadcast material contained far stronger signs of emotion than other sources. Since the studio interviews included discussions between people who had known each other for 15 years, about episodes such as being assaulted and robbed by a gunman, the finding is not trivial. It underlines the urgent need to clarify the contexts in which people show vocal signs of emotion.
Following exploratory work, material was extracted in units which will be called ÔclipsÕ. These are episodes which appear to provide within themselves at least most of the context necessary to understand a local peak in the display of emotion and to show how it develops over time. For example, a typical clip from a chat show might start with an interviewer posing the question which led to an emotional response, and conclude with the interviewer drawing a conclusion or moving onto another topic or person. Clips ranged from 10-60 s in length. Selection was made by the first author.
The database currently contains 298 audiovisual clips from 125 speakers, 31 male, 94 female. For each speaker there is one clip showing him or her in a state that the selector judged relatively neutral, and at least one in a state that she judged relatively emotional. Clips from the first 100 speakers, totalling 86 min of speech, have been labelled psychologically and acoustically (additional rating is under way). The clips are stored as MPEG files, with audio data extracted into .wav files.
The techniques used to describe speech and emotional content overlap with the ReadingLeeds schemes, but develop in a different direction. Broadly speaking, the Belfast project focused on developing quantitative descriptions.
The psychological coding included elements comparable to the Reading-Leeds approach. There were two levels of description based on everyday verbal categories, one using a Ôbasic emotion vocabularyÕ of 16 terms (shown in Table 3 ), and the other allowing choices (up to 2) from a larger vocabulary of 40 emotion terms. The vocabularies were chosen on the basis of preliminary studies reported by Cowie et al. (1999a) . As in the Reading-Leeds database, each term was associated with a rating of the intensity of the state. Category labels were attached to the clip as a whole.
The coding strategies diverged mainly because the Belfast team concluded that uncertainty and gradation were intrinsic features of the data, and looked for ways of reflecting them. To reflect uncertainty about the emotion displayed in a particular clip, the database included ratings from individual subjects rather than trying to establish a consensus. To reflect gradation, the project exploited another of the options offered by contem- porary psychology, the dimensional approach associated with Osgood. Two dimensions, activation and evaluation, are known to capture a relatively large proportion of emotional variation. A computer program called Feeltrace was written to let users describe perceived emotional content in terms of those dimensions. The space was represented by a circle on a computer screen, alongside a window where a clip was presented. The vertical axis represented activation, the horizontal axis evaluation. Raters used a mouse to move a cursor inside the circle, adjusting its position continuously to reflect the impression of emotion that they derived from the clip. Cowie and Cornelius (2003) give more information about the system. The database is not representative in any strict sense, but it provides some guidance on the kinds of emotion that tend to occur in natural speech. The summary below is based on ratings of the first 100 speakers by three trained raters. The second column of Table 3 shows how often the raters used each emotion category as their first choice, and the third shows how many clips were assigned the same label by all three raters. Generally, the distribution indicates that genuine interactions present a considerable number of emotional states, many of them relatively subtle. There are not many examples of states that are positive but inactive, but that is mainly because a high proportion of these clips were drawn from TV programmes which tended to be highly charged. The variety and subtlety of the emotions is linked to the low rates of complete agreement, underlining the point that uncertainty is a major issue in naturalistic data.
The task of measuring inter-rater agreement highlights some of the difficulties associated with category labels as descriptors. Table 4 illustrates several strategies. Simple calculation of agreement among categories gives the kappa values shown in the second column. The results clearly underestimate real consensus, because they ignore the fact that labels may be similar even if they are not identical. The simplest response is to aggregate categories that behave similarly. Inspection suggested that responses fell naturally into four broad groups, which are indicated in the fourth column of Table 3 . The column headed Ôgrouped categoricalÕ in Table 4 shows the kappa coefficients derived by considering those groups. They are higher than the second column, as one might expect, but still moderate. An alternative convenient response is to replace category labels with numerical equivalents, chosen so that labels are assigned similar numbers if they are similar in meaning and tend to be applied to the same clips. The last column of Table 3 shows the best numbering of that kind that the Belfast team could construct. The fourth column of Table 4 shows correlations based on it. They confirm that there is more consensus than the simpler techniques suggests; but because the approach is fundamentally ad hoc, it is difficult to draw stronger conclusions.
The Feeltrace measures of evaluation and activation avoid comparable problems. The ÔFeeltrace co-ordinatesÕ columns in Table 4 show that raters agreed quite closely on both dimensions, particularly evaluation. Agreement on categorisation can be measured using a related technique. Each category can be represented by two numbers, i.e. the co-ordinates of the mean Feeltrace cursor position associated with trials where that category was selected. The procedure yields arrays which can be correlated, with the results shown in the last two columns of Table 4 . It is reassuring that the pattern of correlations is similar to the pattern for Feeltrace ratings as such: it suggests that differences between raters related mostly to raters theirÕ underlying judgements about emotion, rather than to one or both of the response modes. Since categorical description is a more familiar medium, one might expect it to be less subject to individual differences: but comparing the correlations based on Feeltrace as such with those based on categories, in whatever form, it seems that if anything, the opposite is true. It is also of interest that agreement was closer on the evaluation dimension even when the co-ordinates were recovered from categorical responses. It suggests that the dimensions capture factors that affect subjectsÕ judgements even when they are making categorical responses. Description of speech is based on a system called Automatic Statistical Summary of Elementary Speech Structures (ASSESS, Cowie et al., 1995) . The philosophy behind ASSESS is to extract a comprehensive set of summary statistics from the speech signal, so that it possible to explore a wide variety of potentially interesting relationships. For each clip, ASSESS constructs a stylised description specifying straight-line approximations to intensity and F 0 contours, pause boundaries, high frequency bursts, and basic spectral properties. Pause boundaries are used to divide the passage into ÔtunesÕ (episodes of speech between substantial pauses). Statistics are then derived for each tune, and for the passage as a whole, to describe its components at various levels--ÔslicesÕ (25.6 ms samples), rises and falls in intensity and F 0 , pauses, high frequency bursts, and trends across the whole unit. The result is a battery of 352 measures per unit, covering properties related to its spectrum, intensity profile, and F 0 profile.
For large corpora, manual coding is prohibitively slow and expensive, and so it is critical that ASSESS is automatic--or rather semi-automatic, because during analysis it displays spectra and profiles of intensity and F 0 in a way that allows users to adjust global settings if automatic decisions about issues such as pause boundaries are not credible. Related to that, it is critical that ASSESS is robust, because it is difficult to guarantee that naturalistic recordings will be acoustically impeccable. Developing analysis systems with those properties is important for progress in understanding emotion as it naturally occurs. Note that some limitations are intractable, though--for instance, gain control tends to be varied during broadcasting, so that intensity measures have to be treated with caution (particularly in comparisons between clips).
In contrast to the Leeds-Reading approach, the Belfast database embodies ways of implementing quantitative encoding in emotion-related databases. The quantitative format lends itself to exploring continuous relationships of the kinds that several investigators have described, for instance between parameters of pitch and activation (Pereira, 2000b) . Surface comparison suggests that such an approach reveals statistically significant relationships between speech and emotion descriptors more readily than qualitative coding. However, the only way to establish whether one approach has a real advantage over the other is to compare them on a single body of data, larger than either of the databases described so far. That remains to be done.
It was intended that the database would also include descriptions of emotion-relevant parameters for faces, describing the positions of key points on the face in each frame. In fact, automatic identification of the relevant points has proved difficult, and information is only available for a limited number of frames. The role of different information sources has been probed psychologically, though, by collecting Feeltrace codings for visual, audio and audio-visual modes of presentation. Preliminary results indicate that some kinds of emotion judgement are relatively independent of visual input, but others are not. Visual input seems to play a particular role in conveying that emotion is strongly positive.
PHYSTA was a conspicuously ambitious project, on a considerable scale. The main database contains information on over 2000 tunes. Exploratory studies suggest that for statistical purposes, that is too small by an order of magnitude. The Belfast structured database was begun as a way of amplifying the data set. Actors were given transcripts of selected passages, and asked to reproduce them with the appropriate emotional colouring. If they are successful, the result includes much more emotion-relevant context than traditional methods provide. An adaptation of Feeltrace (called Validtrace) allows raters to indicate how convincingly the reading appears to approximate genuine emotion. The structured database is also relevant to access issues. Considerable fees for acquiring broadcast material do not extend to distributing it, and so access to the naturalistic database remains restricted. The structured database is not subject to the same restrictions, and wider distribution has already begun. The focus on applications means that the states of most interest to ESP are those that are likely to occur during interactions between people and information-providing or service-providing devices. These certainly include emotional states (such as amusement) and emotion-related attitudes, such as doubt, annoyance, surprise. It is not clear how relevant the classical basic emotions are. Since the Ôexpressive speechÕ associated with these states may be specific to a language community, material is being collected in three languages (Japanese (60%), Chinese (20%) and English (20%)). The target is to collect and annotate a total of 1000 h of speech data over 5 years. To date, 250 h of natural-speech data have been collected and about 10% transcribed. The data for the corpus have primarily been collected from non-professional, volunteer subjects in various everyday conversational situations, but samples for analysis also include emotional speech recorded from television broadcasts, DVD and video.
Levels of data
The key design problem is to balance between the demands of automatic speech processing on the one hand, and paralinguistic investigation on the other. That entails developing methods for obtaining speech samples which are clear enough to be processed by automatic techniques and yet which are not stilted, acted, prompted, or otherwise less than natural. The problem has been addressed by collecting several levels of data. The speech samples range from highly structured studio readings of phonemically and prosodically balanced sentences for use in waveform-concatenation speech synthesis, to completely unstructured recordings of casual conversational speech. Similarly, a range of microphone arrangements and recording devices has been tested in order to balance recording quality with freedom of expression and naturalness in each case.
For truly natural speech, a ''Pirelli-Calendar'' approach is being taken (named for the fact that photographers once took 1000 rolls of film on location in order to produce a calendar containing only 12 photographs). Volunteers are fitted with long-term recorders, and samples of their dayto-day, throughout the day vocal interactions are recorded. Perhaps only by over-collecting speech data in this way can adequate and representative coverage be guaranteed. However, the task of annotating the resulting data is enormous, and automatic transcription using speech recognition is very difficult.
An effective way of collecting clear but naturally spontaneous conversational speech is to record one side of a telephone conversation using a studio-quality microphone in a sound-treated room. The speaker soon becomes immersed in the telephone conversation to the extent that the surroundings are forgotten and the speech is very natural. Interactions with different interlocutors result in very different speaking styles and attitudes. By recording both sides of the conversation separately, high-quality recordings can be obtained without cross-talk or overlapping speech causing problems for the analysis. At the other extreme, samples of highly dysfluent speech from autistic and physically handicapped subjects are also being collected and annotated with prosodic and phonation-type labels for an analysis of their expressive and speaking-style characteristics.
While some of the speech is being recorded in audio-visual conditions, the intrusion of the camera into the situation has a detrimental effect on spontaneity, and although a visual check would be useful to confirm indications of a given emotion, the cost in terms of reliability of the speech produced is high. Volunteers who may be prepared to wear a sound recorder (for the sake of science) even while having a tantrum (for example) are much more wary of being filmed doing it.
The issue of recording quality is also handled by including several different levels. While studio-recorded speech is optimal for acoustic analysis, speakers tend to act less naturally when confined in a studio. It was decided to accept four levels of recording quality, which are inversely correlated with naturalness of expression in the speech.
The highest quality level is that of studio-recorded speech with, optionally, Laryngograph signals for separate recording of the fundamental frequency at the glottis. This quality of speech will be used primarily for speech-synthesis databases, which have to include phonetically and prosodically balanced speech samples for unit concatenation.
The second level of quality is from recordings on DAT tape (i.e., 48 kHz 16 bit stereo), using studio-quality microphones with different speakers on different tracks, but in a quiet and relaxed conversational setting outside the studio or laboratory. The portable DAT recorders are considerably heavier and more bulky than the newer Minidisc (ÔMDÕ) recorders, but they have an advantage in recording quality.
The size of the MD recorders means that they can be worn for extended periods while the subjects go about the everyday tasks of life. Small head-mounted studio-quality microphones allow accurate reproduction of the speakerÕs voice, while at the same time preserving the confidentiality of third parties, whose voices may be inadvertently included in the recordings, by the high drop-off with distance from the mouth. MDs (on monaural setting) enable 160 min of continuous high-quality recording (at 44.1 kHz) on a single 2.5-inch disc and are light enough to be worn comfortably in a shirt or skirt pocket. The limitation is that the recording is filtered by Adaptive Transform Acoustic Coding (www.minidisc.org/aes_ atrac.htm) using a masking algorithm to remove (allegedly) imperceptible information from three separate filter bands across the spectrum for data compression of the speech signal. It has been confirmed that the quality of the MD-recorded speech is superior to that of MPEG encoding, and that it is suitable for signal processing and prosodic analysis (Campbell, 2002) .
The lowest level of speech quality (from the point-of-view of acoustic processing) is that obtained by use of a single far-field microphone placed between subjects talking in an informal environment; e.g., on a table during family meals, or on a desk in conversations between colleagues. These conversations provide useful material for perceptual or subjective analyses, and can provide exceptional samples of genuinely emotional speech, but it can be very difficult to extract reliable pitch contours or to perform automatic phonemic segmentation of the data because of the high degree of speech overlap and background noise.
Tools for preliminary analysis
A key contrast between the ESP Project and those considered earlier is the effort devoted to ensuring that the preliminary analysis of the data can be done by automatic methods. There are two main reasons for that emphasis. First, the project is expected to generate much more data than the earlier projects. Second, the synthesis application highlights questions about the role of linguistic structures, from phonemes to syntactically significant contours. Answering those questions depends access to information about linguistic structures. Extracting that information depends on tools and software that are described in this section.
The acoustic analysis of the data uses a threepronged approach to extract phonemic, prosodic and phonation-style information for annotation of the speech. Phonemic labelling (or segmental alignment) is a well-established technology, with free public-domain phonemic alignment software available (e.g., HTK, www.mbrola.org, Festival, etc.), but it still requires significant additional research in order to improve the detection of mislabelled speech segments. Prosodic labelling is currently being actively researched in several laboratories throughout the world, and will soon reach a usable level of maturity (see Sprosig, ongoing www.isca-speech.org/sprosig). Phonation style analysis has in the past been performed analytically, with manual intervention, and has not yet been fully automated; so this element of the analysis requires most effort for the development of data and tools. By combining these three levels of annotation, in conjunction with a semantic and syntactic analysis of the corpus text, data is being produced for a modelling of the mapping between acoustic events and different levels of intended ''meaning'' in the speech.
The Entropic software used in the LeedsReading project is no longer on the market, but satisfactory alternatives have been identified. ESP is currently using the Tcl/Tk extension ''Snack'' speech-processing libraries in conjunction with the ''Wavesurfer'' software developed and released in the public domain by the KTH laboratory in Stockholm (www.speech.kth.se/snack). For speech segmentation, the ''Julius'' software (released in the public domain by the Japanese IPA Project), and the ''HTK-3.0'' Hidden-Markov modelling software toolkit (released by Cambridge University) are being tested. Software for the analysis of voice quality is currently being implemented in conjunction with the above tools (Mokhtari and Campbell, 2002) .
For the analysis and annotation of speaking style, the ESP team tested its own implementation of Feeltrace (see Section 4.2). Training is critical for the use of the original technique (Cowie et al., 2000a,b) , but preliminary tests indicate that nonexpert users may find it easier to track speakingstyle or para-linguistic information in similar dimensions but separately. Hence, a one-dimensional three-track version of the Feeltrace software is being tested.
For pitch-contour labelling, MOMEL/IntSint software package from the University of Aixen-Provence is being tested. This may eliminate the need for manual ToBI (Tones and Break-Index) labelling by the fitting of a quadratic spline to the fundamental-frequency signal and abstracting from the derived target points to produce a series of abstract specifiers of the underlying contour shape. It is not yet confirmed that the symbols thus derived can be satisfactorily predicted from text, but this investigation is now under way.
Initial experiments (performed under separate ATR-ICP, ATR-NAIST and ATR-Keio collaborations) have shown that both the recognition of attitude by machine processing and the control of emotion in synthetic speech can to a certain extent be achieved by signal analysis implemented as automatic labelling (Campbell and Marumoto, 2000; Iida et al., 2000) . Thus the efficient labelling of speaking-style and voice-quality characteristics on a speech signal will form a key aspect of research. Particular interest is being paid to pressedvoice and breathy voice, both of which appear to signal information-bearing and meaning-related speaker-attitude differences independently of prosody.
Application
The final test of the corpus and of the software created for its development will be in real-world applications; notably automatic recognition of speaking style as an add-on to present speech recognition technology; and techniques for the more flexible expression of speaker attitudes in information-providing devices and services.
The tools developed by ESP for the automatic design and recording of prosodically balanced speech databases are designed to be compatible with waveform-concatenation speech synthesis software, so that recordings can be converted into CHATR-specific source-unit speaker databases (Campbell and Black, 1996) . The methods are suitable in principle for the automatic creation of a speaker-database or of a speaking-style database, as long as a close transcription of the speech data is available. The main bottleneck that remains is that the transcription of unprompted speech has not yet been automated, and still requires extensive (and expensive) manual labour.
Overview and way forward
Much of what we have said is common sense. Nevertheless, the issues need to be articulated, not least because they may not become obvious until effort has been invested in work which fails to take account of them.
The first and most fundamental conclusion of the review is that the development of emotion-rich databases needs to be recognised as a task in itself. The inherent variability in the area means that to support sound conclusions, databases need to be large. For databases that aim to span the range of everyday emotions, a low estimate is about 10 times the size of the Reading-Leeds database, i.e. around 12 h of emotional material. The ESP project aims much higher. Systematic comparison across cultures requires databases of a scale that has only begun to be contemplated.
Naturalness is at the centre of the problem. Real-world applications depend on coming to terms with the ways people express emotion, and they are complex and variable. It should be clear by this stage that na€ ı ıve simulations are too far from that reality for techniques based on them to transfer (particularly in the context of recognition). That does not mean that simulation should be jettisoned. It means that simulation needs to become sophisticated. The literature now provides information about various techniques worth considering. It also warns that some techniques provide surprisingly little vocal expression of emotion, notably the interviews about emotional topics of the kind considered by both the Leeds-Reading and the Belfast teams.
A useful response to natural complexity is to retreat from the ideal of covering the whole domain of emotion, and to focus on a specific subregion. That approach has most often been taken in applied contexts, focusing on an emotion-related state rather than emotion per se, but it would make sense to extend it.
It is a matter of judgement whether speech is considered alone or with other modalities. Two substantial arguments favour a multi-modal approach. From a purely theoretical point of view, it seems clear that vocal signs of emotion form part of a multi-modal signalling system. Telephone conversation is an exception that proves the rule, because people adjust to the loss of other modes by adopting a distinctive Ôphone voiceÕ (Douglas-Cowie and Cowie, 1998) . It makes sense to study emotion in telephone conversations as a purely vocal phenomenon, but perhaps not to treat speech extracted from face to face encounters in the same way. From a practical point of view, evidence is accumulating that high rates of emotion recognition are unlikely to be achieved from speech alone in applied settings, and it makes sense to consider it as one of many inputs.
Considerable progress has been made with regard to the description of emotion. The community is no longer wedded to description in terms of a small number of primaries, and there seems a degree of consensus that a replacement should include both a larger number of categories and dimensional description. Feeltrace provides a way of generating dimensional representations that is well suited to describing speech. Convergence on an agreed set of categories is clearly needed.
For the description of speech, there also appears to be consensus on the need to consider two levels. For linguistic descriptions, standard labelling systems exist and are increasingly becoming automated. The Reading-Leeds system provides a rational extension to deal with emotion-specific issues. Continuous acoustic measures are clearly relevant to recognition, and should ideally be incorporated in a database. No clear set of preferred candidates has yet emerged, and again, convergence is clearly needed.
Several very practical issues are critical. One is the release and sharing of resources. A good deal can be done via the web. For instance, Feeltrace has now been validated and will be released via the internet in 2001. However, databases of emotional material are surrounded by ethical and copyright issues. Neither the Reading-Leeds nor the Belfast database can be released because the material is held under a limited agreement with the broadcasters. Various other attractive sources--phone calls and interviews with medical or psychological clients--also present legal problems.
It is natural to wonder whether the effort of developing adequate databases for emotion is worthwhile. In reality, it seems inevitable that the development will take place. Voice is becoming a key medium for human-computer interaction, and will be used increasingly to buy products or to retrieve information. Machines will also speak on behalf of people, as communication aids. Because the expression of emotion and feeling is such a characteristic feature of human speech, people will inevitably expect machines that use speech to register the affective content as well as the textual content of an utterance, and to follow basic conventions in their own use of affective colouring.
The only way to ensure that those interactions are satisfactory is to collect data that support sophisticated training of speech systems. It is apparent that research has begun to work towards developing genuinely large-scale databases of emotion. Arrangements for sharing data and tools relevant to database construction are also beginning to emerge, and a website has been established to facilitate the process (www.interactivesys.com/ emotions). These developments can be expected to continue over the next decade as a solid body of emotional speech is accumulated.
