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Chapitre 1
Re´sume´
Ce manuscrit contient le re´sume´ de mon activite´ de recherche apre`s ma the`se de doctorat. J’ai
choisi de pre´senter des travaux qui ont une unite´ the´matique et ceux que j’estime plus significatifs.
Il est organise´ en trois chapitres.
Le premier chapitre porte sur des proble`mes de Dirichlet relatifs aux e´quations implicites, qui
s’e´crivent sous la forme {
Fi(Du) = 0, p.p. en Ω,
u = ϕ, sur ∂Ω,
ou` Ω est un ouvert borne´ de Rn, et les applications Fi : RN×n → R, i = 1, ...,m et ϕ : Ω → RN
sont donne´es. Ces e´quations comple`tement nonline´aires ont rec¸u beaucoup d’attention dans la
litte´rature. Le cas scalaire, ou` N = 1, a e´te´ traite´, selon les proble`mes, avec diffe´rentes approches,
comme la the´orie des solutions de viscosite´, la construction pyramidale et le the´ore`me des cate´gories
de Baire (voir [118], [61], [62], [63], [93], [50], [87], [82] par exemple). Si l’existence de solutions
est une question comple`tement re´solue, la se´lection d’une solution est ouverte. En effet ce type
de proble`mes admet une infinite´ de solutions. Par conse´quent une question inte´ressante est d’en
se´lectionner et characte´riser une. Nous de´criverons des re´sultats de se´lection de solutions pour un
syste`me d’e´quations eikonales.
Le cas vectoriel, ou` N > 1, a e´te´ traite´ dans la litte´rature a` l’aide de deux the´ories diffe´rentes :
la the´orie des cate´gories de Baire, de´ja` cite´e, et la the´orie de l’inte´gration convexe de Gromov (voir
[123] par exemple). Dans les deux the´ories on utilise la notion d’enveloppe rang un convexe, une
notion ge´ne´ralise´e d’analyse convexe. Nous de´criverons un re´sultat d’existence qui ge´ne´ralise ceux
de´ja` pre´sents dans la litte´rature avec la me´thode des cate´gories de Baire, et traiterons quelques
applications.
Le sujet du deuxie`me chapitre est l’e´tude de quelques proble`mes isope´rime´triques. Le premier
proble`me concerne une valeur propre nonline´aire, de´finie a` travers une condition non locale de
moyenne nulle sur des fonctions a` valeur constante sur le bord. Nous characte´riserons l’ensemble
qui minimise la valeur propre parmi tous les ensembles de volume donne´, en obtenant deux boules
e´gales. L’ensemble minimiseur est ainsi le meˆme que celui trouve´ par Krahn dans [115] pour la
deuxie`me valeur propre du laplacien avec conditions de Dirichlet au bord.
Nous traiterons ensuite l’ine´galite´ isope´rime´trique quantitative. Cette ine´galite´, dont il existe
au moins trois preuves diffe´rentes (voir [95] pour un survol), peut eˆtre vue comme une version
”ame´liore´e” de l’ine´galite´ isope´rime´trique classique. Elle affirme que le de´ficit isope´rime´trique (qui
mesure la diffe´rence entre le pe´rime`tre d’un ensemble et celui de la boule de meˆme aire) peut eˆtre
estime´ avec une constante qui de´pend de la dimension, multiplie´e par le carre´ de l’asyme´trie de
Fraenkel (qui mesure la diffe´rence syme´trique entre un ensemble et une boule, de meˆme aire). Nous
montrerons l’existence d’un ensemble qui minimise le ratio entre le de´ficit isope´rime´trique et le
carre´ de l’asyme´trie de Fraenkel dans le plan, en donnant ainsi une nouvelle preuve de l’ine´galite´
isope´rime´trique quantitative en R2.
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Le troisie`me proble`me porte sur la syme´trie des minimiseurs d’une fonctionnelle non coerci-
tive, avec une contrainte de moyenne nulle. Nous montrerons que le minimiseurs sont a` syme´trie
sphe´rique, comme les fonctions propres relatives a` la deuxie`me valeur propre du laplacien avec
condition de Dirichlet au bord. Par ailleurs, dans un disque, elles sont antisyme´triques pour cer-
taines valeurs de l’un des parame`tres qui de´finissent le proble`me et non antisyme´triques pour
d’autres. Ceci montre une rupture de syme´trie, de´ja` observe´e dans des proble`mes coercitifs, comme
dans [80], [75], [110], [14], [56], [124], pour des proble`mes en dimension 1 et dans [100] pour des
proble`mes en dimension supe´rieure.
Le troisie`me chapitre porte sur des proble`mes elliptiques. Nous y de´criverons deux ouvrages,
conc¸us comme un cours de niveau master ou doctorat, dont le but principal est l’e´tude des solutions
au sens des distributions de proble`mes elliptiques nonline´aires sous forme de divergence. La forme
la plus simple de tels proble`mes est{ −div(a(x, u,Du)) = f en Ω
u = 0 sur ∂Ω,
ou` a est une application elliptique, c’est-a`-dire a(x, s, ξ) · ξ ≥ α|ξ|2, α > 0. Ces proble`mes sont
appele´s de Leray-Lions, depuis le papier [117]. Nous de´criverons les re´sultats d’existence, re´gularite´
et unicite´ de solutions en suivant les articles [117], [134], [36], [37], [15], selon la re´gularite´ de la
source f (f est une fonction dans un espace de Lebesgue ou une mesure).
Nous traiterons aussi un proble`me de Dirichlet pour une e´quation elliptique a` coercitivite´ de´-
ge´ne´re´e : { −div (a(x, u)Du) = f en Ω
u = 0 sur ∂Ω ,
ou` a : Ω× R→ R est une fonction continue et borne´e telle que a(x, s) ≥ α
(1 + |s|)γ pour α, γ > 0.
Puisque cette hypothe`se sur a donne des solutions moins re´gulie`res que les solutions de proble`mes
elliptiques coercitifs (comme montre´ dans [35]), nous analyserons les effets re´gularisants de quelques
termes d’ordre infe´rieur, singuliers ou de type polynoˆmial.
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Chapitre 2
E´quations implicites
Ce chapitre est de´die´ a` la pre´sentation des travaux [12], [13], [64], [78].
2.1 Introduction
Les proble`mes e´tudie´s dans ce chapitre s’e´crivent sous la forme
(2.1.1)
{
Fi(Du) = 0, p.p. en Ω ,
u = ϕ, sur ∂Ω,
ou` Ω est un ouvert borne´ de Rn, et les applications Fi : RN×n → R, i = 1, ...,m et ϕ : Ω → RN
sont donne´es. Puisqu’en ge´ne´ral on ne peut pas s’attendre a` des solutions C1, on cherchera des
solutions W 1,∞(Ω). On remarquera qu’a` cause de la condition de Dirichlet au bord, les proble`mes
quasiline´aires sont exclus. Pour cette raison, les syste`mes d’e´quations (2.1.1) ont e´te´ appele´s ”im-
plicites” dans l’ouvrage [82] de Dacorogna et Marcellini. Nous allons distinguer le cas scalaire, ou`
N = 1, du cas vectoriel, ou` N > 1.
Dans le cadre scalaire, un exemple d’e´quation implicite est l’e´quation eikonale :{ |Du| = 1, p.p. en Ω,
u = ϕ, sur ∂Ω,
qui est un exemple classique aussi dans la the´orie des solutions de viscosite´ (voir l’ouvrage de P.-L.
Lions [118] par exemple), ou le syste`me d’e´quations eikonales
(2.1.2)

∣∣∣∣ ∂u∂xi
∣∣∣∣ = 1 , i = 1, . . . , N, p.p. en Ω,
u = ϕ , sur ∂Ω,
qui provient depuis plusieurs mode`les nonline´aires en me´chanique et science des mate´riaux. Dans
le cas scalaire, la question de l’existence de solutions du proble`me (2.1.1) a e´te´ comple`tement
re´solue, par la construction pyramidale de Cellina (voir [61], [62], [63] et [93]) ou par la me´thode
des cate´gories de Baire (voir [50], [87] et [82]). En ge´ne´ral, en e´crivant (2.1.1) sous forme d’inclusion
diffe´rentielle {
Du ∈ E , p.p. en Ω,
u = ϕ , sur ∂Ω,
ou` E, suppose´ compact, est l’intersection des ze´ros des fonctions Fi, il existe une solution sous
l’hypothe`se que Dϕ ∈ E ∪ int coE, ou` coE est l’enveloppe convexe de E. Les deux re´sultats cite´s
ci-dessus e´tablissent qu’en effet, si une solution existe, il en existe une infinite´. Cela peut se voir
tre`s facilement si l’on pense a` la simple e´quation eikonale en dimension 1, avec conditions nulles au
bord, par exemple. Il est facile de voir qu’aussi le syste`me d’e´quations eikonales (2.1.2) admet une
infinite´ de solutions. Supposons par simplicite´ que ϕ = 0. Si Q ⊂ RN est un hyperrectangle tel que
la normale exte´rieure a` chaque face est contenue dans {x = (x1, . . . , xN ) ∈ RN : |x1| = · · · = |xN |},
alors la fonction distance en norme l1 du bord de Q, re´sout le syste`me (2.1.2) dans Q. Dans un
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domaine quelconque Ω, le the´ore`me de Vitali nous permet de recouvrir Ω, a` moins d’un ensemble
de mesure de Lebesgue nulle, par une union de´nombrable de domaines Qi comme ci-dessus. La
fonction de´finie par d1(·, ∂Qi) en Qi, i ∈ N, et zero ailleurs, est une solution W 1,∞(Ω) du syste`me
(2.1.2). Puisqu’il existe une infinite´ de recouvrements de Vitali de Ω, le proble`me (2.1.2) admet une
infinite´ de solutions W 1,∞(Ω). La construction de´crite ci-dessus pour le syste`me (2.1.2) est un cas
particulier de la construction pyramidale. Par conse´quent une question inte´ressante est la se´lection
d’une solution, qui a e´te´ affronte´e dans les papiers [64] et [78], en collaboration avec Champion et
Pisante respectivement.
Dans le cas vectoriel, des exemples typiques sont les deux suivants : le proble`me des valeurs
singulie`res {
λi(Du) = ai , i = 1, . . . , N, p.p. en Ω,
u = ϕ , sur ∂Ω,
ou` λ1(A) ≤ λ2(A) ≤ .... ≤ λn(A) sont les valeurs singulie`res d’une matrice A ∈ Rn×n, c’est-a`-dire
les valeurs propres de la matrice (AAt)
1
2 , et le proble`me plus ge´ne´ral des puits de potentiel, motive´
par des mode`les en crystallographie (voir [9] et [10]) :{
Du ∈ ∪n0i SO(n)Ai , p.p. en Ω,
u = ϕ , sur ∂Ω,
ou` Ai ∈ Rn×n. Dans le cas vectoriel, la question de l’existence de solutions est plus de´licate que
dans le cas scalaire. Ce proble`me a e´te´ e´tudie´ a` travers la me´thode des cate´gories de Baire dans
l’article [82] de Dacorogna et Marcellini (voir aussi l’article [85] de Dacorogna et Pisante) et par
la me´thode de l’inte´gration convexe de Gromov dans les papiers [123] et [122] de Mu¨ller et Sˇvera´k.
Dans les deux the´ories, une notion d’enveloppe convexe ge´ne´ralise´e de l’ensemble E, l’enveloppe
rang un convexe, joue un roˆle central et remplace l’enveloppe convexe du cadre scalaire. En fait,
en gros, deux sont les conditions suffisantes pour qu’il existe une solution du syste`me (2.1.1) :
1. Dϕ appartenant a` l’inte´rieur de l’enveloppe rang un convexe de E ;
2. l’enveloppe rang un convexe est stable par rapport a` des petites modifications de E (”pro-
prie´te´ d’approximation” dans [82] ou ”approximation par l’inte´rieur” dans [123]).
Les enveloppes des deux the´ories sont diffe´rentes : la me´thode des cate´gories de Baire utilise une
enveloppe en ge´ne´ral plus petite que l’enveloppe utilise´e dans la the´orie de l’inte´gration convexe
de Gromov. Nous avons montre´ dans [13] que l’on peut utiliser l’enveloppe la plus grande, meˆme
dans la me´thode des cate´gories de Baire. Par ailleurs notre re´sultat permet aussi de travailler
avec des sous-ensembles de l’enveloppe rang un convexe. Ceci nous a permis de traiter plusieurs
applications, pour lesquelles l’entie`re enveloppe rang un convexe n’est pas connue.
2.2 Notions de convexite´ ge´ne´ralise´e
Dans ce paragraphe nous allons rappeler deux notions de convexite´ ge´ne´ralise´e : la rang un
convexite´ et la polyconvexite´.
Notations 2.2.1. Pour ξ ∈ RN×n on pose
T (ξ) = (ξ, adj2ξ, . . . , adjN∧nξ) ∈ Rτ(N,n),
ou` adjsξ est la matrice des sous-de´terminants s× s de ξ, 1 ≤ s ≤ N ∧ n = min {N,n} et ou`
τ = τ (N,n) =
N∧n∑
s=1
(
N
s
)(
n
s
)
et
(
N
s
)
=
N !
s! (N − s)! .
Si N = n = 2, alors T (ξ) = (ξ,det ξ) .
De´finition 2.2.2. Soit f : RN×n → R ∪ {+∞} une fonction.
1. f est polyconvexe s’il existe une fonction convexe g : Rτ(N,n) → R ∪ {+∞} telle que f(ξ) =
g(T (ξ)).
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2. f est rang un convexe si f (λξ + (1− λ)η) ≤ λ f (ξ) + (1− λ) f (η) pour tout λ ∈ [0, 1] et
pour tout ξ, η ∈ RN×n avec rang(ξ − η) = 1.
Si une fonction f est polyconvexe alors elle est rang un convexe, mais ces deux notions ne sont
pas e´quivalentes (voir [1] pour un exemple).
De´finition 2.2.3. Soit E ⊂ RN×n un ensemble. Alors
1. E est polyconvexe s’il existe un convexe K ⊂ Rτ(N,n) tel que {ξ ∈ RN×n : T (ξ) ∈ K} est e´gal
a` E.
2. E est rang un convexe si pour tout λ ∈ [0, 1] et pour tout ξ, η ∈ E tel que rang(ξ − η) = 1,
λξ + (1− λ)η appartient a` E.
Comme pour les fonctions, si un ensemble est polyconvexe, alors il est rang un convexe.
De´finition 2.2.4. Les enveloppes polyconvexe et rang un convexe d’un ensemble E ⊂ RN×n sont
respectivement le plus petit ensemble polyconvexe et rang one convexe qui contient E. Elles sont
de´note´s par PcoE et RcoE.
E´videmment on a la chaine d’inclusions
E ⊆ RcoE ⊆ PcoE ⊆ coE .
Des formules re´cursives existent pour repre´senter ces enveloppes :
(2.2.1) PcoE =
{
ξ ∈ RN×n : T (ξ) =
τ+1∑
i=1
tiT (ξi), ξi ∈ E, ti ≥ 0,
τ+1∑
i=1
ti = 1
}
et
(2.2.2) RcoE =
⋃
i∈N
RicoE,
ou` R0coE = E et
Ri+1coE =
{
ξ ∈ RN×n : ξ = λA+ (1− λ)B, λ ∈ [0, 1], A,B ∈ RicoE, rang(A−B) ≤ 1
}
, i ≥ 0.
On peut aussi e´crire les enveloppes a` l’aide des fonctions polyconvexes et rang un convexes :
PcoE =
{
ξ ∈ RN×n : f(ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE∞
}
,
RcoE =
{
ξ ∈ RN×n : f(ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE∞
}
,
ou`
FE∞ =
{
f : RN×n → R ∪ {+∞} : f |E ≤ 0
}
.
Les proprie´te´s topologiques d’un ensemble ne se transmettent pas, en ge´ne´ral a` son enveloppe,
comme re´sume´ dans l’article [86] de Dacorogna et Ribeiro. En effet PcoE et RcoE sont ouverts si
E est ouvert ; PcoE est compact si E est compact et dans ce cas nous avons que
(2.2.3) PcoE =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE}
ou`
FE = {f : RN×n → R : f |E ≤ 0} .
En ge´ne´ral ce n’est pas vrai que RcoE est compact si E est compact (voir Kola´rˇ [114]) et on n’a
pas l’analogue de la formule (2.2.3). Pour cette raison, dans le papier [13] en collaboration avec
Barroso et Ribeiro, nous avons conside´re´ des enveloppes diffe´rentes.
De´finition 2.2.5. Pour un ensemble E de RN×n, on pose
Pcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction polyconvexe f ∈ FE}
Rcof E =
{
ξ ∈ RN×n : f (ξ) ≤ 0, pour toute fonction rang un convexe f ∈ FE} .
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Ces enveloppes contiennent respectivement PcoE et RcoE et sont ferme´es. Elles sont respecti-
vement, polyconvexe et rang un convexe. Pour des ensembles compacts E, elles sont les enveloppes
conside´re´es dans la the´orie de l’inte´gration convexe. Pour des ensembles E ouverts, Mu¨ller et Sˇvera´k
ont utilise´ une autre de´finition :
RcoMS E =
⋃
C⊂E
C cpt
RcoMS C .
En ge´ne´ral, a` moins de conside´rer un ensemble compact, les inclusions PcoE ( PcoE ( Pcof E
sont strictes. Les inclusions RcoE ( RcoE ( Rcof E sont strictes meˆme si E est compact, en
ge´ne´ral.
2.3 Une ge´ne´ralisation d’un the´ore`me d’existence et quel-
ques applications
Nous allons brie`vement rappeler la me´thode des cate´gories de Baire et la me´thode de l’inte´gration
convexe, les deux the´ories e´tablies pour les e´quations implicites, afin de pouvoir ensuite expliquer
notre ge´ne´ralisation.
La me´thode des cate´gories de Baire, de´veloppe´e dans [82], est base´e sur la proprie´te´ de relaxa-
tion.
De´finition 2.3.1. [Dacorogna-Marcellini] Soient E et K deux ensembles de RN×n. On dit que K
a la proprie´te´ de relaxation par rapport a` E si, pour chaque ouvert borne´ Ω ⊂ Rn et pour chaque
fonction affine uξ, telle que Duξ(x) = ξ, Duξ(x) ∈ K et il existe une suite uν ∈ Affpw(Ω;RN )
telle que
1. uν ∈ uξ +W 1,∞0 (Ω;RN );
2. Duν(x) ∈ E ∪K, p.p. en Ω ;
3. uν
∗
⇀ uξ in W
1,∞(Ω;RN ) ;
4. lim
ν→+∞
∫
Ω
dist(Duν(x);E) dx = 0.
Comme montre´ dans [82], la proprie´te´ de relaxation joue un roˆle central pour l’existence de
solutions de proble`mes de Dirichlet pour inclusions diffe´rentielles :
The´ore`me 2.3.2. [Dacorogna-Marcellini] Soit Ω ⊂ Rn un ouvert borne´. Soit E ⊂ RN×n et
K ⊂ RN×n un compact et un borne´, respectivement. Supposons que K ait la proprie´te´ de relaxation
par rapport a` E. Soit ϕ ∈ Affpw
(
Ω;RN
)
telle que
Dϕ (x) ∈ E ∪K p.p. en Ω .
Alors il existe un ensemble dense d’applications u ∈ ϕ+W 1,∞0
(
Ω;RN
)
telles que Du (x) ∈ E pour
presque tout x ∈ Ω. Si K est ouvert, ϕ peut eˆtre prise C1pw(Ω;RN ).
E´tant difficile de ve´rifier la proprie´te´ de relaxation dans les applications, des conditions suffi-
santes ont e´te´ obtenues dans [82].
De´finition 2.3.3. [Dacorogna-Marcellini] Soit E ⊂ K ⊂ RN×n. Les ensembles E et K ont la
proprie´te´ d’approximation s’il existe une famille d’ensembles ferme´s Eδ et Kδ, δ > 0, tels que
1. Eδ ⊂ Kδ ⊂ intK pour tout δ > 0;
2. pour tout ε > 0 il existe δ0 > 0 tel que dist(η;E) ≤ ε pour tout η ∈ Eδ, δ ∈ (0, δ0] ;
3. si η ∈ intK alors il existe δ0 > 0 tel que η ∈ Kδ pour tout δ ∈ (0, δ0].
The´ore`me 2.3.4. [Dacorogna-Marcellini] Soit E ⊂ RN×n compact et supposons que RcoE ait
la proprie´te´ d’approximation avec Kδ = RcoEδ. Alors int RcoE a la proprie´te´ de relaxation par
rapport a` E.
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Ce re´sultat nous donne alors une condition suffisante pour l’existence de solutions de (2.1.1) :
(2.3.1) Dϕ(x) ∈ E ∪ int RcoE, p.p. en Ω .
Dans la the´orie de´ve´loppe´e a` l’aide de l’inte´gration convexe de Gromov [104], le the´ore`me d’exis-
tence e´tabli dans [123] demande des conditions sur E similaires, mais utilise la notion d’enveloppe
RcoMS E. Comme dans la proprie´te´ d’approximation, la stabilite´ de l’enveloppe RcoMS E est re-
quise :
De´finition 2.3.5. [Mu¨ller-Sˇvera´k] Soit E un ensemble compact contenu dans RN×n. Une suite
d’ouverts {Ui} est une approximation par l’inte´rieur de E si
1. Ui ⊆ RcoMS Ui+1 ;
2. sup
X∈Ui
dist (X,E)→ 0 si i→ +∞ .
Le the´ore`me d’existence e´tabli dans [123] est le suivant :
The´ore`me 2.3.6. [Mu¨ller-Sˇvera´k] Soit Ω ⊂ Rn un ouvert borne´. Soit E un compact qui admet
une approximation par l’inte´rieur par des ensembles ouverts Ui. Soit ϕ : Ω→ RN une application
C1 telle que Dϕ ∈ U1 dans Ω. Alors il existe une application u ∈ ϕ + W 1,∞(Ω,RN ) telle que
Du ∈ E p.p. en Ω.
Comme on verra dans la suite, il y a des applications inte´ressantes pour lesquelles l’inte´rieur de
RcoE est vide, et donc la condition (2.3.1) est trop restrictive. Notre but dans [13] a e´te´ d’obtenir
des conditions suffisantes pour la proprie´te´ de relaxation, plus flexibles que l’hypothe`se (2.3.1).
Plus pre´cise´ment nous avons montre´ le
The´ore`me 2.3.7. [Barroso-Croce-Ribeiro] Soit E ⊂ RN×n borne´ et tel que E et Rcof E ont la
proprie´te´ d’approximation avec Kδ = Rcof Eδ pour des ensembles compactes Eδ ⊂ RN×n. Alors
int Rcof E a la proprie´te´ de relaxation par rapport a` E.
De ce the´ore`me et de la me´thode des cate´gories de Baire on de´duit que, pour l’existence de
solutions de (2.1.1), la condition (2.3.1) peut eˆtre remplace´e par
(2.3.2) Dϕ(x) ∈ E ∪ int Rcof E, p.p. en Ω.
A` remarquer que dans les applications, il nous semble plus naturel d’approcher l’ensemble compact
E avec des ensembles ferme´s (les Eδ), plutoˆt que des ouverts, comme requis par l’approximation par
l’inte´rieur. Nous avons aussi montre´ un re´sultat qui permet de travailler avec des sous-ensembles
de Rcof E. Ceci est utile dans les applications, ou` souvent, l’entier Rcof E n’est pas connu. Pour
e´noncer notre re´sultat nous avons besoin de la de´finition suivante.
De´finition 2.3.8. [Barroso-Croce-Ribeiro] Soit U un ensemble de RN×n et, pour un entier I ≥ 1,
soient ξi ∈ RN×n et λi > 0, i = 1, ..., I tels que
∑I
i=1 λi = 1. Alors (λi, ξi)1≤i≤I ve´rifient (HI(U))
si
(i) dans le cas I = 1, ξ1 ∈ U ;
(ii) dans le cas I = 2, ξ1, ξ2 ∈ U et rang(ξ1 − ξ2) = 1 ;
(iii) dans le cas I > 2, a` moins d’une permutation, ξ1, ξ2 ∈ U , rang(ξ1 − ξ2) = 1 et en posant{
µ1 = λ1 + λ2, η1 =
λ1ξ1+λ2ξ2
λ1+λ2
µi = λi+1, ηi = ξi+1, 2 ≤ i ≤ I − 1
alors (µi, ηi)1≤i≤I−1 ve´rifient (HI−1(U)).
Cette proprie´te´ a e´te´ introduite dans [79] ; ici nous demandons en plus que les vertexes de la
”chaine” soient des e´le´ments d’un ensemble donne´. Par ailleurs tous les ξi appartiennent a` U .
The´ore`me 2.3.9. [Barroso-Croce-Ribeiro] Soient E,K deux ensembles borne´s de RN×n. Suppo-
sons que pour δ > 0, Eδ,Kδ ve´rifient :
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1. pour tout ε > 0 il existe δ0 > 0 tel que dist(η;E) ≤ ε pour tout η ∈ Eδ, δ ∈ (0, δ0] ;
2. si η ∈ intK alors il existe δ0 > 0 tel que η ∈ Kδ pour tout δ ∈ (0, δ0] ;
3. pour tout δ > 0 et pour tout ξ ∈ Kδ il existe I ∈ N et (λi, ξi)1≤i≤I avec λi > 0 et
∑I
i=1 λi = 1
et ξi ∈ RN×n, ve´rifiants (HI(intK)) et ξ =
I∑
i=1
λiξi,
I∑
i=1
ξi /∈Eδ
λi < δ.
Alors intK a la proprie´te´ de relaxation par rapport a` E.
Nous allons maintenant pre´senter quelques applications de nos re´sultats. Dans [113], Kirchheim
a montre´ l’existence d’une application non-affine avec un nombre fini de valeurs du gradient mais
sans connexions de rang un entre elles :
The´ore`me 2.3.10. [Kirchheim] Soient N,n ≥ 2, m ∈ N et Ω ⊂ Rn ouvert et borne´. Alors il existe
E = {ξ1, ..., ξm} ⊂ RN×n tel que
rang(ξi − ξj) = min{N,n}, si i 6= j
et il existe ξ /∈ E et u ∈ uξ +W 1,∞0 (Ω;RN ) tels que Du(x) ∈ E, p.p. en Ω , ou` uξ est l’application
telle que Duξ = ξ.
Les e´le´ments de l’ensemble E du The´ore`me 2.3.10 n’ont pas de connexion rang un, et donc le
gradient de la donne´e au bord ξ n’appartient pas a` RcoE = E. Par conse´quent on ne peut pas
utiliser la proprie´te´ d’approximation 2.3.3. Cependant, l’ensemble E est tel que le gradient de uξ
appartient a` l’inte´rieur de Rcof E. Notre re´sultat peut s’appliquer pour obtenir l’existence d’une
solution, comme montre´ dans [133] par Ribeiro.
Nos re´sultats permettent aussi de traiter des inclusions diffe´rentielles de´finies par des ensembles
E isotropes. On rappelle qu’un ensemble E est isotrope si RES ⊆ E pour toute R,S dans le groupe
orthogonal. Il peut eˆtre de´crit a` travers les valeurs singulie`res 0 ≤ λ1(ξ) ≤ · · · ≤ λn(ξ), de´finies
comme les valeurs propres de la matrice
√
ξξt. Le proble`me suivant a e´te´ traite´ dans [71] et [12], en
collaboration avec Barroso et Ribeiro, mais il peut eˆtre aussi traite´ avec nos re´sultats pre´ce´dents :
(2.3.3)
{
Du(x) ∈ E, p.p. en Ω,
u = ϕ, sur ∂Ω,
ou` Ω est un ouvert borne´ de R2 et E est un compact de R2×2 isotrope. La me´thode des cate´gories
de Baire (voir [71]) et la me´thode de l’inte´gration convexe (voir [12]) ont pu donner le
The´ore`me 2.3.11. [Barroso-Croce-Ribeiro] Soit E := {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ ΛE}, ou`
ΛE ⊂ {(x, y) ∈ R2 : 0 < x ≤ y} est compact. Soit
K =
{
ξ ∈ R2×2 : fθ(λ1(ξ), λ2(ξ)) < max
(a,b)∈ΛE
fθ(a, b), ∀ θ ∈ [0, max
(a,b)∈ΛE
b]
}
,
ou` fθ(x, y) := xy+ θ(y− x). Alors, si Ω ⊂ R2 est un ouvert borne´ et si ϕ ∈ C1pw(Ω,R2) est tel que
Dϕ ∈ E ∪K p.p. en Ω, alors il existe une application u ∈ ϕ+W 1,∞0 (Ω,R2) telle que Du ∈ E p.p.
en Ω.
Pour ce proble`me, K = int RcoE = int Rcof E. Pour montrer cela, deux re´sultats de Car-
daliaguet et Tahraoui e´tablis dans [59] ont e´te´ utilise´s. D’une part, les auteurs ont characte´rise´
l’enveloppe polyconvexe de l’ensemble E ; graˆce a` ce re´sultat dans [71] nous avons montre´ que
PcoE =
{
ξ ∈ R2×2 : fθ(λ1(ξ), λ2(ξ)) ≤ max
(a,b)∈ΛE
fθ(a, b), ∀ θ ∈ [0, max
(a,b)∈ΛE
b]
}
.
D’autre part, Cardaliaguet et Tahraoui ont montre´, en dimension 2, que les ensembles compacts iso-
tropes rang un convexes sont aussi polyconvexes (voir aussi le papier [69] de Conti, De Lellis, Mu¨ller
et Romeo). Puisque l’enveloppe Rcof E d’un ensemble isotrope compact E est compacte et isotrope
et puisqu’elle est rang un convexe, on a l’e´galite´ Rcof E = PcoE et donc une characte´risation de
Rcof E. Dans [71], ou` on utilise la me´thode des cate´gories de Baire, l’enveloppe utilise´e est RcoE.
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Au contraire de Rcof E, une characte´risation de RcoE ne se de´duit pas imme´diatement de [59],
car en ge´ne´ral, RcoE peut ne pas eˆtre compact. Pour cette raison, dans [71], RcoE a e´te´ calcule´
(et la conclusion est qu’il coincide avec Rcof E).
Une application originale de notre re´sultat d’existence est la suivante :
(2.3.4)
{
Du(x) ∈ E, p.p. en Ω,
u = ϕ, sur ∂Ω,
ou`
E =
{
ξ ∈ Rn×n : (λ1(ξ), · · · , λn(ξ)) ∈ ΛE , det ξ > 0
}
,
avec ΛE ⊆ {(x1, · · · , xn) ∈ Rn : 0 < x1 ≤ · · · ≤ xn}.
Pour n = 2, Cardaliaguet et Tahraoui ont de´fini dans [60] l’ensemble R(ΛE) pour tout ensemble
compact ΛE ⊂ {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ x2} comme le plus petit ensemble compact de {(x1, x2) ∈
R2 : 0 ≤ x1 ≤ x2} qui contient ΛE tel que {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ R(ΛE), det ξ ≥ 0} est rang
un convexe.
The´ore`me 2.3.12. [Cardaliaguet-Tahraoui] Soit Λ un sous-ensemble compact de {(x1, x2) ∈ R2 :
0 ≤ x1 ≤ x2} tel que R(Λ) est connexe. Alors
R(Λ) = {(x1, x2) ∈ R2:0 ≤ x1 ≤ x2, x1 ≥ α, σ3(x1) ≤ x2 ≤ inf{σ1(x1), σ2(x1)}}
ou` α = inf
(x1,x2)∈Λ
x1,
σ1(x1) = inf
(θ,γ)∈Σ1
f1θ,γ(x1), f
1
θ,γ(x1) =
{
θ + γ−θ
2
θ−x1 , x1 < θ,
+∞, sinon,
σ2(x1) = inf
(θ,γ)∈Σ2
f2θ,γ(x1), f
2
θ,γ(x1) = θ +
γ − θ2
θ + x1
,
σ3(x1) = sup
(θ,γ)∈Σ3
f3θ,γ(x1), f
3
θ,γ(x1) =
{
−θ + γ−θ2x1−θ , x1 > θ ,
+∞, sinon ,
Σ0 = {(θ, γ) ∈ R2 : θ ≥ 0, γ ≥ θ2},
Σ1 = {(θ, γ) ∈ Σ0 : x2 ≤ f1θ,γ(x1), ∀ (x1, x2) ∈ Λ},
Σ2 = {(θ, γ) ∈ Σ0 : x2 ≤ f2θ,γ(x1), ∀ (x1, x2) ∈ Λ},
Σ3 = {(θ, γ) ∈ Σ0 : x2 ≥ f3θ,γ(x1), ∀ (x1, x2) ∈ Λ}.
De plus il existe une fonction convexe h : R2×2 × R→ R telle que{
ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ R(Λ), det ξ ≥ 0
}
=
{
ξ ∈ R2×2 : h(ξ,det ξ) ≤ 0, det ξ ≥ 0}.
Ils ont aussi montre´ la
Proposition 2.3.13. [Cardaliaguet-Tahraoui] Soit Λ un sous-ensemble compact de {(x1, x2) ∈
R2 : 0 ≤ x1 ≤ x2}. Supposons qu’il existe C1 et C2, sous-ensembles compacts de Λ, tels que si
C1 ∩ C2 = ∅, C1 ∪ C2 = Λ et sup
(x1,x2)∈C1
x2 < inf
(x1,x2)∈C2
x1, alors ou C1 = ∅ ou C2 = ∅. Alors R(Λ)
est connexe.
Une conse´quence directe est la repre´sentation de Rcof E :
Corollaire 2.3.14. [Cardaliaguet et Tahraoui] Soit E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ ΛE , det ξ ≥
0} ou` ΛE est un sous-ensemble compact de {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ x2} tel que R(ΛE) est
connexe. Alors
Rcof E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ R(ΛE), det ξ ≥ 0}.
Alors on peut e´tablir une formule dans le cas ou` ΛE est compose´ par deux points :
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Proposition 2.3.15. [Barroso-Croce-Ribeiro] Soit E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ ΛE , det ξ >
0}, ou` ΛE = {(a1, a2), (b1, b2)}, 0 < a1 < b1 < a2 < b2 ; on pose
θ =
−a1a2 + b1b2
b1 + b2 − a1 − a2 .
Alors
(2.3.5) Rcof E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ R(ΛE), det ξ > 0}
ou` R(ΛE) est l’ensemble des points (x1, x2) ∈ R2 tels que
(2.3.6)

a1 ≤ x1 ≤ x2 ≤ b2,
x2 ≥ a1a2
x1
,
x2 ≤ −a1a2 + θ(a1 + a2)− θx1−x1 + θ , si a1 ≤ x1 ≤ b1
x2 ≤ b1b2
x1
.
De plus
int Rcof E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ int re´lR(ΛE), det ξ > 0},
ou` int re´lR(ΛE) est l’inte´rieur re´latif de R(ΛE) par rapport a` {(x1, x2) ∈ R2 : 0 < x1 ≤ x2} et est
l’ensemble de points (x1, x2) ∈ R2 tels que
a1 < x1 ≤ x2 < b2,
x2 >
a1a2
x1
,
x2 <
−a1a2 + θ(a1 + a2)− θx1
−x1 + θ
x2 <
b1b2
x1
.
Le dessin suivant donne une repre´sentation de l’ensemble R(ΛE).
x1
x2
x1 = x2
x2 =
b1b2
x1
x2 =
a1a2
x1
x2 =
−a1a2+θ(a1+a2)−θx1
−x1+θ
Figure 2.1 – L’ensemble R(ΛE)
Nous avons montre´ ce re´sultat pour le proble`me (2.3.4) :
The´ore`me 2.3.16. [Barroso-Croce-Ribeiro] Soit ΛE = {(a1, a2), (b1, b2)} avec 0 < a1 < b1 <
a2 < b2. Soit E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ ΛE , det ξ > 0}. Soit Ω ⊂ R2 un ouvert borne´
et soit ϕ ∈ C1pw(Ω,R2) telle que Dϕ ∈ E ∪ int Rcof E p.p. en Ω. Alors il existe une application
u ∈ ϕ+W 1,∞0 (Ω,R2) telle que Du(x) ∈ E p.p. en Ω.
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Le The´ore`me 2.3.9 nous a permis de traiter le cas ou` l’ensemble des valeurs singulie`res de
l’ensemble E contient un segment, en dimension 3 :
The´ore`me 2.3.17. [Barroso-Croce-Ribeiro] Soit
E =
{
ξ ∈ R3×3 : (λ1(ξ), λ2(ξ), λ3(ξ)) ∈ ΛE , det ξ > 0
}
,
ou` ΛE ⊆ {(x1, x2, x3) ∈ R3 : 0 < x1 ≤ x2 ≤ x3}. Supposons que
Γ := {(a1 + t(b1 − a1), a2 + t(b2 − a2), a3 + t(b3 − a3)) : t ∈ [0, 1]} ⊆ ΛE ,
avec a1 < b1, a2 < b2, a3 < b3 et ou a1 < a2 < a3 ou b1 < b2 < b3. Soit
K :=
{
ξ ∈ R3×3 : (λ1(ξ), λ2(ξ), λ3(ξ)) ∈ ΛK , det ξ > 0
}
,
ou`
ΛK :=
⋃
(α1,α2,α3)∈rel int Γ
{
(x1, x2, x3) ∈ R3 : x1x2x3 = α1α2α3,
0 < x1 ≤ x2 ≤ x3 < α3, x2x3 < α2α3} ,
et
rel int Γ := {(a1 + t(b1 − a1), a2 + t(b2 − a2), a3 + t(b3 − a3)) : t ∈ (0, 1)}.
Soit Ω ⊂ R3 un ouvert borne´ et soit ϕ ∈ C1piec(Ω,R3) telle que Dϕ(x) ∈ E ∪K pour presque
tout x en Ω. Alors il existe une application u ∈ ϕ+W 1,∞0 (Ω,R3) telle que Du(x) ∈ E p.p. en Ω.
2.4 Se´lection de solutions
Dans les articles [64] et [78] nous avons cherche´ a` se´lectionner et characte´riser une classe par-
ticulie`re de solutions du syste`me d’e´quations eikonales
(2.4.1)

∣∣∣∣ ∂u∂xi
∣∣∣∣ = 1 , i = 1, . . . , N, p.p. en Ω,
u = 0 , sur ∂Ω.
Si S(Ω) de´note l’ensemble des solutions W 1,∞0 (Ω) de (2.4.1), une possible strate´gie de se´lection
d’une fonction dans S(Ω) est la the´orie des solutions de viscosite´, introduite par Crandall et
Lions dans [70]. Dans cette approche on profite des proprie´te´s des solutions de viscosite´, comme la
maximalite´, l’unicite´ et des formules explicites. Pour cela, on e´crit (2.4.1) sous la forme
(2.4.2)
{
F (Du) = 0 , p.p. en Ω,
u = 0 , sur ∂Ω,
ou` F : RN → R est n’importe quelle fonction qui s’annule si et seulement si |xi| = 1 pour
tout i = 1, . . . , N . Alors on cherche une solution de viscosite´ du proble`me (2.4.2). Pour N = 1,
e´videmment u(x) = d1(x, ∂Ω), ou son oppose´e, selon le signe de F , est la seule solution de viscosite´.
En dimensions supe´rieures, des restrictions ge´ome´triques interviennent. En effet, dans [58] et [128],
Cardaliaguet, Dacorogna, Georgy, Gangbo et Pisante respectivement, ont montre´ qu’il existe une
solution de viscosite´ du proble`me (2.4.2) si et seulement si Ω est un hyper-rectangle tel que les
normales a` chaque face appartiennent a`
E = {ξ = (ξ1, ..., ξN ) ∈ RN : |ξi| = 1∀ i = 1, ..., N} .
Dans ce cas, la distance au bord en norme l1, d1(·, ∂Ω), est la solution de viscosite´. Meˆme si le
re´sultat pre´ce´dent est en quelque sense ne´gatif, il a e´te´ utilise´ par Dacorogna et Marcellini dans [83]
pour se´lectionner une solution du syste`me d’e´quations eikonales (2.4.1) (et d’autres proble`mes).
Les auteurs ont construit un recouvrement de Vitali de Ω compose´ par domaines Ωi qui admettent
une solution de viscosite´ et ont de´fini la solution de viscosite´ sur chacun des Ωi. Le recouvrement
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est construit de manie`re recursive, dans l’ide´e de prendre, a` chaque e´tape, le plus grand hyper-
rectangle.
Une autre strate´gie pour characte´riser une famille de fonctions dans S(Ω) consiste a` utiliser
une me´thode variationnelle, c’est-a`-dire, de de´finir une fonctionnelle sur S(Ω) et de l’optimiser.
Les minimiseurs ou maximiseurs seraient des solutions se´lectionne´es du syste`me (2.4.1). Il y a une
difficulte´ e´vidente pour appliquer cette me´thode, puisque l’ensemble S(Ω) n’est pas convexe. Par
exemple les fonctionnelles
v →
∫
Ω
|v|p , p ≥ 1,
n’ont ni de minimiseur ni de maximiseur sur S(Ω). En fait toute suite minimisante converge a` la
fonction nulle, qui n’appartient pas a` S(Ω), et la limite d’une suite maximisante est la distance
de ∂Ω dans la norme l1, ou son oppose´e, qui ne ve´rifie pas les e´quations du syste`me (2.4.1), en
ge´ne´ral.
Dans l’article de Dacorogna, Glowinski et Pan [81] on trouve un premier essai de se´lection a`
travers une me´thode variationnelle. Les auteurs e´tudient nume´riquement un proble`me variationnel
sur l’ensemble des solutions positives du syste`me (2.4.1) : ils obtiennent une suite maximisante de
(2.4.3) sup
{∫
Ω
u, u ≥ 0, u ∈ S(Ω)
}
a` travers la minimisation nume´rique de
J (u) := −
∫
Ω
u+
1
2
∫
Ω
|∇u|2 + ε
2
∫
Ω
|∆u|2 + 1
2ε
N∑
i=1
∫
Ω
(∣∣∣∣ ∂u∂xi
∣∣∣∣− 1)2 .
Comme nous avons de´ja` dit, il n’y a aucune solution au proble`me (2.4.3). Cependant, en sui-
vant l’ide´e de [81] de se´lectionner des ”solutions re´gulie`res”, il semble naturel de minimiser les
discontinuite´s du gradient des solutions.
Conside´rons alors le sous-ensemble de S(Ω) compose´ par les fonctions v telles que le gradient
distributionnel de ∂v∂xi , i = 1, . . . , N, n’a pas de partie cantorienne localement, i.e.,
∂v
∂xi
est une
fonction SBVloc(Ω). Si J ∂v
∂xi
est l’ensemble des sauts de ∂v∂xi , i = 1, . . . , N , une ide´e assez naturelle
serait de minimiser la fonctionnelle
Jt(v) := Ht
(
N⋃
i=1
J ∂v
∂xi
)
sur
E(Ω) =
{
v ∈ S(Ω) : ∂v
∂xi
∈ SBVloc(Ω), i = 1, . . . , N
}
,
pour quelque t ≥ N − 1. Ceci n’est pas possible. En fait, soit par exemple Ω = (0, 1)2. En
conside´rant, pour presque tout t ∈ (0, 1/2) la fonction wt : s 7→ v(s, t), on a, par la formule
de la co-aire,
H1(Jv1 ) ≥
∫ 1/2
0
H0(Jv1 ∩ ((0, 1)× t))dt ≥
∫ 1/2
0
[
1
2t
]
dt = +∞ .
Pour t > 1, e´tant donne´e v ∈ E(Ω), nous avons H1 (Jvxi ∩ ω) < ∞ , pour chaque ω ⊂ ω ⊂ Ω et
pour i = 1, 2. Par les proprie´te´s des mesures de Hausdorff, Ht (Jvxi ∩ ω) = 0 pour tout t > 1. Par
de´finition de mesure, on a Ht (Jvxi ) = 0 pour tout t > 1.
Cependant, on peut minimiser la mesure HN−1 des discontinuite´s du gradient des fonctions C1
par morceaux dans
Epw(Ω) := {v ∈ S(Ω) , v ∈ C1pw(Ω)} ,
si ∂Ω est l’union d’une famille finie de polyhe`dres de dimension N − 1, chacun inclu dans un
hyper-plan avec normales dans E. Autrement dit, sous cette hypothe`se, le proble`me
(2.4.4) inf
{
N∑
i=1
HN−1(Jvi ) , v ∈ Epw(Ω)
}
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admet une solution. L’hypothe`se que ∂Ω soit compose´ par un nombre fini de tels polyhe`dres est
importante : en fait, on peut construire un ensemble Ω ⊂ R2 avec le bord compose´ par un nombre
infini de segments avec normales dans E tel que pour tout v ∈ E(Ω) la mesure H1 des discontinuite´s
de ∂v∂xi est infinie.
En dimension 1, la solution de viscosite´ et son oppose´e sont les solutions de (2.4.4). En dimension
2, dl1(· , ∂Ω) et son oppose´ sont les seules solutions du proble`me (2.4.4), si Ω est un rectangle aves
les normales dans E. A` remarquer que dl1(· , ∂Ω) n’est pas en ge´ne´ral une solution de (2.4.4).
Pour un domaine quelconque Ω, dans l’article [64] en collaboration avec Champion, notre ide´e
a e´te´ de mesurer les sauts de Du pour u ∈ S(Ω) a` travers un ”poids” h ∈ C0(Ω) qui pe´nalise les
sauts de Du a` l’inte´rieur de Ω. Plus pre´cise´ment, soit Ωn une suite de sous-ensembles ouverts de
Ω avec le bord compose´ par un nombre fini de segments avec normales dans E et tels que
∀n ≥ 1 1
n+ 1/2
≤ d(Ωn, ∂Ω) ≤ 1
n
.
On pose Ω0 = ∅. La suite (Ωn)n≥1 est croissante, et pour tout n ≥ 1 le bord de ωn := Ωn \ Ωn−1
est compose´ par un nombre fini de segments avec normales dans E. Alors pour chaque n ≥ 1, nous
avons conside´re´ le proble`me
(2.4.5) inf
{
N∑
i=1
HN−1(Jvi ) , v ∈ Epw(ωn)
}
.
Nous avons de´ja` vu que δn, l’infimum du proble`me (2.4.5), est fini pour chaque n ≥ 1. On de´finit
h ∈ C0(Ω, ]0,+∞[ ) comme
h(x) :=

1/[4(α1 + α2)] si x ∈ Ω1,
1
dl1(x, ∂Ωn) + dl1(x, ∂Ωn+1)
[
dl1(x, ∂Ωn+1)
(n+ 1)2(αn + αn+1)
+
dl1(x, ∂Ωn)
(n+ 2)2(αn+1 + αn+2)
]
si x ∈ ωn+1, n ≥ 1,
ou` αn := max{1, δn +HN−1(∂Ωn)} pour tout n ≥ 1.
Pour tel h, on a de´montre´ le re´sultat suivant.
The´ore`me 2.4.1. [Champion-Croce] Soit Ω un ouvert borne´ connexe de RN avec bord lipschitz.
Alors le proble`me
(Ph) inf
{
Fh(v) :=
N∑
i=1
∫
Jvi
h(x)dHN−1(x) , v ∈ E(Ω)
}
admet un minimum.
Il est clair que ce crite`re de se´lection de´pend de la fonction h et h de´pend de la suite Ωn.
Au meˆme temps la fonctionnelle devrait de´pendre des proprie´te´s ge´ome´triques de Ω. Dans [78],
en collaboration avec Pisante, nous avons suppose´ Ω ⊂ R2 compatible, dans le sens que Ω est
un domaine borne´ re´gulier par morceaux tel qu’il existe un nombre fini de points dans ∂Ω pour
lesquels la normale ν est paralle`le a` x2 = ±x1, et un nombre fini de segments paralle`ls a` x2 = ±x1.
N’importe quel ensemble convexe, ouvert, borne´, lipschitz de R2 tel que ∂Ω est compose´ par un
nombre fini de courbes C1 est compatible. Un polygone est aussi compatible. Notre re´sultat est le
suivant :
The´ore`me 2.4.2. [Croce-Pisante] Soit Ω un ensemble compatible de R2. Soit H : R+ → R+ une
fonction continue, croissante telle que ∫ 1
0
H(t)
t
dt < +∞ .
Soit
F(v) =
2∑
i=1
∫
Ω
H(d1(x, ∂Ω))d
∣∣∣∣D ∂v∂xi
∣∣∣∣ .
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Alors le proble`me
(2.4.6) inf{F(v), v ∈ E(Ω)}
admet une solution.
La difficulte´ de la preuve est la de´monstration de l’existence d’une fonction qui rend finie la
fonctionnelle F . Une fois montre´ ce point, l’existence d’un minimum peut se montrer facilement
par les me´thodes directes du calcul des variations, en utilisant la compacite´ dans BV . Celle-ci est la
raison pour laquelle la ge´ne´ralisation de ce re´sultat en dimensions supe´rieures n’est pas immediate.
Nous allons expliquer pourquoi nous avons impose´ que H ait une telle croissance dans le
The´ore`me 2.4.2. Soit Ω = (−1, 1)×(−1, 1). Nous allons de´finir une fonction ”raisonnable” v ∈ E(Ω)
et imposer que F(v) soit fini. Puisque le poids H dans la de´finition de F de´pend seulement de la
distance au bord, on doit mesurer les discontinuite´s de ∂v∂xi , i = 1, 2 pre`s du bord. Soit v de´fini
comme suit (voir figure ci-dessous). Soit R le triangle de vertexes (−1, 1), (1, 1) et (0, 0). Il suffit
de de´finir v dans R. On remplit R avec des carre´s de coˆte´s paralle`ls a` x2 = ±x1. Soit Ω0 le carre´
dont le vertex nord est (0, 1) et dont la diagonale vaut 1. Pour n ∈ N et i = 1, . . . , 2n−1, soit Qin
le carre´ de vertex nord
(
2i−1
2n , 1
)
et diagonale 12n . On pose Q
−i
n le syme´trique de Q
i
n par rapport a`
l’axe vertical.
Ω0
Q11Q
−1
1
0
(−1, 1) (1, 1)
(−1,−1) (1,−1)
Figure 2.2 – L’ensemble Ω et le triangle R
Sur chaque carre´ v est de´finie comme la distance en norme l1 du bord de chaque carre´. Alors v
appartient a` E(Ω) et le gradient distributionnel de Dv vit sur les coˆte´s et la diagonale de chaque
carre´. Soit
Rm =
{
(x1, x2) ∈ R : 1
m+ 1
< x2 ≤ 1
m
}
.
Alors F(v) est fini si∫
Dh
H(d1(x, γ))dH1 ,
∫
Dv
H(d1(x, γ))dH1 ,
∫
S
H(d1(x, γ))dH1
sont finis, ou` S est l’union des coˆte´s de Q±in , Dv est l’union des diagonales verticales de Q±in , et Dh
est l’union des diagonales horizontales de Q±in . Il n’est pas complique´ d’estimer ces trois quantite´s
avec
∞∑
m=1
H
(
1
m
)
1
m
, d’ou` l’hypothe`se sur H dans le the´ore`me pre´ce´dent.
L’une des perspectives dans cette the´matique est l’e´tude de l’ensemble des solutions du proble`me
(2.4.6). En effet, tre`s probablement, la fonctionnelle F admet plus qu’un minimiseur dans l’ensemble
E(Ω). En conside´rant des ensembles Ω avec des proprie´te´s des syme´trie, a` fixer, nous aimerions pou-
voir montrer l’existence de minimiseurs ”syme´triques”, a` travers l’e´tude de conditions d’optimalite´
qu’un minimiseur doit satisfaire.
Dans le cadre vectoriel aussi une question inte´ressante est la se´lection d’une solution. En fait,
la me´thode des cate´gories de Baire donne une famille dense de solutions dans W 1,∞(Ω). Un travail
en cours avec Pisante est l’e´tude du proble`me
(2.4.7)
{
Du ∈ E, en Ω,
u = 0, sur ∂Ω,
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ou` E est le sous-ensemble suivant du groupe orthogonal de R2 :
E =
{
±
(
1 0
0 1
)
,±
(
1 0
0 −1
)
,±
(
0 1
1 0
)
,±
(
0 1
−1 0
)}
.
Dacorogna, Marcellini et Paolini dans [84] ont exhibe´ une solution explicite du proble`me (2.4.7)
ayant un comportement fractale pre`s du bord d’un domaine Ω carre´ (voir aussi [102] pour une
approche nume´rique). Puisque dans le cadre vectoriel il n’y a pas de ”construction pyramidale”
simple comme pour les proble`mes scalaires, cette solution pourrait eˆtre vue comme une ”solution de
base” a` utiliser pour avoir une solution explicite dans n’importe quel autre ensemble Ω a` travers un
recouvrement de Vitali. E´videmment, le comportement fractale donne des irre´gularite´s importantes
a` l’inte´rieur de Ω. Ceci est une difficulte´, si l’on veut se´lectionner les solutions ”re´gulie`res” comme
nous avons fait pour le syste`me (2.4.1).
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Chapitre 3
Proble`mes isope´rime´triques
Ce chapitre est de´die´ a` la pre´sentation des travaux [76, 77], [54], [20].
3.1 Introduction
L’ine´galite´ isope´rime´trique classique affirme que parmi tous les ensembles du plan de pe´rime`tre
fixe´, le cercle est celui qui maximise l’aire. Dans la litte´rature on trouve nombreuses de´monstrations
de ce re´sultat. Celle due a` Hurwitz [108] utilise l’e´quivalence entre l’ine´galite´ isope´rime´trique et
l’ine´galite´ de Wirtinger, c’est-a`-dire
‖u′‖2 ≥ α ‖u‖2
pour toute fonction u ∈ W 1,2pe´r (−1, 1) =
{
u ∈W 1,2(−1, 1) : u(−1) = u(1)} telle que ∫ 1
−1
u = 0.
Cette ce´le`bre ine´galite´ et ses ge´ne´ralisations ont rec¸u beaucoup d’attention dans la litte´rature. Une
ge´ne´ralisation assez naturelle a e´te´ e´tudie´e dans [80] par Dacorogna, Gangbo et Sub´ıa, qui ont
calcule´ la valeur de
α (p, q) = inf
{
‖u′‖p
‖u‖q
: u ∈W 1,ppe´r (−1, 1) \ {0} ,
∫ 1
−1
|u|q−2 u = 0
}
pour p, q > 1. Dans [76, 77], en collaboration avec Henrot et Pisante, nous avons conside´re´ la meˆme
ine´galite´ en dimension N en re´solvant un proble`me d’optimisation de forme y lie´. Plus en de´tails,
nous avons cherche´ l’ensemble qui minimise cette valeur propre parmi tous les ensembles de volume
donne´. Nous avons montre´ que le minimiseur est un couple de boules e´gales.
Si on modifie la de´finition de α(p, q) en conside´rant des fonctions a` moyenne nulle, a` la place de
la contrainte
∫ 1
−1
|u|q−2 u = 0, on trouve un bizarre phe´nome`ne de perte de syme´trie. En effet dans
[124], Nazarov a montre´ que la fonction propre est impaire si et seulement si q ≤ 3p, en achevant
la solution de ce proble`me e´tudie´ dans [80], [14], [110] (voir aussi [75] pour une ge´ne´ralisation).
Une rupture de syme´trie a e´te´ observe´e aussi par Girao et Weth dans [100] pour la version N -
dimensionnelle de ce proble`me. Les auteurs ont e´tudie´ la minimisation du quotient
‖∇v‖L2(Ω)
‖v‖Lq(Ω) en
W 1,2(Ω), avec 2 ≤ q < 2∗, et ont montre´ que pour un disque de R2, si q est assez grand, les
minimiseurs ne sont pas antisyme´triques, alors qu’ils le sont pour q proche a` 2. Ces papiers nous
ont induit a` chercher s’il y avait une perte de syme´trie pour les minimiseurs d’une fonctionnelle
non coercitive, ou` l’on conside`re toujours une condition de moyenne nulle :
λθ,p(Ω) = inf
{∫
Ω
|∇v|2
(1 + |v|)2θ , v ∈W
1,q(Ω), v 6= 0,
∫
Ω
v = 0, ‖v‖Lp(Ω) = 1
}
pour θ, p, q qui satisfont les conditions 0 < 2θ < 1, q = 2N(1−θ)N−2θ , 1 < p < q
∗, si N ≥ 3 et
2(1 − θ) ≤ q < 2 , 1 < p < +∞, si N = 2. Dans [54], en collaboration avec Brock, Guibe´ et
Mercaldo, nous avons montre´ qu’il y a une perte de syme´trie en dimension 2 pour un disque. En
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fait les minimiseurs sont antisyme´triques pour p = 2 et θ assez petit, alors qu’ils ne le sont pas
pour p assez grand et tout θ < 12 .
Les ine´galite´s isope´rime´triques quantitatives constituent un autre sujet de recherche lie´ a` l’ine´-
galite´ isope´rime´trique. Plus pre´cise´ment, il s’agit d’ine´galite´s ou` une certaine distance entre un
ensemble E et la boule de meˆme volume est estime´e par la diffe´rence entre le pe´rime`tre de E et le
pe´rime`tre de la boule. Dans les premiers articles [47] et [94] de Bonnesen et Fuglede sur ce sujet,
on utilise diverses distances, dont la distance de Hausdorff. L’asyme´trie de Fraenkel, de´finie par
(3.1.1) λ(Ω) = min
x∈RN
{ |Ω∆Bx|
|Ω| , |Bx| = |Ω|
}
, Bx = boule centre´e en x ,
pour un ensemble Ω de RN a e´te´ utilise´e pour la premie`re fois par Hall dans [105], pour une
ine´galite´ isope´rime´trique quantitative. On y montre que
λ(E)4 ≤ C(N)[P (E)− P (B)] ,
ou` C(N) est une constante qui ne de´pend que de la dimension N . Dans [96], [66] et [91], Fusco,
Maggi, Pratelli, Cicalese, Leonardi et Figalli ont donne´ une preuve de cette ine´galite´ avec l’exposant
optimal de λ, qui est 2, graˆce a` trois techniques diffe´rentes : dans le premier article on utilise
des techniques de syme´trisation, le deuxie`me est base´ sur la re´gularite´ des quasi-minimiseurs du
pe´rime`tre, e´tablie dans la the´orie des surfaces minimales, et dans le troisie`me on utilise le transport
de masse.
Dans le papier [20] en collaboration avec Bianchini et Henrot nous avons montre´ l’existence
d’un ensemble qui minimise la fonctionnelle E → δ(E)/λ2(E), dans le plan, ou`
(3.1.2) δ(Ω) =
P (Ω)− P (B)
P (B)
, |B| = |Ω| , B = boule ,
est le de´ficit isope´rime´trique de Ω. En particulier, la noˆtre est donc une nouvelle preuve de l’ine´-
galite´ isope´rime´trique quantitative, en dimension 2. Nous avons aussi montre´ quelques proprie´te´s
d’un ensemble optimal et formule´ une conjecture sur sa forme.
3.2 Sur une valeur propre nonline´aire
Dans [76, 77] nous avons conside´re´ une ine´galite´ isope´rime´trique pour la valeur propre non
line´aire suivante. Sur un ouvert borne´ Ω de RN , on pose
λp,q(Ω) = inf
‖∇v‖Lp(Ω)‖v‖Lq(Ω) , v 6= 0, v ∈W 1,ppe´r (Ω),
∫
Ω
|v|q−2v dx = 0
 ,
ou` W 1,ppe´r (Ω) est l’ensemble des fonctions W
1,p(Ω) ayant une valeur constante au bord de Ω. Parmi
tous les ensembles Ω de volume donne´, nous avons cherche´ ceux qui minimisent λp,q(Ω), en e´tudiant
ainsi une ine´galite´ isope´rime´trique de type Faber-Krahn.
Nous avons montre´ que la forme optimale pour λp,q(Ω) est un couple de boules e´gales. Ceci
rappelle les re´sultats d’optimisation de forme pour les valeurs propres du laplacien. En effet, un
couple de boules e´gales minimise aussi la deuxie`me valeur propre du laplacien avec conditions
de Dirichlet au bord, comme prouve´ par Krahn dans [115] (voir aussi l’article [49] de Brasco et
Franzina pour ce meˆme re´sultat d’optimisation de formes pour le p-laplacien).
The´ore`me 3.2.1. [Croce-Henrot-Pisante] Soit Ω un ouvert borne´ de RN . Alors pour
(3.2.1) 1 < p <∞ et
{
2 ≤ q < p∗ , si 1 < p < N
2 ≤ q <∞ , si p ≥ N
nous avons que
λp,q(Ω) ≥ λp,q(B1 ∪B2),
ou` B1 et B2 sont deux boules disjointes de mesure |Ω|/2.
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La valeur propre λ2,2(Ω) a e´te´ de´ja` e´tudie´e dans [101] par Greco et Lucia, avec une technique
qui utilise la line´arite´ du proble`me. En effet, apre`s s’eˆtre reduits a` couples de boules, les auteurs
ont e´tudie´ la solution (explicite) de l’e´quation diffe´rentielle ordinaire satisfaite par la composante
radiale des minimiseurs sur chacune des boules. Ils ont aussi montre´ que si Ω est une boule, la
valeur propre λ2,2(Ω) est e´gale a` la deuxie`me valeur propre du laplacien avec conditions de Dirichlet
au bord et la premie`re valeur propre non nulle du laplacien avec conditions de Neumann au bord.
Nous allons esquisser la preuve du The´ore`me 3.2.1, qui est diffe´rente de celle faite pour λ2,2(Ω)
dans [101], apre`s la re´duction a` couples de boules.
1. A` travers les me´thodes directes du calcul des variations, il n’est pas difficile de montrer
l’existence d’un minimiseur borne´ u de λp,q(Ω).
2. Soient Ω+ = {x ∈ Ω : u(x) > c} et Ω− = {x ∈ Ω : u(x) < c}, ou` c est la valeur de u sur ∂Ω.
Si B± est une boule de meˆme volume que |Ω±|, alors on a l’ine´galite´
λp,q(Ω) ≥ λp,q(B+ ∪B−) .
Ceci se de´duit des proprie´te´s de la syme´trisation de Schwarz (voir [112] ou [109] par exemple),
en particulier de l’ine´galite´ de Po´lya-Szego˝ (montre´e dans [129], et utilise´e par Faber et Krahn
pour prouver que la premie`re valeur propre du laplacien avec conditions de Dirichlet au bord
est minimise´e par la boule, parmi tous les ensembles de meˆme volume (voir [106])).
3. Dans l’union de deux boules, l’e´quation d’Euler satisfaite par un minimiseur est
(3.2.2) −div(|∇u|p−2∇u) = [λp,q(Ω)]p‖u‖p−qLq(Ω)|u|q−2u .
Pour montrer cela, nous avons adapte´ l’ide´e d’une preuve de [80], faite en dimension 1, ou` on
montre que le multiplicateur de Lagrange, qui parait naturellement dans l’e´quation d’Euler
a` cause de la contrainte
∫
Ω
|u|q−2u = 0, est nul.
Le the´ore`me de la divergence applique´ a` l’e´quation (3.2.2) donne
(3.2.3)
∣∣∣∣∂u1∂ν1
∣∣∣∣p−1 |∂B1| = ∣∣∣∣∂u2∂ν2
∣∣∣∣p−1 |∂B2| .
4. La de´rive´e de forme (voir l’ouvrage de Henrot et Pierre [107] pour la de´finition et ses appli-
cations aux proble`mes aux valeurs propres en particulier) de notre valeur propre fournit une
simple condition d’optimalite´. Si un couple de boules (B1, B2) est critique, alors les de´rive´es
normales sur le bord de la fonction propre correspondante u = u1χB1 − u2χB2 sont e´gales,
en valeur absolue :
(3.2.4)
∣∣∣∣∂u1∂ν1
∣∣∣∣ = ∣∣∣∣∂u2∂ν2
∣∣∣∣ .
Ce re´sultat n’est pas e´vident, car notre valeur propre n’est pas ne´cessairement simple (et
donc de´rivable). Nous avons cependant utilise´ un re´sultat sur les valeurs propres multiples
montre´ dans le livre de Henrot [106].
5. Les de´rive´es normales au bord ne sont pas nulles. En effet, la composante radiale de u1 ve´rifie
−
[
(p− 1)z′′(t) + N − 1
t
z′(t)
]
|z′(t)|p−2 = [λp,qper(Ω)]p‖u‖p−qLq(Ω)|z(t)|q−2z(t) .
Donc, si
∂u1
∂ν1
= 0, alors u1 = 0 sur le bord. L’identite´ de Pohozaev applique´e a` l’e´quation
(3.2.2) donne une contradiction avec les hypothe`ses sur p, q,N .
Des e´quations (3.2.3) et (3.2.4) on de´duit que |∂B1| = |∂B2| et donc les deux boules B1 et
B2 ont le meˆme rayon.
6. Nous avons alors montre´ que
λp,q(Ω) ≥ λp,q(B+ ∪B−) ≥ λp,q(B′1 ∪B′2)
ou` B′1 and B
′
2 sont deux boules disjointes telle que |B′1| = |B′2| = |B+∪B−|2 . La de´croissance
de notre valeur propre par rapport aux inclusions d’ensembles implique le re´sultat.
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Le The´ore`me 3.2.1 a un corollaire pour la valeur propre suivante. Elle nous parait plus difficile a`
cause d’une rupture de syme´trie et elle est loin d’avoir e´te´ comprise :
(3.2.5) λp,q0 (Ω) = inf
‖∇v‖Lp(Ω)‖v‖Lq(Ω) , v 6= 0, v ∈W 1,p0 (Ω),
∫
Ω
|v|q−2v dx = 0

ou` l’on conside`re des fonctions nulles au bord. Comme remarque´ dans [125] par Nazarov, dans le
cas N > p, il existe qˆ = qˆ(p) < p∗ tel que pour q > qˆ, l’ensemble qui minimise λp,q0 (Ω) n’est pas
un couple de boules e´gales. Cependant, pour p = q nous avons montre´ l’ine´galite´ isope´rime´trique
suivante :
The´ore`me 3.2.2. [Croce-Henrot-Pisante] Soit Ω un ouvert borne´ de RN . Alors l’ine´galite´ suivante
a lieu pour 2 ≤ p <∞ :
λp,p0 (Ω) ≥ λp,p0 (B1 ∪B2),
ou` B1 et B2 sont des boules disjointes de mesure |Ω|/2.
La preuve n’est pas difficile. Par le The´ore`me 3.2.1 nous avons
λp,p0 (Ω) ≥ λp,p(Ω) ≥ λp,p(B ∪B) .
Pour tout p, q, une fonction propre u = u1(|x − x1|)χB1 + u2(|x − x2|)χB2 correspondante a`
λ = λp,q(B1 ∪B2) peut eˆtre e´crite graˆce a` la solution w du proble`me
−
[
(p− 1)w′′(t) + N − 1
t
w′(t)
]
|w′(t)|p−2 = |w(t)|q−2w(t), w(0) = 1 , w′(0) = 0.
En effet, si αi = u(xi), alors
ui = αiwαi(c(αi)|x− xi|)
ou` c(α) =
λ‖u‖1−q/p
Lq
|α|1−
q
p
, pour α 6= 0. Puisque u est constante sur le bord des deux boules, dans le
cas q = p, nous avons α1w (λR1) = α2w (λR2). Si de plus R1 = R2, on de´duit que w(λR1) = 0,
puisque α1 · α2 < 0. Par conse´quent, une fonction propre de λp,p(B ∪ B) ve´rifie u = 0 sur ∂B et
donc elle est aussi fonction propre de λp,p0 (B ∪B). Cela donne
λp,p(B ∪B) = λp,p0 (B ∪B)
et donc la conclusion.
Le proble`me d’optimisation de forme pour λ2,20 (Ω) a e´te´ de´ja` e´tudie´ dans [92] par Freitas et
Henrot. La preuve est base´e sur une expression explicite des solutions radiales de l’e´quation d’Euler
et sur des proprie´te´s fines des zeros des fonctions de Bessel. Dans le cas p = q = 2, le proble`me
a e´te´ appele´ torsade´ dans [11] par Barbosa et Be´rard, dans l’e´tude de proprie´te´s spectrales de la
variation seconde d’une immersion d’une varie´te´ riemannienne a` courbure moyenne constante. La
condition de moyenne nulle vient du fait que l’on conside`re des variations qui pre´servent le volume.
Une rupture de syme´trie a e´te´ aussi montre´e pour le proble`me isope´rime´trique lie´ a` la valeur
propre
λqBV (Ω) = inf
{ ||Du||(RN )
||u||Lq(Ω) , u ∈ BV0(Ω),
∫
Ω
u = 0
}
ou` BV0(Ω) est l’ensemble des fonctions BV (Ω), nulles a` l’exte´rieur de Ω et 1 ≤ q < NN−1 . En fait,
dans [48], Brandolini, Della Pietra, Nitsch et Trombetti ont e´tudie´ le minimum de λqBV (Ω) parmi
tous les ensembles de volume fixe´. Ils ont montre´ l’existence d’une valeur q(N) ∈]1, NN−1 [ telle que
pour q < q(N), λqBV (Ω) est minimise´e par un couple de boules e´gales, alors que pour q > q(N), le
minimum est atteint pour un couple de boules ayant rayons diffe´rents.
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3.3 Ine´galite´ isope´rimetrique quantitative
Dans le papier [20] nous avons traite´ l’ine´galite´ isope´rimetrique quantitative dans le plan
λ(E)2 ≤ Cδ(E) .
On rappelle que δ est le de´ficit isope´rime´trique, de´fini dans (3.1.2) et λ est l’asyme´trie de Fraenkel,
de´finie par (3.1.1). Plus pre´cise´ment, nous avons e´tudie´, en vue de cette ine´galite´, la minimisation
de la fonctionnelle
F : Ω→ δ(Ω)
λ2(Ω)
sur les ensembles Ω diffe´rents d’une boule. Nos re´sultats peuvent se re´sumer dans le
The´ore`me 3.3.1. [Bianchini-Croce-Henrot] Il existe un ensemble Ω∗ qui minimise F(Ω) parmi
tous les ensembles de R2 (la boule exclue). Ω∗ ve´rifie les proprie´te´s suivantes :
1. il est compose´ par au plus 6 composantes connexes ;
2. il a au moins deux boules optimales pour l’asyme´trie de Fraenkel.
Nous avons aussi formule´ une conjecture sur la forme de l’ensemble optimal pour F , qui reste
une question ouverte. En fait, l’ensemble optimal est connu seulement dans la classe des ensembles
convexes, d’apre`s les articles [57] et [3] de Campi et Alvino, Ferone et Nitsch. Les auteurs montrent
qu’un stade bien pre´cis re´alise
(3.3.1) inf
{Ω⊂R2, convexe}
F(Ω) = 0.405585 .
Cependant, dans [66] Cicalese et Leonardi ont montre´ que l’ensemble optimal Ω0 est de classe
C1,1 et son bord est compose´ par des arcs de cercle. Plus pre´cise´ment, dans chaque composante
connexe de l’ensemble R2 \∪x∈Z(Ω0)(x+∂B) (ou` Z(Ω0) est l’ensemble des centres des boules opti-
males pour Ω0), ∂Ω0 est compose´ par des arcs de cercle de meˆme rayon. Graˆce a` ce re´sultat, si l’on
savait montrer que l’ensemble optimal posse`de deux axes de syme´trie, et seulement deux boules op-
timales pour l’asyme´trie de Fraenkel, alors le proble`me se re´duirait a` un proble`me de minimisation
en dimension finie. Sa solution est un ensemble non convexe Ω0, pour lequel F(Ω) ≈ 0.3931 . Notre
conjecture, qui co¨ıncide avec celle dans [67] de Cicalese et Leonardi, est que cet ensemble, appele´
”masque” dans cet article, est optimal pour F . Il est repre´sente´ dans la figure suivante, ou` nous
avons aussi indique´ les parame`tres utilise´s pour re´soudre le proble`me d’optimisation mentionne´
ci-dessus (les deux angles α, θ et le centre (x0, 0) d’une boule optimale).
x0−x0
O1
O2
O3
BA
α
θ
γ3
γ2γ1
Figure 3.1 – Le ”masque”
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Dans [67], dans le cadre d’une proble´matique diffe´rente, les auteurs ont e´tudie´ la fonctionnelle
F(Ω) e´tendue par relaxation a` la boule B :
F̂(Ω) =
{ F(Ω) if Ω 6= B,
inf{lim inf F(Ωn), λ(Ωn) > 0, |Ωn∆B| → 0} if Ω = B.
A` travers un ”principe de se´lection ite´ratif” (de´ve´loppe´ dans [66] et base´ sur la re´gularite´ des quasi-
minimiseurs du pe´rime`tre) et la syme´trisation de Bonnesen, les auteurs ont e´tudie´ les suites conver-
gentes vers la boule, en se re´duisant a` des suites d’”ovales”, c’est-a`-dire des ensembles convexes
C1 avec deux axes orthogonaux de syme´trie, dont le bord est l’union de deux arcs congruents de
cercle. On rappelle que la syme´trisation de Bonnesen est de´finie comme suit. Pour un ensemble
E de R2, on fixe une droite l et un point x ∈ l. Pour tout r > 0, soit λ(r) = H1(∂B(x, r) ∩ E).
Sur ∂B(x, r) on conside`re deux arcs oppose´s, de longueur λ(r)/2 de manie`re que l passe a` travers
le point milieu de chaque arc. L’ensemble obtenu par l’union de tous les arcs quand r varie dans
(0,∞), est appele´ le syme´trise´ anulaire de Bonnesen de E.
Nous allons esquisser la preuve du The´ore`me 3.3.1, puisqu’elle est comple`tement diffe´rente des
autres de´ja` pre´sentes dans la litte´rature. Le point le plus difficile pour l’existence d’un ensemble
optimal est l’exclusion des suites convergentes vers une boule. Pour cela nous avons utilise´ une
nouvelle syme´trisation d’un ensemble Ω qui en gros consiste a` distribuer sur une boule B la moitie´
de l’aire externe (aire de ΩOUT = Ω \ B) au pole nord et l’autre moitie´ au pole sud, la moitie´ de
l’aire interne (aire de ΩIN = B \Ω) au pole est et l’autre moitie´ au pole ouest, tout en pre´servant
les longueurs de ∂ΩIN \ ∂Ω et de ∂ΩOUT \ ∂Ω.
Dans la suite, nous allons supposer que nos ensembles ont aires e´gale a` pi, ce qui est permis par
l’homoge´ne´ite´ de la fonctionnelle F .
De´finition 3.3.2. [Bianchini-Croce-Henrot] Soit Ω transverse a` une boule B, c’est-a`-dire que le
nombre d’intersections entre le bord de Ω et celui de B est fini. Soient ΩOUT = Ω\B et ΩIN = B\Ω .
Soient γIN = H1(∂ΩIN \ ∂Ω) et γOUT = H1(∂ΩOUT \ ∂Ω) = H1(∂Ω)− γIN .
Soient A1, A2, A3, A4 quatre points sur ∂B de´finis de la manie`re suivante. La longueur des arcs
de cercle σ12 et σ34, avec extre´mite´s A1, A2, et A3, A4, respectivement, vaut γ
OUT /2. La longueur
des arcs de cercles σ23 et σ41, avec extre´mite´s A2, A3, et A4, A1, respectivement, vaut γ
IN/2. On
conside`re un autre arc de cercle, σ˜12, d’extre´mite´s A1, A2, en dehors de B, tel que la mesure de
l’aire a12 entre σ˜12 et σ12 est e´gale a` |ΩOUT |/2. On de´finit de manie`re analogue σ˜34. On conside`re
un arc de cercle σ˜23 d’extre´mite´s A2, A3, a` l’inte´rieur de B, tel que la mesure de l’aire a23 entre
σ˜23 et σ23 est e´gale a` |ΩIN |/2. On de´finit σ˜41 da manie`re analogue.
Ω∗ est l’ensemble dont le bord est l’union des arcs σ˜12, σ˜23, σ˜34, σ˜41.
Ω∗
A2A1
A4 A3
σ41
σ34
σ23
σ12
σ˜41
σ˜34
σ˜23
σ˜12
Ω
ΩOUT
ΩIN
Figure 3.2 – L’ensemble Ω∗.
Cette syme´trisation se ge´ne´ralise a` des ensembles non transverses de manie`re assez naturelle.
Dans ce cas, le bord de Ω∗ contiendra quatre arcs congruents de cercle de longueur (2pi − γIN −
γOUT )/4 chacun. A` remarquer que nous utiliserons cette syme´trisation pour des ensembles Ω tels
que |Ω∆B| sera assez petit, ce qui garantira que cette construction est possible.
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Notre syme´trisation est diffe´rente de celle utilise´e dans [67]. En effet le syme´trise´ anulaire de
Bonnesen d’un ensemble Ω intersecte la plus grande boule qui contient Ω. De plus, le bord de notre
Ω∗ n’est pas C1 en ge´ne´ral, meˆme dans le cas convexe.
Nous pouvons affirmer qu’une suite minimisante ne peut pas converger vers une boule pour les
raisons suivantes.
1. Si Ωε est une suite d’ensembles telle que |B∆Ωε| = 4ε, alors
lim inf
ε→0
F(Ω∗ε) ≥
pi
8(4− pi) ≈ 0.45.
En fait, pour l’asyme´trie de Fraenkel nous avons λ(Ω∗ε) ≤ 4εpi . Pour le de´ficit isope´rime´trique,
selon la figure (a) ci-dessous (le cas (b) est analogue), on voit facilement que
δ(Ωε) =
pi
2
[
F
(
η1,
ε
sin2(η1)
)
+ F
(
η2,
ε
sin2(η2)
)]
,
ou`
F (x, y) = sin(x)
h−1(h(x) + y)
sin(h−1(h(x) + y))
− x
avec
h(t) =
g(t)
sin2(t)
, g(t) = t− sin(t) cos(t) .
On remarque que 0 ≤ η1 + η2 ≤ pi/2, η1 ≤ θ1 ≤ pi, θ2 ≤ η2 ≤ pi/2. Les angles η1, η2, θ1, θ2
peuvent avoir plusieurs comportements, lorsque ε → 0. Dans tous les cas, des simples, mais
longs calculs de certains coefficients de la se´rie de Taylor de
1
ε2
F
(
η1,
ε
sin2(η1)
)
et
1
ε2
F
(
η2,− ε
sin2(η2)
)
nous ont permis d’estimer par le bas la limite infe´rieure de F(Ω∗ε).
θ1
η1
θ2
η2
O
B1A1
O1 A2
B2
O2
aire ε
R1
R2
(a)
θ1
η1
θ2
η2
O
B1A1
O1
A2
B2
O2
aire ε
(b)
Figure 3.3 – La parame´trisation de Ω∗ε.
2. Notre syme´trisation fait de´croitre F asymptotiquement : on effet on peut montrer que pour
tout α > 0 il existe β > 0 tel que pour tout Ω transverse a` une boule optimale B avec
λ(Ω) ≤ β, on a F(Ω∗) ≤ F(Ω) + α.
Ceci implique que si Ωε est une suite d’ensembles convergents vers une boule tels que |B∆Ωε| = 4ε,
alors
lim inf
ε→0
F(Ωε) ≥ pi
8(4− pi) ≈ 0.45.
Autrement dit, la limite infe´rieure de la fonctionnelle F calcule´e sur une suite d’ensembles conver-
gents vers une boule est plus grande que le minimum de F calcule´ sur la famille des ensembles
convexes du plan (voir l’e´galite´ (3.3.1)). Du coup, on peut exclure ces suites.
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Une fois cette exclusion montre´e, la preuve de l’existence d’un minimum de la fonctionnelle F
est tre`s classique. Le seul point de´licat consiste a` montrer qu’une suite minimisante Ωn est contenue
dans une boule fixe´e. Nous l’avons fait, en montrant que Ωn a au plus 7 composantes connexes. Cet
argument peut eˆtre readapte´ pour montrer qu’un ensemble optimal Ω0 a au plus six composantes
connexes.
Nous avons aussi e´tabli qu’un ensemble optimal Ω0 a au moins deux boules optimales pour
l’asyme´trie de Fraenkel. En effet, si par contradiction Ω, d’aire pi, a seulement une boule optimale
B, alors son bord est compose´ par des arcs de cercles de rayons R0 dans B et R1 hors B. Puisque
∂Ω est de classe C1, chaque composante connexe ω de Ω a une syme´trie de rotation d’ordre N ≥ 2.
On peut aussi supposer que Ω ne soit pas convexe, par l’e´galite´ (3.3.1).
Dans le cas connexe, on peut utiliser la parame´trisation de la figure ci-dessous, ou` 0 ≤ θ ≤ piN ≤
α ≤ pi. Les rayons des arcs Γ0 et Γ1 valent respectivement
R1 =
sin( piN − θ)
sin(α− piN )
, R0 =
sin(θ)
sin(α)
.
On peut voir que le de´ficit isope´rime´trique et l’asyme´trie de Fraenkel sont donne´s par
δ(Ω) =
2N
[
α sin θsinα +
(
α− piN
) sin( piN−θ)
sin(α− piN )
]
− 2pi
2pi
, λ(Ω) =
N
pi
(A0 +A1) ,
ou` NA0 est l’aire de Ω \B et NA1 est l’aire de B \ Ω, c’est-a`-dire
A0 = R20g(α)− g(θ), A1 = R21g
(
α− pi
N
)
+ g
( pi
N
− θ
)
ou` g(t) = t− sin(t) cos(t).
αθ
(α− piN )
O
M
A
Γ0
B
Γ1
x
y
pi
N
Figure 3.4 – Cas connexe (N = 3).
Nous avons montre´, selons les diffe´rentes valeurs de θ, α,N , que Ω ne satisfait pas une condition
d’optimalite´ exprime´e dans la proposition suivante.
Proposition 3.3.3. Soit Ω un ensemble connexe qui minimise F . Supposons que Ω a une seule
boule optimale et que N ≥ 2 soit l’ordre de syme´trie. Alors
(i) A0 = A1 ≤ piN ;
(ii)
δ(Ω)
λ2(Ω)
< 0.4 ;
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(iii)
1
R0
+
1
R1
=
8δ(Ω)
λ(Ω)
;
(iv) Q ≥ 0, ou` Q := 1
sin3(θ)
H(α)− 1
sin3( piN−θ)H(α−
pi
N )− 32Npi δ(Ω)λ2(Ω) , avec H(x) = sin
3(x)
tan(x)−x .
La troisie`me condition correspond a` la condition d’optimalite´ d( δλ2 , V ) = µ d(Aire, V ), ou` V est
une de´formation et µ est un multiplicateur de Lagrange, qui vient du fait que les aires sont fixe´es.
La quatrie`me condition correspond a` une condition d’optimalite´ de second ordre. La fonction Q
est obtenue en faisant la modification suivante de Ω : on remplace α par α+ ε0 en Ω \B1 et α par
α− ε1 en B1 \ Ω, en gardant la valeur de l’aire.
L’une des perspectives dans cette the´matique est l’e´tude d’une ine´galite´ isope´rime´trique quanti-
tative de´finie a` travers une distance d’ensemble diffe´rente de l’asyme´trie de Fraenkel. Le but serait
de pouvoir calculer l’ensemble optimal et par conse´quent la constante optimale.
3.4 Syme´trie et asyme´trie des minimiseurs d’une fonction-
nelle non coercitive
La fonctionnelle
(3.4.1) v → ‖v
′‖Lp((−1,1))
‖v‖Lq((−1,1)) ,
∫ 1
−1
v = 0
de´finie sur W 1,ppe´r ((−1, 1)), pour p, q > 1, a attire´ de l’attention dans la litte´rature, a` cause de la
forme des minimiseurs. En effet, comme montre´ dans [80] par Dacorogna, Gangbo et Sub´ıa, un
minimiseur a trois ze´ros dans l’intervalle [−1, 1] : −1, α, 1, et deux points critiques : β1 ∈] − 1, α[
et β2 ∈]α, 1[. Dans la restriction a` chacun de ces deux intervalles, il est syme´trique par rapport
a` l’axe x = βi, i = 1, 2. De plus, il est antisyme´trique sur [−1, 1] si et seulement si q ≤ 3p (voir
l’article de Nazarov [124]).
En dimension supe´rieure, la question de la forme des minimiseurs est plus difficile. Dans [100],
attire´s par la rupture de syme´trie du proble`me (3.4.1), Girao et Weth en ont e´tudie´ la version
N -dimensionnelle dans l’espace W 1,2(B), ou` B est une boule, sous l’hypothe`se que 2 ≤ q < 2∗.
Leurs re´sultats principaux peuvent eˆtre re´sume´s dans le
The´ore`me 3.4.1. [Girao-Weth] Soit u un minimiseur de la fonctionnelle
v → ‖∇v‖L2(B)‖v‖Lq(B) ,
∫
Ω
v = 0, v ∈W 1,2(B) .
Alors
1. u est a` syme´trie sphe´rique par rapport a` un point P dans la sphe`re SN−1 ;
2. si q est proche a` 2, alors u est antisyme´trique par rapport a` l’hyperplan {x ∈ RN : x ·P = 0} ;
3. si N = 2, u n’est pas antisyme´trique pour q suffisamment grand.
On rappelle (voir [100], [137], [109] par exemple) qu’une fonction u : B → R est a` syme´trie
sphe´rique par rapport a` P ∈ SN−1 si, pour tout r > 0 et c ∈ R, l’ensemble {x : |x| = r, u(x) ≥ c}
est e´gale a` {x : |x| = r} ou une boule ge´ode´sique sur la sphe`re {x : |x| = r} centre´e sur rP . En
particulier u a une syme´trie axiale par rapport a` l’axe RP et est de´croissante par rapport a` l’angle
polaire θ = arccos( x|x| · P ). Un exemple de fonction a` syme´trie sphe´rique est donne´ par chaque
fonction propre relative a` la deuxie`me valeur propre du laplacien avec condition de Dirichlet au
bord dans une boule de R2. Il est connu que ces fonctions sont un multiple de l’une des fonctions
φe(x) =
x·e
|x| J1(j1|x|) ou` e est un vecteur unite´ de R2, J1 est la fonction de Bessel d’ordre 1 et j1
est son premier zero.
Dans [54] nous avons e´tudie´ la valeur propre
(3.4.2) λθ,p(Ω) = inf
{∫
Ω
|∇v|2 − F (|x|, v)
(1 + |v|)2θ dx, v ∈W
1,q(Ω), v 6= 0,
∫
Ω
v = 0, ‖v‖Lp(Ω) = 1
}
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et montre´ quelques proprie´te´s de syme´trie des minimiseurs. Nous avons suppose´ que Ω est une
boule ou un anneau centre´ en l’origine de RN , N ≥ 2, θ, p et q satisfont les conditions 0 < 2θ < 1
et 1 < p < q∗, ou` q = 2N(1−θ)N−2θ si N ≥ 3, et 2(1 − θ) ≤ q < 2 si N = 2. De plus, F : Ω × R → R
est une fonction mesurable en r = |x| ∈ [0,+∞) et C1 en t ∈ R, qui satisfait F (r, 0) = 0 et les
conditions de croissance |F (r, t)| ≤ c(1 + |t|)p , c > 0 , |Ft(r, t)| ≤ C1(1 + |t|)p−1 , C1 > 0 , pour tout
r ∈ [0,+∞), t ∈ R. Si p ∈ (1, 2), on suppose de plus que t(1 + |t|)Ft(r, t) − 2θ|t|F (r, t) ≤ 0 , pour
tout r ∈ [0,+∞), t ∈ R. Puisque notre fonctionnelle n’est pas homoge`ne, pour e´viter la solution
banale nulle, nous avons travaille´ dans la boule unite´e de Lp(Ω).
Une autre motivation du choix de cette fonctionnelle a e´te´ sa coercitivite´ de´ge´ne´re´e. En fait,
meˆme si elle est bien de´finie sur H1(Ω), elle n’est pas coercitive sur cet espace. Dans la litte´rature
plusieurs articles ([42], [5], [119], [90], [131], [31]) sont de´die´s a` la minimisation de
v →
∫
Ω
[ |∇v|2
(1 + |v|)2θ −G(x, v)
]
dx
sous diffe´rentes hypothe`ses sur G. Dans tous ces papiers, les auteurs e´tudient les conse´quences
de la coercivite´ de´ge´ne´re´e sur l’existence et la regularite´ des minimiseurs (on verra aussi dans le
chapitre 4 des proble`me elliptiques a` coercitivite´ de´ge´ne´re´e).
Comme dans [100], nous avons montre´ que les minimiseurs de notre fonctionnelle sont a` syme´trie
sphe´rique :
The´ore`me 3.4.2. [Brock-Croce-Guibe´-Mercaldo] Soit N ≥ 2. Tout minimiseur de la fonctionnelle
de´finie dans (3.4.2) est a` syme´trie sphe´rique par rapport a` un point P ∈ SN−1.
Pour cela nous avons utilise´ le rearrangement par deux points que nous allons rappeler. Soit Ω
un anneau, une boule, ou l’exte´rieur d’une boule en RN . Si u : Ω→ R est une fonction mesurable,
nous allons l’e´tendre sur RN en la posant e´gale a` 0 en dehors de Ω.
De´finition 3.4.3. Soit H0 la famille des demi-espaces ouverts H en RN tels que 0 ∈ ∂H. Pour
chaque H ∈ H0, soit σH la reflection par rapport a` ∂H. On pose
σHu(x) := u(σHx), x ∈ RN .
Le rearrangement par deux points par rapport a` H est donne´ par
uH(x) :=
{
max{u(x);u(σHx)} si x ∈ H,
min{u(x);u(σHx)} si x 6∈ H.
Cette notion a e´te´ introduite comme une transformation d’ensembles dans [138] par Wolontis,
et applique´e a` des proble`mes variationnels pour la premie`re fois dans [55] par Brock et Solynin.
Le rearrangement satisfait les proprie´te´s suivantes (nous avons montre´ la dernie`re dans le papier
[54], en ge´ne´ralisant ainsi un re´sultat connu pour des fonctions continues depuis l’article [137] de
Weth) :
Proposition 3.4.4. Soit H ∈ H0. Soit u : Ω→ R mesurable.
1. u = uH si et seulement si u(x) ≥ u(σHx) pour tout x ∈ H. De la meˆme manie`re, σHu = uH
si et seulement si u(x) ≤ u(σHx) pour tout x ∈ H.
2. Si A ∈ C([0,+∞),R) et A(|x|, u) ∈ L1(Ω), alors A(|x|, uH) ∈ L1(Ω) et∫
Ω
A(|x|, u) dx =
∫
Ω
A(|x|, uH) dx .
3. Si B ∈ L∞(R) et u ∈W 1,p(Ω) pour un certain p ∈ [1,+∞), alors∫
Ω
B(u)|∇u|p dx =
∫
Ω
B(uH)|∇uH |p dx .
4. u est a` syme´trie sphe´rique par rapport a` P ∈ SN−1 si et seulement si u = uH pour tout
H ∈ H0 avec P ∈ H.
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5. Soit u ∈ Lp(Ω) pour un certain p ∈ [1,+∞). Si pour chaque H ∈ H0 on a u = uH , ou
σHu = uH , alors u est a` syme´trie sphe´rique par rapport a` un point P ∈ SN−1.
Notre technique pour montrer le The´ore`me 3.4.2 est la suivante (nous esquissons seulement le
cas p ≥ 2). Graˆce aux proprie´te´s du rearrangement par deux points, si u est un minimiseur, alors
uH l’est aussi. Les fonctions w = Ψ(u) et wH = Ψ(uH), ou`
Ψ(ξ) :=
∫ ξ
0
(1 + |t|)−θdt = sgn ξ
1− θ [(1 + |ξ|)
1−θ − 1]
satisfont une e´quation semi-line´aire, dont les solutions sont C1,β(Ω). Ceci implique que l’e´quation
satisfaite par h = wH − w est
−∆h = L(x)h , en Ω ∩H
poue une certaine fonction L borne´e. Puisque h ≥ 0 dans Ω ∩ H, par le principe du maximum,
w = wH , c’est-a`-dire, u = uH . Par la Proposition 3.4.4 u est a` syme´trie sphe´rique.
Nous avons ensuite e´tudie´ les proprie´te´s de antisyme´trie des minimiseurs dans le cas d’un disque
et dans le cas ou` F ≡ 0. En effet, une conse´quence du The´ore`me 3.4.2 est que les minimiseurs u = uθ
ont une syme´trie axiale. Par invariance par rotations, en R2, nous pouvons supposer que
(3.4.3) uθ(x1, x2) = uθ(−x1, x2) .
Comme dans [100], nous avons montre´ que les minimiseurs ne sont pas antisyme´triques dans une
boule de R2 pour p suffisamment grand. Plus pre´cise´ment, on de´note par W 1,qas (B) le sous-ensemble
des fonctions W 1,q(B) antisyme´triques :
W 1,qas (B) =
{
v ∈W 1,q(B) : u(x1,−x2) = −u(x1, x2)
}
.
Soient
λθp(B) = inf
{
G(v), v ∈W 1,q(B), v 6= 0,
∫
B
v = 0, ‖v‖Lp(B) = 1
}
et
λ′θp (B) = inf
{
G(v), v ∈W 1,qas (B), v 6= 0,
∫
B
v = 0, ‖v‖Lp(B) = 1
}
,
ou`
G(v) =
∫
B
|∇v|2
(1 + |v|)2θ dx, v ∈W
1,q(B), v 6= 0,
∫
B
v = 0, ‖v‖Lp(B) = 1 .
Nous avons montre´ le
The´ore`me 3.4.5. [Brock-Croce-Guibe´-Mercaldo] Pour p suffisamment grand, λθp(B) < λ
′θ
p (B)
pour tout θ ∈ [0, 1/2[. Donc les minimiseurs de G ne sont pas antisyme´triques pour p suffisamment
grand.
Par contre, comme dans [100], nous avons montre´ que pour p = 2, toujours en dimension 2,
pour θ suffisamment petit, les minimiseurs sont antisyme´triques :
The´ore`me 3.4.6. [Brock-Croce-Guibe´-Mercaldo] Soit uθ un minimiseur pour λ
θ
2(B). Pour θ suf-
fisamment proche a` 0, on a uθ(x1,−x2) = −uθ(x1,−x2) dans B.
28
Chapitre 4
E´quations elliptiques
Ce chapitre est de´die´ a` la pre´sentation des travaux [28], [29], [72], [32], [33], [30].
4.1 Introduction
Les proble`mes de Leray-Lions occupent une place fondamentale dans l’e´tude des e´quations
elliptiques non line´aires. La formulation la plus simple est
(4.1.1)
{ −div(a(x, u,Du)) = f en Ω
u = 0 sur ∂Ω,
ou` Ω est un ouvert borne´ de RN , u : Ω→ R et a : Ω×R×RN → RN est une application elliptique,
c’est-a`-dire qu’il existe α ∈ R+ telle que a(x, s, ξ) · ξ ≥ α|ξ|2 pour tout (x, s, ξ) ∈ Ω×R×RN . Les
re´sultats de Leray et J.-L. Lions [117] et Stampacchia [134] donnent respectivement l’existence et
la re´gularite´ de solutions au sens des distributions dans le cadre variationnel, c’est-a`-dire dans le
cas ou` f appartient a` H−1(Ω). Ces travaux peuvent eˆtre conside´re´s l’origine d’un entier sujet de
recherche mathe´matique.
Dans l’ouvrage [28] et dans le livre, plus ample, [29], en collaboration avec Boccardo, nous
avons essaye´ de cre´er un cours d’introduction aux e´quations elliptiques sous forme de divergence
de niveau du master 2 ou de doctorat. Ce cours peut eˆtre divise´ en deux parties. La premie`re partie
est de´die´e aux ”re´sultats classiques” d’analyse nonline´aire : the´ore`mes de point fixe, existence de
solutions de proble`mes semi-line´aires, existence et re´gularite´ de solutions du proble`me de Leray-
Lions. Dans la deuxie`me partie, nous avons essaye´ de de´crire quelques directions de recherche
”moins classiques”. Par exemple, nous avons e´tudie´ l’existence et l’unicite´ de solutions dans le cas
non variationnel (non en dualite´), c’est-a`-dire le cas ou` la source est une fonction f ∈ Lm(Ω),
avec 1 ≤ m < 2N
N + 2
, ou une mesure de Radon finie (voir les articles [36], [37], [15] de Boccardo,
Galloue¨t, Be´nilan, Gariepy, Pierre, Va´zquez), en introduisant les solutions d’entropie. Ceci est un
concept en ge´ne´ral plus faible que la notion de solution au sens des distributions. Nous avons aussi
pre´sente´ un proble`me avec un terme d’ordre infe´rieur a` croissance quadratique dans le gradient,
e´tudie´ dans [19] par Bensoussan, Boccardo et Murat. Le dernier chapitre porte sur un proble`me
ou` nous avons affaibli l’hypothe`se principale, c’est-a`-dire l’ellipticite´. Plus pre´cise´ment, on e´tudie
le proble`me a` coercivite´ de´ge´ne´re´e
(4.1.2)
{ −div (a(x, u)Du) = f en Ω
u = 0 sur ∂Ω ,
ou` a : Ω× R→ R est une fonction continue borne´e telle que
(4.1.3) a(x, s) ≥ α
(1 + |s|)γ
pour α, γ > 0. Pour ce proble`me, la question de l’existence et de la re´gularite´ de solutions est
assez de´licate. Si γ < 1, il existe une solution, comme montre´ dans [35] par Boccardo, Dall’Aglio
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et Orsina, mais elle est, en ge´ne´ral, moins re´gulie`re que la solution d’un proble`me elliptique avec la
meˆme source. Si γ > 1, des phe´nome`nes de non-existence de solutions peuvent apparaˆıtre, meˆme
pour des sources constantes.
Comme observe´ pour des e´quations elliptiques line´aires et non line´aires (voir [53], [52], [39] par
Brezis, Browder, Strauss, Boccardo, Galloue¨t et Va´zquez), il est alors assez naturel d’ajouter des
termes d’ordres infe´rieur, pour voir leur possible effet re´gularisant. Dans [27] Boccardo et Brezis
ont ajoute´ le terme line´aire u au proble`me (4.1.2), c’est-a`-dire qu’ils ont e´tudie´{ −div (a(x, u)∇u) + u = f en Ω
u = 0 sur ∂Ω .
Ce papier nous a motive´ a` conside´rer le terme |u|p−1u dans [72], c’est-a`-dire que nous avons e´tudie´{ −div (a(x, u)∇u) + |u|p−1u = f en Ω
u = 0 sur ∂Ω .
Nous avons prouve´ l’existence de solutions distributionnelles dans des espaces de Sobolev avec
exposant plus grand que 1 et de solutions entropiques, en fonction des valeurs de γ, p > 0 et m
(on suppose que la source f appartienne a` un espace de Lebesgue Lm(Ω)). Par ailleurs, les effets
re´gularisants d’un terme ayant une asymptote verticale observe´s dans [24] par Boccardo, nous ont
motive´s a` conside´rer le meˆme terme pour le proble`me (4.1.2), c’est-a`-dire un terme d’ordre infe´rieur
de la forme h(u), ou` h est une fonction continue, croissante, nulle en 0, ayant une asymptote verticale
au point σ > 0. Nous avons donc conside´re´ le proble`me{ −div (a(x, u)∇u) + h(u) = f en Ω
u = 0 sur ∂Ω .
Dans [32], en collaboration avec Boccardo et Orsina, nous avons analyse´ un cas limite du
proble`me pre´ce´dent, ou` p = 1 et f ∈ L γ+22 (Ω), en montrant l’existence d’une solution dans l’espace
non-reflexif W 1,10 (Ω), et la non-existence de solutions, dans le cas ou` f est une mesure de Radon
concentre´e sur un ensemble de capacite´ harmonique nulle et γ > 1. Dans [33] nous avons pre´sente´
une preuve plus simple pour la version line´aire par rapport au gradient de ce proble`me, pour γ = 2.
Un autre terme qui a beaucoup e´te´ e´tudie´ pour des proble`mes elliptiques a e´te´ un terme qua-
dratique dans le gradient (voir les articles [19], [37], [40], [41], [26] de Bensoussan, Boccardo, Murat,
Galloue¨t, Puel par exemple). Autrement dit, dans la litte´rature on a e´tudie´ le proble`me{
−div(M(x)∇u) + g(u)|∇u|2 = f en Ω
u = 0 sur ∂Ω,
sous diffe´rentes hypothe`ses g. Meˆme un g singulier a e´te´ conside´re´, de la forme g(u) =
1
|u|θ
(voir les articles [4], [6], [8], [26], [45], [97], [7] de Arcoya, Barile, Mart´ınez-Aparicio, Carmona,
Leonori, Orsina, Petitta, Boccardo, Porzio, Giachetti, Murat). Pour le proble`me (4.1.2) le fort
effet re´gularisant d’un terme dont le mode`le est |∇u|2 a e´te´ e´tudie´ dans [24], [46], [103], [136] par
Boccardo, Segura de Leo´n, Trombetti, Grenon. Dans [73], nous avons analyse´ la pre´sence du terme
|∇u|2
|u|θ , ou` θ > 0 pour le proble`me (4.1.2). Plus pre´cise´ment, pour θ < 2, nous avons montre´ un
effet re´gularisant ; par contre, nous avons prouve´ un re´sultat de non-existence de solutions H10 (Ω)
dans le cas ou` θ ≥ 2.
Dans [74] nous avons conside´re´ un terme singulier de diffe´rente nature. Inspire´ par le papier [43]
de Boccardo et Orsina, ou` les auteurs ont conside´re´ le meˆme second membre, pour des proble`mes
semi-line´aires elliptiques dont le mode`le est −∆u = f
up
, nous avons e´tudie´−div
(
a(x)∇u
(1 + |u|)γ
)
=
f
|u|p en Ω
u = 0 sur ∂Ω,
ou` f est une fonction dans Lm(Ω) positive. Malgre´ la singularite´ du second membre, nous avons
montre´ un effet re´gularisant.
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4.2 Deux ouvrages
Le but principal de l’ouvrage [28], en collaboration avec Boccardo, est la pre´sentation des
re´sultats d’existence, re´gularite´ et unicite´ des solutions du proble`me (4.1.1). La premie`re partie
traite le cas ou` f appartient a` H−1(Ω) comme fait dans [117] et [134] par Leray, Lions et Stam-
pacchia. Plus en de´tail, apre`s avoir montre´ un the´ore`me de surjectivite´ pour ope´rateurs de´finis sur
des espaces de Banach reflexifs en dualite´, duˆ a` Brezis ([51]), nous pre´sentons les the´ore`mes sur
l’existence d’une solution u ∈ H10 (Ω) au sens des distributions, telle que
1. u ∈ L∞(Ω), si f ∈ Lm(Ω),m > N
2
;
2. il existe un λ > 0 tel que eλ|u| ∈ L2∗(Ω), si f ∈ LN2 (Ω) ;
3. u ∈ Lm∗∗(Ω), si f ∈ Lm(Ω), 2N
N + 2
≤ m < N
2
.
On traite aussi le cas ou` f appartient a` un espace de Marcinkiewicz Mm(Ω). Ces re´sultats sont
pre´ce´de´s par un chapitre sur les the´ore`mes de point fixe, un chapitre d’analyse re´elle et un chapitre
sur les e´quations semiline´aires.
La deuxie`me partie porte sur le cas ou` la source est une fonction f ∈ Lm(Ω), avec 1 ≤ m <
2N
N + 2
, ou une mesure de Radon finie, comme e´tudie´ dans [36, 37] par Boccardo et Galloue¨t. On
montre que
1. si f ∈ Lm(Ω),m > 1, alors il existe une solution u ∈W 1,m∗0 (Ω) ;
2. si f ∈ L1(Ω) ou f est une mesure de Radon finie, alors il existe une solution u ∈M NN−2 (Ω),
telle que |∇u| ∈M NN−1 (Ω).
L’unicite´ des solutions est aussi e´tudie´e, graˆce a` la notion de solution d’entropie, introduite dans
[15] par Be´nilan, Boccardo, Galloue¨t, Gariepy, Pierre et Va´zquez pour des sources peu re´gulie`res.
Une fonction u mesurable et finie presque partout est une solution d’entropie si Tk(u) ∈ H10 (Ω)
pour tout k > 0 et ve´rifie l’ine´galite´ suivante :
(4.2.1)
∫
Ω
a(x, u,∇u) · ∇Tk(u− ϕ) ≤
∫
Ω
f Tk(u− ϕ) ∀ k > 0 et ∀ ϕ ∈ H10 (Ω) ∩ L∞(Ω).
On rappelle que Tk(s) = max{−k,min{s, k}}.
Deux chapitres sont de´die´s au cas line´aire, ou` a(x, s, ξ) = M(x)ξ, pour une matrice M(x) ∈
RN×N syme´trique, elliptique, dont les e´le´ments sont des fonctions borne´es. On e´tudie la re´gularite´
H2(Ω) des solutions, en pre´sentant les re´sultats de re´gularite´ de Nirenberg [126] et on traite la the´o-
rie spectrale de l’ope´rateur L(v) = −div(M(x)Dv) en montrant des re´sultats classiques, comme
les repre´sentations variationnelles des valeurs propres et la bornitude des fonctions propres. Notre
ouvrage contient aussi un chapitre sur le calcul des variations (et ses liens avec les e´quations
aux de´rive´es partielles) et un chapitre sur l’existence et la re´gularite´ des solutions d’un proble`me
elliptique avec un terme d’ordre infe´rieur a` croissance quadratique dans le gradient (comme e´tudie´
dans [19] par Bensoussan, Boccardo et Murat).
Le livre [29] est une extension de [28]. On y consacre deux chapitres en plus. L’un porte sur un
proble`me ou` l’hypothe`se d’ellipticite´ est a` croissance polynomiale, i.e.
a(x, s, ξ) · ξ ≥ b(|s|)|ξ|2
pour une fonction b continue telle que b(|s|) ≥ b0|s|r pour |s| suffisamment grand et b(|s|) ≥ α pour
tout s ∈ R. L’autre chapitre est de´die´ au proble`me a` coercivite´ de´ge´ne´re´e (4.1.2). Les re´sultats
pre´sente´s dans notre livre sur ce proble`me seront de´crits dans les paragraphes qui suivent.
4.3 E´quations elliptiques a` coercitivite´ de´ge´ne´re´e
Comme de´ja` explique´ dans l’introduction, la characte´ristique du proble`me (4.1.2) est l’ellipticite´
de´ge´ne´re´e de la partie principale. En effet, on rappelle qu’on suppose que a : Ω× R→ R soit une
fonction de Carathe´odory telle que pour presque tout x ∈ Ω et pour tout s ∈ R
a(x, s) ≥ α
(1 + |s|)γ
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et
(4.3.1) |a(x, s)| ≤ β
pour des constantes α, β, γ positives. L’hypothe`se (4.1.3) implique que l’ope´rateur
(4.3.2) A(v) = −div (a(x, v)∇v) , v ∈ H10 (Ω)
est bien de´fini sur H10 (Ω) mais pas coe´rcitif sur cet espace (voir l’article de Porretta [130] pour
un exemple). Ceci implique que la the´orie classique des ope´rateurs en dualite´ ne s’applique pas.
Cependant en litte´rature on trouve plusieurs articles sur l’existence de solutions du proble`me (4.1.2)
dans le cas ou` f appartient a` Lm(Ω) ou est un mesure (pour des donne´es sous d’autres formes voir
par exemple [16], [98], [18], [89] de Benkirane, Youssfi, Giachetti, Porzio, Meskine, di Blasio, Feo).
Dans les articles [35], [2], [25], [27], [68], [135] de Boccardo, Dall’Aglio, Orsina, Alvino, Ferone,
Trombetti, Cirmi, Trombetti, on trouve l’e´tude de l’existence de solutions du proble`me (4.1.2), en
fonction de l’inte´grabilite´ de la donne´e f . Nous allons de´crire maintenant ces re´sultats pour N ≥ 3
et γ < 1. Soient
(4.3.3) r =
Nm(1− γ)
N − 2m
et
(4.3.4) q =
Nm(1− γ)
N −m(1 + γ) .
1. Si m > N2 , alors il existe une solution au sens des distributions dans H
1
0 (Ω) ∩ L∞(Ω) .
2. Si 2NN(1−γ)+2(γ+1) ≤ m < N2 , alors il existe une solution au sens des distributions dans
H10 (Ω) ∩ Lr(Ω) .
3. Si NN+1−γ(N−1) < m ≤ 2NN(1−γ)+2(γ+1) , alors il existe une solution au sens des distributions
dans W 1,q0 (Ω).
4. Si f ∈ Lm(Ω), avec 1 ≤ m ≤ max
{
N
N+1−γ(N−1) , 1
}
le proble`me (4.1.2) admet une solution
u d’entropie telle que u ∈ Mr(Ω) et |∇u| ∈ Mq(Ω), dans le sens suivant : Tk(u) ∈ H10 (Ω)
pour tout k > 0 et∫
Ω
a(x, u)∇u · ∇Tk(u− ϕ) +
∫
Ω
|u|p−1uTk(u− ϕ) ≤
∫
Ω
f Tk(u− ϕ)
pour tout k > 0 et pour tout ϕ ∈ H10 (Ω) ∩ L∞(Ω).
Dans [21] et [22] Blanchard, De´sir et Guibe´ e´tudient le cas ou` f ∈ L1(Ω) en montrant l’existence
d’une solution ”re´normalise´e”, pour le cas d’un ope´rateur plus ge´ne´ral. Voir aussi [99] de Giachetti
et Porzio pour des re´sultats dans le cas ou` on fait des hypothe`ses de re´gularite´ sur f .
Dans [30] nous avons analyse´ deux cas limite et avons montre´ les re´sultats suivants :
The´ore`me 4.3.1. [Boccardo-Croce] Soit f une fonction dans Lm(Ω). Soit
(4.3.5) m =
N
N + 1− γ(N − 1) ,
1
N − 1 < γ < 1 .
Alors il existe une solution du proble`me (4.1.2) dans W 1,10 (Ω) au sens des distributions.
On remarquera que m > 1 si et seulement si γ > 1N−1 . Dans le cas ou` γ =
1
N−1 nous avons
montre´ encore l’existence d’une solution dans W 1,10 (Ω).
The´ore`me 4.3.2. [Boccardo-Croce] Soit f une fonction dans Lm(Ω). Supposons que f log(1 +
|f |) ∈ L1(Ω) et γ = 1N−1 . Alors le proble`me (4.1.2) admet une solution dans W 1,10 (Ω) au sens des
distributions.
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Le cas limite γ = 1 a e´te´ e´tudie´ dans [25], ou` Boccardo a montre´ l’existence d’une solution
u ∈W 1,20 (Ω) ∩ Lp(Ω) pour tout p <∞, pour des sources f ∈ L
N
2 (Ω).
Dans le cas ou` γ > 1, l’effet de la coercivite´ de´ge´ne´re´e est assez bizarre. Le proble`me (4.1.2) n’a
pas de solutions pour des sources constantes ”assez grandes” (voir [2]). Par contre, si on e´crit la
source sous la forme λf et on suppose f ∈ Lm(Ω), avec m > N
2
et Ω de classe C1, alors dans [2],
il a e´te´ montre´ qu’il existe un λ∗ > 0 tel que, si |λ| < λ∗, le proble`me (4.1.2) admet une solution
borne´e dans H10 (Ω).
Des re´sultats d’unicite´ de solutions d’entropie ou renormalise´es ont e´te´ montre´ dans [130] et [21]
sous des hypothe`ses supple´mentaires sur la fonction a. Par simplicite´ nous rappelons le re´sultat de
[130], qui porte sur l’unicite´ de solutions pour des donne´es dans Lm(Ω) avec m ≥ N(2−θ)2+N(1−θ) . Sous
cette hypothe`se sur f , si a satisfait
|a(x, s)− a(x, t)| ≤ L
[
1
(1 + |s|)θ +
1
(1 + |t|)θ
]
|s− t|
alors il existe une seule solution d’entropie.
4.4 Effets re´gularisants de termes d’ordre infe´rieur polynoˆ-
miaux
Les effets re´gularisants d’un terme d’ordre infe´rieur polynomial ont e´te´ observe´s dans [53] et
[39] pour le laplacien :
(4.4.1)
{ −∆u+ |u|p−1u = f en Ω
u = 0 sur ∂Ω .
La solution u appartient a` l’espace de Lebesgue Lp(Ω) sous la faible hypothe`se que f ∈ L1(Ω) ; par
ailleurs ∇u ∈ Lq(Ω), q < 2pp+1 . Ces re´sultats sur le proble`me (4.4.1) ont motive´ l’analyse effectue´e
dans [72] pour un ope´rateur elliptique a` coercivite´ de´ge´ne´re´e, i.e., pour le proble`me
(4.4.2)
{ −div (a(x, u)∇u) + |u|p−1u = f en Ω
u = 0 sur ∂Ω .
Dans la suite nous supposerons que Ω est un ouvert borne´ de RN , N ≥ 3.
Nous avons montre´ l’existence de solutions au sens des distributions, mais aussi de solutions
d’entropie, comme re´sume´ dans le the´ore`me suivant.
The´ore`me 4.4.1. [Croce] Soit f ∈ L1(Ω). Soit s0 = 2pγ+1+p .
1. Si p > γ+ 1, alors il existe une solution u au sens des distributions du proble`me (4.4.2) telle
que
u ∈W 1,s0 (Ω) ∩ Lp(Ω) , s < s0 .
2. Si 0 < p ≤ γ + 1, alors il existe une solution d’entropie u du proble`me (4.4.2) telle que
|u|p ∈ L1(Ω) et |∇u| ∈Ms0(Ω).
Soit f ∈ Lm(Ω), avec m > 1.
1. Si p ≥ γ + 1
m− 1 , alors il existe une solution u au sens des distributions du proble`me (4.4.2)
telle que
u ∈ H10 (Ω) ∩ Lpm(Ω) .
2. Si
γ + 1
2m− 1 < p <
γ + 1
m− 1 , alors il existe une solution u au sens des distributions du proble`me
(4.4.2) telle que
|u|pm ∈ L1(Ω) et u ∈W 1,ms00 (Ω) .
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3. Si 0 < p ≤ γ + 1
2m− 1 , alors il existe une solution d’entropie u du proble`me (4.4.2) telle que
|u|pm ∈ L1(Ω) et |∇u| ∈Mms0(Ω).
Ce the´ore`me ge´ne´ralise les re´sultats obtenus dans [27] dans le cas p = 1.
On remarque que la pre´sence du terme d’ordre infe´rieur |u|p−1u donne l’existence d’une solution
au sens des distributions pour une source f dans L1(Ω). Pour telles sources, le proble`me (4.1.2)
peut ne pas avoir une solution au sens des distributions. Aussi dans le cas m > 1, le terme
d’ordre infe´rieur a un effet re´gularisant. En effet, si p > γm−1 , nous avons une solution au sens
des distributions pour tout m > 1. Ceci n’est pas toujours vrai pour le proble`me (4.1.2). Si p est
”grand”, i.e. p > γ+1m−1 on trouve meˆme une solution dans H
1
0 (Ω)) pour tout m > 1.
Nos re´sultats ont une ge´ralisation naturelle dans les espaces W 1,r0 (Ω), r 6= 2 (voir [65] de Chen
pour donne´es dans des espaces de Lebesgue ou [17] de Benkirane et Youssfi pour donne´es sous
forme de divergence). Par ailleurs, dans [120] Mercaldo et Peral ont e´tudie´ le meˆme proble`me, sauf
que le terme d’ordre infe´rieur est au second membre (voir aussi [121] de Mercaldo, Peral et Primo
pour un terme d’ordre infe´rieur qui est un potentiel de Hardy).
Nous allons expliquer les points cle´ de la preuve, car certaines techniques ont e´te´ utilise´es
aussi pour d’autres proble`mes (voir [73] par exemple). Nous avons utilise´ les proble`mes approche´s
suivants :
(4.4.3)
{ −div (a(x, Tn(v))∇v) + |v|p−1v = Tn(f) en Ω
v = 0 sur ∂Ω .
La pre´sence du terme d’ordre infe´rieur, nous donne une estimation a priori, valable pour tout
f ∈ Lm(Ω), m ≥ 1 : ∫
Ω
|un|pm ≤
∫
Ω
|f |m ;
Or, dans le cas ou` f ∈ L1(Ω) et p > γ + 1, en utilisant ϕ = [(1 + |un|)1−λ− 1]sgn(un), avec λ > 1,
comme fonction test dans les proble`mes (4.4.3) on obtient
(4.4.4) C
∫
Ω
|∇un|2
(1 + |un|)γ+λ ≤
∫
Ω
|f | .
L’astuce de multiplier et diviser |∇un|q par (1+ |un|) q2 (γ+λ) (voir [35]) et (4.4.4) donnent une borne
de un dans un certain espace de Sobolev. En fait, on arrive a`∫
Ω
|∇un|q ≤ C
(∫
Ω
(1 + |un|)
q
2−q (γ+λ)
)1− q2
pour q < 2. Le membre de droite est uniforme´ment borne´ si q2−q (γ + λ) = p (graˆce a` la premie`re
estimation a priori), c’est-a`-dire q = 2pγ+p+λ . Puisque λ > 1, alors q > 1. Par conse´quent un est
uniforme´ment borne´ dans W 1,β0 (Ω), pour β <
2p
γ+p+1 . La limite faible donnera une solution du
proble`me (4.4.2).
Dans [72] nous avons aussi e´tudie´ le proble`me
(4.4.5)
{ −div (a(x, u)∇u) + h(u) = f en Ω
u = 0 sur ∂Ω .
On suppose que h soit une fonction continue, croissante, nulle en 0, ayant une asymptote verticale
au point σ > 0. Nous avons montre´ l’existence d’une solution u telle que h(u) ∈ L1(Ω) et∫
Ω
a(x, u)∇u · ∇ϕ+
∫
Ω
h(u)ϕ =
∫
Ω
f ϕ
pour tout ϕ ∈ H10 (Ω) ∩ L∞(Ω). Les effets re´gularisants du terme h(u) avaient e´te´ de´ja` observe´s
dans [23] et [24] par Boccardo dans le cadre d’ope´rateurs elliptiques non line´aires.
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The´ore`me 4.4.2. [Croce] Soit f une fonction L1(Ω) positive. Alors il existe une solution u ∈
H10 (Ω) ∩ L∞(Ω) du proble`me (4.4.5). De plus 0 ≤ u(x) ≤ σ p.p. en Ω.
Ce re´sultat montre que la pre´sence du terme h(u) a un fort effet re´gularisant, car on obtient
des solutions H10 (Ω) borne´es pour toute source (positive) L
1(Ω) !
Dans [32] et [33], en collaboration avec Boccardo et Orsina, nous avons ame´liore´ le cas ou` p = 1 et
γ > 0, en montrant le re´sultat suivant :
The´ore`me 4.4.3. [Boccardo-Croce-Orsina] Soit p = 1. Alors
1. si m = γ+22 , il existe des solutions au sens des distributions dans W
1,1
0 (Ω) ;
2. soit γ > 1, et soit µ une mesure de Radon positive, concentre´e sur un ensemble E de capacite´
harmonique nulle. Alors il n’y a pas de solutions au proble`me
−div
(
a(x,∇u)
(1 + u)γ
)
+ u = µ en Ω,
u = 0 sur ∂Ω.
Plus pre´cise´ment, si fn est une suite de fonctions positives dans L
∞(Ω) qui converge a` µ au
sens e´troit des mesures, et si un est une suite de solutions des proble`mes approche´s, alors un
converge a` 0 p.p. en Ω et
lim
n→+∞
∫
Ω
un ϕ =
∫
Ω
ϕdµ ∀ϕ ∈W 1,∞0 (Ω) .
Le cas ou` f est une mesure a e´te´ e´tudie´ ensuite dans [132] beaucoup plus en de´tail.
Pour 0 < γ ≤ 1 des re´sultats d’existence peuvent eˆtre montre´s avec la meˆme technique que [35].
Plus pre´cise´ment, si f appartient a` Lm(Ω) avec m > NN(1−γ)+1+γ alors (4.4.2) admet une solution
dans W 1,q0 (Ω), avec q donne´ par (4.3.4). A` remarquer que quand m tend vers
N
N(1−γ)+1+γ , alors q
tend vers 1. Nous avons alors deux cas : si γ+22 >
N
N(1−γ)+1+γ , c’est-a`-dire, si 0 < γ <
2
N−1 , notre
re´sultat est plus faible que celui en [35]. D’autre part, si 2N−1 ≤ γ ≤ 1, alors notre re´sultat, qui
utilise le terme d’ordre infe´rieur, est meilleur.
Nous esquissons la preuve de l’existence, pour son originalite´, dans le cas line´aire, et dans le
cas ou` γ = 2 (voir [33]), par simplicite´. Cette technique a e´te´ utilise´e ensuite, dans [38], [44], [34]
par exemple. Nous allons travailler sur les proble`mes approche´s suivants, pour lesquels il existe une
solution un in H
1
0 (Ω) ∩ L∞(Ω) :
(4.4.6)

−div
(
a(x)∇un
(1 + b(x)|un|)2
)
+ un = fn en Ω
un = 0 sur ∂Ω.
1. Le choix d’une opportune fonction test nous permet d’obtenir les estimations suivantes :
(4.4.7) α
∫
{|un|≥k}
|∇un|2
(1 + b(x)|un|)2 +
∫
{|un|≥k}
|un|2 ≤
∫
{|un|≥k}
|f | |un| ,
(4.4.8)
∫
{|un|≥k}
|un|2 ≤
∫
{|un|≥k}
|f |2 .
2. Nous demontrons ensuite qu’a` moins d’une sous-suite, un converge en L
2(Ω) a` une certaine
fonction u, en utilisant les estimations ci-dessus sur la suite vn = log(1 +B|un|)sgn(un).
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3. A` moins d’une sous-suite, un converge faiblement a` u dans W
1,1
0 (Ω). En fait, soit E un sous-
ensemble mesurable de Ω, et soit i dans l’ensemble {1, . . . , N}. Alors, en utilisant l’astuce
de multiplier et diviser par (1 +B|un|) on arrive a`∫
E
|∂iun| ≤
[
1
α
∫
Ω
|f |2
] 1
2
[
2|E|+ 2B2
∫
E
|un|2
] 1
2
.
Puisque un est compact dans L
2(Ω), la suite ∂iun est equi-integrable. On peut alors appli-
quer le tho´re`me de Dunford-Pettis. A` la limite nous obtenons une fonction u appartenant a`
W 1,10 (Ω).
4. Puisque s 7→ log(1 + Bs) est lipschitzienne sur R+, et u appartient a` W 1,10 (Ω), nous avons
que
∇[log(1 +B|u|) sgn(u)] = ∇u
1 +B|u| , p.p. en Ω.
On de´duit, par la convergence faible de vn to v in H
1
0 (Ω) que
(4.4.9) lim
n→+∞
∇un
1 +B|un| =
∇u
1 +B|u| , faiblement dans (L
2(Ω))N .
Ceci permet de passer a` la limite dans les proble`mes approche´s.
Nous avons aussi montre´ l’unicite´ de la solution, dans le sens suivant. Soit f ∈ L γ+22 (Ω), et
soit fn une suite de fonctions dans L
∞(Ω) qui converge a` f en L
γ+2
2 (Ω), avec |fn| ≤ |f |, et soit
un une solution de (4.4.6). Nous venons de voir qu’il existe une solution au sens des distributions
u ∈W 1,10 (Ω) ∩ L
γ+2
2 (Ω) to (4.4.2), telle que a` moins d’une sous-suite,
(4.4.10) lim
n→+∞ ‖un − u‖W 1,10 (Ω)∩L γ+22 (Ω) = 0 .
Soit g ∈ L γ+22 (Ω), et soit gn une suite de fonctions dans L∞(Ω) qui converge a` g dans L γ+22 (Ω),
avec |gn| ≤ |g|, et soit zn dans H10 (Ω) ∩ L∞(Ω) une solution au sens des distributions de
(4.4.11)

−div
(
a(x,∇zn)
(1 + |zn|)γ
)
+ zn = gn en Ω
zn = 0 sur ∂Ω.
Alors, a` mons d’une sous-suite
(4.4.12) lim
n→+∞ ‖zn − z‖W 1,10 (Ω)∩L γ+22 (Ω) = 0 ,
ou` z ∈W 1,10 (Ω) ∩ L
γ+2
2 (Ω) est une solution au sens des distributions de
(4.4.13)

−div
(
a(x,∇z)
(1 + |z|)γ
)
+ z = f en Ω
z = 0 sur ∂Ω.
Notre re´sultat, qui implique l’unicite´ de la solution par approximation, est le suivant.
The´ore`me 4.4.4. [Boccardo-Croce-Orsina] Soient un et zn des solutions de (4.4.6) et (4.4.11)
respectivement. Supposons (4.4.10) et (4.4.12), avec u et z solutions de (4.4.2) et (4.4.13) respec-
tivement. Alors
(4.4.14)
∫
Ω
|u− z| ≤
∫
Ω
|f − g| .
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4.5 Effets re´gularisants de termes d’ordre infe´rieur singu-
liers
L’effet de termes d’ordre infe´rieur quadratiques dans le gradient a e´te´ analyse´ dans les papiers
[46], [103], [136] et [24] pour le proble`me (4.1.2) de´fini a` travers un ope´rateur coercitif. Dans le
dernier article on prouve l’existence d’une solution H10 (Ω) sous la seule hypothe`se que la source
f soit L1(Ω). En fait, on suppose qu’il existe d ∈ L1(Ω), deux constantes positives µ1, µ2 > 0
et une fonction continue croissante h telle que g(x, s, ξ)s ≥ 0, µ1|ξ|2 ≤ |g(x, s, ξ)| pour |s| ≥ µ2
et |g(x, s, ξ)| ≤ d(x)h(|s|)|ξ|2. Alors pour une source L1(Ω) il existe une solution au sens des
distributions dans H10 (Ω) du proble`me{
−div (a(x, u)∇u) + g(x, u,∇u) = f en Ω
u = 0 sur ∂Ω .
Cela montre que les solutions de ce proble`me sont plus re´gulie`res de celle du proble`me (4.1.2) et
que celles d’un proble`me elliptique coercitif. Nous remarquons aussi que le terme d’ordre infe´rieur
donne l’existence d’une solution pour tout γ ≥ 1. Dans [88] Della Pietra et Peral ont e´tudie´ des
proble`mes qui contiennent plusieurs termes qui de´pendent de la norme du gradient.
Par ailleurs, en litte´rature on trouve plusieurs papiers sur des proble`mes elliptiques coercitifs
avec un terme d’ordre infe´rieur quadratique dans le gradient et singulier en u, c’est-a`-dire pour le
proble`me {
−div(M(x)∇u) + g(u)|∇u|2 = f en Ω
u = 0 sur ∂Ω,
ou` g est de la forme g(u) =
1
|u|θ . On suppose que M : Ω→ R
N2 soit une matrice de Carathe´odory
a` coefficients borne´s, pour laquelle il existe α > 0 tel que α|ξ|2 ≤ M(x)ξ · ξ pour tout ξ ∈ RN .
Le cas ou` 0 < θ ≤ 1, introduit dans [4], [6] et [8], a e´te´ e´tudie´ ensuite dans [26], [45] et [97].
De ces papiers on de´duit que pour une donne´e positive f ∈ Lm(Ω), si m > N2 , il existe une
solution u strictement positive dans H10 (Ω) ∩ L∞(Ω) ; si
2N
2N − θ(N − 2) ≤ m <
N
2
il existe une
solution u strictement positive dans H10 (Ω) ∩ L(2−θ)m
∗∗
(Ω) ; si 1 < m <
2N
2N − θ(N − 2) alors u
appartient a` W
1,
Nm(2−θ)
N−mθ
0 (Ω). Les auteurs de [7] conside`rent le cas θ < 2, en supposant que f soit
strictement positive dans tout ensemble qui est compactement contenu dans Ω. Ils montrent que si
f ∈ L 2NN+2 (Ω) alors il existe une solution positive dans H10 (Ω). Dans [97] le terme d’ordre infe´rieur
est λu+ µ
|∇u|2
|u|θ χ{u>0}, ou` χ{u>0} de´note la fonction caracte´ristique de l’ensemble {u > 0}, λ > 0
et µ ∈ R.
Dans [73] nous avons analyse´ les effets re´gularisants du terme |∇u|
2
|u|θ pour un ope´rateur a` coer-
citivite´ de´ge´ne´re´e :
(4.5.1)
−div
(
b(x)
(1 + |u|)γ∇u
)
+B
|∇u|2
|u|θ = f en Ω
u = 0 sur ∂Ω,
ou` B, γ > 0 et θ > 0. On suppose que b : Ω → R soit une fonction mesurable telle que pour des
constantes positives α et β
(4.5.2) α ≤ b(x) ≤ β pour presque toutx ∈ Ω .
De plus f est une fonction positive dans un espace de Lebesgue Lm(Ω), avec m ≥ 1.
Pour e´noncer nos re´sultats nous allons distinguer les cas 0 < θ < 1 et 1 ≤ θ < 2 (car dans ce
dernier cas, nous avons besoin d’une hypothe`se plus forte sur la source f).
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The´ore`me 4.5.1. [Croce] Soit 0 < θ < 1. Supposons que f soit une fonction positive dans Lm(Ω),
avec m ≥ 2N
2N − θ(N − 2) . Alors il existe une fonction u ∈ H
1
0 (Ω), strictement positive sur Ω, telle
que
|∇u|2
uθ
∈ L1(Ω) et
(4.5.3)
∫
Ω
b(x)
(1 + u)γ
∇u · ∇ϕ+B
∫
Ω
|∇u|2
uθ
ϕ =
∫
Ω
fϕ ,
pour tout ϕ ∈ H10 (Ω) ∩ L∞(Ω). Si de plus f ∈ Lm(Ω),m > N2 , alors u est borne´e.
Pour des sources moins re´gulie`res, nous allons trouver des solutions dans W 1,σ0 (Ω), ou` σ =
mN(2−θ)
N−θm < 2.
The´ore`me 4.5.2. [Croce] Soit 0 < θ < 1. Supposons que f soit une fonction positive dans Lm(Ω),
avec
N
2N − θ(N − 1) < m <
2N
2N − θ(N − 2) . Alors il existe une fonction u ∈W
1,σ
0 (Ω), strictement
positive sur Ω, telle que
|∇u|2
uθ
∈ L1(Ω) et
(4.5.4)
∫
Ω
b(x)
(1 + u)γ
∇u · ∇ϕ+B
∫
Ω
|∇u|2
uθ
ϕ =
∫
Ω
fϕ ,
pour tout ϕ ∈ C10 (Ω).
Nous allons maintenant analyser le cas 1 ≤ θ < 2.
The´ore`me 4.5.3. [Croce] Soient 1 ≤ θ < 2 et γ > θ − 1. Supposons que f ∈ Lm(Ω), satisfasse
inf ess {f(x) : x ∈ ω} > 0
pour tout ω ⊂⊂ Ω. Soit m ≥ 2N
2N − θ(N − 2) . Alors il existe une fonction u ∈ H
1
0 (Ω), strictement
positive sur Ω, telle que
|∇u|2
uθ
∈ L1(Ω) et∫
Ω
b(x)
(1 + u)γ
∇u · ∇ϕ+B
∫
Ω
|∇u|2
uθ
ϕ =
∫
Ω
fϕ
pour tout ϕ ∈ H10 (Ω) ∩ L∞(Ω). Si de plus f ∈ Lm(Ω),m > N2 , alors u est borne´e.
The´ore`me 4.5.4. [Croce] Soient 1 ≤ θ < 2 and γ > θ − 1. Supposons que f ∈ Lm(Ω), satisfasse
inf ess {f(x) : x ∈ ω} > 0
pour tout ω ⊂⊂ Ω. Soit N
2N − θ(N − 1) < m <
2N
2N − θ(N − 2) . Alors il existe une fonction
u ∈W 1,σ0 (Ω), strictement positive sur Ω, telle que
|∇u|2
uθ
∈ L1(Ω) et∫
Ω
b(x)
(1 + u)γ
∇u · ∇ϕ+B
∫
Ω
|∇u|2
uθ
ϕ =
∫
Ω
fϕ
pour tout ϕ ∈ C10 (Ω).
Nous aimerions mettre en e´vidence les effets re´gularisants du terme d’ordre infe´rieur, dans le cas
γ > θ−1 et 0 < θ < 2. Notre re´sultat donne des solutions H10 (Ω) pour des sources moins re´gulie`res
que le proble`me (4.1.2), puisque
2N
2N − θN + 2θ <
2N
N(1− γ) + 2(γ + 1) . Meˆme dans le cas ou` la
donne´e f est moins re´gulie`re, nous avons une meilleure re´gularite´ de solutions que les solutions du
proble`me (4.1.2) : en fait σ =
mN(2− θ)
N − θm ≥
Nm(1− γ)
N −m(1 + γ) , puisque m ≤
N
2
et γ ≤ θ − 1.
Dans le cas ou` 0 < γ ≤ θ− 1, nous avons montre´ l’existence d’une solution du proble`me (4.5.1)
avec la meˆme re´gularite´ que le proble`me (4.1.2).
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The´ore`me 4.5.5. [Croce] Soient 1 ≤ θ < 2 et 0 < γ ≤ θ−1. Supposons que f ∈ Lm(Ω) satisfasse
inf ess {f(x) : x ∈ ω} > 0
pour tout ω ⊂⊂ Ω.
1. Si m >
N
2
, alors il existe une solution strictement positive dans H10 (Ω)∩L∞(Ω) du proble`me
(4.5.1).
2. Si
2N
N + 2− γ(N − 2) ≤ m <
N
2
, alors il existe une solution strictement positive dans
H10 (Ω) ∩ Lr(Ω) du proble`me (4.5.1), ou` r est de´fini par (4.3.3).
3. Si
N
N + 1− γ(N − 1) < m <
2N
N + 2− γ(N − 2) , alors il existe une solution strictement
positive W 1,s0 (Ω) du proble`me (4.5.1), ou` s est de´fini par (4.3.4).
De plus
|∇u|2
uθ
∈ L1(Ω).
Dans le cas ou` θ ≥ 2, la situation change. En effet nous avons prouve´ un re´sultat de non-
existence de solutions H1(Ω). Soit λ1(f) la premie`re valeur propre{
−∆u = λfu en Ω
u = 0 sur ∂Ω,
ou` f ∈ Lq(Ω), avec q > N2 . A` l’aide d’un re´sultat de [7], il est facile de montrer le the´ore`me suivant :
The´ore`me 4.5.6. [Croce] Soit f ≥ 0, f 6≡ 0, une fonction Lq(Ω), avec q > N2 . Si θ > 2, ou θ = 2
et λ1(f) >
β
Bα , alors il n’y a aucune solution H
1
0 (Ω) du proble`me (4.5.1).
Nous allons maintenant expliquer les points plus importants des preuves. Premie`rement, avec le
choix d’opportunes fonctions test, on arrive a` des estimations a priori des solutions des proble`mes
approche´s suivants :
(4.5.5)
−div
(
b(x)
(1 + Tn(un))γ
∇un
)
+B
un|∇un|2
(un +
1
n )
θ+1
= Tn(f) en Ω
un = 0 sur ∂Ω
(bien pose´s graˆce aux re´sultats montre´s dans [19], [40], [41]). Par compacite´ dans les espaces de
Sobolev H10 (Ω),W
1,σ
0 (Ω),W
1,s
0 (Ω), on a l’existence d’une fonction u limite. En utilisant la meˆme
technique que dans [26] et [2], on peut montrer qu’a` moins d’une sous-suite ∇un converge a` ∇u
p.p. en Ω. Le point le plus difficile des de´monstrations est montrer que la fonction u est strictement
positive en Ω.
1. Dans le cas 0 < θ < 1, nous avons utilise´ une technique similaire a` celle de [26]. On pose,
pour s ≥ 0,
Hn(s) =
∫ s
0
t(1 + Tn(t))
γ
α(t+ 1n )
θ+1
dt , H(s) =
∫ s
0
(1 + t)γ
αtθ
dt ,
et
Pn(s) =
∫ s
0
e−BHn(t)
(1 + Tn(t))γ
dt , P (s) =
∫ s
0
e−BH(t)
(1 + t)γ
dt .
En choisissant comme fonction test e−BHn(un)φ, ou` φ est une fonction positive C∞0 (Ω), nous
avons
−div(b(x)∇(Pn(un))) ≥ T1(f)e−BHn(un) .
Pour tout n ∈ N, Pn(un) ∈ H10 (Ω). Soit zn la solution H10 (Ω) de
−div(b(x)∇zn) = T1(f)e−BHn(un) ;
soit z la solution H10 (Ω) de
−div(b(x)∇z) = T1(f)e−BH(u) .
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Alors
−div(b(x)∇(Pn(un))) ≥ −div(b(x)∇zn) .
Le principe de comparaison permet de conclure.
2. Dans le cas ou` 1 ≤ θ < 2, nous allons montrer que pour tout ω ⊂⊂ Ω il existe une constante
positive cω telle que les solutions un des proble`mes (4.5.5) ve´rifient un ≥ cω en ω pour tout
n ∈ N (comme dans [7]). Pour cela nous allons utiliser le the´ore`me suivant, montre´ dans [116]
par Leoni et Pellacci.
The´ore`me 4.5.7. Soit B : Ω × R → R une fonction de Carathe´odory telle que pour tout
ω ⊂⊂ Ω il existe mω > 0 tel que B(x, s) ≥ mωl(s) pour presque tout x ∈ Ω et pour tout
s ≥ 0. Soit l : R+ → R+ une fonction continue croissante telle que l(s)/s est croissante pour
s suffisamment grand et pour un t0 > 0
(4.5.6)
∫ +∞
t0
dt√∫ t
0
l(s)ds
< +∞ .
Alors pour tout ω ⊂⊂ Ω il existe une constante Cω > 0 telle que toute sous-solution v ∈
H1loc(Ω) de −div(b(x)∇v) +B(x, v) = 0 telle que v+ ∈ L∞loc(Ω) et B(x, v+) ∈ L1loc(Ω) ve´rifie
v ≤ Cω in ω.
La condition (4.5.6) est appele´e condition de Keller-Osserman, d’apre`s les papiers [111] et
[127] de Keller et Osserman sur les e´quations semi-line´aires.
Nous allons faire un changement de variables sur les solutions des proble`mes approche´s, de
manie`re a` obtenir un proble`me elliptique semi-line´aire comme dans le The´ore`me 4.5.7. On
pose an(s) =
1
(1 + Tn(s))γ
. Alors
−div(b(x)∇un)an(un)− a′n(un)b(x)|∇un|2 +
B
uθn
|∇un|2 ≥ T1(f) .
Soit kn(t) =
∫ t
1
B
αrθan(r)
dr et ψn(s) =
∫ 1
s
e−kn(t)a
β
α
n (t)dt . Alors, il n’est pas difficile de voir
que vn = ψn(un) ve´rifie
0 ≥ −div(b(x)∇vn) + T1(f)e−kn(ψ−1n (vn))a
β
α−1
n (ψ
−1
n (vn)) .
Pour s ≥ 0 nous avons
(4.5.7) a
β
α−1
n (ψ
−1
n (s)) ≥ a
β
α−1
n (1) = a0 .
De plus ψ−1n (s) ≤ ψ−11 (s) pour tout s ≥ 0. Puisque ψ−1n (s) ≤ 1 et an(s) = a1(s) ≥ 0 pour
s ≥ 1, on en de´duit que
(4.5.8) e−kn(ψ
−1
n (s)) ≥ e−k1(ψ−11 (s)) .
Par les estimations (4.5.7) et (4.5.8), vn ve´rifie
0 ≥ −div(b(x)∇vn) +B(x, vn) , B(x, s) =
{
T1(f)a0 l(s) , s ≥ 0
0 , s ≤ 0 ,
ou` l(s) = e−k1(ψ
−1
1 (s)) − 1, s ≥ 0. On montre que l ve´rifie les hypothe`ses du The´ore`me 4.5.7,
pour pouvoir conclure.
Dans [74], nous avons e´tudie´ le proble`me
(4.5.9)
−div
(
a(x)∇u
(1 + |u|)γ
)
=
f
|u|p en Ω
u = 0 sur ∂Ω,
40
ou` p et γ sont re´els positifs, f est une fonction dans Lm(Ω) positive. Nous avons montre´ l’existence
d’une solution u au sens des distributions telle que
(4.5.10)
∀ω ⊂⊂ Ω,∃ cω > 0 tel que u ≥ cω > 0 en ω et
∫
Ω
a(x)
∇u · ∇ϕ
(1 + u)γ
=
∫
Ω
f
up
ϕ ∀ϕ ∈ C10 (Ω) .
Meˆme si le membre de droite est singulier en u, il a des effets re´gularisants, comme le montre
notre re´sultat.
The´ore`me 4.5.8. [Croce] Soit p ≥ γ − 1.
1. Soit p < γ + 1.
(a) Si f ∈ Lm(Ω), avec m ≥ 2
∗
2∗ − γ − 1 + p , il existe une solution u ∈ H
1
0 (Ω) du proble`me
(4.5.9) au sens (4.5.10). Si
2∗
2∗ − γ − 1 + p ≤ m <
N
2
, u appartient a` Lm
∗∗(p+1−γ)(Ω).
(b) Si f ∈ Lm(Ω), avec max
{
1,
1∗
2 · 1∗ − γ − 1 + p
}
< m <
2∗
2∗ − γ − 1 + p , il existe une
solution u ∈W 1,ρ0 (Ω), ρ =
Nm(p+ 1− γ)
N −m(γ + 1− p) , du proble`me (4.5.9) au sens (4.5.10).
2. Soient p = γ + 1 et f ∈ L1(Ω). Il existe une solution u ∈ H10 (Ω) du proble`me (4.5.9) au sens
(4.5.10).
3. Soient p > γ + 1 et f ∈ L1(Ω). Il existe une solution u ∈ H1loc(Ω) du proble`me (4.5.9) au
sens (4.5.10), telle que u
p+1−γ
2 ∈ H10 (Ω).
4. Soit f ∈ Lm(Ω), avec m > N
2
. La solution trouve´e ci-dessus est borne´e.
On remarque qu’on a une solution pour tout γ > 0, si p ≥ γ − 1. Ceci n’est pas le cas pour le
proble`me (4.1.2). Sous les meˆmes conditions sur f , la re´gularite´ des solutions du proble`me (4.5.9)
est meilleure ou e´gale a` celle des solutions du proble`me (4.1.2), puisque ρ > q et m∗∗(p+ 1− γ) >
m∗∗(1 − γ). Par ailleurs on obtient des solutions dans H10 (Ω) pour des sources moins re´gulie`res.
En fait, si γ − 1 ≤ p < γ + 1, on a 2
∗
2∗ − γ − 1 + p <
2N
N(1− γ) + 2(γ + 1) ; si p = γ + 1 on obtient
une solution H10 (Ω) pour toute source dans L
1(Ω).
Comme dans le proble`me pre´ce´dent, la difficulte´ est de montrer que la solution est strictement
positive. Pour cela, nous avons travaille´ sur les proble`mes approche´s suivants :
(4.5.11)
−div
(
a(x)∇un
(1 + |Tn(un)|)p
)
=
Tn(f)(|un|+ 1n)γ en Ω
un = 0 sur ∂Ω,
ou` on a ”tronque´” la coe´rcitivite´ de´ge´ne´re´e du terme principal et la singularite´ du second membre.
Ces proble`mes admettent une solution positive un ∈ H10 (Ω) ∩ L∞(Ω). Nous avons montre´ par
ailleurs que un ≤ un+1 p.p. en Ω et pour tout ω ⊂⊂ Ω il existe cω > 0 tel que un ≥ cω p.p. en ω
pour tout n ∈ N. Des estimations a priori nous ont permis d’obtenir une fonction u, limite des un,
qui est une solution au sens (4.5.10).
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