A stable formulation of dual Lanczos tridiagonalization of non-Hermitian matrices, along with solution of tridiagonal systems of equations, is used to simulate liquid nuclear magnetic resonance ͑NMR͒ spectra for systems with chemical exchange. The method provides computer storage and performance advantages over our previously developed sparse-matrix methodology ͓Dumont, Jain, and Bain, J. Chem. Phys. 106, 5928 ͑1997͔͒, in addition to the incorporation of full blocking of the system Liouvillian with respect to the conservation of z magnetization. Convergence with respect to number of Lanczos iterations is investigated in some detail in order to achieve optimal performance.
I. INTRODUCTION
We revisit the numerical simulation of dynamic NMR spectra for large spin systems. An earlier article 1 developed a numerical simulation method based on the split operator approximation and the Chebychev expansion of the required short-time spin dynamics propagator. This method exploited sparsity of the exchanging spin dynamics Liouvillian, and provided significant performance enhancement over traditional simulation methodology based on Householder tridiagonalization of the Liouville matrix. The current article presents an alternative dual Lanczos-based sparse matrix method with certain advantages over the previous algorithm.
The problem with large spin system simulation is exponential growth of the system state space with number of spins. For example, the state of a system of n spins with I j ϭ 1 2 is described by a density matrix with Nϭ2 2n elements. Numerical diagonalization of the associated spin Liouvillian via Householder tridiagonalization 2 requires O(N 3 ) ϭO (2 6n ) floating point operations. This traditional approach to simulation quickly becomes intractable with increasing n. Of course, if there is no exchange or relaxation, the spin dynamics can be formulated in terms of the order 2 n Hamiltonian. In this case the computational ''brick wall'' is encountered much later, and can be ignored for many applications. However, we wish to treat exchanging systems for which a Liouville formulation is unavoidable and efficient simulation is paramount.
In practice, the Nϭ2 2n order Liouvillian is split into smaller matrices by exploiting block diagonality of the Hamiltonian due to the conservation of total z magnetization. ͑Further blocking is possible when there is weak coupling.͒ However, exponential growth of the state space remains. For example, the largest block of an odd n system is 3 ͩ n ͑ nϪ1 ͒/2 ͪͩ n ͑ nϩ1 ͒/2 ͪϳ 2 n 2 2n . ͑1͒
As such, methods with more favorable scaling with increasing matrix order-i.e., better than N 3 -are still very much of interest. Sparse matrix methods are obvious candidates, since spin Liouvillians are typically very sparse-having O(N) nonzero elements out of N 2 . 1 Moro and Freed 4 were apparently the first to apply sparse matrix methods to magnetic resonance simulation. They used the Lanczos method, for complex symmetric matrices, to compute electron spin resonance line shapes. Here, computational complexity resulted from the treatment of the molecular rotational dynamics ͑via a set of discrete spin ''sites''͒ as manifest in the electron spin resonance ͑ESR͒ spectrum-a complex symmetric Liouvillian arises only in the case of one spin. A comparable treatment of the more general Liouvillian of a many-spin system requires a dual Lanczos treatment. 5 However, dual Lanczos is subject to a numerical problem, termed breakdown, 6 which has led to development of a variety of more elaborate approaches, such as the look-ahead Lanczos and Arnoldi methods, involving partial or full orthogonalization of Lanczos basis vectors. [7] [8] [9] Nevertheless, we find that breakdown is not a problem with formulation of dual Lanczos as investigated by Wassam. 10 Implementing this formulation of the dual Lanczos algorithm, in a direct spectrum evaluation approach described below, we construct a method for simulating dynamic NMR spectra in liquids with excellent scaling properties-i.e., a minimal number of floating point operations as the number of spins and/or exchange sites increases. Advantages of this method over our previous treatment of exchanging liquid spectra 1 include much-reduced computer storage requirements ͑this permits applications to larger spin systems͒, and O(N) floating point operations for sufficiently many spins and/or exchange sites. The latter scaling behavior is also expected from a time-dependent approach such as that of Ref. 1 . However, to make the previous method faster for systems with fewer than ten spins, it was necessary to explicitly construct and store the short-time propagator. This is responsible for the greater memory requirements of the method, and it contributes a small amplitude O(N 2 ) scaling which begins to reveal itself at around nine spins. The algorithm presented in the current article also features complete blocking of the Liouvillian with respect to conservation of total z magnetization-the previous method only exploited conservation of coherence level. Our earlier article 1 exploited the structure of the Liouvillian by constructing short-time propagators for the Hermitian and anti-Hermitian components of the Liouvillian separately. Spin dynamics constitute the Hermitian component of the Liouvillian, and determine a unitary propagator. This propagator is computed by Chebychev polynomial approximation. 11 Propagation of the chemical exchange process, via the anti-Hermitian component of the Liouvillian, is trivial due to the direct product structure of the exchange Liouvillian. Alternate application of the two short-time propagators determined the time evolution of an initial spin state, and its associated free-induction decay signal. Advantages of this approach are discussed in Ref. 1 . Most notably, the method could be used for a series of exchange rates with the computational intensive construction of the spin dynamics propagator performed only once. We lose this advantage using our current Lanczos approach. However, two disadvantages of the previous approach are noted as follows: ͑1͒ The rapid convergence of the Chebychev polynomial approximation is best utilized, to numerical advantage, in long-time propagation. Convergence of the split operator approximation, inherent in Ref. 1, necessitates short-time propagation. Further, balancing convergence, with respect to time-step size, and the number of short time steps to generate the desired spectrum required some experimentation. ͑2͒ Convergence of the split operator approximation is controlled by spin dynamics in the slow exchange process limit, and exchange dynamics when the process is fast. Thus, in the fast process limit the time step must be very small while long total time propagation is required to resolve the sharp spectrum.
Other recent developments regarding numerical solution of the Liouville von Neumann equation, in a general context, include application of the Chebychev polynomial expansion directly to a non-Hermitian effective Liouvillian. 12 Although the Chebychev expansion is not strictly valid for nonHermitian operators, the error incurred is small if the time step is small. The approach could thus be used in the current context of dynamic NMR spectra. It would have advantages and disadvantages similar to those of the approach taken in Ref. 1 . Newton and Faber polynomial expansions of the propagator 13 provide other time-dependent methods more directly suited to the case of non-Hermitian effective Liouvillian. Though not considered in the current study, these approaches are clear candidates for sparse matrix simulation of dynamic NMR spectra.
The current article considers a time-independent approach. Dual Lanczos methodology is used to compute spectra directly in the frequency domain. The Lanczos algorithm transforms the full non-Hermitian exchanging spin system Liouvillian to tridiagonal form. The spectrum is then computed directly in terms of solution of the system of equations indicated in the quasiminimal residue method. 7 The new method provides memory and performance advantages over the previous approach which are discussed below. In addition, this approach is designed to be extensible to the problem of magic-angle spinning powder patterns with chemical exchange. 14 Of course, practical implementation of the dual Lanczos approach requires some experimentation with the number of Lanczos iterations. Consequently, convergence of the spectrum is described in some detail below ͑see Sec. V͒. A sample calibration of the number of Lanczos iterations is described in Sec. VI. Section VII presents scaling characteristics of the algorithm-contrasted with those of Householder-based methodology. Section VIII gives a short summary of the work.
II. MANY-SPIN DYNAMICS WITH CHEMICAL EXCHANGE
In this section, we review the formalism appropriate to the simulation of dynamic NMR spectra.
The state of a spin system is described by a density matrix, , which satisfies the Liouville von Neumann equation-here, បϭ1
where
Lϭ͓H,͔ ͑3͒
and H is the spin Hamiltonian. In a numerical simulation, is expanded in terms of an operator basis and represented by the vector of expansion coefficients. We choose the product operator basis consisting of states of the form,
m j and m j Ј are I jz quantum numbers, i.e., the z component of the jth spin angular momentum. This basis is conveniently divided into groups of states according to the total I z for each distinct spin type. 15 Specifically, a basis state is assigned to a group by summing the m j , for each spin type, and also the m j Ј . This accounts for the conservation of total z-component angular momentum ͑separately for each distinct spin type͒ which arises due to the large Zeeman term in the Hamiltonian. Except in the case of large quadrupolar coupling ͑i.e., spin Ͼ1/2, other than deuterium͒, the full Hamiltonian is well approximated in the interaction picture, with respect to the Zeeman term, by neglect of the terms coupling states with different total I z . In the interaction picture, the Zeeman term is removed from the Hamiltonian, and the neglected coupling terms have a rapid time dependence which permits their neglect via an adiabatic approximation. 16 The division of the basis into groups reveals the block diagonal character of the Liouvillian which is exploited by determining the contribution of each group to the desired NMR spectrum separately. This provides significant savings in computer memory and floating point operations. Henceforth, we will continue to use L to denote the spin dynamics Liouvillian. However, in the numerical implementation of results derived below, L is just a single order N block of the total Liouvillian.
Exchange processes are incorporated into the formulation by adding an anti-Hermitian term to the Hermitian spin dynamics Liouvillian. In addition, except in the case of mutual exchange, it is necessary to expand the spin state to include a chemical species or ''site'' label. This is discussed in Refs. 1, 17, and 18. If there are N S distinct sites, the exchanging spin system state is represented as a block vector with N S blocks of length N. Different such blocks correspond to different sites, while components within a block correspond to distinct spin states. The total effective Liouvillian is a matrix of order
where L j is the spin dynamics Liouvillian of the jth site, 1 is the spin dynamics identity operator, and K i j is the i jth element of the rate matrix defined by
and
is the unimolecular reaction mechanism. Note that because the exchange matrix, K, is diagonal with respect to spin state indices, the blocking of L according to total I z quantum numbers ͑discussed above͒ is unaffected. Thus, the L j all correspond to the same group ͑block͒ of spin state basis functions, ''transitions.'' The solution to the Liouville von Neuman equation including chemical exchange is expressed in terms of the propagator matrix ͑t ͒ϭexp͑ ϪiL t ͒͑ 0 ͒. ͑8͒
This time evolution determines the free-induction decay signal detected in the NMR experiment
Here, d † is the Hermitian conjugate of the detector observable, d. The NMR spectrum is just the Fourier transform of the free-induction decay, which is given by
III. THE DUAL LANCZOS METHOD
The sparsity of the total effective Liouvillian, L is discussed at length in Ref. 1 We use the dual Lanczos method to determine a tridiagonal representation of L . The associated tridiagonal system of equations, implied by Eq. ͑9͒, is then solved to determine the spectrum at each desired frequency. This approach circumvents the diagonalization step which is the usual means 19 of determining a spectrum, i.e., as the ͑trivial͒ solution of a diagonal system of equations. Thus, we avoid the issue of spurious eigenvalues which arises in Lanczos-based matrix diagonalization, without introducing significant computational overhead. Note that solution of a tridiagonal system of equations is linear in matrix order, just like solution of a diagonal system. Furthermore, the Lanczos iteration turns out to be the limiting computational step in cases of many spins and/or sites; i.e., the additional computation required to solve a tridiagonal system has no impact on the asymptotic performance of the method. The system size for which the spectrum computation represents an insignificant overhead depends on the degree of exchange and/or intrinsic broadening, and the number of frequencies needed in the spectrum.
After N L iterations, the dual Lanczos method is concisely described by two equations 
ͪ with ͑in general͒ complex ␣ j and real ␤ j . Note that without its bottom row, TЈ is complex symmetric. We will denote the latter matrix by T. Equations ͑10͒ and ͑11͒ are understood as an iteration, with the columns of V N L and W N L determined in sequence. We choose to start the iteration with
.
͑12͒
It then proceeds ͑look at the ith column on the left and right of both equations͒ with the determination of the next two dual Lanczos basis vectors ͑we set ␤ 1 ϭ0)
␣ j is uniquely determined by requiring v jϩ1 to be orthogonal to w j (w jϩ1 is then automatically orthogonal to v j ). Specifically,
Note the use of w j † v j ϭ1. The ( jϩ1)th basis vectors are uniquely determined by requiring
i.e., ␤ jϩ1 is just the square root of the dot product of the two vectors, ṽ jϩ1 and w jϩ1 , defined above by the square brackets.
In exact arithmetic, the dual Lanczos iteration converges in N T steps ͑or fewer, in the case of an invariant subspace͒. Convergence is signaled by ␤ jϩ1 ϭ0. In this case, the bottom row of TЈ can be dropped, and Eqs. ͑10͒ and ͑11͒ are seen to provide an exact similarity transformation of L to the tridiagonal form T.
In finite precision arithmetic, the orthogonality of the basis vectors is gradually lost-e.g., v jϩi will not be orthogonal to w j , for sufficiently large i. Nevertheless, Eqs. ͑10͒ and ͑11͒ still hold, and the transformation they express is useful, as we will see.
The Lanczos methods for Hermitian and complex symmetric matrices are also subject to the loss of orthogonality of basis vectors. This effect is responsible for the so-called spurious eigenvalues, i.e., eigenvalues of the tridiagonal matrix which are not also eigenvalues of the original matrix. Cullum and Willoughby 20 devised a heuristic means of filtering spurious eigenvalues that has proven to be very useful.
However, we find that loss of orthogonality does not pose a problem for the direct spectrum determination employed in this article.
The dual Lanczos method for non-Hermitian matrices is subject to an additional problem, termed breakdown. 6, 7 Breakdown occurs when ṽ jϩ1 and w jϩ1 are nearly orthogonal. However, this is apparently only a problem for some formulations of the dual Lanczos method. There is a degree of flexibility in the algorithm which allows a variety of choices for the structure of TЈ. In particular, it is possible to make the tridiagonal matrix T nonsymmetric. This is the case in the formulations of Refs. 5 and 7, where the problem of breakdown is cited. However, in the present formulation, which is characterized by a symmetric tridiagonal matrix, the condition for breakdown is just ␤ iϩ1 Х0. This is also the condition for convergence of the iteration. The occurrence of breakdown thus indicates convergence of the iteration. In this case, v iϩ1 and w iϩ1 need not be constructed, and there is no division by zero ͑or near zero͒ as described in Ref. 7 . We have found that the dual Lanczos method, as formulated above ͑and in Ref. 10͒, reliably produces accurate simulations of a wide range of dynamic NMR spectra. In addition to the applications to the spectra of liquid systems described in this paper, we have treated the spectra of spinning solids with chemical exchange using Floquet theory.
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IV. DIRECT SPECTRUM EVALUATION
In Sec. II, the spectrum was expressed as
where () is the solution of the following set of linear equations:
To exploit the Lanczos iteration, we expand (0) in terms of
The expansion is trivial with the Lanczos starting vector of Eq. ͑12͒; i.e., (0) is simply proportional to the first unit vector. Now consider the expansion of ()
This equation is valid to the extent that the columns of V N L span a sufficiently large space to encompass the unknown (). Substitution of Eqs. ͑14͒ and ͑15͒ into Eq. ͑13͒, and accounting for Eq. ͑10͒, gives
where 1Ј is the N L th-order identity matrix with an extra row of zeros-its (N L ϩ1)th row. This equation is satisfied if
Here, we have a system of N L ϩ1 equations in N L unknowns. However, the last of these equations is just
In general, the dual Lanczos iteration does not converge in the sense of ␤ N L ϩ1 ϭ0. Therefore, to satisfy this equation, we must have
In practice, we find ͑see below͒ that j () decays faster than exponentially in j, for sufficiently large j. by minimizing the sum ͑with weights, if desired͒ of the squares of the residues-the N L ϩ1 components on the left of Eq. ͑16͒. This is a standard linear least-squares problem which leads to the N L ϫN L system of equations obtained by applying the transpose of (1ЈϪTЈ) to both sides of Eq. ͑16͒. The resulting system of equations is block pentadiagonal. The quasiminimal residue approach is also employed in the alternative method of Ref. 8 . We have implemented the quasiminimal residue solution within the simple dual Lanczos approach-i.e., using the three-term recursion as described above. However, under conditions of convergence, wherein N L () approaches zero, there is no difference between the quasiminimal residue solution and the solution of Eq. ͑18͒. Since we are only interested in converged spectra, the quasiminimal residue computation was deemed unnecessary and is not included in our final program. In addition, there are computational savings using tridiagonal Eq. ͑18͒.
V. CONVERGENCE OF THE SPECTRUM
In the proposed numerical method, a subspectrum is computed for each block of the Liouvillian, L . The total spectrum is obtained by summing the subspectra over all blocks. The basis states of a block are the single-quantum transitions between ͉͘ states with specific total I z . We perform a dual Lanczos iteration with N L steps and starting vector, ͑0͒-the block-specific component of the spin density matrix ͑for all sites͒ subsequent to an excitory 90°x or y pulse applied to an equilibrium state. The number of iterations, N L , is ͑initially͒ chosen to underestimate ͑see below͒ the number of iterations required to converge the subspectrum for each block. The tridiagonal system of equations, Eq. ͑18͒, is solved for each frequency of the desired subspectrum using the LINPACK routine, DGTSL. 21 Convergence at each frequency is indicated by sufficiently small ͉ N L ()͉-the specific convergence criterion is described in the Appendix. If the subspectrum is not converged for any frequency, then additional dual Lanczos steps are taken and the unconverged values are recomputed. The number of additional steps taken is given by the predicted number needed to achieve convergence-such a prediction is performed only for the frequency resulting in slowest convergence. This additional number of steps is constrained to be between 10% and 50% of the number of steps already taken. If the subspectrum is still not converged, another set of additional steps is taken according to the same prescription. Eventually, the predicted number of steps to achieve convergence becomes sufficiently accurate and the process terminates with a subspectrum converged at all desired frequencies.
The Appendix describes, in detail, the convergence of a subspectrum with respect to Lanczos iterations. Convergence is indicated by the decay of ͉ j Ј͉. The dashed lines give close quadratic fits to ln͉ j Ј͉.
Typically, ln͉ j Ј͉ decays with both a linear and a quadratic component. This behavior indicates that the Lanczos spectrum computation can be converged to any desired accuracy.
It also provides the means of estimating the number of additional Lanczos steps required to converge an unconverged subspectrum. Specifically, we extrapolate the fit, to the desired threshold, for the frequency with the slowest decay. Because the fit is occasionally poor-when the subspectrum is far from converged-we impose the restriction that the additional number of Lanczos steps be between 10% and 50% of the number of steps already taken. The number of Lanczos iterations required to converge ͉ j Ј͉ to 10 Ϫ6 , as a fraction of its maximum value, is shown in Fig. 2 as a function of frequency ϭ/2. Again, we consider the 0 to 1 block of the six-spin 1/2 Liouillian with 1 Hz intrinsic broadening and cyclic permutation mutual exchange rates, kϭ1 and 30 s Ϫ1 ͑right and left panels, respectively͒. Subspectra associated with these blocks are shown superimposed as dashed lines. Here, we see that the subspectrum converges most slowly at resonance frequencies-as predicted in the Appendix. Note that ⌬ϭ50 Hz for exchanging spins in this system. In this case, exchange broadening of lines, with kϭ1 or 30 s Ϫ1 , is approximately given by k/2.
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The lines appear much broader, even accounting for the intrinsic broadening, because of overlap of many nearby resonances.
The number of iterations required to converge the entire 0 to 1 block subspectrum is 550 for the kϭ1 s Ϫ1 system ͑right panel of Fig. 2͒ . The kϭ30 s Ϫ1 system subspectrum requires 230 iterations. Here, we see more rapid convergence of the Lanczos iteration when computing a significantly broadened spectrum-again, as predicted in the Appendix. In the case of kϭ30 s
Ϫ1
, the Lanczos iteration converges with fewer than N T ϭ300 steps-the order of the block Liouvillian. This is important to the numerical efficacy of the Lanczos method. Nevertheless, even in the case of kϭ1 s Ϫ1 , the Lanczos method outperforms a Householder approach because the latter computation scales as the cube of the order of the block Liouvillian-i.e., O(
ϩO(N N L ) scaling for the Lanczos computation. The latter two terms arise from the Lanczos iteration and the direct spectrum evaluation, respectively. N is the number of frequencies in the computed spectrum.
VI. CALIBRATION FOR OPTIMAL PERFORMANCE
We investigate the computational demands of the Lanczos-based spectrum computation, particularly in the limit of a large Liouvillian block. Clearly, the key to good performance of the Lanczos method is keeping the number of Lanczos iterations as small as possible. It is described above how it is not essential to know, in advance, the number of Lanczos iterations required to converge the spectrum-it is necessary only to underestimate that number. However, this is itself a problem, since we have no a priori means to even underestimate the required number of Lanczos iterations for an arbitrary spin system. Furthermore, it is undesirable to significantly underestimate the required number of Lanczos iterations, since many stages of the process described above would be needed to converge a subspectrum. In this case, the subspectrum would be recalculated many times at frequencies for which it is unconverged-a significant computational overhead could result. 23 It is thus desirable to have a reasonable estimate of the number of required iterations at the start of a simulation. We have found that the number of iterations to converge a subspectrum is correlated with the block size, N T , and line broadening, ⌬ 1/2 .
24 Figure 3 shows this correlation for a series of spin systems with nϭ4 to 10 spins, and intrinsic line broadening ranging from 0.1 to 10 Hz. Figure 3 was constructed from computations of model ring spin systems with n distinct chemical shifts, equally spaced by ⌬ϭ30 Hz. The case of cyclic permutation mutual exchange is again considered. We choose a small exchange broadening; kϭ1 s Ϫ1 ͑this corresponds to ϳ0.16 Hz exchange broadening͒. (J 2 ,J 3 ,J 4 )ϭ(20,12,5) Hz for nearest neighbor, next-to-nearest neighbor, and next-to-next-tonearest neighbor coupling, respectively. These systems represent the generic case of strongly coupled systems with slow exchange. Other strongly coupled systems with k ϭ1 s Ϫ1 produce data which lie close to the curve with the same intrinsic broadening. Many site systems with slow exchange exhibit similar behavior.
The data of Fig. 3 determine a simple empirical curve for each intrinsic coupling. The data is fit, as indicated in the figure, using the functional form
with parameters, A and B, given in Fig. 4 as functions of ⌬ 1/2 , the total line broadening ͑intrinsic plus exchange͒. These parameters are, in turn, fit to the simple functional forms shown in the figure. Equation ͑19͒ gives an estimate of the number of Lanczos iterations required to converge block subspectra. We use 80% of this value ͑to guarantee an underestimate͒ as an initial number of Lanczos iterations in simulations of generic strongly coupled systems. Note that the strong coupling case is essentially completely general since the program blocks the Liouvillian according to the total z magnetization of each distinct strongly coupled subset of spins. A given block of the Liouvillian therefore corresponds to transitions of only one of these subsets-weak couplings appear only as secular frequency shifts. Equation ͑19͒ is not completely general with respect to varying amount of exchange broadening, however. The problem is how to estimate the total line broadening, needed in Eq. ͑19͒, when not in the slow exchange limit. To illustrate this problem, we attempted to use Eq. ͑19͒ with ⌬ 1/2 estimated as the sum of intrinsic broadening and a simple approximation of exchange broadening which ignores the strongly coupled character of the spin system. Specifically, we treat the system as a set of two spin exchanges and compute the exchange broadening for each such subsystem. With the view that convergence of the Lanczos iteration is controlled by the narrowest spectral feature, we choose the smallest approximated exchange broadening to determine ⌬ 1/2 for substitution into Eq. ͑19͒. This gives the estimates of N L given by the curves shown in Fig. 5͑a͒-k , while intrinsic broadening is fixed at 1 Hz. These curves are to be compared with corresponding observed data shown in Fig. 5͑b͒ . Here, we see that the estimate is only good for kϭ1 s
Ϫ1
. The agreement in this case is no surprise since the calibration represented by Eq. ͑19͒ was determined using kϭ1 s Ϫ1 data. The trouble is that our estimate of the exchange broadening is simply not applicable. Strong coupling ensures that the exchange broadening is much larger than that estimated using a breakdown into two spin exchange subsystems. The Lanczos iteration consequently converges more rapidly than our simple approach predicts. This is good news in the sense that the Lanczos method is seen to be especially well suited to treating the dynamics of strongly coupled exchanging spin systems. However, it is bad news in that we cannot take full advantage of the rapid convergence because there is no way to reliably predict it in advance. We could of course attempt to calibrate by fitting the data of Fig. 5͑b͒ as in Figs. 3 and 4 . The trouble with this approach is that the exchange broadening is sensitive to the details of the chemical shifts and the exchange process-it is not a simple function of k. While such a fitting might nevertheless prove useful, we choose instead to account for rapid convergence via a simple prefactor applied to Eq. ͑19͒ ͑cf. the 80% factor already introduced to ensure underestimation͒. The prefactor is adjusted for each computation according to the results of previous similar computations. In any event, the Lanczos method vastly outperforms the traditional Householder approach. Figure 6 shows the overall performance advantages of the Lanczos method. Here, we see the CPU time ͑on a Silicon Graphics Octane with two 250 MHz processors͒ for complete simulations of spectra ͑i.e., including all blocks͒ using the Householder 18 and Lanczos methods, plotted against spin system size. The n spin ring system with cyclic permutational mutual exchange is again utilized. This time, two different sets of chemical shifts and coupling constants are investigated. The strong coupling case of ⌬ϭ30 Hz and (J 2 ,J 3 ,J 4 )ϭ(20,12,5) Hz is considered as before. The weak coupling and highly symmetrical case ͑treated as though it were a strong coupling case-i.e., the Liouvillian is only blocked with respected to total z magnetization͒ of ⌬ ϭ150 Hz and Jϭ20 Hz ͑for all couplings͒ is also considered-to illustrate how the Lanczos method speeds up in such circumstances. For each of these spin systems, the slow exchange case of kϭ1 s Ϫ1 is treated. In addition, the advantages of the Lanczos method in case of significant exchange broadening are highlighted by including the nearcoalescence cases of kϭ100 s Ϫ1 ͑when ⌬ϭ30 Hz) and k ϭ500 s Ϫ1 ͑when ⌬ϭ150 Hz). We see that the Householder method outperforms Lanczos when nр5 ͑the advantage is small when nϭ5). This is not a problem, since a five spin system spectrum is simulated in just a few seconds. However, the observation suggests the Lanczos method is not an improvement over our previous sparse-matrix-based method, presented in Ref. 1 . Figure 1 of the previous work shows that the Chebychev/split-operator method performance is comparable to, or better than, Householder for five-spin systems. However, the methods of Ref. 1 ͑both the sparse-matrix and Householder methods͒ did not employ full blocking of the Liouvillian with respect to z magnetization-although they did use bases restricted to single quantum transitions. As a rough guide, full blocking of the Liouvillian achieves computational savings such that an n spin spectrum simulation is comparable to an nϪ1 spin spectrum simulation with restriction to single quantum transitions.
VII. COMPUTATIONAL SCALING
25 Thus, the current Lanczos method is really performing about as well as the previous method in the regime of small to intermediate spin system size. ͑Note that it is pointless to compare the two sparse-matrix methods directly without also introducing full blocking of the Liouvillian into the Chebychev/split-operator method.͒
The previous method employed storage of the short-time spin dynamics propagator, which limited the range of spin system sizes accessible. With this approach, a Chebychev iteration is performed to determine the short-time propagation of each distinct unit vector. The alternative is to implement a Chebychev iteration for each short time step of the long-time propagation ͑ranging from 16 384 to 65 536 steps͒. For the spin systems considered in Ref. 1, there were considerable savings with the chosen implementation. However, this approach has the disadvantage of requiring that every element of the full short-time propagator ͓N 2 ϭO(2 4n ) elements in total͔ be compared against zero ͑in order to construct a sparse form of the NϫN matrix͒. The testing opera- tion is very fast ͑much faster than a floating point operation͒. However, since there are O(2 4n ) such tests, this step eventually becomes the dominant component of the computation-seen to just emerge around nine spins. Thus, while in principle the time-dependent approach scales as O (2 2n ), the implementation actually used in Ref. 1 scales as O(2 4n )-though this ultimate asymptotic scaling was just barely visible in the available scaling data. On the range of spin system sizes considered in Ref. 1 ͑which was the range of tractable computations at the time͒, the observed scaling was quite close to O (2 2n ). With the Lanczos method, some of the shortcomings of the Chebychev/split-operator approach are circumvented. For example, the current Lanczos approach reduces memory requirements in comparison with the implementation presented in Ref. 1 . The dual Lanczos iteration ͑as currently implemented͒ requires storage of only 7NϭO(2 2n ) component vectors. This requirement is much smaller than storage of the short-time propagator ͑an NϫN matrix stored efficiently in sparse format͒ for a highly coupled spin system. Consequently, much larger spin systems can be considered. Implementation of complete blocking of the Liouvillian is an additional advantage of the current Lanczos program.
For large spin systems, computational performance is conveniently described in terms of the rate of exponential increase in CPU time with number of spins ͑as we have already discussed in the context of Ref. 1͒. Figure 6 shows linear fits of log 2 ͑CPU time͒ vs n. Thus, the CPU time of Householder computations is seen to scale as ϳO (2 5.8n ). The known 5 scaling of the Householder method is actually O (2 6n ). The fact that the observed data do not exactly fit this scaling ͑note the scatter in the points, about the straight line, in addition to the slope of 5.8͒ is due to the limited data set 26 and nonuniform scaling of the maxium block size with n-for example, there are two equal maximum-size blocks when n is even, and only one when n is odd.
The Lanczos method clearly exhibits favorable scaling behavior, in comparison with Householder. With Lanczos, CPU time scales as ϳO(2 2.8n ) for the narrow-line spectra (kϭ1 s Ϫ1 ), and ϳO(2 2.2n ) for the broad-line spectra (k ϭ100 or 500 s Ϫ1 -strong and weak coupling cases, respectively͒. The difference between the strong and weak coupling cases appears in the intercept of linear fits to the data; i.e., weak coupling spectra are more rapidly simulated by a constant factor independent of the number of spins.
Observed scaling approaches the theoretical limit of O (2 2n ), indicative of a completely saturated spectra with lines so highly overlapped that the Lanczos iteration converges the spectra in a fixed number of steps, independent of the number of spins. The computational scaling, in this ideal case, simply reflects the size of the spin density matrix which determines the number of steps required to perform a single L operation. Simulation of the broad-line spectra is closer to achieving the ideal scaling limit because the spectra ͑when n is large͒ are more nearly saturated.
VIII. MANY-SITE SYSTEMS AND SPATIAL DIFFUSION
We have investigated the utility of the Lanczos method in the case of single-site mutually exchanging systems with many spins. We turn our attention to the case of large Liouvillians resulting from a large number of sites. However, assessing the asymptotic performance of the method in this context is difficult because increasing the number of sites in an exchanging system requires changing the exchange process and thereby affecting the exchange broadening. Nevertheless, we consider six spin systems of N S sites, with every site connected to every other site by an exchange process with rate k. In this case, it was found that the number of Lanczos iterations to converge the spectrum increased linearly with N S ͑i.e., linearly with block size, N T ϭN S N), until a certain number of sites was reached ͑this number decreased with increasing k͒, after which the number of iterations actually decreased. For large N S , the CPU time required consequently increased more slowly than O(N T )-compare with the O(N T 3 ) scaling characteristic of the Householder method. While this Lanczos method scaling behavior clearly indicates the utility of the method for handling the large matrices which result in the treatment of many-site exchanging systems, the systems treated are highly artificial and the observed performance is not necessarily indicative of results expected for physically motivated examples. With every site connected to every other site by an exchange process, the exchange broadening is substantial even for small k, when the number of sites is large.
A more physically motivated example of chemical exchange in the many-site limit is the problem of diffusion in a field gradient. Thus, we consider the simulation of the spectrum of a six spin system in a field gradient for which spatial diffusion constitutes an important exchange process. Here, we consider a series of finite N S systems which represent discretizations of the diffusion process. Accurate treatment of the diffusion process requires converging the spectrum by increasing N S sufficiently. Thus, the diffusion problem provides an example of the need to treat very large Liouvillians associated with spin dynamics including chemical exchange. The performance of the Lanczos method in this context is depicted in Fig. 7 , which shows the number of Lanczos iterations required to converge the spectrum for a series of diffusion discretizations, up to N S ϭ39.
The diffusion constant, D, is given in units of square sample length per second. The field gradient we choose is such that each chemical shift spans a 100 Hz range over the sample length. Thus, the spectra, converged with respect to discretization, are broadly spread out and not specifically interesting. Nevertheless, the interest here is in demonstrating our ability to simulate the required spin and diffusion dynamics with good computational performance. This is clearly indicated by the observed saturation of the number of Lanczos iterations needed-at least in the case of Dϭ0.1. The plateauing of the number of Lanczos iterations corresponds to ideal linear scaling of the total CPU time with the order of the largest Liouvillian block.
IX. SUMMARY
This paper introduces a new numerical method for simulating NMR spectra with incorporation of chemical exchange and/or relaxation effects. The method exploits the sparsity of the Liouville matrix and thereby possesses vastly improved scaling characteristics ͑with increasing spin system size or number of sites͒ in comparison with conventional methodology. Computational demands are shown to approach the theoretical optimal performance limit of linear scaling with respect to the order of the system Liouvillian-in contrast to the cubic scaling characteristic of Householder-based methods. The method developed here is based on the stable Wassam 10 formulation of dual Lanczos tridiagonalization, and direct spectrum evaluation in terms of a complex symmetric tridiagonal system of equations. Convergence of spectra with respect to number of Lanczos iterations is characterized in some detail, in order to optimize computational performance. The resulting algorithm has reduced computer memory requirements and improved asymptotic scaling over the method of Ref. 1. Furthermore, it takes full advantage of Liouvillian block diagonality with respect to conservation of z magnetization. The utility of the method is clearly demonstrated in an application to model spectrum simulation manifesting spatial diffusion in a magnetic field gradient.
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APPENDIX: CONVERGENCE OF THE LANCZOS ITERATION
We investigate convergence of the Lanczos algorithm with respect to computation of a desired spectrum, via solution of the tridiagonal system of equations of Eq. ͑18͒. A LINPACK routine, 21 dgtsl.f, is used to solve the tridiagonal system. The method consists of an LU decomposition of i(1ϪT), via Gaussian elimination with partial pivoting, followed by solution of the L and U systems of equations, respectively. The details of this method ͑not generally available in textbooks͒ are provided here in order to establish analytic results regarding the convergence of the Lanczos algorithm. Specifically,
Here, L j is the identity matrix with an additional nonzero diagonal element, l j , just below the diagonal in the jth column. P j is either the identity or the j to ( jϩ1) exchange matrix. Since P j L j does not act on the first jϪ1 rows of U, the LU decomposition can be understood as a sequence of 2ϫ3 steps, beginning with
We choose P 1 to be the 2ϫ2 identity if ͉Ϫ␣ 1 ͉у͉␤ 2 ͉. Otherwise, P 1 is the 2ϫ2 exchange matrix. This ensures that ͉l 1 ͉р1. Note that l 1 ϭϪ␤ 2 /(Ϫ␣ 1 ) or its reciprocal. The LU decomposition continues via 
The solution to the system of equations is now obtained in two stages. First, we solve
In practice, the solution of Eq. ͑A1͒ and the LU decomposition are performed together in a single loop over index j, from jϭ1 to jϭN L Ϫ1. Thus, for each Eq. ͑20͒ step, we also have 
where the product includes a Ϫl j Ј factor for each nonpivoting step-i.e., jЈ͓1,j ͔ such that P j Ј is the 2ϫ2 identity. Since ͉l j Ј ͉р1, we see that ͉ j Ј ͉ decays monotonically. Furthermore, to the extent that nonpivoting steps occur evenly throughout the loop, this decay is exponential. Because Eq. ͑A2͒ is solved by looping in the reverse order ͑i.e., j starts at N L and loops back to 1͒, we find that ͉ j ()͉ decays exponentially in the same way. To see this, note that j () is a linear combination of exponentially small ͑when j is large͒ j Ј Ј , with jр jЈр jϩ2. For this reason, we use the convergence of ͉ j Ј Ј ͉, below a chosen threshold (10 Ϫ6 produces more than sufficient accuracy͒, to signify convergence of the spectrum calculation. The predicted exponential convergence of the solution to the system of equations is mirrored in the exponential convergence of Hermitian matrix eigenvector elements computed with the Lanczos method.
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The rate of convergence is controlled by the typical size of ͉l j Ј ͉, and the amount of pivoting required. To get a better idea of the rate of convergence, consider the following: In a nonpivoting step ͑i.e., a step which contributes to the exponential decay of j
Eq. ͑A3͒, we have
with the products including all jЈ from 1 to j. The product in the denominator is the absolute value of determinant of U, which is also the determinant of i(1ϪT). Most rapid convergence is therefore expected when is furthest from the eigenvalues of T ͑and hence also the eigenvalues of L ). Further, convergence of a spectrum value with real near a resonance frequency is most rapid when exchange broadening is greatest, and/or the intrinsic broadening ͑achieved by adding a positive imaginary component to ͒ is greatest. These expectations are realized in applications, along with the predicted exponential decay of ͉ j Ј͉-see Sec. V.
In Sec. IV, the convergence condition appears as the truncation ͑to zero͒ of the large index components of (). Consequently, convergence of the spectrum corresponds with convergence of the representation of () in the Lanczos basis. The Lanczos representation of () is complete when its distinct frequency components are well represented. Convergence of the spectrum thus depends on the number of distinct frequency eigenvectors represented in the initial spin state, , but only to the extent that nearby frequencies need to be distinguished ͑highly overlapped resonance lines can be converged without resolving the distinct components͒. This is the key to the direct spectrum method. We only compute enough Lanczos iterations in order to converge the spectrum. It is not necessary to converge all the eigenvectors, if lines are highly overlapped. This approach is clearly well suited to the simulation of dynamic NMR spectra.
A large spin system, for which there are many distinct frequency eigenvalues, requires more iterations. The efficacy of the Lanczos method therefore depends on the relative growth, with increasing spin system size, of the number of iterations required to converge the spectrum in comparison with the size of the block spin state. We see, in Sec. VII, that while the Lanczos method always outperforms traditional methods based on Householder tridiagonalization ͑when there are more than five spins͒, it converges particularly fast when there is significant peak overlap ͑due to exchange or intrinsic broadening͒. the total CPU time only for systems with fewer than nine spins. Since the simulation of a smaller spin system spectrum is reasonably fast, the elimination of overhead in this part of the computation is not critical to the usefulness of the methodology. 24 Note that for very small exchange rate, the number of iterations correlates with block size per site, N. In this case, the Liouvillian is almost block diagonal, with different blocks corresponding to different sites. The number of iterations to converge the spectrum is essentially determined by the number needed to converge the spectrum of a single site. However, even for a rate as small as 1 s
Ϫ1
, the number of Lanczos iterations required correlates with the total block size, N T . 25 The Liouvillian block size, with account taken of coherence level conservation, is ϳ2 2n /ͱn. Compare this with Eq. ͑1͒ which gives the size of the largest sub-block of this Liouvillian. The sub-block is thus a factor, 2/ͱn, smaller. This factor exactly affords an additional spin-with the same computation time-when nХ20. Note that the asymptotic form given here for the number of coherence level 1 transitions differs from that given in Sec. II of Ref. 
