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Abstract
In this paper, the nilpotent matrices over commutative antirings are characterized in terms of principal
permanental minors, main diagonals and permanental adjoint matrices, and a necessary and sufficient con-
dition for a nilpotent matrix over a commutative antiring which has a given nilpotent index is obtained. Also,
a method for calculating the nilpotent index of any nilpotent matrix over a commutative entire antiring is
given.
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1. Introduction
A semiring is an algebraic system (S,+, ·) in which (S,+) is an abelian monoid with identity
element 0 and (S, ·) is another monoid with identity element 1, connected by ring-like distrib-
utivity. Also, 0r = r0 = 0 for all r ∈ S. A semiring S is called commutative if ab = ba for all
a, b ∈ S; S is called entire if ab = 0 implies that either a = 0 or b = 0 for all a, b ∈ S.
A semiring S is called an antiring if a + b = 0 implies that a = b = 0 for all a, b ∈ S (see
[26]). Antirings were studied in [8] under the name of zerosumfree semirings. All rings with
identity are semirings, but no such ring is an antiring. Antirings are quite abundant: for examples,
every Boolean algebra, the fuzzy algebra ([0, 1],∨, T ), where T is t-norm (for t-norms, refer to
[13]), every distributive lattice and any incline (see [3]) are commutative antirings. Also, the set
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Z+ of nonnegative integers with the usual operations of addition and multiplication of integers
is a commutative antiring which is entire. The same is true for the set Q+ of all nonnegative
rational numbers, for the set R+ of all nonnegative real numbers. In addition, the max-plus
algebra (R ∪ {−∞},max,+) and the min-plus algebra (R ∪ {+∞},min,+) are commutative
antirings (see [4,28]).
The study of matrices over general semirings has a long history. In 1964, Rutherford [23]
gave a proof of the Cayley–Hamiltion theorem for a commutative semiring avoiding the use
of determinants. Since then, a number of works on the theory of matrices over semirings were
published (see e.g. [2,6,9,12,18–20,22]). In 1999, Golan described semirings and matrices over
semirings in his work [8] comprehensively. The techniques of matrices over semirings have
important applications in optimization theory, models of discrete event networks and graph theory.
For further examples, see [1,5].
Nilpotent matrices are an important type of matrices. Since the beginning of the 1960s, many
authors have studied this type of matrices for some special cases of antirings (see e.g. [7,10,11,14–
16,21,24,25,27]). In 1964, Give’on [7] proved that an n × n lattice matrixA is nilpotent if and only
if An = O. Hashimoto [11] considered the reduction of nilpotent fuzzy matrices and obtained
some properties of the reduction and Li [14] gave some characterizations for fuzzy nilpotent
matrices. These results were generalized to nilpotent lattice matrices by Tan [25]. Ren et al. [21]
showed that a fuzzy matrix A is nilpotent if and only if every principal permanental minor of A
is 0. This result was generalized to lattice matrices by Tan [24] and Zhang [27] independently.
Besides, Lur et al. [15,16] obtained some characterizations of the simultaneous nilpotence for
finite number of fuzzy matrices. Recently, Han et al. [10] characterized the nilpotent matrices
over an incline without nonzero nilpotent elements in terms of principal permanental minors, main
diagonals, nilpotent indices and permanental adjoint matrices and established some properties of
the reduction of nilpotent matrices over an additively residuated incline without nonzero nilpotent
elements. The results obtained in [10] generalize the corresponding ones on fuzzy matrices in
[11,14,21] and on lattice matrices [7,24,25,27].
In the present work, we consider the nilpotent matrices over more general antirings, namely
over a class of commutative antirings without nonzero nilpotent elements. In Section 3, we shall
give some basic properties and characterizations of the nilpotent matrices. In Section 4, we give
a necessary and sufficient condition for the nilpotent matrices to have a given nilpotent index,
and in particular, we obtain a method for calculating the nilpotent index of any given nilpotent
matrix over a commutative entire antiring. Partial results in this work generalize the corresponding
results on fuzzy matrices in [14,21], on lattice matrices in [7,24,25,27] and on incline matrices in
[10].
2. Definitions and preliminary lemmas
In this section, we shall give some definitions and lemmas.
For convenience, we use N to denote the set {1, 2, . . . , n} and use |X| to denote the cardinality
for any finite set X.
Definition 2.1. An element a in a semiring S is said to be nilpotent if ak = 0 for some positive
integer k.
It is clear that any entire semiring has no nonzero nilpotent elements.
Let S be a commutative semiring. Denote by Mm×n(S) the set of m × n matrices over S.
Especially, we put Mn(S) = Mn×n(S). For A ∈ Mm×n(S), we shall denote by aij or Aij the
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element of S which stands in the (i, j)-entry of A. Given A ∈ Mm×n(S) and B ∈ Mn×l (S), the
product AB ∈ Mm×l (S) is defined by
AB =
(∑
k∈N
aikbkj
)
m×l
.
It is clear that the set Mn(S) forms a semigroup with respect to the matrix multiplication.
For any A ∈ Mn(S), we use AT to denote the transpose of A. Let A ∈ Mn(S), the powers of
A are defined as follows:
A0 = I, Al = Al−1A, l = 1, 2, 3, . . .
where I denotes the identity matrix. The (i, j)-entry of Al is denoted by a(l)ij . For A ∈ Mn(S), if
Al = O for some l  1 then A is called nilpotent, where O denotes the zero matrix. The least
integer l satisfying Al = O is called the nilpotent index of A and denoted by h(A).
Definition 2.2 [8]. Let A ∈ Mn(S). The permanent perA of A is defined by
perA =
∑
σ∈Sn
∏
i∈N
aiσ(i),
where Sn denotes the symmetric group of degree n.
Let U = {i1, i2, . . . , ir}, V = {j1, j2, . . . , jr} ⊆ N . For A ∈ Mn(S), we denote by A[U |V ]
the r × r submatrix of A whose (u, v)-entry is equal to aiujv (u, v ∈ {1, 2, . . . , r}), and by
A(U |V ) the (n − r) × (n − r) submatrix of A obtained by deleting rows i1, i2, . . . , ir and col-
umns j1, j2, . . . , jr from A. The permanent perA[U |V ] is called a permanental minor of order
r of A (refer [17]). In particular, the matrix A[U |U ] is called a principal submatrix of order r of
A, and perA[U |U ] is called a principal permanental minor of order r of A.
ForA ∈ Mn(S). LetQr(A)={A[U |V ]||U | = |V |= r and |U ∪ V | = r + 1} and letpadjA =
(perA(i|j))Tn×n. The matrix padjA is called the permanental adjoint matrix of A (refer [17]).
For a given matrix A ∈ Mn(S), we define the digraph (directed graph) D(A) = (V ,E) with
the vertex set V = {1, 2, . . . , n} and with edges (i, j) ∈ E for all aij /= 0. For any pair (i, j)
with aij = 0, there is no edge from i to j in D(A). A path in the digraph D(A) = (V ,E) is
a sequence of edges p = (i0, i1, . . . , im) such that ai0i1ai1i2 · · · aim−1im /= 0. The number m is
called the length of p and is denoted by l(p). If i0 = im, then p is called a cycle. A cycle
p = (i0, i1, . . . , im−1, i0) is called simple if is /= it with s /= t . The digraph D(A) is called acyclic
if it does not contain any cycle. A subdigraph D = (V ′, E′) of D(A) is a digraph whose vertex
set V ′ ⊂ V and E′ = {(i, j)|(i, j) ∈ V ′ × V ′ and aij /= 0}.
Remark 2.1. If S is entire and p = (i0, . . . , is) and q = (is, is+1, . . . , is+t ) are two paths in the
digraph D(A) for A ∈ Mn(S), then r = (i0, . . . , is , is+1, . . . , is+t ) is also a path in D(A). But
this is not true for an antiring which is not entire.
Example 2.1. Consider the Boolean algebra B = {0, σ1, σ2, 1}, where σ1 and σ2 are the atoms
of B. It is easy to see that B is an antiring but it is not entire since σ1σ2 = σ1 ∧ σ2 = 0. Let
A =
(
0 σ1 0
σ2 0 σ1
0 σ2 0
)
∈ M3(B). It is clear that p = (1, 2, 3) and q = (3, 2, 1) are paths in D(A),
but r = (1, 2, 3, 2, 1) is not a path in D(A) since a12a23a32a21 = σ1σ1σ2σ2 = 0.
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The following lemmas are used.
Lemma 2.1. Let A ∈ Mn(S). Then
(1) perA = per(AT);
(2) perA =∑j∈N aijperA(i|j) for any i ∈ N;
(3) padj (AT) = (padjA)T.
The proof is trivial. 
Lemma 2.2. Let A ∈ Mn(S). If B is obtained from A by interchanging two rows (or columns) of
A, then perA = perB.
The proof is omitted. 
Lemma 2.3. Let S be an antiring and A ∈ Mn(S). Then
(1) Ar /= 0 if and only if the digraph D(A) has a path of length r.
(2) Every path of length  n in the digraph D(A) contains a cycle.
(3) If the digraph D(A) has a cycle then it contains a simple cycle of length n − 1.
The proof is omitted. 
In this paper, S is always supposed to be a commutative antiring.
3. Basic properties of nilpotent matrices
In this section, we shall give some basic properties and characterizations of nilpotent matrices
over a commutative antiring.
Proposition 3.1. Let A ∈ Mn(S) and P be a permutative matrix of order n. Then A is nilpotent
if and only if PAP T is nilpotent, and h(A) = h(PAP T).
The proof is omitted. 
Proposition 3.2. If A ∈ Mn(S) is a strictly upper (respectively, strictly lower) triangular matrix,
then A is nilpotent.
Proof. It is trivial. 
Proposition 3.3. If A ∈ Mm(S) and B ∈ Mn(S) are nilpotent, then the matrix D =
(
A C
O B
)
is
also nilpotent.
Proof. Since A and B are nilpotent, there exist positive integers k1 and k2 such that Ak1 = O and
Bk2 = O. Let k = max{k1, k2}. Then Dk =
(
Ak ∗
O Bk
)
=
(
O ∗
O O
)
is a strictly upper triangular
matrix and so it is nilpotent. Therefore, D is also nilpotent. 
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By induction and Proposition 3.3, we have
Corollary 3.1. If Aii ∈ Mni (S) are nilpotent for all i ∈ {1, 2, . . . , r}, then the matrix(
A11 A12 · · · A1r
O A22 · · · A2r
· · · · · · · · · · · ·
O O · · · Arr
)
is also nilpotent.
Proposition 3.4. Let A ∈ Mn(S). Then
(1) If the digraph D(A) is acyclic then A is nilpotent.
(2) If S has no nonzero nilpotent elements and A is nilpotent then the digraph D(A) is acyclic.
Proof. (1) Suppose that A is not nilpotent. Then An /= O. By Lemma 2.3(1), the digraph D(A)
has a path of length n and by Lemma 2.3(2), D(A) has a cycle, which leads to a contradiction.
This proves (1).
(2) Suppose that the digraphD(A)has a cycle (i0, i1, . . . , im−1, i0). Thenai0i1ai1i2 · · · aim−1i0 /=
0, and so (ai0i1ai1i2 · · · aim−1i0)t /= 0 for all positive integer t (because S has no nonzero nilpotent
elements). But (ai0i1ai1i2 · · · aim−1i0)t is some term of a(mt)i0i0 and S is an antiring, we have a
(mt)
i0i0
/= 0,
and so Amt /= O for all positive integers t . This is a contradiction. 
Proposition 3.5. Let A ∈ Mn(S). If a(k)ii = 0 for all i, k ∈ N, then An = O, where Ak =
(
a
(k)
ij
)
.
Proof. Suppose that An /= O. Then by Lemma 2.3, we have that the digraph D(A) have a cycle
p with l(p)  n. Let p = (i0, i1, . . . , ik−1, i0), where k = l(p). Then ai0i1ai1i2 · · · aik−1i0 /= 0,
which implies that a(k)i0i0 /= 0. This leads to a contradiction. 
Proposition 3.6. Let A ∈ Mn(S). If all principal permanental minors of A are 0, then An = O.
Proof. Suppose that An /= O. Then by Lemma 2.3, the digraph D(A) contains a simple cy-
cle of length n − 1, say, (i1, i2, . . . , ik, i1), where 1  k  n − 1. Thus ai1i2 · · · aiki1 /= 0 and
i1, i2, . . . , ik are mutually different, and so perA[i1, i2, . . . , ik|i1, i2, . . . , ik] /= 0 (because the
product ai1i2 · · · aiki1 is a term of perA[i1, . . . , ik|i1, . . . , ik]). This is a contradiction. 
Proposition 3.7. If S has no nonzero nilpotent elements and A ∈ Mn(S) is nilpotent, then
(1) ai1i2ai2i3 · · · aimi1 = 0 for any positive integer m and any i1, i2, . . . , im ∈ N.
(2) perA = 0.
Proof. (1) It follows from Proposition 3.4(2).
(2) Suppose that perA /= 0. Then there exist a σ ∈ Sn, such that a1σ(1) · · · anσ(n) /= 0. Since
σm(1) ∈ N for all positive integer m, we have there exist s, t ∈ N such that s < t and σ s(1) =
σ t (1) and σ s(1), σ s+1(1), . . . , σ t−1(1) are mutually different (not that σ 0(1) = 1).
Then aσs(1)σ s+1(1) · · · aσ t−1(1)σ s (1) /= 0 (because aσs(1)σ s+1(1) · · · aσ t−1(1)σ s (1) is a factor of
a1σ(1) · · · anσ(n)), and so the digraph D(A) has a cycle (σ s(1), . . . , σ t−1(1), σ s(1)). By Prop-
osition 3.4(2), A is not nilpotent. This leads to a contradiction. 
Theorem 3.1. If S has no nonzero nilpotent elements and A ∈ Mn(S), then the following state-
ments are equivalent.
1248 Y. Tan / Linear Algebra and its Applications 429 (2008) 1243–1253
(1) A is nilpotent.
(2) All principal submatrices of A are nilpotent.
(3) All principal permanental minors of A are 0.
(4) An = O.
(5) For any k ∈ N, all main diagonal entries of Ak are 0.
Proof. (1) ⇒(2). For any r ∈ N , let B = A[i1, i2, . . . , ir |i1, i2, . . . , ir ] be a principal submatrix
of order r of A. Then the digraph D(B) is a subdigraph of the digraph D(A). Since A is nilpotent,
the digraph D(A) is acyclic (by Proposition 3.4(2)) and so the digraph D(B) is acyclic. By
Proposition 3.4(1), B is nilpotent.
(2) ⇒(3). It follows from Proposition 3.7(2).
(3) ⇒(4). It follows from Proposition 3.6.
(4) ⇒(5). It is easily verified by Proposition 3.7(1).
(5) ⇒(1). It follows from Proposition 3.5. 
Theorem 3.1 generalizes and develops Corollary 5.2 of Give’on [7], Theorem 1 of Lin [14],
Theorem 1 of Ren et al. [21], Theorem 6.6 of Tan [24], Theorem 1 of Zhang [27] and Theorem
3.4 of Han et al. [10].
Given a matrix A ∈ Mn(S), we denote by A(i ⇒ j) the matrix obtained from A by replacing
the row j with the row i.
Theorem 3.2. If S has no nonzero nilpotent elements and A ∈ Mn(S) is nilpotent, then
(1) perA(i ⇒ j) = 0 for any i, j ∈ N;
(2) A · padjA = O and (padjA) · A = O;
(3) (padjA)2 = O.
Proof. (1) For any i, j ∈ N . If i = j , we have perA(i ⇒ j) = perA = 0 by Proposition 3.7(2).
If i /= j , then we have
perA(i ⇒ j) =
∑
σ∈Sn
a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n).
Suppose that perA(i ⇒ j) /= 0. Then a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n) /= 0 for some σ ∈
Sn.
If σ l(i) /= j for all l  1, then there exists a d such that σd(i) = i with 1  d  n and
i, σ (i), . . . , σ d−1(i) are mutually different. Hence aiσ(i)aσ(i)σ 2(i) · · · aσd−1(i)i /= 0 (because the
product aiσ(i)aσ(i)σ 2(i) · · · aσd−1(i)i is a factor of the product a1σ(1) · · · aiσ(i) · · · aiσ(j) · · · anσ(n)),
this implies the digraphD(A) has a cycle (i, σ (i), . . . , σ d−1(i), i); if there exists a positive integer
l such that σ l(i) = j , then there must be a positive integer d such i = σd(j) with 1  d  n and
i, σ (j), . . . , σ d−1(j) are mutually different. Thus aiσ(j)aσ(j)σ 2(j) · · · aσd−1(j)i /= 0, and again the
digraph D(A) has a cycle. Thus, A is not nilpotent (by Proposition 3.4(2)). This ia a contradiction.
Therefore, for any i, j ∈ N , we have perA(i ⇒ j) = 0. This proves (1).
(2) LetB=A·padjA. Then by (1) and Lemma 2.1(2), we have thatbij =∑k∈N aikperA(j |k)=
perA(i ⇒ j) = 0 for all i, j ∈ N . Thus B = O and the first equality holds. By Lemma 2.1(3),
we have ((padjA) · A)T = AT · (padjA)T = AT · padj (AT). This and the first equality show
that the second equality holds. This proves (2).
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(3) By the proof of (2), we have that perA(i ⇒ j) =∑k∈N aikperA(j |k) = 0 for all i, j ∈ N
and so
aikperA(j |k) = 0 (3.1)
for all i, j, k ∈ N .
Let now C = (padjA)2. Then for any i, j ∈ N ,
cij =
∑
k∈N
perA(j |k)perA(k|i).
Since perA(i|i) = perA(j |j) = 0 (by Theorem 3.1), we have
cij =
∑
k∈N,k /=i,j
perA(j |k)perA(k|i)
=
∑
k∈N,k /=i,j
perA(k|i)perA(j |k)
=
∑
k∈N,k /=i,j
∑
σ∈F
⎛
⎝ ∏
s∈N\{k}
asσ(s)
⎞
⎠ perA(j |k),
where F is the set of all bijections from the set N\{k} to the set N\{i}.
For any σ ∈ F , there exists a t ∈ N\{k} such that σ(t) = k since σ is bijective and k ∈ N\{i}.
Then ⎛
⎝ ∏
s∈N\{k}
asσ(s)
⎞
⎠ perA(j |k)
=
⎛
⎝ ∏
s∈N\{k,t}
asσ(s)
⎞
⎠ atkperA(j |k)
= 0 (by (3.1)).
Hence, cij =∑k∈N,k /=i,j ∑σ∈F (∏s∈N\{k} asσ(s)) perA(j |k) = 0 for any i, j ∈ N . That is,
(padjA)2 = O. This proves (2). 
Theorem 3.2 generalizes and develops Proposition 3.4 of Tan [25] and Theorem 3.7 of Han et
al. [10].
4. The nilpotent index of a nilpotent matrix
In this section, we shall discuss the nilpotent index and obtain a necessary and sufficient
condition for an n × n nilpotent matrix over a commutative antiring to have a given nilpotent
index r with 2  r  n. In particular, we shall give a method for calculating the nilpotent index
of any given nilpotent matrix over a commutative entire antiring.
Theorem 4.1. If S has no nonzero nilpotent elements and A ∈ Mn(S) is nilpotent, then for any
integer r with 1  r  n − 1, Ar = O iff perB = 0 for all B ∈ Qr(A).
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Proof. “⇒”. LetAr = O andB ∈ Qr(A). By Proposition 3.1, we may assumeB = A[1, 2, . . . ,
r|j1, j2, . . . , jr ], where j1, j2, . . . , jr ∈ N are mutually different. Since |{1, 2, . . . , r} ∪
{j1, j2, . . . , jr}| = r + 1, there exist an i0 ∈ {1, 2, . . . , r} and a js ∈ {j1, j2, . . . , jr} such that i0 /∈
{j1, j2, . . . , jr} and js /∈ {1, 2, . . . , r}. By Lemma 2.2, we may assume that js = jr .
Then {1, . . . , i0 − 1, i0 + 1, . . . , r} = {j1, j2, . . . , jr−1} and jr > r . It is clear that perB =∑
σ∈F a1σ(1) · · · arσ(r), where F is the set of all bijections from the set {1, 2, . . . , r} to the set{1, . . . , i0 − 1, i0 + 1, . . . , r, jr}.
Suppose that perB /= 0. Then there exists a σ ∈ F such that a1σ(1) · · · ai0σ(i0) · · · arσ(r) /= 0.
If σ(i0) /= jr , then σ(i0) ∈ {j1, . . . , jr−1} = {1, . . . , i0 − 1, i0 + 1, . . . , r}. Thus there exists
an i1 ∈ {1, . . . , i0 − 1, i0 + 1, . . . , r} such that σ(i0) = i1. Again, if σ(i1) /= jr , then σ(i1) ∈
{j1, j2, . . . , jr−1}, and so there exists an i2 ∈ {1, . . . , i0 − 1, i0 + 1, . . . , r} such that σ(i1) =
i2. In general, if σ(it−1) /= jr , then σ(it−1) ∈ {j1, j2, . . . , jr−1}(t  1), and so there exists an
it ∈ {1, . . . , i0 − 1, i0 + 1, . . . , r} such that σ(it−1) = it . We say, there is a positive integer m
such that im = jr . In fact, if it /= jr for all t , then there must be two numbers u and v such
that iu = iv(u < v). Thus the digraph D(A) has a cycle (iu, iu+1, . . . , iv−1, iu), which leads to
a contradiction. Also, the numbers i0, i1, . . . , im are mutually different, otherwise, the digraph
D(A) has a cycle. In the following, we will prove m = r .
Suppose that m < r . Let {k1, . . . , kr−m} = {1, 2, . . . , r}\{i0, i1, . . . , im−1}. Then
{σ(k1), . . . , σ (kr−m)}={σ(1), . . . , σ (r)}\{σ(i0), σ (i1), . . . , σ (im−1)}
={1, 2, . . . , i0 − 1, i0 + 1, . . . , r, jr}\{i1, i2, . . . , im−1, im}
={1, 2, . . . , r, jr}\{i0, i1, . . . , im−1, jr} (because jr = im)
={1, 2, . . . , r}\{i0, i1, . . . , im−1}
={k1, k2, . . . , kr−m}.
Therefore the product T = ak1σ(k1) · · · akr−mσ(kr−m) is a term of perA[k1, . . . , kr−m| k1, . . . ,
kr−m]. But perA[k1, . . . , kr−m| k1, . . . , kr−m] = 0 (by Theorem 3.1), we have that the product
T = 0 and so a1σ(1) · · · arσ(r) = 0. This is a contradiction.
Since i1, i2, . . . , ir−1 ∈ {1, . . . , i0 − 1, i0 + 1, . . . , r} and these numbers are mutually differ-
ent, we have {i1, . . . , ir−1} = {1, . . . , i0 − 1, i0 + 1, . . . , r}, and so {i0, i1, . . . , ir−1} =
{1, 2, . . . , r}. Then
0 /= a1σ(1) · · · arσ(r) = ai0σ(i0)ai1σ(i1) · · · air−1σ(ir−1) = ai0i1ai1i2 · · · air−1ir
which means that the digraph D(A) has a path p = (i0, i1, . . . , ir ) of length r and so Ar /= O
(by Lemma 2.3(1)). This is a contradiction.
“⇐”. Suppose that Ar /= O. Then the digraph D(A) contains a path p = (i0, i1, . . . , ir )
(by Lemma 2.3(1)). Since A is nilpotent, the digraph D(A) is acyclic, and so the numbers
i0, i1, . . . , ir are mutually different and T = ai0i1ai1i2 · · · air−1ir /= 0. Then perA[i0, i1, . . . , ir−1|
i1, i2, . . . , ir ] /= 0 since T is a term of perA[i0, i1, . . . , ir−1|i1, i2, . . . , ir ]. But perA[i0, i1, . . . ,
ir−1|i1, i2, . . . , ir ] ∈ Qr(A). This leads to a contradiction. 
By Theorem 4.1, we have
Theorem 4.2. If S has no nonzero nilpotent elements and A ∈ Mn(S) is a nilpotent matrix,
then h(A) = r iff perB = 0 for all B ∈ Qr(A) and perC /= 0 for some C ∈ Qr−1(A), where
2  r  n − 1.
Y. Tan / Linear Algebra and its Applications 429 (2008) 1243–1253 1251
Theorem 4.3. If S has no nonzero nilpotent elements and A ∈ Mn(S) is a nilpotent matrix, then
h(A) = n iff padjA /= O.
Proof. “⇒”. Leth(A) = n. IfpadjA = O, then perA(i|j) = 0 for any i, j ∈ N , and so perB =
0 for any B ∈ Qn−1(A). By Theorem 4.1, we have An−1 = O and h(A)  n − 1. This is a
contradiction. Therefore padjA /= O.
“⇐”. LetpadjA /= O. Ifh(A) < n, thenAn−1 = O. By Theorem 4.1, perB = 0 for anyB ∈
Qn−1(A). For any i, j ∈ N , if i = j , then perA(i|i) = 0 (by Theorem 3.1); if i /= j , thenA(i|j) =
A[1, . . . , i − 1, i + 1, . . . , n|1, . . . , j − 1, j + 1, . . . , n] ∈ Qn−1(A) and so perA(i|j) = 0.
Therefore, padjA = O. This is a contradiction. Hence h(A) = n. 
Theorem 4.3 generalizes Theorem 3.6 of Han etal. [10] and Proposition 3.5 of Tan [25].
Lemma 4.1. If S is entire and A ∈ Mn(S) is a nilpotent matrix, then there exists an n × n per-
mutation matrix P such that P TAP is a strictly upper triangular matrix.
Proof. It is trivial. 
Remark 4.1. By Lemma 4.1, we have that if S is entire and A ∈ Mn(S) is nilpotent then A has
at least a zero row.
Remark 4.2. The condition that S is entire in Lemma 4.1 is necessary, for example, consider the
antiringB in Example 2.1. It is not entire since σ1σ2 = σ1 ∧ σ2 = 0. LetA =
(
0 σ1
σ2 0
)
∈ M2(B).
Then A is nilpotent since A2 = O. But for any 2 × 2 permutation matrix P , P TAP is not a strictly
upper triangular matrix.
Let A ∈ Mn(S) and U = {i ∈ N | Ai∗ = 0}, where Ai∗ denotes the ith row of A. We define
(A) = A(U |U). Furthermore, define0(A) = A andk(A) = (k−1(A)) for k = 1, 2, 3, . . .
Lemma 4.2. If S is entire and A ∈ Mn(S) with A /= O, then
(1) Ar = O if and only if ((A))r−1 = O;
(2) if A is nilpotent then h((A)) = h(A) − 1.
Proof. Let (A) = A(U |U), where U = {i ∈ N |Ai∗ = 0}.
(1) “⇐”. Let ((A))r−1 = O. Suppose that Ar /= O. Then the digraph D(A) contains a path
P = (i0, i1, . . . , ir ) with length r (by Lemma 2.3(1)). It is clear that i0, i1, . . . , ir−1 /∈ U .
Then P1 = (i0, ir , . . . , ir−1) is a path with length r − 1 in the digraph D((A)), and so
((A))r−1 /= 0 (by Lemma 2.3(1)). This is a contradiction.
“⇒”. Let Ar = O. Suppose that ((A))r−1 /= O. Then there exist j0, j1, . . . , jr−1 ∈
N\U such that P2 = (j0, j1, . . . , jr−1) is a path with length r − 1 in the digraph D((A)).
Since jr−1 /∈ U , we have Ajr−1∗ /= 0, and so there exists a jr ∈ N such that ajr−1jr /= 0
(or (jr−1, jr ) is an edge in G(A)). Thus P3 = (j0, j1, . . . , jr−1, jr ) is a path with length
r in the digraph D(A) (since S is entire). Then Ar /= O. This contradict the condition that
Ar = O. This is proves (1).
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(2) Let h(A) = r . Then Ar = O and Ar−1 /= O. By (1), we have ((A))r−1 = O and
((A))r−2 /= O. Thus h((A)) = r − 1 = h(A) − 1. This proves (2).
Theorem 4.4. If S is entire and A ∈ Mn(S) with A /= O, then the following statements are
equivalent.
(1) A is nilpotent and h(A) = r,
(2) r−1(A) = O and r−2(A) /= O.
Proof. (1) ⇒(2): By Lemma 4.2(2), we have if A is nilpotent then h(k(A)) = h(A) − k for
all positive integers k with 1  k  h(A) − 1. Let now h(A) = r . Then h(r−1(A)) = r − (r −
1) = 1 and h(r−2(A)) = r − (r − 2) = 2, and so r−1(A) = O and r−2(A) /= O.
(2) ⇒(1): Ifr−1(A) = O andr−2(A) /= O, thenr−1(A) is nilpotent andh(r−1(A)) =
1. By Lemma 4.2(1), we have r−2(A), r−3(A), . . ., 1(A) and A are all nilpotent. Then
h(A) = (r − 1) + h(r−1(A)) = (r − 1) + 1 = r . This completes the proof. 
Theorem 4.4 gives a criterion for nilpotence of matrices and also gives a method for calculating
nilpotent index of a nilpotent matrix over a commutative entire antiring: For any givenn × nmatrix
A(A /= O) over a commutative entire antiring S, calculate the matrices k(A), k = 1, 2, . . .. If
there exists a positive integer r such that r−1(A) = O and r−2(A) /= O, then A is nilpotent
and h(A) = r . Otherwise, A is not nilpotent.
Example 4.1. Consider the matrices A =
[0 1 0 1
0 0 0 6
2 5 0 4
0 0 0 0
]
and B =
[0 1 1 0
0 0 0 3
2 0 0 5
0 0 0 0
]
over the
commutative entire antiring Z+. We have 1(A) = (A) = A(4|4) =
[
0 1 0
0 0 0
2 5 0
]
, 2(A) =[
0 0
2 0
]
/= O and 3(A) = [0]. Therefore A is nilpotent and h(A) = 4. But 1(B) = (B) =
B(4|4) =
[
0 1 1
0 0 0
2 0 0
]
/= O and 2(B) = 1(B)(2|2) =
[
0 1
2 0
]
/= O, we have B is not nilpotent.
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