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Introduction
LA forêt abrite une grande part de la bio-diversité terrestre, qu’il s’agisse de forêts naturellesou de forêts dédiées à la production de bois de construction ou de papier. Ce milieu reste
fondamental pour la survie de la biosphère et de l’humanité car aucun autre écosystème ne
peut le remplacer. Sa surveillance est logiquement devenue un sujet environnemental très
important et urgent à traiter.
Depuis son origine, la télédétection a évolué pour devenir un outil important pour sur-
veiller l’état du couvert végétal. La télédétection est une technique permettant d’obtenir de
l’information sur des cibles en analysant des données collectées par des instruments n’étant
pas en contact direct avec ces cibles. Elle se fait grâce à deux types de capteurs, optiques et
micro-ondes, qui dépendent de la bande de fréquence utilisée. Les images des capteurs op-
tiques sont relativement simples à interpréter, puisque très proches de la vision humaine,
mais leur fonctionnement dépend des conditions météorologiques (ciel dégagé, utilisation
matinale et à des altitudes où la présence de pluie et de nuages est moins fréquente). De leur
côté, les images des capteurs micro-ondes (300 MHz < f < 300 GHz) sont plus difficiles à in-
terpréter car l’onde peut pénétrer profondément dans les cibles, voire les traverser. En retour,
l’avantage est qu’ils sont moins sensibles aux conditions météorologiques ([1, 2]).
Il existe deux types de capteurs : le capteur passif qui enregistre le rayonnement naturel élec-
tromagnétique et le capteur actif qui comporte sa propre source d’éclairement.
Les mesures en télédétection radar sont principalement effectuées par des capteurs actifs qui
émettent une onde quasi monochromatique et polarisée. Le délai entre l’émission et la ré-
ception fournit une information sur la distance de la cible et l’amplitude de l’onde reçue en
caractérise la nature. L’onde reçue a la même fréquence que l’onde émise, mais sa polarisa-
tion peut être changée. Sur une cible végétale, les variations de polarisation sont directement
liées aux propriétés biophysiques de cette dernière, telles que la permittivité, la géométrie,
etc . . .
Les antennes micro-ondes, lors des mesures, sont placées à bord d’avions ou de satellites
permettant d’augmenter la résolution des images par une technique de synthèse d’ouverture
1
2 Table des matières
(Synthetic Aperture Radar- SAR). Cette technique s’appuie sur le mouvement du porteur pour
obtenir un effet d’ouverture d’antenne beaucoup plus grand que ses dimensions physiques.
L’imagerie radar se distingue par sa complexité d’interprétation, particulièrement pour
les zones naturelles. Les mécanismes d’interaction entre l’onde électromagnétique et la végé-
tation sont d’une complexité telle que cela en brouille la compréhension. Dans ce contexte, on
comprend aisément l’intérêt de disposer de modèles électromagnétiques d’interaction entre
les ondes et la végétation. Grâce à eux, il est possible de simuler des images tout en maîtrisant
parfaitement tous les paramètres. En ce sens, la modélisation électromagnétique de zones fo-
restières fait partie intégrante de la télédétection radar et en est un aspect très prometteur.
Dans la littérature, plusieurs modèles théoriques ont été développés pour aider à l’interpré-
tation des mesures de télédétection. Mais en raison de la nature complexe du problème de
diffusion, le modèle parfait et universel n’existe pas... mais on s’y essaye. Le choix d’un mo-
dèle ou d’un autre dépend surtout de l’objectif fixé, de la scène observée et de l’échelle d’ac-
quisition des données. Plus le modèle est fidèle à la réalité, plus les ressources informatiques
nécessaires à sa mise en œuvre numérique sont prohibitives. C’est pourquoi, depuis quelques
années, on peut constater un intérêt croissant pour les modèles électromagnétiques appro-
chés basés sur des approximations physiques et mathématiques.
La problématique de l’imagerie radar pose comme objectif de caractériser la cible obser-
vée. Dans le contexte de la télédétection appliquée aux milieux forestiers, il s’agit d’en extraire
les paramètres physiques constitutifs de la végétation. La forêt est un milieu particulièrement
complexe de par le nombre de diffuseurs présents et leurs différences en terme de position, de
dimensions, d’orientation et de permittivité. L’extraction de tous les paramètres physiques est
donc une tâche particulièrement ardue. Une façon de simplifier le problème est d’utiliser les
basses fréquences radar (VHF-Bande P). Dans cette bande de fréquences, la canopée (feuilles,
aiguilles et petites branches) est assimilable à une couche homogène atténuatrice. Les prin-
cipaux diffuseurs sont alors les troncs et les branches primaires. Dans ces conditions, nous
avons choisi une approche de complexité croissante où les forêts ne sont d’abord constituées
que de troncs, puis de troncs avec des branches primaires.
L’extraction des paramètres physiques de ces cibles à partir de mesures radar constitue
un problème dit "inverse", qui consiste à reconstruire un objet inconnu à partir de la mesure
du champ électromagnétique résultant de son interaction avec une onde interrogatrice (dite
"onde incidente") connue. La résolution d’un tel problème nécessite la construction d’un mo-
dèle numérique, dit "direct", capable de calculer le champ électromagnétique résultant de
l’interaction d’un objet connu avec une onde interrogatrice connue. Bien entendu, ce mo-
dèle doit être fiable et rapide. Les modèles qui résolvent numériquement les équations de
Maxwell sans approximations physiques, bien que particulièrement fiables, sont coûteux en
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ressources informatiques. C’est pourquoi nous avons opté pour l’utilisation d’un modèle di-
rect "approché" basé sur une approximation physique qui conduit à une solution analytique
et qui, bien que moins fiable, est beaucoup plus rapide que les modèles précédents. Ce mo-
dèle assimile les troncs et les branches primaires à des cylindres diélectriques de sections
circulaires et de longueurs finies.
La première partie de ce manuscrit consiste donc à valider le modèle direct approché qui
sera utilisé dans la seconde partie pour l’inversion numérique. Elle est divisée en plusieurs
chapitres. Le premier chapitre a pour objet de présenter le modèle direct approché qui sera
utilisé dans l’algorithme d’inversion pour calculer le champ diffusé. Le deuxième chapitre
présente le modèle dit "exact" qui servira à la fois de référence pour la validation du modèle
approché et de fournisseur de données simulées pour valider l’inversion. Le troisième cha-
pitre valide le modèle approché par des comparaisons avec le modèle "exact" sur des cibles
dont la complexité croît. Le dernier chapitre de cette partie traite d’une problématique intrin-
sèque au modèle approché, la perte de réciprocité polarimétrique.
La deuxième partie de ce document, se focalise sur l’inversion de données électromagné-
tiques. Elle traite, dans son premier chapitre, de l’état de l’art des méthodes numériques d’op-
timisation. Elle argumente le choix d’un algorithme d’inversion génétique pour résoudre le
problème posé. Cet algorithme est ensuite décrit, puis son fonctionnement étudié. Ce premier
chapitre se conclut par la proposition d’améliorations dont les performances sont présentées.
Le second chapitre s’applique à valider, étape par étape, l’algorithme d’inversion génétique.
La première étape s’attache d’abord à observer le comportement de l’algorithme d’inversion
sous un angle physique et numérique. La deuxième étape consiste à tester l’inversion grâce
à des données idéales (issues d’un "crime inverse"). Quant à la troisième étape, les données
idéales y sont abandonnées au profit de données simulées par le modèle exact. Enfin, la der-
nière étape confronte l’algorithme d’inversion à des données expérimentales acquises en si-
tuation contrôlée. Selon la même démarche, pour chaque étape, les cibles inversées ont une
complexité croissante. Le second chapitre, s’attache aussi à étudier les moyens de rendre plus
efficace l’inversion par algorithme génétique.
Première partie
Modélisation et étude de la propagation
des ondes électromagnétiques dans un
milieu forestier
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I
Introduction à la modélisation de la
diffusion par un milieu forestier
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Ce chapitre se focalise sur les modèles dédiés à la modélisation de la forêt. Il exclut de fait
les modèles basés sur une résolution numérique des équations de Maxwell puisque ceux-ci
n’ont pas d’applications spécifiques.
I.1 Modèles existants de diffusion par la végétation
La modélisation électromagnétique des couverts végétaux consiste à établir des relations
entre les paramètres physiques décrivant la forêt (la biomasse [3], la hauteur des arbres [4], la
densité de la forêt [5]) et les champs électromagnétiques. Il s’agit de modéliser l’ensemble de
la chaîne : l’émission de l’onde, l’interaction avec le couvert et le calcul du champ diffusé.
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La modélisation des couverts forestiers fait apparaître trois problématiques différentes :
* Problème de description du milieu Afin de créer un modèle de diffusion électromagné-
tique réaliste, les paramètres physiques doivent bien décrire le couvert forestier.
* Problème électromagnétique Un bon modèle doit bien représenter la physique de l’inter-
action onde-forêt.
* Problème pratique Le modèle doit être adapté aux ressources informatiques disponibles
pour le calcul.
Plusieurs modèles ont donc été développés en fonction du compromis fait entre ces trois
aspects.
La modélisation de la végétation elle-même a donné lieu à plusieurs modèles physiques
(continus 1, ou discrets 2). Nous avons opté pour l’approche discrète afin d’avoir la représen-
tation la plus réaliste de la végétation.
Historiquement, les premiers modèles approchés de forêt étaient basés sur la théorie du
transfert radiatif utilisée pour caractériser la dispersion de la forêt. Elle s’appuie sur le principe
de la conservation de l’énergie. La méthode de résolution itérative de l’équation du transfert
radiatif permet de prendre en compte les mécanismes d’interaction entre l’onde et les diffu-
seurs avec plus ou moins de précision. Cette méthode a évolué vers une formulation vecto-
rielle afin de prendre en compte la polarisation des ondes [6, 7, 8]. La forêt y est représentée
en couches superposées au dessus d’un sol diélectrique lisse ou rugueux. Cette formulation
est incohérente, elle ne prend pas en compte la position des diffuseurs discrets. Les champs
diffusés sont décorrélés de sorte que l’énergie de l’ensemble des champs diffusés est égale à
la somme des énergies de chaque champ. Cette approche énergétique ne tenant pas compte
de la nature complexe du champ électrique, cela conduit à ne pas prendre en compte les
interférences destructives ou constructives entre les ondes diffusées ([9, 10]) et a aussi pour
conséquence de perdre la phase absolue et, par là même, de se priver de l’application à l’in-
terférométrie. De plus, cette approche n’est pas valable dans le cas de milieux denses où les
couplages en champ proche sont forts ([11, 12]).
Les modèles approchés ont donc été améliorés de manière à palier ce défaut. Ces modèles
sont dits "cohérents" de par le fait que les contributions de chaque diffuseur sont sommées
de manière cohérente. D’autre part, ces modèles sont basés sur l’approximation de Born au
premier ordre 3 qui ne tient pas compte de la diffusion multiple ([13, 14]). Notre démarche
1. Un modèle est dit continu si les éléments de ce milieu sont remplacés par une fonction de fluctuation de
la permittivité diélectrique.
2. Les diffuseurs sont aléatoirement distribués.
3. L’approximation de Born au premier ordre signifie le premier terme de la série de Born qui s’obtient par
résolution itérative d’une formulation de la diffusion, en supposant les termes de diffusion petits devant les
termes de propagation. Dans le cas des milieux végétaux à diffuseurs discrets, la série est basée sur l’équation de
diffusion multiple de Foldy-Lax.
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s’inscrit dans le développement d’un modèle cohérent.
Dans un modèle de forêt discret, les cibles élémentaires sont les diffuseurs (troncs, branches,
feuilles,...). Le choix d’un modèle électromagnétique de diffuseur dépend d’un compromis
entre son domaine de validité, sa capacité à ressembler géométriquement au diffuseur réel,
son degré d’approximation et sa facilité à être mis en œuvre numériquement. Karam et Fung
ont, par exemple, proposé des modèles de diffusion par une ellipsoïde ([15]), par un disque
([16]) et par un cylindre ([17]). Sarabandi ([18]) a également proposé un modèle de diffusion
par un cylindre de longueur finie et c’est ce modèle que nous avons choisi pour calculer le
champ diffracté par les troncs et les branches primaires dans le cas du modèle "approché".
Ce modèle a l’avantage de ne pas prendre en compte la diffusion par les sections terminales
du cylindre, ce qui nous paraît réaliste car celle-ci n’existe pas excepté pour les arbres coupés.
I.2 Matrice de diffusion et conventions
Les modèles cohérents nécessitent, pour chaque diffuseur, une caractérisation électro-
magnétique sous la forme d’une matrice de diffusion (ou matrice de Sinclair) afin de conser-
ver l’information de phase absolue. Cette matrice est une représentation mathématique de
l’interaction d’une onde électromagnétique avec une cible à une distance r de l’antenne.
Cette interaction crée un champ diffusé dont la polarisation peut varier. Ce changement de
polarisation entre l’onde incidente et l’onde diffractée est dû principalement aux caractéris-
tiques de la cible. La matrice de diffusion est une matrice de (2 × 2) éléments complexes. Elle
contient toutes les informations sur les propriétés physiques de la cible pour une fréquence
et des angles d’orientation d’antennes donnés. Elle s’écrit sous la forme suivante (convention
e− ωt) :
[
E sv
E sh
]
= e
− (ωt−k0r )
r
[
SV v SV h
SH v SHh
][
E iv
E ih
]
, (I.1)
où SV v et SHh représentent les canaux de copolarisation et SH v et SV h les canaux de pola-
risation croisée. Les indices v et h représentent respectivement les polarisations verticale et
horizontale. Par souci de lisibilité, l’indice en minuscule représente la polarisation en émis-
sion et l’indice en majuscule représente la polarisation de réception. Traditionnellement, les
matrices de diffusion peuvent s’exprimer en deux conventions différentes, en convention BSA
(Back Scattering Alignement) ou en convention FSA (Forward Scattering Alignment, Annexe
A). Nous avons choisi la convention FSA.
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II.1 Introduction
Le problème de la diffraction par un cylindre diélectrique homogène infini a été résolu
par Lord Rayleigh [19] pour une incidence normale. Depuis sa solution a été généralisée au
cas d’une incidence oblique et d’un cylindre fini moyennant une approximation ( [16] , [18]).
La principale différence entre les deux méthodes présentées par ces auteurs est que la
première prend en compte la diffraction par les deux sections apparentes d’un cylindre, alors
que la seconde non. En effet, dans la seconde méthode, le cylindre éclairé par le dessus ne
rayonne pas. Nous avons choisi cette méthode car il nous a semblé plus réaliste de considérer
que les sections terminales ne doivent pas contribuer au signal diffracté puisque dans la na-
ture, mis à part une branche ou un tronc d’arbre coupé, un arbre n’a pas de section de cylindre
apparente.
Cette deuxième méthode de calcul de champ diffracté, que nous appellerons "méthode
de Sarabandi" en référence à son auteur, se base sur l’approximation du cylindre infini. Elle
permet de calculer la matrice de diffusion d’un cylindre illuminé par une onde d’incidence
quelconque. Elle a le grand avantage de proposer une solution analytique simple qui ne re-
quiert aucune méthode numérique élaborée. Elle est donc très rapide. De plus, la matrice de
diffusion donne une information complètement polarimétrique qui autorise l’utilisation des
techniques de la polarimétrie radar pour interpréter le signal simulé.
II.2 Principe général du modèle approché
Nous considérons donc une onde plane d’incidence oblique, définie par un vecteur
champ électrique ~E i et un vecteur champ magnétique ~H i , illuminant un cylindre diélectrique
homogène de permittivité ε. L’onde incidente se propage dans la direction kˆi et son champ
électrique est polarisé dans la direction eˆi , perpendiculaire à kˆi . En convention temporelle
e− jωt , le champ incident est défini par l’équation suivante :
~E i = E0e j k0kˆi~r eˆi , (II.1)
où E0 est l’amplitude du champ électrique,~r est le vecteur position dans le repère (O, X ,Y , Z )
(~r = xxˆ+ y yˆ + zzˆ) et k0 =ωpε0µ0 = 2pi
λ0
est la constante de propagation dans le vide.
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En champ lointain, le champ diffracté a la forme d’une onde sphérique avec une dépen-
dance en
e j kr
r
, où r est la distance entre la source et le point d’observation. En général, l’objet
diffracte un champ ~E s polarisé selon eˆs dans toutes les directions kˆs . Il s’écrit sous la forme
générale suivante :
~E s = f (kˆs , kˆi )E0 e
j kr
r
eˆs . (II.2)
La fonction f (kˆs , kˆi ) représente la proportion de l’amplitude diffractée de la direction kˆi
vers la direction kˆs . Nous souhaitons calculer cette fonction pour chaque cylindre composant
la forêt, afin de pouvoir sommer, de manière cohérente, les champs diffractés par chacun de
ces cylindres. Cette fonction, obtenue pour les différentes combinaisons de polarisation et
écrite sous forme matricielle, n’est autre que la matrice de diffusion.
Afin de prendre en compte tous les cas de polarisation, il convient de définir deux vec-
teurs de polarisation. Nous avons choisi, dans ce manuscrit, la représentation traditionnelle
de la polarimétrie radar : le vecteur de polarisation verticale vˆ et le vecteur de polarisation
horizontale hˆ qui forment un plan orthogonal à la direction de propagation kˆ.
On définit, les vecteurs unitaires de polarisation de la façon suivante :
hˆp =
zˆ∧ kˆp
|zˆ∧ kˆp |
. (II.3)
hˆp est donc perpendiculaire à zˆ et kˆp . vˆp doit l’être par rapport à kˆp et hˆp , pour former un
trièdre direct (kˆp , vˆp , hˆp ), d’où :
vˆp = hˆp ∧ kˆp , (II.4)
où l’indice p équivaut à l’indice i pour l’onde incidente ou s pour l’onde diffractée. Néan-
moins, dans la littérature, on peut trouver une autre notation traditionnellement utilisée en
électromagnétisme : la polarisation "TM" (transverse magnétique), équivalente à la polari-
sation verticale, et la polarisation "TE" (transverse électrique), équivalente à la polarisation
horizontale.
Pour un cylindre diélectrique homogène de longueur infinie, le problème de diffusion est
à symétrie cylindrique et devient un problème à deux dimensions. Les champs électroma-
gnétiques peuvent donc être décomposés sur une base de fonctions de Bessel cylindriques.
Le passage au cas d’un cylindre fini peut se faire grâce à une approximation qui suppose que
le courant à la surface du cylindre fini est le même que celui sur le cylindre infini. Cette ap-
proximation n’est cependant valide que lorsque le cylindre est long par rapport à la longueur
d’onde du signal radar. D’autre part, la validité de cette approche est largement conditionnée
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par les dimensions respectives de la longueur et du rayon : le rapport rayon-longueur d’onde
a
λ0
doit être faible en comparaison du rapport longueur-longueur d’onde
h
λ0
[20].
II.3 Calcul du champ diffracté par un cylindre infini
A- Calcul du champ diffracté pour une polarisation verticale (TM)
Dans une base de coordonnées cylindriques (O, ρˆ, φˆ, zˆ), le cylindre infini de rayon a est
vertical et son axe de symétrie est sur l’axe zˆ. On suppose que l’onde incidente se propage
dans la direction kˆi , qui fait un angle θi avec l’axe z > 0, et qu’elle est polarisée de façon à
ce que son vecteur champ électrique ~E i soit dans le plan d’incidence. La figure II.1 illustre la
géométrie du problème avec P , le point d’observation de coordonnées (ρ,φ, z) dans le repère
cylindrique.
FIGURE II.1 – Géométrie du calcul du champ diffracté en mode TM en un point P .
En coordonnées cartésiennes nous avons :
~ki = k0(−sinθi cosφi xˆ− sinθi sinφi yˆ +cosθi zˆ) ,
~r = ρ cosφxˆ+ρ sinφyˆ + zzˆ ,
~ki .~r = k0(−ρ sinθi cos(φ−φi )+cosθi z).
(II.5)
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En se basant sur les résultats des équations (II.5) et les propriétés des fonctions de Bessel
([21], page 355 à 374), l’équation de l’onde incidente peut être décomposée sur la base des
fonctions de Bessel et s’écrire :
e j
~ki .r¯ = e− j k0 sinθiρ cos(φ−φi )e j k0 cosθi z
=
+∞∑
n=−∞
(− j )n Jn(k0 sinθi ρ) e j n(φ−φi ) e j k0 cosθi z .
(II.6)
Par simplicité on prendra φi = 0 dans la suite du calcul.
a- La composante sur zˆ du champ électromagnétique en polarisation verticale (TM)
D’après les équations (II.1) et (II.6), la composante sur zˆ du champ électrique de l’onde
incidente est donnée par :
E iz = E0 sinθi
+∞∑
n=−∞
(− j )n Jn(λ0ρ) Fn . (II.7)
Comme le cylindre est supposé de longueur infinie, il n’y a pas d’effet de bord. La dépen-
dance des champs en z est donc périodique et prise en compte par le facteur e j k0 cosθi z dans
la fonction Fn qui sera donnée en fin de ce paragraphe.
Par analogie, la composante sur zˆ du champ diffracté E sz s’écrit comme une somme pon-
dérée de fonctions de Hankel :
E sz =
+∞∑
n=−∞
asn H
(1)
n (λ0 ρ) Fn . (II.8)
Le choix des fonctions de Hankel de première espèce garantit le bon comportement du champ
à l’infini pour notre convention temporelle.
La composante sur zˆ du champ électrique à l’intérieur du cylindre est exprimée de la
façon suivante :
E i ntz =
+∞∑
n=−∞
an Jn(λ1ρ) Fn . (II.9)
Le choix d’une base de fonctions de Bessel garantit que le champ est fini pour ρ = 0.
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Le même principe est appliqué aux champs magnétiques, d’où :
H iz = 0 (polarisationTM),
H sz =
+∞∑
n=−∞
bsn H
(1)
n (λ0 ρ) Fn ,
H i ntz =
+∞∑
n=−∞
bn Jn(λ1 ρ) Fn ,
(II.10)
avec :
λ0 = k0 sinθi composante transverse du nombre d’onde dans le vide
λ1 = k0
√
εrµr −cos2θi composante transverse du nombre d’onde dans le cylindre
k0 =ωpε2µ2 =ωpε0µ0 nombre d’onde dans le vide (milieu 2)
k1 = ω
c
p
εrµr nombre d’onde dans le cylindre (milieu 1)
Jn , Hn nème ordres des fonctions de Bessel et Hankel
asn ,b
s
n coefficients des n
ème harmoniques des ondes TM et TE du
champ diffracté (ρ > a)
an ,bn coefficients des nème harmoniques des ondes TM et TE du
champ à l’intérieur du cylindre (ρ < a)
Fn = e j n(φ) e j k0 cosθi z e− jωt .
b- La composant transverse du champ électromagnétique en polarisation verticale (TM)
Les champs électrique et magnétique s’écrivent, dans la base de coordonnées cylin-
driques (ρˆ, φˆ, zˆ), de la manière suivante :
~E = Eρρˆ+Eφφˆ+Ez zˆ = ~Etr ans +Ez zˆ ,
~H = Hρρˆ+Hφφˆ+Hz zˆ = ~Htr ans +Hz zˆ.
(II.11)
En utilisant les équations de Maxwell (III.1) et l’équation (II.11), on peut relier la compo-
sante transverse du champ électromagnétique à sa composante sur zˆ.
En rappelant que nous sommes en convention FSA 1 (annexe A), nous obtenons :
1. Alignement en diffusion avant (" Forward scattering alignement")
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~Etr ans = 1
ω2µε−k2z
[
∇tr ans ∂Ez
∂z
− jωµzˆ∧∇tr ans Hz
]
,
~Htr ans = 1
ω2µε−k2z
[
∇tr ans ∂Hz
∂z
+ jωεzˆ∧∇tr ansEz
]
,
(II.12)
où ∇tr ans représente la composante transverse de l’opérateur ∇.
c- Expressions des champs électromagnétiques en polarisation verticale (TM)
Nous introduisons les équations (II.7), (II.8), (II.9) et (II.10) dans les expressions (II.12)
afin de trouver tous les termes des champs électriques et magnétiques (incident, diffracté et
à l’interieur du cylindre) dans la base (ρˆ, φˆ, zˆ). Nous avons alors :
le champ électrique incident :
~E iρ = j
1
ω2µ2ε2−k2z2
E0 sinθi k0 cosθiλ0
+∞∑
n=−∞
(− j )n J ′n(λ0ρ)Fnρˆ ,
~E iφ =−
n
ω2µ2ε2−k2z2
E0 sinθi
k0 cosθi
ρ
+∞∑
n=−∞
(− j )n Jn(λ0ρ)Fnφˆ ,
~E iz = E0 sinθi
+∞∑
n=−∞
(− j )n Jn(λ0ρ)Fn zˆ ,
(II.13)
le champ électrique diffracté par le cylindre :
~E sρ =
1
ω2µ2ε2−k2z2
+∞∑
n=−∞
[
−nωµ2
ρ
bsn H
(1)
n (λ0ρ)Fn + j k0 cosθi asnλ0H ′(1)n (λ0ρ)Fn
]
ρˆ ,
~E sφ =
1
ω2µ2ε2−k2z2
+∞∑
n=−∞
[
−nk0 cosθi
ρ
asn H
(1)
n (λ0ρ)Fn − jωµ2bsnλ0H ′(1)n (λ2ρ)Fn
]
φˆ ,
~E sz =
+∞∑
n=−∞
asn H
(1)
n (λ0 ρ) Fn zˆ ,
(II.14)
le champ électrique à l’intérieur du cylindre :
~E i ntρ =
1
ω2µ1ε1−k2z1
+∞∑
n=−∞
[
−ωµ1n
ρ
bn J (λ1ρ)Fn + j k0 cosθi anλ1 J ′n(λ1ρ)Fn
]
ρˆ ,
~E i ntφ =
1
ω2µ1ε1−k2z1
+∞∑
n=−∞
[
−nk0 cosθi
ρ
an Jn(λ1ρ)Fn − jωµ1bnλ1 J ′n(λ1ρ)Fn
]
φˆ ,
~E i ntz =
+∞∑
n=−∞
an H
(1)
n (λ1 ρ) Fn zˆ ,
(II.15)
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le champ magnétique incident :
~H iρ =
1
ω2µ2ε2−k2z2
nωε2
ρ
E0 sinθi
+∞∑
n=−∞
(− j )n Jn(λ0ρ)Fnρˆ ,
~H iφ =
1
ω2µ2ε2−k2z2
jωε2E0 sinθi
+∞∑
n=−∞
(− j )nλ0 J ′n(λ0ρ)Fnφˆ ,
~H iz = 0,
(II.16)
le champ magnétique diffracté par le cylindre :
~H sρ =
1
ω2µ2ε2−k2z2
+∞∑
n=−∞
[
−nωε2
ρ
asn H
(1)
n (λ0ρ)Fn + j k0 cosθi bsnλ0H ′(1)n (λ0ρ)Fn
]
ρˆ ,
~H sφ =
1
ω2µ2ε2−k2z2
+∞∑
n=−∞
[
−nk0 cosθi
ρ
bsn H
(1)
n (λ0ρ)Fn + jωε2asnλ0H ′(1)n (λ0ρ)Fn
]
φˆ ,
~H sz =
+∞∑
n=−∞
bsn H
(1)
n (λ0ρ)Fn zˆ ,
(II.17)
et le champ magnétique à l’intérieur du cylindre :
~H i ntρ =
1
ω2µ1ε1−k2z1
+∞∑
n=−∞
[
nωε1
ρ
an J (λ1ρ)Fn + j k0 cosθi bnλ1 J ′n(λ1ρ)Fn
]
ρˆ ,
~H i ntφ =
1
ω2µ1ε1−k2z1
+∞∑
n=−∞
[
−nk0 cosθi
ρ
bn Jn(λ1ρ)Fn + jωε1anλ1 J ′n(λ1ρ)Fn
]
φˆ ,
~H i ntz =
+∞∑
n=−∞
bn H
(1)
n (λ1 ρ) Fn zˆ ,
(II.18)
où ’ désigne les dérivées des fonctions de Bessel et Hankel par rapport à leur argument.
d- Calcul des coefficients asn , b
s
n , an et bn associés à chaque harmonique
Afin de calculer les champs électriques et magnétiques à l’intérieur et à l’extérieur du
cylindre, il faut trouver les expressions des termes asn ,b
s
n , an ,bn . Pour cela, il faut appliquer
les équations de continuité des composantes tangentielles à l’interface cylindre/air, c’est-à-
dire en ρ = a. Cela conduit à un système de quatre équations à quatre inconnues :
ρ = a
{
H iz +H sz = H i ntz ,
E iφ+E sφ = E i ntφ ,
(II.19a)
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ρ = a
{
E iz +E sz = E i ntz ,
H iφ+H sφ = H i ntφ ,
(II.19b)
Avec les deux équations (II.19a) on trouve :
an =
[
E0 sinθi (− j )n Jn(λ0a)+asn H (1)n (λ0a)
] 1
Jn(λ1a)
,
bn = bsn
H (1)n (λ0a)
Jn(λ1a)
,
(II.20)
que l’on complète grâce aux équations (II.19b) pour obtenir :
asn = E0 sinθi
+∞∑
n=−∞
(− j )nC T Mn ,
bsn =− j
√
ε2
µ2
E0 sinθi
+∞∑
n=−∞
(− j )nC¯n ,
(II.21a)
avec 
C T Mn =−
VnPn −q2n J 2n(λ1a)H (1)n (λ0a)Jn(λ0a)
NnPn −
[
qn Jn(λ1a)H
(1)
n (λ0a)
]2 ,
C¯n = 2 j
pik2a sin
2θi
[
qn J
2
n(λ1a)
Pn Nn −
[
qn Jn(λ1a)H
(1)
n (λ0a)
]2
]
,
(II.21b)
et
Vn = k0a
[
ε
λ1a
Jn(λ0a)J
′
n(λ1a)−
1
λ0a
J ′n(λ0a)Jn(λ1a)
]
, (II.22a)
Nn = k0a
[
ε
λ1a
H (1)n (λ0a)J
′
n(λ1a)−
1
λ0a
H ′(1)n (λ0a)Jn(λ1a)
]
, (II.22b)
Mn = k0a
[
1
λ1a
Jn(λ0a)J
′
n(λ1a)−
1
λ0a
J ′n(λ0a)Jn(λ1a)
]
, (II.22c)
Pn = k0a
[
1
λ1a
H (1)n (λ0a)J
′
n(λ1a)−
1
λ0a
H ′(1)n (λ0a)Jn(λ1a)
]
, (II.22d)
qn = nk0a cosθi
(
1
(λ1a)
2 −
1
(λ0a)
2
)
. (II.22e)
B- Calcul du champ diffracté pour une polarisation horizontale (TE)
Pour une onde incidente polarisée horizontalement (cas TE), le champ électrique inci-
dent est orthogonal au plan d’incidence. Par contre, le champ magnétique incident est dans
le plan d’incidence. La figure II.2 illustre la géométrie du problème en mode TE.
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FIGURE II.2 – Géométrie du calcul du champ diffracté en mode TE en un point P .
Il est donc aisé de faire l’analogie avec le cas TM puisque le champ électrique ~E iT M est
permuté avec le champ magnétique ~H iT E . Le champ diffracté par une onde incidente de pola-
risation TE s’obtient donc à partir du champ diffracté pour une onde incidente de polarisation
TM par les permutations suivantes :
T M → T E =
{
EH εµ asn a′sn
H−E µ ε bsn b′sn
. (II.23)
a- Expressions des champs électromagnétiques en polarisation horizontale (TE)
Après permutation, les champs incidents et diffractés sont donnés par :
E iρ =
1
ω2µε−k2z
+∞∑
n=−∞
(− j )n
[
−nωµ
ρ
H0 sinθi Jn(λ0ρ)Fn
]
,
E iφ =
1
ω2µε−k2z
+∞∑
n=−∞
(− j )n [− jωµλ0H0 sinθi J ′n(λ0ρ)Fn] ,
E iz =0,
(II.24a)
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H iρ =
1
ω2µε−k2z
+∞∑
n=−∞
(− j )n [ j k0 cosθi H0 sinθiλ0 J ′n(λ0ρ)Fn] ,
H iφ =
1
ω2µε−k2z
+∞∑
n=−∞
(− j )n
[
−nk0 cosθi
ρ
H0 sinθi Jn(λ0ρ)Fn
]
,
H iz =H0 sinθi
+∞∑
n=−∞
(− j )n Jn(λ0ρ)Fn ,
(II.24b)
E sρ =
1
ω2µε−k2z
+∞∑
n=−∞
[
j k0 cosθiλ0a
′s
n H
′
n(λ0ρ)−
nµ2ω
ρ
b′sn Hn(λ0ρ)
]
Fn ,
E sφ =
1
ω2µε−k2z
+∞∑
n=−∞
[
−nk0 cosθi
ρ
a′sn Hn(λ0ρ)− jωµ2λ0b′sn H ′n(λ0ρ)
]
Fn ,
E sz =
+∞∑
n=−∞
a′sn Hn(λ0ρ)Fn ,
(II.24c)
H sρ =
1
ω2µε−k2z
+∞∑
n=−∞
[
j k0 cosθiλ0b
′s
n H
′
n(λ0ρ)+
nε2ω
ρ
a′sn Hn(λ0ρ)
]
Fn ,
H sφ =
1
ω2µε−k2z
+∞∑
n=−∞
[
−nk0 cosθi
ρ
b′sn Hn(λ0ρ)+ jωε2λ0a′sn H ′n(λ0ρ)
]
Fn ,
H sz =
+∞∑
n=−∞
b′sn Hn(λ0ρ)Fn .
(II.24d)
b- Expression des coefficients a′sn , b
′s
n , a
′
n et b
′
n
De la même manière que pour le mode TM, les coefficients des harmoniques sont ob-
tenus en appliquant les conditions aux limites (II.19a et II.19b) sur les composantes tangen-
tielles des champs électrique et magnétique, soit :
a′sn =E0 sinθi
+∞∑
n=−∞
(− j )nC T En ,
b′sn =− j
√
ε2
µ2
E0 sinθi
+∞∑
n=−∞
(− j )nC¯n ,
(II.25)
avec
C T En =−
Mn Nn +q2n J 2n(λ1a)H (1)n (λ0a)Jn(λ0a)
NnPn −
[
qn Jn(λ1a)H
(1)
n (λ0a)
]2 ,
C¯n = 2 j
pik2a sin
2θi
[
qn J
2
n(λ1a)
Pn Nn −
[
qn Jn(λ1a)H
(1)
n (λ0a)
]2
]
.
(II.26)
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On peut remarquer que b′sn = bsn .
II.4 Calcul du champ diffracté par un cylindre fini
Notre objectif est de déterminer l’expression du champ diffracté par un cylindre fini de
hauteur h, de permittivité relative εr et de rayon a, à partir de l’expression du champ dif-
fracté par un cylindre infini donnée dans la section II.3. Le principe consiste à dire que le
champ électromagnétique rayonné par le cylindre fini est généré par des courants circulant
à la surface du cylindre, calculés comme si ce dernier était infini mais tronqués en dehors du
cylindre.
Sachant que le champ diffracté par le cylindre fini est donné par :
E s(~r ) = ~r ot ( ~r ot∏
e
(~r ))+ j k0
√
µ0
ε0
~r ot
∏
m
(~r ) ,
= −k20
[
rˆ ∧ rˆ ∧∏
e
(~r )+ rˆ ∧
√
µ0
ε0
∏
m
(~r )
]
,
(II.27)
où
∏
e
(~r ) et
∏
m
(~r ) représentent les vecteurs de Hertz électrique et magnétique, soit :
∏
e
(~r ) =
√
µ0
ε0
j
4pik0
∫
V ′
~J ve (~r
′)
e j k0|~r−~r ′|
|~r −~r ′| dV ′ ,
∏
m
(~r ) =
√
ε0
µ0
j
4pik0
∫
V ′
~J vm(~r
′)
e j k0|~r−~r ′|
|~r −~r ′| dV ′ ,
(II.28)
où~r est le point d’observation et~r ′ le point source contenu dans le volume V ′ appartenant
au cylindre fini.
Si on se place en champ lointain (r > 2h2/λ0), l’approximation
∣∣~r−~r′∣∣' r−~r~r′ permet de
simplifier l’équation (II.28) et d’écrire :
∫
V ′
~J ve,m(~r
′)
e j k0|~r−~r ′|
|~r −~r ′| dV ′ '
e j k0r
r
∫
V ′
~J ve,m(~r
′)e− j k0~r~r
′
dV ′ . (II.29)
Les vecteurs de Hertz peuvent s’écrire sous deux formes, une première en fonction des
courants volumiques et une seconde en fonction des courants surfaciques. Dans le cas de la
formulation basée sur les courants surfaciques, l’intégrale ne porte que sur la surface latérale
du cylindre, omettant ainsi le rayonnement par les extrémités. Dans le cas de la formulation
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volumique, les extrémités sont prises en compte. Il faut néanmoins remarquer que les inté-
grales volumique et surfacique sont équivalentes si l’on considère le champ réel qui existe à
l’intérieur du cylindre fini, au lieu d’un cylindre infini.
Cependant, c’est bien la formulation par les courants surfaciques qui paraît la plus per-
tinente pour la modélisation des forêts dans le sens où elle modélise le champ diffusé par
un cylindre qui sera prolongé par d’autres diffuseurs à ses extrémités. Ce modèle simule une
branche d’arbre dont le courant qui circule à sa surface est continu à la jonction avec une
autre branche et où les lignes de champs sont très peu déformées. Au contraire, la formula-
tion volumique semble plus adéquate pour calculer la diffusion par des cylindres isolés, tel
que des troncs ou des branches qui ont été coupés. La différence entre ces deux formulations
réside dans la manière dont sont prises en compte ces extrémités et on s’attend notamment
à observer une grande différence entre ces modèles surtout aux faibles incidences.
L’équation (II.28) en champ lointain, exprimée avec la formulation surfacique des vec-
teurs de Hertz, donne :
∏
e
(~r ) =
√
µ0
ε0
e j k0r
r
j
4pik0
∫
z ′
∫
φ′
~J se (~r
′)e− j k0 rˆ~r
′
adφ′dz ′ ,
∏
m
(~r ) =
√
ε0
µ0
e j k0r
r
j
4pik0
∫
z ′
∫
φ′
~J sm(~r
′)e− j k0 rˆ~r
′
adφ′dz ′ .
(II.30)
On peut remarquer que cette formulation permet d’intégrer les courants de surface sur
une hauteur z ′ finie et donc de considérer un cylindre de hauteur fini, h.
D’après le principe d’équivalence, le champ total (incident+diffracté) à la surface du cy-
lindre engendre des courants de surface électrique Je et magnétique Jm donnés par :
~J se = nˆ∧ ~H = ρˆ∧ (Hρρˆ+Hφφˆ+Hz zˆ) = Hφzˆ−Hzφˆ ,
~J sm = −nˆ∧~E = −ρˆ∧ (Eρρˆ+Eφφˆ+Ez zˆ) = −Eφzˆ+Ezφˆ ,
(II.31)
où nˆ est le vecteur unitaire normal à la surface du cylindre et dirigé vers l’extérieur et ~E et ~H
représentent les champ totaux sur la surface du cylindre.
En regroupant les termes correspondant aux différentes polarisations (h, v) calculés pour
le cylindre infini (section II.3) et en sommant les champs incidents et diffractés, nous obte-
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nons les équations des champs totaux en ρ = a :
Ez(ρ = a)=
+∞∑
n=−∞
(− j )n [Jn(λ0a)eˆz +AnH (1)n (λ0a)]Fn ,
Hz(ρ = a)=
√
ε0
µ0
+∞∑
n=−∞
(− j )n [Jn(λ0a)hˆz +BnH (1)n (λ0a)]Fn , (II.32a)
Eφ(ρ = a)=
+∞∑
n=−∞
(− j )n
[
− n cosθi
k2a sin2θi
[
Jn(λ0a)eˆz +AnH (1)n (λ0a)
]
− j
sinθi
[
J ′n(λ0a)hˆz +BnH ′(1)n (λ0a)
]]
Fn ,
Hφ(ρ = a)=
√
ε0
µ0
+∞∑
n=−∞
(− j )n
[
− n cosθi
k2a sin2θi
[
Jn(λ0a)hˆz +BnH (1)n (λ0a)
]
+ j
sinθi
[
J ′n(λ0a)eˆz +AnH ′(1)n (λ0a)
]]
Fn ,
(II.32b)
avec :
An =
[
C T Mn eˆz + j C¯nhˆz
]
, Bn =
[
C T En hˆz − j C¯n eˆz
]
et où eˆz et hˆz représent des vecteurs unitaires de polarisation verticale et horizontale, respec-
tivement.
En introduisant les composantes tangentielles des champs totaux à la surface (équation
II.32) dans les expressions des courants de surface (II.31), on obtient :
~J se =
√
ε0
µ0
+∞∑
n=−∞
(− j )n
[[
− n cosθi
k2a sin2θi
(
Jn(λ0a)hˆz +BnH (1)n (λ0a)
)+ j
sinθi
(
J ′n(λ0a)eˆz
+AnH ′(1)n (λ0a)
)]
zˆ+ (Jn(λ0a)hˆz +BnH (1)n (λ0a)) φˆ]Fn ,
~J sm =
+∞∑
n=−∞
(− j )n
[[ n cosθi
k2a sin2θi
(
Jn(λ0a)eˆz +AnH (1)n (λ0a)
)+ j
sinθi
(
J ′n(λ0a)hˆz
+BnH ′(1)n (λ0a)
)]
zˆ− (Jn(λ0a)eˆz +AnH (1)n (λ0a)) φˆ]Fn ,
(II.33)
avec φˆ= cosφyˆ − sinφxˆ.
Une fois les courants de surface exprimés, il suffit de les utiliser dans l’expression des vec-
teurs de Hertz (II.30), puis d’utiliser les vecteurs de Hertz dans l’équation (II.27) pour obtenir
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l’expression du champ diffracté par le cylindre fini :
~E s =Knk20
∞∑
n=−∞
[[ n
λ0a
Ccosθs Jn(λ0a)−Asinθs Jn(λ0a)+ j EJ ′n(λ0a)
]
θˆs
−
[ n
λ0a
Ecosθs Jn(λ0a)−Dsinθs Jn(λ0a)+ j CJ ′n(λ0a)
]
φˆs
]
,
(II.34)
avec :
A= − n cosθi
k0a sin2θi
[
Jn(λ0a)hˆz +BnH (1)n (λ0a)
]
+ j 1
sinθi
[
J ′n(λ0a)eˆz +AnH ′(1)n (λ0a)
]
,
D= n cosθi
k0a sin2θi
[
Jn(λ0a)eˆz +AnH (1)n (λ0a)
]
+ j 1
sinθi
[
J ′n(λ0a)hˆz +BnH ′(1)n (λ0a)
]
,
C= Jn(λ0a)hˆz +BnH (1)n (λ0a) , E= Jn(λ0a)eˆz +AnH (1)n (λ0a) ,
Kn = e
j k0r
r
(−1)n j k0ah
2
sin
(
k0
h
2 (kˆi − kˆs)zˆ
)
k0
h
2 (kˆi − kˆs)zˆ
e j nφs ,
θˆs = kˆs ∧ (kˆs ∧ zˆ)
sinθs
, φˆs =− kˆs ∧ zˆ
sinθs
.
(II.35)
II.5 Calcul de la matrice de diffusion
En champ lointain, l’expression II.34 du champ diffracté s’écrit sous la forme :
~E s = e
j k0r
r
S ~E i , (II.36)
où S est la matrice de diffusion :
S=
(
SVv SVh
SHv SHh
)
, (II.37)
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avec
SVv = − k0ah
2sinθs
sin
(
k0
h
2 (kˆi − kˆs)zˆ
)
k0
h
2 (kˆi − kˆs)zˆ
De (vˆi .zˆ)(vˆs .zˆ) ,
SVh = j
k0ah
2sinθs
sin
(
k0
h
2 (kˆi − kˆs)zˆ
)
k0
h
2 (kˆi − kˆs)zˆ
D¯e (vˆi .zˆ)(vˆs .zˆ) ,
SHv = − j k0ah
2sinθs
sin
(
k0
h
2 (kˆi − kˆs)zˆ
)
k0
h
2 (kˆi − kˆs)zˆ
D¯h(vˆi .zˆ)(vˆs .zˆ) ,
SHh = −
k0ah
2sinθs
sin
(
k0
h
2 (kˆi − kˆs)zˆ
)
k0
h
2 (kˆi − kˆs)zˆ
Dh(vˆi .zˆ)(vˆs .zˆ).
(II.38a)
Les quatre coefficients complexes des canaux de polarisation directs et croisés s’écrivent :
De =
+∞∑
n=∞
(−1)n
[[
Jn(λ0a)J
′
n(λ0a)−
sinθi
sinθs
J ′n(λ0a)Jn(λ0a)
]
+C T Mn
[
Jn(λ0a)H
′(1)
n (λ0a)−
sinθi
sinθs
J ′n(λ0a)H
(1)
n (λ0a)
]
+ C¯n Jn(λ0a)H (1)n (λ0a)
[ n cosθi
k0a sinθi
(
1− cosθs sin
2θi
cosθi sin2θs
)]]
e j nφs ,
(II.38b)
D¯e =
+∞∑
n=∞
(−1)n
[
C¯n
[
Jn(λ0a)H
′(1)
n (λ0a)−
sinθi
sinθs
J ′n(λ0a)H
(1)
n (λ0a)
]
+
[ n cosθi
k0a sinθi(
1− cosθs sin
2θi
cosθi sin2θs
)]
+
[
Jn(λ0a)+C T En H (1)n (λ0a)
]
.Jn(λ0a)
]
e j nφs ,
(II.38c)
D¯h =
+∞∑
n=∞
(−1)n
[
C¯n
[
Jn(λ0a)H
′(1)
n (λ0a)−
sinθi
sinθs
J ′n(λ0a)H
(1)
n (λ0a)
]
+
[ n cosθi
k0a sinθi(
1− cosθs sin
2θi
cosθi sin2θs
)][
Jn(λ0a)+C T Mn H (1)n (λ0a)
]
Jn(λ0a)
]
e j nφs ,
(II.38d)
Dh =
+∞∑
n=∞
(−1)n
[[
Jn(λ0a)J
′
n(λ0a)−
sinθi
sinθs
J ′n(λ0a)Jn(λ0a)
]
+C T En
[
Jn(λ0a)H
′(1)
n (λ0a)−
sinθi
sinθs
J ′n(λ0a)H
(1)
n (λ0a)
]
+ C¯n Jn(λ0a)H (1)n (λ0a)
[ n cosθi
k0a sinθi
(1− cosθs sin
2θi
cosθi sin2θs
)
]]
e j nφs .
(II.38e)
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II.6 Représentation d’une parcelle forêt dans le modèle ap-
proché
Le modèle de diffusion par un cylindre diélectrique étant décrit, il est donc possible de
l’utiliser pour modéliser les diffuseurs élémentaires qui constituent la forêt. En télédétection
radar appliquée à la forêt, les fréquences utilisées sont dans des bandes de fréquence basses
(VHF, UHF et L). Ceci nous permet de négliger les feuilles et les branches secondaires des
arbres car leur contribution au champ diffracté est faible [22] du fait de leurs dimensions pe-
tites par rapport à la longueur d’onde. Dans notre modèle, le milieu forestier est donc repré-
senté par deux demi-espaces homogènes simulant l’air (ε0, µ0) et le sol (ε, µ0) séparés par
une interface plane en z = 0. Les principaux éléments de la forêt, les troncs et les branches
primaires, sont modélisés par des cylindres diélectriques et non magnétiques (εr ,µ0), respec-
tivement verticaux et inclinés, avec des sections différentes. Ils sont placés dans un repère
cartésien orthonormé (O,x,y,z) dans le demi-espace z > 0. La représentation géométrique de
la forêt est illustrée sur la figure II.3.
FIGURE II.3 – Représentation géométrique de la forêt dans le modèle approché.
L’orientation des cylindres est calculée à partir des angles d’Euler (Annexe B) qui per-
mettent un changement de base de la base locale, dans laquelle le cylindre est vertical, à la
base globale, dans laquelle sont positionnés les antennes et le cylindre incliné. La relation du
changement de base est donnée par :
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
X ′
Y ′
Z ′
=

cosβcosα cosβsinα −sinβ
−sinα cosα 0
sinβcosα sinβsinα cosβ


X
Y
Z
 . (II.39)
Une fois le cylindre orienté, son centre de phase est positionné par des translations.
II.7 Conclusion
Dans ce chapitre, nous avons présenté un modèle électromagnétique approché de diffu-
sion par un cylindre. Ce modèle permettra ensuite de construire un modèle cohérent de la
diffusion radar par des scènes forestières. Cependant, il présente des restrictions :
* l’absence de modélisation de la diffusion par les sections terminales du cylindre, ce qui
semble être une approche réaliste,
* et le fait que la longueur du cylindre doit être grande devant la longueur d’onde, celui-ci
étant considéré comme infini.
Avant de pouvoir utiliser ce modèle approché dans l’algorithme d’inversion, il est néces-
saire de le valider. Pour cela, nous utiliserons un modèle dit "exact" et, à travers cette valida-
tion, nous verrons l’impact de ces approximations sur les champs diffractés simulés.
III
Modèle exact
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III.1 Introduction
Nous présentons un modèle électromagnétique dit "exact" qui résout numériquement
l’équation de propagation du champ diffracté pour des cibles quelconques sans approxima-
tion analytique. Pour notre application à la télédétection radar en zones forestières, il s’agit de
pouvoir simuler le champ rayonné par un ensemble d’arbres placés sur un sol diélectrique.
Bien sûr cette dénomination "exact" est un abus de langage : ce modèle n’est pas exact dans
l’absolu, mais nous le désignons comme cela par opposition au modèle dit "approché" que
nous avons présenté dans le chapitre précédent et qui est basé sur une approximation qui
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conduit à une solution analytique en considérant les troncs et les branches primaires comme
des cylindres de section circulaire et de longueur finie mais qui ne prend que partiellement
en compte cette longueur finie. Le modèle exact lui prend totalement en compte celle-ci. En
revanche, il introduit des erreurs de modèle, notamment au travers de la discrétisation des
objets diffractants en cellules cubiques, ce qui pose évidemment un problème pour la des-
cription géométrique des arbres. Ce modèle est basé sur une formulation intégrale de volume
du champ électrique dont la version discrète est obtenue à l’aide de la méthode des moments.
Notons que les fonctions de base choisies lors de l’application de cette dernière, qui sont les
fonctions caractéristiques des cellules cubiques discrétisant l’objet et conduisent à une for-
mulation relativement simple des équations discrètes, sont également une source d’erreurs
introduites dans ce modèle dit "exact", de sorte qu’une dénomination plus correcte de ce
dernier serait "EFIE-MoM" (pour Electric Field Integral Equation - Method of Moment), terme
sous lequel un tel modèle est généralement désigné. Nous conserverons cependant cette dé-
nomination "exact" par souci de simplicité.
Dans ce chapitre, les équations fondamentales de l’électromagnétisme sur lesquelles
s’appuie le modèle exact seront tout d’abord introduites. Ensuite, le modèle exact que nous
allons utiliser sera présenté. Les principales équations qui le soutiennent nous permettront
d’identifier ses limitations pour l’application visée, de présenter la géométrie des arbres si-
mulés puis de conclure quant à l’utilisation que nous ferons de cet outil développé dans le
cadre d’une thèse déjà soutenue au L2E [23].
III.2 Rappels des équations fondamentales
Tous les phénomènes électromagnétiques sont décrits par les équations de Maxwell. Il
s’agit d’un ensemble d’équations aux dérivées partielles reliant les champs électromagné-
tiques (~E, ~H), les inductions électromagnétiques (~D, ~B), les distributions de courants (~J, ~M)
et de charge (ρe , ρm ) et les caractéristiques des matériaux (ε,µ ).
Le tableau ci-dessous III.1 donne la forme différentielle des équations de Maxwell géné-
ralisées et les équations de conservation de la charge.
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quantité électrique magnétique
champ ∇∧~E(~r )=−~M(~r )− ∂
~B(~r)
∂t
∇∧~H(~r )=~J (~r )+ ∂
~D(~r)
∂t
induction ∇ ·~D(~r )= ρe (~r ) ∇ ·~B(~r )= ρm(~r )
conservation de la charge ∇ ·~J(~r )=−∂ρe (~r )
∂t
∇ ·~M(~r )=−∂ρm(~r )
∂t
TABLE III.1 – Formes différentielles des équations de Maxwell et de conservation de la charge
Notons que, dans la suite de ce travail, nous nous intéresserons à des champs en régime
harmonique dont la convention temporelle implicite sera choisie en e−jωt. De plus, les mi-
lieux étudiés sont linéaires, homogènes, isotropes et non magnétiques. Dans ces conditions,
les inductions électrique et magnétique sont liées respectivement aux champs électrique et
magnétique par les relations constitutives :
~D(~r ) = ε0 εr (~r )~E(~r ), ~B(~r ) = µ0 ~H(~r ), (III.1)
où ε0 et µ0 sont respectivement la permittivité diélectrique et la perméabilité magnétique du
vide (ε0 = 8,854× 10−12 Fm−1, µ0 = 1,256× 10−6 Hm−1) et εr est la permittivité diélectrique
relative. En régime harmonique les équations de Maxwell s’écrivent :

∇∧~E(~r ) = −∂
~B(~r )
∂t
= jω~B(~r ) ,
∇∧~H(~r ) = ~J(~r )+ ∂
~D(~r )
∂t
= ~J(~r )− jω~D(~r ) ,
∇.~D(~r ) = ρe (~r ) ,
∇.~B(~r ) = 0.
(III.2)
Dans un milieu homogène de permittivité ε0 et perméabilité µ0 si l’on ajoute l’action des
sources ou courants appliqués notés~Ja(~r ), le système (III.2) peut se mettre sous la forme :
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
∇∧~E(~r ) = jωµ0~H(~r ) ,
∇∧~H(~r ) = ~Ja(~r )− jωε0~E(~r ) ,
∇. ε0~E(~r ) = ρe (~r ) ,
∇.µ0~H(~r ) = 0.
(III.3)
En combinant les équations de Maxwell (III.3), on obtient l’équation de propagation du
champ électrique dans un milieu homogène (équation de Helmholtz) :
∇2~E(~r ) + k20~E(~r )=−
j
ωε0
(k20 +∇∇.)~Ja(~r ),
où k0 représente la constante de propagation dans le milieu homogène (ici le vide).
III.3 Calcul du champ diffracté par la Méthode des Moments
En présence d’un objet diffractant (ici les arbres), le champ observé, dit champ total se
décompose en la somme d’un champ de référence (exposant ref) et d’un champ diffracté (ex-
posant s) tels que :
~E(~r ) = ~Er e f (~r ) + ~Es(~r ),
~H(~r ) = ~Hr e f (~r ) + ~Hs(~r ),
(III.4)
où le champ de référence est le champ observé en l’absence d’objet diffractant. Dans le cas
d’un milieu semi-infini il est donc donné par la somme du champ incident (exposant i ) et
du champ réfléchi par le sol (exposant r ) vu comme une source secondaire. Pour le champ
électrique, cela donne :
~E
r e f
(~r ) = ~Ei (~r ) + ~Er (~r ). (III.5)
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L’équation locale de Maxwell-Ampère pour le champ total s’écrit :
∇∧~H(~r ) + jωε(~r )~E(~r ) =~Ja(~r ), (III.6)
tandis que l’équation vérifiée par le champ de référence est :
∇∧~Hr e f (~r ) + jωε0~Er e f (~r ) =~Ja(~r ). (III.7)
En soustrayant l’équation (III.7) à l’équation (III.6), puis en combinant le résultat avec les
équations (III.4), on obtient :
∇∧~Hs(~r ) + jωε0~Es(~r ) = − jω(ε(~r )−ε0)~E(~r ) = ~Jeq (~r ), (III.8)
où~Jeq (~r ) est une densité de courants équivalents, dépendante du champ électrique total et
du contraste diélectrique (ε(~r )− ε0). Notons que le contraste, donc la densité de courants
équivalents, est nul en dehors des diffuseurs, i.e. lorsque ε(~r ) = ε0. Les diffuseurs sont une
source secondaire puisqu’ils sont soumis au champ incident. Mais il peuvent être assimilés
à une source primaire parcourue par une densité de courants~Jeq (~r ) qui rayonne le champ
diffracté~E
s
(~r ).
Il s’agit maintenant d’écrire l’équation de propagation du champ électrique diffracté.
Pour cela, on part de l’équation (III.8) et, comme pour le milieu homogène, on en déduit
l’équation de propagation du champ diffracté~E
s
(~r ) :
(∇2+k20)~E
s
(~r ) = − j
ωε0
(k20 +∇∇.)~Jeq (~r ), (III.9)
soit, en remplaçant~Jeq (~r ) par son expression en fonction du champ électrique :
(∇2+k20)~E
s
(~r ) = − ε(~r )−ε0
ε0
(k20 +∇∇.)~E(~r ). (III.10)
Par un raisonnement simple combinant les équations de Maxwell (III.2), nous avons ob-
tenu l’équation de Helmholtz (III.10) satisfaite par le champ électrique diffracté.
À partir de cette équation, nous allons maintenant chercher une représentation intégrale
du champ électrique en appliquant le théorème de Green et en tenant compte des condi-
tions de continuité des champs et de rayonnement à l’infini. Ce théorème fait intervenir une
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fonction de Green dyadique G¯(~r ,~r ′) qui représente le rayonnement d’une source élémentaire
placée au point~r ′ observé au point~r en l’absence de diffracteurs. Notons que cette fonction
de Green est, ici, celle d’un milieu stratifié constitué de deux demi-espaces séparés par l’in-
terface air-sol considérée comme plane. Elle vérifie l’équation de Helmholtz :
(∇2+k20)G¯(~r ,~r ′)=−δ(~r −~r ′)I¯, (III.11)
où δ est la distribution de Dirac et I¯ la dyade identité, la condition de rayonnement de Som-
merfeld à l’infini (k est le vecteur d’onde du milieu considéré) :
lim
R 7→∞
R
(
∂G¯(~r ,~r ′)
∂R
− j kG¯(~r ,~r ′)
)
= 0, R = ∥∥~r −~r ′∥∥
et satisfait les conditions de continuité à l’interface air-sol [23]. Notons que dans notre cas, où
source et observation sont situées dans le même milieu, la dyade de Green peut se décom-
poser en deux parties dont l’une G¯r , dite régulière, tient compte de la présence de l’interface
air-sol, tandis que l’autre G¯ s , dite singulière, représente le rayonnement de la source en espace
libre :
G¯(~r ,~r ′) = G¯ s(~r ,~r ′) + G¯r (~r ,~r ′)
= e
j k0|~r−~r ′|
4pi |~r −~r ′| I¯ + G¯
r (~r ,~r ′).
En appliquant le théorème de Green avec un point d’observation~r placé dans le domaine
de mesure, on obtient une première équation intégrale, dite équation d’observation, expri-
mant le champ électrique diffracté en fonction du champ électrique total dans les diffracteurs
~E :
~E
s
(~r ) = (k20 +∇∇.)
∫
Ω
C e (r¯ ) G¯(~r ,~r ′)~E(~r ′) d~r ′, (III.12)
oùΩ est le volume occupé par les objets diffractants et C e (~r ) = (ε(~r )−ε0)/ε0 est le contraste
diélectrique normalisé. En plaçant maintenant le point d’observation dans le domaineΩ, on
obtient une seconde équation, dite équation de couplage, qui relie le champ électrique total
au champ de référence et à lui-même :
~E(~r ) = ~Er e f (~r )+ (k20 +∇∇.)
∫
Ω
C e (r¯ ) G¯(~r ,~r ′)~E(~r ′) d~r ′. (III.13)
Notons que cette équation peut être reformulée de la façon suivante :
~E
r e f
(~r ) = ~E(~r ) − (k20 +∇∇.)
∫
Ω
C e (r¯ ) G¯(~r ,~r ′)~E(~r ′) d~r ′. (III.14)
III.4. Représentation d’une parcelle de forêt dans le modèle exact 33
Des contreparties discrètes des équations (III.12) et (III.14) sont obtenues à l’aide d’une
méthode de moments [24, 25] qui consiste à projeter ces dernières sur des ensembles de fonc-
tions de base et de fonctions de test. La première étape consiste à partitionner le domaine
Ω en N cellules élémentaires que nous choisirons ici cubiques. Quoiqu’elles n’assurent pas
la continuité des composantes normales des courants aux interfaces entre les cellules, nous
avons choisi, pour des questions de simplicité, des fonctions de base rectangulaires, en fait les
fonctions caractéristiques des cellules élémentaires discrétisant l’objet, traduisant le fait que
nous faisons l’hypothèse que le champ est constant dans chaque maille cubique. La consé-
quence directe de cette hypothèse est que les mailles doivent être suffisamment petites pour
bien décrire les variations du champ total dans le diffuseur et pour pouvoir considérer les
paramètres (permittivité et conductivité) comme constants sur chacune d’elles. Tradition-
nellement, la taille de la maille est obtenue par la condition la plus contraignante entre l’as-
pect diélectrique ou conducteur du diffuseur, soit mi n(λ1/10, δ1/5), avec λ1 = λ0/
√
ℜ(εr ),
δ1 =
√
2/k20ℑ(εr ) et εr = ε(~r )/ε0. En ce qui concerne les fonctions de tests, nous choisi-
rons des distributions de Dirac localisées aux centres des cellules élémentaires (méthode dite
du "point matching"). En appliquant ces deux étapes de projection à l’équation de couplage
(III.14) on obtient le système linéaire suivant :
Z.~E(~r )=~Er e f (~r ) , (III.15)
où Z est la matrice d’interaction de taille 3N ×3N ,~E(~r ) et~Er e f (~r ) des vecteurs de taille 3N re-
présentant les trois composantes du champ total et du champ de référence, respectivement,
au centre de chacune des N mailles partitionnantΩ. Le champ total à l’intérieur du diffuseur
est alors obtenu en inversant ce système, ce qui ne pose pas de problèmes particuliers car la
matrice d’interaction est généralement bien conditionnée. Une fois le champ total connu, le
champ diffracté ~E
s
(~r ) est obtenu directement à l’aide de la contrepartie discrète de l’équa-
tion d’observation (III.12) obtenue par le même procédé de projection que pour l’équation
de couplage. Les détails de la méthode ainsi que les expressions des différentes quantités sont
présentés dans [23].
III.4 Représentation d’une parcelle de forêt dans le modèle
exact
La forêt est représentée par deux milieux diélectriques homogènes semi-infinis (l’air (ε0,
µ0) et le sol (ε, µ0)) séparés par une interface plane située en z = 0 et sur laquelle sont dispo-
sés les arbres. Compte tenu de la méthode de résolution choisie pour calculer le champ dif-
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fracté, les troncs et les branches sont modélisés par des parallélépipèdes diélectriques (εr ,µ0)
verticaux ou inclinés (Fig III.1). En limitant le domaine d’application aux basses fréquences,
comme pour le modèle approché (chapitre II), il est possible de négliger les petits diffuseurs
comme les feuilles et les branches secondaires. De plus, le choix de représenter les troncs et
les branches des arbres par des cylindres de sections carrées est d’autant plus valide que la
longueur d’onde est grande devant leurs sections [26]. Lors des comparaisons avec le modèle
dit approché nous choisirons d’imposer des sections identiques pour les deux représenta-
tions (section carrée C , ou circulaire de rayon R) en utilisant la relation simple : C =R×ppi.
La figure III.1 montre l’exemple d’une parcelle de forêt composée de quatre arbres ayant cha-
cun quatre branches primaires.
FIGURE III.1 – Représentation graphique de la forêt sous forme de parallélépipèdes.
Chaque élément est discrétisé en cellules cubiques (Fig III.2) qui serviront de support aux
fonctions de base de la méthode des moments.
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FIGURE III.2 – Discritisation de la forêt en cellules cubiques pour la mise en œuvre de la
méthode des moments.
Afin de pouvoir représenter chaque élément de la forêt, chaque parallélépipède doit pou-
voir être orienté, puis positionné dans le repère (O, X ,Y , Z ). Le cylindre vertical a son axe de
symétrie sur l’axe Z . L’inclinaison de celui-ci est représentée par deux angles, β et α (cha-
pitre B) et la translation suivant les trois axes (X, Y et Z) par ∆x, ∆y et ∆z (Fig III.3).
FIGURE III.3 – Rotation et translation du cylindre.
Ainsi, les coordonnées (x ′, y ′, z ′) des centres de chaque maille cubique sont obtenues,
après rotation et translation, à partir des leurs coordonnées initiales (x, y, z) par l’équation :
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
x ′
y ′
z ′

=

cosαcosβ −sinα cosαsinβ
sinαcosβ cosα sinαsinβ
−sinβ 0 cosβ


x
y
z

+

∆x
∆y
∆z

. (III.16)
III.5 Conclusion
Le principal avantage du modèle exact réside dans le fait que peu d’hypothèses sont faites
sur le calcul du champ diffracté, ce qui permet de prendre en compte tous les couplages mis
en jeu. En revanche, il présente des limitations en termes de temps de calcul et d’espace mé-
moire. Sans amélioration par des méthodes numériques d’optimisation, le nombre de mailles
N utilisées pour discrétiser l’objet diffractant peu devenir un facteur limitant très fortement
la méthode. En effet, le nombre de mailles élémentaires à considérer augmente avec la fré-
quence et le contraste diélectrique des milieux étudiés. Ce phénomène est amplifié par l’ac-
croissement du nombre d’objets diffractant. Ces limitations sont particulièrement contrai-
gnantes dans le cas de la télédétection radar appliquée à la végétation où les arbres sont nom-
breux, chacun étant de plus composé d’une multitude de diffuseurs (troncs, branches) pou-
vant présenter de forts contrastes diélectriques. L’utilisation de ce modèle numérique impose
donc de se limiter à des bandes de fréquences basses ou à simuler des zones forestières de
dimensions réduites et donc moins réalistes. C’est face à ce constat que l’on peut se rendre
compte de l’intérêt d’un modèle approché, surtout s’il est nécessaire de multiplier les simu-
lations comme cela est le cas lors d’une inversion basée sur un algorithme génétique.
Dans le prochain chapitre nous allons utiliser ce modèle exact d’abord comme référence
pour valider le modèle approché et, ensuite, pour obtenir des données utilisées lors de l’étape
d’inversion.
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IV.1 Introduction
Afin de tester et de vérifier le modèle approché utilisé dans notre étude, nous comparons
les résultats fournis par ce modèle avec ceux obtenus par le modèle exact sur le cas d’un cy-
lindre diélectrique en espace libre ou posé sur un sol lisse.
Nous ne comparons ici que les champs diffractés par les éléments de la forêt, la réflexion
spéculaire due au sol est bien évidement la même pour les deux modèles.
Nous présentons d’abord une étude préalable qui permet de s’assurer que l’hypothèse du
cylindre infini, utilisée pour le calcul analytique de la solution du modèle approché, est bien
valide et que le nombre de modes choisi assure bien la convergence de nos résultats.
Par ailleurs, le fait de poser un cylindre sur une interface lisse va introduire des méca-
nismes de diffusion plus complexes. Nous allons donc décrire ces mécanismes afin de pou-
voir calculer, de manière cohérente, la somme de leurs contributions pour obtenir le champ
diffracté total.
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Lors de la validation du modèle approché, nous considérons pour chaque cas d’étude
(en espace libre et sur un sol) deux configurations possibles pour le cylindre diffractant, i.e.,
vertical ou incliné. Dans chacun de ces cas plusieurs configurations d’antennes sont choisies,
tels que le monostatisme (les antennes d’émission et de réception sont colocalisées) ou le
bistatisme (les deux antennes se trouvent à deux positions différentes).
Nous validons la configuration d’un seul cylindre posé sur une interface modélisant un sol
lisse pour deux interfaces différentes, la première représant un sol parfaitement conducteur et
la seconde un sol diélectrique. Ensuite, nous montrons la comparaison entre les deux modèles
pour le cas d’une forêt simplifiée composée de deux arbres eux-mêmes composés d’un tronc
et de deux branches.
Dans toutes ces études du champ diffracté, nous montrons la réponse pour les différents
canaux de polarisation SV v ,SHh (copolarisations) et SV h ,SH v (polarisations croisées), où le
premier indice représente la polarisation de l’antenne de réception et le second représente la
polarisation de l’antenne d’émission.
IV.2 Étude de convergence du modèle approché d’un cylindre
en espace libre
Avant de valider le modèle approché par comparaison avec le modèle exact, il nous faut
être sûr que la solution du modèle approché est bien valide pour les configurations d’intérêt.
Deux aspects doivent être vérifiés.
Premièrement, comme cela a été écrit précédemment, le modèle approché est basé sur
l’approximation du cylindre infini. Cette hypothèse implique que la longueur h du cylindre
soit "suffisamment grande" (par rapport à la longueur d’onde), ce qui se traduit par : k0h À
2pi. Lors d’une première étude, nous allons mettre en évidence l’effet de cette contrainte.
Un cylindre vertical est positionné au centre du repère (O, X ,Y , Z ) en espace libre et est
éclairé par une onde de fréquence 435 MHz et d’incidence θi = 35◦ dans le plan XOZ . Le
champ diffracté est mesuré sur la couronne du cône spéculaire (θs = 145◦) tel qu’illustré sur
la figure IV.1.
Pour cette étude nous avons choisi un rayon tel que h/a = 100. Nous considérons trois
cylindres différents de couples [rayon (cm), hauteur (m)] égaux à [1, 1], [2, 2] et [4, 4], ce qui
correspond à des valeurs de k0h respectivement égales à 9.11, 18.22 et 36.44.
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FIGURE IV.1 – Configuration de simulation
du cylindre en espace libre placé au centre
du repère.
Les comparaisons des figures IV.2 et IV.3 montrent successivement le champ diffracté par
des cylindres de différentes hauteurs et de même permittivité relative εr = 9+ 6  , pour les
quatre canaux de polarisation.
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FIGURE IV.2 – Comparaison des copolarisations entre le modèle exact et le modèle approché
pour différentes hauteurs de cylindre.
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FIGURE IV.3 – Comparaison des polarisations croisées entre le modèle exact et le modèle
approché pour différentes hauteurs de cylindre.
Alors que la hauteur du cylindre augmente, l’inégalité k0h À 2pidevient valide et le champ
diffracté calculé par le modèle approché s’approche de la solution exacte.
Ces comparaisons permettent de bien mettre en évidence une limite du modèle approché
lorsqu’il s’agira de modéliser les éléments d’une forêt réelle. En effet, l’application aux basses
fréquences, donc aux grandes longueurs d’onde, sera une contrainte forte sur la taille des
éléments à simuler de façon fiable.
Dans le chapitre (II.3) les champs électromagnétiques sont exprimés comme une somme
finie d’ondes cylindriques. Le choix du nombre d’harmoniques utilisés est important car, s’il
est trop faible, le calcul approché n’aura pas convergé et, s’il est trop fort, le calcul nécessitera
inutilement des ressources informatiques. Nous proposons ici une étude qui illustre la pro-
blématique de la convergence du modèle approché en fonction du nombre d’harmoniques
choisi.
Nous prenons d’abord le cas simple d’un cylindre diélectrique de dimensions
[rayon=15 cm, hauteur=3 m] et de constante diélectrique 9+ 6  . La fréquence de l’onde in-
cidente est égale à 435 MHz et nous étudions la réponse du cylindre sur le cône spéculaire (fi-
gure IV.1). L’antenne d’émission est fixée pour une incidence de θi = 30
◦ et φi =0◦ . Les angles
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de diffusion sont tels que θs = 150
◦ et φs varie de 0◦ à 360◦ , par pas angulaire de 1◦ .
La figure IV.4 présente le module du champ diffracté par le cylindre en fonction de l’angle
d’observation φs pour différents nombres d’harmoniques, pour toutes les polarisations.
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FIGURE IV.4 – Convergence des résultats du modèle approché en fonction du nombre
d’harmoniques.
Nous remarquons bien qu’en augmentant le nombre d’harmoniques (n > 1) le résultat
devient stable et la solution converge vers une solution unique (les courbes n=2,3 et 4 sont
superposées).
Nous prenons ensuite un cylindre situé en espace libre et centré sur le repère, de hau-
teur fixe égale à 3 m mais de rayon variable. La configuration d’observation correspond à la
diffusion avant (θi = 30◦, φi = 0◦, θs = 150◦, φs = 180◦). La figure IV.5 montre la réponse d’un
cylindre de rayon variable pour un nombre différent d’harmoniques. Une augmentation du
rayon du cylindre implique une augmentation du nombre d’harmoniques afin d’assurer la
convergence de notre modèle.
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FIGURE IV.5 – Convergence des résultats du modèle approché en diffusion avant en fonction
du rayon du cylindre.
D’après ces simulations nous sommes en mesure de choisir le nombre d’harmoniques
nécessaires pour les simulations de validation. Par ailleurs, notre modèle étant dédié aux pro-
blématiques forestières, il y a des valeurs limites pour les rayons des arbres. En se basant sur
des données réelles mesurées par l’INRA sur le site de la forêt de Nézer dans les Landes ([27]),
le rayon maximal du tronc est de 17 cm, ce qui nous impose d’utiliser un nombre d’harmo-
nique supérieur ou égal à 3 pour assurer la convergence à une fréquence de 435 MHz. Ce
résultat accrédite l’utilisation de l’équation N = E(2kcyla), où E signifie la partie entière et kc yl
est le nombre d’onde dans le cylindre, qui donne, dans ce cas, un nombre d’harmoniques à
prendre en compte égal à 3.
Une fois que les précautions à prendre pour bien utiliser le modèle approché dans son
domaine de validité sont identifiées, nous pouvons aborder la validation de celui ci par com-
paraison au modèle exact.
IV.3 Validation dans le cas d’un cylindre en espace libre
Nous prenons le cas d’un cylindre diélectrique, de dimensions [rayon = 7cm, hauteur =
2,5m] et de permittivité relative εr = 9+6  , éclairé par une onde électromagnétique plane de
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fréquence égale à 435 MHz et polarisée d’abord verticalement, puis horizontalement. Ainsi
le produit k0h est égale à 22,7. Les dimensions choisies pour notre comparaison sont petites
pour les troncs usuellement rencontrés. En effet, l’augmentation de la taille du cylindre néces-
siterait une augmentation des ressources informatiques nécessaires au calcul avec le modèle
exact. De plus, nous avons montré précédemment que les cylindres de faible hauteur étaient
les plus pénalisants pour le modèle analytique, ce qui justifie notre choix.
Le cylindre diélectrique peut se présenter sous deux configurations différentes, i.e., verti-
cal pour représenter des troncs ou incliné pour représenter des branches. Ces deux cas sont
étudiés séparément.
A- Cylindre vertical
a- Cas du monostatisme
La figure IV.6 illustre la configuration géométrique de la simulation.
FIGURE IV.6 – Configuration d’étude mono-
statique pour un cylindre vertical en espace
libre. Le plan d’incidence et de réception est
représenté en bleu clair (φi = φs = 0◦)
et les points d’observation sont indiqués en
bleu ( θi = θs ∈ [0◦ : 360◦ ]).
La figure IV.7 montre une bonne correspondance entre les modules simulés par les deux
modèles pour les polarisations Vv et Hh, excepté pour les incidences inférieures à 50◦ et su-
périeures à 130◦. Notons que les champs diffractés pour ces incidences critiques sont faibles
par rapport au niveau obtenu pour l’incidence θi = 90◦. De plus, dans le modèle approché, les
sections terminales du cylindre ne sont pas prises en compte dans les équations modélisant la
réponse du cylindre, donc le cylindre est considéré comme creux pour les faibles incidences.
C’est ce qui explique la différence entre les deux modèles pour les très faibles angles d’inci-
dence, ainsi que pour les plus élevés. Les résultats de la comparaison sur les phases montrent
une meilleure correspondance dans le cas de la polarisation Hh que pour la polarisation Vv,
avec une dégradation pour les faibles et fortes incidences.
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Les polarisations croisées (Hv et Vh) ne sont pas représentées dans cette configuration,
car elles ont des valeurs quasiment nulles (bruit numérique), puisque l’axe de symétrie du
cylindre est confondu avec les plans d’incidence et de diffusion des antennes.
D’autre part, nous pouvons constater que nous retrouvons la symétrie de l’objet diffrac-
tant (cylindre) sur le champ diffracté autour de θi = 90◦.
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FIGURE IV.7 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché dans le plan φs =φi = 0◦ en fonction de l’angle d’incidence θi .
b- Cas du bistatisme
Le cylindre est ici le même que dans le cas monostatique, seule la configuration d’antenne
change. Nous allons étudier deux cas de bistatisme, i.e., le bistatisme en θs et le bistatisme en
φs .
Bistatisme enθs Dans cette configuration le cylindre est éclairé par une onde électromagné-
tique plane sous une angle d’incidence de 30◦dans le plan XOZ (φi = 0◦). Le champ diffusé
est calculé à une distance de 3000 m du centre du repère dans le même plan XOZ (φs = 0
◦ ) où
l’angle d’observation θs varie entre 0
◦ et 180◦ , par pas de 1◦. La configuration est représentée
sur la figure IV.8.
46 Chapitre IV. Validation numérique du modèle approché par comparaison au modèle exact
FIGURE IV.8 – Configuration d’étude du bi-
statisme en θs pour un cylindre vertical
en espace libre. Les plans d’incidence et
de réception sont représentés en bleu clair
(φi = φs = 0◦) et les points d’observation
sont indiqués en bleu (θs ∈ [0◦ : 180◦ ]).
Nous n’étudions que les cas des copolarisations Vv et Hh. Les polarisations croisées (Hv
et Vh) sont nulles pour la même raison que dans le cas du monostatisme.
Sur la figure IV.9, nous représentons les variations de l’amplitude et de la phase du champ
diffusé en fonction de l’angle d’observation θs . Nous voyons que, excepté une différence
d’amplitude, le modèle approché (trait plein) suit la même allure que celle du modèle exact
(trait pointillé). Comme en monostatique, la phase de la polarisation Vv montre plus de diffé-
rences que celle de la polarisation Hh.
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FIGURE IV.9 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché dans le plan φi =φs = 0◦ en fonction de l’angle d’observation θs pour une
incidence de 30◦ et pour les deux polarisations Vv et Hh.
Bistatisme en φs Dans cette configuration, le cylindre est éclairé par une onde électroma-
gnétique plane de fréquence 435 MHz. L’angle d’incidence θi est de 30
◦ et l’azimuth φi est
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de 0◦. Nous calculons le champ diffracté en 360 points situés sur un cercle placé dans un plan
parallèle au plan XOY , centré sur l’axe du cylindre. Ces points correspondent à des angles azi-
mutaux de diffusionφs de 0
◦ à 360◦ , avec un pas angulaire de 1◦. L’angle de diffusion zénithal
θs est fixé à 150
◦ , comme illustré sur la figure IV.10.
(a) Vue 3D. (b) Vue 2D.
FIGURE IV.10 – Configuration d’étude du bistatisme en φs pour un cylindre vertical en espace
libre. Le plan d’incidence est [φi = 0◦, θi = 30◦], tandis que la direction d’observation varie
[φs ∈ [0◦ : 360◦ ], θs = 150◦].
Sur les figures IV.11 et IV.12, on remarque bien la correspondance entre les deux modèles
(exact et approché) pour l’amplitude et la phase du champ diffracté. Nous rappelons que,
pour un cylindre infiniment long, le maximum du champ diffracté sera obtenu dans la direc-
tion de son cône spéculaire (θs =pi−θi ).
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FIGURE IV.11 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché en fonction de l’angle de diffusion φs pour les copolarisations Vv et Hh.
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FIGURE IV.12 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché en fonction de l’angle de diffusion φs pour les polarisations croisées Vh et Hv.
IV.3. Validation dans le cas d’un cylindre en espace libre 49
B- Cylindre incliné
Dans cette partie, nous utilisons le même cylindre que précédemment à la différence qu’il
est maintenant incliné. Les mêmes configurations d’antenne sont présentées.
a- Cas du monostatisme
Dans cette étude notre cylindre est incliné dans le plan XOZ (α = 0◦ ) d’un angle β =
30◦par rapport à l’axe OZ (Fig. IV.13).
Vérification des copolarisations Pour étudier les copolarisations, on choisit la configura-
tion où les plans d’incidence et de réception sont dans le même plan de symétrie que le cy-
lindre. Pour cette configuration d’étude du cylindre incliné, le plan de symétrie se trouve dans
la position où α = 0◦ , c’est-à-dire φi =φs = 0◦.
FIGURE IV.13 – Configuration d’étude du cy-
lindre incliné (β = 30◦,α = 0◦) en espace
libre. Les plans d’incidence et de réception
sont représentés par le demi disque en bleu
(φs = φi = 0◦) et les points d’observa-
tions sont indiqués en bleu (θi = θs ∈
[0◦ : 180◦ ]).
La figure IV.14 nous montre un bon accord sur l’allure des deux modèles en copolarisa-
tion pour les incidences supérieure à 60◦. L’amplitude maximale du champ diffracté par le
cylindre est obtenue pour θi = 120◦. Cette amplitude est décalée de 30◦par rapport à celle
obtenue dans le cas d’un cylindre vertical. Ainsi le décalage observé correspond bien à l’angle
d’inclinaison β = 30◦du cylindre.
D’autre part, pour le modèle approché, on voit bien sur les deux courbes en copolarisa-
tion une discontinuité en θi = 30◦. Cela s’explique par le fait que le cylindre est incliné de
30◦dans le plan XOZ et notre incidence est de 30◦dans ce même plan. Donc l’onde incidente
éclaire directement la section terminale du cylindre qui n’est pas prise en compte dans l’ap-
proximation du calcul du champ diffracté. Il n’y aura donc pas de champ diffracté pour cette
incidence. Pour la même raison, la zone de faible incidence où les deux modèles montrent des
écarts dans le cas du cylindre vertical est élargie dans le cas du cylindre incliné. La rotation
d’angle β se traduit logiquement par une translation du diagramme de rayonnement 2D.
50 Chapitre IV. Validation numérique du modèle approché par comparaison au modèle exact
0 20 40 60 80 100 120 140 160 1800
0.1
0.2
0.3
0.4
θi [Deg]
A
m
pl
it
ud
e
SVv
 
 
Approchée
Exacte
(a) Polarisation Vv.
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(b) Polarisation Hh.
FIGURE IV.14 – Comparaison des amplitudes calculées à l’aide des modèles exact et approché
en configuration monostatique dans le plan φi =φs = 0◦ en fonction de l’angle d’incidence
θi pour les polarisations Vv (a) et Hh (b).
Vérification des polarisations croisées A cette étape, afin de valider les polarisations croi-
sées (Hv et Vh), nous plaçons les antennes d’émission et de réception dans le plan d’incidence
φi =φs = 60◦ qui ne correspond à aucun plan de symétrie du cylindre (Fig. IV.15).
FIGURE IV.15 – Configuration d’étude du cy-
lindre incliné (β = 30◦,α = 0◦) en espace
libre. Les plans d’incidence et de réception
sont représentés par le demi disque en bleu
(φs = φi = 60◦) et les points d’obser-
vations sont indiqués en bleu (θi = θs ∈
[0◦ : 180◦ ]).
La figure IV.16 montre la comparaison des amplitudes des champs diffractés calculés à
l’aide des deux modèles exact et approché et met en évidence un bon accord pour les pola-
risations croisées. De plus, on voit que les deux modèles donnent une amplitude maximale
pour les mêmes angles d’incidence.
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(a) Polarisation Vh.
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(b) Polarisation Hv.
FIGURE IV.16 – Comparaison des amplitudes calculées à l’aide des modèles exact et approché
dans le plan φi =φs = 60◦ en fonction de l’angle d’incidence θi pour les polarisations Vh (a)
et Hv (b).
En conclusion, dans le cas du monostatisme, les comparaisons entre les deux modèles
de diffraction par un cylindre incliné montrent une bonne correspondance pour les quatre
canaux de polarisation.
b- Cas du bistatisme
Dans cette partie, nous allons étudier les deux cas de bistatisme, i.e., le bistatisme en θs
et le bistatisme en φs . Le cylindre est le même que celui considéré précédemment ([7 cm,
2,5 m]).
Bistatisme en θs Dans cette configuration, le cylindre incliné va être éclairé sous une in-
cidence de θi =30
◦par rapport à l’axe OZ , dans le plan φi = 60◦ . Le champ diffusé est calculé
dans le même plan (φs =60
◦ ) pour des angles d’observation zénithaux variant entre 0◦ et 180◦ ,
avec un pas angulaire de 1◦ . La configuration d’étude est représentée sur la figure IV.17.
FIGURE IV.17 – Configuration d’étude pour
un cylindre incliné (β = 30◦,α = 0◦) en es-
pace libre. Les plans d’incidence et de ré-
ception sont représentés par le demi-disque
en bleu clair (φs = φi = 60◦) et les points
d’observation sont indiqués en bleu (θs ∈
[0◦ : 180◦ ]).
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Sur la figure IV.18 nous montrons la bonne correspondance entre les allures des ampli-
tudes des champs diffractés calculés à l’aide des deux modèles pour les quatre canaux de
polarisation.
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FIGURE IV.18 – Comparaison des amplitudes calculées à l’aide des modèles exact et approché
dans le plan φi =φs = 60◦ en fonction de l’angle d’observation θs pour une incidence
θi = 30◦.
Bistatisme en φs Dans cette configuration, le cylindre est éclairé par la même onde plane
que précédemment (θi = 30◦, φi = 60◦). Nous calculons le champ diffracté pour θs = 150◦,
tandis que l’angle de diffusion φs varie de 0
◦ à 360◦ , avec un pas angulaire de 1◦. La configu-
ration étudiée est représentée sur la figure IV.19.
FIGURE IV.19 – Configuration d’étude du
bistatisme en φs sur un cylindre incliné
(β = 30◦,α = 0◦) en espace libre.
Les plans d’incidence et de réception sont
représentés par le demi-disque en bleu
(φs = φi = 60◦).
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Les résultats de la figure IV.20 montrent une bonne correspondance entre les amplitudes
des champs diffractés calculés à l’aide des deux modèles pour tous les canaux de polarisa-
tions.
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FIGURE IV.20 – Comparaison des amplitudes calculées à l’aide des modèles exact et approché
pour un cylindre incliné (β= 30◦,α= 0◦) dans le plan φi = 60◦ en fonction de l’angle
d’observation φs , pour une incidence θi = 30◦.
IV.4 Prise en compte des mécanismes de diffusion pour un cy-
lindre posé sur sol
A- Interactions diffuseur-sol
Dans cette partie, nous présentons les mécanismes de diffusion d’ordre 1 qui contribuent
au champ total diffusé par un cylindre diélectrique posé sur un sol lisse. On peut distinguer
trois principaux processus de diffusion :
* le simple rebond ou rétrodiffusion directe, comme si le diffuseur était en espace libre
(figure IV.21b),
* le double rebond qui comporte :
- la contribution du trajet DR1 émetteur-sol-diffuseur-récepteur (Fig IV.21c),
- la contribution du trajet DR2 émetteur-diffuseur-sol-récepteur (Fig IV.21d),
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* le triple rebond défini par la contribution du trajet émetteur-sol-diffuseur-sol-récepteur
(Fig IV.21e).
(a) Coupe d’un
tronc d’arbre.
(b) Simple rebond
(SR).
(c) Double rebond
(DR1).
(d) Double rebond
(DR2).
(e) Triple rebond
(TR).
FIGURE IV.21 – Mécanismes de diffusion.
La matrice de diffusion totale est la somme des matrices de réponse de chacun de ces
trois mécanismes :
ST = SSR+SDR1+SDR2+STR. (IV.1)
Nous avons pu observer que l’effet du triple rebond est faible et celui-ci peut donc être
négligé par rapport aux contributions du simple et du double rebond [28]. La matrice de dif-
fusion totale que nous utiliserons sera donc :
ST = SSR+SDR1 +SDR2 . (IV.2)
Pour les basses fréquences (UHF, VHF), le mécanisme de diffusion du double rebond est sou-
vent la contribution dominante au champ total diffusé.
B- Contribution du sol
Dans le cas du double rebond, si on choisit l’exemple du mécanisme décrit par la fi-
gure IV.21c, le champ diffracté en champ lointain s’écrit :
E sDR1 =
e k0r
r
SDR1 SSol E
i . (IV.3)
La matrice Ssol représente la réflexion de l’onde sur le sol. Elle est déduite des coefficients
de réflexion de Fresnel Rv v et Rhh . Pour une surface lisse et horizontale, cette matrice a une
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forme diagonale, dépendant uniquement de l’angle d’incidence au sol θ et de la permittivité
relative εr s de ce dernier. Elle s’exprime de la façon suivante :
Ssol(θ,εrs)=
 Rv v (θ,εr s) 0
0 Rhh(θ,εr s)
. (IV.4)
Les coefficients de réflexion de Fresnel Rv v et Rhh sont donnés par :
Rv v (θ,εr s) = cosθ −
√
εr s − sin2θ
cosθ +
√
εr s − sin2θ
,
Rhh(θ,εr s) =
εr s cosθ −
√
εr s − sin2θ
εr s cosθ +
√
εr s − sin2θ
.
Dans le cas d’une surface parfaitement conductrice, l’équation IV.4 devient :
Ssol =
 1 0
0 −1
.
Pour l’ensemble des résultats présentés dans la suite de ce rapport, la matrice "S" est
calculée en considérant le simple et les doubles rebonds.
IV.5 Validation pour un cylindre vertical posé sur une surface
parfaitement conductrice
Après la validation du modèle approché en espace libre, qui illustre le cas du mécanisme
de simple rebond sur un tronc ou une branche d’arbre, nous étudions le cas d’un cylindre
diélectrique, de dimensions [5cm, 1,5m] et de permittivité relative εr = 9+6  , posé sur un sol
plan parfaitement conducteur. L’onde incidente, de fréquence 435 MHz, est polarisée verti-
calement, puis horizontalement. Nous nous plaçons ici dans un cas plus "contraignant" que
pour l’étude précédente, car le produit k0h vaut ici 13,66 (la condition k0h À 2pi n’est plus
vérifiée).
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A- Cas du monostatisme
Pour cette configuration les antennes d’émission et de réception sont situées dans le plan
XOZ (φi =φs = 0◦).
L’antenne se déplace sur un arc de cercle de rayon 3000m centré à l’origine du repère.
L’angle d’incidence θi varie entre 0
◦ et 90◦, avec un pas angulaire de 1◦. La configuration
d’étude est illustrée sur la figure IV.22.
FIGURE IV.22 – Configuration monostatique
pour un cylindre vertical (β = 0◦ , α = 0◦ ) sur
un sol parfaitement conducteur. Les plans
d’incidence et de réception sont représen-
tés en bleu clair (φs = φi = 0◦) et les
points d’observation sont indiqués en bleu
(θi = θs ∈ [0◦ : 90◦ ]).
Les résultats de la comparaison entre les modèles approché et exact, pour ce cas mono-
statique, est présenté sur la figure IV.23. Ils montrent un bon accord en amplitude et en phase
pour les copolarisations (Vv et Hh). Les polarisations croisées ne sont pas présentées car elles
sont nulles pour cette configuration.
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FIGURE IV.23 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché dans le plan φi =φs = 0◦ pour un cylindre vertical (β= 0◦,α= 0◦) placé sur un sol
parfaitement conducteur en fonction de l’angle d’incidence θi .
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B- Cas du bistatisme
Dans cette configuration l’antenne d’émission est située dans le plan XOZ (φi = 0
◦ ) avec
une incidence de θi =30
◦ . L’antenne de réception se déplace sur un cercle centré à l’origine
du repère et de rayon 3000 m pour une angle θs = 30◦. Les directions d’observation φs va-
rient entre 0◦ et 360◦ , avec un pas angulaire de 1◦ . La configuration d’étude est illustrée sur la
figure IV.24.
FIGURE IV.24 – Configuration d’étude d’un
cylindre vertical (β = 0◦ , α = 0◦ ) posé sur un
sol parfaitement conducteur. Le plan d’inci-
dence est représenté en bleu clair (φi = 0◦)
et les points d’observation sont indiqués en
bleu pour θs = 30◦ (φs ∈ [0◦ : 360◦ ]).
Pour un cylindre vertical placé sur un sol parfaitement conducteur, les résultats des fi-
gures IV.25 et IV.26 montrent la bonne concordance (C.3) entre les amplitudes et phases du
champ diffracté calculé à l’aide des modèles exact et approché.
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FIGURE IV.25 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un cylindre vertical (β = 0◦ , α = 0◦ ) placé sur un sol parfaitement conducteur
en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] pour les polarisations Vv et Hh.
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FIGURE IV.26 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un cylindre vertical (β = 0◦ , α = 0◦ ) placé sur un sol parfaitement conducteur
en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] pour les polarisations Vh et Hv.
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IV.6 Validation pour un arbre composé d’un tronc et deux
branches inclinées
Pour cette comparaison, nous avons choisi le cas d’un seul arbre posé sur un sol parfai-
tement conducteur. L’arbre est composé d’un tronc vertical (β = 0◦,α = 0◦) de dimensions
[5 cm, 1,5 m] auquel sont accrochées deux branches inclinées d’un angle β= 30◦ par rapport
à la verticale. La première est dans le plan (α = 0◦ ) et la seconde dans le plan (α = 90◦). Les
branches ont des dimensions de [2 cm, 0,5 m] et sont placées à 1 m du sol. La permittivité
relative de l’arbre est choisie égale à εr = 9+6  .
L’arbre est éclairé par une onde électromagnétique plane de fréquence 435 MHz. L’an-
tenne d’émission est localisée dans le plan XOZ (φi = 0
◦ ), avec un angle d’incidence θi = 35◦.
L’antenne de réception se déplace sur un cercle centré sur l’axe OZ avec une angle de récep-
tion θs de 35
◦ et les points d’observation varient entre 0◦ et 360◦ , avec un pas angulaire de 1◦ .
La configuration de l’étude est illustrée sur la figure IV.27.
FIGURE IV.27 – L’arbre est placé sur un sol
parfaitement conducteur et est composé
d’un tronc vertical (β = 0◦ , α = 0◦ ) et deux
branches inclinées (β1 = 30◦, α1 = 0◦,
β2 = 30◦, α2 = 90◦). Le plan d’incidence
est représenté en bleu clair (φi = 0◦) avec
un angle d’incidence θi = 35◦ et les points
d’observation sont indiqués en bleu pour
θs = 35◦ (φs ∈ [0◦ : 360◦ ]).
Les figures IV.28 et IV.29 montrent que les amplitudes et phases du modèle approché pour
les quatre canaux de polarisation sont assez proches (C.3) de celles calculées à l’aide du mo-
dèle exact. Elles sont toutefois moins proches que pour le cylindre seul. Ceci peut s’expliquer
par le fait que nous ne prenons pas en compte les couplages entre les branches et le tronc
pour le modèle approché. A cela s’ajoute le fait que les branches sont de faibles dimensions
et ne satisfont pas la condition k0h À 2pi.
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FIGURE IV.28 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un arbre placé sur un sol parfaitement conducteur et composé d’un tronc
vertical (β = 0◦ , α = 0◦ ) et deux branches inclinées (β1 = 30◦, α1 = 0◦, β2 = 30◦, α2 = 90◦) en
fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les polarisations Vv et Hh.
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FIGURE IV.29 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un arbre placé sur un sol parfaitement conducteur et composé d’un tronc
vertical (β = 0◦ , α = 0◦ ) et deux branches inclinées (β1 = 30◦, α1 = 0◦, β2 = 30◦, α2 = 90◦) en
fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les polarisations Vh et Hv.
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A titre d’exemple, notons qu’en ce qui concerne le temps de calcul pour cette configura-
tion, le modèle approché (5,4s) est 15 fois plus rapide que le modèle exact (79,2s).
IV.7 Effet de couplage
Afin de mieux évaluer l’effet de couplage pris en compte dans le calcul du champ dif-
fracté par le modèle exact, ainsi que l’influence de la taille et du nombre de branches sur les
résultats, deux configurations sont étudiées séparément et les résultats sont comparés à ceux
obtenus à l’aide du modèle approché.
A- Arbre avec quatre branches inclinées
Dans cette première configuration, nous étudions le champ diffracté par un arbre com-
posé d’un tronc vertical (α= 0◦,β= 0◦) de dimensions [5 cm, 1,5 m], positionné à deux mètres
de l’origine suivant l’axe OX et auquel sont accrochées quatre branches inclinées, elles-
même positionnées à une hauteur de 1,5 m et réparties autour du tronc. Les quatre branches
sont de mêmes dimensions [1 cm, 0,1 m] et d’orientations respectives (α1 = 45◦, β1 = 30◦),
(α2 = 135◦, β2 = 30◦), (α3 = 225◦, β3 = 30◦) et (α4 = 315◦,β4 = 30◦). La géométrie de la scène
est représentée sur la figure IV.30.
(a) Vue 3D. (b) Vue 2D.
FIGURE IV.30 – Configuration d’étude d’un arbre composé d’un tronc placé sur un sol
parfaitement conducteur et de quatre branches inclinées. Le plan d’incidence est (φi = 0◦,
θi = 35◦) et le plan d’observation varie (φs ∈ [0◦ : 360◦ ], θs = 35◦).
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Les figures IV.31 et IV.32 montrent une bonne concordance (C.3) entre les deux modèles,
mise à part une légère différence sur les modules. La différence peut être due à l’approxi-
mation du cylindre infini ou à la non prise en compte de l’effet du couplage dans le modèle
approché.
La première hypothèse semble la plus plausible ; elle est, en effet, étayée par les résultats
des figures IV.25 et IV.26 où l’on peut voir que les valeurs du champ diffracté par un cylindre
vertical seul sont sensiblement égales à celles obtenues pour le cylindre avec quatre branches.
Ceci signifie que les résultats présentés sur les figures IV.31 et IV.32 sont dus principalement
à la contribution du tronc dont la taille est grande par rapport à celle des branches. Ainsi, la
présence de ces quatre branches n’affecte que très peu les résultats.
Pour s’en convaincre, nous allons rajouter des branches et voir l’effet de leur contribution.
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FIGURE IV.31 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché, pour un arbre composé d’un tronc vertical (β = 0◦ , α = 0◦ ) placé sur un sol
parfaitement conducteur et de quatre branches inclinées, en fonction de l’angle
d’observation φs ∈ [0◦ : 360◦ ] et pour les polarisations Vv et Hh.
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FIGURE IV.32 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché, pour un arbre composé d’un tronc vertical (β = 0◦ , α = 0◦ ) placé sur un sol
parfaitement conducteur et de quatre branches inclinées, en fonction de l’angle
d’observation φs ∈ [0◦ : 360◦ ] et pour les polarisations Vh et Hv.
B- Arbre avec huit branches inclinées
Dans cette configuration (Fig IV.33) nous étudions le champ diffracté par une arbre com-
posé d’un tronc de mêmes dimensions que précédemment [5 cm, 1,5 m], positionné à deux
mètres de l’origine suivant l’axe OX et auquel sont accrochées huit branches inclinées, dont
quatre, placées à la hauteur de 1 m, sont de dimensions [2 cm, 0,5 m] et sont inclinées de
(α1 = 0◦, β1 = 30◦), (α2 = 90◦, β2 = 30◦), (α3 = 180◦, β3 = 30◦) et (α4 = 270◦, β4 = 30◦), respecti-
vement, et les quatre autres, positionnées à une hauteur de 1,5 m, sont de dimensions [1 cm,
0,1 m] et sont inclinées de (α5 = 45◦, β5 = 30◦), (α6 = 135◦, β6 = 30◦), (α7 = 225◦, β7 = 30◦) et
(α8 = 315◦, β8 = 30◦), respectivement.
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(a) Vue 3D arbre. (b) Vue 2D arbre.
FIGURE IV.33 – Configuration d’étude d’un arbre composé d’un tronc posé sur un sol
parfaitement conducteur et de huit branches inclinées. Le plan d’incidence est (φi = 0◦,
θi = 35◦) et le plan d’observation varie (φs ∈ [0◦ : 360◦ ], θs = 35◦).
Nous rappelons que le but de cette étude est de montrer que l’effet du couplage, qui se
produit entre les branches, le tronc et le sol, doit être de moins en moins négligeable à mesure
que le volume occupé par les branches augmente en comparaison de celui du tronc.
Les figures IV.34 et IV.35 montrent la comparaison entre les deux modèles, en amplitude
et phase et pour tous les canaux de polarisation. Tout d’abord, nous pouvons remarquer que
le modèle approché donne une bonne approximation du champ calculé par le modèle exact.
Par ailleurs, l’amplitude du champ diffracté calculé par le modèle exact montre bien l’effet du
couplage qui se manifeste par la présence d’oscillations (C.3). Cet effet est logiquement ab-
sent dans le modèle approché. Cela vérifie bien l’hypothèse selon laquelle l’effet des branches
était négligeable lorsqu’elles n’étaient que quatre.
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FIGURE IV.34 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché, pour un arbre composé d’un tronc vertical (β = 0◦ , α = 0◦ ) placé sur un sol
parfaitement conducteur et de huit branches inclinées, en fonction de l’angle d’observation
φs ∈ [0◦ : 360◦ ] et pour les polarisations Vv et Hh.
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FIGURE IV.35 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché, pour un arbre composé d’un tronc vertical (β = 0◦ , α = 0◦ ) placé sur un sol
parfaitement conducteur et de huit branches inclinées, en fonction de l’angle d’observation
φs ∈ [0◦ : 360◦ ] et pour les polarisations Vh et Hv.
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IV.8 Validation du cas de diffraction par plusieurs arbres
Afin de valider notre modèle de diffraction sur une cible plus réaliste, une étude est faite
sur une scène plus complexe. Cette scène est constituée de deux "arbres", où chacun est re-
présenté par un cylindre vertical (α = 0◦ ,β= 0◦) simulant le tronc de dimensions [5 cm, 1,5 m]
et deux cylindres inclinés (α1 = 0◦, α2 = 90◦, β1 = β2 = 30◦) de dimensions [2 cm, 0,5 m] pour
les branches positionnées autour du tronc à 1 m du sol. Les deux arbres sont placés sur un
sol parfaitement conducteur loin l’un de l’autre, de manière à limiter les couplages entre les
arbres et à respecter les distances le plus couramment observées. Le premier est positionné à
2 m de l’origine suivant l’axe OX , tandis que le second est positionné à 2 m de l’origine suivant
l’axe OY .
La scène est éclairée par une onde électromagnétique plane de fréquence 435 MHz. L’an-
tenne d’émission est localisée dans le plan XOZ (φi = 0
◦ ), avec un angle d’incidence de 35◦ .
L’antenne de réception se déplace sur une cercle centré sur l’axe OZ parallèle au plan XOY ,
avec une angle de réception de θs = 35◦. Les points d’observation varient entreφs = 0◦ et 360◦ ,
avec un pas angulaire de 1◦. Il s’agit donc d’un bistatisme en φs . La configuration d’étude est
illustrée sur la figure IV.36.
FIGURE IV.36 – Deux arbres sont placés
sur un sol parfaitement conducteur. Chaque
arbre est composé d’un tronc vertical (β =
0◦ , α = 0◦ ) et deux branches inclinées de
(β1 = 30◦, α1 = 0◦) et (β2 = 30◦, α2 = 90◦), res-
pectivement. Le plan d’incidence est repré-
senté en bleu clair (φi = 0
◦ ) avec un angle
d’incidence θi = 35◦ et les points d’observa-
tion sont indiqués en bleu (θs = 35◦, φs ∈
[0◦ : 360◦ ]).
Les figures IV.37 et IV.38 montrent un bon accord (C.3) entre les deux modèles, en ampli-
tude et en phase et pour tous les canaux de polarisation. Compte tenu des résultats obtenus
précédemment (chapitre IV.7), nous savons que les troncs sont les diffuseurs principaux de
cette configuration. Les branches sont petites et trop peu nombreuses pour avoir un effet clai-
rement visible. De plus, la bonne adéquation entre les résultats des deux modèles confirme
bien le fait que le couplage entre les arbres est négligeable. Enfin, la faible erreur sur les phases
permet de valider le modèle approché lorsqu’il prend en compte les sommations cohérentes
des ondes diffractées par des objets distants.
IV.8. Validation du cas de diffraction par plusieurs arbres 67
0 100 200 300
0
0.5
1
1.5
2
φ
s
 [Deg]
A
m
pl
itu
de
SVv
0 100 200 300
−200
−100
0
100
200
φ
s
 [Deg]
Ph
as
e 
[D
eg
]
SVv
0 100 200 300
0
0.5
1
φ
s
 [Deg]
A
m
pl
itu
de
SHh
0 100 200 300
−200
−100
0
100
200
φ
s
 [Deg]
Ph
as
e 
[D
eg
]
SHh
 
 
Approchée Exacte
FIGURE IV.37 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour deux arbres en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les
polarisations Vv et Hh.
0 100 200 300
0
0.2
0.4
0.6
0.8
φ
s
 [Deg]
A
m
pl
itu
de
SVh
0 100 200 300
−200
−100
0
100
200
φ
s
 [Deg]
Ph
as
e 
[D
eg
]
SVh
0 100 200 300
0
0.2
0.4
0.6
0.8
φ
s
 [Deg]
A
m
pl
itu
de
SHv
0 100 200 300
−200
−100
0
100
200
φ
s
 [Deg]
Ph
as
e 
[D
eg
]
SHv
 
 
Approchée Exacte
FIGURE IV.38 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour deux arbres en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les
polarisations Vh et Hv.
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IV.9 Validation d’un objet diffractant posé sur un sol réel
A- Cas d’un cylindre diélectrique
Pour cette validation, nous nous replaçons dans la configuration bistatique en φs déjà
étudiée (Fig IV.24) et nous remplaçons le sol parfaitement conducteur par un sol diélectrique
de permittivité relative εr = 10+ 3.6
Sur les figures IV.39 et IV.40 nous présentons la comparaison des amplitudes et phases du
champ diffracté calculé à l’aide des deux modèles pour un cylindre placé sur un sol réel en
fonction de l’angle d’observation φs et pour les quatre canaux de polarisation (Vv, Hh, Vh et
Hv).
Les résultats nous montrent la bonne correspondance entre les deux modèles, aussi bien
en module qu’en phase. De plus, nous remarquons que, comme attendu, l’amplitude des
champs diffractés est atténuée par rapport au cas sur sol parfaitement conducteur.
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FIGURE IV.39 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un cylindre vertical (β = 0◦ , α = 0◦ ) placé sur un sol diélectrique de
permittivité εr = 10+ 3.6 en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les
polarisations Vv et Hh.
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FIGURE IV.40 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un cylindre vertical (β = 0◦ , α = 0◦ ) placé sur un sol diélectrique de
permittivité εr = 10+ 3.6 en fonction de l’angle d’observation φs ∈ [0◦ : 360◦ ] et pour les
polarisations Vh et Hv.
B- Cas d’un arbre composé d’un tronc et de quatre branches
Pour cette configuration (fig. IV.41), l’arbre est positionné à 2m sur les axes OX et OY et
posé sur une surface diélectrique de permittivité relative εr = 10+ 3.6 modélisant un sol réel
à pertes. L’arbre est composé d’un tronc de dimensions [5 cm, 1,5 m]. Sur son pourtour, quatre
branches sont positionnées de façon à ce qu’elles soient séparées de 90◦ les unes des autres et
toutes à 1m de hauteur au dessus du sol. Toutes les branches sont inclinées de 30◦ par rapport
à l’axe OZ .
L’angle d’incidence est de θi = 35◦ dans le plan XOZ . L’antenne de réception se déplace
dans un plan parallèle au sol avec un pas angulaire de 1◦ , pour un angle de diffusion θs = 35◦.
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FIGURE IV.41 – Un arbre est placé sur un sol
diélectrique. L’arbre est composé d’un tronc
vertical et de quatre branches inclinées. Le
plan d’incidence est représenté en bleu clair
(φi = 0
◦ ) avec un angle d’incidence θi = 35◦
et les points d’observation sont indiqués en
bleu pour θs = 35◦ (φs ∈ [0◦ : 360◦ ]).
Les figures IV.42 et IV.43 montrent une bonne concordance entre les deux modèles pour
le module et la phase. De plus, dans ces résultats on peut bien distinguer l’effet du couplage
(tronc-branches) pris en compte dans le modèle exact, à travers les oscillations visibles sur
les amplitudes des éléments de la matrice de diffusion. En effet ici les branches ont de plus
grandes dimensions que dans le cas traité dans le paragraphe IV.7.A-
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FIGURE IV.42 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un arbre constitué d’un tronc vertical placé sur un sol diélectrique de
permittivité εr = 10+ 3.6 et de quatre branches situées à une hauteur de 1m pour les
polarisations Vv et Hh.
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FIGURE IV.43 – Comparaison des amplitudes et phases calculées à l’aide des modèles exact et
approché pour un arbre constitué d’un tronc vertical placé sur un sol diélectrique de
permittivité εr = 10+ 3.6 et de quatre branches situées à une hauteur de 1m pour les
polarisations Vh et Hv.
IV.10 Conclusion
Ce chapitre avait pour but de confronter le modèle approché proposé par Sarabandi à un
modèle exact basé sur la méthode des moments. Le modèle approché est établi dans l’hy-
pothèse du cylindre infini qui est d’autant plus valide que la hauteur est grande devant la
longueur d’onde. Une comparaison entre les deux modèles l’a bien mis en évidence. De plus,
en fonction du rapport entre le rayon du cylindre et la longueur d’onde, nous avons pu mettre
en évidence une autre source d’erreur possible liée aux nombre d’harmoniques utilisés pour
calculer numériquement la solution du modèle approché. Ces deux limites étant posées, nous
avons pu comparer les deux modèles dans de multiples configurations :
— tout d’abord des configurations géométriques à travers des cylindres verticaux ou incli-
nés, en espace libre et sur sol conducteur parfait ou diélectrique à pertes, seuls ou en
groupe pour représenter un tronc avec des branches ou plusieurs arbres,
— ensuite, des configurations monostatiques ou bistatiques et, pour ce dernier cas, deux
configurations différentes (bistatisme en θs et en φs).
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Pour toutes ces configurations d’étude, le modèle approché s’est révélé fournir une bonne
approximation du résultat obtenu à l’aide du modèle dit "exact", pourvu qu’il soit utilisé dans
son domaine de validité. Les limitations du modèle approché sont clairement apparues no-
tamment lorsque la géométrie implique des couplages forts entre les différents diffuseurs. Si
le modèle approché est capable de donner une description correcte du comportement du
champ diffusé, les contributions des couplages ne sont pas prises en compte.
Enfin, dans la configuration bistatique en φs , les résultats particulièrement bons de la
comparaison laissent supposer que cette configuration de mesure sera à privilégier lors de
l’utilisation du modèle approché dans le processus d’inversion de données.
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V.1 Introduction
La réciprocité polarimétrique en configuration monostatique est importante. D’une part
les configurations monostatiques sont les plus simples à mettre en œuvre lors des mesures et
la plupart des radars embarqués sont dans cette configuration et, d’autre part, la réciprocité
implique une symétrie de la matrice de diffusion qui est exploitée par la théorie de la polari-
métrie radar.
Néanmoins, il est bien connu que les modèles approchés basés sur l’approximation du
cylindre infini ne sont pas réciproques [29]. Malgré ce constat, le sujet ne semble pas avoir été
approfondi, à notre connaissance. Cela est donc l’objet de ce chapitre.
Nous commencerons par présenter et discuter de la réciprocité d’un point de vue théo-
rique, puis nous mettrons en évidence la perte de réciprocité attendue par des comparaisons
avec le modèle exact. Ensuite, nous essaierons d’identifier, dans les équations analytiques du
modèle approché, les causes de cette perte de réciprocité. Face à cela, nous proposerons une
façon simple de limiter l’erreur due à la perte de réciprocité en configuration monostatique.
V.2 La réciprocité polarimétrique en configuration monosta-
tique
A- Principe de la réciprocité
La propriété majeure des configurations monostatiques est la réciprocité des canaux de
polarisation croisée qui est la conséquence de la propriété de réciprocité d’un chemin optique
parcouru dans les deux sens, trajet "aller" et "retour".
Afin de démontrer la propriété de réciprocité polarimétrique [30], on considère une onde
électromagnétique plane dont le vecteur d’onde incident est kˆi et qui éclaire un objet ou un
ensemble d’objets diffractants (Ω). Le vecteur d’amplitude à l’origine est défini par ~E i (O) =
E0qˆ , où le vecteur unitaire qˆ décrit la polarisation de l’onde incidente, verticale (qˆ = vˆ) ou
horizontale (qˆ = hˆ).
Dans l’approximation du champ lointain, le champ diffracté ~E s mesuré en polarisation
qˆ ′ s’écrit de manière générale en fonction du vecteur d’onde incident kˆi , du vecteur d’onde
diffusé kˆs et de la polarisation de l’onde incidente qˆ : ~E
s
qˆ ′ = qˆ ′ ·~E s(qˆ , kˆi , kˆs).
La figure V.1 illustre la configuration du chemin "aller" (noté 1). Le champ diffracté s’écrit
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alors :
~E s1 = qˆ ′ ·~E s1 (qˆ , kˆi1 , kˆs1 ). (V.1)
FIGURE V.1 – Configuration du chemin
"aller" pour la diffraction par un objetΩ.
De la même manière, le chemin "retour" (indiqué par l’indice 2 et décrit sur la figure V.2)
conduit à l’équation :
~E s2 = qˆ ·~E s2 (qˆ ′,−kˆs1 ,−kˆi1 ) , (V.2)
où l’on a préalablement établit que kˆi2 =−kˆs1 et kˆs2 =−kˆi1 pour le trajet "retour", puis consi-
dérer que la polarisation de l’onde diffractée (resp. émise) sur le trajet "aller" est la polarisa-
tion de l’onde émise (resp. diffractée) pour le trajet "retour".
FIGURE V.2 – Configuration du chemin
"retour" pour la diffraction par un objetΩ.
La propriété de réciprocité des chemins optiques parcourus dans deux sens différents
impose l’égalité de ces deux mesures (équations V.1 et V.2) et conduit donc à [31, 30] :
qˆ ′.~E s1 (qˆ , kˆi1 , kˆs1 )= qˆ .~E s2 (qˆ ′,−kˆs1 ,−kˆi1 ). (V.3)
Dans le cas particulier du monostatisme, où kˆs =−kˆi , l’équation V.3 s’écrit :
qˆ ′.~E s1 (qˆ , kˆi1 ,−kˆi1 )= qˆ .~E s2 (qˆ ′, kˆi1 ,−kˆi1 ). (V.4)
Afin de se focaliser sur les propriétés des polarisations croisées, réécrivons l’équation V.4
en supposant que qˆ = hˆi et qˆ ′ = vˆs :
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vˆs .~E
s1 (hˆi , kˆi1 ,−kˆi1 )= hˆi .~E s2 (vˆs , kˆi1 ,−kˆi1 ). (V.5)
En convention FSA, on a hˆs =−hˆi et vˆs = vˆi , ce qui permet de réécrire le second terme de
l’équation V.5 sous la forme :
vˆs .~E
s1 (hˆi , kˆi1 ,−kˆi1 )=−hˆs .~E s2 (vˆi , kˆi1 ,−kˆi1 ). (V.6)
Pour faire apparaître les coefficients de polarisation croisée SH v et SV h de la matrice de
diffusion, on utilise l’expression de la forme générale du champ diffracté en champ lointain
donnée par l’équation I.1. On obtient l’expression des champs diffusés ~E s1 et ~E s2 :
vˆs .~E
s1 (hˆi , kˆi1 ,−kˆi1 )=
e j (ωt−k0r )
r
SV hE0 , (V.7a)
hˆs .~E
s2 (vˆi , kˆi1 ,−kˆi1 )=
e j (ωt−k0r )
r
SH v E0. (V.7b)
Par simple substitution dans l’équation V.6 on obtient alors :
(SH v =−SV h)F S A. (V.8)
Donc, pour une configuration monostatique dans la convention FSA, la réciprocité force
la condition suivante :  SV v SV h
SH v SHh

F S A
=
 SV v −SH v
SH v SHh

F S A
. (V.9)
La condition de réciprocité donnée par V.5 est aussi valide en convention BSA où hˆs = hˆi
et vˆs = vˆi . Le même raisonnement conduit à la condition :
(SH v = SV h)BS A. (V.10)
Ainsi, l’avantage de la convention BSA, par rapport à la convention FSA, réside dans le fait
que la matrice de diffusion est symétrique.
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B- Discussion sur la réciprocité des mécanismes de diffusion
La condition de réciprocité, ainsi énoncée pour les coefficients contrapolaires, doit être
valide quelque soit la cible observée en configuration monostatique.
Si la cible se trouve en espace libre, seul un mécanisme de simple rebond est mis en jeu
(Fig IV.21b). La réciprocité implique donc que sa matrice de diffusion respecte la condition
(V.8) en convention FSA ou (V.10) en BSA. Puisque kˆs = −kˆi , lors de l’interaction avec le cy-
lindre, la réciprocité du simple rebond est automatique.
Lorsque la cible se trouve sur le sol, deux autres mécanismes rentrent en jeu, i.e., le double
rebond (Fig IV.21c et Fig IV.21d) et le triple rebond (Fig IV.21e). Pour ce dernier mécanisme,
l’interaction de l’onde avec le cylindre est assimilable à celle observée pour le simple rebond
(kˆs = −kˆi ). La réciprocité est évidente. La situation du double rebond est différente. Ce mé-
canisme se décompose en deux chemins optiques faisant intervenir une diffusion bistatique
sur le cylindre. Il n’y a donc aucune raison pour que les mécanismes de double rebond "aller"
et "retour", pris séparément, soient réciproques. Mais, dans le cas où les antennes sont en
configuration monostatique et seulement dans ce cas, les chemins "aller" et "retour" sont des
trajets réciproques et la sommation de ces deux mécanismes donne une matrice de diffusion
polarimétriquement réciproque. Cela se conçoit aisément si l’on considère que le découpage
du double rebond en deux sous-mécanismes "aller" et "retour" n’est qu’un artefact de modé-
lisation. Puisque le double rebond est globalement monostatique, il est évident que les ma-
trices de diffusion du double rebond "aller" et du double rebond "retour" doivent satisfaire
l’égalité ([27], [32]) :
 SV v SV h
SH v SHh

"r etour "
=
 SV v −SH v
−SV h SHh

"al ler "
. (V.11)
Nous allons mettre en évidence une faiblesse du modèle qui ne permet pas de satisfaire
cette condition de réciprocité.
C- Mise en évidence de la perte de réciprocité
Après avoir défini les conditions de la réciprocité polarimétrique et discuté de la problé-
matique de la perte de réciprocité, nous allons mettre en évidence cette dernière en compa-
rant le modèle approché au modèle exact pour une configuration qui s’y prête.
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Pour cette comparaison, nous avons adopté la configuration d’un cylindre diélectrique
vertical en espace libre. Le cylindre est éclairé par une onde plane émise par une antenne
positionnée dans le plan XOZ (φi = 0
◦ ) avec une angle d’incidence θi = 30◦. L’antenne récep-
trice est positionnée sur un cercle centré sur l’axe du cylindre, parallèle au plan XOY tel que
φs ∈ [0◦ : 360◦ ] avec une angle de diffraction θs = 120◦ (Fig V.3a), ce qui positionne les récep-
teurs en dehors du cône spéculaire. Cette configuration représente le chemin optique "aller".
Pour obtenir le chemin optique "retour", il nous suffit d’intervertir les antennes d’émission et
de réception (Fig V.3b).
La configuration de cette étude simule les deux mécanismes de diffusion localement bi-
statique sur le cylindre qui interviendraient dans le calcul du double rebond sur un cylindre
incliné au dessus d’un sol lisse pour une configuration monostatique.
(a) Configuration localement bistatique du
chemin "aller".
(b) Configuration localement bistatique du
chemin "retour".
FIGURE V.3 – Chemins optiques réciproques liés au mécanisme de double rebond
monostatique.
Les figures V.4 et V.5 montrent les parties réelles et imaginaires du champ diffracté, pour
les quatre canaux de polarisation, en fonction deφs pour le chemin "aller" (φi pour le chemin
de retour) pour les modèles exact et approché.
La présentation des résultats sur ces figures est faite de telle manière que les courbes de
chaque modèle sont superposées si la réciprocité est vérifiée.
Les résultats V.4 et V.5 montrent bien que le modèle exact respecte la condition de réci-
procité (courbes confondues), tandis que le modèle approché échoue.
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FIGURE V.4 – Mise en évidence de la perte de réciprocité sur les parties réelle et imaginaire
des copolarisations (Vv, Hh).
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FIGURE V.5 – Mise en évidence de la perte de réciprocité sur les parties réelle et imaginaire
des polarisations croisées (Vh, Hv).
L’idée la plus simple pour remédier à cette perte de réciprocité consisterait à ne calculer
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qu’un seul des deux chemins optiques et de déduire l’autre à partir des relations de récipro-
cité. Cette technique est par ailleurs utilisée pour optimiser le calcul du couplage entre dif-
fuseurs ([33]). Néanmoins, les résultats présentés sur les figures V.4 et V.5 montrent aussi que
l’on ne peut pas conclure qu’un trajet est toujours mieux calculé que l’autre. Par exemple,
pour les canaux copolaires de la figure V.4, le calcul approché du chemin "aller" est plus
proche du modèle exact seulement pour la partie réelle de SV v . Pour les autres, le calcul ap-
proché du chemin "retour" semble meilleur.
Différentes simulations, qui ne seront pas présentées ici, ont permis de comprendre que
la perte de réciprocité est due au mécanisme de double rebond. Nous avons donc tenté de
dépasser ce constat et d’identifier les sources de la perte de réciprocité dans le modèle appro-
ché.
V.3 Reformulation de la matrice de diffusion d’un cylindre di-
électrique
Afin de rendre plus facilement visible la provenance de la perte de réciprocité, nous avons
préféré synthétiser l’expression des coefficients de la matrice de diffusion (II.38a) calculée par
la méthode approchée présentée dans le chapitre II.
Le matrice de diffusion S d’un cylindre diélectrique fini de permittivité relative εr , de
rayon a et de hauteur h, est définie par l’équation suivante :
Spq = k0ah
2sinθs
sinc
(
k0h
2
(cosθi −cosθs)
)
Dpq , (V.12)
où p et q représentent la polarisation (v ou h) et où le terme Dpq dépend des polarisations (v
et h) et des paramètres r , θi , θs et φt =φs −φi .
Les termes de copolarisation Dpp (p = v ou h) s’écrivent sous la forme :
Dpp =
∞∑
n=−∞
(−1)n [ An + n2 γBn] e  n φt ,
An = P (Jn) + Cn P (H (1)n ) ,
Bn =C n H (1)n (x0) Jn(y0) ,
(V.13)
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où Jn et H
(1)
n sont les fonctions de Bessel et de Hankel de première espèce d’ordre n et :
P (Fn)= F ′n(x0) Jn(y0) −
sinθi
sinθs
Fn(x0) J
′
n(y0) ,
γ = cosθi
k0 r sinθi
[
1 − cosθs sinθi
cosθi sinθs
]
,
x0 = k0 a sinθi ; y0 = k0 a sinθs .
(V.14)
Cn est un coefficient qui vaut respectivement C
T M
n pour la polarisation V v (TM pour
transverse magnétique) ou C T En pour la polarisation Hh (TE pour transverse électrique), avec :
C n =
2  δ J 2n(x1)
pi x0 sinθi Q
,
C T Mn = −
[
V (1, H (1)n ) V (εr , Jn) − W (Jn) W (H (1)n )
]
/Q ,
C T En = −
[
V (εr , H
(1)
n ) V (1, Jn) − W (Jn) W (H (1)n )
]
/Q
(V.15)
et
x1 = k0 a
√
εr − cos2θi ,
Q =V (1, H (1)n ) V (εr , H (1)n ) − W 2(H (1)n ) ,
V (η,Fn) = k0 a
[
η
x1
Fn(x0) J
′
n(x1) −
1
x0
F ′n(x0) Jn(x1)
]
,
W (Fn) = n δ Fn(x0) Jn(x1) , Fn = Jn ou H (1)n ,
δ = k0 a cosθi
[
1
x21
− 1
x20
]
, η= 1 ou εr .
(V.16)
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Les termes de polarisation croisée Dpq (avec p 6= q) sont définis par :
Dpq =σ 
∞∑
n=−∞
n (−1)n
[
C n P (H
(1)
n ) + γ En
]
e  n φt ,
En =
[
Jn(x0) + Cn H (1)n (x0)
]
Jn(y0) ,
σ =

−1 if pq = hv
+1 if pq = vh
,
(V.17)
où Cn représente respectivement C
T M
n et C
T E
n pour les polarisations hv et vh.
V.4 Diagnostic de la perte de réciprocité
Nous prenons à nouveau le cas d’un cylindre diélectrique vertical en espace libre et nous
allons étudier les matrices de diffusion pour les deux trajets "aller" et "retour". Nous allons
tester séparément le cas du bistatisme en θs et le cas du bistatisme en φs pour identifier quel
angle fait perdre les propriétés de réciprocité énoncées par l’équation V.11.
La figure V.6 donne le module et la phase des canaux copolaires dans la configuration
d’un bistatisme en θs avec φs = φi . Les canaux contrapolaires ne sont pas présentés car ils
sont nuls pour cette configuration.
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FIGURE V.6 – Module et phase des canaux copolaires en bistatime en θs avec φs =φi .
Les figures V.7 et V.8 donnent respectivement les parties réelles et imaginaires des canaux
copolaires et contrapolaires dans le cas d’un bistatisme en φs pour θs = θi , soit des antennes
sur le cône de rétrodiffusion.
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FIGURE V.7 – Parties réelles et imaginaires des canaux copolaires en bistatime en φs avec
θs = θi .
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FIGURE V.8 – Parties réelles et imaginaires des canaux contrapolaires en bistatime en φs avec
θs = θi .
Le premier constat, au regard de ces résultats, est que le bistatisme en θs ne conserve pas
la réciprocité (Fig V.6). Néanmoins, la représentation en module/phase a ici été choisie car elle
permet de faire apparaître un résultat important. Les modules et phases des trajets "aller" et
"retour" sont égaux sur les deux canaux de polarisation pour θs = θi et pour θs =pi−θi , c’est-
à-dire lorsque le mécanisme local de diffusion se fait sur le cône de rétrodiffusion ou diffusion
spéculaire. Cette propriété est illustrée par la comparaison des figures V.4 et V.5 aux figures V.7
et V.8. Dans le premier cas, nous nous plaçons à dessein en dehors du cône de rétrodiffusion
et du cône spéculaire ; les résultats montrent alors une perte de réciprocité. Dans le second
cas, la réciprocité est assurée pour des antennes sur le cône de rétrodiffusion.
En résumé, le bistatisme en θs montre une perte de réciprocité que n’affiche pas le bi-
statisme en φs pour des antennes sur les cônes de rétrodiffusion et spéculaire. Les angles
d’incidence θi et de diffusion θs en sont donc les responsables. Par conséquent, le fait que la
réciprocité soit vérifiée, sur les cônes de rétrodiffusion ou spéculaire du mécanisme local de
diffusion, implique que, dans une configuration monostatique, le double rebond fait perdre
la réciprocité au modèle approché dès lors que le cylindre est incliné au dessus du sol.
Poussons notre analyse plus loin en étudiant les équations du chapitre V.3 lorsque θi et
θs sont permutés. Si l’on regarde l’équation V.12, on voit clairement que la permutation des
angles θi et θs entre les deux trajets n’a aucun effet sur le terme en sinus cardinal mais en a
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sur le facteur en sinθs . Quant aux termes Dpp et Dpq , il peuvent être affectés par cette permu-
tation à travers les sinus et cosinus dans tous les autres termes.
En conclusion, si nous rendons permutables les sinus et cosinus des angles θi et θs nous
pouvons espérer rendre la réciprocité à la matrice de diffusion du double rebond.
V.5 Modèle PRECY
Dans la section précédente, nous avons vu que la perte de réciprocité était due à la non-
permutabilité (hors cône spéculaire ou de rétrodiffusion) des angles d’incidence θi et de dif-
fusion θs lors de la définition des trajets optiques réciproques du double rebond en configu-
ration monostatique.
Nous proposons, dans ce chapitre, une modification simple du code d’origine afin de li-
miter la perte de réciprocité. Nous avons dénommé cette modification" PRECY" (Polarime-
tric REciprocal model for finite CYlinder). Elle consiste à forcer la réciprocité en remplaçant
les fonctions circulaires sinus et cosinus par leur moyenne géométrique, mais en conservant
les signes de manière à ne pas changer les quadrants dans lesquels se trouvent les vecteurs
d’ondes incident et diffusé :
f (θm)= si g n( f (θm))
√
| f (θi ) f (θs)| , (V.18)
où m signifie i (pour incident) ou s (pour diffusé) et f est la fonction circulaire "cos" ou "sin".
Le changement donné par l’équation V.18 a d’abord un premier avantage, i.e., il est simple
à mettre en œuvre. Ensuite, il ne change rien au calcul des champs diffusés dans les directions
spéculaire et de rétrodiffusion, là où le modèle initial est déjà réciproque.
Nous allons tout d’abord vérifier que la modification proposée donne des résultats réci-
proques dans le cas du bistatisme en θ, puis dans un cas de bistatisme quelconque.
A- Cas du bistatisme en θ
Nous reprenons notre cible de référence, un cylindre vertical en espace libre, que nous
éclairons sous une incidence de θi = 30◦ dans le plan XOZ , et nous calculons avec PRECY
le champ diffracté sur une antenne réceptrice positionnée sur un demi-cercle dans le plan
d’incidence (φs = 0
◦ ). La figure V.9 montre bien que le modèle PRECY est réciproque dans
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toutes les configurations de bistatisme en θ. Les canaux contrapolaires ne sont pas montrés
car leur contribution est nulle.
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FIGURE V.9 – Vérification de la réciprocité forcée par le modèle PRECY sur les parties réelle et
imaginaire des canaux copolaires du champ diffracté par un cylindre vertical en espace libre
pour une configuration de bistatisme en θ.
B- Cas du bistatisme quelconque
Nous allons vérifier maintenant que le modèle PRECY force bien la réciprocité dans un
cas de bistatisme quelconque.
Nous choisissons à nouveau un cylindre vertical en espace libre, pour une incidence de
θi = 35◦ et φi = 0◦ et pour un angle de diffusion θs = 120◦ avec une antenne de réception
tournant autour de l’axe du cylindre selon φs . Nous sommes bien en dehors des cônes spé-
culaire et de rétrodiffusion, comme dans la section C- où la perte de réciprocité a été mise en
évidence. L’apport de PRECY est donc montré par comparaison au modèle approché initial.
Les figures V.10 et V.11 comparent le respect de la réciprocité par les deux modèles ap-
prochés. Si le modèle est réciproque, alors les courbes des chemins "aller" et "retour" sont
confondues.
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FIGURE V.10 – Vérification de la réciprocité forcée par le modèle PRECY sur les parties réelle
et imaginaire des canaux copolaires en bistatisme quelconque.
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FIGURE V.11 – Vérification de la réciprocité forcée par le modèle PRECY sur les parties réelle
et imaginaire des canaux contrapolaires en bistatisme quelconque.
Il est bien clair que la modification PRECY force la réciprocité là où le modèle initial
88 Chapitre V. La réciprocité du modèle approché
échoue. Il s’agit maintenant de vérifier, dans un contexte plus réaliste, l’impact de cette mo-
dification.
V.6 Vérification de l’impact de la modification PRECY
Pour notre choix de représentation de la forêt, les cylindres mis en jeu seront en situation
de configurations monostatiques et/ou bistatiques. Retrouver la propriété de réciprocité par
la modification PRECY est une bonne chose pour les configurations monostatiques. Néan-
moins, on peut se demander quel impact elle a sur le diagramme de rayonnement d’un cy-
lindre et si le fait de forcer la réciprocité ne disqualifie pas PRECY pour les configurations
bistatiques plus générales. Pour en avoir un aperçu, nous avons comparé l’erreur entre le
modèle approché initial et sa version PRECY par rapport au modèle de référence (le modèle
exact).
Pour cela nous choisissons un cylindre vertical ([5 cm, 3 m], εr = 9+ 6 ), posé sur un
sol conducteur et éclairé à une fréquence de 435 MHz. Nous avons ainsi fixé φi = 0◦, puis
nous avons calculé l’erreur cumulée sur tout le diagramme de rayonnement du demi-espace
supérieur (θs ∈ [0◦ : 90◦ ], φs ∈ [0◦ : 360◦ ]) pour chaque θi . Nous avons isolé le mécanisme
du double rebond dans le calcul du modèle exact ([23]) et nous nous en sommes servi de
référence pour calculer l’erreur :
ξpq =
∑
θs ,φs
|SMoMpq −Spq |
2
∑
θs ,φs
|SMoMpq |2
, (V.19)
où p et q représentent les polarisations (h ou v) et SMoM et S représentent respectivement les
matrices de diffusion obtenues par la méthode exacte et une des deux méthodes approchées
(modèle approché ou sa version PRECY).
Avant d’interpréter les résultats de la figure V.12 pour répondre à notre problématique,
nous faisons deux remarques préalables. Tout d’abord, le niveau d’erreur des deux modèles
qui augmente quand l’angle d’incidence diminue est dû au fait que les modèles approchés ne
prennent pas en compte la diffusion par les sections terminales des cylindres, contrairement
à ce que fait le modèle exact. Ensuite, pour ce qui concerne les fortes erreurs dans les canaux
de polarisation croisée pour les grands angles d’incidence, nous avons vérifié que cela était
dû à des niveaux de polarisation croisée très faibles qui augmentent artificiellement l’erreur
relative.
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Pour ce qui est de voir l’impact de la modification PRECY dans une configuration plus
réaliste, la figure V.12 nous permet de remarquer que les erreurs des deux modèles approchés
tendent à être identiques pour les grands angles d’incidence, lorsque θi devient rasant. Pour
les plus faibles angles d’incidence, le modèle modifié PRECY tend à donner des résultats plus
proches des calculs du modèle exact que le modèle approché initial. Cela signifie, que dans
cette configuration, l’impact de la réciprocité forcée est plutôt bénéfique.
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FIGURE V.12 – L’erreur sur les différents canaux de polarisation pour le modèle approché et
sa version PRECY.
Néanmoins, il nous semble nécessaire de modérer notre propos. En effet, des simula-
tions supplémentaires ont permis de mettre en évidence des cas particuliers où la perte de
réciprocité n’est pas corrigée par la modification PRECY. Cela se produit lorsque les angles
locaux θi et θs , qui sont calculés à partir de l’axe du cylindre, donnent des cosinus de même
signe. Dans ce cas seulement, le terme γ de l’équation V.14 est non nul et fait perdre la réci-
procité. Cette configuration angulaire locale se produit lorsque le cylindre est suffisamment
incliné pour que son angle d’inclinaison apparent par rapport à la verticale soit plus grand
que l’angle d’incidence de l’antenne. Cela peut aisément se produire pour une branche. En
ce qui concerne les troncs, majoritairement impliqués dans le double rebond, leur relative
verticalité nous assure qu’un angle d’incidence réaliste sera toujours plus grand que son in-
clinaison. En configuration monostatique, pour les mécanismes de double rebond sur des
troncs, il apparaît que PRECY est une modification intéressante.
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V.7 Conclusion
Dans ce chapitre nous avons abordé un problème récurrent dans les modèles approchés
basés sur l’approximation du cylindre infini. Ils n’assurent pas la réciprocité polarimétrique
attendue dans une configuration monostatique. Au cours de notre étude nous avons pu iden-
tifier le coupable comme étant le double rebond. Nous avons montré que ce mécanisme perd
sa réciprocité à cause de la diffusion bistatique locale qui ne respecte pas toujours les condi-
tions nécessaires. Ceci est d’autant plus important que le double rebond est un mécanisme
fort, voire dominant.
Nous avons donc proposé une modification du code approché qui permet de forcer la
réciprocité attendue dans un mécanisme contenant deux trajets optiques réciproques. Nous
avons montré que cette modification simple permet effectivement de satisfaire les proprié-
tés de réciprocité attendues mais aussi que cette modification a un impact plutôt bénéfique
sur les résultats quand on les compare à ceux obtenus à l’aide du modèle exact. Néanmoins,
nous avons apporté un bémol à cette méthode en limitant son applicabilité à des cylindres
assez verticaux, comme les troncs. Ceci est d’autant plus important que les troncs sont les
principaux contributeurs du mécanisme de double rebond.
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I.1 Méthodes d’optimisation
A- Introduction sur l’optimisation
a- L’optimisation d’un point de vue mathématique
L’optimisation est une approche mathématique qui est utilisée pour obtenir des solutions
à un problème donné. Un problème de dimension k peut être écrit de façon générale comme :
(Pr oblème)

min
x
ou max
x
f (x) ∈Rk
gi (x)≤ 0 i = 1, . . . , p
h j (x)= 0 j = 1, . . . , q
xtmi n ≤ xt ≤ xtmax t = 1, . . . ,k
(I.1)
où :
I.1. Méthodes d’optimisation 95
" f (x)" est le critère à optimiser (minimiser ou maximiser), appelé aussi fonction objec-
tif,
"x" est un vecteur à k variables (xk ), qui représentent les variables d’optimisation,
"gi (x)" et "h j (x)" représentent respectivement les contraintes d’inégalité et d’égalité,
"xtmi n" et "xtmax" désignent les contraintes de domaine,
"Rk " est l’espace de recherche borné par les contraintes de domaine.
La solution de ce problème d’optimisation est alors donnée par un ensemble de paramètres x
pour lesquels la fonction d’objectif présente une valeur optimum (minimum ou maximum),
en respectant les contraintes d’égalité, d’inégalité et du domaine de variation. Dans l’ap-
proche mathématique, l’optimisation consiste à trouver les zéros de la dérivée de la fonction.
Même si la dérivée est souvent exprimable, la détermination de ses zéros est difficile.
b- L’optimisation d’un point de vue ingénierie
Pour l’ingénierie, il s’agit d’utiliser le principe mathématique de l’optimisation pour ob-
tenir la meilleure solution à un problème physique concret. Pour un système déterminé, on
souhaite trouver le jeu de paramètres d’entrée qui fournit la sortie désirée. Le jeu de para-
mètres d’entrée doit donc évoluer de manière à faire en sorte que la sortie du système tende
vers la sortie attendue ; il est alors optimisé. La notion de processus itératif est, ici, intuitive-
ment ressentie.
Dans ce contexte, nous imaginons que l’ordinateur est l’outil idéal pour l’optimisation,
tant que le système et les variables influençant le système sont identifiés et peuvent être mis
sous forme numérique.
L’optimisation est donc le processus d’ajustement des entrées ou des caractéristiques
d’un dispositif, afin de trouver l’optimum, donc la solution désirée.
FIGURE I.1 – Processus d’optimisations pour les ingénieurs.
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La figure I.1, illustre les différentes étapes d’optimisation. Elles sont définies par : l’entrée
ou les éléments qui composent les différentes variables d’un problème, le processus d’optimi-
sation (qui consiste à maximiser/minimiser la fonction objectif ou fonction coût) et la sortie
qui retourne l’ensemble des variables d’entrées correspondant à un coût optimum (maxi-
mum ou minimum), c’est-à-dire la solution du problème. La fonction coût est, tout simple-
ment, une estimée de l’erreur entre la sortie attendue et la sortie calculée par l’optimisation à
chaque itération.
La science a développé des modèles simples pour représenter certains aspects limités de
la nature et la plupart de ces modèles simples (linéaires en général) ont été optimisés. Néan-
moins, beaucoup de problèmes physiques sont fortement non linéaires : une petite perturba-
tion de l’état initial peut donner lieu à des solutions très différentes, ce qui rend la procédure
d’optimisation difficile.
Une autre difficulté concernant l’optimisation des problèmes physiques consiste à déter-
miner si un optimum donné correspond à la meilleure solution (optimum global) ou à une
solution sous-optimale (minimum local). L’optimisation d’un problème peut donc s’avérer
extrêmement délicate. Les approches habituelles pour les problèmes non linéaires consistent
généralement à restreindre le domaine de recherche à une région suffisamment petite pour
trouver une approximation linéaire valide. Ceci exclut de fait les problèmes difficilement li-
néarisables qui s’étendent sur de grands domaines de variation de leurs paramètres.
B- Minimisation et maximisation
Dans l’équation (I.1), il s’agit d’optimiser une fonction objectif. Il existe deux types d’op-
timisation : la minimisation ou la maximisation de cette fonction. La plupart des cas d’op-
timisation sont des minimisations. Mais il y a des cas où l’intérêt est de trouver le point de
maximisation. Afin de résoudre cette situation, la fonction de minimisation est directement
liée à celle de maximisation par une simple transformation de la fonction objectif [34] :
f (x)→− f (x) Max
x
[
f (x)
]=Min
x
[− f (x)] . (I.2)
C- Optimum local et global
Le résultat trouvé par l’optimisation représente la solution de notre problème. Mais est-ce
la seule solution ? "Souvent pas" ! Est-ce la meilleure solution ? "C’est une question difficile"
([35]).
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a- Qu’est-ce qu’une meilleure solution ?
La notion de "meilleure solution" est, avant tout, relative au problème posé, à la méthode
utilisée pour sa résolution et aux tolérances admises. Donc, la solution optimale dépend de
la formulation du problème. Ensuite, un problème peut n’avoir qu’une seule solution. Elle
ne peut donc être que la meilleure. La terminologie "meilleure solution" implique alors qu’il
y a plus qu’une seule solution à un problème donné. Certains problèmes peuvent avoir dif-
férentes "meilleures solutions" selon l’intervalle choisi pour les variables d’entrée. On par-
lera donc d’extrema en sous-entendant que sur un grand intervalle incluant les plus petits,
il puisse y avoir plusieurs "bonnes solutions". La "meilleure solution" sera alors la meilleure
(extremum global) des meilleures (extrema locaux). Mais s’il existe plusieurs extrema globaux,
cela signifie que la fonction objectif est ambiguë, que plusieurs jeux de paramètres d’entrée
fournissent la même sortie attendue, une conséquence peut avoir plusieurs causes. Dans ce
cas, on dit que le problème est mal posé. Cela peut être un avantage lorsque un système est
actionné par un utilisateur qui a donc le choix de ses entrées pour obtenir une même sortie.
Cela peut être le cas pour un système artificiel. Mais cela devient un inconvénient dans un
système où l’utilisateur n’a aucune prise sur les entrées, comme un système naturel (la fo-
rêt par exemple). Dans le domaine de la télédétection, le système observé est tel qu’il est et
les ambiguïtés conduisent à des interprétations non fiables. Pour y remédier, il faut lever les
ambiguïtés, autant que faire se peut.
b- Minimum local et global
Soit (x∗) la solution minimum d’un problème de minimisation sur un domaine de défini-
tion donnéX n .
+ x∗ représente un minimum local s’il existe un voisinage de x∗ noté V (x∗) tel que la
fonction objectif f (x) est supérieure à f (x∗) dans ce voisinage :
∀x ∈V (x∗) f (x) ≥ f (x∗).
+ x∗ représente un minimum global si, dans tout l’espace de définitionX n , il ne se trouve
pas un point x où f (x) est inférieure à f (x∗) :
∀x ∈X n f (x) ≥ f (x∗).
La figure (I.2), illustre les notions d’optima locaux et globaux pour une fonction f (x).
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FIGURE I.2 – Représentation du minimum et du maximum local et global d’une fonction.
Une fonction est nommée unimodale si elle ne contient qu’un seul minimum local. Dans
le cas contraire, elle est appelée multimodale.
D- État de l’art des méthodes d’optimisation
Les problèmes d’optimisation peuvent être classés en trois grandes catégories qui dé-
pendent de la nature mathématique du problème.
a- Problèmes d’optimisation contraints
Dans les problèmes d’optimisation contraints, nous pouvons trouver au moins une fonc-
tion de contrainte gi (x) ou h j (x) dans la description du problème. Ce type de problème peut
être résolu par deux approches : les méthodes de transformation et les méthodes directes.
— Les méthodes de transformation ou indirectes [36, 37] qui consistent à transformer le
problème général avec ses contraintes en sous-problèmes équivalents sans contrainte,
en introduisant les contraintes dans la fonction d’objectif à optimiser. Plusieurs algo-
rithmes suivent cette classe de méthodes. Nous pouvons citer l’algorithme de pénalité
[38], du Lagrangien augmenté [39] et des asymptotes mobiles [40].
— Les méthodes directes ou primales [41, 36] regroupent les méthodes qui résolvent di-
rectement le problème original avec ses contraintes. Elles sont capables de trouver une
solution soit à partir d’une optimisation unidirectionnelle soit en remplaçant le pro-
blème original par une suite de sous-problèmes approchés. Parmi cette classe de mé-
thodes, nous pouvons trouver la méthode du gradient réduit ou celle du gradient pro-
jeté [41], la méthode de l’ellipsoïde [42] et la méthode de programmation quadratique
récursive [43].
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b- Problèmes d’optimisation non contraints
Il est question d’un problème d’optimisation non contraint si les fonctions de contraintes
n’apparaissent pas dans la description du problème ; en d’autre termes si les fonctions gi (x) et
h j (x) de l’équation (I.1) ne sont pas définies. Afin de résoudre ce type de problème, il convient
de classer les problèmes selon la nature mathématique de la fonction objectif (unidimension-
nelle ou multidimensionnelle, linéaire ou non linéaire, différentiable ou non différentiable).
Différentes méthodes peuvent être appliquées sur ce type de problèmes afin de trouver
la solution optimum. Ces méthodes peuvent être classées en deux grandes catégories : les
méthodes déterministes et les méthodes stochastiques.
— Les méthodes déterministes sont des méthodes qui, lors de leur évolution vers la so-
lution, restent dépendantes des données initiales. La résolution du problème est donc
dépendant du choix des données initiales. En général, ce sont des méthodes efficaces
et peu coûteuses. Mais leurs deux principaux inconvénients résident d’une part dans
leur dépendance au données initiales et, d’autre part, dans leur convergence vers la so-
lution (optimum) la plus proche du point de départ, qu’elle soit locale ou globale. Dans
les méthodes déterministes, nous pouvons rencontrer différentes sous-méthodes qui
dépendent de la nature mathématique du problème, par exemple : les méthodes de
Fibonacci [44] et Brent [45] pour les problèmes unidimensionnels, les méthodes ana-
lytiques comme celles de quasi-Newton [41, 46] et du gradient conjugué [41, 46], ou
les méthodes heuristiques comme celles de Hooke et Jeeves [47] et du simplex [48], qui
sont utilisées dans le cas de problèmes multidimensionnels.
— Les méthodes stochastiques s’appuient sur des mécanismes de transitions aléatoires
et probabilistes. Contrairement aux méthodes déterministes, ces méthodes sont basées
sur des exécutions successives qui peuvent conduire à des résultats identiques pour
différentes configurations initiales. Les avantages des ces méthodes sont qu’elles ne né-
cessitent ni la connaissance a priori d’un point de départ adapté, ni de la dérivée de
la fonction objectif pour atteindre la solution optimale qui, dans leur cas, est souvent
l’optimum global du problème. Dans les méthodes stochastiques, nous distinguons dif-
férentes sous-méthodes, i.e., de façon non exhaustive : la méthode du recuit simulé
[49, 50], de la recherche tabou [51] et les méthodes évolutionnistes.
Les méthodes évolutionnistes [44, 52] sont basées sur un même principe. Il consiste à
travailler sur un ensemble de solutions possibles améliorées progressivement, plutôt
que de n’en considérer qu’une seule. Ces dernières années, certains algorithmes d’op-
timisation ont été regroupés sous la dénomination d’algorithmes d’optimisation natu-
rels censés reproduire des systèmes observés dans la nature. Parmi ces méthodes, nous
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pouvons trouver de façon non exhaustive l’algorithme génétique [53], l’optimisation
par essaim de particules [54], l’optimisation par colonie de fourmis [55]. Ces modèles
s’appuient sur une recherche intelligente dans un espace grand mais fini en utilisant
des méthodes statistiques. Ces méthodes génèrent de nouveaux points dans l’espace
des solutions possibles en appliquant des opérateurs à une itération donnée afin de se
déplacer vers des endroits statistiquement plus prometteurs à l’itération suivante. Ces
algorithmes ne nécessitent pas de calcul des dérivées de la fonction coût et peuvent
donc traiter des variables discrètes et des fonctions coût non continues.
c- Problème d’optimisation à objectifs multiples
Dans ce type d’optimisation, il s’agit d’optimiser plusieurs fonctions objectifs simulta-
nément pour les mêmes variables d’optimisation. Dans ce cas, le problème d’optimisation
représente un problème multiobjectif ou multicritère. Un problème d’optimisation multiob-
jectif peut être exprimé par :
(Pr oblème)

min
x
ou max
x

f1(x)
...
fN (x)

gi (x)≤ 0 i = 1, . . . , p
xtmi n ≤ xt ≤ xtmax t = 1, . . . ,k
(I.3)
où fl (x) sont les fonctions objectifs que nous cherchons à optimiser simultanément.
L’optimisation multiobjectif souffre d’une difficulté principale : elle ne permet pas de
trouver une solution qui est optimale pour toutes les fonctions objectifs. Autrement dit, la
solution optimale pour certaines fonctions objectifs ne l’est pas forcément pour les autres
fonctions. Il peut donc y avoir un conflit entre les diverses fonctions à optimiser.
La solution de ce type d’optimisation est trouvée par la méthode d’optimum de Pareto,
où la solution x∗ est appelée Pareto-optimale. La solution x∗ est un optimum de Pareto s’il n’y
a aucune solution x pour laquelle :
fl (x)< fl (x∗) l ∈ [1, N ] .
La méthode de Pareto donne un ensemble de solutions optimales, contrairement aux mé-
thodes d’apprentissage où il n’y a qu’une solution à la fois établie sur un compromis imposé à
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l’avance. Cet ensemble de solutions, qui représentent les meilleurs compromis possibles sur
toutes les fonctions objectifs, est appelé front de Pareto.
E- Le choix de la méthode d’optimisation
Dans la section précédente, nous avons présenté différents types d’optimisation pos-
sibles. Il s’agit donc, ici, d’expliquer le choix de notre méthode d’optimisation pour résoudre
le problème qui nous occupe.
Notre problème consiste à inverser des mesures électromagnétiques issues de la diffusion
d’une onde incidente par un groupement d’arbres. Il nous faut retrouver les grandeurs bio-
physiques qui caractérisent ces groupements d’arbres, tels que les dimensions, la permittivité
relative, la position,... des éléments diffusants qui les constituent. En général, un problème
électromagnétique introduit un grand nombre de paramètres descriptifs pour peu d’obser-
vables dont l’indépendance n’est pas garantie.
Pour appuyer notre démarche de choix, prenons l’exemple d’une fonction coût typique de
notre problème électromagnétique (Fig I.3) dont il faut trouver le minimum. Nous ne discute-
rons pas ici de la manière dont est obtenue la fonction coût. Nous admettrons que la fonction
coût d’un cylindre diélectrique vertical posé sur un sol lisse parfaitement conducteur calculée
à partir du modèle approché présenté dans le chapitre II a cette forme :
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FIGURE I.3 – Fonction coût en fonction du rayon et de la permittivité relative d’un cylindre
vertical de hauteur 0.1 m et éclairé par une onde plane à 12 Ghz.
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Nous pourrions d’abord estimer que notre problème d’optimisation pourrait être résolu
par des méthodes d’optimisation sous contraintes. En effet, les grandeurs géométriques qui
décrivent les arbres ne peuvent être négatives et l’observation nous permet de donner des
bornes maximales réalistes à ces grandeurs. Par souci de simplicité de formulation du pro-
blème excluons d’entrée les méthodes de transformation. Les méthodes directes et détermi-
nistes sont aussi à proscrire si elles utilisent des calculs différentiels. En effet, compte tenu de
l’expression complexe et multivariable du champ rayonné, l’expression analytique des diffé-
rentielles de la fonction coût n’est pas des plus aisées. De plus, la forme de la fonction coût
indique que le calcul numérique des différentielles risque d’être délicat. Enfin, sur les inter-
valles choisis de la figure I.3 qui ne sont pourtant pas si grands ([0.1;2] cm pour le rayon et
[2;10] pour la partie réelle de la permittivité relative), la présence de nombreux minima lo-
caux exclut d’office les méthodes locales qui ne trouvent que le minimum le plus proche du
point initial. Cela revient donc à considérer que notre problème peut s’apparenter à un pro-
blème non borné. Les méthodes stochastiques représentent donc une solution prometteuse
pour notre problème.
A ce point, nous estimons important de présenter brièvement les quelques méthodes sto-
chastiques précédemment citées (section b-).
Tout d’abord, la méthode du recuit simulé est basée sur la correspondance entre l’énergie
d’un système et la fonction objectif à minimiser. L’analogie historique se fait avec une sub-
stance chauffée au-dessus de sa température de fusion et, ensuite, refroidie progressivement
afin de produire un réseau cristallin, ce qui minimise la probabilité de distribution de l’éner-
gie. L’objectif de cette méthode est de contrôler soigneusement la vitesse du changement de
température car un refroidissement trop rapide va retarder la formation du réseau cristallin
et les atomes vont se retrouver dans un état plus élevé que l’énergie optimale. Plus concrè-
tement, l’algorithme cherche un point à meilleur coût dans l’entourage du point en cours
d’évaluation. L’optimal, gardé en mémoire, est remplacé si un meilleur candidat est trouvé au
cours des ces déplacements. Afin de permettre à l’algorithme de sortir d’un minimum local,
une solution peut être acceptée même si son coût est moins bon, après qu’un tirage aléatoire
lui donne une chance d’être au dessous d’un seuil. Au fur et à mesure des itérations, le seuil
est abaissé, comme la température dans l’analogie avec les cristaux, selon une loi de décrois-
sance choisie.
Quant à la méthode de recherche tabou, l’optimum global est atteint à partir d’une ana-
logie avec la mémoire du cerveau humain. Cette méthode est basée sur une série des mouve-
ments aléatoires stockés dans une liste limitée, nommée "liste de tabous". Le passage d’une
itération à une autre est constitué d’une série de mouvements aléatoires. Il faut obligatoire-
ment que ces mouvements n’appartiennent pas à la liste de tabous, sauf si à l’itération précé-
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dente le mouvement a donné une meilleure solution.
Enfin, les algorithmes évolutionnistes [52] se répartissent en deux classes. La première
classe concerne des méthodes, telles que les algorithmes génétiques [56] ou les algorithmes
d’évolution différentielle [57], qui reposent sur une analogie avec la théorie de l’évolution
naturelle de Darwin. Dans la seconde moitié du XIXe siècle, les sciences biologiques ont subi
une révolution quand Charles Darwin a découvert les processus par lesquels la nature sé-
lectionne les organismes adaptés à leur environnement et qui favorisent une voie d’évolu-
tion au fil des générations. Cette théorie se base sur l’idée que les individus d’une population
les mieux adaptés à leur environnement ont une grande probabilité de survivre et de se re-
produire en donnant des descendants encore mieux adaptés. C’est le processus de sélection
naturelle qui cause l’évolution des espèces. Par analogie avec l’évolution naturelle, les algo-
rithmes génétiques font évoluer un ensemble initial de solutions candidates, appelé "popu-
lation initiale d’individus". Un "individu" n’est autre qu’une solution possible du problème
à résoudre. A chaque individu de cette population est attribué une grandeur (un coût) cal-
culé par la fonction coût. Ce coût permet de mesurer la qualité ou le poids de cette solution.
Grâce à cela, les meilleurs individus de cette population sont sélectionnés. Ensuite, ils su-
bissent des opérations génétiques (des croisements et des mutations) pour qu’une nouvelle
population de solutions soit produite pour la génération suivante. Ce processus se poursuit,
génération après génération, jusqu’à ce qu’un critère d’arrêt soit atteint. Le processus d’opti-
misation s’arrête alors en donnant la solution optimale trouvée qui correspond à l’individu de
plus faible coût rencontré au cours des itérations. La seconde classe d’algorithmes évolution-
nistes regroupe des méthodes dites "coopératives", telles que l’optimisation par essaims de
particules [58] ou par colonies de fourmis [59], qui sont basées sur l’intelligence collective et
l’échange d’informations au sein d’un groupe social. L’optimisation avec ces méthodes part
d’un ensemble de solutions possibles (population) aléatoire. La méthode d’optimisation en
elle-même est basée sur le vecteur vitesse de chaque particule. A chaque itération, la réactua-
lisation du vecteur vitesse est influencée à la fois par la meilleure solution globale associée au
coût le plus bas jamais constaté pour une particule et la meilleure solution locale associée au
coût le plus bas dans la population actuelle. Si la meilleure solution locale a un coût inférieur
au coût de la solution totale actuelle, la meilleure solution locale remplace la solution totale.
Les algorithmes génétiques peuvent traiter des variables discrètes, puisque historique-
ment liés à une représentation binaire, mais aussi continues. Du point de vue calcul nu-
mérique ils sont aisément parallélisables et l’on peut facilement faire évoluer le compromis
temps/ressources de calcul, ce qui les rend très adaptables. En outre, ils sont faciles à pro-
grammer et à mettre en œuvre. Les algorithmes génétiques peuvent facilement gérer les dis-
continuités et ne nécessitent pas la différentiabilité des fonctions coût.
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Ces raisons nous ont incité à choisir l’algorithme génétique même si elles ne disqualifient
en rien les autres méthodes stochastiques et, en particulier, les algorithmes évolutionnistes
coopératifs qui semblent plus adaptés aux problèmes de grandes dimensions.
I.2 Algorithme génétique (AG)
A- L’algorithme génétique (AG)
a- Généralités
L’algorithme génétique (AG) est une méthode d’optimisation robuste et une technique
de recherche stochastique basée sur les principes de la génétique et de la sélection naturelle.
Cette méthode est considérée comme générale et peut être appliquée à une grande gamme
de problèmes. L’optimisation par algorithme génétique permet à une population composée
de nombreux individus d’évoluer selon les règles de sélection spécifiques à un état qui mi-
nimise une fonction coût. Cette méthode a été développée par John Holland (1975) au cours
des années 1960-1970 et enfin popularisée par un de ses élèves, David Goldberg, qui a été en
mesure de résoudre un problème difficile impliquant le contrôle de la transmission dans un
gazoduc pour sa thèse de doctorat [60]. Depuis, de nombreuses versions de la programma-
tion évolutive ont été essayées avec succès (par exemple l’évolution différentielle [61], l’AG
adaptatif [62] . . . ). Les algorithmes génétiques sont très simples à comprendre et à transposer
en programmes informatiques.
Les algorithmes génétiques sont classés parmi les optimiseurs globaux. Ils sont capables
de trouver le minimum global d’une fonction coût malgré la présence de plusieurs minima
locaux sur des intervalles potentiellement grands.
b- Les avantages et les inconvénients des algorithmes génétiques
Les avantages d’un AG sont :
* optimisation des variables continues ou discrètes,
* ne nécessite pas le calcul de dérivées de la fonction coût,
* recherche simultanée d’un large panel de solutions possibles (assimilable en cela à un
processus de Monte-Carlo "plus intelligent"),
* supporte un grand nombre de variables,
* est bien adapté pour le calcul parallèle,
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* supporte des fonctions coût extrêmement complexes (non-linéarité, minima locaux,
...),
* fournit une liste de solutions optimales dans l’ordre de qualité décroissante et non pas
une seule solution,
* fonctionne avec des données générées numériquement, des données expérimentales,
ou des fonctions analytiques.
Malgré tous ces avantages, il ne faut pas voir en l’AG une méthode miracle. Nous avons
bien insisté sur le fait que la méthode d’optimisation choisie dépend du problème posé à
travers la forme de la fonction coût sur l’intervalle des solutions possibles. En effet, pour une
fonction coût linéaire, avec un seul minimum, la méthode du gradient s’avérera bien plus effi-
cace. Par ailleurs, la grande population de solutions qui donne à l’AG sa puissance est un point
faible quand il s’agit de la vitesse sur un ordinateur. En effet, la fonction coût doit être évaluée
pour toutes les solutions possibles. Une fonction coût longue à calculer peut engendrer un
temps de calcul prohibitif. Pour cette raison, nous avons choisi de calculer les fonctions coût
de notre problème à partir du modèle électromagnétique approché présenté dans le chapitre
II.
B- Principe de l’algorithme génétique
La figure I.4, illustre le principe de l’algorithme génétique.
Le premier pas dans la création d’un algorithme génétique est de créer une population
initiale. Chaque individu dans la population est appelé chromosome (par analogie avec la
biologie). Ce chromosome contient l’ensemble des paramètres à optimiser.
Dans un second temps, les AG font intervenir les notions de fonction d’évaluation et de
sélection. Chaque chromosome de la population est d’abord évalué. Cela revient à calculer
son coût. Les chromosomes sont ensuite sélectionnés en fonction de leur coût selon une stra-
tégie donnée. Cela permet d’appliquer les opérateurs génétiques de façon discriminée sur la
population en privilégiant les meilleurs solutions et en écartant peu à peu les plus mauvaises.
Les deux opérations fondamentales des opérateurs génétiques sont le croisement et la
mutation. Le principe consiste d’abord à croiser les meilleures solutions de manière à géné-
rer de nouvelles solutions potentiellement meilleures et destinées à remplacer les plus mau-
vaises. Ensuite, il s’agit de muter certains chromosomes de manière à assurer une diversité
dans la transmission du patrimoine génétique.
Puis, les nouveaux individus de la nouvelle population sont à nouveau évalués de manière
à mettre à jour la solution optimale. Enfin, la convergence de l’algorithme est testée afin de
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sortir de la procédure itérative.
FIGURE I.4 – Principe de fonctionnement d’un algorithme génétique.
C- Étapes d’implémentation de l’algorithme génétique
Nous allons ici approfondir les différentes étapes de la procédure d’un algorithme géné-
tique et présenter différentes algorithmes. Cet état de l’art est bien entendu non exhaustif,
mais il présente quelques méthodes simples.
a- Codage
L’AG agit sur une population. Une population est un ensemble d’individus ou chromo-
somes, et chaque chromosome est une suite de gènes. Les gènes représentent les variables
d’entrée qu’il faut optimiser. Toutes les valeurs que peut prendre un gène sont assimilables à
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des allèles. Les allèles sont codés dans les gènes et chacun est représenté par un code unique.
Les gènes sont repérables par leurs positions sur le chromosome de longueur finie. Cette hié-
rarchie est représentée sur la figure I.5.
FIGURE I.5 – Les différents niveaux d’organisation des paramètres pour un algorithme
génétique.
Le codage est la manière de représenter les différents paramètres (gènes) d’un individu.
Nous pouvons identifier trois principaux types de codage :
* le codage binaire : les gènes sont codés sur un ou plusieurs bits, tout dépend de la
taille de l’espace de variation de chaque paramètre et de la précision souhaitée pour
ce paramètre. L’individu étant composé de plusieurs paramètres, le chromosome de-
vient une chaîne de caractères composés de "0" ou "1". Cette méthode est très répan-
due mais souffre d’un inconvénient, i.e., deux éléments voisins en termes de distance
de Hamming 1 ne codent pas nécessairement deux éléments proches dans l’espace de
recherche. Le changement d’un seul bit peut donc fournir des grandeurs très éloignées.
* Codage de Gray ou binaire réfléchi : pour éviter ce dernier inconvénient une autre mé-
thode de codage peut être utilisée : le codage de Gray. Ce codage a la particularité que
deux valeurs successives ne sont différenciées que par le changement d’un seul bit.
1. La distance de Hamming est une notion mathématique. Elle permet de quantifier la différence entre deux
séquences de symboles. Pour deux suites de symboles de même longueur, elle associe le nombre de positions
où les deux suites diffèrent.
Exemple : soient deux suites binaires successives, A =00110011 et B = 00110100, la distance de Hamming pour
ces deux suites est "3" puisqu’il y a 3 bits différents
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Codage decimal Codage binaire Codage Gray
0 0000 0000
1 0001 0001
2 0010 0011
3 0011 0010
TABLE I.1 – Différence entre codage de Gray et codage binaire.
* Codage réel : pour ce codage les valeurs des paramètres sont représentées directement
par leurs valeurs réelles. L’ensemble des variables (xi )i=1,n , généré aléatoirement dans[
xmi ni , x
max
i
]
, est représenté par un vecteur x¯ = [x1, x2, x3, · · · , xn] où chaque xi est un
nombre réel dans l’espace de recherche. Ce vecteur a un nombre illimité de possibilités
et fournit une précision de l’ordre de la précision machine, ce qui n’est pas forcément
nécessaire.
Une solution de compromis consiste à imposer une précision sur les paramètres réels.
Cela revient à faire un codage réel quantifié. Il a à la fois l’avantage de réduire l’espace des
possibilités comme en codage binaire, d’avoir des distances de Hamming petites pour des
valeurs proches comme en codage de Gray, de pouvoir supporter les valeurs négatives et de
ne pas nécessiter d’étape de codage/décodage des valeurs réelles aux valeurs binaires. C’est
le type de codage que nous avons choisi d’utiliser dans la suite de cette étude.
b- Population initiale et principe d’évaluation
Une population est représentée par sa taille N. La population initiale est tirée selon une loi
aléatoire uniforme afin d’assurer le plus de diversité possible sans a priori au démarrage. Plus
N est grand plus la répartition initiale sera uniforme. Par ailleurs, il est assez intuitif d’imagi-
ner qu’augmenter N permet de donner plus de chances à l’algorithme de trouver la solution
optimale rapidement. Néanmoins, cela se paye par des temps de calcul plus élevés, notam-
ment pour le calcul de la fonction coût pour les N individus. Par contre, une population ini-
tiale trop faible peut empêcher l’algorithme génétique de sortir d’un minimum local et ainsi
de converger vers la solution optimale. Il existe bien un seuil de population critique [63].
L’évaluation, quant à elle, est l’un des principes fondamentaux de l’algorithme génétique.
Sans cette évaluation, il ne peut y avoir de sélection de solutions mieux adaptées au problème
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et donc pas d’évolution de celles-ci. Il s’agit de calculer le coût de chaque individu de la po-
pulation. Pour ce faire, nous avons choisi d’utiliser le modèle électromagnétique approché
de diffusion par un cylindre, présenté dans le chapitre II, car il présente un bon compro-
mis temps de calcul/précision. Le modèle approché fournit une grandeur électromagnétique
pour chaque individu contenant une solution possible. La comparaison de cette grandeur si-
mulée à une grandeur mesurée permet de donner le coût de la solution possible en cours
d’évaluation. Ce coût représente donc l’erreur entre la mesure à inverser et la simulation. Plus
le coût est faible, plus la mesure et la simulation sont ressemblantes et plus les paramètres
d’entrée du modèle électromagnétique sont proches des paramètres physiques réels de la
scène mesurée. La qualité de l’évaluation de la fonction coût repose donc sur la capacité du
modèle électromagnétique à bien simuler la mesure. De la qualité du modèle électromagné-
tique dépend la qualité de la solution inversée.
c- Sélection
Comme la population initiale doit évoluer dans le temps, les individus vont être sélection-
nés au cours des itérations. Afin de garder les meilleures individus qui doivent se reproduire
dans la population en cours, nous sélectionnons ces individus. Cette opération ne crée pas
de nouveaux individus mais identifie les individus à meilleur coût. Les individus les mieux
adaptés sont sélectionnés alors que les moins bien adaptés seront écartés par les opérateurs
génétiques. Il existe plusieurs méthodes de sélection [64]. Nous présentons ici les plus répan-
dues dans le domaine :
* La décimation de population : c’est la structure déterministe la plus simple. Un coût
arbitraire minimum est choisi comme seuil et tout individu ayant un coût supérieur à
ce minimum sera écarté de la population. L’avantage de cette méthode est sa simplicité.
En revanche, son principal inconvénient est que de bons gènes ne peuvent pas être
directement associés au meilleurs coûts dans les premières étapes de l’évolution.
* La roulette : c’est la méthode la plus ancienne, où chaque individu de la population
occupe un secteur de la roue inversement proportionnel à son coût. L’angle du secteur
est donc proportionnel à la qualité de l’individu qu’il représente. Les tirages des indi-
vidus sont pondérés par leur qualité. Donc, les meilleurs individus ont plus de chance
d’être croisés et de participer à l’amélioration de la population. La différence entre cette
méthode et la sélection par décimation est que, dans la roulette, il y a toujours une
probabilité non nulle que les individus ayant des coûts élevés participent à une par-
tie des accouplements préservant ainsi leurs informations génétiques. Par contre, cette
méthode de sélection rencontre des problèmes lorsque le coût des chromosomes va-
rie énormément. Si le meilleur coût d’un chromosome représente 90 % de la roulette,
110 Chapitre I. Optimisation par algorithme génétique
alors les autres chromosomes auront très peu de chances d’être sélectionnés et cela
peut conduire à une stagnation de l’évolution.
* La sélection par rang : la sélection par rang trie d’abord la population en fonction du
coût. Ensuite, chaque chromosome se voit associé un rang en fonction de sa position.
La sélection par rang d’un chromosome est la même que pour la roulette, mais les pro-
portions sont en relation avec le rang plutôt qu’avec la valeur du coût.
* La sélection de tournoi : pour cette sélection, une sous-population de M individus
est choisie au hasard dans la population. Les individus de cette sous-population sont
en concurrence sur la base de leurs coûts. L’individu dans la sous-population qui a le
moindre coût remporte le tournoi et devient l’individu sélectionné pour se reproduire.
Tous les membres des sous-populations sont ensuite remplacés dans la population gé-
nérale et le processus est répété. La forme la plus couramment utilisée de sélection de
tournoi est la sélection de tournoi binaire dans laquelle M est égal à deux.
* L’élitisme : Cette méthode permet de mettre en avant les meilleurs individus de la
population. L’élitisme a l’avantage de permettre une convergence plus rapide vers
la solution recherchée, mais ceci se fait au détriment de la diversité des individus.
Pour s’assurer que les meilleurs individus feront effectivement partie de la prochaine
génération, l’élitisme permet de les sauvegarder pour pouvoir les rajouter dans la
population suivante.
Dans notre algorithme d’inversion, nous avons choisi la sélection par rang afin de main-
tenir une certaine diversité au cours de l’évolution de l’algorithme. Une fois que la population
a subi la sélection, les opérateurs génétiques peuvent être appliqués.
d- Opérateurs génétiques
Croisement L’opérateur de croisement a pour effet de combiner des informations prove-
nant de deux chromosomes ce qui permet de créer de nouvelles chaînes en échangeant de
l’information entre deux chaînes déjà existantes. Autrement dit, le principe du croisement
consiste à générer deux enfants à partir de deux parents. Pour cela, deux chromosomes sont
choisis parmi les éléments sélectionnés pour produire deux descendants. Puisque les chro-
mosomes des parents ont des coûts faibles, il est logique qu’ils contiennent des informations
génétiques importantes sur la solution de notre problème. Alors leur combinaison peut en-
gendrer un ou deux chromosomes encore plus performants. Le croisement permet donc à la
population de converger vers la solution à meilleur coût. Compte tenu de ce rôle important,
la probabilité de croisement a un taux assez élevé et varie entre 0,5 et 0,9. Le croisement peut
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aussi explorer de nouvelles zones de l’espace de recherche. Il existe différentes techniques de
croisement :
* Le croisement à un point : un entier k, représentant une position sur la chaîne, est
choisi aléatoirement entre 1 et la longueur de la chaîne (l ) moins un ( l −1). Deux nou-
velles chaînes sont créées en échangeant tous les caractères compris entre les positions
k+1 et l inclusivement. L’exemple de la figure I.6 montre deux chaînes (Père et Mère) de
longueur l = 6 appartenant à la population initiale. Les deux nouvelles chaînes (Enfant
1 et Enfant 2) appartenant à la nouvelle population sont obtenues par croisement à la
position k = 2
FIGURE I.6 – Représentation d’un croisement de deux chaînes en un point.
* Le croisement à deux points : dans cette situation, nous trouvons deux points de
cassure sur notre chaîne et les éléments sont interchangés alternativement comme
l’illustre la figure I.7.
FIGURE I.7 – Représentation d’un croisement de deux chaînes en deux points.
* Le croisement mélangé : pour ce type de croisement, les deux enfants sont obtenus en
deux étapes. D’abord à partir d’un mélange des parents tel que :
en f ant1 = par ent1−β(par ent1−par ent2) ,
en f ant2 = par ent2+β(par ent1−par ent2) , (I.4)
où β est une variable aléatoire tirée uniformément entre 0 et 1. La seconde étape
consiste à opérer un (ou plusieurs) point(s) de coupure, comme présenté dans les deux
exemples précédents. L’avantage de cette méthode de croisement est qu’elle amène
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plus de diversité sur les éléments croisés.
Il existe d’autres types de croisements comme le croisement multipoint et le croisement
spécialisé, comme dans le cas du problème du voyageur de commerce ou des problèmes
d’ordonnancement qui tiennent compte de la structure particulière du codage employé.
Comme point de départ, dans notre algorithme, nous avons opté pour le croisement à un
point. Les enfants créés sont intégrés à la nouvelle population en remplaçant les individus à
plus haut coût. Ceci a pour conséquence de pousser assez fortement à la convergence vers
la meilleure solution de la population en cours. Son inconvénient majeur est de n’engendrer
aucune nouvelle valeur de paramètre qui n’aurait pas été dans la population initiale. Cela crée
de facto un manque de diversité. Pour y remédier, nous avons utilisé, dans un second temps,
un croisement mélangé avec un seul point de coupure. Cette méthode permet donc de créer
de nouveaux individus qui, géométriquement, ne seront pas placés sur les coins des hyper-
cubes définis par les parents, mais à l’intérieur.
Mutation Puisque son rôle est de faire converger les solutions vers celle à plus bas coût, le
croisement concentre par nature les caractéristiques génétiques d’une population, jusqu’à
provoquer son "étouffement" par manque de diversité. Ce comportement peut influer néga-
tivement sur la convergence de la population vers la solution optimale globale en se focalisant
vers un optimum local.
L’opérateur de mutation doit rééquilibrer le processus en amenant du nouveau maté-
riel génétique. Il permet donc de relancer l’exploration vers des régions qui n’ont pas pu être
atteintes par le simple effet de croisement. La mutation doit assurer qu’une zone donnée
dans l’espace de recherche à une probabilité non nulle d’être explorée. La mutation classique
consiste donc à modifier les individus de la population, sauf le meilleur.
Dans la littérature nous pouvons constater que la probabilité de mutation doit être faible
et varie entre "0,01" et "0,1" [64]. D’un autre côté, des auteurs (Haupt [35] et Goldberg [60]) ont
déjà travaillé sur des probabilités plus grandes où le nombre de mutations n’est pas seulement
calculé par rapport à la taille de la population mais aussi par rapport au nombre de bits qui
forment le chromosome. La valeur de mutation doit être maintenue constante tout au long
de l’évolution de l’AG.
Dans un chromosome donné, la mutation n’agit que sur un seul bit si nous utilisons le
codage binaire ou un seul gène si nous utilisons le codage réel. La figure I.8 illustre le principe
de mutation en général, puis pour un codage binaire :
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FIGURE I.8 – Représentation du principe de mutation dans une chaîne.
e- Critère d’arrêt et solution optimale
Après l’application des opérateurs génétiques, il faut à nouveau évaluer les coûts liés aux
nouveaux individus. Le processus de sélection, d’opérations génétiques et d’évaluation est
ensuite répété jusqu’à satisfaire un critère de convergence ou critère d’arrêt. Le critère d’ar-
rêt est une condition ajoutée par l’utilisateur pour faire stopper le processus d’optimisation.
Cette condition peut être liée au nombre d’iterations, au temps de calcul, ou à la stabilité de
la solution sur un nombre donné d’itérations ou une combinaison de ces critères. Dès que la
condition d’arrêt est vérifiée, l’algorithme rend le vecteur de solutions (celle à plus faible coût
est considérée comme étant l’optimale).
Dans notre cas, nous avons choisi un critère d’arrêt qui consiste à considérer que la
convergence vers la solution optimale globale est atteinte lorsque la solution optimale ne va-
rie pas sur un nombre d’itérations défini par l’utilisateur.
I.3 Étude de l’algorithme génétique (AG)
A- AG classique et modifié
Dans ce chapitre, nous allons traiter des modifications que nous avons apportées à l’al-
gorithme génétique classique afin de l’améliorer, tout au moins pour l’application considérée
ici. Nous sommes ainsi intervenus sur les deux opérateurs génétiques, le croisement et la mu-
tation. Puis nous avons étudié la rapidité de convergence de l’algorithme comportant ces mo-
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difications par rapport à l’algorithme classique dans le cas de l’inversion de trois paramètres
physiques (rayon, hauteur, partie réelle de la permittivité) d’un cylindre vertical posé sur un
sol métallique, ce qui est la représentation la plus simple de la problématique globale de la
télédétection radar en zone forestière. Cela nous conduit donc à tester ces améliorations lors
de la minimisation de fonctions coût réalistes.
a- Choix du type de croisement
La figure I.9 illustre le processus de sélection suivi du croisement dans le cas de la pre-
mière itération, c’est-à-dire sur la population initiale. Aux itérations suivantes, le processus
reste identique puisque, comme le montre la figure I.4, une évaluation puis une sélection
sont systématiquement opérées avant chaque opération de croisement.
Génération de la 
population initiale 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
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𝑔11 𝑔12 𝑔13 𝑔14 𝑔15 
𝑔21 𝑔22 𝑔23 𝑔24 𝑔25 
𝑔31 𝑔32 𝑔33 𝑔34 𝑔35 
𝑔41 𝑔42 𝑔43 𝑔44 𝑔45 
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𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝑔11 𝑔12 𝑔13 𝑔14 𝑔15 
𝑔21 𝑔22 𝑔23 𝑔24 𝑔25 
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𝑓1 = 40 
𝑓2 = 50 
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𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏  
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝑔31 𝑔32 𝑔33 𝑔34 𝑔35  
𝑔41 𝑔42 𝑔43 𝑔44 𝑔45 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏  
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 𝒈𝟏𝟏 
Start 
FIGURE I.9 – Diagramme illustrant le processus d’évaluation et de croisement dans un
algorithme génétique.
Le principe du croisement dans l’algorithme génétique consiste à prendre un taux fixe
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de croisement pour tout le processus d’évolution. Dans notre cas nous avons choisi un
taux de 50% des éléments de la population. Les 50% des individus à meilleur coût sont sé-
lectionnés pour être croisés ("chromosomes-parents") et donner naissance à des enfants
("chromosomes-enfants") qui remplaceront les 50% des individus à plus mauvais coût. Bien
que la littérature, comme indiqué dans la section C- d-, indique que des taux entre 0.5 et 0.9
sont couramment utilisés, nous avons opté pour le taux le plus faible afin de concentrer la
population dans la zone d’intérêt (matérialisée par les "parents") et trouver plus rapidement
le minimum global. Cela a pour effet d’accélérer l’effet d’étouffement (sortie difficile d’un mi-
nimum local) et doit donc être compensé par l’opérateur de mutation.
Néanmoins, l’algorithme de croisement classique qui nous sert de référence est un
croisement à un point. Comme indiqué précédemment(C- d-), il semble souffrir d’un
manque de diversité patent : aucune nouvelle valeur n’est introduite. Les individus résul-
tants du croisement classique sont forcément sur les sommets des hypercubes formés par
les "chromosomes-parents". Pour des individus constitués de deux paramètres, cas 2-D, cela
signifie que les solutions obtenues par croisement sont sur les lignes ou les colonnes de l’es-
pace des solutions possibles.
Pour pallier à ce manque de diversité, mais aussi pour chercher des solutions qui ne se-
raient pas sur les sommets des hypercubes, nous avons choisi de mettre en œuvre un croise-
ment "mélangé" à un point de coupure tel que [35] :
en f ant1 = Mèr e−β(Mèr e−Pèr e) || Pèr e+β(Mèr e−Pèr e) ,
en f ant2 = Pèr e+β(Mèr e−Pèr e) || Mèr e−β(Mèr e−Pèr e) ,
où β est une variable aléatoire uniforme entre 0 et 1 et || représente la position du point de
croisement. Ce type de croisement conserve le principe d’un croisement basé sur des indivi-
dus parents.
Nous attendons de cette formulation deux effets différents au cours des itérations. Pour
les premières itérations, lorsqu’il existe encore une diversité forte au sein des 50% de la popu-
lation sélectionnés pour être croisés, le croisement mélangé aura surtout pour rôle de générer
de nouvelles valeurs de paramètres qui n’existaient pas dans la population initiale. Ce faisant,
il fournira à l’opérateur génétique de mutation des individus bien plus divers. Il permettra
donc une couverture plus complète de l’espace des solutions possibles par la mutation. Pour
les itérations plus avancées, lorsque la diversité sera faible au sein des 50% choisis pour le
croisement, si l’algorithme génétique joue son rôle à plein, le nuage de meilleures solutions
devrait graviter autour du minimum global. Le croisement mélangé permettra donc de cher-
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cher des solutions avec plus de précision dans ce nuage et ainsi permettra de converger plus
vite vers la solution optimale.
Pour illustrer le fonctionnement du croisement mélangé par rapport au croisement clas-
sique, nous avons pris le cas de la recherche du rayon et de la partie réelle de la permittivité
d’un cylindre vertical placé sur un sol conducteur. La fonction coût de ce problème sur un in-
tervalle borné est montrée sur la figure I.10. Trouver le minimum de cette fonction est rendu
difficile par la présence d’un très grand nombre de minima locaux isolés entre des maxima,
ce qui fait penser à des vallées entourées de chaînes montagneuses, et une large zone à coût
faible, comme une plaine, où se situe le minimum global représenté par une croix rouge.
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FIGURE I.10 – Amplitude de la fonction coût d’un cylindre vertical en fonction de son rayon
et de sa permittivité. Le minimum global de la fonction est représenté par la croix rouge.
Les figures I.11a et I.11b montrent, pour la première itération, les points générés par le
croisement classique et par le croisement mélangé. Le croisement mélangé montre une ré-
partition plus hétérogène que le croisement classique, comme attendu.
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FIGURE I.11 – Points créés par les deux types de croisement à l’itération 1.
A la dixième itération (Fig I.12), le croisement mélangé commence à positionner ces
points dans la zone du minimum global, alors que le croisement classique a une distribution
de points très éparse.
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FIGURE I.12 – Points créés par les deux types de croisement à l’itération 10.
Le comportement de ces deux méthodes de croisement au cours des itérations est donc
contraire : beaucoup (resp. peu) de diversité pour les premières itérations puis moins (resp.
plus) de diversité pour les itérations suivantes pour le croisement mélangé (resp. classique).
Le croisement mélangé cherche donc très tôt de manière diverse puis resserre son intervalle
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de recherche autour de la zone définie par ses meilleurs solutions apportant ainsi une re-
cherche en précision. Ce croisement doit légitimement accélérer la procédure d’inversion. A
titre d’information et en anticipant les résultats présentés par la suite, il aura fallu 31 itéra-
tions à l’AG basé sur le croisement mélangé pour converger vers la solution optimale, alors
que l’algorithme classique a eu besoin de 228 itérations.
De plus, la figure I.13 illustre parfaitement la différence entre les deux méthodes de croi-
sement. La structure des points générés par le croisement classique (Fig I.13a) et cumulés sur
29 itérations successives permet de retrouver des structures en lignes-colonnes qui suggèrent
globalement des croix sur l’espace de recherche autour des points qui ont plusieurs fois servi
de parents pour les croisements. Ces structures en lignes-colonnes sont la résultante d’un
croisement qui positionne les enfants sur les deux autres coins du rectangle (en 2D) généré
par les deux parents. Par contre, on peut voir que le croisement mélangé (Fig I.13b) ne subit
pas ce genre d’effet. L’avantage est de taille puisque, dans le cas où le minimum global se trou-
verait dans le rectangle généré par deux parents, le croisement mélangé peut le trouver mais
pas le croisement classique.
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FIGURE I.13 – Position des points cumulés sur les 29 premières itérations.
b- Choix du type de mutation
Du point de vue de l’évolution des espèces, les contraintes physiques (climat, géologie,...)
varient très lentement sur la Terre. Le taux de mutation des espèces doit alors aussi être
lent. Tout du moins, on peut ressentir intuitivement qu’il doit y avoir une forme d’adéqua-
tion entre la vitesse d’évolution des espèces et la vitesse d’évolution de leur environnement.
Dans ce contexte, le taux de mutation faible (maximum 10%) traditionnellement utilisé dans
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les AG trouve sa justification historique. D’un point de vue numérique, par contre, on peut
voir la mutation comme le moyen pour l’AG d’aller scruter tout l’espace des solutions pos-
sibles. On peut alors en conclure que plus le taux de mutation est élevé plus la recherche
sera efficace. C’est la poursuite de cet objectif qui nous a poussé à envisager d’augmenter
radicalement le taux de mutation. Néanmoins, cela ne peut se faire sans risque. En effet, la
mutation classique, telle que présentée dans la section C-d-, remplace l’individu mutant par
l’individu muté tout en préservant de la mutation l’individu de meilleur coût, de manière à ne
pas perdre la meilleure solution obtenue (Fig I.14a). Mais lorsque le taux de mutation devient
très élevé, 80% par exemple, le risque de perdre de bons candidats est nettement trop élevé.
Nous avons donc décidé de modifier la mutation classique pour en faire une mutation "clas-
sée" (Fig I.14b). Cela signifie d’abord qu’une étape d’évaluation/sélection est opérée entre le
croisement et la mutation, de manière à obtenir une population classée avant la mutation.
Ensuite, sur le même principe que pour le croisement, les individus mutés vont remplacer
les individus à plus haut coût, préservant ainsi les meilleurs d’entre eux. Cela permet donc
d’augmenter à loisir le nombre d’individus mutés via le taux de mutation, tout en gardant
l’assurance que les meilleurs avant la mutation classée seront sauvegardés pour la prochaine
itération et donc le prochain croisement. Les chances que la mutation engendre de meilleurs
candidats propres à être croisés sont donc plus élevées. Il ne s’agit pas, à proprement parler
d’une mutation naturelle, puisque l’individu est d’abord cloné avant d’être muté.
En outre, cette technique possède une propriété qui peut être tournée en avantage. En
effet, si le taux de mutation X est supérieur à 50%, nous sommes certains que X − 50 % de
la population générée par la mutation sera dans le groupe des individus croisés. Cela assure
au croisement un approvisionnement permanent en matériel génétique nouveau et lui évite
ainsi l’étouffement, comme par consanguinité.
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FIGURE I.14 – Diagramme de fonctionnement de deux types de mutation.
B- Étude des différentes modifications de l’opérateur génétique
Dans cette partie nous allons montrer l’effet de chaque modification proposée en l’ap-
pliquant aux opérateurs génétiques afin de quantifier son efficacité. Nous avons testé cinq
stratégies différentes :
* Crois - Mut - Eva : cette stratégie est celle de l’AG classique où le croisement est suivi par
une mutation, puis par une évaluation avant l’itération suivante. Le croisement est à un
seul point de cassure. Les enfants sont obtenus par échange du patrimoine génétique
de leurs parents. La mutation choisit aléatoirement les individus à muter parmi toute
la population, excepté le meilleur. Comme cela se passe dans la nature, les individus
choisis sont modifiés par la mutation. Cette stratégie sert de référence.
* Crois - Eva- Mut - Eva : dans cette stratégie, nous appliquons une étape supplémentaire
d’évaluation entre le croisement et la mutation. Cette stratégie a pour objectif d’obser-
ver l’effet d’une évaluation supplémentaire avant de modifier les opérateurs génétiques
et de vérifier que cette modification n’influe pas négativement sur l’efficacité de notre
algorithme.
* Crois - Eva - Mut (classée) - Eva : dans cette stratégie nous avons échangé la mutation
classique avec la mutation classée. Le but de cette stratégie est de voir l’effet de la mu-
tation classée, seule. Rappelons qu’elle choisit les candidats à la mutation parmi toute
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la population, le meilleur individu inclus. Les mauvais individus sont remplacés par les
individus mutés.
* crois (mélangé) - Eva - Mut - Eva : dans cette stratégie nous avons échangé le croise-
ment classique par le croisement mélangé. Il s’agit ici d’observer l’effet de cette modifi-
cation seule. Rappelons que le croisement mélangé donne à la fois plus de diversité et
plus de précision dans la recherche de la solution optimale.
* Crois (mélangé) - Eva - Mut (classée) - Eva : dans cette stratégie, nous évaluons l’effet de
toutes les modifications proposées : la mutation classée qui doit s’accompagner d’une
évaluation préalable et le croisement mélangé. Grâce à cette stratégie, nous pouvons
observer les interactions entre les différentes modifications.
a- Etude statistique de l’AG pour les différentes stratégies
Afin de montrer l’efficacité de chaque stratégie, nous étudions statistiquement l’optimi-
sation sur trois variables (rayon, hauteur et partie réelle de la permittivité) dans le cas d’un
cylindre vertical posé sur un sol lisse conducteur. Cette étude est faite dans une configuration
de "crime inverse" mais cela n’affecte en rien les observations que l’on pourra en tirer puisque
l’étude est purement numérique. L’inversion du même problème électromagnétique est faite
100 fois pour chaque stratégie. Seules les populations initiales de chaque essai changent et
sont tirées aléatoirement afin d’éviter toute connaissance a priori. L’AG s’arrête soit quand il
a trouvé la solution optimale préalablement calculée, soit au bout de 1000 itérations.
Nous allons étudier le comportement de ces stratégies lorsque le taux de mutation aug-
mente et lorsque la taille de la population choisie est différente à travers deux marqueurs : le
taux de convergence et la vitesse de convergence.
Effet du taux de mutation
Sur le taux du convergence Dans cette étude nous avons fixé la taille de population à
200 individus ce qui représente approximativement 0,2% du nombre de combinaisons pos-
sibles de nos trois variables. Nous allons utiliser des taux de mutation différents : 0.1, 0.4, 0.6
et 0.8. Augmenter le taux de mutation permet d’ajouter plus de diversité à la population et
ainsi de rendre l’optimisation plus rapide et plus efficace.
La figure I.15 montre d’abord qu’en augmentant le taux de mutation la probabilité de
convergence augmente pour chaque stratégie.
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De plus nous pouvons constater que chaque modification donne des résultats sensible-
ment meilleurs que l’AG classique. L’ajout d’une étape d’évaluation entre le croisement et la
mutation améliore le taux de convergence, même si intuitivement il ne semble pas y avoir de
raison à cela. En effet, si le tirage aléatoire des individus à muter donne la même chance à cha-
cun d’être choisi, ce qui est le cas, que la population soit classée ou non ne devrait pas avoir
d’incidence. Cela peut peut-être se comprendre si l’on estime que plus le taux de mutation
est faible, moins le tirage aléatoire est uniforme. Cette hypothèse pourrait être accréditée par
le fait que le taux de convergence de ces deux stratégies semble s’équilibrer à mesure que le
taux de mutation augmente, jusqu’à légèrement s’inverser pour un taux de mutation de 0,8.
Ce point semble devoir être approfondi pour en tirer une conclusion générale.
Ensuite, les résultats obtenus pour les stratégies où seule la mutation classée est ajou-
tée, où seule le croisement mélangé est ajouté et où les deux modifications sont ajoutées,
montrent un avantage pour le croisement mélangé lorsque le taux de mutation est faible, ten-
dance qui s’inverse lorsque le taux de mutation augmente. Il semblerait ici que lorsque le
taux de mutation est faible, donc une diversité faible, l’apport de diversité dû au croisement
mélangé a un effet certain.
Enfin, la stratégie où les deux modifications interagissent montre des résultats incontes-
tablement meilleurs quant à son taux de convergence, quelque soit le taux de mutation.
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FIGURE I.15 – Etude de la convergence des différentes stratégies en fonction des taux de
mutation.
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Sur la vitesse de convergence Dans cette étude nous allons prendre deux taux de muta-
tion différents (0,6 et 0,8) pour montrer la vitesse de convergence de ces différentes stratégies.
Dans ces deux cas, la stratégie "croisement mélangé-mutation classée" à convergé à 100%
vers la solution optimale.
La figure I.16, montre que la stratégie "Crois (mélangé)-Eva-Mut (classée)-Eva" a néces-
sité 720 itérations pour que tous les essais convergent vers le minimum global, tandis que les
autres stratégies, même après 1000 itérations, n’ont pas réussi à franchir la limite de 85% de
convergence. Sa supériorité est, là aussi, sans conteste.
Nous observons aussi que, au delà d’un meilleur taux de convergence, l’application de
l’évaluation intermédiaire apporte de la performance à l’algorithme génétique. Quant au croi-
sement mélangé seul, il semble fournir une plus grande rapidité de convergence que la mu-
tation classée seule lors des premières itérations, malgré des résultats finaux sensiblement
identiques. Sur les premières itérations il suit de près la stratégie "Crois (mélangé)-Eva-Mut
(classée)-Eva" avant de décrocher, ce qui laisse à penser que l’effet du croisement mélangé
est primordial avant tout pour les premières itérations.
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FIGURE I.16 – Vitesse de convergence des stratégies en fonction du nombre d’itérations pour
un taux de mutation égal à 0,6.
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Le même principe est utilisé pour obtenir la figure I.17 où le taux de mutation est de 0,8.
Nous constatons la grande ressemblance entre les comportements pour les taux de mutation
de 0,6 et de 0,8.
Pour ce taux de mutation aussi le croisement mélangé est le plus efficace durant les pre-
mières itérations. Néanmoins, il est très vite dépassé par la mutation classée. Pour un taux de
0,8, la mutation semble pouvoir assurer la diversité du processus par elle-même. Il est même
possible qu’avec un taux de 80% de changement de la population par mutation à chaque ité-
ration, la mutation classique mute des individus de qualité et les perde ainsi. Ceci pourrait
expliquer la perte de performance de la stratégie "Crois (mélangé) - Eva - Mut - Eva" lorsque
le taux de mutation augmente.
Malgré des résultats finaux quasi identiques, la stratégie classique et la stratégie avec
l’évaluation supplémentaire montrent des performances inverses à celles obtenues pour un
taux de mutation de 0,6, comme si l’évaluation supplémentaire devenait un handicap pour
les forts taux de mutation. L’effet de cette évaluation est tout à fait singulier.
Ici aussi, la stratégie "Crois (mélangé)-Eva-Mut (classée)-Eva" surpasse les autres. Ap-
proximativement 130 itérations lui ont suffit pour trouver la solution optimale pour 100 po-
pulations initiales différentes. Ce résultat est meilleur que pour un taux de mutation de 0,6.
Considérant que le nombre d’itérations influe sur le temps de calcul, la tentation est grande
d’augmenter le taux de mutation où cette stratégie semble exceller. Néanmoins il faut relati-
viser ce résultat car un taux de mutation plus grand implique aussi un nombre d’évaluations
plus grand et donc plus de temps pour calculer les fonctions coût idoines.
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FIGURE I.17 – Vitesse de convergence des stratégies en fonction du nombre d’itérations pour
un taux de mutation égal à 0,8.
Effet de la taille de la population
Sur le taux de convergence La figure I.18 montre le taux de convergence de trois straté-
gies pour un taux de mutation de 0,8 et pour des populations allant de 50 à 800 individus, ce
qui représente un pourcentage allant de 0,07% à 1,1% du nombre de combinaisons possibles
des paramètres à inverser. Par souci de lisibilité et forts des résultats précédents, nous avons
restreint cette étude à trois stratégies : l’"AG classique" qui sert de référence, la "Crois - Eva -
Mut (classée) - Eva" puisque la mutation classée est une approche hétérodoxe de la mutation
et la "Crois (mélangé)- Eva - Mut (classée) - Eva" pour ses bonnes performances.
Sur cette figure, nous voyons clairement que la stratégie "Crois (mélangé)- Eva - Mut (clas-
sée) - Eva" a convergé totalement, même pour de petites populations, ce qui permet d’en-
visager là aussi un gain de temps de calcul. Un fort taux de mutation nécessitant un grand
nombre d’évaluations pourrait être contrebalancé par le petit nombre d’individus nécessaires
à la convergence de l’algorithme.
Ce résultat n’éclipse pourtant pas les bons résultats de la stratégie "Crois - Eva - Mut (clas-
sée) - Eva" qui laissent à penser que la mutation classée permet de garder de la diversité pour
des populations plus petites puisqu’elle est faite pour supporter des taux de mutation très éle-
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vés. Cette hypothèse semble être corroborée par les résultats de la figure I.15 qui s’améliorent
avec les forts taux de mutation.
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FIGURE I.18 – Etude de la convergence des stratégies en fonction de la taille de la population.
Sur la vitesse du convergence Le taux de convergence de 100% de la stratégie "Crois
(mélangé)- Eva - Mut (classée) - Eva" pour des populations de petites tailles nous a poussé à
étudier cette stratégie particulièrement performante pour un spectre de tailles de population
plus large. Dans cette étude aussi les itérations de l’AG sont interrompues s’il n’a pas trouvé
la solution optimale avant 1000 itérations. Le taux de convergence en fonction des itérations
est paramétré par des tailles de populations allant de 20 individus (représentant 0,02% des
possibilités) à 800 (1,25%).
La figure I.19 confirme que, plus la taille de la population augmente, plus la performance
du modèle augmente et plus le nombre d’itérations nécessaires à la convergence diminue.
Cette diminution est rapide pour atteindre une valeur plus petite que 70 itérations pour des
tailles de population supérieures à 400 individus. Néanmoins, pour la population critique de
20 individus, les résultats ne sont pas décevant. Ils indiquent que si le problème nécessite
l’utilisation de population très petite, cela peut être compensé par un nombre d’itérations
certes grand, mais pas infini.
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FIGURE I.19 – Étude de la vitesse de convergence de la stratégie "Crois (mélangé)- Eva - Mut
(classée) - Eva" en fonction du nombre d’itérations pour différentes tailles de population.
I.4 Conclusion
Le croisement mélangé permet de fournir des solutions plus diverses à la mutation clas-
sée qui, en retour, lui fournit un grand nombre de solutions avec plus de chances d’en obtenir
de bonnes.
Dans ce chapitre, nous avons d’abord présenté les notions fondamentales de l’optimisa-
tion et indiqué quelques exemples typiques de classes d’algorithmes. Ce bref aperçu du vaste
paysage de l’optimisation nous a aiguillé vers le choix d’un algorithme génétique pour inver-
ser notre problème.
Ensuite, nous avons approfondi la présentation de l’algorithme génétique en présentant
ses différentes étapes constitutives (codage, population initiale, évaluation, sélection, croise-
ment et mutation). A cette occasion nous avons cité différentes méthodes pour réaliser ces
différentes étapes, ce qui nous a permis d’indiquer les choix que nous avons fait pour implé-
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menter notre outil d’inversion de base.
Enfin, nous avons présenté les modifications que nous avons apporté sur les opérateurs
génétiques de l’algorithme classique pour rendre le processus d’optimisation plus efficace et
plus rapide. Nous avons tout d’abord introduit de la diversité dans l’opérateur de croisement
en opérant un croisement mélangé. Cet opérateur semble avoir un fort impact pour les pre-
mières itérations du processus en fabriquant de nouvelles valeurs. Ensuite, nous avons aug-
menté très fortement le taux de mutation. Préalablement évalués, puis classés, les individus
de la population sont mutés selon une approche peu orthodoxe. En effet, les individus mu-
tés remplacent de facto les individus les plus mal classés, conservant en cela un pourcentage
non négligeable des individus les mieux classés. Cette mutation appelée "mutation classée" a
semblé montrer sa capacité à supporter les petites populations. L’AG, ainsi modifié, a montré
des performances tout à fait encourageantes, autant en termes de taux de réussite d’inver-
sion qu’en termes de vitesse de convergence. Cette étude laisse supposer que l’outil d’optimi-
sation à notre disposition est suffisamment efficient pour être confronté positivement à des
problèmes électromagnétiques réels.
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II.1 Introduction et présentation du problème
Dans ce chapitre, nous allons montrer les résultats de l’estimation des principaux pa-
ramètres (rayon, hauteur, permittivité) d’un cylindre ou de plusieurs cylindres à partir de
données. Ces données peuvent être simulées ou mesurées. Dans le cas des données simu-
lées nous disposons d’abord du modèle de diffusion approché par un cylindre présenté dans
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la première partie (chapitre II). Puisque ce modèle de diffusion est le même que celui utilisé
dans l’algorithme d’inversion, nous commettrons alors un "crime inverse" au sens de [65]
qui consiste à tester notre algorithme d’inversion sur des données synthétiques obtenues en
résolvant le problème direct à l’aide d’une méthode étroitement reliée à celle utilisée pour
résoudre le problème inverse. Nous utiliserons cette configuration peu orthodoxe à des fins
purement numériques, pour étudier l’AG en propre. Ensuite, nous disposons du modèle de
diffusion exact présenté dans la première partie (chapitre III) pour fournir des données si-
mulées. Enfin, nous disposons aussi d’un jeu de mesures faites en chambre anéchoïque au
CCRM de Marseille.
L’algorithme génétique utilisé a été présenté dans les sections I.2 et I.3. Nous rappelons
néanmoins les informations principales.
Les paramètres à estimer sont codés en utilisant le codage réel quantifié 1 avec une préci-
sion d’un centième. Ce type de codage nous semble être le plus réaliste pour représenter nos
variables.
Les individus sont sélectionnés par la méthode de la sélection par rang où les solutions
sont triées par ordre croissant de la valeur de leur fonction coût. La fonction coût, que l’on
cherche à minimiser, représente l’erreur entre le champ électromagnétique rayonné simulé
pour la combinaison des variables données pour un individu et le champ électromagnétique
rayonné par la "vérité terrain" qui servira de référence (les données). Ce champ de référence
peut être simulé ou mesuré pour des positions d’antennes (émission et réception) et des fré-
quences différentes. Quant à la "vérité terrain", cette notion fait référence aux paramètres
physiques réels des diffuseurs simulés ou mesurés.
Pour les opérateurs génétiques, le croisement mélangé sélectionne les individus à croiser
parmi les 50% d’individus à meilleur coût. Les autres 50% (coût plus élevé) seront remplacés
par les individus-enfants issus du croisement mélangé. La probabilité de croisement est donc
Pc = 0,5. La mutation classée a, quant à elle, une probabilité pmut = 0,8, i.e., 80% des individus
sont sélectionnés pour être mutés puis remplacent les 80% de la population dont le coût est
le plus élevé.
Lors de tout le processus d’optimisation, la taille de la population doit être fixe. Elle est
définie par l’utilisateur dont le souci est de chercher la valeur qui lui assure le meilleure com-
promis entre le temps de calcul, la ressource mémoire et la convergence vers la solution opti-
male. Ce paramètre sera indiqué au début de chaque validation numérique.
Mais avant de confronter notre modèle d’inversion à des données, deux études préalables
1. La précision sur les valeurs d’une variable est donnée à "N" chiffres après la virgule, ce qui limite le nombre
de possibilités de valeur pour une variable dans un intervalle donné.
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sont présentées. La première concerne les fonctions coût. Selon leur forme dans l’espace des
paramètres à optimiser, l’inversion peut être plus ou moins ardue. Afin de faciliter le pro-
cessus, nous avons étudié le comportement des fonctions coût en fonction des fréquences
utilisées. La seconde étude consiste à vérifier que le modèle d’inversion converge vers une
solution stable et, en cela, à valider le critère d’arrêt de l’AG sans connaissance a priori de la
solution optimale.
II.2 Études préalables
A- Étude numérique des fonctions coût du problème "idéal"
Dans cette partie, nous allons étudier la fonction coût du problème consistant à inverser
trois paramètres physiques d’un cylindre droit posé sur un sol lisse métallique, à savoir son
rayon, sa hauteur et la partie réelle de sa permittivité. La visualisation d’une fonction coût
en fonction de ces trois variables étant impossible, nous avons été contraint d’étudier des
représentations en fonction de deux variables, la troisième étant posée comme paramètre
fixe. Il s’agira donc de plans de coupe dans un espace à trois dimensions où le paramètre est
choisi tel qu’il corresponde à la vérité terrain. Conscients de la différence entre une inversion
2D et une inversion 3D, l’étude présentée ici nous permet néanmoins de mieux appréhender
les fonctions coût.
Cette étude est faite sur un jeu de données obtenu par crime inverse de manière à se pla-
cer dans un cas idéal, en s’affranchissant des différences entre mesures et simulations. Le but
de cette étude numérique est donc de voir si, dans le cas idéal, le problème physique posé, en
supposant que le modèle électromagnétique approché le modélise parfaitement, possède des
ambiguïtés qui rendront plus difficile l’inversion, voire impossible. Ces ambiguïtés consistent
en la présence de minima locaux qui peuvent "piéger" l’AG, voire l’existence de multiples
minima globaux. Dans ce dernier cas, l’inversion donnera, au mieux, plusieurs solutions dif-
férentes qu’il sera impossible de départager. Mais cela caractérise surtout une fonction coût
mal adaptée au problème.
Lorsque la fonction coût possède trop d’ambiguïtés, une méthode consiste à introduire
de la diversité dans les données, diversité spatiale (plus de points de mesures), diversité fré-
quentielle (plus de fréquences de mesure), ou diversité de polarisation. Ici nous allons d’abord
nous focaliser sur l’effet de la multiplicité des fréquences utilisées pour former le jeu de don-
nées.
II.2. Études préalables 133
La fonction coût est calculée selon :
Fonction coût= ∑
points de mesure et polarisations
∣∣SmesPP −Ssi mPP ∣∣2∣∣SmesPP ∣∣2 (II.1)
où PP sera "VV", "HH", "VH" ou/et "HV" selon les polarisations utilisées et les points de me-
sure sont définis par la position des antennes d’émission/réception et la fréquence de l’onde.
Dans le cas "idéal", les ambiguïtés, si elles existent, sont dues uniquement à la nature
même de la fonction coût, donc au problème électromagnétique lui-même, traditionnelle-
ment caractérisé comme "mal posé" (un même champ mesuré peu correspondre à différents
jeux de paramètres d’entrée).
Dans notre étude nous utilisons des données simulées en polarisation HH, pour
une configuration bistatique en φ (l’angle azimutal d’incidence est fixé et celui de ré-
ception varie). Nous observerons l’effet de données acquises à plusieurs fréquences
sur la fonction coût. Nous avons étudié les trois configurations possibles de va-
riables
[
(r ayon,hauteur ), (r ayon, per mi t t i vi té), (hauteur, per mi t t i vi té)
]
. Les observa-
tions faites étant identiques pour les trois cas, nous avons renvoyé deux d’entre elles en an-
nexe D pour ne garder que celle qui présente le plus d’ambiguïtés, celle en fonction du rayon
et de la partie réelle de la permittivité.
Les fréquences sont choisies dans une bande qui correspond à celle utilisée
pour les mesures faites au CCRM de Marseille. Six cas différents sont étudiés :
tout d’abord une seule fréquence (10,6 GHz, fréquence centrale) ; puis deux fré-
quences définissant deux intervalles autour de la fréquence centrale, [9,6;11,6] GHz
et [7;13] GHz ; enfin trois cas multifréquentiels avec respectivement trois fréquences
[9,6;10,6;11,6] GHz, cinq fréquences [9,6;10;10,6;11;11,6] GHz et onze fréquences
[9,6;9,8;10;10,2;10,4;10,6;10,8;11;11,2;11,4;11,6] GHz. Ce choix a pour intérêt de voir à la
fois l’effet du nombre de fréquences utilisées et l’effet d’un intervalle large avec peu de fré-
quences. L’enjeu, ici, est le temps de calcul. En effet, plus le nombre de fréquences est élevé,
plus le jeu de données est grand et plus le temps de calcul pour l’évaluation sera grand.
a- Fonctions coût en fonction de la variation rayon - permittivité et de la fréquence
Nous présentons ici les fonctions coût obtenues pour différentes fréquences en faisant
varier deux paramètres physiques : rayon et partie réelle de la permittivité. Il faut noter que sa
partie imaginaire est considérée comme nulle. Quant à la hauteur, elle est supposée connue.
La croix rouge indique, sur les figures, la position de la solution à trouver (vérité terrain). La
croix bleue indique celle du minimum global de la fonction calculée préalablement. Pour une
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fonction coût obtenue par "crime inverse", ces deux points sont confondus puisque les don-
nées sont "parfaites".
La figure II.1 représente les fonctions coût dans l’espace de recherche sur le rayon et sur
la partie réelle de la permittivité pour les six configurations de fréquence. Nous pouvons tout
d’abord constater la présence d’un seul minimum global de la fonction coût indiqué par une
croix rouge. Cela signifie que la fonction coût utilisée est bien adaptée au problème posé.
En étudiant plus précisément les figures, la première observation concerne la dynamique des
fonctions coût. L’utilisation de plusieurs fréquences dans le jeu de données semble l’augmen-
ter. A mesure que le nombre de fréquences augmente les "montagnes" (zone à haut coût) se
dessinent plus clairement. Cela facilite donc la discrimination des coûts, donc l’inversion.
Concernant les intervalles de fréquence, le grand intervalle [7;13] GHz présente moins de
"vallées" (zone à faible coût) que le petit intervalle [9,6;11,6] GHz, ce qui pencherait en faveur
de l’intérêt de l’utilisation de grands intervalles de fréquences plutôt qu’un nombre élevé de
fréquences.
La figure II.2 confirme cette analyse. Les fonctions coût sont projetées dans le plan
(r ayon, per mi t t i vi té) et un seuil arbitraire de 400 est appliqué. Seule la partie des fonctions
coût sous ce seuil est visible sur la figure. Cela permet de visualiser sans équivoque l’effet des
fréquences sur la dynamique des fonctions. Plus le nombre de fréquence augmente, plus la
zone à faible coût diminue écartant de facto des minima locaux. L’intervalle de fréquences
plus large permet, lui aussi, de diminuer les zones d’ambiguïtés où l’AG peut perdre du temps
à chercher des solutions qui ne seront pas concluantes. La multiplicité des fréquences semble
quand même plus efficace que le choix d’un intervalle, même pour le plus large des deux.
Cette visualisation 2D permet d’avoir une vision globale sur tout l’intervalle de recherche des
paramètres physiques. Mais qu’en est-il dans les zones à faible coût que l’on vient d’identi-
fier ?
Les figures II.3 et II.4 sont des coupes transverses dans les plans ( f oncti on coût ,r ayon)
et ( f oncti on coût , per mi t t i vi té), respectivement. La première fait apparaître plusieurs
lobes. La courbure générale de ces lobes s’accentue avec le nombre de fréquences qui aug-
mente mais aussi avec l’intervalle entre deux fréquences qui augmente. Dans le cas des onze
fréquences par rapport au grand intervalle, on peut voir l’effet local de la multiplicité des fré-
quences : les lobes se creusent. La fonction coût la plus favorable semblent être la multifré-
quentielle (avec 11 fréquences) ou le grand intervalle. La seconde figure montre particuliè-
rement bien l’apport des données multifréquentielles. En effet, la forme en coquillage des
fonctions se creuse avec le nombre de fréquences utilisées. Cela devrait permettre à l’AG de
moins tâtonner loin du minimum global. Cela étant dit, nous voyons le même effet, dans une
moindre mesure, quand des intervalles de fréquences sont utilisés. En comparant là aussi
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le cas à 11 fréquences et le grand intervalle, on constate que, bien que ce dernier donne une
fonction coût moins étroite, la zone du minimum global semble moins hérissée de pics étroits
et profonds.
En conclusion, les données multifréquentielles donnent des fonctions coût qui semblent
intuitivement plus facilement inversibles par l’AG. Néanmoins, compte tenu du coup poten-
tiel en temps de calcul des configurations multifréquentielles, la configuration large intervalle
n’est pas à écarter d’emblée. De plus, nous avons observé qu’en fonction de la permittivité, les
données multifréquentielles creusent des lobes accentuant ainsi l’effet des minima locaux. De
la même manière, en fonction du rayon, les données multifréquentielles présentent des pics
profonds et serrés autour du minimum global. Dans le but de savoir quelle serait la configura-
tion qui conviendrait le mieux à l’AG, nous avons fait une étude de convergence de l’AG vers
la solution optimale pour les six configurations multifréquentielles.
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b- Étude statistique de l’inversion en fonction des configurations fréquentielles
L’étude est faite sur 50 essais pour une population de 20 individus, où, pour chaque essai,
la population initiale est choisie aléatoirement. Nous allons optimiser les variables rayon et
partie réelle de la permittivité d’un cylindre vertical en supposant que la hauteur est connue.
En somme, nous laissons à l’AG le soin de trouver le minimum global des fonctions coût pré-
sentées sur la figure II.1 et étudiées plus précisément précédemment.
Les résultats de cette étude sont montrés sur la figure II.5. Le nombre d’essais qui ont
trouvé la solution optimale est tracé, en cumulé, en fonction du nombre d’itérations de l’AG
et ce pour les six différentes configurations fréquentielles étudiées.
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FIGURE II.5 – Vitesse de convergence de l’AG en fonction du nombre d’itérations pour
différents jeux de données fréquentielles.
Les résultats de cette expérience numérique sont édifiants. Contre toute attente, il ne
semble pas y avoir de configuration fréquentielle singulièrement plus adaptée qu’une autre à
l’AG. Toutes les configurations donnent des résultats sensiblement identiques. Même si nous
pouvons remarquer que la première configuration à atteindre 100% de convergence est la
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configuration à 11 fréquences, il n’est pas possible de dégager une tendance marquante : l’in-
tervalle de fréquence le plus grand arrive bon dernier de la comparaison, l’utilisation de cinq
fréquences est moins performante que l’utilisation de trois. La conclusion que l’on peut en
tirer est que l’effet d’ajouter des fréquences aux données n’a pas un impact majeur sur la
convergence de l’AG.
Pour aller plus loin dans l’analyse de ce résultat, une observation est nécessaire. Pour une
méthode d’inversion déterministe comme la méthode du gradient, par exemple, la forme de
la fonction coût est cruciale puisque la position de la solution dans l’espace des solutions pos-
sibles pour une itération est calculée à partir de la fonction coût à l’itération précédente. Pour
une méthode stochastique comme l’AG, la forme de la fonction coût ne doit pas avoir d’im-
portance puisque la position de chaque solution est calculée à partir des autres solutions des
itérations précédentes (opérateurs génétiques). L’AG n’a pas à "sortir du trou" d’un minimum
local comme le permet justement le recuit simulé puisque l’AG ne "sait pas" qu’il est dans un
minimum local. L’AG ne traite que des solutions (individus) classées dans un ordre particulier.
Là réside l’avantage certain pour l’AG quant à l’inversion pour des fonctions coût possédant
plusieurs minima locaux. Bien que cela soit vrai, cela n’est pas rigoureusement exact. Le fait
de changer la forme de la fonction coût de manière à rehausser le niveau des zones de minima
locaux augmente statistiquement les chances pour l’AG de ne pas perdre de temps dans ces
zones puisqu’il a statistiquement plus de chance de trouver une solution à meilleur coût dans
la bonne zone si celle-ci a une surface relativement plus grande. La figure II.2 est particu-
lièrement représentative du processus d’inversion de l’AG si l’on considère que le seuil utilisé
pour tronquer cette figure n’est autre que le coût de la meilleure solution trouvée jusqu’à l’ité-
ration en cours. Le nombre d’itération grandissant, le meilleur coût diminue, diminuant ainsi
la "surface" des solutions meilleures possibles. Cette "surface" diminuant, les opérateurs gé-
nétiques ont moins de chance de fabriquer des solutions dans celle-ci. Il convient donc que
cette "surface" soit unique (pas en taches de léopard) et autour du minimum global. Sinon, la
chance statistique de pouvoir sortir d’un morceau de "surface" autour d’un minimum local
s’amenuise au cours des itérations et peut mener à un AG qui ne converge pas vers la solution
optimale.
Cette réflexion nous mène donc à l’hypothèse suivante : l’AG n’est que peu sensible à la
forme de la fonction coût d’autant moins que ses opérateurs génétiques lui permettent de
sortir efficacement des minima locaux. L’AG que nous utilisons semble performant sur ce
point puisqu’il ne montre pas particulièrement de préférence dans la forme des fonctions
coût. Les légères différences des résultats observées sur la figure II.5 ne seraient alors que la
conséquence de la nature aléatoire de l’AG. En effet, une population de 20 individus est une
petite population qui ne peut prétendre avoir une répartition uniforme dans un espace de
3549 solutions possibles. Dans ce cas, les différences de population initiale pourraient jouer
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un faible rôle sur la vitesse de convergence sans pour autant remettre en cause véritablement
son efficacité.
Synthèse En conclusion, nous pouvons être enclins à penser que notre problème électro-
magnétique, malgré des fonctions coût chahutées, est inversible et ne sera pas trop perturbé
par les minima locaux. Les sources des difficultés que nous risquons de rencontrer n’auront
peut-être pas pour cause les ambiguïtés du problème physique mais peut-être "l’imprécision"
du modèle approché et le bruit de mesure. L’effet des imprécisions de modèle et du bruit de
mesure sera abordé par la suite, lors de l’inversion de données mesurées.
B- Étude de convergence de l’AG : critère d’arrêt sans a priori
Nous avons abordé à plusieurs reprises la notion de convergence. La convergence dans
un algorithme génétique signifie que pour différents essais d’optimisation pour un même jeu
de données et donc une même fonction coût, le résultat doit être identique pour chaque essai
(quelque soit la population initiale) et doit correspondre à l’optimum global de la fonction
coût. Nous avons donc conduit cette étude, de manière à s’assurer que notre procédure d’AG
converge bien et qu’à partir d’un certain nombre d’itérations sa solution est stable. Cela per-
met, en outre, de pouvoir définir un critère d’arrêt (section I.2-C-e-) pour le processus d’in-
version, lorsque celui-ci opérera en situation réelle, sans information a priori sur la solution à
obtenir.
Pour cette étude, nous avons fixé la population initiale à 283 individus (0,15% du nombre
de possibilités) et pour chaque configuration (10 points de mesure par configuration et
données complètement polarimétriques) nous avons généré aléatoirement les paramètres
(rayon, hauteur, permittivité complexe) d’un cylindre vertical posé sur un sol métallique.
Nous avons fait plusieurs essais avec pour objectif de montrer l’unicité du résultat et la
convergence vers le minimum global de notre fonction coût (équation (II.1)).
La figure II.6 regroupe quatre sous-figures qui correspondent chacune à une configura-
tion d’antennes caractéristique : le monostatisme (voir figure IV.6), le bistatisme en θs (voir fi-
gure IV.8), le bistatisme en φs (voir figure IV.10 pour θs = θi ) et le bistatisme quelconque. Pour
chaque configuration, cinq essais différents sont fait et le meilleur coût trouvé pour chaque
iteration est tracé.
Nous pouvons observer que le coût minimum trouvé pour chaque itération diminue très
vite et tend rapidement vers zéro quelle que soit la configuration choisie.
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FIGURE II.6 – Convergence du meilleur coût trouvé en fonction du nombre d’itérations pour
différentes configurations.
Lorsque le meilleur coût tend vers zéro (le coût optimal), les paramètres physiques
doivent eux-aussi rester stables et doivent converger vers la solution (la vérité terrain). Pour
nous en convaincre, nous avons tracé l’évolution des paramètres physiques associés au
meilleur coût de chaque itération pour les quatre configurations d’antennes. Nous présen-
tons ici (Fig II.7) la convergence des paramètres physiques pour la configuration de bistatisme
en φs . Les résultats pour les trois autres configurations sont renvoyées en annexe E. Les croix
rouge indiquent le minimum global, soit la valeur à retrouver. Nous constatons donc que les
quatre paramètres physiques convergent tous, pour chacun des essais, vers la bonne solution.
Nous pouvons, ici aussi, constater que la convergence se fait très rapidement.
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FIGURE II.7 – Convergence des paramètres physiques d’un cylindre observé en configuration
de bistatisme en φs .
Quant à la condition d’arrêt du processus d’optimisation, nous pouvons donc utili-
ser comme critère la stabilité des paramètres inversés sur un certain nombre d’itérations.
Dans notre algorithme, nous considérons que la solution optimale est trouvée quand les
paramètres associés au meilleur coût sur toute une population restent constants durant un
nombre d’itérations successives (Ni s) définies par l’utilisateur. Pour quantifier cette stabilité,
nous considérons qu’elle est atteinte lorsque la meilleure solution de l’itération en cours ne
diffère pas de 10−5 de la moyenne des meilleures solutions sur les Ni s dernières itérations.
Lorsque le critère de convergence est vérifié, le processus d’inversion s’arrête et renvoie
la combinaison de paramètres physiques auxquels correspond le coût optimal. Ce résultat est
la solution du processus d’inversion.
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II.3 Estimation des variables dans le cas du "crime inverse"
Dans cette partie, les données d’inversion sont simulées par le modèle de diffusion élec-
tromagnétique approché, le même que celui utilisé par le processus d’inversion de l’AG, d’où
la dénomination de "crime inverse". La raison qui nous pousse à utiliser ce type de données
est que nous souhaitons d’abord tester notre modèle d’inversion sur des données privées de
bruit de mesure et d’erreurs liées au modèle électromagnétique.
Plusieurs cas vont être pris en considération afin d’étudier et de valider le processus d’in-
version par l’AG. Nous commençons par le cas le plus simple, celui d’un cylindre seul pour
des configurations monostatique et bistatique en φ. Le bistatisme en φ a été identifié comme
le cas donnant les meilleurs résultats quand le modèle approché a été comparé au modèle
exact dans le chapitre IV, comme souligné en conclusion. Il sera donc utilisé préférentielle-
ment lorsque, par la suite, l’inversion sera testée en conditions réelles. Nous approfondirons
notre étude en configuration de bistatisme en φ en observant l’effet du nombre de points de
mesures.
Après une première validation sur un cas simple, nous allons complexifier l’étude en in-
versant les paramètres pour deux cylindres. Du point de vue de l’inversion, la différence ma-
jeure entre un seul et plusieurs cylindres réside dans le nombre de paramètres à optimiser.
L’augmentation du nombre de paramètres à optimiser accroît les combinaisons de solutions
possibles pour les paramètres recherchés. Il s’agira donc de voir comment notre modèle d’op-
timisation réagit pour un nombre de combinaisons possibles conséquent.
Dans cette partie, les cibles sont éclairées par une onde de fréquence égale à 435 MHz.
A- Inversion d’un cylindre seul
Nous commençons cette étude par le cas d’un cylindre seul placé verticalement au centre
du repère (OX Y Z ) sur un sol diélectrique de permittivité εr = 5+2,1  . Le cylindre a comme
dimensions
[
r ayon,hauteur
] = [10 cm,4 m] et comme permittivité relative εc yl = 9+ 6  .
Il s’agit de retrouver les quatre paramètres physiques du cylindre pour deux configurations
d’antennes différentes et avec des données complètement polarimétriques. Les intervalles de
recherche pour ces quatre paramètres sont respectivement r (cm) = [1 : 0,5 : 15], h (m) = [1 :
0,2 : 5], ℜe(εr ) = [1 : 1 : 15] et ℑm(εr ) = [1 : 1 : 25], ce qui signifie, par exemple, que le rayon
peut varier entre 1 et 15 cm et qu’il est cherché avec une précision de 0,5 cm
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a- Configuration monostatique
Pour la configuration monostatique, les antennes d’émission et de réception sont locali-
sées au même endroit pour 9 angles zénithaux différents variants entre θs = θi ∈
[
10 ◦ : 90 ◦
]
par pas de 10 ◦ et φs =φi = 0◦ en azimut.
L’inversion est faite pour une population de 95 individus, soit 0.05% des possibilités exis-
tant dans la domaine de recherche.
Les figures II.7a et II.7b représentent respectivement la variation du coût optimal et des
paramètres estimés pour 5 essais différents en fonction du nombre d’itérations. Les figures
montrent bien la convergence des résultats vers l’optimum global pour la fonction coût et
vers les valeurs exactes des paramètres du cylindre représentés par une croix. On peut aussi
observer que l’essai numéro 5 a mis plus de temps à converger. Il a probablement rencon-
tré un minimum local qu’il a réussi à quitter après une dizaine d’itérations. L’étude est donc
encourageante pour la suite.
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FIGURE II.7 – Résultat de l’inversion d’un cylindre seul en configuration monostatique.
b- Configuration de bistatisme en φ
Après l’étude de l’inversion des paramètres d’un cylindre seul en configuration monosta-
tique, nous allons répéter la même expérience en changeant les données pour une configura-
tion bistatique enφ. Les antennes d’émission et de réception sont positionnées à θs = θi = 30 ◦
par rapport à la verticale et les antennes de réception tournent sur un arc de cercle en allant
de φs = 50 ◦ à φs = 230 ◦ par pas de 20 ◦.
Dans le cas d’un cylindre vertical, l’apport d’une configuration bistatique, par rap-
port à une configuration monostatique, est que les données complètement polarimétriques
contiennent maintenant du signal dans les canaux contrapolaires. Cela fournit des données
supplémentaires pour un même nombre de points de mesures.
Les figures II.8a et II.8b représentent la variation de la meilleur valeur de la fonction coût
et des différents paramètres à estimer en fonction du nombre d’itérations. Les cinq essais ont
convergé vers les paramètres souhaités.
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FIGURE II.8 – Résultat de l’inversion d’un cylindre seul en configuration bistatique en φ.
L’inversion de données monostatiques et bistatiques est concluante. Néanmoins, en
configuration bistatique, nous avons utilisé une position d’antenne supplémentaire dans le
jeu de données. En outre, les polarisations croisées bistatiques sont non nulles, ce qui ajoute
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de facto des données. Malgré cela, pour obtenir la convergence de l’AG vers la vérité terrain
en configuration bistatique, nous avons été contraints d’augmenter la taille de la population
à 377 individus, ce qui représente 0,2% de la totalité des possibilités existant dans la domaine
de recherche. La configuration monostatique semble donc plus efficace pour l’inversion.
Malheureusement, les résultats de la comparaison directe entre les modèles approché
et exact (chapitre IV) ont montré de meilleurs résultats en configuration bistatique. Pour se
donner plus de chance dans l’inversion des mesures, en limitant les erreurs de modèle, nous
sommes contraints d’abandonner la configuration monostatique.
B- Effet du nombre de points de mesure sur l’inversion dans le cas du bi-
statisme en φ
Dans la partie précédente nous avons été contraints d’augmenter la taille de la population
de la configuration bistatique en φ afin que l’AG converge vers l’optimum global ou la vérité
terrain. Dans cette partie, nous allons mettre en évidence cet effet pour 15 essais différents
dans le cas d’un cylindre positionné au centre du repère (OX Y Z ). Le cylindre est différent
pour chacun de ces 15 essais. La taille de la population est fixée à 189 individus (0,1% des
possibilités). Tous les essais sont fait avec le même jeu de données mais pour deux nombres
de points différents : un cas avec 10 points de mesures (θi = θs = 30◦ et φs = [47 : 20 : 227]◦) et
un cas avec 50 points de mesures (θi = θs = 30◦ et φs = [47 : 4 : 243]◦).
a- Cas de 10 points de mesures
Les quatre graphes de la figure II.9 donnent les résultats estimés des 4 paramètres pour
les 15 essais (15 cylindres seuls différents). Pour 10 points de mesure, nous observons que
14 essais sur 15 ont convergé vers l’optimum global, donc vers la solution recherchée (où les
valeurs estimées égalent la vérité terrain sur la droite y = x), et un essai a convergé vers une
solution différente de la solution optimale, soit un minimum local.
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FIGURE II.9 – Résultats de l’optimisation de 15 cylindres différents, seuls et verticaux, pour 10
points de mesures de bistatisme en φs . La droite y = x en pointillés représente l’égalité entre
la vérité terrain (en abscisse) et la valeur estimée (en ordonnée).
b- Cas de 50 points de mesures
Les mêmes 15 cylindres sont inversés de nouveau avec, cette fois, 50 points de mesure.
La figure II.10 montre bien que l’inversion a convergé vers le minimum global de la fonc-
tion coût pour les 15 cylindres, fournissant ainsi les bonnes estimations des paramètres.
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FIGURE II.10 – Résultats de l’optimisation de 15 cylindres différents, seuls et verticaux, pour
50 points de mesures de bistatisme en φs . La droite y = x en pointillés représente l’égalité
entre la vérité terrain (en abscisse) et la valeur estimée (en ordonnée).
Nous savons que, en augmentant la taille de la population, la convergence de l’AG serait
accélérée. De plus une population trop faible par rapport à la complexité de la fonction coût a
pour conséquence de rendre plus lente la sortie de l’AG d’un minimum local. Ici, nous venons
d’observer que si la sortie du minimum local est trop lente, le critère d’arrêt peut stopper le
processus d’inversion trop tôt. En effet, de par sa nature statistique et le fait que sa population
ne s’étouffe pas, notre AG trouvera toujours l’optimum global, mais pour un nombre d’itéra-
tions tendant vers l’infini à mesure que la taille de la population diminue. Mais ce n’est pas
réalisable. Cette étude nous montre une autre façon de résoudre le problème de convergence
vers l’optimum global. Si la fonction coût a des minima locaux qui gênent l’AG, l’autre so-
lution consiste à modifier la fonction coût à optimiser en augmentant la taille des données
par des positions d’antenne supplémentaires. Cela consiste bien à augmenter le nombre de
données pour diminuer les ambiguïtés de la fonction coût.
Augmenter la taille de la population ou augmenter la taille des données, quelle que soit la
solution choisie cela implique du temps de calcul supplémentaire lors de l’étape d’évaluation
de la fonction coût. Mais cela permet aussi d’envisager de pouvoir traiter des problèmes, avec
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un grand nombre de solutions possibles dans l’intervalle de recherche, en augmentant à la
fois la taille de la population et le nombre de positions d’antenne.
C- Inversion de deux cylindres en bistatisme en φ
Dans cette partie, nous allons inverser les données correspondant à deux cylindres verti-
caux positionnés à 1 m (1.4λ) de l’origine du repère. Le premier est positionné sur l’axe (OX )
et le second sur l’axe (OY ). Nous allons inverser les 4 variables (rayon, hauteur, permittivité
complexe) de ces deux cylindres. Le premier est de permittivité relative εr = 9+6  et tel que[
r ayon,hauteur
] = [8 cm,3 m]. Le second est de permittivité relative εr = 7+13  et tel que[
r ayon,hauteur
] = [13 cm,7 m]. Ceci fait passer la longueur du chromosome d’inversion
dans l’AG de 4 à 8 variables. Le nombre de solutions possibles pour les paramètres des deux
cylindres s’élève à 500250 possibilités.
Ici, nous prenons le cas de deux cylindres pour complexifier le problème à inverser. Mais
nous allons profiter de cette étude pour vérifier le résultat précédent, à savoir, l’augmentation
du nombre de points de mesure accélère la convergence de l’inversion. Deux cas seront tes-
tés : le cas de 10 points de mesure (θi = θs = 30◦ et φs = [10 : 30 : 280]◦) et le cas de 21 points de
mesure (θi = θs = 30◦ et φs = [10 : 15 : 310]◦). Pour chaque situation, trois essais sont fait, afin
de montrer la convergence vers une solution unique.
La taille de la population est de 140 individus, soit 0,028% des solutions possibles.
a- cas de 10 points de mesure
Les figures II.11a et II.11b montrent clairement que l’AG n’a pas convergé vers l’optimum
global pour tous les essais, mais seulement pour deux sur trois. La fonction coût de l’essai 2,
malgré son faible niveau, n’a pas convergé vers zéro. L’effet sur la convergence des paramètres
se voit sur la figure II.11b. Les deux cercles (noirs et vert) représentent les valeurs des para-
mètres de deux cylindres. L’essai 2 n’a pas retrouvé les paramètres du cylindre 2, représentés
par le cercle noir.
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(b) Variation des meilleures valeurs des huit variables en fonction du nombre d’itérations.
FIGURE II.11 – Résultat de l’inversion de deux cylindres en configuration bistatique en φs
pour 10 points de mesure.
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b- cas de 21 points de mesures
Nous avons donc augmenté le nombre de points de mesures de l’étude précédente (21
points à la place de 10 points). Les figures II.12a et II.12b montrent parfaitement la conver-
gence de tous les essais vers l’optimum global pour lequel le coût a une valeur nulle et qui
correspond aux paramètres recherchés.
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(a) Variation du meilleur coût en fonction du nombre d’itérations.
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(b) Variation des meilleures valeurs des huit variables en fonction du nombre d’itérations.
FIGURE II.12 – Résultat de l’inversion de deux cylindres en configuration bistatique en φ
pour 21 points de mesure.
Synthèse L’inversion de deux cylindres s’effectue correctement. Cette étude nous conforte
dans l’idée qu’augmenter le nombre de positions d’antennes dans les données aide à la
convergence de l’AG vers le minimum global de la fonction coût qui correspond, en crime
inverse, à la vérité terrain.
II.4 Estimation à partir de données du modèle exact
Dans cette section, nous allons augmenter le niveau de complexité de l’inversion en uti-
lisant des données simulées par le modèle exact présenté dans la première partie de ce ma-
nuscrit (chapitre III). Nous sortons du "crime inverse" puisque le modèle électromagnétique
utilisé pour fabriquer les données n’est pas celui utilisé pour l’inversion. En faisant cela nous
introduisons une erreur de modèle entre les données et les simulations utilisées par l’AG. Le
modèle électromagnétique approché n’est plus considéré comme décrivant parfaitement le
phénomène physique. Afin de minimiser cette erreur de modèle, nous allons utiliser la confi-
guration de bistatisme en φ qui a montré, au chapitre IV, les meilleures performances lors de
156 Chapitre II. Applications de l’algorithme génétique : résultats numériques
la comparaison entre les deux modèles électromagnétiques.
Nous allons inverser trois types de cibles. Un cylindre seul, puis deux et enfin quatre cy-
lindres. Selon les cas, nous étudierons l’effet de la taille de la population utilisée, du nombre
de données (multifréquences ou multipositions) et nous formulerons des hypothèses sur la
convergence qui guiderons notre démarche.
Les données fournies sont complètement polarimétriques. Pour chaque résultat d’inver-
sion, nous montrerons les comparaisons des simulations des modèles exact et approché pour
la configuration d’interêt de manière à se faire une idée qualitative de l’erreur apportée par le
modèle.
A- Inversion d’un cylindre
Dans cette étude, nous allons optimiser les paramètres d’un cylindre seul, défini par son
rayon, sa hauteur et sa permittivité complexe. Nous allons montrer les résultats pour trois
jeux de paramètres :
— pour le premier cylindre :
[
r ayon,hauteur
] = [6,8 cm,2,2 m] et permittivité relative
εr = 3,6+6  ,
— pour le deuxième cylindre :
[
r ayon,hauteur
] = [8,4 cm,3,6 m] et permittivité relative
εr = 5,8+14,2  ,
— pour le troisième cylindre :
[
r ayon,hauteur
]= [11,2 cm,8,2 m] et permittivité relative
εr = 9,6+7,8  .
Ces paramètres sont pris de façon à modéliser des troncs d’arbres ou des branches pri-
maires de manière réaliste. Ils sont cherchés respectivement sur les intervalles r (cm) = [5 :
0,2 : 15], h (m) = [1 : 0,2 : 10],ℜe(εr ) = [1 : 0,2 : 15] et ℑm(εr ) = [5 : 0,2 : 15].
Pour chaque processus d’inversion de ces trois cylindres, nous avons effectués trois essais
pour bien montrer la convergence du résultat vers une solution unique. Chaque cylindre est
positionné sur une surface parfaitement conductrice au centre du repère (OX Y Z ).
La population est ici fixée à 500 individus. Cette population représente 0,0063% des
7875000 possibilités dans les intervalles de recherche des paramètres. Nous avons pris 121
points de mesures, tous en bistatisme en φs (θi = θs = 30◦ et φs = [50 : 2 : 290]◦) pour une
fréquence de 435 MHz.
La figure II.13a montre les variations des valeurs des meilleurs coûts pour chaque cy-
lindre, pour les trois essais, en fonction du nombre d’itérations. Nous pouvons tout d’abord
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remarquer que même si le meilleur coût a convergé, le coût optimal n’est plus zéro. Cela signi-
fie qu’il reste une erreur entre les données et les simulations du modèle approché même pour
les paramètres optimaux. De plus, nous représentons le coût de la vérité terrain de chaque
cylindre par un cercle rouge, bleu ou noir ( les deux dernières étant superposées). Cela nous
permet de constater que les solutions estimées ont un coût inférieur à celui des solutions à
trouver. Cela signifie que les paramètres optimaux trouvés seront différents de ceux de la vé-
rité terrain.
Pour mieux appréhender cette différence, nous présentons les quatre paramètres inversés
sur la figure II.13b. Pour les quatre paramètres, les trois essais ont convergé vers une solution
unique (rond, étoile et triangle sont confondus), mais cette solution est d’autant plus mau-
vaise qu’elle s’éloigne de la droite y = x. Les estimations semblent bien meilleures pour la
hauteur et le rayon que pour la permittivité complexe.
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FIGURE II.13 – Résultats de l’inversion avec des données du modèle exact de trois cylindres
seuls en bistatisme en φs .
Les solutions obtenues montrent un écart entre les valeurs trouvées et la vérité terrain.
Cette erreur est due à l’erreur entre les données générées par le modèle exact et le modèle
approché utilisé lors de l’inversion. Pour s’en convaincre, les figures II.14 et II.15 montrent la
comparaison directe du troisième cylindre inversé simulé par les deux modèles dans la même
configuration que les données. Même si d’un point de vue comportemental la comparaison
semble concluante, d’un point de vue quantitatif les différences (notamment sur les phases)
semblent être critiques pour l’inversion.
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FIGURE II.14 – Amplitude de la matrice de diffusion sur tous les canaux de polarisation pour
les modèles exact et approché en fonction de l’angle φ de diffusion pour un cylindre.
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FIGURE II.15 – Phase de la matrice de diffusion sur tous les canaux de polarisation pour les
modèles exact et approché en fonction de l’angle φ de diffusion pour un cylindre.
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Dans cette expérience nous avons inversé des données avec du bruit de modèle. La taille
de la population et le nombre de points de mesures choisis ont néanmoins permis à l’AG
de converger vers la solution optimale. Par contre, l’erreur de modèle a pour conséquence
d’éloigner la solution optimale de la vérité terrain.
B- Inversion de deux cylindres
Dans cette partie, nous allons traiter le cas de deux cylindres pour complexifier le pro-
blème à inverser. Nous profiterons de cette expérience pour vérifier les deux propriétés ob-
servées précédemment : l’augmentation de la taille de la population (avec 1000 et 2000 indi-
vidus) et l’augmentation du nombre de positions d’antenne (avec 56 et 168 points de mesure)
dans les données, augmentent la rapidité de convergence de l’AG. Puisqu’il s’agit d’augmenter
la taille des données, nous allons aussi tester l’effet de l’utilisation de données multifréquen-
tielles (425 MHz, 435 MHz et 445 MHz). Cela nous permettra d’augmenter la taille du jeu de
données tout en distinguant l’effet d’une augmentation du nombre de positions d’antenne et
du nombre de fréquences utilisées.
Comme les paramètres d’optimisation sont codés en valeurs réelles discrètes, l’intervalle
de recherche de chaque paramètre est échantillonné à la précision souhaitée par l’utilisateur.
Il est alors fort possible que le paramètre réel dénommé "vérité terrain" soit légèrement diffé-
rent de sa valeur quantifiée. Cette dernière est donc nommée "vérité terrain inversible" (VTI)
dans le sens où elle est la solution la plus proche de la vérité terrain que l’AG peut trouver.
Pour illustrer cela, nous avons choisi de faire apparaître, sur les premières figures, les valeurs
de la vérité terrain ainsi que celles de la vérité terrain inversible.
Les deux cylindres différents sont positionnés verticalement sur une surface de permitti-
vité εr = 5+2,1  et sont espacés de 2 m sur l’axe (OY ) autour du centre du repère. Pour la vérité
terrain inversible, le premier cylindre a pour paramètres
[
r ayon,hauteur
] = [12 cm,8,8 m]
et permittivité relative εr = 9+12  . Le second cylindre a pour paramètres
[
r ayon,hauteur
]=
[8,5 cm,6,4 m] et permittivité relative εr = 7+9  .
Les figures II.16 et II.17 montrent les résultats de la comparaison des matrices de diffu-
sion calculées à l’aide des modèles approché et exact. Cette comparaison est faite pour une
fréquence de 435 MHz. Les résultats pour les deux autres fréquences sont renvoyées en an-
nexe F. Il y a un bon accord général entre les deux modèles avec une légère sous-estimation
de l’amplitude de la part du modèle approché et des différences plus marquées sur la phase.
Le même constat peut être tiré des comparaisons à 425 MHz et à 445 MHz.
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FIGURE II.16 – Amplitude de la matrice de diffusion sur tous les canaux de polarisation pour
les modèles exact et approché en fonction de l’angle φs pour deux cylindres.
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FIGURE II.17 – Phase de la matrice de diffusion sur tous les canaux de polarisation pour les
modèles exact et approché en fonction de l’angle φs pour deux cylindres.
Pour ce processus d’inversion, l’intervalle de recherche des paramètres est le suivant :
r (cm) = [1 : 0,5 : 15], h (m) = [1 : 0,2 : 10], ℜe(εr ) = [1 : 1 : 15] et ℑm(εr ) = [1 : 1 : 25]. Le
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nombre de solutions possibles pour ces deux cylindres de quatre variables chacun est donc
de 1,7923× 1011. Pour assurer la convergence vers le minimum global de la fonction coût,
nous avons choisi un critère d’arrêt plus contraignant qui nécessite la stabilité du résultat sur
150 itérations successives. Enfin, pour toutes les configurations étudiées dans cette partie,
nous allons montrer les résultats de trois essais du processus d’inversion afin de vérifier la
convergence du résultat vers une solution unique qui doit correspondre à l’optimum global
de la fonction coût.
a- Cas d’une population de 1000 individus
Une population de 1000 individus représente, dans notre problème, 5,58×10−7% des pos-
sibilités. Les données sont constituées de 56 points de mesure où seules les positions d’an-
tenne changent (θi = θs = 40◦ et φs = [10 : 2 : 120]◦).
Cas d’une seule fréquence (435 MHz) : Nous allons inverser les paramètres des deux cy-
lindres en utilisant les données de 56 points de mesures à une seule fréquence. Les figures
II.18a et II.18b montrent qu’à partir de 25 itérations les trois essais ont convergé vers la solu-
tion optimale.
La figure II.18b montre que l’AG n’a pas réussi à identifier deux rayons différents et la
solution trouvée donne deux rayons identiques pour ces deux cylindres. Par contre l’AG est
bien arrivé à distinguer les deux valeurs pour les trois autres paramètres même s’ils montrent
des écarts avec les solutions recherchées.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.18 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 56 positions d’antenne, données
monofréquentielles et bistatisme en φs .
Cas de deux fréquences (425 MHz et 445 MHz) : les mêmes 56 positions d’antenne sont uti-
lisées.
La figure II.19a montre un léger décalage de la valeur vers laquelle converge le meilleur
coût pour les trois essais. Cela est dû (Fig II.19b) à la non convergence de la hauteur et de
la permittivité complexe pour l’essai numéro 3. Manifestement l’évolution de la forme de la
fonction coût éloigne la solution optimale de la vérité terrain inversible puisque le coût de
cette dernière passe de 0,35 pour un seule fréquence à 0,45 pour deux fréquences.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.19 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 56 positions d’antenne, données
multifréquentielles (2 fréquences) et bistatisme en φs .
Cas de trois fréquences (425 MHz, 435 MHz et 445 MHz) : l’ajout d’une fréquence n’a pas
été concluant. Afin de pouvoir conclure sur l’ajout de fréquences nous avons fait une ultime
tentative avec trois fréquences différentes et toujours 56 positions d’antenne pour chacune.
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Les résultats des figures II.20a et II.20b indiquent que l’AG n’a pas convergé vers la solution
optimale pour l’essai numéro 2.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.20 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 56 positions d’antenne, données
multifréquentielles (3 fréquences) et bistatisme en φs .
La conclusion qui se dégage est que, à taille de population fixe, l’augmentation de la taille
des données par l’introduction de nouvelles fréquences de mesure, avec les mêmes positions
d’antenne, n’améliore par la convergence. Ce résultat rejoint l’observation faite en crime in-
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verse lors de l’étude préalable de la convergence de l’AG (section II.2 - A- b-).
b- Cas d’une population de 2000 individus
Comme nous avons constaté que l’inversion de deux cylindres avec des données multi-
fréquentielles pour une population de démarrage de 1000 individus n’a pas convergé vers une
solution unique pour les 3 essais, nous allons multiplier la taille de la population par deux et
réitérer l’expérience pour évaluer l’effet de ce choix.
Une population de 2000 individus représente ici 1,12×10−6% des possibilités. Les don-
nées sont constituées de 56 points de mesure où seules les positions d’antenne changent
(θi = θs = 40◦ et φs = [10 : 2 : 120]◦).
Cas d’une seule fréquence (435 MHz) : les résultats obtenus, reportés sur les figures II.21a et
II.21b, ne montrent aucune différence notable avec le cas de 1000 individus. La convergence
s’effectue toujours correctement pour des valeurs optimales semblables. Les deux rayons ne
sont toujours pas discernables. Cela confirme bien que l’AG a convergé vers sa solution opti-
male.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.21 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact. 2000 individus, 56 positions d’antenne, données
monofréquentielles et bistatisme en φs .
Cas de deux fréquences (425 MHz et 445 MHz) : comme cela était attendu, les figures II.22a
et II.22b montrent que l’augmentation de la taille de la population a fait converger les solu-
tions des trois essais vers une solution unique. Les résultats indiquent bien la présence de
deux cylindres avec des paramètres différents. Seuls les rayons semblent relativement bien
estimés. Là aussi, l’ajout d’une fréquence, à taille de population identique, semble diminuer
l’erreur sur le rayon estimé.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.22 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 2000 individus, 56 positions d’antenne, données
multifréquentielles (2 fréquences) et bistatisme en φs .
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Cas de trois fréquences (425 MHz, 435 MHz et 445 MHz) : les meilleurs coûts de la figure
II.23a ne convergent pas vers le même minimum. Les paramètres de la figure II.23b ne
convergent pas vers une solution unique. Il semblerait qu’à nouveau la taille de la popula-
tion soit trop petite.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.23 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 2000 individus, 56 positions d’antenne, données
multifréquentielles (3 fréquences) et bistatisme en φs .
Grâce à cette série d’expériences, nous avons vérifié à nouveau qu’augmenter la taille de
la population aide à la convergence de l’AG. En effet, le cas bifréquentiel (2× 56 positions
d’antenne), qui ne convergeait pas pour une population de 1000 individus, converge lorsque
la population a doublé. Par contre, pour le cas trifréquentiel, le doublement de la population
n’a pas autorisé la convergence de l’AG. Il semblerait qu’une nouvelle augmentation soit né-
cessaire. Il nous reste à vérifier qu’il en est de même lorsque le nombre de positions d’antenne
augmente. Nous avons aussi remarqué qualitativement que l’ajout de fréquences avait, par-
fois, un impact positif sur l’erreur entre les paramètres estimés et la vérité terrain inversible.
c- Cas de l’augmentation du nombre de positions d’antenne
Dans cette étude, le but étant de vérifier l’effet de l’ajout de positions d’antenne dans
les données, nous fixons la taille de la population à 1000 individus. Nous avons augmenté
la quantité de données en ajoutant des points sur l’arc de cercle parcouru par l’antenne de
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réception. Nous passons de 56 points de mesure à 168 points (θi = θs = 40◦ et φs = [20 : 2 :
354]◦).
Cas d’une seule fréquence (435 MHz) : la variation du meilleur coût (Fig II.24a) indique que
les trois essais ont convergé vers la solution optimale, différente de la vérité terrain inversible.
La figure II.24b montre que l’AG a réussi à distinguer les deux rayons. De plus, le coût de la
vérité terrain inversible est ici de ' 0,3 alors qu’il était plus élevé (' 0,35) pour 56 positions
d’antenne à une seule fréquence. Cela signifie que le nombre de positions d’antenne a un
impact sur l’écart entre les paramètres inversés et la vérité terrain. Ici, cela semble améliorer
les résultats.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations
FIGURE II.24 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 168 positions d’antenne à une seule
fréquence et bistatisme en φs .
Cas de deux fréquences (425 MHz et 445 MHz) : les trois essais ont convergé vers la même
valeur de meilleur coût, inférieure au coût de la vérité terrain inversible (Fig II.25a). La figure
II.25b montre que l’AG a bien convergé vers une solution unique et a aussi réussi à distinguer
les deux rayons.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.25 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 168 positions d’antenne, données
multifréquentielles (2 fréquences) et bistatisme en φs .
Cas de trois fréquences (425 MHz, 435 MHz et 445 MHz) : la figure II.26a indique que les
meilleurs coûts, pour les trois essais, ont convergé vers la même valeur, inférieure au coût
de la vérité terrain inversible. Quant à la figure II.26b, elle montre que l’AG a aussi réussi à
distinguer les deux rayons.
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(a) Variation du meilleur coût en fonction du nombre d’itérations et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs des quatre variables des deux cylindres en fonction du nombre
d’itérations.
FIGURE II.26 – Résultats de l’inversion des données correspondant à deux cylindres et
calculées à l’aide du modèle exact . 1000 individus, 168 positions d’antenne, données
multifréquentielles (3 fréquences) et bistatisme en φs .
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Les résultats présentés dans cette étude ont été obtenus pour un nombre de données plus
important grâce à l’ajout de positions d’antenne. A taille de population identique (1000 indi-
vidus) et pour un même nombre de fréquences, l’augmentation du nombre de positions d’an-
tenne (168 positions) a fait converger les cas bi- et trifréquentiel qui n’avaient pas convergé
pour 56 positions d’antenne.
Dans la même logique, l’expérience sur 1000 individus a été paramétrée de manière à ce
que les données monofréquentielles étendues en nombre de positions d’antenne soient aussi
nombreuses, soit 168 points de mesure, que les données trifréquentielles non étendues. Sa-
chant que les données monofréquentielles ont convergé et que les trifréquentielles non, la
conclusion est sans appel : l’hypothèse avancée précédemment (section B-), selon laquelle
l’augmentation du nombre de positions d’antenne dans le jeu de données augmentait la ca-
pacité de convergence de l’AG, est valide. Par contre, le nombre de fréquences utilisées dans
le jeu de données n’aide pas à la convergence. Il existe bien deux leviers pour améliorer la
convergence de l’AG : la taille de la population et le nombre de positions d’antenne dans les
données.
Ce qui nous semble le plus plausible pour expliquer l’effet positif de l’augmentation du
nombre de positions d’antenne est que le nombre de points par fréquence doit être suffisam-
ment élevé pour échantillonner correctement la mesure en φs (cf. figures II.14 et II.15). Si le
champ est mal échantillonné, l’ajout de fréquences revient à ajouter des erreurs supplémen-
taires au jeu de données.
C- Inversion de quatre cylindres
Dans cette partie, la complexité augmente encore. Nous souhaitons inverser les para-
mètres de 4 cylindres différents, représentés sur la figure II.27. Leur permittivité relative est
identique et a pour valeur de vérité terrain inversible εr = 9+5  . Leurs hauteurs sont toutes
différentes, tandis que leurs rayons sont égaux deux à deux et tels que, pour leur vérité terrain
inversible :
— Cylindre 1 :
[
r ayon,hauteur
]= [7 cm,6,4 m],
— Cylindre 2 :
[
r ayon,hauteur
]= [8,5 cm,9,2 m],
— Cylindre 3 :
[
r ayon,hauteur
]= [8,5 cm,8,4 m],
— Cylindre 4 :
[
r ayon,hauteur
]= [7 cm,7,2 m].
Ces quatre cylindres sont posés sur un sol diélectrique de permittivité εr = 5+2,1  et sont
suffisamment espacés de manière à minimiser les couplages.
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FIGURE II.27 – Schéma des 4 cylindres différents à inverser.
Nous avons utilisé les mêmes configurations d’antenne que précédemment (bistatisme
en φs avec 168 positions d’antenne). Pour les quatre cylindres décrits chacun par quatre pa-
ramètres, le nombre de solutions possibles sur l’intervalle de recherche ([1 : 0,5 : 15;1 : 0,2 :
10;1 : 1 : 15;1 : 1 : 25]) s’élève à 3,2125× 1022. Devant ce nombre de possibilités, nous avons
fixé la population à 20000 individus (6,2×10−17% des solutions possibles) et nous avons fait
deux essais d’inversion. Le critère d’arrêt est ramené à 100 itérations de stabilité du coût de la
meilleure solution. Pour constituer le jeu de données, nous avons pris 168 positions d’antenne
telles que (θi = θs = 40◦ et φs = [20 : 2 : 354]◦) pour une fréquence de 435 MHz.
Nous allons d’abord montrer la comparaison directe entre les données fournies par le
modèle exact et les résultats du calcul de la matrice de diffusion de ces quatre cylindres simu-
lés par le modèle approché. Les figures II.28 et II.29 donnent la comparaison des amplitudes
et des phases sur tous les canaux de polarisation en fonction d’angle azimutal de diffusion
φs . Les angles zénithaux d’émission et de diffusion sont fixés à θi = θs = 40◦ pour un angle
azimutal d’émission égal à φi = 0 ◦. Les amplitudes donnent des résultats particulièrement
concordants, les phases moins.
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FIGURE II.28 – Amplitude de la matrice de diffusion sur tous les canaux de polarisation pour
les modèles exact et approché en fonction de l’angle φs pour quatre cylindres.
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FIGURE II.29 – Phase de la matrice de diffusion sur tous les canaux de polarisation pour les
modèles exact et approché en fonction de l’angle φs pour quatre cylindres.
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La figure II.30a indique que les deux essais ont convergé vers la même solution et qu’il y
a des différences entre les solutions optimales et la vérité terrain inversible. La figure II.30b
confirme que les quatre paramètres ont convergé vers une solution unique pour les deux es-
sais. Par ailleurs, la solution proposée par l’AG indique bien qu’il y a deux rayons différents.
Cependant il donne trois hauteurs différentes au lieu de quatre, et deux permittivités réelles
pour une seule et trois imaginaires pour une seule. Quant à l’estimation des valeurs, elles sont
particulièrement bonnes pour les rayons, dans le bon ordre de grandeur pour les hauteurs et
d’un peu moins bonne qualité pour la permittivité.
L’inversion converge vers la solution optimale malgré une taille de population négligeable
par rapport au nombre de solutions possibles. L’AG a parfaitement joué son rôle. Par contre,
malgré les comparaisons du jeu de données assez concluantes, les erreurs de modèles en-
tachent assez fortement la précision des paramètres inversés.
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(a) Variation du meilleur coût en fonction du nombre d’itérations pour deux essais d’inversion de
quatre cylindres et coût de la vérité terrain inversible.
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(b) Variation des meilleures valeurs en fonction du nombre d’itérations pour les quatre variables des
quatre cylindres et vérité terrain inversible.
FIGURE II.30 – Résultats de l’inversion des données correspondant à quatre cylindres et
calculées à l’aide du modèle exact . 20.000 individus, 168 positions d’antenne, données
monofréquentielles et bistatisme en φs .
Synthèse Dans le processus de validation de l’inversion par notre AG, nous avons inversé
des cibles de plus en plus complexes en utilisant des données obtenues par un modèle exact.
Cela nous rapproche d’un pas vers le contexte opérationnel d’un AG, le traitement de mesures.
L’AG a montré sa capacité à inverser ces cibles, en cherchant dans un espace de solutions
gigantesque, dans le sens où il est capable de trouver le minimum global de la fonction coût.
Pour aider à cette convergence, nous avons vérifié l’hypothèse émise dans l’étude en crime
inverse : on peut soit augmenter la taille de la population, soit augmenter la taille des données
en ajoutant des mesures pour différentes positions d’antenne. En outre, nous avons observé
que l’utilisation de plusieurs fréquences dans le jeu de données n’aide en rien la convergence.
Par contre, une comparaison qualitative des paramètres inversés avec la vérité terrain nous
amène à conclure que le nombre de fréquences et le nombre de positions d’antenne a un
impact sur la qualité de l’inversion.
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II.5 Estimation des variables à partir de mesures
Les études d’inversion présentées jusqu’ici ont été faite en s’appuyant sur des données
générées à partir du modèle approché ou du modèle exact. Cependant, l’utilisation de don-
nées expérimentales acquises en situation contrôlée s’avère être un pas supplémentaire pour
la validation de l’AG.
Les mesures ont été faite dans la chambre anéchoïque du CCRM à Marseille, dans le cadre
de la thèse de S. Bellez [23], pour valider le modèle exact [66]. Pour une description plus dé-
taillée de la chambre anéchoïque et des moyens de mesures nous vous renvoyons aux do-
cuments cités. L’utilisation de données mesurées en chambre anéchoïque s’avère plus avan-
tageuse que les mesures en milieu naturel pour ce qui concerne un processus de validation
puisque les conditions y sont contrôlées (connaissance de la cible, de sa position et des condi-
tions expérimentales).
La mesure a été réalisée sur des maquettes représentant des éléments de forêt à échelle
réduite. Les dimensions des cibles ainsi que la bande de fréquence de mesure ont été détermi-
nées en appliquant un changement d’échelle. Les paramètres de la mesure en chambre sont
ainsi liés à ceux du milieu naturel par un facteur d’échelle.
Les maquettes utilisées sont composées d’une plaque métallique circulaire représen-
tant le sol et de parallélépipèdes diélectriques verticaux représentant les troncs des arbres
(Fig II.31). La plaque circulaire en aluminium est de diamètre égal à 900 mm et d’épaisseur
2 mm. Les cibles de forme parallélépipédique sont faites de matériaux différents : le premier
est du plexiglas de permittivité relative εr = 2,6+ 0.001 et le second est de l’époxy chargée de
dioxyde de titane de permittivité relative moyenne εr = 9+ 0.001.
Les données sont constituées de mesures en bistatiques en φs telles que (θi = θs = 40◦ et
φs = [50 : 2 : 310]◦).
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FIGURE II.31 – Photo de la maquette mesurée en chambre anéchoïque constituée quatre
parallélépipèdes.
A- Inversion d’un cylindre en plexiglas
Nous allons commencer notre étude pour le cas d’un cylindre en plexiglas. La cible est
un parallélépipède de dimension 8×8×100 mm3 (Fig II.32a). Nous avons mesuré le champ
diffracté par ce parallélépipède en polarisation HH selon la configuration présentée sur la
figure II.32b.
(a) Configuration de la maquette. (b) Configuration de la mesure.
FIGURE II.32 – Configuration géométrique de la maquette et des antennes d’émission et de
réception. (a)Configuration de la maquette. (b)Bistatisme en φs . Le point en bleu indique la
position de l’antenne émettrice et ceux en rouge représentent les positions des récepteurs.
182 Chapitre II. Applications de l’algorithme génétique : résultats numériques
La figure II.33 présente la comparaison directe du module et de la phase en polarisation
HH entre les données expérimentales et simulées par les modèles approché et exact. Les ré-
sultats de ce dernier sont présentés à titre indicatif. Cette comparaison montre très clairement
le très bon accord entre les mesures et les simulations. Le jeu de données extrait des mesures
devrait limiter les erreurs de modèle et de mesure dans le processus d’inversion.
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FIGURE II.33 – Comparaison entre mesures et simulations pour un cylindre seul vertical en
plexiglas à une fréquence de 12 GHz.
La figure II.34 présente les résultats de l’inversion à 12 GHz des trois paramètres [rayon,
hauteur, partie réelle de la permittivité] dans des intervalles respectifs de r (cm) = [0,1 : 0,05 :
2], h (m) = [0,05 : 0,05 : 1], ℜe(εr ) = [1 : 0,1 : 10]. Nous avons fixé la population de départ à
100 individus (soit 0,14% des solutions possibles) et le critère d’arrêt est fixé à 50 itérations
de stabilité. Le meilleur coût trouvé tend vers l’optimum global préalablement calculé (croix
bleue) mais la vérité terrain présente un coût légèrement supérieur (ronds verts). Les trois
paramètres inversés fournissent une solution unique pour chacun des trois essais effectués ;
l’AG a convergé. Ils tendent vers les valeurs associées au minimum global de la fonction coût
(croix bleue). Le plus remarquable est qu’ils tendent aussi vers les valeurs de la vérité terrain
inversible (rond vert). Cela veut dire que le champ mesuré est très proche de celui prédit par
le modèle utilisé (figure II.33).
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FIGURE II.34 – Résultats de l’inversion d’un barreau de plexiglas vertical sur sol métallique.
Meilleur coût et meilleures valeurs des paramètres en fonction du nombre d’itérations.
B- Inversion d’un cylindre d’époxy chargé de dioxyde de titane
Dans cette expérience la cible est échangée pour un parallélépipède d’époxy chargé de
dioxyde de titane, choisi parce que sa permittivité réelle est plus grande. La configuration de
mesure reste inchangée (Fig II.32). Par contre nous disposons des mesures en polarisation VV
et HH. Le parallélépipède est de dimensions 7,5×7,5×75 mm3.
Les figures II.35 et II.36 montrent la comparaison directe en module et en phase pour les
polarisations HH et VV des matrices de diffusion mesurée et simulées à 7 GHz. Ces résultats
montrent une certaine erreur entre les modèles et la mesure pour les deux polarisations. L’in-
version sera, ici, plus délicate.
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FIGURE II.35 – Comparaison en module et phase des matrices de diffusion mesurée et
simulées en polarisation HH à 7 GHz.
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FIGURE II.36 – Comparaison en module et phase des matrices de diffusion mesurée et
simulées en polarisation VV à 7 GHz.
La figure II.37 montre les résultats du processus d’inversion pour un jeu de données
contenant les deux polarisations HH et VV. L’AG a bien convergé vers le minimum global de
la fonction coût et vers une solution unique sur trois essais. Les paramètres physiques ont
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convergé aussi mais donnent une solution où seule la hauteur estimée est proche de la vérité
terrain inversible, même si les résultats pour les autres paramètres ne sont pas aberrants pour
autant. L’effet de l’erreur de modèle et la qualité des mesures se font bien sentir.
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FIGURE II.37 – Résultats de l’inversion des données correspondant à un barreau d’époxy
chargé, vertical, sur sol métallique. Meilleur coût et meilleures valeurs des paramètres en
fonction du nombre d’itérations.
Comme l’erreur d’estimation dépend du jeu de données utilisé, l’inversion a aussi été
faite pour les deux polarisations séparément. Le tableau II.1 synthétise les résultats de l’inver-
sion des paramètres pour les trois configurations de polarisation utilisées. Il présente d’abord
les coûts de la vérité terrain inversible à comparer avec les coûts des minima globaux de la
fonction coût. L’écart entre ces valeurs caractérise l’erreur qui sera faite sur la précision des
paramètres inversés. Ensuite, le tableau indique les valeurs du rayon, de la hauteur, du vo-
lume associé et de la partie réelle de la permittivité obtenus par l’inversion. Ces valeurs sont
à comparer avec les valeurs de la vérité terrain inversible (VTI). Enfin, le tableau indique la
distance géométrique entre le jeu de paramètres inversés et le jeu de paramètres de la vérité
terrain inversible pour chaque combinaison de polarisation.
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hhhhhhhhhhhhhhhhhhhhhhhhhh
Paramètres estimés
Données d’inversion
HH VV HH-VV VTI
Coût de la VTI 0,2402 0,109 0,3491
Coût minimum global 0,174 0,0457 0,2975
Rayon cylindre (cm) 0,8 0,585 0,555 0,425
Hauteur cylindre (m) 0,055 0,07 0,065 0,075
Permittivité (partie réelle) 3 6 6 9
Volume cylindre (×10−4 m3) 0,1106 0,0753 0,0629 0,0426
Distance =
√ ∑
paramètres
|paramètresvérité terrain−paramètresinversé|2
|paramètresvérité terrain|2 1,13 0,5 0,48 0
TABLE II.1 – Les différents résultats de l’inversion en fonction des polarisations utilisées dans
le jeu de données.
La plus petite erreur entre le coût de la vérité terrain inversible et le coût du minimum
global est obtenue pour les jeux de données utilisant les polarisations HH-VV ensemble
(distance minimale), malgré les erreurs sur les données en HH. Cela peut être expliqué par
le niveau relatif du module des deux polarisations (cf. figures II.35 et II.36). Le maximum du
module de VV (-27 dB) est à 4dB au dessus de celui de HH (-31 dB). Ce dernier doit donc avoir
une contribution moindre lors de l’utilisation des deux polarisations. La configuration en
HH-VV donne la meilleure estimation du rayon et les bons ordres de grandeur pour la hauteur
et la permittivité. La polarisation VV fournit une erreur un peu plus grande sur le rayon mais
estime mieux la hauteur. L’erreur sur le rayon de la polarisation HH-VV se compense avec
l’erreur sur la hauteur de la polarisation VV, pour donner la même distance géométrique à la
vérité terrain inversible. Néanmoins, rayon et hauteur ne sont pas équivalents et les erreurs
sur ces paramètres conduisent à des volumes différents. De ce point de vue, c’est la pola-
risation HH-VV qui estime le mieux les paramètres recherchés. L’apport de la polarisation
HH, quand elle est couplée à la polarisation VV, est de donner une meilleure estimation du
volume du cylindre. Quant à la permittivité, il semble bien que son inversion soit un point dur.
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Cette expérience semble montrer que l’utilisation des différents canaux de polarisation
n’est pas concluante pour réduire l’erreur entre les paramètres inversés et la vérité terrain in-
versible. Par contre, lors de la validation de l’algorithme d’inversion sur des données simulées
par le modèle exact, nous avions constaté que l’utilisation de données multifréquentielles
avaient un impact sur les paramètres inversés et donc, logiquement, sur l’erreur d’inversion.
Pour approfondir cette observation, nous avons utilisé plusieurs jeux de données constitués
à partir d’un nombre de fréquences différent, sur le même principe que dans la section II.2.
Le tableau II.2 présente donc les résultats de l’expérience qui a consisté à inverser le rayon, la
hauteur et la permittivité du cylindre diélectrique pour des jeux de données constitués d’une,
de deux, de quatre, de sept et de treize fréquences différentes. Le jeu de quatre fréquences
est mesuré à 7 GHz, 8,8 GHz, 11,6 GHz et 13 GHz tandis que le jeu de sept fréquences est me-
suré entre 7 GHz et 13 GHz par pas de 1 GHz. Enfin, pour obtenir le jeu de 13 fréquences, nous
ajoutons au jeu de sept fréquences des mesures de 7,6 GHz à 12,6 GHz par pas de 1 GHz. Les
paramètres estimés à partir de ces jeux de données sont présentés et permettent de calculer
leur distance géométrique à la vérité terrain inversible (tableau II.2).
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Etude de l’erreur d’inversion : jeu de données unique et multifréquentiel
Vérité terrain
inversible
Rayon (mm) Hauteur (cm) Permittivité
4 7 9
Valeurs estimées
Polarisation VV
Fréquence (GHz) Rayon (mm) Hauteur (cm) Permittivité Distance
7 5,5 7 6,4 0,47
[7 - 8,8] 5,5 7 6,9 0,44
[7 - 12] 4,5 7 8 0,16
4 fréquences 4 5 8,7 0,28
7 fréquences 4,5 5 6,7 0,4
13 fréquences 5 6 6,1 0,43
TABLE II.2 – Synthèse des résultats d’inversion pour des données multifréquentielles
rassemblées. Erreur sur les paramètres inversés.
Les résultats du tableau II.2 confirment d’abord que l’utilisation de données multifré-
quentielles a clairement un effet sur les erreurs d’inversion ("Distance"). Cela étant dit, cette
expérience ne permet pas d’identifier une relation causale évidente entre l’utilisation de plu-
sieurs fréquences dans le jeu de données et l’erreur d’inversion matérialisée par la distance
à la vérité terrain inversible. A ce stade de l’étude, il nous faut avoir plus d’informations sur
les mesures pour chaque fréquence séparément afin de tenter d’interpréter les résultats du
tableau II.2. Nous avons donc calculé l’erreur sur le jeu de données entre les mesures et les
simulations du modèle approché, pour chaque fréquence séparément. Cette erreur est calcu-
lée de la même manière que les fonctions coût (équation II.1). Le tableau II.3 rend compte de
cette erreur de mesure ("Erreur") et de l’erreur d’inversion ("Distance").
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Freq (GHz) Erreur Rayon(mm) Hauteur (cm) ℜe(εr ) Distance
7 10 5,5 7 6,4 0,47
7,6 14,8 6 7 6 0,6
8 156,7 13,5 9 6,4 2,4
8,6 23,6 5 8 9,1 0,28
8,8 20,1 5 8 8,9 0,28
9 17,3 4,5 8 10,2 0,23
9,6 16,1 4 7 11,6 0,28
10 11 4 7 11,2 0,24
10,6 5,5 4 8 10,7 0,23
11 8,8 3,5 8 12 0,38
11,6 9,9 4 7 9,4 0,04
12 10 4 7 9,3 0.03
12,6 226,6 5 5 6,6 0,46
13 293,5 2,5 5 6,8 0,53
TABLE II.3 – Erreurs de mesure (Erreur) et erreurs d’inversion (Distance) pour des mesures à
différentes fréquences.
Les distances présentées dans le tableau II.2 montrent d’abord une diminution de l’erreur
puis son augmentation lorsque le nombre de fréquences utilisées augmente. La comparaison
du cas monofréquentiel (7 GHz) et des deux cas bifréquentiel (la même fréquence de 7 GHz
plus une autre de 8,8 GHz ou 12 GHz)) semble indiquer qu’ajouter des fréquences diminue
l’erreur d’inversion : les deux cas bifréquentiels ont des erreurs plus petites que le cas mono-
fréquentiel. Malgré cela, les erreurs des deux cas bifréquentiels sont différentes. Cela s’expli-
querait par le fait que l’erreur de mesure amenée par la deuxième fréquence est différente :
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une erreur de 20,1 pour 8,8 GHz et une erreur de 10 pour 12 GHz (II.3). Ajouter une fréquence
à plus faible erreur, diminue l’erreur d’inversion (tableau II.2) et inversement. Cela explique
probablement la remontée de l’erreur d’inversion dans les cas de 4, 7 et 13 fréquences. En
effet, dans le cas de 4 fréquences, la mesure à 13 GHz introduit beaucoup d’erreur. Dans le
cas de 7 fréquences, des erreurs sont introduites par deux fréquences (8 GHz et 13 GHz). Et
dans le cas de 13 fréquences, des erreurs sont ajoutées par trois fréquences (8 GHz, 12,6 GHz
et 13 GHz). L’interprétation qui se dégage est que si l’ajout de fréquences à tendance à dimi-
nuer l’erreur d’inversion, l’erreur de mesure qu’il amène joue un rôle primordial. L’erreur de
mesure compense complètement l’apport de données multifréquentielles.
Nous venons donc de constater que l’erreur d’inversion (distance) est liée aux erreurs de
mesure. Comme la distance est mathématiquement liée aux paramètres inversés, ces der-
niers sont donc dépendants de l’erreur de mesure. En observant les résultats donnés par le
tableau II.3, nous remarquons que l’erreur d’inversion ne semble pas être corrélée à l’erreur
de mesure : par exemple, à distance identique (0,23), l’erreur de mesure pour la fréquence
de 10,6 GHz est de 5,5 tandis qu’elle est de 17,3 pour la fréquence de 9 GHz. Sachant que la
distance est liée aux paramètres inversés, ces derniers ne sont donc pas corrélés non plus
aux erreurs de mesures. Nous en tirons l’hypothèse selon laquelle, pour diminuer l’erreur
d’inversion (la distance), il serait plus judicieux de "mélanger" des jeux de paramètres inver-
sés sur plusieurs fréquences séparées que de "mélanger" plusieurs fréquences dans le même
jeu de données et n’obtenir qu’un seul jeu de paramètres inversés. Pour vérifier cette hypo-
thèse, nous avons regroupé dans le tableau II.4 les moyennes des paramètres inversés sur un
nombre de fréquences différents, identiques à celles du tableau II.2.
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Etude de l’erreur d’inversion : jeux de données mono- et multifréquentiels
Vérité terrain
inversible
Rayon (mm) Hauteur (cm) Permittivité
4 7 9
Valeurs estimées
Polarisation VV
Fréquence (GHz) Rayon (mm) H auteur (cm) Per mi t t i vi té Distance
7 5,5 7 6,4 0,47
[7 - 8,8] 5,2 7,5 7,65 0,34
[7 - 12] 4,75 7 7,85 0,22
4 fréquences 4,25 6,75 7,87 0,14
7 fréquences 5,35 7,28 8,29 0,34
13 fréquences 5 7,15 8,9 0,25
TABLE II.4 – Synthèse des résultats d’inversion pour des données multifréquentielles
séparées. Erreur sur les paramètres inversés.
Le tableau II.4 montre globalement une amélioration des paramètres inversés puisque
les distances d’erreur sont inférieures à celles du tableau II.2. Cela confirmerait que moyen-
ner des jeux de paramètres inversés sur plusieurs fréquences seules est mieux qu’inverser un
seul jeu de paramètres pour plusieurs fréquences ensembles. Le tableau II.4 montre aussi
que la distance diminue avec l’augmentation du nombre de fréquences utilisées sauf dans
un seul cas (7 fréquences). Comme la distance est calculée à partir des moyennes de chaque
paramètre inversé, celle-ci dépend des paramètres inversés pour chaque fréquence (tableau
II.3). Ce dernier indique une valeur inversée du rayon très erronée pour la fréquence 8 GHz
qui contamine assez fortement la moyenne sur 7 fréquences mais dont l’impact est amoindri
par l’ajout des paramètres bien estimés à six autres fréquences (cas 13 fréquences).
Cette étude nous mène donc au constat suivant : l’inversion avec un seul jeu de données
multifréquentielles dépendant de l’erreur de mesure, l’inversion avec plusieurs jeux de don-
nées monofréquentielles dépendant de l’erreur sur les paramètres inversés et le tableau II.3
montrant qu’il y a plus de fréquences mesurées que de jeux de paramètres inversés avec de
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grosses erreurs, il est donc logique que la méthode basée sur la moyenne des paramètres in-
versés soit meilleure. Toutefois, un résultat est remarquable. Il s’agit de la permittivité qui est,
pour une fois, particulièrement bien estimée.
C- Inversion de 4 cylindres d’époxy chargé de dioxyde de titane
Dans cette partie la cible est composée de quatre parallélépipèdes identiques verticaux
de dimensions 7,5×7,5×75 mm3. La distance entre chaque parallélépipède et le centre de la
plaque circulaire est de 25 mm (Fig II.31). Dans le cas réel, ces parallélépipèdes correspondent
à quatre troncs d’arbres espacés de 2 m selon les axes x et y. La configuration de la maquette
ainsi que les configurations géométriques des antennes sont représentées sur la figure II.38.
(a) Configuration de la maquette. (b) Configuration de la mesure.
FIGURE II.38 – Configurations géométriques de la maquette et des antennes d’émission et de
réception. (a)Configuration de la maquette. (b)Bistatisme en φs . Le point en bleu indique la
position de l’antenne émettrice et ceux en rouge représentent les positions des récepteurs.
La figure II.39 présente les comparaisons entre les mesures et les simulations du modèle
approché pour le module et la phase de la matrice de diffusion en polarisation HH. Le modèle
approché donne une bonne approximation des données.
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FIGURE II.39 – Comparaison en module et phase des matrices de diffusion mésurée et
simulée en polarisation HH à 9.4 GHz.
Pour faciliter l’inversion, nous contraignons l’AG en imposant que les quatre cylindres
aient des paramètres identiques, ce qui revient, en terme de taille de chromosome, à être
équivalent à l’inversion d’un seul cylindre. Cela nous permet notamment d’utiliser une taille
de population plus faible fixée à 500 individus qui représente 0,09% des solutions possibles.
Les données ont été obtenues à partir de toutes les mesures en φs , soit 131 positions d’an-
tenne, et pour la fréquence de 9,4 GHz.
La figure II.40 donne les résultats de l’inversion des trois paramètres de quatre cylindres
pour trois essais différents. Ces trois essais ont convergé vers une même solution. Cependant,
excepté la hauteur, la précision souhaitée n’est pas au rendez-vous, même si les paramètres
inversés ne sont pas aberrants compte tenu des intervalles de recherche.
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FIGURE II.40 – Résultats de l’inversion des données correspondant à 4 barreaux d’époxy
chargé, verticaux, sur sol métallique. Meilleur coût et meilleures valeurs des paramètres en
fonction du nombre d’itérations.
Synthèse Sur le jeu de données obtenues par des mesures, l’AG a réussi pour toutes les
cibles à trouver la solution optimale. Lorsque l’erreur de modèle est faible (cas du plexiglas)
les paramètres inversés sont de très bonne qualité. Tandis que pour le cas du cylindre en époxy
chargé, les paramètres inversés sont de moindre qualité, tout en restant dans un domaine ac-
ceptable. Dans ce cas, les erreurs de modèle ne sont pas négligeables, comme en témoignent
les comparaisons entre mesures et données calculées au moyen du modèle approché.
Pour le cas d’un seul cylindre en époxy chargé, nous avons étudié l’effet de la polarisation
des ondes utilisées dans les données. Nous avons trouvé que la polarisation HH donnait les
plus mauvais résultats. Pourtant, dans le cas du plexiglas, la polarisation HH a donné d’excel-
lents résultats. La polarisation n’est donc pas en cause. Il est plus probable que ces mauvais
résultats relèvent de la qualité des mesures. En particulier dans les zones angulaires où la
courbe présente de fortes inflexions. Ceci met bien en évidence que la qualité de la mesure
est un facteur fondamental. L’utilisation de plusieurs polarisations semble utile même si notre
étude ne nous permet pas de le conclure définitivement. Par contre, l’utilisation de plusieurs
fréquences a montré un impact positif sur la précision des paramètres inversés. Dans notre
cas d’étude, la moyenne des paramètres inversés pour différentes fréquences s’est révélée être
une approche prometteuse pour diminuer l’effet des erreurs de mesure.
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II.6 Conclusion
Dans ce chapitre, nous avons eu pour objectif d’expérimenter l’inversion basée sur l’algo-
rithme génétique en trois étapes : la première avec des données sans erreur (crime inverse),
la deuxième avec des données contenant des erreurs de modèle (données calculées par le
modèle exact) et la troisième dans le cas de données expérimentales mesurées en chambre
anéchoïque. L’algorithme génétique a montré sa capacité à converger vers la solution opti-
male pour chacune des étapes.
Une première étude préalable, en crime inverse sur un seul cylindre, a d’abord permis d’éta-
blir un critère qui assure la convergence de l’AG. Elle nous a ensuite permis de vérifier que l’AG
était capable d’inverser des données monostatiques, bistatiques en θs , bistatiques en φs et
bistatiques quelconques. Malgré ce bon résultat, nous avons adopté, pour la suite de l’étude,
la configuration de bistatisme en φs puisque cette configuration de mesure avait montré les
meilleurs résultats lorsque le modèle approché utilisé dans l’AG avait été comparé au modèle
exact.
Ensuite, afin de se rapprocher de données réelles, nous avons appliqué l’AG à des données
fabriquées par le modèle exact, pour un seul, puis deux et enfin quatre cylindres. Cette étude
a montré qu’il était capable de converger vers la solution optimale. Malgré cela, l’erreur entre
les modèles exact et approché a fait émerger un autre problème qui se traduit par une solu-
tion optimale différente de la vérité terrain inversible.
Enfin, nous avons expérimenté l’inversion sur des données mesurées sur un, puis quatre cy-
lindres. Bien que l’AG converge ici aussi, il est sujet aux erreurs entre les mesures et les simu-
lations du modèle approché. Dans le cas d’un seul cylindre, nous disposions de deux types de
cibles : un cylindre en plexiglas et l’autre en époxy chargé de dioxyde de titane. Cela nous a
permis de tester l’inversion sur des jeux de données entachées d’erreurs différentes dues à la
fois aux approximations du modèle électromagnétique et au bruit de mesure.
Au delà de l’efficience de l’AG, nous avons profité de la validation de l’AG pour mieux
appréhender son fonctionnement.
Tout d’abord, lors d’une seconde étude préalable, en crime inverse, nous avons pu ob-
server l’effet de l’utilisation de données multifréquentielles sur la forme des fonctions coût.
Même si les données multifréquentielles permettent d’éliminer des ambiguïtés en rehaus-
sant le niveau des minima locaux, cela n’a pas semblé avoir un impact évident sur la vitesse
de convergence de l’AG.
Ensuite, la validation de l’AG en crime inverse nous a conduit à expérimenter l’effet d’ajouter
des positions d’antenne dans le jeu de données. Cet ajout permet d’améliorer la convergence
de l’AG en l’assurant même lorsque la taille de la population est trop faible.
Il est connu qu’augmenter la taille des données facilite l’inversion en réduisant les ambiguï-
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tés. Mais il y a deux manières de le faire : soit en ajoutant de la diversité spatiale (des positions
d’antenne), soit en ajoutant de la diversité en fréquence. Les résultats précédents nous ont
poussé à formuler l’hypothèse selon laquelle seul l’ajout de positions d’antenne améliorait la
convergence, l’autre manière étant d’augmenter la taille de la population.
Nous avons mis cette hypothèse à l’épreuve lorsque des données simulées par le modèle exact
ont été utilisées pour valider l’AG. Notre étude nous a d’abord conduit à vérifier que l’aug-
mentation de la taille de la population et du nombre de positions d’antenne influence très
favorablement la convergence de l’AG. Ensuite, nous avons vérifié que l’ajout de nouvelles
fréquences dans le jeu de données n’améliore pas de façon significative la convergence de
l’AG.
Enfin, nous avons pu observer l’effet des erreurs de modèle et de mesure à partir de don-
nées simulées par le modèle exact ou mesurées. Ces erreurs provoquent un écart entre les
paramètres inversés et les paramètres de la vérité terrain.
Lors de la validation de l’AG sur des données issues du modèle exact, nous avons constaté
qualitativement que les erreurs d’inversion sont sensibles non seulement au nombre de posi-
tions d’antenne mais aussi au nombre de fréquences utilisées dans le jeu de données.
Par ailleurs, lors de la validation de l’AG sur des données mesurées, nous avons pu utiliser
deux jeux de données présentant différents niveaux d’erreur par rapport au modèle appro-
ché. Les mesures les moins sujettes aux erreurs ont permis d’obtenir de très bons résultats
d’inversion.
Nous avons profité de cette étude pour tester l’effet de la polarisation des données utilisées
pour, cette fois, quantifier l’erreur d’inversion. Nous avons observé que la polarisation VV
donne un bien meilleur résultat que la polarisation HH. Il semblerait que cela soit dû, là aussi,
à des erreurs de mesures. Malgré cela, et certainement à cause du faible niveau du canal HH
par rapport au canal VV, lors de l’utilisation conjointe des deux polarisations dans le jeu de
données, l’erreur d’inversion reste proche de celle du canal VV seul.
Dans la même optique de réduction de l’erreur d’inversion, cette étude a été mise à profit
pour étudier la façon d’utiliser des données multifréquentielles. Il s’avère qu’inverser avec
plusieurs jeux de données monofréquentiels, puis moyenner les paramètres inversés, est plus
efficace que d’utiliser plusieurs fréquences dans le même jeu de données. Ce résultat, à confir-
mer par une étude plus exhaustive, est d’autant plus intéressant que, numériquement, le
temps de calcul est d’autant plus faible que la taille des données l’est aussi.
Conclusion
L’objectif de ce travail était de poser des bases solides à une problématique d’inversion de
données électromagnétiques dans le contexte de la télédétection en zone forestière.
La première partie de ce manuscrit s’est donc attachée à valider un modèle approché de
diffusion par un cylindre diélectrique avec des comparaisons à un modèle dit "exact" basé
sur une formulation intégrale de volume en champ électrique dont la formulation discrète
est obtenue à l’aide de la méthode des moments. Le modèle approché s’appuie sur l’approxi-
mation selon laquelle les courants à la surface d’un cylindre fini sont calculés comme si le
cylindre était infini. Le champ électromagnétique engendré par ces courants est, quant à lui,
calculé en prenant en compte la longueur finie du cylindre, les courants étant alors tronqués
et supposés nuls en dehors de celle-ci. Ce modèle a pour avantage d’aboutir à une formula-
tion analytique du champ diffracté. Cela lui confère une grande rapidité d’exécution. De plus,
le modèle approché a montré sa relativement bonne fiabilité lors de la comparaison avec le
modèle exact, notamment en configuration bistatique en φ. Cela a motivé notre choix de la
configuration d’antenne utilisée pour la validation de l’inversion.
Le modèle approché a néanmoins montré que la réciprocité polarimétrique attendue en
configuration monostatique n’était plus vérifiée pour le mécanisme de double rebond si le
cylindre est incliné par rapport à la verticale. Cela est d’autant plus important que le méca-
nisme de double rebond est dominant, notamment sur les troncs et les branches primaires et
que les capteurs radar sont encore, pour la plupart, monostatiques. Face à cela, nous avons
tenté d’apporter des modifications aux expressions analytiques du champ rayonné. En ef-
fet, la perte de réciprocité intervient car ces expressions ne sont pas symétriques à l’égard
des angles locaux d’incidence et de diffusion. La solution proposée consistait à opérer une
moyenne géométrique signée sur les fonctions trigonométriques de ces angles. Cette solu-
tion, bien que ne résolvant que partiellement le problème, a permis de réduire les zones an-
gulaires critiques aux cas où l’angle d’inclinaison du cylindre par rapport à la verticale est plus
grand que l’angle d’incidence. Cette solution partielle est donc envisageable pour des troncs.
Nous n’apportons pas ici de solution définitive à la perte de réciprocité, mais nous avons jugé
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utile de mettre en exergue cette problématique.
La seconde partie de ce manuscrit s’est focalisée plus spécifiquement sur l’inversion nu-
mérique de données électromagnétiques.
Dans un premier temps, nous avons fait un tour d’horizon succinct des différentes mé-
thodes d’optimisation de manière à présenter la démarche qui nous a conduit à choisir l’algo-
rithme génétique pour répondre à notre problématique. En effet, l’algorithme génétique est
bien adapté aux problèmes à fortes ambiguïtés. Dans un deuxième temps, nous avons détaillé
le principe de l’algorithme génétique classique. Enfin, nous avons proposé une amélioration
de l’algorithme classique : nous avons amené de la diversité dans l’opérateur de croisement
en utilisant une méthode de croisement mélangé. De plus, nous avons augmenté l’efficacité
de l’opérateur de mutation classique en augmentant de manière très forte le taux de muta-
tion. Pour cela, il a été nécessaire de modifier le fonctionnement de l’opérateur de mutation
de manière à ce que celui-ci remplace les individus à plus haut coût par les individus mutés.
Cela a nécessité l’introduction d’une étape d’évaluation supplémentaire entre l’application
de l’opérateur de croisement et et celle du nouvel opérateur de mutation. Cette amélioration
a montré des performances nettement supérieures à celles de l’algorithme classique en terme
de rapidité de convergence.
Après cette étude de l’algorithme génétique en soi, cet outil a été utilisé pour l’étape d’in-
version.
Puisque les algorithmes d’inversion numériques s’appuient sur la minimisation de fonc-
tions coût, nous avons préalablement observé leur comportement lorsque le jeu de données
est modifié. En effet, comme la fonction coût représente l’erreur entre les coefficients de la
matrice de diffusion calculés à l’aide du modèle approché et les données, changer les don-
nées implique un changement de la fonction coût. Nous avons pu constater qu’augmenter
la taille des données en ajoutant de la diversité fréquentielle modifie favorablement le com-
portement de la fonction coût en rehaussant le niveau des minima locaux. En contrepartie,
l’algorithme génétique utilisé ne semblait pas fortement influencé par l’utilisation de don-
nées multifréquentielles.
Enfin, la dernière partie de ce manuscrit est exclusivement dédiée à l’inversion de don-
nées. Elle poursuit deux objectifs. Le premier objectif a consisté en la validation de l’al-
gorithme génétique. Dans une démarche de complexité croissante, nous avons éprouvé la
convergence de l’algorithme génétique vers la solution optimale qui est liée au minimum glo-
bal de la fonction coût. Pour cela, nous avons vérifié sa convergence dans le cas idéal où les
données sont simulées par le modèle approché utilisé lors de l’inversion (crime inverse), puis
en présence d’erreurs de modèle, les données étant alors obtenues à l’aide du modèle exact
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et, enfin, dans le cas expérimental réel où les données sont mesurées en situation contrôlée
dans une chambre anéchoïque. Parallèlement à cela, nous avons fait évolué les cibles à inver-
ser d’un cas simple (un seul cylindre) à des cas plus compliqués (plusieurs cylindres). En ce
qui concerne les paramètres physiques (rayon, hauteur, permittivité) des cylindres étudiés, la
convergence a été systématiquement obtenue. La validation numérique de l’algorithme gé-
nétique a été un succès.
Le second objectif a été mené en parallèle avec la validation numérique. Chaque étape de la
validation a permis de poser des hypothèses que nous avons mises à l’épreuve dans les étapes
suivantes. Nous avons ainsi pu vérifier que la vitesse de convergence dépend directement
de la taille de la population, ce qui était déjà connu, et du nombre de positions d’antennes
dans le jeu de données. Plus ils augmentent, plus l’algorithme converge rapidement. Nous
disposons donc de deux leviers différents pour traiter des espaces de solutions possibles très
grands. Par contre, l’utilisation de données multifréquentielles dans le même jeu de données,
n’a pas amélioré la convergence. Enfin, la confrontation de notre algorithme d’inversion à des
données expérimentales acquises en situation contrôlée a été l’occasion d’introduire un autre
aspect de l’inversion qui est l’écart entre les paramètres estimés optimaux et la vérité terrain.
L’origine de cet écart est liée d’une part à l’erreur de modèle introduite par le modèle approché
et, d’autre part, aux incertitudes de la mesure. Nous avons ainsi observé l’effet de la polarisa-
tion utilisée dans le jeu de données. Comme les niveaux des canaux de polarisation sont sou-
vent différents, la polarisation qui a la réponse la plus forte impose son erreur aux autres. La
diversité de polarisation n’ayant pas montré des avantages remarquables concernant l’inver-
sion, deux façons d’utiliser les données multifréquentielles ont été étudiées. De cette étude,
il ressort que la méthode la plus rapide numériquement est aussi la plus efficace et la moins
sensible aux erreurs de mesures ; elle consiste à estimer les différents paramètres à partir des
données correspondant à chaque fréquence séparément, puis à calculer leur moyennes sur
les différentes fréquences.
Ce travail a donc validé l’outil d’inversion numérique par algorithme génétique et pro-
posé des moyens d’améliorer sa convergence et sa précision. Nous avons ouvert des pistes
d’utilisation de données multifréquentielles et multipolarisation.
L’inversion numérique de données électromagnétiques se base à la fois sur un modèle
électromagnétique de diffusion et sur une méthode d’optimisation. Des perspectives peuvent
donc être avancées sur ces deux axes.
Du point de vue de la modélisation électromagnétique, le modèle approché que nous
avons utilisé privilégie la rapidité au détriment de la réalité physique. Un premier pas consis-
terait à y introduire la notion de couplage. En effet, les couplages électromagnétiques entre
diffuseurs peuvent être négligés lorsque ceux-ci sont éloignés les uns des autres, mais il est
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évident que négliger le couplage ente les troncs et les branches ne peut représenter fidèle-
ment la forêt, notamment aux basses fréquences.
Par ailleurs, les constantes avancées dans le domaine de la modélisation électromagnétique
(par exemple [67] ou [68]) laissent à penser qu’à terme, des modèles réputés "exacts" pourront
directement être implantés dans la chaîne d’inversion.
Du point de vue des méthodes d’optimisation et plus particulièrement de l’algorithme
génétique, nos travaux nous ont d’abord conduit à identifier comme point dur, l’erreur entre
les paramètres inversés et la vérité terrain. Nous avons observé que l’utilisation de données
multifréquentielles semblait pouvoir améliorer les résultats quand elles sont traitées de façon
séquentielle. Il s’agirait maintenant d’approfondir cette piste par une étude exhaustive.
Par ailleurs, nos travaux se sont bornés à n’inverser que trois paramètres physiques
(rayon, hauteur et permittivité) pour des cylindres verticaux. Dans un souci de description
réaliste d’une zone forestière, il est indispensable de prendre en compte les branches pri-
maires et donc d’inverser leurs paramètres d’orientation et plus généralement de pouvoir
localiser (paramètres de position) les diffuseurs. Cependant, le réalisme de la scène augmen-
tant, le nombre de paramètres physiques à inverser augmente. La dimension du domaine
des solutions possibles, dans lequel se trouve la solution optimale, augmente d’autant. Une
solution consisterait donc à augmenter la taille de la population, à augmenter la diversité
spatiale dans le jeu de données et/ou à accorder plus d’itérations pour le critère d’arrêt. Cela
aurait pour conséquence d’augmenter le temps de calcul. Une autre solution consisterait
à améliorer l’algorithme génétique lui-même en s’inspirant d’une méthode d’évolution
différentielle [61] ou d’une méthode adaptative [62]. Cela n’exclue pas l’intérêt d’une com-
paraison préalable des performances de ces deux approches à la méthode présentée dans
ce manuscrit. Cependant, il semblerait plus judicieux de traiter le problème d’optimisation
par une méthode évolutionniste coopérative car de telles méthodes, notamment celles
d’optimisation par essaims particulaires ou par colonies de fourmis, sont réputées être plus
adaptées aux problèmes de grandes dimensions que les algorithmes génétiques.
Enfin, il faut noter que, à l’heure actuelle, des recherches de pointe portent sur la résolu-
tion des problèmes inverses de diffraction à l’aide de méthodes basées sur l’acquisition com-
primée (en anglais : compressive sensing ou compressed sampling) [69, 70], aussi bien dans le
domaine du radar [71, 72] que dans celui de l’imagerie micro-onde [73, 74, 75]. Ces méthodes
supposent que le problème inverse soit linéaire et que l’objet recherché soit parcimonieux,
c’est-à-dire qu’il puisse être représenté par un petit nombre de coefficients lorsqu’il est pro-
jeté sur une base judicieusement choisie. Elles paraissent donc tout à fait adaptées à notre
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problème. En effet, nous avons vu que les modèles de diffusion par la forêt étaient souvent
linéarisés dans le cadre de l’approximation de Born d’une part et, d’autre part, le modèle du
cylindre fini peut très bien servir de base à une représentation parcimonieuse.
Troisième partie
Annexes
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A
Base de polarisation en convention FSA-BSA
Une onde électromagnétique plane voit sa polarisation complètement décrite dans une
base orthogonale à deux dimensions, elle même orthogonale à son vecteur d’onde kˆ . Deux
bases de polarisation sont par ailleurs nécessaires pour décrire les états de polarisation de
l’onde émise et de l’onde reçue. Dans la littérature deux conventions sont rencontrées. La
première, appelée FSA (Forward Scattering Alignment) venant de l’optique est aussi utilisée
en modélisation électromagnétique. Cette convention a été choisie pour le travail présenté
dans ce rapport. La deuxième convention (BSA, Back Scattering Alignement) est traditionnel-
lement utilisée dans le domaine du radar pour la télédétection monostatique.
A.1 Base de polarisation dans la convention FSA
La base de polarisation est définie par ses deux vecteurs unitaires vertical et horizontal
(vˆ , hˆ) eux-même définis par rapport à la direction de propagation de l’onde (kˆ). En convention
FSA, les bases de polarisation (kˆ, vˆ , hˆ) d’émission et de réception forment un trièdre direct. La
figure A.1 montre les bases de polarisation de l’onde incidente (indice i) et de l’onde diffusée
(indice s) dans la convention FSA .
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FIGURE A.1 – Représentation géométrique des bases de polarisation incidente et diffusée en
convention FSA.
Les vecteurs unitaires de la base de polarisation de l’onde incidente sont donnés par les
équations suivantes :
kˆi =−sinθi cosφi xˆ− sinθi sinφi yˆ −cosθi zˆ (A.1)
et, puisque (kˆi , vˆi , hˆi ) forment un trièdre direct, vˆi et hˆi peuvent tourner autour de l’axe de
propagation en respectant toujours l’orthogonalité. Par convention, on peut donc définir hˆi
par rapport à zˆ et kˆi par la formule suivante :
hˆi = zˆ∧ kˆi|zˆ∧ kˆi |
= sinφi xˆ−cosφi yˆ . (A.2)
De plus vˆi doit être orthogonal à kˆi et hˆi , d’où :
vˆi =−kˆi ∧ hˆi = cosθi cosφi xˆ+cosθi sinφi yˆ − sinθi zˆ. (A.3)
De même les vecteurs unitaires dans le plan de réception sont définis comme suit :
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kˆsF S A = sinθs cosφs xˆ+ sinθs sinφs yˆ +cosθs zˆ ,
vˆsF S A = cosθs cosφs xˆ+cosθs sinφs yˆ − sinθs zˆ ,
hˆsF S A = −sinφs xˆ+cosφs yˆ .
(A.4)
Dans le cas monostatique (θs = θi,φs =φi), en convention FSA et en se référant aux équa-
tions (A.1),(A.2), (A.3) et (A.4), les relations entre les vecteurs unitaires incidents et diffusés
deviennent : kˆs =−kˆi, vˆs = vˆi et hˆs =−hˆi.
A.2 Base de polarisation dans la convention BSA
Dans la convention BSA , la base de polarisation de l’onde incidente est la même qu’en
convention FSA, mais, en réception, la direction du vecteur unitaire de propagation de l’onde
diffusée est opposée à celle de la convention FSA (Fig A.2). Les équations qui définissent les
vecteurs unitaires de polarisation dans la base de réception sont :
FIGURE A.2 – Représentation géométrique des bases de polarisation incidente et diffusée en
convention BSA.
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kˆsBS A = −sinθs cosφs xˆ− sinθs sinφs yˆ −cosθs zˆ ,
vˆsBS A = cosθs cosφs xˆ+cosθs sinφs yˆ − sinθs zˆ ,
hˆsBS A = sinφs xˆ−cosφs yˆ .
(A.5)
Dans cette convention, les bases de polarisation (vˆ, hˆ) d’émission et de réception sont
identiques en monostatique. Le passage du champ diffusé exprimé dans la convention FSA à
celui exprimé dans la convention BSA est donné par la relation suivante :
E
v
s
E hs

BS A
=
1 0
0 −1

E
v
s
E hs

F S A
. (A.6)
B
Rotation d’Euler
La description d’un objet dans un repère fixe fait intervenir 6 paramètres : trois coordon-
nées décrivent la position et les trois autres décrivent les angles d’orientation. Nous avons
choisi d’utiliser les angles d’Euler pour décrire l’orientation d’un solide par rapport à un re-
père fixe.
Les angles d’Euler seront utilisés pour passer d’un repère de référence OX Y Z , que nous
appellerons repère global, à celui lié à l’objet OX ′Y ′Z ′, que nous appellerons repère local, par
trois rotations successives :
— la précession : rotation du repère global autour de son axe OZ ,
— la nutation : rotation du repère nouvellement créé autour de son axe Y ,
— la rotation propre : rotation de ce dernier repère autour de son axe Z .
Pour des raisons de symétrie, la rotation propre n’a aucun effet sur un cylindre. On limite
notre description des rotations aux deux angles α (précession) et β (nutation). Ces rotations
sont présentées sur la figure B.1
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(a) Repère global. (b) Rotation suivant α. (c) Rotation suivant β.
(d) Rotations suivant α et β.
FIGURE B.1 – Passage d’un repère global à un repère local mobile par deux rotations des
angles d’Euler.
Pour chaque rotation dans le sens direct (trigonométrique), les matrices équivalentes sont
définies par :
— précession

X
Y
Z

=

cosα −sinα 0
sinα cosα 0
0 0 1


X1
Y1
Z1

,
— nutation

X1
Y1
Z1

=

cosβ 0 sinβ
0 1 0
−sinβ 0 cosβ


X ′
Y ′
Z ′

.
La matrice de rotation totale est le résultat de la multiplication des deux matrices de rota-
tion :
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
X ′
Y ′
Z ′

=

cosβ 0 −sinβ
0 1 0
sinβ 0 cosβ


cosα sinα 0
−sinα cosα 0
0 0 1


X
Y
Z

, (B.1)
ce qui donne :

X ′
Y ′
Z ′

=

cosβcosα cosβsinα −sinβ
−sinα cosα 0
sinβcosα sinβsinα cosβ


X
Y
Z

. (B.2)
C
Expression du champ électromagnétique
incident en coordonnées cylindriques
Tout d’abord, les ondes planes sont des ondes dont la phase est constante pour tous les
points appartenant à un plan et sont les solutions de l’équation d’Alembert :
1
c2
∂2 f
∂t 2
− ∂
2 f
∂r 2
= 0.
Ces ondes ont la forme suivante : e∓ (ωt−~ki .~r ), où ω est la pulsation, ~ki représente le
vecteur d’onde incident et~r est le vecteur position du point où l’on veut calculer le champ.
Les champs électrique et magnétique s’écrivent dans la base cylindrique sous la forme :
~E = Eρρˆ+Eφφˆ+Ez zˆ = ~Etr ans +Ez zˆ ,
~H = Hρρˆ+Hφφˆ+Hz zˆ = ~Htr ans +Hz zˆ.
(C.1)
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En convention e− ωt, les équations de Maxwell s’écrivent :
~r ot .~E = ∇∧~E = ωµ~H ,
~r ot .~H = ∇∧ ~H = − ωε~E .
(C.2)
En utilisant les équations C.1, les équations C.2 se mettent sous la forme :
∇tr ans ∧Ez zˆ+∇tr ans ∧~Etr ans + ∂
∂z
zˆ∧~Etr ans = ωµ~Htr ans + ωµHz zˆ ,
∇tr ans ∧Hz zˆ+∇tr ans ∧ ~Htr ans + ∂
∂z
zˆ∧ ~Htr ans = − ωε~Etr ans − ωεEz zˆ.
(C.3)
Par identification, les équations C.3 permettent de séparer les composantes du champ
dans le plan transverse et sur l’axe zˆ :
∇tr ans ∧Ez zˆ+ ∂∂z zˆ∧~Etr ans = ωµ~Htr ans , ∇tr ans ∧~Etr ans = ωµHz zˆ ,
∇tr ans ∧Hz zˆ+ ∂∂z zˆ∧ ~Htr ans =− ωε~Etr ans , ∇tr ans ∧ ~Htr ans =− ωεEz zˆ.
(C.4)
En couplant le premier élément de la première ligne avec le premier élément de la se-
conde ligne dans l’équation C.4, nous trouvons les champs électrique et magnétique trans-
verse en fonction de Ez et Hz :
~Etr ans = 1
ω2µε−k2z
[
∇tr ans ∂Ez
∂z
− ωµzˆ∧∇tr ans Hz
]
, (C.5)
~Htr ans = 1
ω2µε−k2z
[
∇tr ans ∂Hz
∂z
+ ωεzˆ∧∇tr ansEz
]
. (C.6)
Les équations C.5 et C.6 montrent que les composantes transverses du champ électroma-
gnétique s’obtiennent à partir de sa composante sur zˆ.
En exprimant les variables de la phase généralisée de l’onde plane incidente e− (ωt−~ki .~r )
en coordonnées cylindriques :
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~ki = k0
[−sin(θi )cos(φi )xˆ− sin(θi )sin(φi )yˆ + cos(θi )zˆ] ,
~r = ρ cos(φs)xˆ+ρ sin(φs)yˆ + zs zˆ ,
~ki .~r = k0
[−ρ sin(θi )cos(φs −φi )+ zs cos(θi )] ,
on obtient l’expression :
e− (ωt−~ki .~r ) =e− (ωt−k0[−ρ sin(θi )cos(φs−φi )+zs cos(θi )])
=e− k0ρ sin(θi )cos(φs−φi )e k0zs cos(θi )e− ωt .
(C.7)
Puis en utilisant les relations 9.1.41, 9.1.44 et 9.1.45 de [21], l’équation C.7 peut se réécrire :
e− (ωt−~ki .~r ) =∑
n
(− )n Jn(k0ρ sin(θi ))e n(φs−φi )e k0zs cos(θi )e− ωt
=∑
n
(− )n Jn(k0ρ sin(θi ))Fn ,
(C.8)
avec Fn = e n(φ)e k0zs cos(θi )e− ωt et φ=φs −φi .
Le champ électrique d’une onde plane qui se propage peut se projeter dans un repère
orthogonal, positionné dans le plan d’onde, définit par deux vecteurs vˆ et hˆ. On peut alors
parler de polarisation verticale (ou mode Transverse Magnétique - TM) et horizontale (ou
mode Transverse Électrique - TE).
C.1 Étude de la polarisation verticale (mode TM)
On appelle polarisation verticale (ou mode TM) le cas où le
champ magnétique est orthogonal au plan d’incidence, ce
qui implique Hz = 0.
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A- Calcul du champ électromagnétique du mode TM en coordonnées cy-
lindriques
a- Composantes des champs électrique et magnétique sur zˆ :
A l’aide de l’équation C.8 les composantes sur zˆ des vecteurs champ électrique et magné-
tique s’écrivent :
E iz = Eo sin(θi )
∑
n
(− )n Jn(ρλ2)Fn ,
H iz = 0 ,
avec λ2 = k0 sin(θi ).
b- Composantes des champs électrique et magnétique dans le plan transverse :
Les champs sont projetés sur les axes ρˆ et φˆ des coordonnées cylindriques. Les termes des
équations C.5 et C.6 s’écrivent avec ∇tr ans = ∂
∂ρ
ρˆ+ 1
ρ
∂
∂φ
φˆ :
∂E iz
∂z
= k0 cos(θi ).E
i
z ,
∂H iz
∂z
= 0,
∇tr ansE iz = E0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fnρˆ
+E0 sin(θi )
ρ
∑
n
(− )nn  Jn(ρλ2)Fnφˆ,
∇tr ans H iz = 0,
∇tr ans
∂E iz
∂z
= k0 cos(θi )E0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fnρˆ
+  k0 cos(θi )
ρ
E0 sin(θi )
∑
n
(− )nn  Jn(ρλ2)Fnφˆ,
∇tr ans
∂H iz
∂z
= 0 ,
zˆ∧∇tr ansE iz = −
n E0 sin(θi )
ρ
∑
n
(− )n Jn(ρλ2)Fnρˆ+E0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)φˆ,
zˆ∧∇tr ans H iz = 0 .
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ce qui conduit aux expressions des champs dans le plan transverse :
E iρ =
1
ω2µ2ε2−k2z2
[
k0 cos(θi )E0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fn
]
ρˆ ,
E iφ =
1
ω2µ2ε2−k2z2
[
−n k0 cos(θi )
ρ
E0 sin(θi )
∑
n
(− )n Jn(ρλ2)Fn
]
φˆ ,
H iρ =
1
ω2µ2ε2−k2z2
[∑
n
nωε2
ρ
E0 sin(θi )(− )n Jn(ρλ2)Fn
]
ρˆ ,
H iφ =
1
ω2µ2ε2−k2z2
[
ωε2E0 sinθi
∑
n
(− )nλ2 J ′n(ρλ2)Fn
]
φˆ.
(C.9)
C.2 Étude de la polarisation horizontale (mode TE)
On appelle polarisation horizontale (ou mode TE), le cas où
le champ électrique est orthogonal au plan d’incidence ce
qui implique Ez = 0.
A- Calcul du champ électromagnétique du mode TE en coordonnées cylin-
driques
a- Composantes des champs électrique et magnétique sur zˆ :
E iz = 0 ,
H iz =Ho sin(θi )
∑
n
(− )n Jn(ρλ2)Fn ,
avec λ2 = k0 sinθi .
b- Composantes des champs électrique et magnétique dans le plan transverse :
Les termes des équations C.5 et C.6 s’écrivent avec ∇tr ans = ∂
∂ρ
ρˆ+ 1
ρ
∂
∂φ
φˆ :
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∂E iz
∂z
= 0 ,
∂H iz
∂z
= k0 cos(θi )H
i
z ,
∇tr ansE iz = 0 ,
∇tr ans H iz = H0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fnρˆ
+H0 sin(θi )
ρ
∑
n
(− )nn  Jn(ρλ2)Fnφˆ ,
∇tr ans
∂E iz
∂z
= 0 ,
∇tr ans
∂H iz
∂z
= k0 cos(θi )H0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fnρˆ
+  k0 cos(θi )
ρ
H0 sin(θi )
∑
n
(− )nn  Jn(ρλ2)Fnφˆ
zˆ∧∇tr ansE iz = 0 ,
zˆ∧∇tr ans H iz = −
n H0 sin(θi )
ρ
∑
n
(− )n Jn(ρλ2)Fnρˆ
+H0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)φˆ
ce qui conduit à :
E iρ =
1
ω2µ2ε2−k2z2
[∑
n
nωµ2
ρ
H0 sin(θi )(− )n Jn(ρλ2)Fn
]
ρˆ ,
E iφ =
1
ω2µ2ε2−k2z2
[
ωµ2H0 sinθi
∑
n
(− )nλ2 J ′n(ρλ2)Fn
]
φˆ ,
H iρ =−
1
ω2µ2ε2−k2z2
[
k0 cos(θi )H0 sin(θi )
∑
n
(− )nλ2 J ′n(ρλ2)Fn
]
ρˆ ,
H iφ =−
1
ω2µ2ε2−k2z2
[
−n k0 cos(θi )
ρ
H0 sin(θi )
∑
n
(− )n Jn(ρλ2)Fn
]
φˆ.
(C.10)
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C.3 Quantification de l’erreur du modèle approché
Nous avons quantifié l’erreur entre le modèle approché et le modèle nommé "excat" en
configuration bistatique en φ, pour différentes configurations des cibles posées sur une sol
parfaitement conducteur, avec l’équation suivante :
ξ= 1
nb Pol
∑
Pol
∑
ang l e
| Spqexact −Spqapproché |2∑
ang l e
| Spqexact |2
(C.11)
où "Pol" représente les différents canaux de polarisation, "angle" les positions d’an-
tennes,"S" la matrice de diffusion, "p" et "q" les polarisations verticale ou horizontale.
Erreur (ξ) Section
Cylindre seul 0,017 IV.5-B-
Cylindre seul avec 2 branches 0,03 IV.6
Cylindre seul avec 4 branches 0,02 IV.7-A-
Cylindre seul avec 8 branches 0,07 IV.7-B-
2 Cylindres avec 2 branches 0,03 IV.8
D
Fonctions coût en fonction des paramètres à
inverser
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D.1 Fonction coût en fonction de la variation hauteur - per-
mittivité
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D.2 Fonction coût en fonction de la variation rayon - hauteur
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FIGURE E.1 – Convergence des paramètres physiques d’un cylindre observé en configuration
bistatique en θs .
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FIGURE E.2 – Convergence des paramètres physiques d’un cylindre observé en configuration
monostatique.
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FIGURE E.3 – Convergence des paramètres physiques d’un cylindre observé en configuration
bistatique quelconque.
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FIGURE F.1 – Amplitude de la matrice de diffusion sur tous les canaux de polarisation pour
les modèles exact et approché en fonction de l’angle φs pour deux cylindres.
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FIGURE F.2 – Phase de la matrice de diffusion sur tous les canaux de polarisation pour les
modèles exact et approché en fonction de l’angle φs pour deux cylindres.
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F.2 Pour une fréquence de 445 MHz
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FIGURE F.3 – Amplitude de la matrice de diffusion sur tous les canaux de polarisation pour
les modèles exact et approché en fonction de l’angle φs pour deux cylindres.
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FIGURE F.4 – Phase de la matrice de diffusion sur tous les canaux de polarisation pour les
modèles exact et approché en fonction de l’angle φs pour deux cylindres.
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Inversion de données électromagnétiques par algorithme génétique pour la télédétection
en zone forestière.
Résumé : La problématique de l’imagerie radar pose comme objectif de caractériser la cible observée.
Dans le contexte de la télédétection appliquée au milieux forestiers, il s’agit d’extraire les paramètres physiques
constitutifs de la végétation.
Ce manuscrit traite donc de la problématique de l’inversion de données électromagnétiques pour les basses
fréquences radar, de la bande VHF à la bande P. Dans ces bandes de fréquences la canopée (feuilles et petites
branches) n’interagit quasiment pas avec l’onde radar et la forêt peut donc, en première approximation, être
représentée par des cylindres verticaux (troncs) et inclinés (branches primaires).
Dans ce contexte, les méthodes d’inversion numériques s’appuient sur des modèles qui calculent, à de mul-
tiples reprises, les champs rayonnés par ce type de diffuseurs. Il faut alors choisir un modèle physique dont le
compromis rapidité/précision penche en faveur de la rapidité, donc un modèle "approché". La précision du mo-
dèle choisi est ensuite étudié puis validé par comparaison à un modèle dont le compromis rapidité/précision
est inversé, donc un modèle "exact". Parmi les nombreuses méthodes d’inversion, celle de l’algorithme géné-
tique (AG) a été choisie. Cet algorithme bien connu est ici analysé puis amélioré pour répondre aux exigences du
problème électromagnétique posé. Il est ensuite validé sur des données simulées et mesurées. Cette validation
est aussi l’occasion d’étudier l’impact du jeu de données utilisé sur la rapidité et la précision de l’inversion, en
fonction des configurations d’antenne (fréquences, positions, polarisations).
Mots clés : Télédétection radar, forêt, modélisation électromagnétique, inversion, algorithme
génétique
Inversion electromagnetic data by using genetic algorithm for forest remote sensing.
Abstract : The objective of radar imaging is to characterize the observed target. In the case of forest remote
sensing, the objective is to extract the component of the vegetation physical parameters.
This manuscript addresses the problem of the inversion of electromagnetic data for low frequency wave, VHF
band to the P band. In these frequency bands, the canopy (leaves and small branches) does not almost interact
with the radar wave and the forest can thus, in first approximation, be represented by vertical cylinders (trunks)
and tilted (primary branches).
In this context, the numerical electromagnetic methods of inversion lean on models which calculate, many
times, the scattered fields radiated by such broadcasters. It is then necessary to choose a physical model which
compromise speed/accuracy tilts in favor of the speed, thus a "approached" model. The exactness of the cho-
sen model is then studied and then validated by comparison to a model which the compromise speed/accuracy
is inverted, thus a "exact" model. Among the many numerical methods of inversion, that of the genetic algo-
rithm (AG) was chosen. This algorithm, well known, is analyzed here then improved to meet the requirements of
the composed electromagnetic problem. It is then validated on simulated and measured data. This validation is
also an opportunity to study the impact of the set of data used on the speed and the precision of the inversion,
according to the configurations of antenna (frequencies, positions, polarizations).
Keywords : Radar remote sensing, forest, electromagnetic modelling, inversion and genetic al-
gorithm
