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Abstract—Estimation of third-order statistics relies on the
availability of a huge amount of data records, which can pose
severe challenges on the data collecting hardware in terms of
considerable storage costs, overwhelming energy consumption,
and unaffordably high sampling rate especially when dealing with
high-dimensional data such as wideband signals. To overcome
these challenges, this paper focuses on the reconstruction of the
third-order cumulants under the compressive sensing framework.
Specifically, this paper derives a transformed linear system that
directly connects the cross-cumulants of compressive measure-
ments to the desired third-order statistics. We provide sufficient
conditions for lossless third-order statistics reconstruction via
solving simple least-squares, along with the strongest achievable
compression ratio. To reduce the computational burden, we
also propose an approach to recover diagonal cumulant slices
directly from compressive measurements, which is useful when
the cumulant slices are sufficient for the inference task at hand.
All the proposed techniques are tested via extensive simulations.
The developed joint sampling and reconstruction approach to
third-order statistics estimation is able to reduce the required
sampling rates significantly by exploiting the cumulant structure
resulting from signal stationarity, even in the absence of any
sparsity constraints on the signal or cumulants.
Index Terms—Higher-order statistics, cumulants, moments,
compressive sampling, dense sampler, sparse sampler
I. INTRODUCTION
H IGH-dimensional signals are ubiquitously featured incontemporary systems, which provides rich information
for enhancing statistical inference performance, but at the
same time poses unprecedented challenges to traditional signal
processing theories and methods. As the signal bandwidth
increases significantly, the sampling rate for digital conver-
sion ruled by the Shannon-Nyquist sampling theorem can be
exceedingly high in the wideband regime and hence easily
reach the limit of analog-to-digital converter (ADC) hardware
which is a main bottleneck of many current signal processing
systems. In order to alleviate the burden on ADCs when
dealing with wideband signals, compressed sensing (CS) is
shown to be able to accurately recover signals from sub-
Nyquist-rate samples by capitalizing on signal sparsity in the
spectrum or the edge spectrum [2] [3] [4]. Closely related
works can also be found in the so-called spectrum blind
sampling (SBS) framework [5] [6] where analog-to-digital
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sub-Nyquist samplers are designed for spectrum reconstruction
under the sparse spectra assumption.
To achieve significant compression even in the absence of
signal sparsity, another line of compressive sampling research
advocates direct second-order statistics (SOS) reconstruction
from sub-Nyquist samples without the need of sparse signal
recovery. In [7] [8] [9], compressive covariance sensing (CCS)
framework is proposed to recover sparse cyclic spectrum
from compressive measurements for cyclostationary processes.
Taking stationary signals as a special case therein, it shows
that lossless power spectrum recovery is possible even for
non-sparse signals by capitalizing on the Toeplitz of covari-
ances. For improved reconstruction accuracy, generalizations
are considered in [10] [11], where all significant lags of
cross-correlation functions among the compressive outputs are
exploited, leading to overdetermined systems for non-sparse
cyclic spectrum recovery. In [11] [12] [13], sampler design for
CCS is formulated into a minimal sparse ruler problem with
the goal of achieving the strongest compression. Other sub-
optimal sparse sampler designs with closed-form expression
can be found in [14] [15], in which two uniform sub-Nyquist-
rate samplers are exploited for sinusoids frequency estimation
based on the co-array concept and properties of coprime
numbers.
For non-Gaussian signals appeared in many real-world
applications, higher-order statistics (HOS) preserve non-trival
information that are absent in SOS [16] [17] [18]. Such
information can be used in many tasks that are impossible
to be completed with SOS only, such as suppressing addi-
tive colored Gaussian noise, blindly identifying non-minimum
phase systems, to name just a few. In practice, accurate HOS
estimation hinges on the availability of a huge amount of
data records, which poses challenges for data acquisition.
Besides the exceedingly high cost in data storage, the sampler
consumes substantial energy in order to collect a huge amount
of data over a long sampling time, which is unaffordable for
instance in power-hungry sensor networks. These challenges
become even pronounced when dealing with wideband signals
because high sampling rate requirements not only overburden
ADCs but also consume a large amount of power. In view of
these challenges faced by traditional analysis methods based
on HOS, it is well motivated to develop compressive sampling
techniques for HOS estimation.
Despite of the well-documented merits of HOS in various
signal processing tasks, the literature on HOS estimation under
the compressive sampling framework is scant. In [19], third-
order cumulants of compressive measurements are calculated
and directly used for spectrum sensing tasks, but it does
2not concern the reconstruction of uncompressed third-order
cumulants. In [20], estimating higher-order cyclostationary
features from compressive samples is studied by taking into
account of sparsity in the frequency domain. However, [20]
recovers only a part of cumulant values instead of the entire
cumulant tensor and does not generalize to cases in the
absence of sparsity assumption. To reduce the computational
complexity, the generalization of co-prime sampling for HOS
estimation is studied in [21]. In [22], sparse representation
of HOS is explored. However, the sampler design, the HOS
recovery guarantees and the achievable sampling rate reduction
are not considered in [21] and [22].
In this paper, we put forward a systematic and simple
approach to the estimation of third-order statistics under the
compressive sampling framework with recovery guarantees.
Different from existing compressed sensing techniques for
recovering one-dimensional deterministic signals, the collected
compressive samples do not have a direct linear relationship
with the third-order statistics to be recovered. To circumvent
this difficulty, this paper derives a transformed linear system
that connects the cross-cumulants of compressive outputs to
the desired third-order statistics. Theoretically, the proposed
approach can losslessly recover the unknown third-order statis-
tics of a wide-sense stationary signal via solving simple
least squares (LS). We rigorously analyze sufficient conditions
for lossless third-order statistics reconstruction by using the
proposed approach, which is then further relaxed by properly
exploiting the symmetry of third-order statistics. Meanwhile,
we derive the strongest achievable compression ratio from
the sufficient conditions. Realizing that the diagonal cumulant
slice is sufficient for many signal processing tasks, we also
propose an approach to reconstruct arbitrary-order cumulant
slices directly from compressive measurements without having
to recover the entire cumulant tensor, which interestingly
subsumes CCS as a special case. All the proposed schemes are
tested via extensive simulations. The proposed techniques are
able to reduce the required sampling rate significantly, which
is achieved by capitalizing on the cumulant structure resulting
from the signal stationarity, without imposing sparsity con-
straints on the signal or its cumulants.
The rest of the paper is organized as follows. Section II
reviews some key definitions on third-order statistics. Section
III gives the signal model and problem statement. Section
IV describes the proposed compressive cumulant estimation
approache, including the linear relationship between the cross-
cumulants of compressive measurements and the third-order
cumulants of the uncompressed signal, the least square for-
mulation for recovering the desired third-order cumulants,
the parallel fashion implementation, as well as an alternative
approach with recovery guarantees. Section V considers the
symmetry property of third-order cumulants to further enhance
the recovery performance. Section VI derives a compressive
cumulant slice sensing approach to recover the diagonal
cumulant slice directly. Corroborating simulation results are
provided in Section VII, followed by a concluding summary
in Section VIII.
Fig. 1. The support region of the third-order cumulant in the τ1 − τ2 space.
II. PRELIMINARIES
In this section, we introduce the notation that will be
used throughout the rest of the paper as well as some basic
definitions of third-order statistics.
A. Notation
We use lower case boldface letters, upper case boldface
letters, and calligraphic boldface letters, such as c, C, C, to
denote vectors, matrices and tensors respectively. The operator
vec(·) stacks all columns (slices) of a matrix (tensor) into a
large column vector. Calligraphic letters such as K are used to
denote sets, and |K| represents the corresponding cardinality.
We use ⋆ to denote the convolution operator, ◦ the outer
product, and ⊗ the Kronecker product. Three-fold Kronecker
product of vector y is denoted as y(3) = y⊗y⊗y. We use (·)T
to represent transposition and (·)† the Moore-Penrose pseudo
inverse. We write the ℓ2-norm of a vector as || · ||2. We use
IN to denote an identity matrix with dimension N ×N .
B. Third-Order Statistics
This subsection introduces some basic definitions [17].
Definition 1: For zero-mean real random variables
x1, x2, x3, the third-order cumulant is given by:
cum(x1, x2, x3) = E{x1x2x3}. (1)
Definition 2: Let {x(n)} be a wide-sense stationary random
process. The third-order cumulant of this process, denoted as
c3,x(τ1, τ2), is defined as the joint third-order cumulant of
random variables x(n), x(n + τ1), x(n+ τ2), i.e.,
c3,x(τ1, τ2) = cum(x(n), x(n + τ1), x(n+ τ2)). (2)
Because x(n) is stationary, its cumulant is dependent only
on time-lags τ1 and τ2 while independent on time origin n,
and the τ1-τ2 space constitutes the domain of support for
c3x(τ1, τ2). If the random signal is split into blocks of equal
length N for the convenience of system design, the third-
order cumulants estimate will have a finite number of supports,
which is shown as the hexagon region in Fig. 1.
Definition 3: Let {x(n)} be a non-stationary random pro-
cess. Its third-order cumulant is defined as
c3,x(n; τ1, τ2) = cum(x(n), x(n+ τ1), x(n+ τ2)), (3)
which is dependent on both time-lags τ1 and τ2 as well as the
time origin n because of the nonstationarity.
3Fig. 2. Illustration of AIC implementation [11].
Definition 4: Let y(k) be a vector random process of di-
mension M , i.e., y = [y1(k), y2(k), · · · , yM (k)]T . The third-
order cross-cumulant of elements yi1(k), yi2(k + τ1), yi3(k +
τ2), ∀i1, i2, i3 = 1, 2, · · ·M in y(k) is defined as
cyi1 ,yi2 ,yi3 (τ1, τ2) = E{yi1(k)yi2(k + τ1)yi2(k + τ2)}. (4)
Definition 5: Let x(n) be a zero-mean qth-order stationary
process. The qth-order cumulant of this process, denoted by
cq,x(τ1, τ2, ..., τq−1), is defined as the joint qth-order cumulant
of random variables x(n), x(n+ τ1), ..., y(n+ τq−1),
cq,x(τ1, τ2..., τq−1) =
cum(x(n), x(n+ τ1), ..., x(n+ τq−1)).
(5)
III. SYSTEM MODEL AND PROBLEM STATEMENT
Consider w.l.o.g. a real-valued wide-sense stationary analog
signal x(t) which is bandlimited with bandwidth 1T . For digital
processing purpose at a reduced sampling rate, an analog to
information converter (AIC) is adopted to sample the signal
x(t), which, as shown in Fig. 2, is proposed in [11]. Equipped
with M branches, the adopted sampler first modulates the
signal x(t) with a periodic waveform pi(t) in the ith branch,
and then convert the modulated signal in each branch to the
digital version via an integrate-and-dump device operating
with period NT . Since each branch operates at the rate 1NT ,
the total rate of M branches can be seen as MNT , which
M
N
times the Nyquist sampling rate. When M is chosen smaller
than N (M < N ), rate reduction is realized. Evidently, the
output of the ith branch at the kth sampling index is given by
yi[k] =
1
NT
∫ (k+1)NT
kNT
pi(t)x(t)dt
=
1
T
∫ (k+1)NT
kNT
ei(t− kNT )x(t)dt
(6)
where ei(t) :=
1
N pi(t) for 0 ≤ t < NT and ei(t) := 0
otherwise. By assuming that ei(t) is a piecewise constant
function having constant values in every interval of length
T , i.e., for ei(t) = ei[−n] for nT ≤ t < (n + 1)T , where
n = 0, 1, ..., N − 1, the output (6) can be rewritten as
yi[k] =
N−1∑
n=0
ei[−n] 1
T
∫ (kN+n+1)T
(kN+n)T
x(t)dt
=
N−1∑
n=0
ei[−n]x[kN + n]
=
0∑
n=1−N
ei[n]x[kN − n]
(7)
where x[n] is the Nyquist digital version of x(t), which is
not acquired in practical implementation for sake of reducing
the sampling rate. The choice of ei(t) is termed as sampler
design. Random Gaussian sampler, similar to [23], is adopted
in this paper, which will be detailed in the ensuing sections.
In fact, we can alternatively interpret the sampling strategy
(7) as a two-step operation. It first convolves x[n] with a
length-N digital filter ei[n] and then feeds the outcome to an
N -fold decimation operator to obtain the compressive outputs,
i.e., yi[k] = zi[kN ], where
zi[n] = ei[n] ⋆ x[n] =
0∑
1−N
ei[m]x[n−m]. (8)
The alternative interpretation (8) reveals that z[n] is cyclosta-
tionary, while yi[n] and x[n] are wide-sense stationary. Most
importantly, y[n] = [y0[k], y1[k], · · · , yM [k]] is nonstationary
because different samplers are adopted to yield each element
yi[k]. This observation turns out to be helpful to obtain
over-determined linear systems for the third-order cumulants
reconstruction.
With the above model in mind, the overarching goal of
this paper is to accurately reconstruct third-order cumulants of
x[n], the Nyquist digital version of x(t), based on the obtained
sub-Nyquist-rate samples
{
yi[k]
}
i,k
. Denote the third-order
cumulant of x[n] as c3,x(τ1, τ2) = E{x[n]x[n+τ1]x[n+τ2]}.
The main contribution of this work is that all the M3 dif-
ferent cross-cumulants cyi1 ,yi2 ,yi3 (τ1, τ2) = E{yi1 [k]yi2 [k +
τ1], yi3 [k+ τ2]} for i1, i2, i3 = 0, 1, · · · ,M − 1 are leveraged
to recover O(N2) unknown variables c3,x(τ1, τ2) for τ1, τ2 =
0, 1, · · · , N − 1, which permits sub-Nyquist sampling even in
the absence of sparsity constraints on x[n] or its cumulants.
Attractively, such a reconstruction strategy can be formulated
as an overdetermined linear system as analyzed next, leading
to a unique solution via solving simple LS.
IV. THIRD-ORDER CUMULANTS RECONSTRUCTION
In this section, we will develop two compressive third-order
cumulants sensing (C3CS) approaches.
A. The direct C3CS Approach
This subsection presents a direct C3CS approach for
c3,x(τ1, τ2) reconstruction from cyi1 ,yi2 ,yi3 (τ1, τ2) for all
i1, i2, i3 = 0, 1, ...,M − 1. Considering that yi[k] =
zi[kN ], the third-order cross-cumulant of sub-Nyquist-rate
4samples yi1 [n], yi2 [n], yi3 [n] and that of Nyquist-rate samples
zi1 [n], zi2 [n], zi3 [n] are related through:
cyi1 ,yi2 ,yi3 (τ1, τ2)
= E{yi1 [k]yi2 [k + τ1]yi3 [k + τ2]}
= E{zi1 [kN ]zi2 [(k + τ1)N ]zi3 [(k + τ2)N}
= czi1 ,zi2 ,zi3 (τ1N, τ2N).
(9)
Since zi[n] is seen as the convolution of ei[n] and x[n], it
turns out that czi1 ,zi2 ,zi3 (τ1N, τ2N) can be written as a two
dimensional linear convolution
czi1 ,zi2 ,zi3 (τ1, τ2)
=
N−1∑
m1=1−N
N−1∑
m2=1−N
cei1 ,ei2 ,ei3 (m1,m2)
c3,x(τ1 −m1, τ2 −m2)
(10)
where cei1 ,ei2 ,ei3 (m1,m2) is the ”deterministic” third-order
cross-cumulant of ei1 [n],ei2 [n] and ei3 [n] given by
cei1 ,ei2 ,ei3 (m1,m2) =
0∑
n=1−N
ei1 [n]ei2 [n+m1]ei3 [n+m2].
(11)
Combining (9) and (10) yields
cyi1 ,yi2 ,yi3 (τ1, τ2) = czi1 ,zi2 ,zi3 (τ1N, τ2N)
=
N−1∑
m1=1−N
N−1∑
m2=1−N
cei1 ,ei2 ,ei3 (m1,m2)
c3,x(τ1N −m1, τ2N −m2)
=
1∑
a=0
1∑
b=0
cTei1 ,ei2ei3
[a, b]c3,x[τ1 − a, τ2 − b]
(12)
where the concise vector representation in the last equality is
based on the following vectors definitions:
c3,x[τ1, τ2] = vec(C3,x[τ1, τ2]
T ), (13)
cei1 ,ei2 ,ei3 [a, b] = vec(Cei1 ,ei2 ,ei3 [a, b]
T ), (14)
with matrices C3,x[τ1, τ2] and Cei1 ,ei2 ,ei3 [a, b] given by (15)
and (16) respectively.
We next stack all the M3 cross-cumulant values
cyi1 ,yi2 ,yi3 (τ1, τ2) for i1, i2, i3 = 0, 1, · · · ,M − 1 into a
M3×1 vector c3,y[τ1, τ2] = [..., cyi1 ,yi2 ,yi3 (τ1, τ2), ...]T which
according to (12) can be expressed as
c3,y[τ1, τ2] =
1∑
a=0
1∑
b=0
C3,e[a, b]c3,x[τ1 − a, τ2 − b] (17)
where matrices C3,e[a, b] :=
[
. . . , cei1 ,ei2 ,ei3 [a, b], . . .
]T
(for
i1, i2, i3 = 0, 1, · · · ,M − 1 and a, b ∈ {0, 1}) are of size
M3 ×N2 .
Although the bandlimitedness assumption on x[n] in the
frequency domain enforces c3,x[τ1, τ2] and thus c3,y[τ1, τ2] to
have unlimited support in the time domain, it is reasonable
to assume that the supports of c3,x[τ1, τ2] and c3,y[τ1, τ2]
are strictly limited within a certain range −L ≤ τ1, τ2 ≤ L
because those c3,x[τ1, τ2] and c3,y [τ1, τ2] outside such a range
can be negligible in many real-world applications. By stacking
values c3,y [τ1, τ2] and c3,x[τ1, τ2] for −L ≤ τ1, τ2 ≤ L
respectively, we obtain vectors c3,y ∈ R(2L+1)2M3×1 and
c3,x ∈ R(2L+1)2N2×1 as follows:
c3,y = [c
T
3,y[L,L], c
T
3,y[L− 1, L], · · · , cT3,y[−L,L],
cT3,y[L,L− 1], cT3,y[L− 1, L− 1], · · · , cT3,y[−L,L− 1],
· · · , · · · , · · · ,
cT3,y[L,−L], cT3,y[L− 1,−L], · · · , cT3,y[−L,−L]]T ,
(18)
c3,x = [c
T
3,x[L,L], c
T
3,x[L− 1, L], · · · , cT3,x[−L,L],
cT3,x[L,L− 1], cT3,x[L− 1, L− 1], · · · , cT3,x[−L,L− 1],
· · · , · · · , · · · ,
cT3,x[L,−L], cT3,x[L− 1,−L], · · · , cT3,x[−L,−L]]T .
(19)
The vector (18) includes all significant lags of cross-
cumulants among the compressive outputs. The performance
of c3,x(τ1, τ2) reconstruction from compressive measurements
can be significantly enhanced by using these cross-cumulants,
as long as the linear relationship between (18) and (19) is
figured out. To that end, several key observations are in order.
First, given the definition of c3,x[τ1, τ2] in (13) and the fact
that c3,x[τ1, τ2] has finite support within −L ≤ τ1, τ2 ≤ L,
the support of c3,x(τ1, τ2) should be limited within −LN ≤
τ1, τ2 ≤ LN . As a result, the last N2 − 1 entries in the
vector c3,x[L,L] are zero; for ∀τ1, the elements in the vector
c3,x[τ1, L] are all zero except those indexed by jN + 1, j =
0, ..., N − 1; for ∀τ2, the elements in the vector c3,x[L, τ2]
are all zero except the first N elements. Similarly, given the
definition in (14) along with the fact that cei1 ,ei2 ,ei3 (τ1, τ2) has
limited support within 1−N ≤ τ1, τ2 ≤ N − 1, the columns
of matrix C3,e[0, 1] indexed by jN + 1, j = 0, ..., N − 1
are all zero; the first N columns of matrix C3,e[1, 0] are
all zero; the first N columns and other columns of matrix
C3,e[1, 1] that indexed by jN + 1, j = 1, ..., N − 1 are all
zero. By capitalizing on these crucial observations, we can
rewrite the two-dimensional linear convolution in (17) into a
one-dimensional circular convolution, which further allow us
to figure out the relation between c3,y in (18) and c3,x in (19)
as
c3,y = C3,ec3,x (20)
where C3,e ∈ R(2L+1)2M3×(2L+1)2N2 is given by (21).
Evidently, recovering c3,x boils down to solving the linear
system (20), which is invertible if C3,e has full column rank.
By noting that C3,e given in (21) is a block circulant matrix
with blocks of size M3 × N2, the computational load and
memory requirements for solving (20) can be greatly reduced.
Specifically, by using the (2L + 1)2-point (inverse) discrete
Fourier transform ((I)DFT), the block circulant matrix C3,e
can be represented as
C3,e = (F
−1
(2L+1)2 ⊗ IM3 )Q3e(F(2L+1)2 ⊗ IN2) (22)
where F(2L+1)2 is the (2L + 1)
2 ×
(2L + 1)2 DFT matrix, and Q3e :=
diag{Q3e(0),Q3e(2π 1(2L+1)2 ), · · · ,Q3e(2π (2L+1)
2−1
(2L+1)2 )}
5C3,x[τ1, τ2] =


c3,x(τ1N, τ2N) · · · c3,x(τ1N, τ2N + (N − 1))
.
.
.
.
.
.
.
.
.
c3,x(τ1N + (N − 1), τ2N) · · · c3,x(τ1N + (N − 1), τ2N + (N − 1))

 (15)
Cei1 ,ei2 ,ei3
[a, b] =


cei1 ,ei2 ,ei3 (aN, bN) · · · cei1 ,ei2 ,ei3 (aN, bN − (N − 1))
.
.
.
.
.
.
.
.
.
cei1 ,ei2 ,ei3 (aN − (N − 1), bN) · · · cei1 ,ei2 ,ei3 (aN − (N − 1), bN − (N − 1))

 (16)
C3,e =


C3,e[0, 0] C3,e[1, 0] C3,e[0, 1] C3,e[1, 1]
C3,e[0, 0] C3,e[1, 0] C3,e[0, 1] C3,e[1, 1]
. . .
. . .
. . .
. . .
C3,e[0, 0] C3,e[1, 0] C3,e[0, 1] C3,e[1, 1]
C3,e[1, 1] C3,e[0, 0] C3,e[1, 0] C3,e[0, 1]
C3,e[0, 1] C3,e[1, 1] C3,e[0, 0] C3,e[1, 0]
. . .
. . .
. . .
. . .
C3,e[0, 1] C3,e[1, 1] C3,e[0, 0] C3,e[1, 0]
C3,e[1, 0] C3,e[0, 1] C3,e[1, 1] C3,e[0, 0]


(21)
is a block diagonal matrix with each block being of size
M3 ×N2. Such a fact allows us to rewrite (20) as
qy = Q3eqx, (23)
where the vectors qy ∈ R(2L+1)2M3×1 and qx ∈
R
(2L+1)2N2×1 are given by
qy = (F(2L+1)2 ⊗ IM3)c3,y, (24)
qx = (F(2L+1)2 ⊗ IN2)c3,x. (25)
Plugging (18) and (19) into (24) and (25) yields
qy = [q
T
y (0),q
T
y (2π
1
(2L+ 1)2
), · · · ,qTy (2π
(2L+ 1)2 − 1
(2L+ 1)2
)]T
(26)
qx = [q
T
x (0),q
T
x (2π
1
(2L+ 1)2
), · · · ,qTx (2π
(2L+ 1)2 − 1
(2L+ 1)2
)]T
(27)
with qy(·) ∈ RM3×1 and qx(·) ∈ RN2×1 given by:
qy(2π
ℓ
(2L+ 1)2
) =
[
F(2L+1)2 ⊗ IM3
]
ℓM3+1:(ℓ+1)M3,:
c3,y
(28)
qx(2π
ℓ
(2L+ 1)2
) =
[
F(2L+1)2 ⊗ IN2
]
ℓN2+1:(ℓ+1)N2,:
c3,x
(29)
where ℓ = 0, · · · , (2L + 1)2 − 1 and
[
F(2L+1)2 ⊗ IM3
]
a:b,:
denotes a submatrix. The block structure in (26) and (27)
enables us to decompose (23) into (2L+1)2 matrix equations:
qy(2π
ℓ
(2L+ 1)2
) = Q3e(2π
ℓ
(2L+ 1)2
)qx(2π
ℓ
(2L+ 1)2
).
(30)
Note that given qy(2π
ℓ
(2L+1)2 ), the linear systems (30) for ℓ =
0, · · · , (2L+1)2−1 can be solved via LS in a parallel fashion,
as long as Q3e(2π
ℓ
(2L+1)2 ) has full column rank. Once qx is
obtained, c3,x can be recovered based on (25).
B. The Alternative C3CS Approach
Different from the direct C3CS approach derived above,
an alternative C3CS approach is presented in this subsection.
First, by defining the M × 1 measurements vectors y[k] and
the N × 1 vector sequence x[k] as
y[k] = [y0[k], y1[k], ..., yM−1[k]]
T , (31)
x[k] = [x[kN ], x[kN + 1], ..., x[kN +N − 1]]T , (32)
we rewrite (7) in the matrix-vector form
y[k] = Φx[k], (33)
where compressive sampling matrix Φ ∈ RM×N is given by
Φ = [e0, e1, e2, ..., eM−1]
T (34)
with ei = [ei[0], ei[−1], ..., ei[1−N ]]T .
Next, we compute the three-way cumulant tensor C3,y ∈
R
M×M×M of y[k] in (31) by using tensor outer product
C3,y = E
{
y[k] ◦ y[k] ◦ y[k]}. It is obvious that C3,y contains
all third-order cumulants that can be calculated from y[k].
Similarly, we can also construct the cumulant tensor C3,x ∈
R
N×N×N of x[k] in (32) as C3,x = E
{
x[k] ◦ x[k] ◦ x[k]}.
By using multilinear algebra, the relationship between C3,y
and C3,x can be expressed as
C3,y = C3,x •1 Φ •2 Φ •3 Φ (35)
where •i represents the ith mode product between a tensor
and a matrix [24]. By vectorizing C3,y, it is evident that (35)
can be rewritten as
vec(C3,y) = E
{
(Φx[k]) ◦ (Φx[k]) ◦ (Φx[k])}
= (Φ⊗Φ⊗Φ)vec(C3,x).
(36)
Thus far, the linear relationship between cross-cumulants of
compressive samples and the cumulants of the uncompressed
signal is explicitly figured out.
Alternatively, the third-order cumulants of y[k] and x[k]
can also be calculated directly in the vector form as c¯3,y =
E
{
y(3)
}
of dimension RM
3×1 and c¯3,x = E
{
x(3)
}
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3×1. By using the linear transformation property
of Kronecker product (Φx)⊗(Φx)⊗(Φx) = (Φ⊗Φ⊗Φ)(x⊗
x⊗x) or equivalently (Φx)(3) = Φ(3)x(3) [25], c¯3,y and c¯3,x
are related by
c¯3,y = E
{
(Φx)(3)
}
= Φ(3)E
{
x(3)
}
= Φ(3)c¯3,x. (37)
Actually, c¯3,y = vec(C3,y) = c3,y[0, 0] and c¯3,x = vec(Cx) =
c3,x[0, 0], where c3,y[0, 0] and c3,x[0, 0] are defined in (18)
and (19) respectively. Therefore, the linear systems (36) and
(37) are equivalent.
Given the under-determined
(
Φ(3) ∈ RM3×N3 ,M < N
)
system (37), it seems that one can not recover c¯3,x accurately
from c¯3,y if not given any further constraints. Fortunately, it
turns out that c¯3,x can actually be represented in a subspace
with much smaller dimension, which consequently transform
the seemingly under-determined system (37) to be an over-
determined one. To be specific, as is defined in (2), the third-
order cumulant of stationary signal x[n] is only a function of
time lags and independent on the time origin. Hence, there
are only (2N − 1)2 distinct cumulant values contained in c¯3,x
which are c3,x(τ1, τ2), τ1, τ2 = 1 − N, · · · , N − 1. Besides,
among the distinct values those outside the hexagon support
region shown in Fig. 1 are identical to zero, which further
reduces the degrees of freedom to be estimated and make it
possible to transform (37) to be over-determined.
To achieve the desired over-determined system, we need to
find out the exact subspace representation of c¯3,x. By noticing
that the entry C3,x(i, j, l) = E(x[kN + i]x[kN + j]x[kN +
l] amounts to c3,x(j − i, l − i), we can form an index set
Sc3,x with elements (j − i, l − i) for i, j, l = 0, · · · , N − 1
by removing repeated index values, and the cardinalty |Sc3,x |
equals to the degrees of freedom contained in C3,x. Actually,
|Sc3,x | is exactly the number of cumulants contained in the
hexagon support region, which is 3N2−3N +1. Since tensor
C3,x with N
3 elements contains only 3N2 − 3N + 1 degrees
of freedom, C3,x can be condensed into a (3N
2−3N+1)×1
vector cax whose elements are c3,x(τ1, τ2), ∀(τ1, τ2) ∈ Sc3,x
and we can write
c¯3,x = vec(C3,x) = c3,x[0, 0] = TNc
a
x (38)
where TN is a special N
3 × (3N2 − 3N + 1) mapping
matrix. We will show how the deterministic mapping matrix is
constructed in the next section after considering further prior
information.
Plugging (38) into (37) yields
c¯3,y = (Φ⊗Φ⊗Φ)TNcax = Φaccax (39)
where Φac = (Φ⊗Φ⊗Φ)TN is of dimension M3× (3N2−
3N + 1). Evidently, obtaining cax is equivalent to recovering
c¯3,x because both of them contain the same set of values as
is shown in (38). The unique recovery of c¯3,x is guaranteed
by the following theorem.
Theorem 1 (Sufficient Conditions): cax can be losslessly
recovered from c¯3,y in the linear system (39) via solving
simple LS if one of the following two conditions hold:
1) The matrix Φac is deterministic and full column rank.
2) The matrix Φ ∈ RM×N is random (Guassian random
matrix for example) and (M + 2)(M + 1)M ≥ 6(3N2 −
3N + 1), such that 1) is satisfied with high probability.
Proof. : It is straightforward to see that condition 1) is
sufficient for lossless recovery of cax . We directly go to
examine condition 2), which is more practical for the com-
pressive sampling matrix design. To figure out if and when the
linear system (39) is over-determined, we need to determined
the degrees of freedom contained in c¯3,y. Observing the
compressive sampling strategy (33), each element of y[k]
is generated by filtering x[k] with an individual filter φk
indicating by the corresponding row of Φ, where {φk}k
are mutually incoherent with high probability if a random
Guassian matrix is used. As a result, y[k] is not stationary,
although x[k] is, which implies that the third-order cumulant
of y[k] is not only dependent on time lags τ1 and τ2, but also
dependent on time origin t. Therefore, the redundant values in
c¯3,y come only from the inherent symmetry of the Kronecker
product, e.g., c3,y(t; τ1, τ2) = cum(y(t), y(t + τ1), y(t +
τ2)) = cum(y(t), y(t + τ2), y(t + τ1)) = c3,y(t; τ2, τ1) [26].
In that case, the number of unique elements contained in
c¯3,y is actually
(
3+M−1
3
)
= (3+M−1)!3!(M−1)! =
(M+2)(M+1)M
6 . In
addition, the degrees of freedom in cax is 3N
2 − 3N + 1 as
analyzed in (38). Consequently, we conclude that as long as
(M+2)(M+1)M
6 ≥ 3N2 − 3N + 1, the linear system (39) is
over-determined with high probability and a unique solution
is permitted via solving simple LS.
The above sufficient condition 2) fundamentally reveals
the strongest achievable compression by using the proposed
alternative C3CS approach. The strongest compression is given
when the equality holds, that is, (M + 2)(M + 1)M =
6(3N2−3N+1). A more straight illustration of compression
efficiency will be provided in the next section.
Remark 1 (comparison to the direct C3CS approach):
Generally speaking, the direct C3CS approach is able to esti-
mate more cumulant lags than the alternative C3CS approach.
The reason is that the direct C3CS approach takes advantage
of all inter-data-blocks cross-cumulants cyi1 ,yi2 ,yi3 (τ1, τ2),∀τ1, τ2 = 0, 1, · · · , L − 1 of compressive outputs, whereas
the alternative C3CS approach considers only cross-cumulants
within one data block, i.e., cyi1 ,yi2 ,yi3 (0, 0).
Remark 2 (relation to CCS): The multilinear system (35)
is closely related to CCS where cumulant tensors C3,y and
C3,x reduce to covariance matrices C2,y and C2,x and they
are related by C2,y = C2,x •1Φ•2Φ = ΦC2,xΦT . Extensive
literature resolves CCS by capitalizing on the Toeplitz struc-
ture of C2,x. The similarity between CCS and our approach is
that it is the stationarity that results in the special structures of
C2,x and C3,x, and hence allows the reduction in the degrees of
freedom to be estimated to achieve over-determined systems.
Remark 3 (generalization to higher-order statistics): Our
proposed approach can be easily generalized to higher than
third-order statistics. Specifically, the qth-order moments of
y[k] and x[k] can be arranged into q-way tensors as Cq,y ∈
R
M×M×···×M and Cq,x ∈ RN×N×···×N , and they are related
through a multilinear system like (35). By capitalizing on the
7stationarity of x[k], it turns out that the degrees of freedom
contained in Cq,x can be condensed into a vector of much
smaller dimension like in (38). Then an over-determined
system can be obtained similar to (39). The only modification
to the proposed approach for generalization to higher-order
statistics is to figure out the corresponding TN for specific
higher-order statistics, which is deterministic and easy to get
by induction.
V. ADDITIONAL SYMMETRY INFORMATION
This section explores the use of symmetry information of
third-order cumulants in order to improve both compression
efficiency and estimation performance.
Symmetry Property [16]: The definition of the third-order
cumulant of stationary random process in (2) implies an
important symmetry property: c3,x(τ1, τ2) = c3,x(τ2, τ1) =
c3,x(−τ2, τ1−τ2) = c3,x(−τ1, τ2−τ1) = c3,x(τ2−τ1,−τ1) =
c3,x(τ1 − τ2,−τ2).
By using these symmetry equations, the τ1-τ2 plane can
be divided into six triangular regions. Giving the cumulants
in any region, the cumulants in the other five regions can be
determined. The principal region is as shown in the shadowed
sector in Fig. 1, which is defined by 0 ≤ τ1 ≤ τ2 ≤ N . The
degrees of freedom to be estimated are completely determined
by the elements located in the principal region. Hence, for
stationary random process x[k], the number of unique values
contained in c¯3,x is exactly N(N + 1)/2. We stack these
unique values in a vector denoted c˜3,x ∈ RN(N+1)/2×1 as
follows
c˜3,x =[c3,x(0, 0), c3,x(0, 1), · · · , c3,x(0, N − 1),
c3,x(1, 1), c3,x(1, 2), · · · , c3,x(1, N − 1),
· · · · · · , c3,x(N − 1, N − 1)]T .
(40)
Evidently, obtaining the values of c˜3,x is equivalent to recov-
ering c¯3,x, as long as the relationship between them can be
figured out explicitly.
Relating c˜3,x to c¯3,x: Both c˜3,x to c¯3,x contain the same
set of nonzero elements, and hence can be linearly related to
each other as:
c¯3,x = PN c˜3,x, (41)
where PN ∈ {0, 1}N
3×N(N+1)/2
is a deterministic mapping
matrix constructed as follows:

[PN ](pi(u,v,w),q(u,v)) = 1, i = 1, 2, ..., 6,[PN ]otherwise = 0, (42)
where [PN ](p,q) denotes the (p, q) element in matrix PN , and
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pi(u, v, w) and q(u, v) are given by
p1(u, v, w) = (w − 1)N2 + (w + v − 1)N + (w + u)
p2(u, v, w) = (w − 1)N2 + (w + u− 1)N + (w + v)
p3(u, v, w) = (w + v − 1)N2 + (w − 1)N + (w + u)
p4(u, v, w) = (w + v − 1)N2 + (w + u− 1)N + w
p5(u, v, w) = (w + u− 1)N2 + (w − 1)N + (w + v)
p6(u, v, w) = (w + u− 1)N2 + (w + v − 1)N + w
q(u, v) =
{
v − u+ 1 u = 0∑u
j=1(N − j + 1) + v − u+ 1 u 6= 0
∀u ∈ [0, N − 1], v ∈ [u,N − 1], w ∈ [1, N − v],
(43)
The derivation of PN is given in Appendix A.
Plugging (41) into (37) yields:
c¯3,y = Φ
(3)PN c˜3,x. (44)
where (Φ⊗Φ⊗Φ)PN is of dimension M3 ×N(N + 1)/2.
Evidently, obtaining c˜3,x is equivalent to recovering c¯3,x
because both of them contain the same set of values as
is shown in (38). Moreover, c˜3,x contains less degree of
freedom to be estimated than cax, and hence permits stronger
compression. The unique recovery of c¯3,x is guaranteed by
the following theorem.
Theorem 2 (Sufficient Conditions): c˜3,x can be losslessly
recovered from c¯3,y in the linear system (44) via solving
simple LS if one of the following two conditions holds:
1) The matrix (Φ ⊗ Φ ⊗ Φ)PN ∈ RM3×N(N+1)/2 is
deterministic and full column rank.
2) The matrix Φ ∈ RM×N is is random (Guassian random
matrix for example) and (M+2)(M+1)M ≥ 6(3N2−3N+
1), such that 1) is satisfied with high probability.
The proof for Theorem 2 is similar to that for Theorem 1.
Theoretically, the strongest compression is achieved when the
equality holds in 2), say (M + 2)(M + 1)M = 3N(N + 1).
To gain intuition on the compression ratio of our proposed
approach, Fig. 3 shows how strongest achievable compression
ratio [M/N ] varies asN increases. We can see that the relation
(M+2)(M+1)M
6 =
N(N+1)
2 can be approximated by M
3 =
83N2 asN increases, which suggests the strongest compression
ratio (
M
N
)
min
≈
3
√
3N2
N
N−→∞−→ 3
√
3
N
. (45)
The approximation (45) makes it evident that our proposed
cumulant reconstruction approach can achieve significant com-
pression even without any sparsity assumption. As is shown
in Fig. 3, the strongest compression ratio of our proposed
cumulant reconstruction approach can be even lower than 0.2
when N is greater than 400. It is worth pointing out that
Theorem 2 provides stronger compression than Theorem 1
due to the proper use of symmetry information.
Remark 4 (compression efficiency comparison): the achiev-
able strongest compression (45) for the third-order cumulant
reconstruction in C3CS is weaker than that for covariance
renconstruction in CCS which is
√
2
N as given in [8]. This
is intuitively understandable because the third-order statistics
contain richer information than second-order statistics and thus
weaker compression is permitted in order to preserve these
useful information.
To summarize, the proposed C3CS framework is composed
of the compressive sampling matrix design according to The-
orem 2 and a cumulant recovery method. Given c¯3,y, the
mapping matrix PN and the predefined sampling matrix Φ ,
the cumulant recovery problem can be formulated as a simple
LS problem without any constraints for reconstructing c¯3,x as
follows:
min
c˜3,x
∥∥∥c¯3,y −Φ(3)PN c˜3,x∥∥∥2
2
. (46)
The over-determined least squares formulation in (46) leads
to a closed-form solution. Although sparsity is not entailed
in C3CS, the sparsity prior, if exists, can also be properly
incorporated to enhance the recovery performance. In addition,
a key observation is that the matrix PN is extremely sparse
with each row having only one non-zero element, which
facilitates the solving of (46) in large scale settings.
VI. DIAGONAL CUMULANT SLICE RECONSTRUCTION
In many signal processing applications, the 1-D slice of the
higher-order cumulant is sufficient for inference tasks therein,
such as harmonics retrieval [27], channel estimation [28],
system identification [29], to name just a few. In that case, it
would be an over-kill to first recover the entire cumulant and
then pick out the 1-D diagonal cumulant slice, which involves
high computation cost. To avoid the unnecessary computation
burden, this section proposes an approach termed compressive
cumulant slice sensing (CCSS), focusing on reconstructing
the 1-D diagonal cumulant slice directly from compressive
measurements without having to recover the entire cumulant
tensor first. In general, CCSS is able to achieve significant
compression for arbitrary-order cumulant diagonal slice re-
covery. To overcome the challenge of lacking an explicit
relationship between the compressive outputs and the 1-D
diagonal slice of arbitrary-order cumulant, we adopt a sparse
sampling strategy that provides helpful insights to construct
an over-determined linear system.
Before putting forward the adopted sparse sampling strat-
egy, we first introducing the underlying motivation by ana-
lyzing the structure embedded in the 1-D diagonal cumulant
slice. The 1-D diagonal slice of the qth-order cumulant can be
obtained by letting τ1 = τ2 = · · · = τq−1 = τ in (5), say
cq,x(τ, · · · , τ) = cum
{
x(n)x(n + τ) · · · x(n+ τ)} . (47)
We still consider the sampling system as written in (33),
(31) and (32). In a vector form, the elements of third-order
cumulant diagonal slice of x[k] are stacked into cq,x =
[· · · , cq,x(τ, · · · , τ), · · · ]T , for τ = 1−N, ...0, ..., N − 1. An
intuitive way of calculating the (2N−1)×1 vector cq,x is given
by cq,x(τ, · · · , τ) = cum(x[kN + i], x[kN + j], · · · , x[kN +
j])) for i, j = 0, ..., N−1. Because of the stationarity of x[k],
it holds that cq,x(j − i, · · · , j − i) = cq,x(n−m, · · · , n−m)
as long as n − m = j − i, for m 6= i and n 6= j. It
implies that not every value x[kN + n], n = 0, ..., N − 1,
is required to calculate cq,x, but merely those values indexed
by M := {m0,m1, ...,mM−1} ⊆ {0, ..., N − 1} such that
{0, ..., N − 1} ⊆ {mj −mi : ∀mi,mj ∈ M)}. This suggests
that cq,x can be accurately estimated from a subset of entries
of x[k], which enables appealing signal compression for
coping with wideband signals. Evidently, the choice of M,
if existence, is crucial for signal compression efficiency. It
turns out that several solutions to M are available, including
the minimal sparse ruler, [12], nested sampling and co-prime
sampling [15] [30]. This observation sheds light on the sub-
Nyquist sampler design and the reconstruction of cq,x from
compressive measurements.
A. Sampling Strategy for CCSS
To alleviate the burden of ADC hardware in the wideband
regime, we adopt the nonuniform sub-sampling to reduce
the average sampling rate [12]. Specifically, the sampling
matrix Φ ∈ RM×N in (33) is designed as a sparse ma-
trix with its elements indexed by (i,mi) (i = 0, ...,M −
1,mi ∈ M) being ones and otherwise zeros, where M :=
{m0,m1, ...,mM−1} ⊆ {0, ..., N − 1}. As a result, only
a small number of samples are collected into the M × 1
measurements vector y[k] in (31), the elements of which are
indexed by a subset of the Nyquist grid:
yi[k] = x[(kN +mi)Ts], mi ∈M, (48)
where i = 0, · · · ,M − 1.
It should be noted that x[k] is wide-sense stationary but
y[k] is generally not because the nature of the compressive
sampling matrix Φ, and hence the third-order cumulant of y
is dependent on both the time origin and time-lags. This fact
makes it possible that c3,y and c3,x contain the same degree
of freedom even though the dimension of y[k] is smaller than
that of x[k], where c3,y stacks all time-variant cumulant slice
values of y[k].
To relate cq,x and y[k], it can be easily found that
cq,x[kj − ki] =cum(x[kN +mi], x[kN +mj ], ..., x[kN +mj ])
=cum(yi[k], yj[k], ..., yj [k])).
(49)
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can be completely recovered from y[k], as long as for every
τ = 1−N, ..., N − 1, there exists at least one pair mi, mj in
M satisfying mi −mj = τ .
To achieve the strongest compression ratio, the compressive
sampler design basically boils down to determining the min-
imal set M such that cq,x can be estimated accurately from
compressively collected samples indexed by M. Mathemati-
cally, this is a minimal sparse ruler design problem:
min
M
|M| s.t. D = {1−N, ..., 0, ..., N − 1} , (50)
where D =
{
mj −mi : ∀mi,mj ∈M
}
and |M| denotes the
cardinality of the set M. The minimal sparse ruler problem is
well studied in [31] and has many precomputed solutions at
hand for our design of the sparse sampling matrix Φ. Actually,
the rows of Φ are properly chosen according to sparse ruler
distance marks from identity matrix IN . Taking the length-16
signal for example, the distance marks set of the corresponding
minimal sparse ruler is {0, 1, 3, 6, 10, 14, 15} of size 7, which
implies the compression ratio M/N = 7/16.
B. Cumulant Slice Reconstruction
Assume that multiple blocks of data records (K blocks) are
available and each record is denoted by x[k], k = 1, · · · ,K .
Adopting the same sampler Φ ∈ RM×N (M < N ) for
all blocks, the compressive sample vector y[k] ∈ RM×1 is
obtained as y[k] = Φx[k], ∀k. Based on (49), the finite-sample
estimate of the cumulant slice is obtained by averaging over
all records:
cˆq,x(τ, · · · , τ) = 1
K
B∑
k=1
cˆ(k)q,xk(τ, · · · , τ), (51)
where cˆ
(k)
q,xk(τ, · · · , τ) is the estimate based on the kth sub-
record y[k]. For example, the second-, third-and fourth-order
(q = 2, 3, 4) unbiased estimate are:
cˆ
(b)
2,xk
(τ) =
1
#
∑
i,j
x[kN +mi]x[kN +mj ]
=
1
#
∑
i,j
yi[k]yj [k]
(52)
cˆ
(b)
3,xk
(τ, τ) =
1
#
∑
i,j
x[kN +mi]x[kN +mj ]
2
=
1
#
∑
i,j
yi[k]yj [k]
2
(53)
cˆ
(b)
4,xk
(τ, τ, τ) =
1
#
∑
i,j
x[kN +mi]x[kN +mj]
3
− 3 1
#2
∑
i,j
x[kN +mi]x[kN +mj ]
∑
i,j
x[kN +mj ]x[kN +mj ]
2
=
1
#
∑
i,j
yb[i]yb[j]yb[j]yb[j]
− 3 1
#
∑
i,j
yb[i]yb[j]
1
#
∑
i,j
yb[j]yb[j],
(54)
where # denotes the number of averaged terms including all
i, j satisfying mj−mi = τ for all τ = 1−N, ..., 0, ..., N−1.
Evidently, CCSS is able to accurately recover arbitrary
qth-order cumulant slice cq,x (q ≥ 2) from compressive
measurements, which subsumes CCS as a special case with
q = 2. The compression ratio of sparse ruler based CCSS
should be the same as that of CCS because both of them
depends only on the cardinalty of M, the analysis which can
be found in detail in [32]. The computation complexity of
cumulant slice estimation is comparable to that of covariance
estimation as is analyzed in [27], which is much lighter than
the entire cumulant estimation.
VII. SIMULATION
This section presents simulation results to corroborate the
effectiveness of the proposed approaches on the sampling
rate reduction as well as colored Gaussian noise suppression.
Specific applications including correlation function estimation
and line spectrum estimation are considered.
A. C3CS: Robustness to Sampling Rate Reduction
The discrete-time data x(n) used for simulation is gener-
ated by passing a zero-mean, independent and exponentially
distributed driven process w(n) through an MA linear system
with coefficients [1, 0.9, 0.385,-0.771], say x(n) = w(n) +
0.9w(n−1)+0.385w(n−2)−0.771w(n−3). This model was
used in [18], while the difference is that this paper considers
to sample x(n) at the sub-Nyquist rate, which is helpful to
save energy for example for power-hungry sensors. To com-
pressively collect data, x(n) is processed block by block with
each data block x[k], k = 1, ...,K of equal length N = 20.
The motivation for splitting data into blocks is to find the linear
relationships between the compressive measurements and the
desired statistics of the uncompressed signal, as presented
before. The compressive measurements y[k] of size M × 1
is obtained from (33), and the value of M that decides the
compression ratio will be specified in each simulation case.
As analyzed in the Remark 1, given fixed N , the proposed
direct C3CS approach is able to estimate cumulants within lags
−LN ≤ τ1, τ2 ≤ LN , while the alternative C3CS approach
within 1 − N ≤ τ1, τ2 ≤ N − 1. In this simulation, since
cumulants at lags outside 1−N ≤ τ1, τ2 ≤ N−1 is negligible,
we test the alternative C3CS approach directly.
First, it is of great interest to study the compression ratio
M/N for the sampling rate reduction. To test the impact of
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Fig. 5. MSE v.s. compression rate for cumulant estimation (colored Gaussian
noise SNR = 0 dB).
the compression ratio on the error performance, we define
the performance metric as the normalized mean-square error
(MSE) of the estimated ˆ¯c3,x with respect to the uncompressed
one, for a given compression ratio M/N . That is, MSE =
E
{∥∥ˆ¯c3,x − c¯3,x∥∥22 /∥∥c¯3,x∥∥22
}
. In the noise-free setting, Fig.
4 depicts the MSE of C3CS versus the compression ratio
M/N , for a varying number of measurement vectorsK . Fig. 4
shows that the estimation performance of C3CS is satisfactory
even at a compression ratio M/N = 0.6 without posing any
sparsity constraint on the signal, and the performance im-
proves with increasing M/N . This is understandable because
weaker compression always leads to better performance, and
M/N = 1 stands for no compression. In this simulation, the
sharp drop of MSE happens when M/N = 0.6, so we say
0.6 is the strongest achievable compression ratio. It is worth
pointing out that the achievable strongest compression ratio
M/N can be much smaller than 0.6 and even below 0.2
when N is large as illustrated in Fig. 3. In this simulation,
N is set to be small for a simple illustration. Furthermore, the
error performance also improves with increasing K but the
improvement becomes slight whenK is large enough (observe
the curves for K = 8000 and K = 10000 in Fig. 4). This is
because a large number of data blocks can effectively reduce
the finite sample effect and when K is large enough the finite
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Fig. 6. MSE v.s. compression rate for correlation estimation based on C3CS
and CCS (noise-free).
sample effect has been adequately alleviated.
Suppressing colored Gaussian noise is one of the most
important merits of third-order cumulants. The error perfor-
mance of C3CS in the colored Gaussian noise setting is also
evaluated in Fig. 5, where the 0dB colored Gaussian noise is
generated by passing white Gaussian noise through the MA(5)
model with coefficients [1, -2.33, 0.75, 0.5, -1.3, -1.4]. In this
setting, the error comes from not only the compression but
also the strong noise. Theoretically, the third-order cumulants
of colored Gaussian noise are identical to zero. However,
practical estimation only accesses to a finite number of data
records, which can not average the third-order cumulants of
colored Gaussian noise to be exactly zero. As a result, the
performance of C3CS in Fig. 5 is not as good as that in Fig.
4. Even so, we can see that the third-order cumulants can still
be recovered satisfactorily from compressive measurements as
long as given a large number of data records (K = 8000 or
larger) such that the Gaussian noise is averaged to be nearly
zero. The error performance also improves with increasing
compression ratio M/N , which is similar to the trends in
the noise-free setting. Fig. 5 demonstrates the effectiveness
of C3CS on the robustness to colored Gaussian noise, which
is very useful in practical application as illustrated next.
B. C3CS: Application to Correlation Function Estimation
The correlation function is useful in many signal processing
tasks, such as spectral density estimation, DoA esitmation, and
etc. However, under the strong colored Gaussian noise setting,
the correlation estimate is highly biased if the spectrum of
noise is unknown for prewhitening. In this section, we consider
estimating the unbiased correlation function from compressive
measurements by using C3CS even when the uncompressed
signal is contaminated by strong colored Gaussian noise.
Specifically, We estimate the unbiased correlation function
based on the output of C3CS followed by the method proposed
in [18]. As a benchmark, we also evaluated the correlation
function estimation based on CCS [8]. The data used for the
simulation here is the same as in Part A.
In the noise-free setting, the error performance of correlation
estimation based on C3CS and CCS is depicted in Fig. 6.
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It signifies that CCS-based approach achieves better MSE
performance than the C3CS-based one. This is because given
the same number of data blocks, the variance of the covari-
ance estimate is smaller than that of the cumulant estimate.
Moreover, the strongest achievable compression ratio of C3CS
is about 0.6 in this simulation, while that of CCS is much
smaller at least below 0.5. In other words, CCS achieves
stronger compression than C3CS as analyzed in Remark 4.
For correlation function estimation application, although CCS
based approach shows appealing advantages in the noise-
free setting, we will show next how C3CS-based approach
outperforms CCS-based one in the colored Gaussian noisy
setting.
In the colored Gaussian noise setting, the error performance
of correlation estimation based on C3CS and CCS is shown in
Fig. 7. It shows that the curves corresponding to CCS approach
with various K are almost overlapped and the corresponding
error is always greater than 1, which means that the CCS-
based approach fails to estimate the correlation function (no
matter how large K is) due to the presence of strong colored
Gaussian noise. In contrast, the C3CS-based approach still
works as long as given enough data blocks to reduce the finite
sampling effect and average the colored Gaussian noise to be
nearly zero. We emphasize again that the achievable strongest
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Fig. 9. NMSE v.s. compression rate for CCSS and CCS over various number
of data blocks (noise-free).
compression ratio of C3CS can be much smaller when N is
large in practical applications.
To gain a more straightforward comparison between the
C3CS-based and CCS-based approach for correlation estima-
tion, we also plot the estimated correlation values at several
lags under different compression ratios in Fig. 8, while the
true correlation values are also plotted in the solid line as a
benchmark. The estimated correlation values obtained from
both the C3CS-based and the CCS-based approach are calcu-
lated by averaging over multiple Monte Carlo runs. We can
see that the CCS-based approach is highly biased even without
any compression (M/N = 1) while the C3CS-based approach
achieves quite good estimation even with M/N = 0.6, which
validates the superiority of the proposed C3CS approach in
terms of rate reduction and noise suppression.
C. CCSS: Robustness to Sampling Rate Reduction
In this subsection, we consider a signal x(t) containing 2
harmonics with analog frequencies f1 = 1MHz and f2 =
2MHz and phases are i.i.d. uniformly distributed over [-π, π].
Assume a conservative sampling rate fs = 10MHz to get a
digital counter part x(n) with digital frequenciesw1 = 0.1 and
w2 = 0.2. It has been shown in [27] that both cumulant slice
c4,x(τ, τ, τ) and correlation c2,x(τ) can be used to retrieve
harmonics contained in x(t), while the former is more robust
to colored Gaussian noise. In this simulation, c4,x(τ, τ, τ) and
c2,x(τ) are estimated from K independent realizations, each
consisting of N = 16 samples. We sample x(n) at the sub-
Nyquist rate via (33) to test CCSS.
We first examine the robustness to the sampling rate re-
duction of our proposed CCSS approach. Since the length-16
(N = 16) minimal sparse ruler has K = 7 distance marks, the
sampler Φ is designed by choosing the 7 rows corresponding
to the distance marks from the identity matrix I16. In this
case, the sampler achieves the strongest compression rate
M/N ≈ 0.43. Then the larger M/N cases are generated by
randomly adding additional rows of I16 to the already chosen
7 rows. The normalized MSE between the estimated cumulant
slice and the true one is calculated for sparse ruler sampling
(K < N ). In the noise-free setting, Fig. 9 shows the NMSE
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with different compression rate [M/N] (K = 4096, colored Gaussian noise
SNR = 0 dB).
under various values of K . It indicates that the estimation
performance of CCSS is satisfactory even whenM/N ≈ 0.43,
and can be improved with increasingM/N andK . In addition,
Fig. 9 also shows the MSE performance of CCS. We can see
that CCS achieves better MSE performance than CCSS for
fixed M/N and K , which is due to the faster convergence
rate of sample second-order statistics. However, the superiority
of CCSS arises when strong colored Gaussian noise (0 dB)
is present as shown in Fig. 10 where the colored Gaussian
noise is generated by passing white Gaussian noise through
an ARMA filter with AR parameters [1, 1.4563, 0.81] and
MA parameters [1, 2, 1]. It turns out that CCSS still works as
long as given large enough K to reduce finite sample effect
and hence suppressing Gaussian noise, while, in contrast, CCS
does not work at all because its estimation error is almost
constant greater than 1. We next show the advantage of C3CS
in a practical task.
D. CCSS: Application to Line Spectrum Estimation
In this subsection, we test the performance of CCSS in the
line spectrum estimation application and the data used here
is the same as in Part C. Specifically, we first estimate the
cumulant slice c4,x(τ, τ, τ) and the correlation c2,x(τ) based
on CCSS and CCS respectively, and then use the estimates to
retrieve harmonics as in [27].
Fig. 11 depicts the MUSIC spectrum based on CCS and
CCSS. Here, the cumulant slice estimate and the covariance
estimate are calculated from K = 4096 data blocks under the
same noise setting as above. Note this colored noise spectrum
has a strong pole at frequency w = 0.4. We can see that
the frequency estimation performance is already quite good
whenM/N = 0.56 for both the cumulant slice and covariance
based method, and can be further improved by increasing the
compression rate to M/N = 1. In practice, the choice of the
compression rateM/N reflects a trade-off between estimation
accuracy and sampling rates. Further, the MUSIC spectrum
based on CCSS detects two peaks at w1 = 0.1 and w2 = 0.2,
while that based on CCS shows an additional peak around w =
0.4 resulted from the colored noise. Evidently, the estimated
spectrum based on CCSS outperforms that of CCS in terms of
removing colored Gaussian noise, which is particularly useful
when the noise spectrum is unavailable or hard to estimate for
prewhitening purpose.
VIII. SUMMARY
This paper presents a novel approach to the reconstruction
of third-order cumulants from compressive measurements.
Capitalizing on the structures of third-order cumulants re-
sulting from signal stationarity and cumulants symmetry, an
over-determined linear system is constructed that explicitly
links the cross-cumulants of compressive samples with the
cumulants of the uncompressed signal. We have provided
guidance on compressive sampler design as well as lossless
recovery guarantees for the proposed techniques. It is proven
that the proposed techniques are able to achieve significant
compression, even when no sparsity constraint is imposed on
the signal or cumulants. Such results are highly attractive for
high-dimensional signal processing such as in the wideband
regime. For applications where only the diagonal cumulant
slice is required, a computationally simple approach is de-
veloped to directly reconstruct the desired cumulant slices
from compressive samples without having to recover the entire
cumulant tensor, which turns out to subsume the existing
compressive covariance sensing framework as a special case.
Extensive simulations are conducted corroborating the effec-
tiveness of the proposed techniques.
APPENDIX A
MAPPING MATRIX PN
This is to show how the mapping matrix PN given in (42)
is determined. Note that c˜3,x ∈ RN(N+1)/2×1 and c¯3,x ∈
R
N3×1 contain the same set of unique cumulant values, and
thus the mapping matrix we aim at finding out is actually
a tall deterministic binary matrix PN ∈ {0, 1}N
3×N(N+1)/2
.
We first introduce a basic fact that will facilitate our derivation:
Denote the (i1, i2, i3)th entry of the cumulant tensor C3,x as
C3,x(i1, i2, i3) = c3,x(i2− i1, i3− i1), then after vectorization
this entry is mapped into the vector c¯3,x with index being
(i1 − 1)N2 + (i2 − 1)N + i3), say c¯3,x((i1 − 1)N2 + (i2 −
1)N + i3) = c3,x(i2 − i1, i3 − i1).
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Recall that c˜3,x is defined as
c˜3,x =[c3,x(0, 0), c3,x(0, 1), · · · , c3,x(0, N − 1),
c3,x(1, 1), c3,x(1, 2), · · · , c3,x(1, N − 1),
· · · · · · , c3,x(N − 1, N − 1)]T .
(55)
Observe that c3,x(v, u), ∀u ∈ [0, N − 1], v ∈ [u,N − 1], the
elements in c˜3,x, can be found in C3,x at indices (w,w+v, w+
u), ∀u ∈ [0, N−1], v ∈ [u,N−1], w ∈ [1, N−v] and indices
(w,w+u,w+ v), (w+ v, w,w+u, ), (w+ v, w+u,w), (w+
u,w,w+ v), (w+ u,w+ v, w) due to the symmetry Property
1. Then equivalently, according to the fact introduced above,
c3,x(v, u), ∀u ∈ [0, N − 1], v ∈ [u,N − 1] can also be found
in c¯3,x at indices
p1(u, v, w) = (w − 1)N2 + (w + v − 1)N + (w + u)
p2(u, v, w) = (w − 1)N2 + (w + u− 1)N + (w + v)
p3(u, v, w) = (w + v − 1)N2 + (w − 1)N + (w + u)
p4(u, v, w) = (w + v − 1)N2 + (w + u− 1)N + w
p5(u, v, w) = (w + u− 1)N2 + (w − 1)N + (w + v)
p6(u, v, w) = (w + u− 1)N2 + (w + v − 1)N + w
∀u ∈ [0, N − 1], v ∈ [u,N − 1], w ∈ [1, N − v].
(56)
Concisely, we have
c¯3,x(pi(u, v, w)) = c3,x(v, u), i = 1, · · · , 6, (57)
for ∀u ∈ [0, N − 1], v ∈ [u,N − 1], w ∈ [1, N − v].
Next we need to find out the indices of c3,x(v, u), ∀u ∈
[0, N − 1], v ∈ [u,N − 1] located in c˜3,x. It is easy to validate
that c˜3,x(v − u + 1) = c3,x(v, u), ∀u = 0, v ∈ [u,N − 1]
and c˜3,x(
∑u
j=1(N − j + 1) + v − u + 1) = c3,x(v, u), ∀u ∈
[1, N − 1], v ∈ [u,N − 1], or equivalently we say the indices
of c3,x(v, u), ∀u ∈ [0, N − 1], v ∈ [u,N − 1] in c˜3,x are
q(u, v) =
{
v − u+ 1 u = 0∑u
j=1(N − j + 1) + v − u+ 1 u 6= 0
∀u ∈ [0, N − 1], v ∈ [u,N − 1].
(58)
Concisely, we have
c˜3,x(q(u, v)) = c3,x(v, u), (59)
for ∀u ∈ [0, N − 1], v ∈ [u,N − 1].
To complete, we conclude from (57) and (59) that
c˜3,x(q(u, v)) = c¯3,x(pi(u, v, w)), i = 1, · · · , 6 for ∀u ∈
[0, N − 1], v ∈ [u,N − 1], w ∈ [1, N − v]. Combining with
the relationship c¯3,x = PN c˜3,x, we determine the mapping
matrix PN as
[PN ](pi(u,v,w),q(u,v)) = 1, i = 1, 2, ..., 6,[PN ]otherwise = 0, (60)
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