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We consider the linear system of equations 
and its perturbation 
(P) 
Here f(t) is a continuous n-vector valued function of t > a > t, 
(where t, is a fixed point), p(t, s, z) is an n-vector valued function of 
(t, s, z) ~{t 3 s > to} x (1 z 1 < b, b > 0}, and K(t, s) is an n x n matrix 
defined for t >, s > t, which is locally in L’ in (t, s) for t > s 3 t, and 
satisfies the three conditions: 
ki JtI 1 K(T + h, s) - K(T, s)] ds = 0, 
SUP J t I K(t, s)I ds < +a, a<t<T a Pl) 
s t+h f;ly + t 1 K(t + h, s)I ds = 0 
uniformly for a < t < T for all T >, a > t, , 
In particular K(t, s) may be assumed continuous in t and s. The functions 
v(t) and u(t) are of course unknown n-vector valued functions. The symbol 
I * ( will denote any vector norm or any n x n matrix norm depending on 
whether it is applied to a vector or matrix, respectively. If N is a normed 
space of functions f defined for t > a with norm / f IN , then (P) (or (L)) is 
called stable on N for a fixed a > t, if for each E > 0 there corresponds a 
6 = S(E, a) > 0 such that / f IN < 6, f E N, implies u(t) exists and satisfies 
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] u(t)1 < E for all t > a. If N and 6 are independent of a 2 to, then (P) 
(or (L)) is uniformZy stable on N, If (P) (or (L)) is stable on N for a 2 t,, 
and in addition there exists a 6 = 8(a) > 0 such that to each E > 0 there 
corresponds a T = T(c,f) > a such that / u(t)] < E for all t 2 T and 
If IN < 6 then P> (or CL)) is called asymptoticuZly stable on N for a > to . 
If T can be chosen independently of f~ N, If IN < 8, then (P) (or (L)) is 
called equi-asymptotically stable on N for a > t, . 
We are interested in the following question: under what conditions on 
the perturbation term p is it true that a given stability property of system (L) 
is also possessed by (P)? In [l-3], B ownds and the author considered this 
question for various types of perturbations and stability properties. Other 
closely related results may be found in [4, 51 (for further references see 
those listed in [l]). In [l-3] it is assumed that p is such that P(t; 5) = 
si p(t, s, e(s)) ds E Cl[u, + co) for all vector functions f(s) E Co(b) = 
(5 E C”[u, +a): 1 f(t)1 < b for all t > a} and 
j -g w; if) [ <g(t) G-; 4 (t>, for all t > a and .$ E C(b), (1) 
where 42 a)(t) = sup,~t I t(s)l. F or example, p may be such that 
I Pk 4 4 <-<g,(t) I z I and 1 p,(t, s, z)I < gz(t, s) I z / for t > s > a and 
z E Rn = Euclidean n-space where g(t) = gl(t) + sig,(t, s) ds. It is then 
assumed that g(t) is one of three types (or a linear combination of three 
types): either (a) ST” g(t) dt < $- 00, (b) g(t) -+ 0 as t -+ + CO, or (c)g(t) = g,, 
for a sufficiently small constant go . Theorem 1 in [I] states, amongst other 
things, that for these kinds of perturbations (P) preserves the stability of (L) 
on any space N for a given a 3 to provided a minimal amount of stability 
of (L) is present: namely, provided (i) the linear system (L) is uniformly 
stable on the space of constants R, = {f: f (t) = constant E R”} and 
(ii) stable on C,(u) = {f c Cl[u, +m): ) f II = I f(a)1 + If’ lo < +co, 
If’ lo = sqth If ‘(t)l> for a > to . In the special case that (L) and (P) are 
integrated forms of a linear system of ordinary differential equations and its 
perturbation, respectively (that is, K and p are independent of the variable t), 
uniform stability of (L) on R, coincides with the usual notion of uniform 
stability for differential systems [6] and stability on C,(u) coincides with 
uniform asymptotic stability for differential systems (see Remark (1) in [l]). 
Thus, in this special case, the above cited result reduces to several well, 
known results for differential systems. For differential systems, however, 
under the assumption of uniform asymptotic stability one can strengthen the 
result by allowing g(t) to satisfy a weaker condition than either (a) or (b) 
above. Stauss and Yorke [7] have shown that asymptotic stability is preserved 
if g(t) only satisfies the weaker condition ,:” g ds -+ 0 as t - + co. More 
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recently, Shanholdt [l l] h as considered such perturbations for functional 
differential systems. This motivates our attempt to obtain the conclusions 
found in [l] under weaker assumptions of this type. (This type of condition 
on g can also be found in the work of Massera and Schaffer [8] and Coppel[6].) 
The example in Remark 5 below shows, however, that this is not in general 
possible. What is necessary is a little more stability from (L) in the sense 
that assumption (ii) above must be strenghtened slightly. Nonetheless we 
will still obtain a generalization of the above mentioned result of Strauss 
and Yorke because the stronger hypothesis we substitute for (ii) (namely (ii) 
in Theorem 1 below with p = 1) is still equivalent to uniform asymptotic 
stability in the special case of differential systems. 
Before stating our results it is necessary to state some preliminaries and 
introduce some notation. The assumptions stated above guarantee the 
existence for all t > a of a unique solution u(t) of (L) [9] (we consider only 
continuous solutions); further, the existence of the (unique) fundamental 
matrix satisfying the matrix equation 
U(t, s) = 1 + It K(t, r) U(r, s) dr, t ;3 s > to ) 
s 
is assured. Let LBV[a, +co) denote those functions f~ C”[a, + 00) which 
are of bounded variation on every interval [a, t], t 3 a. By direct verification 
it is easy to see that forf s LBV[u, +CO) the unique solution of (L) is given 
by the “variation of constants” formula 
44 = W> 4.f(4 + .I‘” W, 4 4(s), t 3 a. (VC) 
a 
((VC) is identical to the standard variation of constants formula when (L) 
reduces to a differential system.) 
We assume that the perturbation term p in (P) satisfies 
(H2) p(t, s, z) is sufficiently smooth for the local existence and con- 
tinuability of solutions of (P); 
(H3) p*(t; 5) = szp(t, s, t(s)) ds ELBV[a, 4-m) for every [E Co(b) 
and t > a. 
Given (Hl), hypothesis (H2) is satisfied for example if p is continuous in 
(t, s, 2). For weaker conditions under which (H2) holds see [9]. Hypoth- 
esis (H3) is satisfied for example if dp*(t; [)/dt is continuous for all .$ E Co(b). 
Problem (P) can then be seen (using (VC)) to be equivalent to the integral 
equation 
u(t) = v(t) + St U(t, s) dp*(s; u(s)), t > a. 
a cp*> 
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For any integer p > 1 let Ilflla,e = If(u)1 + sup,>,(Ji+’ If’ 1~ ds)l/p and 
let BM,,, denote the normed space of functions f E Cl[u, +co) for which 
IIf Ila,Z, < +co. We also allow p = +co and mean by this that I/f/j,,, = 
If (u)j + .suP~>~ If ‘(t)l. Without loss in generality we assume K(t, s) = 
p(t, s, x) E 0 for all t < to and all s, z. 
Our main results are contained in the following two theorems. 
THEOREM 1. Suppose Hl, H2 and H3 are satis$ed and that in addition 
the perturbation term p satisjes, for a given a 3 t, , the condition 
(H4) I p*(t + k 5) - p*(t; 01 6 k(t) s(f; a>(t) for all t b a, q?- 
ciently small h > 0, and 6 E Co(b) where g(t) > 0 is a function bounded on 
Jinite intervals contained in [u, +CXZ) such that 
0 < g, = l$+“m”p (J tt+‘gp(s) ds)“’ < + co 
for some integer p, 1 < p < + co. 
Suppose further that (L) is (i) uniformly stable on R,, and (ii) stable on 
BM,,, for this a 3 to. 
(a) Then there exists a constant go > 0 for which g, <go implies that 
if(L) is stable on a normed space Nfor this a > to , then so is (P). 
(b) If H2, H3, H4 and (ii) hold for all a 2 to then (P) is un;formly 
stable on any space N on which (L) is unsformly stable. 
The next theorem concerns the asymptotic relationship between u and v 
and has as a corollary the preservation of asymptotic stability. 
THEOREM 2. Assume in addition to the hypotheses of Theorem 1 with 
g, = 0 that (L) has the property 
;;I j-’ 1 U(r, s)l ds = 0, 
a 
for all T 3 a. There exists a constant 6 = 6(a) > 0 such that if 1 f IN < 6 
then I u(t) - v(t)1 + 0 us t -+ +co. 
COROLLARY. Suppose in addition to the assumptions of Theorem 1 with 
g, = 0 that the linear system (L) is asymptotically stable on R,, . Then (P) is 
(equi-)asymptotically stable for a > t, on any space N on which (L) is (equi-)- 
asymptotically stable for a > to . 
This corollary follows immediately from Theorem 2 and the Lemma, 
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part (b), below since the assumption of asymptotic stability of (L) on R, 
implies (2). 
Remark 1. Hypothesis (H4) is satisfied by any perturbation term p 
satisfying (1) for suitable g(t). M oreover the condition on g(t) in (H4) is 
fulfilled if (Jr g?’ ds)lIp < + cc or if g(t) --f 0 as t ---f + cc for in either case 
(J:” g” ds)r/p -+ 0 as t + + co and hence g, = 0. (H4) is also fulfilled if 
g(t) = constant = g, ; it is this case which can be used to deal with perturba- 
tionsp(t, s, Z) which are higher order in x (by taking b > 0 small if necessary) 
as would naturally arise under the usual procedure of linearization. Conse- 
quently all perturbations considered in [l] fulfill (H4) for p = 1. Theorems 1 
and 2 for p = 1 require, however, more stability of (L) than the theorems 
in [l]; specifically assumption (ii) is stronger than the assumption of stability 
of(L) on C’,(a) since C,(a) is a proper subspace of BM,,, (also see Remark 4). 
Remark 2. Intervals of unit length were used above purely for conve- 
nience in the definition of the spaces BM,,, and in (H4). Intervals of any 
fixed, finite length c > 0 could be used (in which case the integral $+l gp ds 
would be replaced by c-l $‘“g” ds). 
Remark 3. If K and p are continuous and independent of t, then the 
above Corollary with p = 1 reduces to a theorem of Strauss and Yorke [7, 
Theorem 3.21. This is because it is true that stability on SMO,, in this case 
can be seen to be equivalent to uniform asymptotic stability of (L). (See 
the Lemma, part (c), below and [I, Remark I].) 
Remark 4. Unlike the case of differential equations (as pointed out in 
Remark 3) stability of (L) on C,(a) is not equivalent to stability on BM,,, ; 
although, clearly stability on BM,,, implies stability on the subspace C,(a). 
An illustration of this is furnished by the following example. Take a = t, = 0 
and n = 1. We will construct an example for which / U(t, s)i < 1 for 
0 < s < t, J-i / U(t, s)\ ds < +/6, t 3 0, and siz~(t, s)~‘(s) ds is unbounded 
in t for a specific f E BMo,, . Thus, (L) will be uniformly stable on R, and 
stable on C,(O) (see the Lemma, parts (a) and (c), below) but unstable on 
BMo,, . For simplicity we will use functions with step discontinuities 
although it will be clear conceptionally how the example could be “smoothed” 
to make K and f’ continuous. Define a function U(t, s) for t > s 3 0 such 
that for each positive integer n > 1 
i 
1 for s G 6 [2;, 2i + i?], 
U(2n + 71-2,s) = i=l 
0 elsewhere. 
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Then for all n > 1 
s 
zn+n-2 
1 U(2n + r2, s)I ds = 2 i-2 < 7r2/6. 
0 i=l 
Define U(t, s) for t # 2n + n-2 and 0 < s < t such that 0 < U(t, s) < 1, 
U(t, t) = 1 and si U(t, s) ds < f/6 and such that U is (at least piecewise) 
continuous. Let f(t) be defined for t > 0 such that f(0) = 0 and 
fV> = 1; 
for t E [2i, 2i + i-“1, 
elsewhere. 
Then for all t 3 0 we have si” 1 f’ 1 ds < (j/2)-l where j is the closest 
even integer to t. Thus, $‘l 1 f’ 1 ds -+ 0 as t -+ +co so that f E B&T,,, .
However, from (VC) the solution of (L) for this f (the kernel K can be 
constructed from U by making U smooth enough so that aU(t, s)/as is 
continuous and noting that this derivative is the resolvent R of (L) the 
equation for which can be solved for continuous K when R is known) is 
given by v(t) = si U(t, s) f ‘(s) d s and hence (L) is unstable since this u is 
unbounded: 
v(2n + n-79 = I’“‘” --2 U(2n + r2, s) f ‘(s) ds = f i-l. 
0 i=l 
Note that f 6 C,(O) since Jofm 1 f’ 1 ds = xl” i-l. 
Remark 5. We can also give an example to show that hypothesis (ii) 
in Theorems 1 and 2 above cannot be replaced by the assumption of stability 
on C,(a) as is done in [I]. Let U, K and f all be defined as above in Remark 4. 
Note that U(t, s) can be constructed such that U(t, 0) = 0 for t > 2. Consider 
the scalar equation (L) and its perturbation (P) with p(t, s, a) = f ‘(s) z. Then 
p satisfies (H4) with g = f’ and p = 1 (hence, g, = 0). By the way U(t, s) 
was constructed (L) is uniformly stable on Ii, and stable on C,(O) (see Lemma, 
parts (a) and (c), below) and, consequently, all the hypotheses of Theorem 1 
are fulfilled with the space C,(O) replacing BM,,, in (ii). We will to show, 
however, that the perturbed system (P) has an unbounded solution for all 
f = c E R1. By (VC) the solution of (P) in this example is given by 
u(t) = U(t, 0) c + 1” U(t, s) f ‘(s) u(s) ds. 
0 
Let W(t, s) be the fundamental matrix for this linear equation: 
W(t, s) = 1 + s” U(t, r) f ‘(r) W(r, s) dr. 
s (3) 
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Then 
u(t) = Hqt, 0) c + j’ iqt, s) U&, 0) ds. 
0 
Thus, for t > 2, u(t) E W(t, 0)~. S’ mce U and f’ are nonnegative it is clear 
from (3) that W(t, 0) > 0 for all t > 0. Hence, from (3) we have W’(t, 0) > 1 
and in turn 
W(t, 0) 3 1 + j’ U(t, s)~‘(s) ds. 
0 
But the latter integral is unbounded in t as constructed in Remark 4. Thus, 
u(t) = W(t, 0)~ for t > 2 is unbounded. 
This example demonstrates that for integral equations the results of [I] 
are not valid for the larger class of perturbations described in (H4) without 
some strenghtening of the assumptions on (L) (as provided by (ii)). 
To prove the above theorems we need the following lemma which describes 
the connection between U and stability on various spaces. 
LEMMA. Assume (Hl). 
(a) (L) is uniformly stable on R, if and only if there exists a constant 
m >, 0 such that 1 U(t, s)l < m for all t > s 3 t, . 
(b) (L) is asymptotically (or equi-asymptotically) stable on R, for a 
given a > to if and only if 1 U(t, a) 1 ---f 0 as t -+ + co. 
(c) (L) is stable on C,(a) for a given a > to if and only if there exists 
a constant m = m(a) > 0 such that for all t > a 
.r t I u(t, $1 ds < m, 1 U(t, a)1 < m. a 
(d) Suppose (L) is uniformly stable on R, . Then (L) is stable on BM,,, 
for a given a > to if and only if there exists a constant m = m(a) > 0 such 
that for all t >, a and l/p + l/q = 1 
[’ (jSi’ 1 U(t, r)]Qdr)“*ds < m, if pfl (4) -a-1 s 
OY 
s 
t 
max ] U(t, r)j ds < m, 
a-1 s<r<s+1 
if p # 1. 
Proqf. Parts (a), (b) and (c) are proved in [I]. We need only prove (d). 
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We take p # 1, the case p = 1 being similar. First, suppose (4) holds. 
From (VC) the unique solution of (L) is given by 
44 = w, a>f(a) + s” up, Y)f’(Y) dY, t 3 a. 
a 
Let m(a) be the larger of the constants in (a) (by assumption (L) is uniformly 
stable on R,) and (4). Then for all t > a 
1 v(t)1 G ‘44 If(a>l + j-t I W, y)l If’(y)/ dy 
a 
= m(a) If(a)1 + j- “s’ I W, y>l If’(r)1 ds dr a 7-l 
= “4~) If(a)1 + 1” j-“l I W, y)l If’(r)l dy ds a-1 s 
- 1” 1’ I U(t, r)l If’(y)1 dsdy - jtt+‘f I U(t, Y)I If’(y)/ ds dr 
a-1 a-1 7-l 
< m(a) Ilfll,., + j-t j-“’ I W, y)l If’(y)1 dy ds 
a-1 s 
< 44 Ilfll,., + f:, ([‘+l I W, y)I” dr)lia (I’+l If’(r)l” dr)“’ ds. 
Thus, I Nt)l < 44 Ilfll,., + 44 IlflL., = 244 IlflL, which implies the 
stability of (L) on BM,,, . 
Conversely, suppose (L) is stable on BM,,, . We prove (4) holds in the 
scalar case 7t = 1. From this, the general case n > 1 can be proved following 
the techniques used in [9] or [l]. Define the linear functional 
for arbitrary, but fixed t > a. We first establish that Lil’ is a bounded linear 
functional (uniformly in t 3 a) on the normed space S of function y = y(s, Y) 
for which y = 0, (s, Y) $ [a, t] x [s, s + 11, y is continuous in s E [a, t] and 
in y E [s, s + 11, and II y IIs.B = SUP,>,(~+~ I y(s, r)I” dr)lp < +co. Now 
t+1 r s IS t r-1 y(~,y)d~/pd~~Sft+lS:_IIy(S,~)lsdSdy 
t+1 8+1 
< 
s s 
I Y(S, y>l" ds dy (5) 
t-1 s 
I 
s+l 
,( 2 * sup I As, y)I” dy n>a s 
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and, hence, for all t > u 
t+1 r
u IS As, y> ds I 1 ‘dr “’ < 2l’Y II Y l/&P. t r-1 (6) 
Now by the assumed stability of (L) on BM,,, we see that the linear func- 
tionals JI, U(t, Y)~‘(Y) d r are bounded uniformly in t > a with respect to 
the norm ijflja,P . It follows that the linear functionals defined by 
A,# = 1” W, y) #(y) dr, 
a 
are bounded (uniformly in t 3 a) with respect to the norm /I # /I:,, = 
sup&J? j $(Y)[P dr)llp. Now (6) says that 
I r 
IiS 
~6, y> ds 
T-1 II 
O ~21’“llYlls.l: 
a.v 
and inasmuch as I,!‘$ = At(Jiel y(s, I) ds) we see that Lil’ is bounded 
(uniformly in t >, a) on S with respect to the norm I\ . /Js,9 . 
Next we write L, = Lf’ + Liz’ + Li3’ where 
t ss S+l LtY = u(t, y) y(s, y) dy ds, a-1 s 
py zrz a 
ss 
a U(t, Y) y(s, Y) dr ds, 
a-l s 
py E 
t+1 7 
s s 
U(t, Y) y(s, r) ds dr. 
t T-l 
We wish to show that Lt , like Lp’, is bounded (uniformly in t > a) as a 
functional on S. This will be done by showing LL2’ and LL3’ have this property. 
Using the assumption of uniform stability on R, and the constant m from 
part (a) of the Lemma, we obtain 
IL% I < s,““s:_, I W, y)l I Y(S, y>l ds dy 
t+1 s+1 
< s s I We y)l I As, y)l dr ds t-1 s 
< I”” (c”” I U(t, r)l” dy)“’ dr I) y 11s B 
t-1 s 
409/50/2-8 
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Also, another use of Holder’s inequality implies 
Thus, L, is bounded (uniformly in t 3 a) on S. 
For each s E [a, t] there exists a sequence of functions y,(s, Y) E LP[s, s + l] 
with respect to Y such that 
(s”” y&, Y)” dY)l’, = 1, 
s 
s 
s+1 
W, 7) Y&, y> dy -+ 
s 
(Jss+l 1 U(t, r)lg dr)14, 
as n -+ +co [lo, p. 2851. (That yn is continuous in s E [a, t] is clear from 
their construction in [lo].) Since CO[s, s + I] is dense in LP[s, s + l] we 
may assume yn is continuous in Y E [s, s + I]. A straightforward application 
of Lebesgue’s dominated convergence theorem yields (since the sequence 
l:” U(t, r) m(s, Y) dr is by Holder’s inequality bounded uniformly by 
,n(s:” ) m(s, Y)[” dr)ll” = m) the limit 
L tYn -+ sb_, (j-“” 1 U(t, r)lQ dr)l’* ds, 
s 
as n --t + CO for each fixed t 3 a. Thus, the norm of L, has the lower bound 
IL, I 3 s:_, (jss+l l U(t, Y)IQ dr)“’ ds. 
Inasmuch as the opposite inequality is obvious (from Holder’s inequality) 
we find that 
1 Lt 1 = Ja:, (l’+l 1 U(t, r)l” dr)lin ds. 
But we have shown above that L, is bounded uniformly in t > a; i.e., 
1 Lt I < m(a) for some constant m(a) > 0 and all t > a. This completes the 
proof of the lemma. 
PYOO~ of Theorem 1. (a) Assume without loss in generality that to > 0. 
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By assumption the solution of (P) can be extended as a solution so long as 
it remains bounded by b > 0. Let m = m(u) be the larger of the two 
constants in parts (a) and (d) of the Lemma. Set g, = 1/4m and assume 
g, <g, . Then 1 - 2g,m > 0. Let E > 0 be given (C < 6). By assumption 
(L) is stable on a space N for the given a > t, ; thus, there exists a constant 
6, = Sr(r, u) > 0 such that 1 f IN < 6, implies 
I w lo < 41 - 2g,m)/3. (7) 
Referring to (H4) we may pick a * = u*(e) > a + 1 so large that for 
f>Ua*-1 
((+l gP(s) ds)l’p < 2gv . 
The first step in our argument is to prove that for jj IN sufficiently small 
the solution u(t) of (P) exists on the interval [a, a*]. Specifically, suppose 
1 f jN < 6, = &(E, a) where 6, is so small that 
] w lo < + exp(--mku*) 
where k is a constant such that 1 g(t)] < Iz for t E [a, a*] (cf. (H4)). Then 
from (P*) and (H4) we have for t 2 a 
< 1 2, Jo + mk It s(u; u) (s) ds. 
n 
Thus, replacing t with s and taking the supremum of both sides from a to t 
we obtain 
from which it follows by the well known Gronwall lemma that 
s(u; u)(t) < / w I,, exp(mk(t - a)) 
and consequently (since a > to > 0) 
I u(t)1 < s(u; u)(t) < I w I,, exp(mkt) < 4~ < E < b, (8) 
for as long as u(t) exists on [a, u*]. The continuability property which 
follows from the assumptions (HI) and (H2) implies that u(t) exists on 
[a, a*]. We have in fact shown I u(t)1 < r , 2~ on [a, u*] for 1 f IN < 8, . It also 
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follows that u(t) exists as a solution of (P) locally beyond a*; and, by con- 
tinuity, 1 u(t)1 < E locally beyond a*. 
To finish the argument we will show, by contradiction, that for small 
1 j IN the solution u(t) actually exists and satisfies 1 u(t)1 < E for all t > a. 
Suppose this is not the case and let T > a* be the jirst point at which 
1 u(T)1 = E. Then 1 u(t)/ and, hence, s(u; a)(t) are both <E on [a, T]. For 
t E [a*, T] we have 
6) = s(t) + /“* U(t, s) dP*(s, u(s)) ds + j-” U(t, s) dp*(s, u(s)) ds. (9 
a a* 
Let 6, be as above. We can, without loss of generality, assume that the 
constant 6, = S,(r, a) above is chosen (smaller, if necessary) so that 
I j IN < 6, implies, in addition to (8), 
1 u(t)1 < <(I - 2g,m)(3mka*)-‘, (10) 
for t E [a, a*]. Now let 6 = S(t, a) = min(6,, 6,) > 0 and suppose 1 j IN < S. 
From (9) we obtain the estimate, using (7), (8) and (9), 
I @>I < 4- 2g,4/3 + m 1”’ g(t) 4~; a) (4 ds a 
+ cs,;l I W 41 g(s) 4~; a*) (4 dr ds 
< ~(1 - 2g,m)/3 + m&(1 - 2gem) (3mka*)-’ (a* - a) 
+ 1” I’+’ 1 u(t, s)l g(s) s(u; a) (s) ds dr 
a*-1 c 
< 2~(1 - 2g,m)/3 + ~1” (I”’ 1 U(t,s)lgds)“* * (jr+lg(s)pds)l’pdr, 
a*-1 T r 
for t E [a*, T]. By the manner in which a* was chosen we have, continuing 
with the inequalities, 
I u(t)1 < 241 - 2g,m)/3 + 2qp = 24 1 + g,m)P 
and, hence since g, < g, = 1/4m, we find that 
1 u(t)] < 2~(1 + l/4)/3 = 5c/6, 
for t E [a*, T]. Thus, we have arrived at the contradiction E = I u(T)1 < 56/6. 
This proves part (a) of Theorem 1. 
(b) If hypothesis (ii) holds for all a 3 to then, since (i) is true, we 
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see that m in part (d) of the Lemma can be chosen independently of a 3 t, . 
This is because 
for all t > a >, t, . Consequently in the event that (L) is uniformly stable 
on a space N the constants 6, and 6, and hence 6 in the preceding proof of 
part (a) are independent of a > t, ; i.e., (P) is uniformly stable on N. 
Proof of Theorem 2. From Theorem 1 we know that both v(t) and u(t) 
are bounded for 1 f IN < 6. Let E > 0 be arbitrary but fixed. Choose 
T = T(c) > a so large that for t > T(C) 
(jtt+‘g(S)p ds)“’ < +,m, 
where / u(t)1 < K, for t 2 a. This is possible since g, = 0. Now for 
t >, T(c) 
1 u(t) - +)I = 1 jai U(t, s) dp*(s; u(s)) 1 
< k, j’ i U(t, 41 cd4 ds + 4 j; I U@, 41 g(s) ds 
a 
< k,k j’ I U(t, s>l ds + k, j’s’ I 7-44 $11 g(s) dy ds, 
a T s-l 
where k > 1 g(t)\ for t E [a, T] (cf. (H4)). Thus 
< k,k j’ 1 U(t, s)l ds + k, j’ 
a 
(I’+’ I L’(G s)I@ ds)“’ (cik~m) dy 
a-1 r 
f k,k I ct. I u(t, 41 ds + E, a 
for t 2 T(r). Letting t -+ +cc we obtain 
lim sup 1 u(t) - v(t)1 < F. 
t++m 
Whereas E > 0 was arbitrary we conclude that lim,,,, ( u(t) - v(t)1 = 0. 
In conclusion we briefly point out that in the special case that 
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p(t, S, z) = K(t, s) q(s, z), a case treated frequently in the literature, it is 
possible to obtain other results (independent from those obtainable through 
Theorems 1 and 2) in exactly the same manner as above except that the 
starting point is the representation formula 
obtained using the resolvent of(L) instead of (P*) obtained from the variation 
of constants formula (VC) for (L). In this approach R replaces U in the 
above arguments and we must make the hypothesis 
(H5) (L) has a resolvent R(t, S) which is locally in Lo in (t, S) for 
t 3 s 3 to. 
With the obvious changes in the necessary spaces and the obvious modifica- 
tions of the Lemma,(with R in place of U) we can prove, exactly as above, 
the following theorem. 
THEOREM 3. Suppose (Hl), (H2) and (H5) with p(t, S, z) = K(t, s) (I(s, z). 
Assume q satisjies 
I a(s, 4 I G g(s) I z I ? 
for all s > a and all 1 x 1 < b, x E Rn, where g(s) is as in (H4) for some p. 
Assume R satisfies the two conditions 
(i) ess sup~~>~ I R(t, s)l < ml , t 2 s 3 a, 
(ii) sL4-r (s:” / R(t, r)lg dr)ll’J ds < m2(a), t > a, 
for l/p + I/q = 1. Th en the conclusions (a) and (b) of Theorem 1 hold. If 
further g, = 0 and 
,‘ji 1’ 1 R(t, s)l ds = 0 
a 
for all T > a then the conclusion of Theorem 2 holds. 
With a slight modification of the statement and proof of this theorem the 
(rather strong) assumption (i) can be dropped. Toward this end suppose 
g, * = sup f+lg(s)p ds)l” < +co 
t,a t 
(11) 
and that (L) is stable on a space N for a > to. Then for a given E > 0 we 
know /f IN < 6 = S(E, a) implies / v lo < min(z/2m,(a), e/2) and hence 
) u(a)1 = 1 v(a)/ < E. W e k now then that u(t) exists and satisfies 1 u(t)] < E 
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locally beyond a. Let T > a be the first point at which j u(T)1 = E. For 
t~[a, T] and ifiN <S we have 
< 42 + jt (j’” 1 ~(t, s)j* ds)l’* ( jr+‘g(s)p ds)l” dr 
a-1 r r 
Thus, if g, < 1/2m, we have that / u(t)\ < E, t E [a, T], and the contra- 
diction E = 1 u(T)\ < E. Thus under this assumption, T cannot exist and 
1 u(t)/ < E for all t 3 a if / f IN < 6. 
THEOREM 4. Suppose (Hl), (H2) and (H5) with p(t, s, z) = K(t, s) q(s, 2) 
where I q(s, z)i < g(s) j z (for all s 3 a and / z / < b, z E Rn with g us in (H4). 
Suppose R satisfies (ii) in Theorem 3. Then for g,” (us defined in (11)) suji- 
ciently small the conclusions (a) and (b) of Theorem 1 hold. 
Suppose further that gD = 0 and sz 1 R(t, s)\ ds -+ 0 as t + $03 for all 
T > a. Then the conclusion of Theorem 2 holds 
The proof of the last assertion in this theorem is exactly as that of 
Theorem 2 except that (R) is used instead of (P*). 
A theorem midway between Theorems 3 and 4 is possible in which (i) in 
Theorem 3 is replaced by the assumption that u = 0 is the unique solution 
of (P) corresponding to f = 0 and that fz 1 R(t, s)\ ds is bounded in t on 
finite intervals. The proof is almost exactly as that of Theorem 2 so the 
details will not be given. The uniqueness assumption is used to guarantee 
the continuity of u on finite intervals (namely, on [a, a*]) with respect to f 
([9, Chapter 11.41) and consequently allow us to perform the first step in 
the proof. Simple estimates show that the bound on R (which replaces U 
in the proof of Theorem 2) can be dispenced with in favor of the added, 
weaker assumption that s,’ / R(t, s)i d s e b b ounded in t on finite intervals. 
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