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RESIDUE CURRENTS OF MONOMIAL IDEALS
ELIZABETH WULCAN
Abstract. We compute residue currents of Bochner-Martinelli
type associated with a monomial ideal I, by methods involving
certain toric varieties. In case the variety of I is the origin, we
give a complete description of the annihilator of the currents in
terms of the associated Newton diagram. In particular, we show
that the annihilator is strictly included in I, unless I is defined by
a complete intersection. We also provide partial results for general
monomial ideals.
1. Introduction
Let f be a tuple of holomorphic functions f1, . . . , fm in C
n and let
Y = {f1 = . . . = fm = 0}. If f is a complete intersection, that is,
the codimension of Y is m, the duality theorem, due to Dickenstein-
Sessa, [6], and Passare, [10], asserts that a holomorphic function h
locally belongs to the ideal (f) = (f1, . . . , fm) if and only if hR
f
CH = 0,
where RfCH is the Coleff-Herrera residue current of f . In [11], Pas-
sare, Tsikh and Yger introduced residue currents for arbitrary f by
means of the Bochner-Martinelli kernel. For each ordered index set
I ⊆ {1, . . . , m} of cardinality k, let RfI be the analytic continuation to
λ = 0 of
∂¯|f |2λ ∧
k∑
ℓ=1
(−1)k−1
fiℓ
∧
q 6=ℓ dfiq
|f |2k
,
where |f |2 = |f1|
2 + . . . + |fm|
2. Then RfI is a well-defined (0, k)-
current with support on Y , that vanishes whenever k < codimY or
k > min(m,n). In case f defines a complete intersection, the only
nonvanishing current, Rf{1,...,m}, is shown to coincide with the Coleff-
Herrera current.
The concept of Bochner-Martinelli residue currents was further de-
veloped by Andersson in [1]. From his construction, based on the
Koszul complex, follows that hRfI = 0 for all I implies that the holo-
morphic function h belongs to the ideal (f) locally. Thus, letting
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AnnRf denote the annihilator ideal, {h holomorphic, hRfI = 0, ∀I},
we have that
(1.1) AnnRf ⊆ (f).
The inclusion is strict in general, and thus the currents RfI do not fully
characterize (f) as in the complete intersection case. Still the ideal
AnnRf is big enough to catch in some sense the “size” of (f). Recall
that a holomorhic function h belongs locally to the integral closure of
(f), denoted by (f), if |h| ≤ C|f | for some constant C, or equivalently
if h fulfills a monic equation hr + g1h
r−1 + . . . + gr = 0 with gi ∈ (f)
i
for 1 ≤ j ≤ r. In [11] it was proven that hRfI = 0 for any h that is
locally in the integral closure of (f)k, where k = |I|, and thus we get
(1.2) (f)µ ⊆ AnnRf ,
where µ = min(m,n). Now, combining (1.1) and (1.2) yields a proof
of the Brianc¸on-Skoda theorem [5]: (f)µ ⊆ (f). This motivates us to
study the ideal AnnRf .
In this paper we compute the Bochner-Martinelli currents RfI in case
the generators fi are monomials and Y = {0}. Our main result, Theo-
rem 3.1, gives a complete description of AnnRf in terms of the Newton
diagram associated with the generators. In particular it turns out that
AnnRf depends only on (f), not on the particular choice of generators.
Also, it follows that we have equality in (1.1) if and only if (f) is a com-
plete intersection and moreover that the inclusion (1.2) is always strict.
The proof of Theorem (3.1), given in Section 4, amounts to computing
residue currents in a certain toric variety constructed from the gener-
ators, using ideas originally from Varchenko, [13], and Khovanskii, [8].
In Section 5 we provide partial results for the case of general monomial
ideals.
2. Preliminaries and notation
Let A be a set in Zn+ and let z
A denote the tuple of monomials
{za}a∈A, where z
a = za11 · · · z
an
n if a = (a1, . . . , an). The ideal (z
A)
admits a nice geometric interpretation as the set ∪a∈A(a + R
n
+) ⊂ R
n.
Indeed, a holomorphic function is in the ideal precisely when its support
(supp
∑
ϕaz
a = {a ∈ Zn+, ϕa 6= 0}) is in ∪a∈A(a + R
n
+). The Newton
polyhedron Γ+(A) of A is defined as the convex hull of ∪a∈A(a+R
n
+) ⊂
Rn and the Newton diagram Γ(A) of A is the union of all compact
faces of the Newton polyhedron. For further reference we remark that
the set of vertices of the Newton polyhedron is a subset of A, see for
example [14].
We will work in the framework from [1] and use the fact that the
currents RfI appear as the coefficients of full Bochner-Martinelli current
introduced there. We identify zA with a section of the dual bundle E∗
of a trivial vector bundle E over Cn of rank m = |A|, endowed with
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the trivial metric. If {ea}a∈A is a global holomorphic frame for E and
{e∗a}a∈A is the dual frame, we can write z
A =
∑
a∈A z
ae∗a. We let s be
the dual section
∑
a∈A z¯
aea of z
A. Also, we fix an ordering of A.
Next, we let
u =
∑
ℓ
s ∧ (∂¯s)ℓ−1
|zA|2ℓ
,
where |zA|2 =
∑
a∈A |z
a|2, be the full Bochner-Martinelli form, intro-
duced in [2] in order to construct integral formulas with weight factors
in a convenient way. Then u is a smooth section of Λ(E ⊕ T ∗0,1(C
n))
(where ea ∧ dz¯i = −dz¯i ∧ ea), that is clearly well defined outside
Y = f−1(0), and moreover
∂¯|zA|2λ ∧ u
has an analytic continuation as a current to Reλ > −ǫ. The (full)
Bochner-Martinelli residue current Rz
A
is defined as the value at λ =
0. Then Rz
A
has support on Y and Rz
A
= Rp + . . . + Rµ, where
p = codimY and µ = min(m,n), and where Rk ∈ D
′
0,k(C
n,ΛkE), by
analogy with the fact that the current RfI vanishes if |I| is smaller
than p or greater than µ. We should remark that Andersson’s con-
struction of residue currents, using kernels of Cauchy-Fantappie`-Leray
type, works for sections of any holomorphic vector bundle equipped
with some Hermitian metric. Observe that in our case (trivial bundle
and trivial metric), though, the coefficients of Rz
A
are just currents of
the type RfI . Indeed, letting sB be the section
∑
a∈B z¯
aea, we can write
u as a sum, taken over subsets B of A, of terms
uB =
sB ∧ (∂¯sB)
k−1
|zA|2n
,
where k is the cardinality of B. The corresponding current,
(2.1) ∂¯|zA|2λ ∧ uB
evaluated at λ = 0, denoted by Rz
A
B or RB for short, is then merely
the current RfI with I corresponding to the subset B, times the basis
element eB =
∧
a∈B ea, where the wedge product is taken with respect
to the ordering. Henceforth we will deal with the Bochner-Martinelli
currents rather then currents RfI .
Let us make an observation that will be of further use. If the section s
can be written as µs′ for some smooth function µ we have the following
homogeneity:
(2.2) s ∧ (∂¯s)k−1 = µks′ ∧ (∂¯s)k−1,
that holds since s is of odd degree.
We will use the notation ∂¯[1/f ] for the value at λ = 0 of ∂¯|f |2λ/f
and analogously by [1/f ] we will mean |f |2λ/f |λ=0, that is just the
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principal value of 1/f . By iterated integration by parts we have that
(2.3)
∫
z
∂¯
[ 1
zp
]
∧ ϕdz =
2πi
(p− 1)!
∂p−1
∂zp−1
ϕ(0).
In particular, the annihilator of ∂¯[1/zp] is (zp). The currents Rz
A
B will
typically be tensor products of currents of this type.
3. Main results
Our main result is an explicit computation of the Bochner-Martinelli
residue current Rz
A
in case Y is the origin. Before stating it let us
introduce some notation. We say that a subset B = {a1, . . . , an} ⊆ A
is essential if there exists a facet F of Γ+(A) such that B lies in F
and if in addition B spans Rn, that is det(a1, . . . , an) 6= 0. It follows,
when Y = {0}, that the essential sets are contained in the Newton
diagram Γ(A). Indeed, Y = {0} precisely when A intersects all axes
in Zn and thus the only non-compact faces of Γ+ are contained in the
coordinate planes in Zn. But if B is contained in a coordinate plane,
B cannot span Rn. Also, when Y = {0}, all points in A ∩ Γ(A) are
in fact contained in some essential set. Next, if B is a subset of A, let
αB =
∑
a∈B a. Notice that if B is essential, then α
B lies on nΓ. In
fact, αB/n is the barycenter of the simplex spanned by B. We are now
ready to formulate our main theorem.
Theorem 3.1. Let zA, A ⊆ Zn+ be a tuple of monomials in C
n such that
{zA = 0} = {0}, and let Rz
A
be the corresponding Bochner-Martinelli
residue current . Then
Rz
A
=
∑
B⊆A
RB,
where
(3.1) RB = CB ∂¯
[ 1
z
αB
1
1
]
∧ . . . ∧ ∂¯
[ 1
z
αBn
n
]
∧ eB,
and where CB is a constant that is nonzero if B is an essential set and
zero otherwise.
An immediate consequence is that if B is essential then
AnnRB = (z
αB
1
1 , . . . , z
αBn
n ),
where AnnRB just denotes the ideal of holomorphic functions annihi-
lating RB. Note in particular that AnnRB depends only on the set B
and not on the remaining A. Furthermore, since the basis elements eB
are all different it follows that
AnnRz
A
=
⋂
B essential
AnnRB.
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Thus, AnnRz
A
is fully determined by the Newton diagram Γ(A) and
the points in A lying on it. In particular AnnRz
A
depends only on the
ideal, not on the particular choice of generators. We also see that dif-
ferent monomial ideals (zA) and (zA
′
) give rise to the same annihilator
ideal if and only if A ∩ Γ(A) = A′ ∩ Γ(A′).
Furthermore, Theorem 3.1 implies that the inclusion (1.1) is strict
unless we have a complete intersection.
Theorem 3.2. Let zA, A ⊆ Zn+, be a tuple of monomials such that
{zA = 0} = {0}, and let Rz
A
be the corresponding Bochner-Martinelli
residue current. Then
(3.2) AnnRz
A
= (zA)
if and only if (zA) can be generated by a complete intersection.
For the proof we need a simple lemma.
Lemma 3.3. Let B be an essential subset of A such that (zB) ⊆
AnnRB. Then (z
B) is a complete intersection.
Proof. Denote the elements in B by ai, i = 1, . . . , n and let ≥ be the
natural partial order on Zn. Suppose that (zB) ⊆ AnnRB. We have
that zai ∈ AnnRB precisely when one of the generators of AnnRB
divides zai , that is, when
(a1i, . . . , ani) ≥ (
∑
j
a1j , 0, . . . , 0) or
(a1i, . . . , ani) ≥ (0,
∑
j
a2j , 0, . . . , 0) or
...
(a1i, . . . , ani) ≥ (0, . . . , 0,
∑
j
anj).
This set of inequalities holds for all 1 ≤ i ≤ n, and it is easy to see
that this implies first that akℓ 6= 0 for at most one k, which means
that aℓ lies in one of the coordinate axes, and second that there is at
least one aℓ intersecting each coordinate axis. Thus, B intersects all
coordinate axes in Zn, which in turn implies that (zB) is a complete
intersection. 
Proof of Theorem 3.2. We need to show the “only if” direction. Sup-
pose that (zA) = AnnRz
A
and let B be an essential subset. Clearly
essential subsets always exist, since otherwise Rz
A
= 0 and AnnRz
A
=
(zA) is the whole ring of holomorphic functions, which contradicts that
Y = {0}. Now, in particular (zB) ⊆ AnnRB, and by Lemma 3.3, (z
B)
is a complete intersection. Thus
(zB) = AnnRz
B
= AnnRz
A
B ⊇ AnnR
zA = (zA) ⊇ (zB),
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a1
a2
a3
a4
a5
Γ
(zA)
Figure 1. The ideal (zA) and the Newton diagram Γ(A)
in Example 1
where the second equality follows since AnnRB only depends on B and
not on A. Hence (zA) = (zB) and the result follows. 
We give some examples to illustrate Theorems 3.1 and 3.2.
Example 1. Let
A = {a1 = (8, 0), a2 = (6, 1), a3 = (2, 3), a4 = (1, 5), a5 = (0, 6)} ⊆ Z2.
We identify the ideal (zA) with the set
⋃
a∈A(a + R
n
+) as in Figure 1,
where we have also depicted the Newton diagram Γ. Such pictures of
monomial ideals are usually referred to as staircase diagrams, see [9].
The points in A should be recognized as the “inner corners” of the
staircase. The Newton diagram Γ(A) consists of two facets, one with
vertices a1 and a3 and the other one with vertices a3 and a5, and thus
we have the essential sets
{a1, a2}, {a1, a3}, {a2, a3}, {a3, a5},
with
α12 = (14, 1), α13 = (10, 3), α23 = (8, 4), α35 = (2, 9),
respectively. It follows from Theorem 3.1 that
AnnRz
A
= (z141 , z2) ∩ (z
10
1 , z
3
2) ∩ (z
8
1 , z
4
2) ∩ (z
2
1 , z
9
2),
which is equal to the ideal (z141 , z
10
1 z2, z
8
1z
3
2 , z
2
1z
4
2 , z
9
2), see Figure 2. Ob-
serve that AnnRz
A
is given by the staircase diagram with αij as “outer
corners”. Note also that AnnRz
A
does not depend on a4, which lies in
the interior of Γ+(A). 
Example 2. Consider the complete intersection {za
1
1 , . . . , z
an
n }. The as-
sociated Newton diagram is the n-simplex spanned by
A = {(a1, 0, . . . , 0), . . . , (0, . . . , 0, an)}
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α12 = (14, 0)
α13 = (10, 3)
α23 = (8, 4)
α35 = (2, 9)
(zA)
Ann Rz
A
Figure 2. The ideals AnnRz
A
(dark grey) and (zA)
(light grey) in Example 1
a1
a2 α
12
Figure 3. A complete intersection
and there exists only one essential set, namely A itself, with αA =
(a1, . . . , an). Thus according to Theorem 3.1,
AnnRz
A
= (za
1
1 , . . . , z
an
n ),
so the annihilator ideal is equal to (zA), which we already knew. Fig-
ure 3 illustrates the two ways of thinking of the ideal when n = 2;
either as a staircase with (a1, 0) and (0, a2) as inner corners or as a
staircase with αA = (a1, a2) as the (only) outer corner. 
Example 3. We should remark that not all monomial ideals arise as
annihilator ideals associated with monomial ideals. The idea is that
the outer corners of the staircase of an annihilator ideal must lie on a
hypothetical Newton diagram. Indeed, from the discussion just before
Theorem 3.1 we know that each αB corresponding to an essential set
B lies on nΓ. In other words, the lines joining adjacent outer corners
must lie on the boundary of a convex domain above the staircase, and
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(5, 0)
(4, 2)
(1, 4)
(0, 5) I
Figure 4. The ideal in Example 3. The thick lines il-
lustrate the “slope” of the staircase.
thus a necessary condition is that the “slope” of the staircase decreases
while we are descending it.
For example, consider the ideal
I = (z51 , z
4
1z
2
2 , z1z
4
2 , z
5
2)
with staircase diagram as in Figure 4, where we have also marked the
slope. Clearly, the outer corners cannot lie on the boundary of a convex
Newton polyhedron, and thus I is not an annihilator ideal. 
Remark 1. Observe that adding an extra generator to an ideal (zA)
does not necessarily make the corresponding annihilator ideal smaller
or larger. However, with a fixed Newton diagram an extra generator
can only make the annihilator ideal smaller. In fact, given Γ, AnnRz
A
is maximal if A is chosen as the vertex set of Γ and minimal if A is all
integer points on Γ, as we will see in Example 4. 
Let us now consider the inclusion (1.2). We start by interpreting
the left hand side in case f is monomial. First, we make the following
observation.
Lemma 3.4. The integral closure of the monomial ideal (zA) is the
monomial ideal generated by za, a ∈ Γ+(A).
The result is well known from algebraic contexts, see for example [12].
We supply a proof, however, using the analytic definition of integral
closure.
Proof. We start by proving that zb ∈ (zA) for any b ∈ Zn ∩ Γ+(A). It
suffices to show that
(3.3) |zb| ≤ C|zA| = C
∑
a∈A
|za|,
if b ∈ Γ(A). Indeed, if b ∈ Γ+(A), we have that b = c b′ for some
b′ ∈ Γ(A) and 0 < c ≤ 1 and so |zb| ≤ |zb
′
|. Suppose that b lies on the
facet F spanned by a1, . . . , an. Then b =
∑n
i=1 λia
i for some λi ≥ 0
RESIDUE CURRENTS OF MONOMIAL IDEALS 9
such that
∑n
i=1 λi = 1 and thus |z
b| = |z
∑n
i=1 λia
i
| =
∏
|za
i
|λi . Observe
that
∏n
i=1 x
λi
i ≤
∑
xi if xi ≥ 0, λi ≥ 0 and
∑n
i=1 λi = 1. To see this,
take the logarithm of each side and use that it is a concave function.
Thus (3.3) follows (and we can choose C to be 1).
Conversely, we need to show that (3.3) cannot hold if b /∈ Γ+(A).
Notice that such a b equals cb′ for some b′ ∈ Γ(A) and c > 1. Suppose
that b′ lies on the facet F with non-negative normal direction ρ and
observe that ρ·a ≥ ρ·b′ for all a ∈ A. Now, for s ∈ R choose z(s) ∈ Cn,
such that |zi(s)| = exp(sρi). Then
|z(s)A|
|z(s)b|
=
∑
a∈A exp(sρ · a)
exp(csρ · b′)
≤ |A| exp(sρ · b′(c− 1))→ 0
when s→ −∞ and thus (3.3) cannot hold. 
Next, we claim that the ideal (zA)r is generated by za, a ∈ rΓ+(A).
The ideal (zA)r is generated by za, a ∈ A+ . . .+A (r times), so we need
to show that the Newton polytope of A + . . . + A is equal to rΓ+(A).
But A+ . . .+A ⊇ rA and thus Γ+(A+ . . .+A) ⊇ Γ+(rA) = rΓ+(A).
On the other hand A+ . . .+A ⊆ Γ+(A)+ . . .+Γ+(A) = rΓ+(A), where
the equality holds since Γ+(A) is a convex set, and so it follows that
Γ+(A+ . . .+ A) ⊆ rΓ+(A).
Corollary 3.5. Suppose n ≥ 2. Let zA be as in Theorem 3.1. Then
the integral closure of the ideal (zA)n is strictly included in AnnRz
A
.
Observe that Corollary 3.5 fails when n = 1. Then, in fact, (zA) =
AnnRz
A
= (zA).
Proof. Let (b1, 0, . . . , 0) be the intersection between Γ(A) and the x1-
axis and let f = znb1−11 . Then (nb1−1, 0, . . . , 0) /∈ nΓ
+(A) and thus f /∈
(zA)n. However, f ∈ AnnRB for all essential B. To see this, observe
that the simplex spanned by the intersection points between Γ and the
axes separates Γ from {x1 = b1}, and so Γ intersects the hyperplane
{x1 = b1} only at the point (b1, 0, . . . , 0). This implies in particular that
αB1 ≤ nb1 − (n− 1) for all essential B and thus f ∈ (z
αB
1
1 ) ⊆ AnnRB.
Hence we have found a function f in AnnRz
A
\ (zA)n. 
Another, probably more illuminating, way of thinking of the ideals
is in terms of staircase diagrams as in the examples above. The fact
that the ideal (zA)n is generated by {za}, a ∈ nΓ+ means that its
staircase lies just above nΓ. On the other hand we know that the outer
corners of the staircase of AnnRz
A
, the αB, lie on nΓ and therefore the
staircase must lie under nΓ. Thus the staircase of AnnRz
A
is “strictly
lower” than the staircase of (zA)n and so the corresponding inclusion of
ideals is strict. For an illustration, see Figure 5, where we have drawn
the staircases of the three ideals (zA), AnnRz
A
and (zA)n for A from
Example 1.
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2Γ
Figure 5. The ideals (zA) (light gray) AnnRz
A
(medium gray) and (zA)2 (dark gray) in Example 1
A1 A2 A3
Figure 6. The various ideals in Example 4
Example 4. Let Γ be the simplex with vertices (3, 0) and (0, 3). In
Figure 6 we have drawn the staircases of the ideals (zA) (light gray),
AnnRz
A
(medium gray) and (zA)2 (dark gray) for different A = Ai with
Γ as Newton diagram; more precisely for A1 = {(3, 0), (0, 3)}, A2 =
{(3, 0), (2, 1), (0, 3)}, and finally for A3 = {(3, 0), (2, 1), (1, 2), (0, 3)}.
We see that AnnRz
A
decreases when we add points to A. In particular
integrally closed ideals, that is ideals I such that I = I, have the
smallest annihilator ideals. 
4. Proof of Theorem 3.1
The proof of Theorem 3.1 is very much inspired by the the proof of
Lemma 2.2 in [11] and the proof of Theorem 1.1 in [1]. We will compute
Rz
A
as the push-forward of a corresponding current on a certain toric
variety X constructed from the Newton polyhedron Γ+(A). To do
this we will have use for the following simple lemma which is proven
essentially by integration by parts.
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Lemma 4.1. Let v be a strictly positive smooth function in C, ϕ a test
function in C, and p a positive integer. Then
λ 7→
∫
vλ|s|2λϕ(s)
ds ∧ ds¯
sp
and
λ 7→
∫
∂¯(vλ|s|2λ) ∧ ϕ(s)
ds
sp
both have meromorphic continuations to the entire plane with poles
at rational points on the negative real axis. At λ = 0 they are both
independent of v and the second one only depends on the germ of ϕ at
the origin. Moreover, if ϕ(s) = s¯ψ(s) or ϕ = ds¯ ∧ ψ, then the value of
the second integral at λ = 0 is zero.
Throughout this section we will write 1 for the unit vector (1, 1, . . . , 1).
We will regard the elements in A as column vectors and denote by B
the matrix with the vectors in the set B as columns. Also we will use
the notation α̂i for α1 ∧ . . . ∧ αi−1 ∧ αi+1 ∧ . . . ∧ αn.
Let us start by describing X , following [4]. Let S be the set of normal
directions to the facets of Γ+ represented by vectors ρ with minimal
integer non-negative coefficients. Then S provides a partition of the
first orthant of Rn into a finite number of distinct n-dimensional cones.
Such a system of cones with the same apex together with their faces is
called a fan. We say that the fan is generated by S and we denote it by
∆(S). By techniques due to Mumford et al., [7], S can be completed
into a system S˜ of vectors ρ such that if ρ1, . . . , ρn generate one of the
n-dimensional cones of ∆(S˜), then det(ρ1, . . . , ρn) = ±1. Such a fan is
called regular. We will construct X by glueing together different copies
of Cn, one for each n-dimensional cone of ∆(S˜). Let τ be such a cone
and denote its generators by ρ1, . . . , ρn. Let U be the corresponding
copy of Cn with local coordinates t = (t1, . . . , tn). Let P be the matrix
with ρi = (ρ1i, . . . , ρni) as rows and let Π be the mapping
Π : U → Cn
t 7→ tP ,
where tP is a shorthand notation for (tρ111 · · · t
ρn1
n , . . . , t
ρ1n
1 · · · t
ρnn
n ).
Two points t ∈ U and t′ ∈ U ′ are identified if the monodial map
Π′−1 ◦Π : U → U ′ is defined at t and maps t to t′. Glueing the charts U
together induces a proper map Π˜ : X → Cn that is biholomorphic from
X \ Π˜−1({z1 · · · zn = 0}) to C
n \ {z1 · · · zn = 0}, that is, outside the
coordinate planes. It holds that Π˜−1({z1 · · · zn = 0}) is a set of measure
zero in X , and moreover Π˜−1(0) consists of a system of various CPn−i,
corresponding to i-dimensional cones of the fan ∆(S˜). In particular,
each vector ρ, that generates a 1-dimensional cone, corresponds to a
CPn−1, denoted by Sρ and obtained by glueing together parts of the
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charts from the cones determined by n-dimensional cones that have ρ as
one of its generators. In fact, if the vector ρ determines the coordinate
t1 in U , then Sρ is covered by the {t1 = 0}-part of U .
Observe that Rz
A
= Rn since Y = {0}. Therefore, we only need to
compute the currents RB when B is a subset of cardinality n. For Reλ
large enough, (2.1) is integrable and since Π˜ is biholomorphic outside
a set of measure zero it holds that∫
Cn
∂¯|zA|2λ ∧ uB ∧ φ =
∫
X
Π˜∗(∂¯|zA|2λ ∧ uB) ∧ Π˜
∗φ,
if φ is a test form of bidegree (n, 0). It is easy to see that the analytic
continuation to Reλ > −ǫ of Π˜∗(∂¯|zA|2λ ∧ uB) exists in each chart Uτ ;
we will actually compute it below. Thus, because of the uniqueness of
analytic continuations,
R˜B := Π˜
∗(∂¯|zA|2λ ∧ uB)|λ=0
defines a (globally defined) current on X such that Π˜∗R˜B = RB. We
will start by computing R˜B in a fixed chart U0 parametrized by Π
corresponding to the cone τ0.
Claim 1. The current R˜B vanishes in U0 whenever B is not contained
in a facet whose normal direction is one of the generators of τ0. More-
over R˜B vanishes if detB = 0.
In particular, a necessary condition for R˜B not to vanish is that B
is essential.
Proof. First, note that the pullback Π∗ transforms the exponents of
monomials by the linear mapping P ;
(4.1) Π∗za = Π∗za11 · · · z
an
n = t
ρ11a1+...+ρ1nan
1 · · · t
ρn1a1+...+ρnnan
n = t
Pa.
It is well known that for some a0 ∈ A,Π
∗za0 divides Π∗za for all a ∈ A,
and moreover, in view of (4.1) one easily checks that a0 has to be a
vertex of Γ+(A). Using this we can write
Π∗s = t¯Pa0s′,
where s′ is the nonvanishing section
s′ =
∑
a∈A
t¯P (a−a0)ea,
and furthermore
Π∗|zA|2 = |t|2Pa0ν(t),
where
ν(t) =
∑
a∈A
|t|2P (a−a0)n
is nonvanishing. By homogeneity, see (2.2),
Π∗(s ∧ (∂¯s)n−1) = t¯nPa0s′ ∧ (∂¯s′)n−1,
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and thus
(4.2) R˜B = ∂¯(|t|
2λPa0νλ)
s′B ∧ (∂¯s
′
B)
n−1
tnPa0ν(t)n
∣∣∣∣
λ=0
.
By Leibniz’ rule and Lemma 4.1, (4.2) is equal to a sum of currents
(4.3) ∂¯
[
1
tnρi·a0i
]
⊗
[
1∏
j 6=i t
nρj ·a0
j
]
∧
s′B ∧ (∂¯s
′
B)
n−1
ν(t)n
.
We need to compute s′B ∧ (∂¯s
′
B)
n−1. Denote the elements in B by
b1, . . . , bn in such a way that eB = ebn ∧ . . . ∧ eb1 . Furthermore, let C
be the matrix with columns Pbi − Pa0 so that
s′B =
∑
i
t¯c1i1 · · · t¯
cni
n ebi ,
and let Di be the determinant of C with row i replaced with the unit
vector 1. Then we have the following lemma.
Lemma 4.2. We have that
(4.4) s′B ∧ (∂¯s
′
B)
n−1 = (n− 1)!t¯C1
∑
i
(−1)i−1 Di
d̂t¯i
t¯i
∧ eB,
where
d̂t¯i
t¯i
=
dt¯1
t¯1
∧ . . . ∧
dt¯i−1
t¯i−1
∧
dt¯i+1
t¯i+1
∧ . . . ∧
dt¯n
t¯n
.
Observe that all t¯i in the denominator are cancelled since (4.4) is in
fact smooth.
Proof. Let αj = t¯
c1i
1 · · · t¯
cni
n ebj and βi =
dt¯i
t¯i
. Then s′B =
∑n
j=1 αj and
∂¯s′B =
n∑
j=1
n∑
i=1
cij
dt¯i
t¯i
∧ t¯c1i1 · · · t¯
cni
n ebj =
n∑
j=1
n∑
i=1
cijβi ∧ αj.
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Thus we get
s′B ∧ (∂¯s
′
B)
n−1 =
n∑
j=1
αj ∧ (
n∑
j=1
n∑
i=1
cijβi ∧ αj)
n−1 =
∑
σ∈Sn
∑
τ∈Sn
cσ(2)τ(2) · · · cσ(n)τ(n)ατ(1) ∧ βσ(2) ∧ ατ(2) ∧ . . . ∧ βσ(n) ∧ ατ(n) =
∑
σ∈Sn
∑
τ∈Sn
cσ(2)τ(2) · · · cσ(n)τ(n)βσ(2) ∧ . . . ∧ βσ(n) ∧ ατ(n) ∧ . . . ∧ ατ(1) =
∑
σ∈Sn
∑
τ∈Sn
(−1)sgn τcσ(2)τ(2) · · · cσ(n)τ(n)βσ(2) ∧ . . .∧ βσ(n) ∧αn ∧ . . .∧α1 =
n∑
i=1
∑
σ∈Sn;σ(1)=i
Di(−1)
sgn σβσ(2) ∧ . . . ∧ βσ(n) ∧ αn ∧ . . . ∧ α1 =
n∑
i=1
(n− 1)!Di(−1)
i−1β1 ∧ . . . β̂i . . . ∧ βn ∧ αn ∧ . . . ∧ α1 =
(n− 1)!t¯C1
n∑
i=1
(−1)i−1 Di
d̂t¯i
t¯i
∧ eB.
Here Sn just denotes the set of permutations of {1, . . . , n}. 
Now (4.3) is equal to
(4.5) ∂¯
[
1
tnρi·a0i
]
⊗
[
1∏
j 6=i t
nρj ·a0
j
]
∧
(n− 1)! Di t¯
C1
ν(t)n
d̂t¯i
t¯i
∧ eB,
that can vanish for two reasons. First, by Lemma 4.1, (4.5) vanishes
whenever the numerator contains a factor t¯i, that happens if cij > 0
for some j, which means that Pbj has a greater ti-coordinate than
Pa0. Thus, a necessary condition for (4.5) not to vanish is that P (B)
is contained in the facet of P (Γ+) parallel to the coordinate plane
{ti = 0}; in other words, since P is invertible, that B is contained in
the facet Fi of Γ
+ with normal direction ρi. Hence the first part of
Claim 1 follows.
Second, (4.5) vanishes if Di = 0. Assume for simplicity that i = 1.
Then ρ1·a is constant and equal to ρ1·a0 on F1, that is, (PB)1j = (Pa0)1
for all j, and we get
D1 =
1 · · · 1
c21 · · · c2n
...
...
cn1 · · · cnn
=
1 · · · 1
(PB)21 − (Pa0)2 · · · (PB)2n − (Pa0)2
...
...
(PB)n1 − (Pa0)n · · · (PB)nn − (Pa0)n
=
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1 · · · 1
(PB)21 · · · (PB)2n
...
...
(PB)n1 · · · (PB)nn
=
1
(Pa0)1
(PB)11 · · · (PB)1n
(PB)21 · · · (PB)2n
...
...
(PB)n1 · · · (PB)nn
=
det(PB)
(Pa0)1
.
But since P is invertible (Pa0)1 6= 0 and detP 6= 0. Thus Di = 0 if
and only if detB = 0. 
Note that it follows from the proof of Claim 1 that R˜B has support
on Sρ if B is contained in the facet with normal direction ρ. Indeed
R˜B survives precisely in the charts corresponding to cones τ with ρ as
one of its generators and in each such chart it has support on the part
covering Sρ.
Now let us fix a set B contained in the facet with normal direction
ρi, so that (4.5) is nonvanishing, and compute the action of R˜B on the
pullback of a test form φ = ϕ(z) dz of bidegree (n, 0). Here dz is just
a shorthand notation for dz1 ∧ . . . ∧ dzn. Let {χτ} be a partition of
unity on X subordinate the cover {Uτ}. It is not hard to see that we
can choose the partition in such a way that the χτ are circled, that is
they only depend on |t1|, . . . , |tn|. Now R˜B =
∑
τ χτ R˜B. We will start
by computing the contribution from our fixed chart U0 where R˜B is
realized by (4.5).
Since RB has support at the origin it does only depend on finitely
many derivatives of ϕ and therefore to determine RB it is enough to
consider the case when ϕ is a polynomial. We can write ϕ as a finite
Taylor expansion,
ϕ =
∑
α,β
ϕα,β(0)
α!β!
zαz¯β ,
where α = (α1, . . . , αn), ϕα,β =
∂α1
∂z
α1
1
· · · ∂
αn
∂zαnn
∂β1
∂z¯
β1
1
· · · ∂
βn
∂z¯βnn
ϕ, and α! =
α1! · · ·αn!, with pullback to U0 given by
Π∗ϕ =
∑
α,β
ϕα,β(0)
α!β!
tPαt¯Pβ.
A computation similar to the one in the proof of Lemma 4.2 yields
Π∗dz = detP t(P−I)1 dt.
Hence χτ R˜B.Π
∗φ is equal to
K
∫
∂¯
[
1
tnρi·a0i
]
⊗
[
1∏
j 6=i t
nρj ·a0
j
]
∧
t¯it¯
(C−I)1 d̂t¯i ∧ eB
ν(t)n
∧
χτ (t)
∑
α,β
ϕα,β(0)
α!β!
tPαt¯Pβt(P−I)1dt = K
∑
α,β
Iα,β ∧
ϕα,β(0)
α!β!
eB,
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where K = (n− 1)!D1 detP and
(4.6) Iα,β =
∫
∂¯
[
1
t
ρi·(na0−α−1)+1
i
]
⊗ [µα,β]
χτ (t) t¯
ρ1·β
i
ν(t)n
∧ d̂t¯i ∧ dt,
and where µα,β is the Laurent monomial in tj and t¯j for j 6= i:
µα,β =
∏
j 6=i
t
ρj ·(α+1−na0)−1
j t¯
ρj ·(β+B1−na0)−1
j .
Observe that ρj · (β + B1 − na0) − 1 ≥ 0 so there are no t¯j in the
denominator. Recalling (2.3), we evaluate the ti-integral. Since ν and
χτ depend on |t1|, . . . , |tn| it follows that
∂ℓ
∂tℓi
χτ
ν
|ti=0 = 0 for ℓ ≥ 1 and
thus (4.6) is equal to
(4.7) 2πi
∫
t̂i
χτ (t)|ti=0[µα,β]
ν(t)n|ti=0
d̂t¯i ∧ d̂ti,
if
(4.8) ρi · (na0 − α− 1) + 1 = 1
and
(4.9) ρi · β = 0,
and zero otherwise. Moreover, for symmetry reasons (4.7) vanishes
unless
(4.10) ρj · (α + 1− na0)− 1 = ρj · (β +B1− na0)− 1
for j 6= i. From the discussion just before Theorem 3.1 we know that
the facet containing B is compact, which means that its normal vector
has nonzero entries. Thus (4.9) implies that β = (0, . . . , 0). Using the
fact that ρi · a = ρi · a0 for all a ∈ B we can rewrite the left hand
side of (4.8) as ρi · (B1 − 1 − α − 1) + 1 and thus summarize the
conditions (4.8) and (4.10) on α as
(4.11) P (α+ 1) = PB1.
But, since P is invertible there exists exactly one α that fulfills (4.11),
namely α = (B−I)1, which is precisely αB−1. With these values of α
and β the Laurent monomial µα,β is nonsingular and so the integrand
of (4.7),
(4.12) 2πi
∫
t̂i
χτ (t)|ti=0
∏
j 6=i |tj|
2(ρj ·(B1−na0)−1)
ν(t)n|ti=0
d̂t¯i ∧ d̂ti
becomes integrable.
To compute R˜B.Π˜
∗φ we want to add contributions from all charts.
However, U0 covers the support of R˜B except for a set of measure zero,
since R˜B has support on Sρi, and moreover all integrands that appear
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are of the form (4.12) and therefore integrable. Thus R˜B.Π˜
∗φ is equal
to∫
X
∑
τ
Π˜∗(∂¯|zA|2λ ∧ uB) ∧ χτ Π˜
∗φ
∣∣∣
λ=0
=
∫
U0
Π˜∗(∂¯|zA|2λ ∧ uB) ∧ Π˜
∗φ
∣∣∣
λ=0
= CB
ϕαB−1,0(0)
α!β!
eB,
where
CB = 2πiK
∫
t̂i
∏
j 6=i |tj |
2(ρj ·(B1−na0)−1)
(
∑
a∈A
∏
j 6=i |tj |
2ρj ·(a−a0))n
d̂t¯i ∧ d̂ti.
Hence RB is of the form (3.1) and the result follows.
5. General monomial ideals
If the zero variety of zA is of positive dimension the computations
of Rz
A
get more involved. Recall that in general Rz
A
= Rp + . . .+Rµ,
where p = codimY , µ = min(m,n) and Rk ∈ D
′
0,k(C
n,ΛkE). Parts
of the top degree term Rn can be computed by the techniques from
the proof of Theorem 3.1. Our method for dealing with the terms of
lower degree, though, is to perform the computations outside certain
varieties, where some of the coordinates are zero. This amounts to
projecting A and brings us back to the more familiar top degree case
in a lower dimension. The price we have to pay is that we miss parts
of Cn. More precisely, we will compute the current Rk outside the
(k + 1)-dimensional variety
Vk :=
⋃
I,|I|=k+1
⋂
i∈I
Hi,
where Hi denotes the hyperplane {zi = 0}. However, it turns out that
Rk will not carry any essential information on such “small” varieties.
To be precise, we have the following lemma, which can be proven anal-
ogously to the proof of Lemma 2.2 in [3].
Lemma 5.1. Let h1, . . . , hs be a tuple of holomorphic functions and
let Yh = {h1 = . . . hs = 0}. Suppose that codimYh ∩ Y > k . Then
the current |h|2λ0Rk, where |h|
2 = |h1|
2 + . . . + |hs|
2, has an analytic
continuation to Reλ0 ≥ −ǫ and
|h|2λ0Rk|λ0=0 = Rk.
It follows, in particular, that to annihilate Rk it suffices to do it
outside Vk (or any variety of codimension k + 1). Indeed hRk = 0
outside Vk implies that hRk = 0.
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Before stating our result, a word of notation: For I = {i1, . . . , ik} ⊆
{1, . . . , n}, let TI be the projection
TI : Z
n → Zk
(a1, . . . , an) 7→ (ai1 , . . . , aik).
We way that TI(B) is essential if TI(B) is contained in a facet of
Γ+(TI(A)) and if TI(B) spans R
|I|.
Theorem 5.2. Let zA, A ⊆ Zn+, be a tuple of monomials in C
n, and
let
Rz
A
=
∑
B⊂A
RB
be the corresponding Bochner-Martinelli residue current. Then outside
V|B|,
RB =
∑
I⊂{1,...,n},|I|=|B|
RB,I ,
where the current RB,I vanishes unless TI(B) is essential. Moreover
if TI(B) is essential and contained in a compact facet of Γ
+(TI(A)),
then
(5.1) RB,I = CB,I(η)⊗
∧
i∈I
∂¯
[ 1
z
αBi
i
]
∧ eB,
where η denotes the zi, i /∈ I, and CB,I(η) is a smooth function not
identically equal to zero.
Several remarks are in order. First, an immediate consequence is
that
AnnRB,I = (z
αBi
i )i∈I
if RB,I is of the form (5.1), since annihilating such a current clearly is
equivalent to annihilating the
∧
i∈I ∂¯
[
1
z
αB
i
i
]
part. Moreover the support
of (5.1) is the set ∩i∈I{zi = 0}. Note that all the computable RB,I
have different supports.
Remark 2. Observe that adding elements to A that lie in any of the
non-compact facets of Γ+(A), not contained in any coordinate plane,
gives rise to new essential sets. For example we can add redundant
generators to (zA) and thus in general AnnRz
A
is not independent of
the choice of generators as in the case of a discrete zero variety. 
Remark 3. Theorem 3.1 is just a special case of Theorem 5.2. Let us
say a word about how to see that the currents of lower degree vanish
when Y is the origin. This hypothesis means precisely that A inter-
sects all axes, which in turn implies that the image of A under any
projection TI , |I| < n, contains the origin. However, if 0 ∈ A, the
Newton polyhedron Γ+(A) equals the first orthant and there are no
essential sets; note that this corresponds to the case when f contains a
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(6, 1)
(3, 2)
(2, 4)
(9, 3)
(5, 6)
(2, 0)
(0, 1)
Figure 7. The ideals AnnRz
A
(dark grey) and (zA)
(light grey) in Example 5
nonvanishing function. Thus Rz
A
=
∑
|B|=nRB, where RB = RB,{1,...,n}
and Theorem 3.1 follows. Of course, by slightly refined arguments one
can see how the currents Rk, k < codimY vanish in general. 
Remark 4. By Theorem 5.2 we can extend Theorem 3.2 to hold for a
much larger class of ideals. Recall that a crucial point of the proof of
Theorem 3.2 was the existence of essential sets. If the Newton diagram
of A is of dimension n−1, though, we can always find essential sets, for
example take the vertices of one of the (n− 1)-dimensional facets, and
the proof applies immediately. In fact, one can show that Theorem 3.2
holds unless Γ(A) is not parallel to any of the coordinate planes. Yet,
there are ideals for which Theorem 5.2 does not give enough information
to decide whether the inclusion (3.2) is strict or not, as we will see in
Example 6. Still, in this particular case, one can show by explicit
computations that the annihilator ideal is strictly included in the ideal
and we believe that Theorem 3.2 holds for monomial ideals in general,
although we do not know enough to prove it. 
Let us illustrate Theorem 5.2 with some simple examples.
Example 5. Let A = {a1 = (6, 1), a2 = (3, 2), a3 = (2, 4)}. There are
two essential subsets of A, {a1, a2} and {a2, a3}, with α12 = (9, 3) and
α23 = (5, 6), respectively. Moreover, Γ+(T{1}(A)) is the interval [2,∞)
and consequently Γ(T{1}(A)) = {2}. Thus the only set such that its
image under T{1} is essential is {a
3}, with α3 = a3, and according to
Theorem 5.2 AnnR{a3},{1} = (z
2
1). Similarly, projecting A on the sec-
ond axis yields one current, R{a1},{2}, with annihilator (z2). Altogether
we get
AnnRz
A
= (z91 , z
3
2) ∩ (z
5
1 , z
6
2) ∩ (z
2
1) ∩ (z2),
that is equal to (z91z2, z
5
1z
3
2 , z
2
1z
6
2), see Figure 7. Observe, apropos of
Remark 2, that adding a point to A in any of the noncompact facets
gives a new essential set and thereby essentially changes Rz
A
. 
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a
1
a
2
a
1
a
2
a
1
a
2
Γ+(T{1,2}(A)) Γ
+(T{1,3}(A)) Γ
+(T{2,3}(A))
Figure 8. The image of A under the various projections
to Z2 in Example 6
In view of Example 5 it should be clear that Theorem 5.2 actually
gives a complete description of AnnRz
A
in case n = 2, provided we
choose a minimal set of generators (or at least avoid to pick redundant
generators from the unbounded facets of Γ+(A)).
Example 6. Let I be the ideal (zA), where A = {a1 = (1, 0, 1), a2 =
(0, 1, 1)} ⊂ Z3. The codimension of {za = 0} is 1 and thus I is not
a complete intersection (nor can be defined by one). Note that the
set A is to small to be essential, whereas the image of A under any
projection to Z2 is, as shown in Figure 8. Still, Theorem 5.2 gives the
annihilator ideal only for one of the corresponding currents, namely
AnnRA,{1,2} = (z1, z2). In both of the other cases the projection of A
lies in a noncompact facet of the Newton polyhedron. Furthermore,
projecting A to Z yields the currents R{a1},{3} and R{a2},{3}, both with
annihilator (z3). Observe that the intersection of the computable cur-
rents is precisely I. Thus we have found an example of an non-complete
intersection where Theorem 5.2 does not give enough information to
decide whether the inclusion (3.2) is strict or not. In this simple ex-
ample, however, it is easy to compute the remaining parts of Rz
A
and
see that the inclusion is indeed strict. 
Proof of Theorem 5.2. We start by considering the term of top degree,
Rn =
∑
B⊂A,|B|=n
RB,
for which the result follows easily from the proof of Theorem 3.1. To
see this, observe first that the proof of Claim 1 does not depend on the
codimension of Y . Thus we conclude that RB = 0 unless B is essential.
Next, suppose that B is contained in a compact facet FB of Γ
+
with normal direction ρi. As in the proof of Theorem 3.1 let U0 be
a chart parametrized by Π, determined by the cone τ0 that has ρi as
its ith generator. Recall from the proof that the support of R˜B in
U0 is given by {ti = 0}. That FB is compact means precisely that all
entries of ρi are strictly positive, which implies that Π({ρi = 0}) = {0}.
Consequently, when computing R˜B in U0, we only need to consider it
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acting on test forms φ = ϕ dz, where ϕ is a polynomial. Hence the rest
of of the proof of Theorem 3.1 applies, and we get that RB = RB,{1,...,n}
is of the form (3.1) that is equivalent to (5.1) in case k = n.
We will compute the terms of lower degree by looking outside certain
coordinate planes, which will correspond to projections of A. More
precisely, to determine Rk we will look where n−k of the zi are nonzero.
To do this let us fix I = {i1, . . . , ik} ⊆ {1, . . . , n} and let MI be the
set where zi is nonvanishing if i /∈ I, that is
MI = (
⋃
i/∈I
Hi)
C .
Denote the zi, i ∈ I, by ζ and the zi, i /∈ I, by η and write z
a = ζaζηaη ,
where aζ and aη are the images of a under TI and TIC , respectively.
Let Aζ and Aη denote the corresponding images of A, and let φ be a
test form of bidegree (n, k) with (compact) support in MI . Now Rk
acting on φ is the analytic continuation to λ = 0 of∫
∂¯|zA|2λ ∧
s ∧ (∂¯s)k−1
|zA|2k
∧ φ(z),
that is equal to a sum, taken over B such that |B| = k, of terms
(5.2)
∫
η
∫
ζ
∂¯|ζAζηAη |2λ ∧
sB ∧ (∂¯sB)
k−1
|zA|2k
∧ ϕ(ζ, η) dζ ∧ dη¯ ∧ dη.
It is easily checked that Rk vanishes unless φ is of the form ϕ(ζ, η) dη¯∧
dη ∧ dζ . We can now compute the inner integral of (5.2) as in the top
degree case (with Aζ in Ckζ). Indeed, since η is nonvanishing, we can
regard zA as the monomials ζAζ times the parameters ηaη . It follows
that, at λ = 0, (5.2) vanishes unless TI(B) is essential, and moreover,
if T (B) is contained in a compact facet of Γ(T (A)), then the inner
integral is equal to
CB,I(η)⊗ ∂¯
[
1
ζ
αB
1
1
]
∧ . . . ∧ ∂¯
[
1
ζ
αB
k
k
]
∧ eB ∧ ϕ(ζ, η) dζ,
where CB,I depends smoothly on η.
In other words, if we let RB,I be defined by (5.2), meaning that its
action on a test form φ is the value of (5.2) at λ = 0), then RB,I is of
the form (5.1).
When looking in MJ for each index set J of cardinality k we miss
(
⋃
J ,|J |=k
MJ )
C = (
⋃
J ,|J |=k
(
⋃
i/∈J
Hi)
C)C =
⋂
J ,|J |=k
⋃
i/∈J
Hi =
⋃
J ,|J |=k+1
⋂
i∈J
Hi,
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that is precisely Vk. Clearly each current RB,I extends to
⋃
J ,|J |=kMJ .
In fact RB,I has support only in MI . Thus outside Vk we have Rk =∑
RB,I , where the RB,I are of the desired form and we are done. 
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