Introduction
Literature on functional data is really wide, as attested by the numerous books on this subject these last years. The estimation and forecasting theories of linear processes in function spaces are developed in [1] . A comprehensive introduction to functional data analysis can be found in [26] . In the focus of 5 [13] are nonparametric approaches. Computational issues are explained in [27] .
Nonparametric statistical methods for functional regression analysis, specifically the methods based on a Gaussian process prior in a functional space are discussed in [28] . In [18] inferential procedures based on functional principal components are considered. [32] mainly focuses on hypothesis testing problems 10 about functional data. Among this, the functional linear model has received a special attention (see [25, 4, 5, 3, 16, 10, 6 , 31] for main references).
In this paper, we are interested in the functional linear model
where θ is the unknown function of the model, Y is a real variable of interest, 15 ε is a centered real random variable representing the error of the model, with finite variance E(ε 2 ) = σ 2 ε , and X is a functional covariate belonging to some functional space H endowed with an inner product ., . and its associated norm f (t)g(t) dt for functions f, g ∈ L 2 ([a, b]). Without loss of generality, we consider our work on [0, 1] . Moreover, we assume that X and ε are independent.
All the previously cited works are devoted to analyse complete data, how-25 ever, this is not the case in many interesting applications including for example survival data analysis. For this reason, we focus in this work on the problem 2 of missing data (see [20, 15] for a wide introduction in the multivariate framework). This subject has been widely studied, in particular the way to impute missing data and the accuracy of this imputation according to the types of received a lot of attention in a multivariate framework, it is not the case for the functional data framework. Our objective is to study the problem of combining regression imputation, missing data mechanisms and functional data analysis.
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As far as we know, few results are available for the moment. In MAR setting, [17] have explored this area by developing a functional multiple imputation approach modeling missing longitudinal response under a functional mixed effects model. They developed a Gibbs sampling algorithm to draw model parameters and imputations for missing values. Besides, [14] have considered two kinds of 40 mean estimates of a scalar outcome, based on a sample in which an explanatory variable is observed for every subject while responses are missing (which is the closest to our context). A weak convergence result was proved. In MCAR setting, [24] have adapted a methodology based on the NIPALS (Nonlinear Iterative Partial Least Squares) algorithm, which provides an imputation method 45 for missing data, which have affected the functional covariates. In MNAR setting, [2] adapts a specification test for functional data with the presence of missing observations. His method is able to extract the information available in the observed portion of the data while being agnostic about the nature of the missing observations. In MAR and MCAR setting, [9] have recently proposed 50 a nonparametric approach to missing value imputation and outlier detection for functional data. To our knowledge, there is no existing theoretical result in the case of functional linear model under missing assumption operating on the response variable, this problem only being until now the subject of studies in the multivariate framework (see for instance [21] , [22] ).
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We carefully distinguish the missing data problem from a simple prediction problem. Indeed, the missing data mechanism involves a random variable (which 3 indicates whether the response is missing or not) which plays a central role when obtaining our asymptotic results. This random variable and the variable X are 60 dependent in the MAR case. This is also highlighted in [14] . In this paper, we first propose an imputation method, based on the completely observed cases, to
replace missing values in the response of the functional linear model. We get mean square error rates for these imputed values. Secondly, once the database is completed, we are able to estimate the unknown function θ of the model with 65 the whole sample. This estimator can then be used for predicting other values of the response on a test set.
Combining missing data and functional variables offers a very large field of applications. Among all possible applications, environment is a core issue interesting many people for the future of our planet, in particular in the study 70 of pollution indexes. The dataset we study here deals with temperature curves in some French cities to predict a specific pollution atmospheric index. The atmospheric index is missing in some cities in the northwest of France, for which the corresponding temperature curves (the explanatory variable) are mild, and leads to consider MAR data. The main objective is to get a map of the 75 atmospheric index on the whole French territory.
The rest of the paper is organized as follows. Section 2 introduces the problem of functional linear model under missing assumption operating on the response variable and formulates our main results of the imputation method and of the mean square error for prediction of a new observation using the complete 80 dataset. A simulation study is performed in Section 3. An environmental data illustration is presented in Section 4. Some preliminary lemmas, which are used in the proofs of the main results, are collected in Section 5.
2. Imputation of a missing value of the response
Functional principal components regression
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Let us consider a sample (X i , Y i ) i=1,...,n independent and identically distributed with the same distribution as (X, Y ). An estimation of θ based on 4 principal components analysis of the curves X 1 , . . . , X n has been studied in many papers, see for instance [4] . We recall below the construction of this estimator. Considering the covariance operator of X defined under the condition 90 E X 2 < +∞ (which is supposed to be satisfied in the following) by Γu = E X, u X , for all u ∈ H and its empirical version
the sequence of eigenvalues of Γ resp. Γ n and (v j ) j≥1 resp. ( v j ) j≥1 the sequence of eigenfunctions of Γ resp. Γ n .
The identifiability of model (1) is ensured as long as we assume that λ 1 > λ 2 >
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. . . > 0 (see [4] ). Moreover, assuming that λ 1 > . . . > λ kn > 0 for some integer k n depending on n, the estimator of θ is defined by
A consistency result of this estimator is given in [4] , while more recent results can be found in [3, 16] . In particular, [4] give technical conditions on the decreasing rate to zero of the eigenvalues λ j 's in order to ensure the consistency of the 100 estimator.
Operatorial point of view
We notice in this subsection that the model (1) can be seen from an operatorial point of view. Indeed, we can write the model
where Θ : H −→ R is a linear continuous operator defined by Θu = θ, u for 105 any function u ∈ H. Let us consider ∆ n the cross covariance operator defined by
Then, it is easily seen that an estimator Θ of Θ, satisfying Θ = θ, . , is given by
where Π kn is the projection operator onto the subspace Span( v 1 , . . . , v kn ).
Imputation principle 110
Now, we present the context of missing data. There can be many reasons for which missing data can appear: breakdown in a measurement process, a person who is not willing to answer to some question of a questionnaire, . . . We consider that some of the observations Y 1 , . . . , Y n are not available. We define the real variable δ and we consider the sample (δ i ) i=1,...,n such that δ i = 1 if the value Y i is available and δ i = 0 if the value Y i is missing, for all i = 1, . . . , n.
The data we observe are
We consider that the missing values are MAR. The MAR assumption implies that δ and Y are conditionally independent given X. That is,
Note that the MAR assumption is much weaker than MCAR (for which P (δ = 1 | X, Y ) = P (δ = 1)), as it allows the missing data to possibly depend on the observed data and may be reasonable for many practical problems. As a consequence of this MAR assumption, the variable δ (the fact that an observation is missing) is independent of the error of the model , conditionally on X.
In the following, the number of missing values in the sample is denoted
Then, to impute a missing value, say Y (where is a given integer between 1 and n), a simple way is to consider complete case analysis (see for instance 6 [20, 7, 30, 23, 29] ). This regression imputation method uses the pairs of observed data to define the estimator of the model coefficient. More precisely, we define
From the operatorial point of view, the imputation of the missing value Y comes back to
where
is the projection operator onto the subspace span( v 1,obs , . . . , v kn,obs ) where v 1,obs ,
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. . . , v kn,obs are the k n first eigenfunctions of the covariance operator Γ n,obs . Now we give our main results. We consider the following assumptions.
(A.1) We assume that there exists a convex function λ such that λ(j) = λ j 125 for all j ≥ 1 that continuously interpolates the λ j 's between j and j + 1.
(A.2) There exists a positive constant C such that
Our assumptions are quite classic in this context. Assumption (A.1) is similar to an assumption from [11] . It is a mild condition that allows a large class of decreasing rate of eigenvalues for the covariance operator Γ, for example poly-
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nomial decay or exponential decay (see example 1 below, in page 7, for more details). Assumption (A.2) holds for many processes X (Gaussian processes, bounded processes) and can also be found for example in [4] . Then, we give our main results. 
Moreover, for the aggregate mean square error of all the imputed values, we have
In order to precise the convergence rate of the imputed value Y ,imp to the real one θ, X , we need an additional notation. For a function ϕ :
and a positive real number L, we define
Note that simple cases satisfy the fact that ΘΓ 1/2 belongs to C(ϕ, L). For example, consider the operator Θ expressed in the eigenfunctions basis (v j ) j≥1
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such that Θu = +∞ j=1 θ j v j , u for any u ∈ H, with θ j going to zero as j goes to infinity. Hence there exists a bound L such that θ j ≤ L for any j ≥ 1 and
Remark 2. We introduce two notations to compare the magnitudes of two functionsũ(x) andṽ(x) as the argument x tends to a limit˜ (not necessarily finite).
and the notationũ(x) x→˜ ṽ(x) denotes that |ũ(x)/ṽ(x)| remains bounded as
for all j ≥ 1 that continuously interpolates the ϕ(j)'s between j and
and
where k n is the solution of the equation in
Again, for the aggregate mean square error of all the imputed values, we have
Remark 3. Notice that the equation (9) has a unique solution (the left and right hand sides are descreasing and increasing in x, respectively). The practical resolution of equation (9) to get k n seems quite complicated due to the computation of L. In order to solve this problem, we will use other ways to select the optimal 160 number of principal components (see Section 3 below).
The last result giving the convergence rate of the imputed value Y ,imp is similar to the convergence rate obtained in [11] (who considered the case of a completely observed functional response). The rate is simply affected by the number m n of missing values. We precise the resulting rate of convergence in 165 the following examples.
and ϕ exp (j) = D α exp(−αj) where C α and D α are positive constants and α > 0.
Then the solution of equation (9) is
For ϕ = ϕ pol , the result of Theorem 2.2 becomes
for a single imputation and
for the aggregate error of all the imputed values.
For ϕ = ϕ exp , the result of Theorem 2.2 becomes
Example 2. To precise in more specific cases our convergence rates, we consider 170 three different levels of missing data: (i) when the number of missing data m n is negligeable compared to the sample size, that is m n = a n n with a n going to zero as n goes to infinity, (ii) when the number of missing values is proportional to the sample size, that is m n = ρn with 0 < ρ < 1, and (iii) when the number of observed values is negligeable compared to the sample size, that is u n := n−m n = 175 o(n). We can sum up all the rates of convergence for the single imputation mean square error (Table 1 ) and for the aggregate mean square error ( Table 2 ).
We can see that missing data do not affect the convergence rate for a single imputed value when there are not too many missing values (m n = o(n) or m n = ρn). The rate 1/n (1+α)/(2+α) matches the usual optimal rates in this context.
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The rate log n/αn is not exact but obviously sharp since parametric up to a logarithm. It is no more the case when the number of missing values is high (m n ∼ n), the convergence rate is affected. For the aggregate error of several Single imputation mean square error convergence rates, where Table 2 : Aggregate imputation mean square error convergence rates, where the fact that a n n 1/(2+α) or a n log n go to zero as n goes to infinity. In other cases (m n = ρn or m n ∼ n), missing data affect the convergence of the aggregate error term for several imputed values, since it cannot converge to zero.
Estimation of θ and prediction of future values
Once the database being reconstructed, we can use the full database to 190 estimate the functional coefficient θ of the model (directly inspired from (2)) (see also [8] ), namely
where 
We give below a result allowing to control the mean square prediction error of Y new .
Theorem 2.3. Under the assumptions of Theorem 2.1, if we additionally assume that m n = o(n) (that is m n = a n n with a n going to zero as n goes to infinity) and a
Remark 4. This result shows that, under the condition that there are not too many missing values, the convergence rate of the mean square error prediction of a new value of the covariate remains the same compared to the non missing values case.
Simulations
205
To observe the behavior of our estimator in practice, this section considers a simulation study.
Models
Two models are considered:
where the error is a Gaussian noise : ∼ N (0, σ ) and
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• in equation (12), X := {X t } t∈[0,1] is the standard Brownian motion.
• In equation (13), X := {X t } t∈[0,1] is a Gaussian process where the covariance function is defined as
The simulation aims at considering processes X with different regularities (the standard Brownian motion being the case of the less smooth) in order to see if it has an impact on the results.
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All the procedures described below were implemented by using the R software: Y 1 ) , . . . , (X n , Y n ) and n 1 = 50, 150 and 600 for the test sets
Criteria
The criteria we used are the following. Criteria 1 and 2 are related to the imputation step with the training samples, criteria 3 and 4 are related to the 230 prediction step with the test samples, and criteria 5 is related to the estimation step with the reconstructed database.
• Criterion 1: the mean square errors (M SE) averaged over S samples
is the mean square error computed on the j th simulated sample, j ∈ {1, . . . , S}.
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• Criterion 2: the ratio respect to truth between the mean square prediction error and the mean square prediction error when the true mean is known averaged over S samples
is the ratio between the mean square prediction error and the mean square prediction error when 240 the true mean is known, computed on the j th simulated sample.
• Criterion 3: the mean square errors (M SE ) averaged over S samples
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• Criterion 4: the ratio respect to truth between the mean square prediction error and the mean square prediction error when the true mean is known averaged over S samples
is the ratio between the mean square prediction error and the mean square prediction error when the 250 true mean is known, computed on the j th simulated sample.
• Criterion 5: the mean square errors (M SE ) averaged over S samples
is the square error of estimation computed on the j th simulated sample. The M SE criterion is decomposed into 255 variance and square bias in our results.
Notice that all the criteria tend to zero when the sample size tends to infinity.
RT and RT are rescaled versions of M SE and M SE if we substitute the denominator by its limit (specifically, M SE(j) = RT (j)σ 2 ). 
Methodology
We use a smoothed version of the estimator (2) based on the Smooth Principal Components Regression (SPCR) [5] . We use a regression spline basis with parameters: the number κ of knots of the spline functions, the degree q of spline functions and the number m of derivatives. Let us remark that, with appropri-265 ate conditions, all the theoretical results obtained in section 2 will also apply to the SPCR estimation. For example, we assume that the estimator θ has r derivatives for some integer r and θ (r ) satisfies, for some ν ∈]0, 1]
If we denote r = r + ν and if we assume that the degree q of the splines is such that q ≥ r, then
where S κ,q ( θ) is the spline approximation of θ (see [12] ). In other words, any of the convergence results obtained in Section 2 can be transposed to the smoothed version of the estimators.
Here, we have fixed the number of knots to be 20, the degree has been chosen to be 3 and the number of derivatives was fixed to the moderate value 275 of 2. The choice of these parameters is not the most important in our study, especially in comparison with the choice of the number of principal components.
In this subsection, we show firstly how to determine the number of missing data. Secondly, we present a procedure to choose the optimal tuning parameter
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(the best dimension k * n of the projection space for the SPCR).
Missing data simulation scenario
To determine the number of missing data in our simulations, we have adopted the following scenario. In the MAR case, we simulate δ according to the logistic functional regression. The variable δ follows the Bernoulli law with parameter
where α 0 (t) = sin(2πt) for all t ∈ [0, 1] and ct is a constant allowing to take different levels of missing data. We take ct = 2 for around 12.5% of missing data, ct = 1 for around 27.4% of missing data and ct = 0.2 for around 44.9% of 285 missing data. Notice that, in the MCAR case, we simulate δ with the Bernoulli law with parameter p(X) := p = 0.9 (10% of missing data), p(X) := p = 0.75 (25% of missing data) or p(X) := p = 0.6 (40% of missing data).
Criteria for optimal parameter selection
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We focus on the procedure allowing to select the optimal tuning parameter.
We consider a Generalized Cross Validation (GCV) criterion versus a Cross Validation (CV) criterion and K-fold Cross Validation (K-fold CV) criterion and we select the optimal tuning parameter k * n by minimizing these criteria.
The GCV procedure is known to be computationally fast. The CV, K-fold CV and GCV criteria are respectively given as follows for imputation
The analogous criteria are given as follows for prediction
respectively mean that the value of Y i is predicted using the whole sample except the i th observation or except the set of observations indexed in B k . In the same wayŶ *
respectively mean that 300 the value of Y i is predicted using the whole sample except the i th observation or except the set of observations indexed in B k . The data set is randomly partitioned into K equally sized (as equal as possible) subsets ∪ K k=1 B k such that B j ∩ B k = ∅ (j = k). In practice, often K = 5 or K = 10 are used. In our case, the K-fold CV splits are chosen in a special deterministic way. For 305 imputation, we consider
The analogous criterion is given as follows for prediction
In order to illustrate the advantage of the GCV criterion, we compared the computational times to obtain the tuning parameter with the three criteria on a growing sequence of dimension k n = 2, . . . , 22. way and select the same optimal projection dimension (see Fig. 1 and 2) for both models (under n = 1000 and p = 100). Notice that the GCV criterion (faster to compute) has been used in different simulations. We show on Fig. 3 and Fig. 4 dimension (k n = 4, 6, 8, 12, 16) and (k n = 2, 3, 5, 7, 8), respectively, by using the GCV criterion (used for its computational efficiency). We have chosen a percentage of missing values equal to 45.8518% for model 1 and equal to 46.8888% for model 2 (we obtain this rate with ct = 1 for both models). mean and standard deviation errors for the estimation of θ using the fullfilled database with imputed values for both models. We can see that the errors 335 increase when the rate of missing data increases. Similarly, the errors decrease as the size of the sample increases. When we compare the case of MAR and MCAR, we see that the error in case of MAR is slightly higher that in the MCAR case. Moreover, we can see that the regularity of the process X does not have a crucial impact on the results at least on these simulated examples.
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All the results in these simulations are in accordance with what we can expect and confirm the theoretical results obtained in the previous section.
Illustration
In order to illustrate the contribution of our approach in functional prediction setting when the covariates are functions and some observations of the the atmospheric index is missing. Notice that the response is missing for mild 360 temperature curves cities: the fact that the value of the response variable Y is missing for these cities depends on the temperature curve X, and thus we consider the MAR case. We also refer the reader to the paper [19] for more discussions about missing data mechanism when dealing with air quality data.
In particular, this paper highlights the fact that air quality missing data can be 365 considered as MAR. Fig 6 illustrates the selected cities in our study, the blue cities are given when the response variable Y is missing and the red cities are given when the response variable Y is observed. It is of primary importance to get a map of the atmospheric index on the whole French territory, and thus to impute missing data.
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We have built a sample of 78 pairs
, where we have 8 missing .
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We have fixed the number of knots to be 20, the degree of splines has been chosen equal to 3 and the number of derivatives was fixed to the moderate value of 2. Then, we use the GCV criterion to find the best parameter of projection dimension k n trying growing sequences: k n = 2, 3, . . . , 21, 22. In order to see the impact of missing data on this dataset, we have randomly drawn 700 tests 380 samples in the initial sample and computed prediction errors on these tests samples, using the remaining of the sample as training sample. Results are given in Table 3 . Here again, the more we have missing data in the training set, the more the prediction error on the test sample is. Now, we come back to the initial goal, imputing the missing data. The minimum value of the GCV criterion is reached for k * n = 5 and M SE (×10 2 ) = 20.791. Table 4 gives the imputed values of the missing data. We see imputed values mainly around 4, which is a moderate value for the atmospheric index corresponding to a good quality of air. It is in accordance with the fact that these cities have moderate temperature curves. We can mention two particular 
Proof of the results
Proof of Theorem 2.1
We begin with the following decomposition
Then, ε being independent from X and δ (MAR assumption), we deduce
where Π kn,obs is the projection onto the subspace span(v 1,obs , . . . , v kn,obs ) where v 1,obs , . . . , v kn,obs are the k n first eigenfunctions of the covariance operator Γ n,obs .
For a single imputation, the end of the proof of Theorem 2.1 is based on the following lemmas. For the aggregate error term of m n imputed values, it is just a sum of m n terms that behave like the term for single imputation.
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Lemma 5.1. We have
Lemma 5.2. We have
Lemma 5.3. We have
Proof of Lemma 5.1
Writing X in the basis (v j ) j≥1 , we obtain
Noticing that the variable X corresponds to the missing data Y hence independent of Π kn,obs , we get With these notations, denoting by ι the complex number such that ι 2 = −1, the difference between the projection operators Π kn,obs and Π kn,obs can be written
Still using the results from [11] , we have
hence we deduce
In the following, C corresponds to a generic constant. We denote E(A) and E(B) the above two terms. We start with the computation of E(A). Using the same technique as in [11] , we get the following bound
noticing that the n rate of convergence given in [11] is here transformed into the n − m m rate because we use Γ n,obs with n − m m observed data. Hence we
Coming back to the computation of E(A), we can write (using Lemma 12 in
As θ ∈ L 2 ([0, 1]) (hence θ is integrable), we finally get
where (a n ) n≥1 is a sequence of real numbers going to zero as n goes to infinity.
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We are now interested in the computation of E(B). Beginning in the same way as E(A) and still using Lemma 12 in [11] , we get
Now, again with the integrability of θ and the fact that
with (b n ) n≥1 going to zero as n goes to infinity (see [11] 
Proof of Lemma 5.2
Let us denote
We can write
From the independence between ε and X and the MAR assumption, the expec-440 tation of the second term above is zero, hence
the index i corresponding to an observed data in the sample (and consequently δ i = 1 for this observation). We finally get
Following the same lines of the proof of Proposition 17 and Lemma 19 in [11] , we obtain 445 E X i , Π kn,obs Γ n,obs
which achieves the proof of the Lemma.
Proof of Lemma 5.3
The proof of this lemma is quite immediate, noticing that
Proof of Theorem 2.2
From Theorem 2.1, the last term in the asymptotic development is negligible,
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so we just have to achieve the usual trade-off between the square bias and the variance. Given that
we approximate this sum with the integral +∞ x L 2 ϕ(t) dt, which gives the desired result.
Proof of Theorem 2.3 455
First, if we follow the same lines of the proof of Lemmas 5.1 and 5.3 in Theorem 2.1 but with all the sample X 1 , . . . , X n , we get
Now, let us denote, for i = 1, . . . , n,
We immediately can write
Then, following the proof of Lemma 5.2 in Theorem 2.1, we denote
We notice that, for i = i , we have
This bound and the lines of the proof of Lemma 5.2 give
Now, combining relations (14), (15) and (16) and the fact that m n = o(n) and
, we get the desired result. and K-fold criteria for samples with different sizes discretized in p = 100 equidistant points.
