Abstract. We show that every nontrivial free product, different from the infinite dihedral group, is growth tight with respect to any algebraic distance: that is, its exponential growth rate is strictly greater than the corresponding growth rate of any of its proper quotients. A similar property holds for the amalgamated product of residually finite groups over a finite subgroup. As a consequence, we provide examples of finitely generated groups of uniform exponential growth whose minimal growth is not realized by any generating set.
Introduction
The entropy of a finitely generated group G, endowed with a finite generating set S, is the limit Ent(G, S) = lim
where β (G,S) (N ) denotes the number of elements of G which can be represented by words on S ∪ S −1 of length smaller than N . The growth type of β (G,S) does not depend on the particular generating set S, but the number Ent(G, S) of course does. Accordingly, the algebraic entropy of G is defined as the infimum AlgEnt(G) = inf
S

Ent(G, S)
where S runs over all finite generating sets for G. This is an intrinsic invariant of G; one says that G has uniform exponential growth if AlgEnt(G) > 0. Let F n be the free group of rank n ≥ 2, and let S n = {s 1 , ..., s n } be a free set of generators. It is easily computed that β (Fn,Sn) (N ) = 1+ N k=1 2n(2n−1) k−1 , so that Ent(F n , S n ) = log(2n − 1). On the other hand, if G is any group on n generators S = {s 1 , ..., s n }, one clearly has Ent(G, S) ≤ log(2n − 1). A remarkable rigidity property of free groups is the following Theorem 1.1 (Asymptotic characterization of nonabelian free groups) Let G be a group on n ≥ 2 generators S = {s 1 , ..., s n }. If Ent(G, S) = log(2n−1) then G is free on S.
More precisely, let (n, l) = , where [l/2] denotes the integral part of l/2. One then has: Theorem 1.2 (Growth tightness of nonabelian free groups) For any nontrivial normal subgroup H of a nonabelian free group F n , one has Ent(F n , S n ) > Ent(F n /H, S n /H), where S n /H denotes the generating set of F n /H induced by S n . Namely, Ent(F n , S n ) − Ent(F n /H, S n /H) ≥ (n, l), where l is the S n -length of the smallest nontrivial element of H.
Therefore, if a group G on n generators has entropy -close to log(2n − 1), then all relators are large compared to . The above property is folklore; we shall give a short proof in §2, by way of example (another proof may be found in [?] ). The asymptotic characterization ?? of free groups clearly follows from Theorem ??, since G may be identified to a quotient F n /H.
One may wonder to what extent this property carries on to more general groups, that is when a group is characterized by its entropy among all of its quotients. In this paper we show that this holds for free products and for a class of amalgamated products (Theorems ?? and ??). We shall then use this result to answer an open problem about minimal growth of groups.
Let (G, d) be a discrete group endowed with a left-invariant distance. We can consider the exponential growth rate of G with respect to d, that is the invariant
where B (G,d) (e, R) is the ball of radius R centred at the identity e (we shall always assume, in order that this definition makes sense, that d has the property that balls of finite radius are finite sets). Clearly, Ent(G, S) = Ent(G, d S ) if d S denotes the word metric of (G, S). When H is a subgroup of G we shall give the left cosets space G/H the quotient metric, that is the G-invariant distance
We say that (G, d) is growth tight if for every infinite normal subgroup H G one has Ent(G, d) > Ent(G/H, d/H). Notice that this is (a priori) a property of the couple (G, d) and not of the group itself. The term growth tightness first appeared 1 in [?], with respect to word metrics of finitely generated groups. However, it seems to be interesting to investigate growth tightness of groups with respect to more general distances (cp. §3 and [?]). Here is an algebraic motivation. Let G be any group containing a free group of finite index F n ; since the growth of a group clearly is equivalent to the growth of any subgroup of finite index, and since F n is growth tight, one would guess that G is growth tight too; actually, for any finite generating set S and any nontrivial normal subgroup H of G one would say that Ent(G, S) = Ent(F n , d S ) > Ent(F n /(F n ∩ H), d S ) = Ent(G/H, S/H), as F n /(F n ∩ H) has finite index in G/H. The problem here is that one does not know that F n is growth tight with respect to the distance induced by d S (which is not a word metric on F n ).
We shall say that a distance d on a group G is quasi-algebraic if G is a finite index subgroup of a finitely generated groupĜ, and d is the restriction to G of a word metric ofĜ; thus, d is a G-invariant metric for which entropy is well-defined (the case where (G, d) = (G, d S ) being a particular one). Theorem 1.3 Every nontrivial free product G = G 1 * G 2 , different from the infinite dihedral group Z 2 * Z 2 , is growth tight with respect to any quasi-algebraic distance.
We call G = G 1 * F G 2 a nontrivial amalgamated (or free) product when
The generality of the distance d in Theorem ?? will enable us to conclude Theorem 1.4 Let G = G 1 * F G 2 be a finitely generated group of exponential growth, which is a nontrivial amalgamated product of residually finite groups G i over a finite subgroup F . Then, G is growth tight with respect to any word metric.
Actually, as we shall see in §3, the same property holds for every group G which contains a free product as subgroup of finite index (see Theorem ??). Remark 1.5 For a group G, let us set G * = G \ {e}. Now, for any nontrivial free product G = G 1 * G 2 and any fixed generating set S, the method we use to prove Theorem ?? gives an explicitely computable (though not accurate) lower bound for the gap (G, S, H) = Ent(G, S) − Ent(G/H, S/H), in terms of the following constants:
g S and c = sup s∈S (s), where (g) denotes the length of the normal form of g ∈ G 1 * G 2 (see §2).
We discuss now the relationship of the above results with two fairly natural problems about minimal growth of groups: Question 1 Do there exist finitely generated groups G such that Ent(G, S) > AlgEnt(G) for every S? In this case we shall say, shortly, that "the minimal growth of G is not achieved". Question 2 Do there exist finitely generated groups G of exponential growth such that AlgEnt(G) = 0 ?
The first problem, which may be seen as preliminary to the second one, was recently asked by R. Grigorchuk and P. de la Harpe [?] , and the second dates back (as far as we know) to M. Gromov [?] . While the last question is still unsettled, growth tightness of free products allows us to answer positively to Problem 1: we can exhibit a large class of groups of uniform exponential growth whose minimal growth in not achieved. Namely: Corollary 1.6 Every nontrivial free product whose minimal growth is achieved is hopfian. In particular, if G is the free product of a non-hopfian group with any nontrivial group, the minimal growth of G is not achieved.
Recall that a group G is called hopfian if it is not isomorphic to a proper quotient of itself.
Remark 1.7
The group Z 2 * Z 2 is the only nontrivial free product of finitely generated groups which does not have uniform exponential growth (see [?] ), and it is hopfian.
Proof of Corollary ??. Let S be a generating set for G( = Z 2 * Z 2 ) which realizes the minimal growth, that is EntAlg(G) = Ent(G, S). Now let φ : G → G be a surjective homomorphism. Then, ker(φ) = (e) necessarily, otherwise we would have, by Theorem ??, Ent(G, φ(S)) < Ent(G, S), which is a contradiction. 2
> be the Baumslag-Solitar group (which is the simplest finitely generated non-hopfian group). Then, the group
> does not admit a generating set S which realizes the minimal growth AlgEnt(G). More precisely, let φ : G → G be a homomorphism such that G/ker(φ) ∼ = G (for instance, we could take φ defined by
. Then, for any generating set S, one has Ent(G, φ(S)) < Ent(G, S) (and the gap, of course, tends to zero when Ent(G, S) → AlgEnt(G)). In particular, defining by recursion
a, the entropies Ent(G, S n ) relative to the generating sets S n = {a, b n , c} form a strictly decreasing sequence.
Growth tightness of free products
We start with a quick proof of property ??. For a given metric d on a group G, we shall denote by d (or simply by , when no confusion is possible) the associated norm.
Proof of ??. Let h be a reduced word on S n ∪ S 
. Now, for every N ≥ 0, let N = kq + r, 0 ≤ r < q, and let σ(N ) = #S(N ). Notice that σ(q) = (2n(2n − 1) q−1 − 2) exactly, and that for i > 0 there are at most (2n − 1)
i − 1 possibilities to extend a word w ∈ S(iq) to a word w of S((i + 1)q). Therefore
which is exactly equal to Ent(
The above proof, though very explicit, has the main disadvantage that it cannot be easily adapted to a general group: given some group with a finite generating set (G, S) and a normal subgroup N , counting efficiently the number of reduced words on S representing elements of G/N with respect to words which represents different elements of G is hard for S and N generic. Moreover, the method of counting words does not apply at all when one has distances different from word metrics. That is why we shall turn to a more flexible method (even if less sharp).
We need to introduce some terminology to deal with more general metrics on groups. Recall that a metric space (X, d) is called a length space if the distance between any two points x 1 , x 2 is equal to the infimum of lengths of (Lipschitz) paths joining x 1 to x 2 . Definition 2.1 A metric space (X, d) is a δ-length space (and d is a δ−length distance) if it admits an isometric immersion into some length space (X, d), such that for everyx ∈X there exists x ∈ X with d(x,x) ≤ δ. Examples 2.2 i) A 0-length space is the same as a length space. A complete metric space (X, d) which is an -length space ∀ > 0 is a length space (cp.
[?], Théorème 1.8) ii) A group G endowed with a finite generating set S is a 1 2 -length space with respect to the word metric d S (the required isometry being the canonical immersion in its Cayley graph C(G, S)). Similarly, if H is a subgroup of G, the cosets space (G/H, d S /H) is a 1 2 -length space, via its coset diagram. iii) More generally, let (G, d) be a group endowed with a quasi-algebraic distance, i.e. G is a finite index subgroup of a finitely generated group (Ĝ,Ŝ) and
, where d H denotes the Hausdorff distance. Clearly, if H is a subgroup of G, the cosets space (G/H, d/H) again is a δ-length space. Now, the method of proof of Theorem ?? is the following. Let G = G 1 * G 2 be endowed with a quasi-algebraic distance d, let H be any nontrivial normal subgroup, and let (Γ = G/H, d = d/H) be the quotient space. Let (Z 2 , l) be the finite cyclic group of order 2, endowed with the distance defined by assigning the length l > 0 to its generator. Consider the group Γ * Z 2 (that is, essentially, the space of finite, arbitrarily long sequences of nontrivial elements of Γ) with the "product" metric d * l: that is, the left-invariant distance associated to the norm
(notice that this is not a word metric). The idea is to show that Ent(Γ * Z 2 , d * l) is strictly greater than Ent(Γ, d), and then to find a contracting immersion (i.e., an injective, Lipschitz map of Lipschitz constant 1) Φ :
Then, R-balls of (G, d) will contain fewer elements than the corresponding balls of (Γ * Z 2 , d * l), and this suffices to conclude that
We state these two main facts:
, where L = max{l, δ}. We now start proving proposition ??. Lemma 2.5 Let (Γ, d) be a discrete group endowed with a δ-length distance. Let B(R) denote the closed ball of (Γ, d) of radius R centred at the identity, and let A(R) = B(R + 2δ) \ B(R − 2δ), α(R) = #A(R). Then: i) for every R 1 , R 2 ≥ 0 and for every γ ∈ Γ with ||γ|| = R 1 + R 2 , there exist γ 1 , γ 2 ∈ Γ which verify γ 1 · γ 2 = γ and such that
hR , for all R > 0.
Proof. Let Γ → (Γ, d) be the isometric immersion which gives the δ-length structure of Γ. Then, simply consider a point γ 1 ∈ Γ on a geodesic joining e to γ, at distance R 1 from e; then take for γ 1 an element of Γ such that d(γ 1 , γ 1 ) ≤ δ and set γ 2 = γ −1 1 γ. As d is Γ-invariant, this proves i). Now consider the map f : A(R 1 ) × A(R 2 ) → Γ given by multiplication. If γ ∈ A(R 1 + R 2 ), one has ||γ|| = (R 1 + ) + (R 2 + ), for −δ < ≤ δ; then we can write, by i), γ = γ 1 · γ 2 , where
, that is log(α) is a subadditive function. This implies that lim R→∞ R −1 · log α(R) exists and it is equal to h. Best, by submultiplicativity we deduce:
n log α(R) nR ≥ log α(nR) nR which, by taking limits for n → ∞, yields
Proof of Proposition ??. Let B(R), A(R) and α(R) as in Lemma ??. Let moreover B l (R) denote the closed ball of radius R centred at the identity in (Γ * Z 2 , d * l), and let B l,n (R) the subset of elements of the form γ 1 1γ 2 1...γ n 1 with γ i = e. Finally, set
, therefore one has a decomposition:
Remark that these are disjoint unions, since R i > 0 and A(R i ) ∩ A(R j ) = ∅ if i = j. Then, by Lemma ??.ii, one computes:
and, therefore,
Coming to the second step, we need to fix some notations. Let G = G 1 * G 2 and, for i ∈ {1, 2}, define i c = 3 − i. Any g ∈ G * may be written uniquely as a word 
* , the length of its normal form (g) = n (which must not be confused with its norm ||g|| with respect to some word metric). Finally, let us denote by G i· , G ·i the subsets of elements of G whose normal form is
with, respectively, g [1] ∈ G * i and g[n] ∈ G * i , and let G ij = G i· ∩ G ·j . For completeness, we set (e) = 0 and we add the identity element to the sets G 12 , G 1· and G ·2 . We say that g 1 , g 2 ∈ G match well (in this order) if g 1 ∈ G ·i and g 2 ∈ G i c · .
Lemma 2.6 Let G be a nontrivial free product, endowed with a quasi-algebraic distance d. Then, for all g, h ∈ G which match well, one has ||g · h|| ≥ ||g|| + ||h|| − C, where C is a constant which does not depend on g, h.
Proof. Let G be a finite index subgroup of (Ĝ,Ŝ) such that d = dŜ| G , and let δ = d H (G,Ĝ). Now let γ be a geodesic in C(Ĝ,Ŝ) from e to gh, i.e. choose an expression gh =ŝ 1 · · ·ŝ r of smallest length,ŝ i ∈Ŝ. Lett k ∈Ĝ the points on γ given byŝ 1 · · ·ŝ k and choose points t k ∈ G such that d(t k , t k ) ≤ δ, with t 1 = e, t r = gh. Thus, setting
and since g, h match well, we necessarily have g = s 1 [1] · · · s k0 [j 0 ] for some k 0 , j 0 (notice that this expression need not to be the normal form of g). Then, we have
Proof of proposition ??. First of all, let ∼: Γ → G be a minimal transversal, that is choose for each γ ∈ Γ a representativeγ such that γ d = γ d . The map Φ is defined by
(with, possibly, γ 1 = e or γ n+1 = e) where i are suitable "separators" of bounded || || d -norm, which will allow to recover the sequence γ 1 , ..., γ n+1 from Φ(γ 1 1γ 2 1...γ n+1 ).
The separators i may be defined explicitely as follows. Assume that G 1 = Z 2 . Then, notice that, as H = (1), one has
Up to taking a sufficiently large power of h, we may assume that
where C = C(G,Ĝ,Ŝ) is the constant of Lemma ?? (notice that h n = 1 for all n, and remember that the balls of finite radius of G are finite). Then, choose an element g 1 ∈ G * 1 such that g 1 = h [1] , take any g 2 ∈ G * 2 , and set
Now the i are defined as:
For any γ= γ 1 1γ 2 1...γ n+1 ∈ Γ * Z 2 , one clearly has
The lemma below concludes the proof: Lemma 2.7 The map Φ is injective.
Before proving the lemma, we shall explain the reasons leading to the expression of i , and the idea of the algorithm which permits to recover the γ i 's from Φ(γ 1 1...1γ n+1 ). See w = Φ(γ 1 1...1γ n+1 ) =γ 1 1γ2 2 · · ·γ n+1 as a word on G * 1 ∪ G * 2 . The separators i are chosen so as to satisfy the following properties: i) they must permit to obtain from any coupleγ i ,γ i+1 a coupleγ i i ,γ i+1 which matches well, in order not to cancel part of theγ i in the process of enchaining words: this is the reason why they are of four different "types", according to possible types of couples (γ i ,γ i+1 );
ii) they must contain h as subword: since h does not appear as a subword of anyγ i (if h d 0, by Lemma ??) this will permit to recover approximately the occurence of the first separator 1 in the word w, by looking at the first occurence of h; iii) they cannot overlap over h nontrivially: that is, when two separators i , j overlap (as subwords of w) so that the subword h of i overlaps with the subword h of j , then i = j and the overlapping must be the trivial one. This condition determines the exact position of the first separator 1 in the word w.
The simplest way to let condition iii) be satisfied is to define i as (g 2 )ηh(g 1 ),
where η is a sufficiently long word which does not contain h [1] (this is the reason of the choice of g 1 = h [1] and of (??)); iv) finally, the type of the couple (γ i ,γ i+1 ) must also be coded in i : this, in order to recover exactlyγ 1 and notγ 1 g 2 . The type is given by the exponent of h appearing in i , that is by the number of consecutive repetitions of h in w (powers of 2 are needed to compare possible nontrivial overlappings, see cases 2-3 in the proof below). Let us now give a formal proof of Lemma ??.
Proof of Lemma ??. Let γ,γ ∈ Γ * Z 2 , and suppose that
2γ 2 · · ·γ m+1 and we may assume that (γ 1 ) ≤ (γ 1 ). We have therefore the following possibilities:
ηh ⊂γ 1 as words. Thus, the normal form ofγ 1 would contain h as a subword and, by Lemma ?? and by (??), γ 1 would not be of minimal length in the class γ 1 , which is a contradiction. η necessarily. This means that eitherγ 1 =γ 1 g 2 orγ 1 =γ 1 . We shall now show thatγ 1 =γ 1 necessarily. Assume thatγ 1 =γ 1 g 2 : then b 1 = 2 and b 1 = 1. Thus, (γ 1 ,γ 2 ) contains at least h 6 as subword, while (γ 1 ,γ 2 ) contains at most h 4 ; therefore, 
either g 1 or g 2 which again gives a contradiction. Therefore,γ 1 =γ 1 , which clearly implies that γ 1 = γ 1 . One subsequently shows thatγ i =γ i for all i by induction, restarting from the identityγ 2
Growth tightness of amalgamated products
A direct consequence of Theorem ?? is: Theorem 3.1 LetĜ be a finitely generated group which contains a nontrivial free product G = G 1 * G 2 = Z 2 * Z 2 as a subgroup of finite index. Then,Ĝ is growth tight with respect to any word metric.
Proof. LetĤ be an infinite normal subgroup ofĜ, and let H =Ĥ ∩ G be the corresponding normal subgroup of G. Thus, H and G/H are finite index subgroups ofĤ andĜ/Ĥ respectively; notice that H = (e), sinceĤ is infinite. Now letŜ be a finite generating set forĜ, letŜ/Ĥ be the induced generating set ofĜ/Ĥ, and let dŜ, dŜ /Ĥ denote the associated word metric. We shall denote by d 1 the metric on G/H which is the quotient of the metric dŜ| G of G; on the other hand, let d 2 be the restriction to G/H of the metric dŜ /Ĥ ofĜ/Ĥ, i.e.: Proof of Theorem ??. Let G = G 1 * F G 2 be a nontrivial amalgamated product, and assume F finite and G i residually finite, i = 1, 2. Let ρ i : G i → F i be homomorphisms into finite groups, which are injective when restricted to F . Let X = F 1 /ρ 1 (F )×F ×F 2 /ρ 2 (F ). We can then define a homomorphism τ of G in the permutation group of the finite set X, which moreover is injective on F , as follows. Let f i denote the class of f i modulo ρ i (F ), and choose transversals ∼: F i /ρ i (F ) → F i (that is,φ = ϕ, for all ϕ ∈ F i /ρ i (F )). These transversals induce bijections T i : F i /ρ i (F ) × F ∼ → F i . Now, one can define an action of G i on F i /ρ i (F ) × F F i letting g ∈ G i act on F i by right multiplication by ρ i (g): in formulas, if (ϕ, f ) ∈ F i /ρ i (F ) × F ,
Then, one obtains an action of G 1 * G 2 on elements (ϕ 1 , f, ϕ 2 ) ∈ X by letting G 1 act on the first two components and G 2 on the last two. In this way, F acts in the same manner on X, both as subgroup of G 1 and as subgroup of G 2 (that is, simply by right muliplication on the second component). Therefore, this action descends to an action of G 1 * F G 2 on X. Moreover, it is clear that τ injects F . By the subgroup theorem for amalgamated products (cp.
[?]), the kernel H = ker(τ ) is the fundamental group of a graph G of groups which has the double cosets HgG i as vertices (and H ∩ gG i g −1 as corresponding groups), the double cosets HgF as edges (with corresponding groups H ∩ gF g −1 ), and with morphisms given by the natural inclusions. Since τ injects F , we have H ∩ gF g −1 = (e) and therefore H is a free product. Moreover H is a nontrivial free product. In fact, if all vertices groups are trivial, then H is free. Otherwise, let us say that H ∩ G 1 = (e). Then, H is again a nontrivial free product unless H ∩ G 2 = (e) and HgG 1 = HG 1 for all g. But in this case (H being the fundamental group of G) we would have H = H ∩ G 1 , hence H would be a normal subgroup of G 1 and gG 1 = gHG 1 = HgG 1 = HG 1 = G 1 for all g ∈ G.
That is, G/G 1 = (e), which is not possible as G is supposed to be a nontrivial amalgamated product. Notice that, moreover, H is different from Z 2 * Z 2 since it has finite index in G and G has exponential growth. One then concludes by Theorem ??. 2
Finally, remark that Theorem ?? holds more generally when G 1 and G 2 are only F * -residually finite, that is when there exist homomorphisms into finite groups ρ i : G i → F i which are injective when restricted to F .
