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ON THE RECURSIVE STRUCTURE OF MULTIGRID CYCLES ∗
OR AVNAT† AND IRAD YAVNEH†
Abstract. A new non-adaptive recursive scheme for multigrid algorithms is introduced. Governed by a positive parameter
κ called the cycle counter, this scheme generates a family of multigrid cycles dubbed κ-cycles. The well-known V -cycle, F -cycle,
and W -cycle are shown to be particular members of this rich κ-cycle family, which satisfies the property that the total number
of recursive calls in a single cycle is a polynomial of degree κ in the number of levels of the cycle. This broadening of the scope
of fixed multigrid cycles is shown to be potentially significant for the solution of some large problems on platforms, such as
GPU processors, where the overhead induced by recursive calls may be relatively significant. In cases of problems for which
the convergence of standard V -cycles or F -cycles (corresponding to κ = 1 and κ = 2, respectively) is particularly slow, and yet
the cost of W -cycles is very high due to the large number of recursive calls (which is in exponential in the number of levels),
intermediate values of κ may prove to yield significantly faster run-times. This is demonstrated in examples where κ-cycles are
used for the solution of rotated anisotropic diffusion problems, both as a stand-alone solver and as a preconditioner. Moreover, a
simple model is presented for predicting the approximate run-time of the κ-cycle, which is useful in pre-selecting an appropriate
cycle counter for a given problem on a given platform. Implementing the κ-cycle requires making just a small change in the
classical multigrid cycle.
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1. Introduction. Multigrid methods are well known for their efficiency in solving linear
systems arising from the discretization of partial differential equations (PDEs) [2, 3, 4, 5, 6,
13, 15]. Over many years, multigrid methods have been developed and their scope greatly
expanded, and numerous multigrid algorithms now exist. One aspect that seems to have
received relatively limited attention in these developments is the recursive structure of the
multigrid cycle. Although adaptive multigrid cycles have certainly been studied (e.g., in
[1, 3, 9]), in the vast majority of applications a fixed recursive strategy is employed: most
commonly the so-called V -cycle, and often W -cycles or F -cycles. Other cycling strategies
have been employed over the years for specific purposes, but they are far less common.
Indeed, multigrid textbooks typically introduce the standard cycle, with the cycle index,
typically denoted by γ, as a parameter that determines the number of recursive calls to the
cycle routine at each level of the multigrid hierarchy, and from then on they refer only to
γ = 1 or γ = 2 (corresponding to the V and W cycles, respectively). The F -cycle, which in
a sense mixes γ = 1 and γ = 2, is also mentioned because it is useful in many cases. For
example, the classical introductory textbook [4] presents the multigrid cycle with the cycle
index, denoted there by µ, and then mentions that, in practice, only µ = 1 and µ = 2 are
used, corresponding to the V and W cycles, respectively. As in other textbooks, alternative
fixed cycling strategies are not considered.
The reason for the casual treatment of the recursive structure of multigrid algorithms is
probably that there is often no practical need for alternative strategies. If the simplest and
cheapest variant—the V -cycle—does the job, as it often does, then there seems to be no
reason to look any further. If a stronger cycle is required, then we can try γ = 2, i.e., the W -
cycle, or compromise with the F -cycle if that is efficient. Nevertheless, in this paper we argue
that, although these three cycle types may have been sufficient in the days of more limited
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machines and moderate-sized problems, it is worthwhile to reconsider this in modern-day
and future computing platforms. Suppose that we apply the standard multigrid algorithm
with n levels, numbered 1 to n from finest to coarsest. In a single V -cycle, implemented
recursively, the cycle routine is called only once per level—a total of n calls. However, in the
W -cycle it is called 2`−1 times on level `, ` = 1, . . . , n, totaling 2n−1 calls to the cycle routine
in one complete W -cycle. We see that the number of calls to the cycle routine is a linear
function of the number of levels n for the V -cycle, whereas it is exponential in n for the W -
cycle, even though the total number of arithmetic operations in the W -cycle is typically not
much greater than in the V -cycle. This “exponential gap” between V and W -cycles in the
number of routine calls may be significant, especially when (a) big problems are attacked;
(b) the total cost of coarse-grid work is relatively high because of complexity growth on
coarser grids, as may happen in Algebraic Multigrid (AMG) methods which provide limited
explicit control over the complexity of the operators on the coarse grids and over the rate
of coarsening; (c) parallel processing efficiency is significantly reduced in the W -cycle, both
because the coarse-grid problems are small and the 2n − 1 cycle routine calls are performed
sequentially, and not in parallel.
Finally, on a more conceptual level, we ask: why define a general parameter—the cycle
index γ—if only the values 1 or 2 are used in practice? Moreover, why is the popular F -cycle
not describable in the standard cycling-scheme framework? In the next section we replace
the cycle index γ by another positive integer, κ, which we dub the cycle counter in order
to distinguish it from the standard cycle index. With this we define a family of multigrid
cycles whose recursive structures are determined by κ. For certain choices of κ, we obtain
the three common cycles, V , W and F , but for other choices we get other cycles, that are
stronger than the V and F cycles, and yet retain the property that the total number of cycle
routine calls over all levels is polynomial in n in the limit of large n, rather than exponential
as in the W -cycle.
The remainder of this paper is organized as follows. In Section 2 we introduce the κ-cycle
and present theoretical and practical complexity properties. In Section 3 we introduce and
verify in practice a simple model for predicting the run-time of κ-cycles. In Section 4 we test
the κ-cycle performance on GPU processors, and we summarize and conclude in Section 5.
2. The κ-cycle.
2.1. Recursive Structure. We consider the solution of a linear system of the form
A1u1 = f 1 ,
where the 1 superscript indicates that this problem corresponds to the finest level of the
multigrid hierarchy. The standard family of multigrid cycles with cycle index γ is defined
recursively in Algorithm 1 (see, e.g., [4]).
As noted above, with γ = 1 (i.e., a single recursive call per cycle) we get the classical
V -cycle, while γ = 2 (two recursive calls) yields the W -cycle. As noted explicitly in [4], in
practice only these two values are used. The third commonly used cycle, the F -cycle, cannot
be described in this form. Rather awkwardly, once we have defined the γ-cycle, the F -cycle
is defined in Algorithm 2. Here, we have a single recursive call to the F-cycle, followed by a
call to the V-cycle (i.e., the γ-cycle with γ = 1).
We now propose a family of multigrid cycles, characterized by a positive cycle counter κ.
The κ-cycle, defined in Algorithm 3, performs one recursive call inheriting the same counter
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v` ← γ-cycle(v`, f `, A`, `, γ)
1 If ` == n (coarsest level), solve A`v` = f ` and return.
2 Relax ν1 times on A
`u` = f ` with initial guess v`.
3 f `+1 ← Restrict(f ` −A`v`).
4 v`+1 ← 0.
5 Repeat γ times:
v`+1 ← γ-cycle(v`+1, f `+1, A`+1, `+ 1, γ).
6 v` ← v` + Prolong(v`+1).
7 Relax ν2 times on A
`u` = f ` with initial guess v`.
Algorithm 1: The classical γ-cycle
v` ← F-cycle(v`, f `, A`, `)
1 If ` == n (coarsest level), solve A`v` = f ` and return.
2 Relax ν1 times on A
`u` = f ` with initial guess v`.
3 f `+1 ← Restrict(f ` −A`v`).
4 v`+1 ← 0.
5 v`+1 ← F-cycle(v`+1, f `+1, A`+1, `+ 1).
6 v`+1 ← γ-cycle(v`+1, f `+1, A`+1, `+ 1, 1).
7 v` ← v` + Prolong(v`+1).
8 Relax ν2 times on A
`u` = f ` with initial guess v`.
Algorithm 2: The F-cycle
κ, followed by a second call with the counter reduced by one. The latter call is performed
only if the counter for this call remains positive. In the next subsection we study properties
v` ← κ-cycle(v`, f `, A`, `, κ)
1 If ` == n (coarsest level), solve A`v` = f ` and return.
2 Relax ν1 times on A
`u` = f ` with initial guess v`.
3 f `+1 ← Restrict(f ` −A`v`).
4 v`+1 ← 0.
5 v`+1 ← κ-cycle(v`+1, f `+1, A`+1, `+ 1, κ).
6 If κ > 1
v`+1 ← κ-cycle(v`+1, f `+1, A`+1, `+ 1, κ− 1).
7 v` ← v` + Prolong(v`+1).
8 Relax ν2 times on A
`u` = f ` with initial guess v`.
Algorithm 3: The κ-cycle
of this family of cycles.
2.2. Theoretical Properties. As above, we denote the number of levels in the multigrid
cycle by n, the cycle counter is denoted by κ, and N is the total number of unknowns on
the finest grid. The levels are again numbered 1 to n, level 1 being the finest and level n
the coarsest. We denote by levelCalls(κ, `) the number of times that the κ-cycle routine
is called in a single cycle on level ` when employing cycle counter κ, and totalCalls(κ, n)
denotes the total number of calls to the cycle routine in a single cycle of n levels and cycle
counter κ.
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Proposition 2.1.
• For κ = 1, the κ-cycle is identical to the standard V -cycle.
• For κ = 2, the κ-cycle is identical to the standard F -cycle.
• For κ ≥ n, the κ-cycle is identical to the standard W -cycle.
Proof. For κ = 1, Algorithm 3 evidently performs just a single recursive call on each
level, so it is indeed identical to the V -cycle. Given this, observe that for κ = 2, Algorithm
3 performs a recursive call with κ = 2, followed by a V -cycle, so it is indeed identical to the
F-cycle of Algorithm 2. For the third claim, observe that the smallest cycle counter that
appears in a cycle routine call at level ` > 1 is smaller by one than the smallest cycle counter
that appears in a cycle routine call at the next-finer level ` − 1. If the finest-level κ is at
least n, this implies that κ is positive in the entire cycle, implying two recursive calls on
each level but the coarsest. Therefore, for κ ≥ n, the κ-cycle is equivalent to the γ-cycle of
Algorithm 1 with γ = 2, i.e., the W -cycle.
In the next proofs we employ the well-known identities:(
a− 1
b
)
+
(
a− 1
b− 1
)
=
(
a
b
)
and
a∑
j=0
(
a
j
)
= 2a . (2.1)
Proposition 2.2. The number of calls to the cycle routine on level ` of a single κ-cycle
with κ ≥ 1 is given by
levelCalls(κ, `) =
min(κ−1,`−1)∑
j=0
(
`− 1
j
)
.
Proof. Note first that for κ = 0 this formula yields levelCalls(0, `) ≡ 0, as it should,
because the cycle routine is never called recursively with a non-positive cycle counter in
Algorithm 3. Next, we apply induction over the levels.
For ` = 1:
levelCalls(κ, ` = 1) =
min(κ−1,`−1)∑
j=0
(
`− 1
j
)
=
0∑
j=0
(
0
j
)
=
(
0
0
)
= 1 ,
which is correct, as there is always one call on the first level of a single cycle. Now, we assume
by induction that this claim is true for level ` = p and prove it for ` = p+ 1. To this end, we
need to relate the number of calls on level p + 1 to the number of calls on level p. Observe
that in the processing on the finest level 1 in Algorithm 3 we make two recursive calls to
κ-cycles on level 2: one with cycle counter κ and one with cycle counter κ− 1. Observe also
that level p + 1 of the original cycle is level p of the two cycles beginning on level 2. This
implies
levelCalls(κ, p+ 1) = levelCalls(κ, p) + levelCalls(κ− 1, p) .
4
Therefore, it remains to be proved that
min(κ−1,p)∑
j=0
(
p
j
)
=
min(κ−1,p−1)∑
j=0
(
p− 1
j
)
+
min(κ−2,p−1)∑
j=0
(
p− 1
j
)
.
We distinguish between two cases:
1. κ ≤ p.
It follows that κ− 2 < κ− 1 ≤ p− 1, and therefore
min(κ−1,p−1)∑
j=0
(
p− 1
j
)
+
min(κ−2,p−1)∑
j=0
(
p− 1
j
)
=
κ−1∑
j=0
(
p− 1
j
)
+
κ−2∑
j=0
(
p− 1
j
)
=
(
p− 1
0
)
+
κ−1∑
j=1
((
p− 1
j
)
+
(
p− 1
j − 1
))
=
(
p− 1
0
)
+
κ−1∑
j=1
(
p
j
)
=
κ−1∑
j=0
(
p
j
)
=
min(κ−1,p)∑
j=0
(
p
j
)
.
2. κ ≥ p+ 1.
It follows that κ− 1 > κ− 2 ≥ p− 1, and therefore
min(κ−1,p−1)∑
j=0
(
p− 1
j
)
+
min(κ−2,p−1)∑
j=0
(
p− 1
j
)
=
p−1∑
j=0
(
p− 1
j
)
+
p−1∑
j=0
(
p− 1
j
)
= 2p−1 + 2p−1 = 2p =
p∑
j=0
(
p
j
)
.
But κ ≥ p+ 1 implies that min(κ− 1, p) = p, hence,
p∑
j=0
(
p
j
)
=
min(κ−1,p)∑
j=0
(
p
j
)
.
We find that in both cases we obtain levelCalls(κ, p+ 1) =
∑min(κ−1,p)
j=0
(
p
j
)
.
Corollary 2.3.
1. For ` > κ we have:
levelCalls(κ, `) =
min(κ−1,`−1)∑
j=0
(
`− 1
j
)
=
κ−1∑
j=0
(
`− 1
j
)
.
Hence, the number of calls per level grows monotonically with the cycle counter for
` > κ.
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2. For ` ≤ κ we have:
levelCalls(κ, `) =
min(κ−1,`−1)∑
j=0
(
`− 1
j
)
=
`−1∑
j=0
(
`− 1
j
)
= 2`−1 .
Hence, the number of calls per level is independent of the cycle counter for ` ≤ κ.
Proposition 2.4. The total number of calls to the cycle routine in a single κ-cycle with
κ ≥ 1 is given by
totalCalls(κ, n) =
min(κ,n)∑
j=1
(
n
j
)
.
Proof. We apply induction over the number of levels n. In the case of a single level,
n = 1, we have just one cycle call, and indeed
totalCalls(κ, n = 1) =
min(κ,n)∑
j=1
(
n
j
)
=
1∑
j=1
(
1
j
)
=
(
1
1
)
= 1 .
We assume that the claim is true for n = p and prove it by induction for n = p + 1. Note
that totalCalls is nothing but the sum of levelCalls over all levels, hence,
totalCalls(κ, p+ 1) = totalCalls(κ, p) + levelCalls(κ, p+ 1) .
By the induction hypothesis and Proposition 2.2, this yields
totalCalls(κ, p+ 1) =
min(κ,p)∑
j=1
(
p
j
)
+
min(κ−1,p)∑
j=0
(
p
j
)
.
We distinguish between two cases:
1. κ ≤ p. Hence,
totalCalls(κ, p+ 1) =
min(κ,p)∑
j=1
(
p
j
)
+
min(κ−1,p)∑
j=0
(
p
j
)
=
κ∑
j=1
(
p
j
)
+
κ−1∑
j=0
(
p
j
)
=
κ∑
j=1
(
p
j
)
+
κ∑
j=1
(
p
j − 1
)
=
κ∑
j=1
((
p
j
)
+
(
p
j − 1
))
=
κ∑
j=1
(
p+ 1
j
)
=
min(κ,p+1)∑
j=1
(
p+ 1
j
)
2. κ ≥ p+ 1. Hence,
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totalCalls(κ, p+ 1) =
min(κ,p)∑
j=1
(
p
j
)
+
min(κ−1,p)∑
j=0
(
p
j
)
=
p∑
j=1
(
p
j
)
+
p∑
j=0
(
p
j
)
= 2p − 1 + 2p = 2p+1 − 1 =
p+1∑
j=1
(
p+ 1
j
)
=
min(κ,p+1)∑
j=1
(
p+ 1
j
)
.
In both cases the claim is satisfied.
Corollary 2.5.
1. For κ ≥ n we have totalCalls(κ, n) = ∑nj=1 (nj) = 2n − 1, i.e., exponential in n (as
we observed in Proposition 2.1).
2. For κ < n we have totalCalls(κ, n) =
∑κ
j=1
(
n
j
)
. We conclude that when the number
of levels n is greater than the cycle counter κ, totalCalls(κ, n) is a κ-degree polynomial
in the number of levels n, because(
n
j
)
=
n!
j!(n− j)! =
1
j!
(n(n− 1)(n− 2) . . . (n− j + 1)) ,
a j-degree polynomial in n. Hence,
totalCalls(κ, n) =
κ∑
j=1
(
n
j
)
,
is a polynomial in n whose degree is κ.
We get here the formal result that, for any fixed κ, the total number of calls to the κ-cycle
routine in a single cycle is polynomial in n as n → ∞. This leads us to the next formal
observation on the linear complexity of the κ-cycle under suitable assumptions.
Proposition 2.6. Assume that the number of operations on the first (finest) level of
the κ-cycle is linear in the number of variables N , that is, bounded from above by CN as
N → ∞ for some constant C. Assume also that the number of operations per level is a
monotonically decreasing function of the level `, and in fact the number of operations on any
level ` is bounded from above by c times the number of operations on the next-finer level `−1,
for ` = 2, . . . , n, where c < 1 is a constant. Finally, assume that the number of operations
per call to the coarsest level is a constant. Then, for any fixed cycle counter κ, the total
number of operations per κ-cycle is O(N) as N →∞.
Note that this is in contrast to the W -cycle where, for example, even for c = 0.5 the
total number of operations may be as high as CN log2N . In particular, this occurs when
the W -cycle is applied in geometric multigrid employing semi-coarsening for 2D problems.
Proof. [Sketch.] The total number of operations in a single cycle is bounded by
totalOps ≤ CN
(
n∑
`=1
c`−1levelCalls(κ, `)
)
.
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Assuming n > κ (else the result is obvious), we obtain by Proposition 2.2
totalOps ≤ CN
(
κ∑
`=1
c`−1
`−1∑
j=0
(
`− 1
j
)
+
n∑
`=κ+1
c`−1
κ−1∑
j=0
(
`− 1
j
))
≤ CN
(
κ∑
`=1
(2c)`−1 +
∞∑
`=κ+1
c`−1Polyκ−1(`)
)
,
where Polyκ−1 is a polynomial of degree κ−1. Observe that both terms in the final brackets
are equal to some constants independent of N or n, and therefore totalOps is indeed linear
in N . The final term can be bounded, e.g., by dominating it with an appropriate integral
and performing multiple integrations by parts. We omit the remaining details.
2.3. Number of Operations in Geometric Multigrid κ-cycle. Proposition 2.6 is mainly of
academic interest, as the undetermined constants might be very large in some cases. In this
subsection we focus on the practical determination of the number of operations performed
in a κ-cycle for the case of geometric multigrid, where the coarsening factor is (exactly or
nearly) a level-independent constant. This result will provide us with a practical tool in the
next section.
Consider a κ-cycle with n levels, where the number of variables on the coarsest level is
a constant N1 and the coarsening factor is a constant c ∈ (0, 1). For convenience, in this
subsection we reverse our convention and number the levels 1 to n from coarsest to finest.
Thus, the number of variables on the second-coarsest level is N2 = c
−1N1, and so on until the
finest level where the number of variables is Nn = c
1−nN1. Assume further that the number
of operations performed at any level but the coarsest when the cycle routine is called is
C times the number of variables on that level, that is, CNn operations on the finest level,
CNn−1 = cCNn on the second finest level, and so on until the second coarsest level, whereas
on the coarsest level the problem is solved directly at a cost of C1N1 operations for some
given constant C1 which may be different from C. Then, the following proposition provides
us with an exact formula for the total number of operations in a single κ-cycle.
Proposition 2.7. The total number of operations in a single κ-cycle with n levels is
given by
Nnops(κ, c) = f(κ, c)CNn + Pκ,c(n) , (2.2)
where
f(κ, c) =

1
1− 2c
[
1−
(
c
1− c
)κ]
, if c 6= 0.5,
2κ, if c = 0.5,
(2.3)
with (corresponding to a W -cycle) f(∞, c) = 1
1−2c if c < 0.5, while for c ≥ 0.5, f(∞, c) is
8
undefined and Nnops(∞, c) has superlinear complexity. In (2.2),
Pκ,c(n) =
min(κ−1,n−1)∑
µ=0
[C1 − f(κ− µ, c)C]N1
(
n− 1
µ
)
≤
min(κ−1,n−1)∑
µ=0
[C1 − f(1, c)C]N1
(
n− 1
µ
)
=
(
C1 − C
1− c
)
N1
min(κ−1,n−1)∑
µ=0
(
n− 1
µ
)
.
Note that Pκ,c(n) is not necessarily positive. Note also that for 0 < c < 0.5 we have
C
1−c = f(1, c) ≤ f(κ, c) ≤ f(∞, c) = C1−2c so Pκ,c(n) is bounded from above and below as
follows.(
C1 − C
1− 2c
)
N1
min(κ−1,n−1)∑
µ=0
(
n− 1
µ
)
≤ Pκ,c(n) ≤
(
C1 − C
1− c
)
N1
min(κ−1,n−1)∑
µ=0
(
n− 1
µ
)
.
We prove this proposition with the aid of two lemmas. The first is a simplification of
Proposition 2.7, where the cost of the coarsest level solution is modified in a way that leaves
only the linear term in (2.2). The second lemma yields the correction required for the actual
cost of the coarsest level solution in Proposition 2.7.
Lemma 2.8. Consider the κ-cycle of Proposition 2.7, modified such that the cost of the
coarsest level solution is given by f(κ, c)CN1 instead of C1N1, where the argument κ is the
cycle counter appearing in the call to the routine on the coarsest level. Then, the claim of
Proposition 2.7 holds with the second term eliminated, i.e.,
Nnops(κ, c) = f(κ, c)CNn , (2.4)
with f(κ, c) as defined in (2.3).
Note that the assumption on the modified cost of the coarsest level solve implies that it is
not constant but rather varies within the κ-cycle.
Proof. We employ induction over the cycle counter κ, with the induction step itself
proved by an inner induction over the number of levels in the cycle. Note that the modified
cost of the coarsest level solution ensures that (2.4) is automatically satisfied on the coarsest
level for any κ. Therefore, when executing the inner induction over levels it only remains to
prove the induction step.
κ = 1 inner induction step: assume that the induction hypothesis holds for a 1-cycle (i.e.,
κ-cycle with κ = 1), with n ≥ 1 levels, that is, Nnops(1, c) = f(1, c)CNn = 11−cCNn. Then,
by the definition of the κ-cycle, the induction hypothesis, and the given constant coarsening
factor Nn = cNn+1, the number of operations in a 1-cycle of n+ 1 levels satisfies
Nn+1ops (1, c) = CNn+1 +N
n
ops(1, c) = CNn+1 + f(1, c)CNn
= CNn+1
(
1 + c
1
1− c
)
=
1
1− cCNn+1 = f(1, c)CNn+1 .
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We conclude that the claim holds for κ = 1 and any number of levels.
Outer induction step: assume that the induction hypothesis holds for a κ-cycle with given
κ ≥ 1 and any number of levels, that is, Nnops(κ, c) = f(κ, c)CNn. For the (κ+ 1)-cycle with
n = 1 the claim holds automatically as noted above, by the assumption on the modified cost
of the coarsest level solution. Assume then that the claim holds for the (κ + 1)-cycle and
n ≥ 1 levels. Then, by the definition of the κ-cycle, the induction hypothesis, and the given
constant coarsening factor Nn = cNn+1, the number of operations in a (κ+ 1)-cycle of n+ 1
levels satisfies for c 6= 0.5,
Nn+1ops (κ+ 1, c) = CNn+1 +N
n
ops(κ+ 1, c) +N
n
ops(κ, c)
= CNn+1 + f(κ+ 1, c)CNn + f(κ, c)CNn
= CNn+1
(
1 +
c
1− 2c
[
1−
(
c
1− c
)κ+1
+ 1−
(
c
1− c
)κ])
= CNn+1
(
1 +
2c
1− 2c −
c
1− 2c
[(
c
1− c
)κ+1
+
(
c
1− c
)κ])
= CNn+1
1
1− 2c
(
1− c
(
c
1− c
)κ+1(
1 +
1− c
c
))
= CNn+1
1
1− 2c
(
1−
(
c
1− c
)κ+1)
= f(κ+ 1, c)CNn+1.
For c = 0.5 we have
Nn+1ops (κ+ 1, c) = CNn+1 +N
n
ops(κ+ 1, c) +N
n
ops(κ, c)
= CNn+1 + 2(κ+ 1)CNn + 2κCNn
= CNn+1 [1 + 0.5(4κ+ 2)]
= 2(κ+ 1)CNn+1 = f(κ+ 1, c)CNn+1,
completing the proof.
To complete the proof of Proposition 2.7, we need to subtract off the modified coarsest
level costs of Lemma 2.8, and add the corresponding coarsest level costs of the proposition.
For this we need to derive how many times the routine is called at the coarsest level with
each value of the cycle counter. This is done in the following lemma.
Lemma 2.9. In a single complete κ-cycle with n levels, the routine is called
(
n−1
µ
)
times
at the coarsest level with cycle counter κ− µ, for µ = 0, ...,min(κ− 1, n− 1).
Note that the total number of calls at the coarsest level agrees with the result of Proposition
2.2, but there we did not track the cycle counter at each call.
Proof. [Sketch.] For κ = 1 the result is obvious, the routine is called just once on the
coarsest level with cycle counter 1. For κ > 1 we apply induction over the number of levels.
For n = 2 the routine is called on the coarsest level once with cycle counter κ and once κ−1,
corresponding to µ = 0, 1, respectively, so the claim is satisfied. Assume now that the claim
is satisfied for a given κ ≥ 2 and n ≥ 2 levels. By the definition of the κ-cycle, at level n+ 1
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we call the routine recursively at level n, once with cycle counter κ and once with κ − 1.
The result follows from the induction hypothesis and the fact that for µ > 0 we have(
n
µ
)
=
(
n− 1
µ
)
+
(
n− 1
µ− 1
)
,
whereas for µ = 0 (
n
µ
)
=
(
n− 1
µ
)
= 1,
leading to the stated result.
These two lemmas prove Proposition 2.7, with the final inequality in this proposition
resulting from the fact that f(κ, c) is positive and monotonically increasing for any positive
κ and c ∈ (0, 1).
We remark, finally, that in our tests c = 0.25, and the coarsest level solution is very cheap,
so Pκ,c is negligible compared to f(κ, c)CNn except for very small problems. Therefore, the
formula of Lemma 2.8 provides us with an accurate value for Nops.
3. Predicting κ-Cycle run-time on GPU processors. In this section we introduce a very
simple model for predicting the approximate run-time of a single κ-cycle on GPU processors.
We show that the run-time per cycle can approximately be calculated in advance, which may
help in choosing the best cycle for a given problem on a given system. The model bases the
run-time prediction on two system-dependent factors, and thus also gives an indication of
the relative efficiency of different systems with respect to κ-cycles.
All computations in our tests are done on GPU processors. The comparison includes
the standard V , F and W -cycles as the special cases κ = 1, 2 and κ = ∞, respectively. In
addition, the cases of κ = 3 and κ = 4, which do not correspond to any previously known
multigrid cycle, are included.
When using GPUs for the computation, the CPU launches GPU-specific functions for
execution on the GPU. These are called GPU kernels. In our code, each relaxation, restric-
tion, prolongation, etc., is implemented as a GPU kernel, and the number of GPU kernel
calls can be calculated in advance. Before calling the cycle routines, the CPU prepares the
problem. The data are then copied once from the CPU memory to the GPU memory, and
after that all the data reside in the GPU memory and all the computations are done by the
GPU.
3.1. The model. Here, a simple model for the run-time of a single cycle is presented. The
model predicts the approximate run-time of one cycle, given the number of unknowns on the
finest level and the cycle counter κ. The model assumes that the run-time for one cycle is
a linear combination of the number of GPU kernel launches and the number of operations
done by the kernels (which may include memory accesses, as well as arithmetic calculations),
i.e.,
T = c1 ·NgpuCalls + c2 ·Nops. (3.1)
Here, c1 and c2 depend on the system (specific CPU, GPU, OS, etc.), and on particular
problem and cycle properties such as the discrete operator, coarsening factor, relaxation
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type, number of relaxations, prolongation and restriction operation, etc. They do not depend
on the the number of levels and on κ, as these dependencies are included in NgpuCalls and in
Nops. Once the parameters of the cycle are fixed, c1 and c2 will have the same values for any
number of levels l and any cycle counter κ.
NgpuCalls is the number of GPU kernel launches per cycle, which we can calculate. In our
implementation, there is one GPU kernel launch in each routine call at the coarsest level, and
a fixed number of GPU kernel launches in each routine call on the finer levels, which depends
on the number of relaxations. Using this knowledge together with the totalCalls(κ, n) value
from Section 2, we can predict the total number of GPU kernel launches. Nops is a measure for
the total amount of GPU operations, such as memory reads/writes and arithmetic operations.
We show how to approximate this value later in this section. A summary of all the formulas
is given in Table 3.3.
This model is based on a simplified assumption that each GPU kernel has an overhead
which takes a constant time per launch, and that the time required for the kernel itself is
in direct proportion to the amount of operations it does, dominated by memory reads and
writes in our case, except for very small problems. Because the cycle routine on each level
but the coarsest has the same GPU kernel launches (same number and same GPU functions),
the total memory reads and writes are in direct proportion to the number of variables in
that level, and therefore the time spent by GPU kernels is also proportional to this number.
CPU time is not considered in the model, because the CPU execution is parallel to GPU
execution and CPU time is much smaller.
Below, we present results of numerical tests performed in order to assess this model,
and we show that our model is able to usefully predict the actual run-time per cycle. We
therefore conclude that our simplifications are reasonable. Note that our tests show that the
bottleneck of our kernels are the memory transfers and not the computations themselves,
but the amount of memory transferred and the amount of computations are both in direct
proportion to the number of unknowns, so the same model would be valid either way.
In the tests, the problem of 2D rotated anisotropic diffusion with constant coefficients is
solved. The problem is discretized on a square grid employing a nine-point finite-difference
stencil. More details are provided in the next section. Only a stand-alone κ-cycle is consid-
ered in this section. We use standard coarsening, so the coarsening factor is approximately
c = 0.25. Two pre-relaxations and two post-relaxations are employed in this section, and we
use a maximum of 13 levels, which implies (213 − 1)2 = 81912 = 67, 108, 864 unknowns on
the finest level. We use double precision floats, which are 8 bytes each. For each level there
are 3 pre-allocated arrays: current estimation, right-hand side, and temporary values.
Figure 3.1(a) shows the mean measured times for one cycle with κ = 1, 2, 3, 4 and κ =∞,
for 4-13 levels. The vertical lines in the graph show where the operation times become equal
to the overhead times, referred to as “turning points” below.
3.2. Estimating the model parameters. In order to approximate the constants c1 and c2
in our system (3.1), the simple least-squares problem (3.2) is solved for c1 and c2.
(c1, c2) = argminc˜1,c˜2
∑
κ=1,2,3,4,∞
13∑
n=4
(c˜1 ·NgpuCalls(κ, n) + c˜2 ·Nops(κ, n)− T (κ, n))2, (3.2)
where T (κ, n) is the measured time for one κ-cycle (averaged over 200 runs), NgpuCalls is
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the number of GPU kernel launches in one cycle, and Nops(κ, n) is proportional to the total
number of memory accesses. (The exact number depends on the number and type of the
relaxations and other factors, which we assume to be constant and represented in c2). They,
in turn, are proportional to the number of unknowns. NgpuCalls and Nops are computed
according to table 3.3. In our main test system, the values of c1 and c2 were found to be
c1 = 2.48 · 10−3 ms, c2 = 1.18 · 10−6 ms. These two model parameters suffice to predict fairly
accurate run-times for any κ and problem size, as seen in Figure 3.1(b-f).
Actual mean run-times for a single cycle with κ = 1, 2, 3, 4,∞, are shown in black in
Figure 3.1(b-f). The times predicted by (3.1) are plotted in blue. All graphs use the values
of c1 and c2 as stated above. The red curves show the call cost component of (3.1), while the
green curve shows the computation cost component, hence, the blue curve is the sum of the
red and the green curves. As the number of levels n increases, the cost of operations grows
faster than the cost of calls, so for larger κ’s the operation costs catch up with the overhead
at larger problems (at the so-called turning point, where the green and red curves cross in
Figure 3.1). This is due to the fact that larger κ implies more calls at coarse levels.
3.3. Values for NgpuCalls and Nops in our implementation. There are 5+ν GPU kernel calls
per cycle routine call, where ν = ν1 + ν2 is the total number of relaxations, except at the
coarsest level, where there is one GPU kernel launch:
v` ← κ-cycle(v`, f `, A`, `, κ)
1 If ` == n (coarsest level), solve A`v` = f ` and return. - 1 kernel launch on coarsest level
2 Relax ν1 times on A
`u` = f ` with initial guess v`. - ν1 kernel launches
3 f `+1 ← Restrict(f ` −A`v`). - 2 kernel launches: 1 residual + 1 restrict
4 v`+1 ← 0. - 1 kernel launches: make the vector zero
5 v`+1 ← κ-cycle(v`+1, f `+1, A`+1, `+ 1, κ).
6 If κ > 1
v`+1 ← κ-cycle(v`+1, f `+1, A`+1, `+ 1, κ− 1).
7 v` ← v` + Prolong(v`+1). - 2 kernel launches: 1 prolong + 1 vector addition
8 Relax ν2 times on A
`u` = f ` with initial guess v`. - ν2 kernel launches
Algorithm 4: Kernel launches in the κ-cycle
The number of GPU kernel launches per cycle is calculated as shown in Table 3.3.
Regarding Nops, the last level in our tests has only one unknown (N1 = 1). Therefore,
Pκ,c(n) is negligible compared to f(κ, c)CNn in (2.2), and we can use (2.4). Also, when using
standard coarsening for 2D problems, the coarsening factor is very close to c = 0.25. Using
c = 0.25 in (2.4) yields:
Nnops(κ, 0.25) = f(κ, 0.25)CNn = (3.3)
1
1− 2 · 0.25
[
1−
(
0.25
1− 0.25
)κ]
CNn = 2
(
1− 1
3κ
)
CNn .
3.4. Calculating the turning point. The problem size at the turning point, where the
overhead time and computation time are equal, is denoted Ntp. This notion is relevant
because the number of operations grows linearly with the number of unknowns, hence, much
faster than the growth due to calls (compare the slopes of the red and green curves in
13
(a) Measured times for κ-cycles on the GPU. (b) V -cycle times and predictions.
(c) F -cycle times and predictions. (d) κ-cycle times and predictions for κ = 3.
(e) κ-cycle times and predictions for κ = 4. (f) W -cycle times and predictions.
Fig. 3.1. Measured and predicted run-times per cycle for κ = 1, 2, 3, 4,∞. The vertical lines in panel (a) show the turning
points, where red and green curves cross in panels (b)-(f).
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Table 3.1
The approximate turning point and corresponding unrounded finest level
κ ntp Ntp
1 (V -cycle) 8.2 80,000
2 (F -cycle) 9.1 320,000
3 10.0 1,000,000
4 10.7 2,700,000
∞ (W -cycle) 12.4 28,000,000
Table 3.2
Relative run-time prediction errors
κ \ n 4 5 6 7 8 9 10 11 12 13
1 -1.19% -6.78% -15.53% -4.66% -4.28% -1.68% -3.64% -1.96% 1.55% 1.42%
2 -7.94% 1.46% -9.30% -2.97% -0.80% 0.05% -2.19% -5.14% -0.50% 0.90%
3 -14.98% 1.42% 1.91% 2.56% -2.13% -1.35% -2.33% -5.94% -2.18% -0.12%
4 8.37% -8.01% 1.22% 4.39% -0.49% 0.08% -0.72% -5.28% -4.38% -1.02%
∞ 5.24% 5.40% 4.00% 5.67% 3.61% 3.21% 1.07% -0.62% 0.12% 0.30%
Figure 3.1). The turning point, where the green and red curves cross each other, provides an
indication of the approximate problem-size for which the κ-Cycle enjoys its maximal relative
advantage in terms of run-time, compared to the cycle obtained when κ is increased by one.
Evidently, the turning point does not depend on c1 and c2 separately, but rather only on
their ratio:
c1 ·NgpuCalls = c2 ·Nops => Nops = c1
c2
·NgpuCalls (3.4)
For the values c1 = 2.48 · 10−3, c2 = 1.18 · 10−6 of our system, Ntp and corresponding
(unrounded) finest levels for various κ’s are shown in table 3.1. Details on how we calculate
these numbers are shown in the appendix.
We find that when there are up to 107 unknowns (12 levels or less), most of the run-time
of a W-Cycle is spent on overhead. In a V-cycle, in contrast, about 105 unknowns (9 levels)
are sufficient for the calculation time to exceed the overhead time.
3.5. Relative prediction errors. Table 3.2 shows the relative errors of the model when
compared to actual mean run-times. It can be seen that the relative prediction errors are
just a few percent, and are especially accurate for relatively large run-times. We explain
the somewhat lower accuracy for shorter runs by noticing that for seven levels or less the
required data fit entirely into the GPU cache: the GPU in our main system has L2 cache
of 1.5MB, and the amount of memory required is about 3 · 8 · 4Nlevels bytes (about 4Nlevels
doubles per array, 3 arrays per level, 8 bytes per double). This causes the execution of the
kernels to become very fast, and the required time is dominated by the kernel overhead. The
proposed model does not account for this phenomenon, but in big problems this has a small
effect on the overall time.
4. Numerical Results. In this section we report some practical tests and results in greater
detail. The run-time per cycle is monotonically increasing with κ (until κ = n, as from there
on the κ-cycle coincides with the W -cycle). However, a larger κ typically results in faster
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Table 3.3
Notation and formulas
Symbol Meaning Formula
n / Nlevels number of levels
N / Nunknowns number of unknowns on the finest level (2
Nlevels − 1)2
κ cycle counter
levelCalls(κ, `) number of routine calls on level ` per cycle
∑min(κ−1,`−1)
j=0
(
`−1
j
)
totalCalls(κ, n) number of routine calls per cycle
∑min(κ,n)
j=1
(
n
j
)
C(κ) see formula 2
(
1− 13κ
)
ν number of relaxations per routine call ν1 + ν2
NgpuCalls number of GPU kernel (5 + ν) · totalCalls(κ, n− 1)+
launches per cycle totalCalls(κ, n)− totalCalls(κ, n− 1)
Nops measure for the total amount of operations Nunknowns · 2
(
1− 13κ
)
done by the GPU in one cycle (see formula)
convergence per cycle. Thus, there is a tradeoff in selecting κ, and the optimal choice is
problem-dependent and system-dependent. To demonstrate the potential of the κ-cycle, we
test our algorithms on a 2D rotated anisotropic diffusion problem, on a square domain Ω
and with Dirichlet boundary conditions:
−uxx − uyy = f(x, y) , (x, y) ∈ Ω ,
u = g(x, y) , (x, y) ∈ ∂Ω ,
discretized on a square equi-spaced grid, where 0 <  ≤ 1 is a parameter, and the coordinates
(x, y) form an angle φ with the grid-lines. This problem is challenging for standard geometric
multigrid with simple (non-Galerkin) coarsening when  is small and the coordinates are not
aligned with the grid, e.g., for φ = pi/4, which is our choice in these tests (see, e.g., [14]).
We use the following nine-point stencil discretization:
1
2
(1− )CS −(C2 + S2) −1
2
(1− )CS
−(C2 + S2) 2(1 + ) −(C2 + S2)
−1
2
(1− )CS −(C2 + S2) 1
2
(1− )CS
where C = cos(φ), S = sin(φ).
Two types of solvers are tested, one using a stand-alone κ-cycle (which includes the
V -cycle, F -cycle and W -cycle as special cases), and the other using Conjugate Gradi-
ents, preconditioned by a single κ-cycle per iteration. Optimally damped Jacobi is used
for relaxation. We apply two pre-relaxations and two post-relaxations, because this gives
better times than other configurations with equal number of pre-relaxations and post-
relaxations. As in the previous section, we use a maximum of 13 levels, which result in
(213 − 1)2 = 81912 = 67, 108, 864 unknowns on the finest level. All the computations are
performed on a system with an NVIDIA GTX 1060 GPU, having 1280 cores and a peak
theoretical memory bandwidth of 192 GB/s. This would allow the GTX 1060 a through-
put of 1280 arithmetic instructions per GPU clock cycle, if the instructions we used were
for single precision floats. However, the throughput for double precision1 floats is only 40
1Double precision is required for obtaining accurate solutions in large problems of this type.
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Table 4.1
Stand-alone multigrid with κ(2, 2)
κ Total time(ms) Relative total time Average time(ms) #cycles
1 (V -cycle) 182,216 4.2891 26.3737 6909
2 (F -cycle) 52,080 1.2259 37.1208 1403
3 28,863 0.6794 44.3368 651
4 26,356 0.6204 53.2458 495
∞ (W -cycle) 42,483 1.0 90.3901 470
Table 4.2
Conjugate Gradients preconditioned by a κ-cycle (MGCG)
κ Total time(ms) Relative total time Average time(ms) #iterations
1 (V -cycle) 9014.26 1.7130 47.6945 189
2 (F -cycle) 5262.20 1.0 59.1258 89
3 4252.51 0.8081 67.5002 63
4 4294.20 0.8160 76.6821 56
∞ (W -cycle) 6142.23 1.1672 113.7450 54
instructions per clock cycle on the GTX 1060 (see cuda site, specially [7] and [8]). Indeed,
the throughput for doubles in most GPUs currently in use is much smaller than their float
throughout. However, the impact of this in our implementation seems to be small, because
in our tests the memory bandwidth is the bottleneck (so long as the required data size is
above the 1.5MB L2 cache of the GPU). Still, the double precision floats, as their name
implies, require double the memory bandwidth compared to single precision floats, and the
time for the arithmetic instructions may still impact the overall time. We remark that the
cycle time may be improved by using a hybrid program, as recommended by [10]. A few
coarsest levels of the cycle are run on the CPU, and finer levels are run on the GPU. Here,
however, we use only the GPU for the computations. This is done for obtaining a clean
demonstration of our results, and is also justified by the fact that if current trends continue,
the added value of using CPU is likely to greatly diminish over time. Indeed, the advantage
of a hybrid program already seems to be small in our implementation, probably because the
time needed for copying the data to CPU memory is already close to the time needed for
running the coarser levels on the GPU.
Figure 4.1 shows the total run-times for reducing the L2 error norms by a factor of 10
8
for  ∈ {10−5, 10−4, 10−3, 10−2, 10−1, 1}, using 9 levels (“small” problem with about 260K
variables on the finest grid) and 13 levels (“large” problem with about 67M finest-grid
variables). Here, the κ-cycle is used as a stand-alone solver. For  = 1 this is the simple
Poisson problem, and the V -cycle yields the minimal run-time. As  is decreased, the problem
becomes more challenging, especially the large problem, and the V -cycle loses its efficiency
because of the fast deterioration in its convergence factor. Still, the W -cycle, which has the
best convergence factor, is expensive. For the small problem, the F -cycle becomes the most
efficient for  ≤ 0.01. For the large problem, however, larger κ values are optimal once 
drops below 0.01, and κ = 4 becomes the optimal parameter for smaller  values.
Table 4.1 shows the total run-times for reducing the L2 error norms by a factor of 10
8
for  = 0.0001 using 12 levels (about 17M finest-grid variables), where κ-cycle is used as
a stand-alone solver. These parameters result in a challenging problem, and we clearly see
17
Fig. 4.1. Solve run-times
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the tradeoff here, with the required number of cycles decreasing as κ increases, but the
average time per cycle increasing significantly. In terms of total run-time, the best tradeoff
is provided for κ = 4, with κ = 3 close behind.
Table 4.2 shows run-times for the case where the κ-cycle is used as a preconditioner for
Conjugate Gradients (called MGCG in [11]). As expected, this yields a much more efficient
solver than the stand-alone κ-cycle. We see once again that setting κ to 3 or 4 yields superior
run-times, this time with κ = 3 in the lead.
Note that the damped Jacobi relaxations are symmetric, and the same number of re-
laxations is done before and after the recursive calls. Also, the full-weighting restriction
operator is the adjoint of the bi-linear prolongation operator. As proved in [11], these condi-
tions are sufficient for the matrices of a V -cycle and a W -cycle to be symmetric and positive
definite, when the start guess is zero, and therefore they are valid preconditioners for Conju-
gate Gradients. For values of κ other than 1 and ∞ the cycle is not symmetric (the F -cycle
is described as “not a valid preconditioner” in [12]). Still, the MGCG algorithm converges
in all the tests we checked, and, as in the example above, asymmetric κ-cycles can be better
preconditioners than both V -cycles and W -cycles.
The values of c1 and c2 are system dependent. For larger ratios
c1
c2
, the importance of
smaller κ’s is more significant, because Nops does not change much for various κ values,
whereas the change in NgpuCalls may be huge, as can be inferred from table 3.3.
5. Conclusions and further research. In this work, we have presented a new simple fixed
recursive structure for multigrid algorithms, yielding a family of multigrid cycles governed by
a cycle counter κ. We have derived theoretical complexity results for this algorithm, devel-
oped tools for practical prediction of run-time, and have demonstrated the new structure’s
utility in numerical tests, showing cases where the κ-cycle is more efficient than any one
of the cycles in common use. We aim to expand these tests, exploring other problems and
other computing platforms, with the aim of discovering regimes where even more significant
improvement may be obtained. One such platform may be a distributed system with mul-
tiple connected computers. Also, a run-time model very similar to the one we have shown
for a GPU system can be tested for a distributed system and other computing platforms.
Finally, the κ-cycle should also be tested for more complex problems that are more practical
for real world applications, including Algebraic Multigrid for unstructured problems with
non-constant coarsening ratio and operator-complexity.
A particular case where the advantage of the κ-cycle over other fixed recursive strategies
may be significant is the case of semi-coarsening in 2D. A W-cycle then requires O(n log n)
operations, while the κ-cycle complexity remains O(n).
6. Appendix. We wish to estimate the number of levels, n, where the computation cost
matches the call cost, i.e., the turning point. For a given κ,
c1 ·NgpuCalls = c2 ·Ncomp = c2 · C(κ) · (2n − 1)2 .
Hence,
n = log2
(
1 +
√(
c1
c2
· NgpuCalls
C(κ)
))
,
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where, for coarsening factor 0.25, C(κ) = 2
(
1− 1
3κ
)
depends only on κ, andNgpuCalls depends
on κ and n, but does not depend on c1 or on c2. This last equation can be used to iteratively
solve the problem and find the number of levels (and the number of unknowns). We have
initialized n to 2 found that 20 iterations suffice for converging to ntp.
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