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Колокація – словосполучення, що має ознаки синтаксично та семантично 
цілісної одиниці, у якій вибір одного із компонентів здійснюється за змістом, а 
вибір другого залежить від вибору першого [1]. 
Колокації, на відміну від окремих слів, яким властива багатозначність та 
синонімічність, містять у собі більш конкретну семантичну інформацію, тому їх 
автоматичне визначення є актуальним завданням у галузі автоматичної обробки 
природної мови. 
Ідентифікація колокацій у тексті базується на виявленні синтагматичних 
відношень у природній мові. У цьому напрямку існують два основних підходи 
до вивчення синтагматичних відношень. Широко розповсюдженим є синтакси-
чний підхід, у якому сполучуваність колокатів визначається їх сумісністю у 
словосполученні та/або конкретною синтаксичною моделлю. Цей підхід базу-
ється на використанні синтаксичних аналізаторів (парсерів), які допомагають 
встановити зв’язки між словами у реченні. Другий підхід, що полягає у вияв-
ленні статистичних закономірностей при побудові тексту, називається стати-
стичним. В основі статистичного апарату виявлення колокацій лежать так звані 
«міри асоціації», які є показником сили синтагматичного зв’язку між елемента-
ми колокацій [2]. 
На основі цих підходів застосовують наступні методи визначення сино-
німів та синонімічних колокацій:  
 вимірювання семантичної подібності між парами слів через аналіз ре-
зультатів запитів у пошуковій web-системі [3]; 
 математичний аналіз слів та їх тлумачень у одномовному словнику;  
 визначення подібності слів за допомогою Dice measure [4]; 
 вимірювання подібності слів через математичне визначення подібності 
їх перекладів;  
 виявлення синонімічних колокацій на основі порівняння їх перекла-
дів [5];  
 знаходження перефразувань за подібними фрагментами речень [6];  
 аналіз корпусу паралельних перекладів англійських текстів за допомо-
гою математичного визначення подібності контексту [7];  
 формалізація поняття семантичної еквівалентності колокацій засобами 
семантичної та граматичної характеристик колокатів [8].  
Більшість з вищенаведених методів характеризуються тим, що для кожної 
мовної одиниці будується вектор, значення якого характеризують міру семан-
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тичної близькості. Однак аналіз існуючих методів показав, що для більш точно-
го визначення семантично близьких мовних одиниць необхідне комплексне ви-
користання підходів і методів. 
В роботі для виявлення семантично близьких колокацій англійської мови 
було використано логіко-лінгвістичну модель автоматичної ідентифікації сема-
нтичної подібності колокацій, що базується на застосуванні методів штучного 
інтелекту та множини граматичних і семантичних характеристик для формалі-
зації мовних одиниць [8].  
На основі досліджуваної моделі були розроблені наступні правила фор-
мування колокацій англійської мови: 
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де xі – головне слово колокації; yі – залежне слово колокації; граматичними ха-
рактеристиками є: aNoun Sub Pl – іменник множини, суб’єкт; aNoun Sub Sing – іменник 
однини, суб’єкт; aNoun Obj – іменник, об’єкт; aAdj Att – прикметник, атрибутивний; 
a
Adj Pr – прикметник, предикативний; aVerb – дієслово множини; aVerb+s/es – дієсло-
во однини; та семантичні характеристики: cxі
Ag – агенс; cyі
Att – атрибут; cyі
Pac – 
пацієнс. 
В результаті визначення множини семантико-граматичних характеристик 
колокатів було розроблено наступний алгоритм автоматичного формування се-
мантично близьких колокацій.  
На першому етапі, після того як користувач вводить колокацію, програма 
виконує пошук її колокатів у базі даних. У разі знаходження введених користу-
вачем колокатів за внутрішнім зв’язком у базі даних визначаються синоніми до 
кожного (головного та залежного) слова вхідної колокації.  
Наступним кроком є перевірка відповідності граматичних та семантичних 
характеристик між колокатами введеної користувачем колокації та знайденими 
синонімами. За умови успішної перевірки програма будує синонімічне словос-
получення згідно розроблених правил (формул). 
Наприклад, семантична еквівалентність колокацій: a baud rate   
  a transfer speed  a speed of transfer визначатиметься згідно формули 1, а та-
ких колокацій як to store data  to keep information – згідно формули 3. 
Таким чином, у результаті розроблена програма відображає семантично 
близькі колокації англійської мови. 
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