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Abstract: Several efforts were made in the existing solutions to identify a successful packet classification 
solution. A variety of decision-tree-based packet classification algorithms were analysed in our works. 
Earlier decision tree algorithms chooses field as well as number of cuts based on a nearby optimized 
decision, which compromises search speed as well as memory requirement. Algorithms of decision tree 
make possible maximum priority match and multi-match packet classification. New applications of 
networks have demanded a multi-match packet classification in which the entire matching results along 
with highest-priority matching rule have to be returned and it is essential to discover competent 
algorithms to resolve classification problems. A new resourceful packet classification algorithm was 
introduced in our work named as boundary cutting. Mainly conventional applications of packet 
classification necessitate the maximum priority matching. The algorithm that was introduced has two 
principal advantages. Boundary cutting of projected algorithm is more effectual than that of earlier 
algorithms as it is based on rule boundaries to a certain extent than permanent intervals thus, amount of 
necessary memory is considerably reduced. Although boundary cutting loses indexing capability at 
internal nodes binary search recommend better-quality search performance. 
Keywords: Decision tree algorithms, Packet classification, Boundary cutting, Priority matching, Binary 
search. 
I. INTRODUCTION 
Classification of packet is an important function 
providing value-added services in Internet routers. 
Multi match classification notion is fetching an 
important research item because of rising need for 
network protection, for instance network intrusion 
detection systems and worm detection [1]. Usage of 
a high bandwidth and a tiny on-chip memory 
whereas rule database for packet classification 
resides in slower as well as superior capacity off-
chip memory by appropriate partitioning is 
enviable. The amount of memory necessary to 
accumulate packet classification table must be 
considered. Performance metrics in support of 
packet classification algorithms mainly comprise 
processing speed, while packet classification has to 
be carried out in wire-speed for each incoming 
packet. Processing speed is assessed by means of 
number of off-chip memory accesses necessary to 
find out class of a packet since it is the slowest 
procedure in packet classification. Our study 
analyzes a variety of decision-tree-based packet 
classification algorithms. Previous decision tree 
algorithms for instance HiCuts as well as Hyper 
Cuts select field as well as number of cuts based on 
a nearby optimized decision, which compromises 
search speed as well as memory prerequisite. This 
procedure requires a reasonable amount of pre-
processing, which involves complex heuristics 
associated to each given rule set [2]. If a decision 
tree is appropriately partitioned with the intention 
that the internal tree nodes are accumulated in an 
on-chip memory and a huge rule database is 
accumulated in an off-chip memory, decision tree 
algorithm can make available extremely high-speed 
search performance. Decision tree algorithms 
obviously facilitate highest-priority match and 
multi-match packet classification. Innovative 
network applications have in recent times 
demanded a multimatch packet classification in 
which the entire matching results along with 
highest-priority matching rule have to be returned. 
It is essential to discover competent algorithms to 
resolve classification problems. In our work a novel 
system of packet classification on basis of 
boundary cutting was put forward which finds out 
space that each rule performs cutting consistent 
with space boundary. 
II. OVERVIEW OF EARLIER DECISION 
TREE ALGORITHMS 
A lot of architectures have been projected to 
identify a successful packet classification solution. 
For the most part of conventional applications of 
packet classification necessitate the maximum 
priority matching. Each rule describes a hypercube 
which is five-dimensional in space of five-
dimensional, and every packet header describes a 
point within the space. The HiCuts algorithm 
recursively cuts space into subspaces by means of 
one dimension for each step which ends up with 
less overlapped rule hypercube that permit for a 
linear search. In building of a decision tree of the 
HiCuts algorithm, a huge number of cuts consume 
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additional storage, and a little number of cuts 
causes slow search performance. It is challenging 
to stabilize storage prerequisite as well as the 
search speed. The HiCuts algorithm employs two 
parameters such as a space factor (spfac) as well as 
threshold (binth), in tuning heuristics, which trade 
off depth of decision tree against memory quantity. 
Space measure, is used to determine number of cuts 
for selected field and the binth is a predetermined 
number of rules built-in leaf nodes of decision tree 
intended for a linear search. HyperCuts algorithm 
considers numerous fields at a time [3][4]. 
Compared to the HiCuts algorithm, decision tree of 
HyperCuts algorithm usually contain a smaller 
depth since numerous fields are used at same 
instance in a particular internal node. As HyperCuts 
algorithm normally incurs substantial memory 
transparency evaluated to HiCuts algorithm, quite a 
lot of techniques have been projected to improve 
the algorithm. Both of these algorithms necessitate 
a stopping situation other than the binth to be 
functional towards multimatch classification 
difficulty. Cutting in projected algorithm is based 
on disjoint space covered by every rule therefore; 
packet classification table by means of projected 
algorithm is deterministically constructed and does 
not necessitate the complex heuristics used by 
previous decision tree algorithms.  
III. AN OVERVIEW OF PROPOSED 
SYSTEM 
New proficient packet classification algorithm by 
means of boundary cutting is projected which finds 
out space that each rule performs cutting consistent 
with space boundary. Hence, cutting in projected 
algorithm is deterministic to a certain extent than 
involving difficult heuristics, and it is more 
effectual in providing enhanced search performance 
and more competent in memory requirement. 
HiCuts and HyperCuts algorithms carry out cutting 
based on a fixed interval, and hence partitioning is 
unsuccessful in dropping the number of rules that 
belong to a subspace. In our work we put forward a 
deterministic cutting algorithm on basis of each 
rule boundary, named as boundary cutting (BC) 
algorithm. When the cutting of a prefix plane 
consistent with rule boundaries is carried out, 
starting and ending boundaries of each rule are 
used for cutting, however cutting by either is 
enough as decision tree algorithms usually search 
for a subspace in which an input packet belong and 
headers of specified input are evaluated for entire 
fields to rules belonging to subspace. The cuts at 
each internal node of boundary cutting decision 
tree do not contain permanent intervals. 
Consequently, at each internal node of tree, a 
binary search is necessary to find out proper edge 
to follow for a specified input. The algorithms of 
decision tree including boundary cutting algorithm 
utilize binth to find out whether a subspace should 
turn into an internal node or else a leaf node. If the 
number of rules built-in within a subspace is more 
than binth, subspace turn into an internal node; if 
not, it turn into a leaf node. In boundary cutting 
algorithm, if a subspace turn into an internal node, 
each starting boundary of rules incorporated in 
subspace is employed for cutting [5]. The projected 
algorithm has two most important advantages such 
as boundary cutting of projected algorithm is more 
effectual than that of earlier algorithms as it is 
based on rule boundaries to a certain extent than 
permanent intervals. Hence, amount of necessary 
memory is considerably reduced. Second, even 
though boundary cutting loses indexing capability 
at internal nodes binary search recommend better-
quality search performance [6]. 
 
Fig1: An overview of average number of memory 
access at internal nodes. 
IV. CONCLUSION 
In recent times, multi match classification is 
fetching an important research item because of 
rising need for network protection. Pioneering 
network applications have demanded a multi-match 
packet classification in which the entire matching 
results along with highest-priority matching rule 
have to be returned and it is essential to discover 
competent algorithms to resolve classification 
problems. In our work an effective algorithm of 
packet classification based on boundary cutting was 
put forward. Our study has analyzed a number of 
decision-tree-based packet classification 
algorithms. The projected algorithm has two 
benefits such as boundary cutting algorithm is more 
effectual than that of earlier algorithms as it is 
based on rule boundaries to a certain extent than 
permanent intervals hence for this reason amount 
of necessary memory is considerably reduced. 
While boundary cutting loses indexing capability at 
internal nodes binary search advise advanced 
search performance. HiCuts as well as HyperCuts 
algorithms perform cutting based on a fixed 
interval, and hence partitioning is ineffective in 
dropping the number of rules that belong to a 
subspace.  Cutting in proposed algorithm is 
deterministic to a certain extent than involving 
difficult heuristics, and it is more effectual in 
providing enhanced search performance and more 
competent in memory necessity. It is based on 
disjoint space covered by every rule therefore; 
packet classification table by means of projected 
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algorithm is deterministically constructed and does 
not necessitate the complex heuristics used by 
previous decision tree algorithms. 
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