ABSTRACT Background subtraction, or foreground detection, is a challenging problem in video processing. This problem is mainly concerned with a binary classification task, which designates each pixel in a video sequence as belonging to either the background or foreground scene. Traditional approaches for tackling this problem lack the power of capturing deep information in videos from a dynamic environment encountered in real-world applications, thus often achieving low accuracy and unsatisfactory performance. In this paper, we introduce a new 3-D atrous convolutional neural network, used as a deep visual feature extractor, and stack convolutional long short-term memory (ConvLSTM) networks on top of the feature extractor to capture long-term dependences in video data. This novel architecture is named a 3-D atrous ConvLSTM network. The new network can capture not only deep spatial information but also long-term temporal information in the video data. We train the proposed 3-D atrous ConvLSTM network with focal loss to tackle the class imbalance problem commonly seen in background subtraction. Experimental results on a wide range of videos demonstrate the effectiveness of our approach and its superiority over existing methods.
I. INTRODUCTION
Separating moving foreground objects from stationary background images in a video sequence captured by static or moving cameras has been an important problem in computer vision [1] . It finds many applications such as video surveillance, traffic monitoring and motion detection. In these applications, most video data collected by the cameras consist of a huge amount of redundant information. On the other hand, users are only interested in a small piece of the video data that contain useful information such as human activity, car motion, and so on. A popular technique for tackling this computer vision problem is background subtraction, which aims to separate moving objects from the relatively static background scene. Specifically, background subtraction, also known as foreground detection, is a binary classification task, which designates each pixel in the video sequence as belonging to either the background or foreground scene [2] , [3] . This task has been extensively studied in the past. An earlier method was to use Gaussian mixture models (GMMs) to construct the background model and designate each pixel as foreground or background [4] . Probability distributions were adaptively updated using an EM algorithm. Several improved GMMs were later proposed to enhance classification accuracy [5] - [7] .
Robust principal component analysis (RPCA) [8] was another popular approach for background subtraction. It was based on [9] , which considered video frames as a combination of backgrounds, foregrounds and noise. Several variations of the RPCA method were adopted to construct the background model. For example, Zhou et al. [10] developed Decolor, which employed RPCA and a Markov random field (MRF) for foreground detection. Feng et al. [11] introduced online-RPCA (ORPCA); Shakeri and Zhang [12] used ORPCA and Decolor together. There have also been fuzzy [13] - [15] and statistical methods [16] , [17] for background subtraction. Several hybrid approaches, such as IUTIS-3 and IUTIS-5 [18] , were proposed to combine these methods and run a genetic algorithm on them to select the best combination of the methods. Braham et al. [19] presented a semantic background subtraction method to reduce false positives.
One weakness of the above traditional methods is that they are unable to learn latent feature representations of the background model, and hence are insufficient to handle realworld situations. Recently, some researchers approached the background subtraction problem using deep learning, as deep learning achieved good results in many areas [20] - [23] . For example, Braham and Van Droogenbroeck [2] , and later Babaee et al. [3] , proposed convolutional neural networks (CNNs) [24] to solve the background subtraction problem. They adopted a fixed background model, which was generated from a temporal median operation over N video frames. A scene-specific CNN was trained with corresponding image patches from the background images, video frames and ground truth pixels. Then, a patch around each pixel was fed to the CNN and a score was calculated, which determined the label of the pixel. Wang et al. [25] proposed a cascade CNN model, which was based on a multi-scale convolutional neural network. It used several video frames as input, and the data were run through networks of different scales. The results were then combined together to make predictions. These authors reported that deep learning yields a better result than the traditional methods, as deep learning can capture latent feature representations from the background model.
However, there still exist insufficiencies in the existing deep learning systems. First, some of these systems [2] , [25] are scene-specific; they require training samples from specific evaluation data, which may not be available in certain situations. Second, some of the systems [3] only use a small patch around each pixel as input to the CNN, without taking into consideration the whole frame. Third, many of the existing systems [2] , [3] , [25] require pre-or post-processing of the data, and hence are not based on an end-to-end learning framework. These existing systems often use 10 frames as input to their CNN model; none of them consider long-term dependencies of the input video sequences.
In this paper, we propose a new approach for background subtraction to address the above insufficiencies. The major contributions of our work include:
• a new 3D atrous convolutional neural network (CNN) able to learn deep spatial-temporal features without losing resolution information;
• a new deep learning model combining our 3D atrous CNN with two convolutional long short-term memory (ConvLSTM) networks;
• training the new deep learning model, named a 2-level 3D atrous ConvLSTM network, with focal loss [26] to tackle the class imbalance problem in which the number of pixels belonging to the background scene is much larger than the number of pixels belonging to the foreground scene. By combining our 3D atrous CNN with two ConvLSTM networks, we can learn both short-term and long-term spatialtemporal information of the input video data. Furthermore, we employ a completely end-to-end framework that doesn't require any pre-or post-processing of the data. Our experimental results show that the proposed deep learning model is more accurate than existing methods.
The rest of this paper is organized as follows. Section II formalizes the problem studied here and details our approach for tackling this problem. Section III reports experimental results, evaluating the performance of our approach and comparing it with existing methods. Section IV concludes the paper and points out some directions for future research.
II. THE PROPOSED APPROACH A. PROBLEM FORMULATION
The background subtraction problem addressed in this paper is formally defined as follows. Given is a sequence of frames or images (F 1 , F 2 , . . . , F n ) of resolution N ×M , where each frame F k , 1 ≤ k ≤ n, is a matrix of N columns and M rows of pixels. Our goal is to derive a sequence of binary masks ( In order to capture both the spatial and temporal information in a video sequence without losing resolution, we propose to use a technique called 3D atrous convolution. This technique is an enhancement of two previous methods: 3D CNNs [27] and atrous convolution [28] .
2D convolution has been frequently used in image processing. It is powerful in extracting spatial information from an image. However, in computer vision and video processing, 2D convolution is insufficient as it does not consider the temporal information encoded in multiple contiguous frames. To effectively incorporate the temporal information into video processing, Ji et al. [27] proposed 3D CNNs and applied them to human action recognition.
On the other hand, while the encoder-decoder model [29] is effective in image segmentation, the multiple combination of max-pooling layers significantly reduces the spatial resolution of the resulting feature maps, causing the loss of spatial information about an image. Even though transposed convolution [29] , [30] can recover the spatial resolution, it cannot restore the lost information about the image. To solve this problem, Chen et al. [28] used atrous convolution for image segmentation without losing spatial resolution where the term ''atrous convolution'' means convolution with upsampled filters.
The reason why we need atrous convolution in the time domain, besides the spatial domain, is that we want to have a larger view from the time domain. Consider movements that are not significant in just a few frames but become significant in a larger range of frames. Under this circumstance, a larger view from the time domain can help us identify those movements. Traditional convolution with a huge kernel is unrealistic here as it requires a large number of parameters. Therefore, we propose to use 3D atrous convolution in our network, which works as follows. VOLUME 6, 2018 We define the value at (x, y, z) on the jth feature map in the ith layer, denoted v xyz ij , given kernel size (P i , Q i , R i ) of atrous rate (s, t), as follows: is the weight at the position (p, q, r) of the kernel connected to this jth feature map, and P i , Q i , R i are the height, width and length of the kernel, respectively. The atrous rate (s, t) in (2) corresponds to the stride with which we sample the input signal; this sampling is equivalent to convolving the input with upsampled filters produced by inserting s−1 zeros and t − 1 zeros between two consecutive filter values along each spatial dimension and temporal dimension respectively, as illustrated in Fig. 1 . In Fig. 1 , the kernel size is (3, 3, 3) , which is represented by 3 blue rectangles at top, 3 blue rectangles in the middle and 3 blue rectangles at bottom in each of the 1st, 3rd, and 5th gray rectangles in the bottom row of Fig. 1 . The atrous rate (s, t) = (2, 2) is shown as follows. The space between two blue rectangles inside each of the 1st, 3rd, and 5th gray rectangles in the bottom row of Fig. 1 represents that s − 1 = 2 − 1 = 1 zero is inserted between two consecutive filter values along each spatial dimension. The 2nd and 4th gray rectangles in the bottom row of Fig. 1 represent that t − 1 = 2 − 1 = 1 zero is inserted between two consecutive filter values along each temporal dimension.
2) THE CNN ARCHITECTURE Fig. 2 illustrates our proposed 3D atrous CNN architecture. This CNN consists of 10 layers, with the first and the last as the input and output layer. For each time step t, the CNN takes as input a sequence of 2k frames (F t−k , . . . , F t+k−1 ) where k is set to 6. In order to have different temporal views of our data, we construct two parallel structures S 1 , S 2 in layers 2, 3, 4, represented by green and orange cubes respectively in Fig. 2 .
The first layer of the first structure S 1 focuses on local temporal information instead of the whole sequence of frames. We group 6 frames together with a stride of 3 and connect them to 3DC11, 3DC12, 3DC13 respectively. Here 3DC11 (3DC12, 3DC13, respectively) represents 3D atrous convolution in unit 1 (2, 3, respectively) of structure S 1 . Then 3DC11, 3DC12 are connected to 3DC14, and 3DC12, 3DC13 are connected to 3DC15. Specifically, we concatenate the fourth dimension of the output tensors of 3DC11 and 3DC12 to obtain a new tensor, which then runs through 3DC14. Similarly, we concatenate the fourth dimension of the output tensors of 3DC12 and 3DC13 to obtain a new tensor, which then runs through 3DC15. 3DC14 (3DC15, respectively) represents 3D atrous convolution in unit 4 (5, respectively) of structure S 1 . Finally 3DC14, 3DC15 are both connected to 3DC16, where 3DC16 represents 3D atrous convolution in unit 6 of structure S 1 . We apply a temporal atrous rate of 1 to the first structure S 1 .
The second structure S 2 is comprised of 3DC21, 3DC22, 3DC23 where 3DC21 (3DC22, 3DC23, respectively) represents 3D atrous convolution in unit 1 (2, 3, respectively) of structure S 2 . We group 12 frames together and connect these 12 frames to 3DC21. (For clarity, lines connecting the 12 input frames to 3DC21 are not shown in Fig. 2 .) 3DC21 is then connected to 3DC22, which is connected to 3DC23. In order to conduct a 'skip' view in our model, we apply a temporal atrous rate of 4 to the second structure S 2 .
The two parallel structures S 1 , S 2 are connected to 3DC31. We then apply 2D atrous convolution to eliminate the temporal dimension, and derive four 2D atrous convolution layers: 2DC1, 2DC2, 2DC3, 2DC4. Finally, the output is the probability mask of frame F t showing the probability of each pixel in the frame belonging to the foreground scene. In our model, we employ a dropout layer in every 2D atrous convolution layer, with a dropout rate of 0.3 to avoid overfitting.
The novelty of our proposed 3D atrous CNN architecture is that, in contrast to existing CNNs (e.g., [27] ), we apply two structures (streams) to the temporal dimension for generating feature maps. Our experimental results indicate that this architecture performs better than architectures using only one stream, S 1 or S 2 , for feature map generation.
C. OUR DEEP LEARNING MODEL 1) ConvLSTM NETWORK
In the past several years, the long short-term memory (LSTM) model, which is a special recurrent neural network (RNN) [31] , has been applied to sequence modeling, especially in learning long-term dependencies for speech recognition [32] , text generation [33] , video processing [34] , among others. LSTMs give solutions to the problems of vanishing and exploding gradients by incorporating memory states that enable the networks to learn whether to forget or update hidden states given new information.
In general, an LSTM unit includes a forget gate f , input gate i, output gate o, input modulation gate g, and memory FIGURE 2. Architecture of our feature extractor CNN, which has 10 layers. Layer 1 is the input layer. There are two parallel structures in layers 2, 3, 4 represented by green and orange cubes respectively to gain different temporal information. Their outputs are concatenated in 3DC31 in layer 5. 2D atrous convolution is applied to the remaining layers 6, 7, 8, 9 to eliminate the time dimension and perform image segmentation. Layer 10 is the output layer.
cell c. A drawback of LSTMs is that it is insufficient to capture spatial information. Shi et al. [35] developed convolutional LSTM (ConvLSTM) models to overcome this problem. The ConvLSTM updates for time step t are as follows [35] :
where σ is the logistic sigmoid function, * denotes the convolution operator, • denotes the Hadamard product, x t is the input vector, f t is the forget gate's activation vector, i t is the input gate's activation vector, g t is the input modulation gate's activation vector, c t is the cell state vector, o t is the output gate's activation vector, and h t is the hidden vector. The weight matrix subscripts are self-explanatory; for instance W hi is the hidden-input gate matrix. All the vectors and gates including x t , c t , h t , f t , i t , o t are 3D tensors whose last two dimensions are spatial dimensions. Notice that, here we treat a weight matrix as an image and treat the third dimension of a 3D tensor as multiple feature maps. Thus, the way in which a weight matrix convolves with a 3D tensor is the same as the way in which an image convolves with a kernel having multiple feature maps. ConvLSTMs can be adopted as building blocks for more complex neural network structures. Multiple levels can be created by using the output gate's activation vector of the ConvLSTM in level j − 1 as the input to the ConvLSTM in level j.
2) 2-LEVEL 3D ATROUS ConvLSTM NETWORK
Our deep learning model is constructed by stacking layers of ConvLSTMs above our feature extractor CNN. The rationale behind this design is that, although the 3D atrous CNN can capture deep spatial-temporal features and achieve good performance in background segmentation, CNNs in general only handle a short sequence of data. For example, Braham and Van Droogenbroeck [2] used 1 frame as input to their CNN networks to perform image segmentation. If the input of these CNN networks is a long sequence of data, the networks would not only suffer from too many parameters (which would consume too much memory), requiring long training and execution time, but also produce poor segmentation results.
To overcome these problems, we propose a new deep learning model, named a 2-level 3D atrous ConvLSTM network, by combining our 3D atrous CNN with ConvLSTMs where the 3D atrous CNN is effective in extracting spatialtemporal features without losing resolution information and ConvLSTMs are powerful in manipulating video sequences. Specifically, our model works by passing a sequence of input frames X t = (F t−k , ..., F t+k−1 ) through a pretrained feature extractor φ, which is our proposed 3D atrous CNN shown in Fig. 2 , to produce a fixed-size tensor φ(X t ). Here φ(X t ) represents the output tensor of the 2DC4 layer of our 3D atrous CNN (see Fig. 2 ). This computed tensor φ(X t ) then becomes part of the input of our ConvLSTMs. Multiple ConvLSTMs could be stacked on top of the feature extractor φ. ). The input of ConvLSTM 2 at time step t comprises the output of our feature extractor CNN (i.e., φ(X t )) and the output of ConvLSTM 1 (i.e., o 1 t ). The input of our feature extractor CNN comprises 12 frames as shown in Fig. 2 ; for clarity, only 4 frames are drawn here.
Algorithm 1 2-Level 3D Atrous ConvLSTM Network
Input: A sequence of frames (F 1 , F 2 , . . . , F n ). Output: A sequence of binary masks (Y 1 , Y 2 , . . . , Y n ).
1: for each time step t, 1 ≤ t ≤ n, do 2: Let X t be the sequence of 2k frames (F t−k , . . . , F t+k−1 ); 3: Our 3D atrous CNN takes X t as input and produces φ(X t ) as output; 
respectively). The algorithm compares each value in o 2
t , which is the output gate's activation vector of ConvLSTM 2 , with a user-determined threshold θ . (In this study, θ is set to 0.5.) If the value is greater than or equal to θ , then the value is replaced by 1; otherwise the value is replaced by −1. This yields a matrix Y t of 1s and −1s, where Y t is the binary mask produced by our algorithm for frame F t at time step t.
The novelty of the proposed deep learning model is that, unlike existing work [34] which combines a CNN with LSTMs, our model combines the proposed 3D atrous CNN with ConvLSTMs. Furthermore, we design a novel way of connections between the 3D atrous CNN and ConvLSTMs which is effective for the background subtraction task.
D. TRAINING WITH FOCAL LOSS 1) FOCAL LOSS
The background subtraction problem tackled here is an imbalanced classification problem in which pixels belonging to the background scene outnumber pixels belonging to the foreground scene. Many of the background pixels are very 'easy' to classify, which means that their impact on the loss function is small. However, when summed over a huge number of such easy samples, the small loss values can overwhelm the rare class (foreground). Following Lin et al. [26] , we apply the focal loss to our training procedure to handle the class imbalance problem. Let y ∈ {1, −1} specify the ground-truth class and let p represent our model's estimated probability for the class (foreground) with label y = 1. We define q as follows:
As in [26] , we incorporate a modulating factor (1 − q) γ to the cross entropy loss − log(q) with focusing parameter γ ≥ 0. Let α ∈ [0, 1] be a weighting factor for class 1 (foreground) and 1−α for class −1 (background). We adopt an α-balanced variant of the focal loss:
This is useful in our training process, particularly when we apply the focal loss to our 3D atrous CNN and ConvLSTMs with γ = 2 and α = 0.25.
2) TRAINING
As shown in Algorithm 1, at each time step t, our 2-level 3D atrous ConvLSTM network takes as input a sequence of 2k frames X t = (F t−k , . . . , F t+k−1 ). We choose k = 6 because 12 frames are sufficient to model short-term movement and meanwhile do not require too many parameters for the network. In dealing with videos of different resolutions, we resize the videos to a uniform resolution. Each video is a sequence of frames. We use the first eighty percent of the frames as training data and the last twenty percent of the frames as test data. The pixel values in each frame are normalized into decimal numbers between 0 and 1. We pretrain our 3D atrous CNN using the training data in the video dataset CDnet2014 [36] to be described in detail in Section III, and embed the pretrained CNN into the ConvLSTM models and train the entire 2-level 3D atrous ConvLSTM network again. The parameters of the pretrained CNN are tunable in our full network. Fine tuning these parameters helps improve our results.
III. EXPERIMENTS AND RESULTS
In this section, we describe implementation details of our proposed 2-level 3D atrous ConvLSTM network architecture. A series of experiments were conducted to evaluate the performance of the network architecture and compare it with existing methods. We first introduce the dataset used in the experiments, then show the configurations of the network architecture, define performance metrics and finally present experimental results.
A. DATASET
We used CDnet2014 [36] in our experiments. CDnet2014 is a video dataset for testing change detection algorithms. We resized the videos to a uniform resolution, namely 320 × 240.
B. CONFIGURATION
Our deep learning model was implemented using TensorFlow. In training this model, we adopted the RMSProp optimizer [37] , with learning_rate = 10 −6 , decay = 0.9, momentum = 0.0, and epsilon = 10 −8 . A batch size of 7 was used for training. The focal loss was used as the loss function of our model. The model contains our 3D atrous CNN with 10 layers, and two ConvLSTMs stacked on top of the 3D atrous CNN (see Fig. 2 and Fig. 3 ). Table 1 presents details of our network architecture. In the table, for each layer with 3D as a prefix, the first and second numbers of Kernel and Atrous Rate represent spatial dimensions, and the third number represents the temporal dimension. Notice that in our architecture, we connected 2DC4 to ConvLSTM 1 (see Fig. 2 and Fig. 3 ). This default model is denoted as M 2DC4 . There are other options such as connecting 2DC3 (2DC2 and 2DC1, respectively) to ConvLSTM 1 , denoted M 2DC3 (M 2DC2 and M 2DC1 , respectively). Another model, denoted M 3D , is only using the pretrained 3D atrous CNN as the learning model without including any ConvLSTM. As our experimental results show later, M 2DC4 achieves the best performance.
C. EVALUATION
We define a true positive (true negative, false positive, false negative, respectively) to be a pixel in the test data where our model predicts that the pixel belongs to the foreground (background, foreground, background, respectively) scene and the pixel is, according to the ground truth, actually in the VOLUME 6, 2018 foreground (background, background, foreground, respectively) scene. TP (TN , FP, FN , respectively) denotes the number of true positives (true negatives, false positives, false negatives, respectively). We use several metrics to evaluate the performance of our model and compare it with existing methods. These performance metrics include the true positive rate (TPR), also known as sensitivity or recall, true negative rate (TNR) or specificity, false positive rate (FPR), false negative rate (FNR), percentage of wrong classification (PWC), precision (PRE) and F 1 measure, which are defined as follows:
We applied our model to the eleven video categories in CDnet2014. Table 2 presents the results. It can be seen from the table that our model achieves high F 1 values, even for very challenging categories such as Dynamic Background and Camera Jitter. For Night Videos and Low Frame Rate categories, the performance of our model degrades, mainly due to the resolutions and insignificant changes in the foreground scenes of the videos in these two categories. In Turbulence and PTZ videos, there exist inconsistent background scenes throughout the video frames, which have impact on the segmentation (prediction) results.
Next, we compared our model with five methods developed by others, including SemanticBGS [19] , Cascade [25] , IUTIS-5 [18] , DeepBS [3] and SuBSENSE [17] . These are top methods widely used in the community which are representatives of existing deep learning models and typical traditional models. Among these five existing methods, Cascade [25] , SemanticBGS [19] and DeepBS [3] are based on deep learning while IUTIS-5 [18] and SuBSENSE [17] are traditional methods that are not based on deep learning. Table 3 presents the results. Each number in the table represents the average over the eleven categories of CDnet2014. The best value for each performance metric is highlighted in boldface. We note that, among the five existing methods, Cascade [25] , which employs a multi-scale CNN to perform background subtraction, is the best. Our model outperforms Cascade in F 1 measure by 4%, and is much better than the other four existing methods. Table 4 shows the F 1 values of our model and Cascade for each category of CDnet2014. The best F 1 value in each category is highlighted in boldface. It can be seen from Table 4 that our model outperforms Cascade [25] in every category, except Camera Jitter, of the CDnet2014 dataset. Fig. 4 displays some results produced by our model, Cascade [25] and IUTIS-5 [18] where our model and Cascade are based on deep learning while IUTIS-5 is a traditional method not based on deep learning. The first row in Fig. 4 shows an input frame taken from one of six categories of CDnet2014 including Baseline, Bad Weather, Camera Jitter, Dynamic Background, Intermittent Object Motion, and Low Frame Rate. The second row shows ground truth data. The third row gives the results produced by Cascade [25] based on the input frames in the first row. The fourth row gives the results of IUTIS-5 [18] . The last row presents the results produced by our model.
It can be seen from Fig. 4 that the results produced by our model are generally closer to the ground truth data, compared to the results of the other two methods. For instance, look at the results for Bad Weather in the second column. The head of the person in the middle of the scene is hardly seen in the result of Cascade displayed in the third row, and her upper body almost disappears in the result of IUTIS-5 displayed in the fourth row. By contrast, in the result of our model displayed in the last row, the head and upper body of this person are clearly shown as in the ground truth.
Finally we compared our default model M 2DC4 with the other models M 2DC3 M 2DC2 , M 2DC1 and M 3D described in Section III-B. 2DC4 layer of our 3D atrous CNN is connected to ConvLSTM 1 , achieves the best performance. This happens probably because the two ConvLSTMs, which serve as the last layers of our pretrained 3D atrous CNN, are both 1-channel 2D convolution layers, and the features from 2DC4 are more suitable for such layers than 2DC3, 2DC2 and 2DC1. The fact that M 2DC4 beats M 3D indicates that stacking two ConvLSTMs on top of our 3D atrous CNN is effective, allowing us to capture long-term dependencies through the time dimension.
Our 3D atrous CNN accepts as input 12 frames (see Fig. 2 ). We have also tested on different numbers of input frames.
The 3D atrous CNN uses two streams (structures) S 1 and S 2 for feature map generation, with a temporal atrous rate of 1 for S 1 and a temporal atrous rate of 4 for S 2 . We have compared this architecture with alternative architectures using only one structure, S 1 or S 2 , or two structures with different temporal atrous rates. Moreover, our proposed deep learning model combines the 3D atrous CNN with two ConvLSTMs (see Fig. 3 ). We have tested on alternative models with different numbers of ConvLSTMs. Experimental results showed that the proposed 2-level 3D atrous ConvLSTM network architecture yielded the best performance.
IV. CONCLUSION
In this paper, we propose a new approach for video background subtraction. Our approach works by combining a 3D atrous convolutional neural network (CNN), used as a feature extractor, with two convolutional long short-term memory (ConvLSTM) networks. This new deep learning model is powerful in processing videos and analyzing sequential data in general. It is not scene specific, and does not require any pre-or post-processing of input video data. We trained this model with focal loss to tackle the class imbalance problem commonly seen in background subtraction. Experimental results on a variety of video sequences demonstrated the effectiveness of the proposed approach and its superiority over existing methods. In future work we plan to extend the proposed deep learning model for video prediction and segmentation. We are also exploring applications of the model to video processing in scientific domains (e.g., solar physics). VOLUME 6, 2018 
