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Abstract 
Recent advancements in computer technology have ensured that early detection of breast 
cancer, via computer aided detection (CAD) schemes, has become a rapidly expanding 
field of research. There is a desire to improve the detection accuracy of breast cancer with-
out increasing the number of falsely identified cancers. The CAD scheme considered here 
is intended to assist radiologists in the detection of micro calcification clusters, providing a 
real contribution to the mammography screening process. 
Factors that affect the detection accuracy of micro calcifications in digital mammograms in-
clude the presence of high spatial frequency noise, and locally linear high intensity struc-
tures known as curvilinear structures (CLS). The two issues considered are how to com-
pensate for the high frequency image noise and how to detect CLS thus removing their 
influence on microcalcification detection. First, an adaptive approach to modelling the im-
age noise is adopted. This is derived directly from each mammogram and is adaptable 
to varying imaging conditions. It is found that c'ompensating for the high frequency im-
age noise significantly improves micro calcification detection accuracy. Second, due to the 
varying size and orientation of in mammogram images, a shape parameter is designed 
for their detection using a multiresolution wavelet filter bank. The shape parameter leads 
to an efficient way of distinguishing curvilinear structures from faint microcaldfications. 
This improves microcalcification detection performance by reducing the number of false 
positive detections related to CLS. 
The detection and segmentation of micro calcification clusters is achieved by the develop-
ment of a stochastic model, which classifies individual pixels within a mammogram into 
separate classes based on Bayesian decision theory. Both the high frequency noise model 
and CLS shape parameters are used as input to this segmentation process. The CAD 
scheme is specifically designed to be independent of the modality used, simultaneously 
exploiting the image data and prior knowledge available for micro calcification detection. 
A new hybrid clustering scheme enables the distinction between individual and clustered 
micro calcifications, where clustered micro calcifications are considered more clinically sus-
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pIClOUS. scheme utilises the observed properties of genuine clusters (such as a uniform 
distribution) providing a practical approach to the clustering process. The results obtained 
are encouraging with a high percentage of genuine clusters detected at the expense of very 
few false positive detections. 
An extensive performance evaluation of the CAD scheme helps determine the accuracy of 
the system and hence the potential contribution to the mammography screening process. 
Comparing the CAD scheme developed with previously developed micro calcification de-
tection schemes shows that the performance of this method is highly competitive. The best 
results presented here give a sensitivity of 91% at an average false positive detection rate 
of 0.8 false positives per image. 
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Preface 
Breast cancer is one of the most common forms of cancer among women. It would be 
safe to say that every person in New Zealand knows of someone who has been diagnosed 
with, or even worse died from this disease. The early detection and effective treatment 
of breast cancer is currently the only way of increasing the chance of survival for patients 
and consequently breast cancer screening programs have been introduced in a number of 
countries around the world. Due to the advancement in computer technology and digital 
image processing, the development of computer aided detection (CAD) schemes for the 
detection of breast cancer in digital mammography is becoming a rapidly expanding field 
of research. The aim of this thesis is to describe the development of a new CAD scheme 
for the detection of microcalcification clusters. The scheme is intended to assist radiolo-
gists in the detection of breast cancer, providing a real contribution to the mammography 
screening process. 
Thesis Organisation 
This thesis is organised into nine chapters. The first chapter is introductory, while the sub-
sequent six chapters detail the development of the new CAD scheme. Final results are 
then presented followed by conclusions. a consequence of this organisation, conclu-
sions about specific CAD stages cannot be made until the final results chapter. For this 
reason several references forward to Chapter 8 are made. 
Chapter 1 introduces the topic of breast cancer detection providing information on the New 
Zealand breast cancer screening process, survival statistics and a description of various 
cancerous diseases found in the breast. The section provides background know ledge of the 
current status in mammography screening and the limitations associated with this process. 
Reference is given to state-of-the-art computer aided detection schemes currently in the 
literature. The drawbacks of these schemes provide motivation for the development of the 
new CAD scheme detailed in the remaining chapters. 
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There are essentially two imaging modalities available in digital mammography: digitised 
film-screen mammograms and direct digital mammograms. Chapter 2 describes the dif-
ferent image characteristics of both modalities. This indicates that certain stages of a CAD 
scheme require separate development for each modality to ensure optimal detection re-
sults. Details of the mammogram databases used in the development and testing of the 
new detection scheme are also provided in Chapter 2. 
The first stage of any potential CAD scheme involves identification of a region of interest 
to be processed in subsequent CAD stages. In this case the region of interest includes only 
breast tissue pixels. Chapter 2 details two segmentation methods for identifying the breast 
tissue and pectoral muscle regions of a mammogram. The multi-stage algorithm used in 
detection of the breast tissue is an original contribution in this thesis, while the algorithm 
for pectoral muscle detection is based on the straight line Hough transform. 
Because microcalcifications are small high contrast features in mammogram images, their 
detection is limited by the presence of high spatial frequency noise. To accurately detect mi-
crocalcifications, measurement of the high frequency image noise is important. Chapter 3 
details the development of a noise model for digitised film-screen mammograms based on 
a method previously developed in the literature. This modality has complex noise charac-
teristics that strongly depend on the grey level. The noise model described is adaptive to 
varying imaging conditions, allowing the dependence of the noise on the grey level to be 
removed. An original in depth study into optimisation of the technique is carried out by 
investigating a number of alternative implementations aimed at improving the reliabiHty 
of the noise estimates. 
An original contribution is contained in Chapter 4 which details the development of a noise 
model for direct digital mammograms. It is found that quantum noise is the dominant 
noise source in this modality, ensuring a simple square root noise model can be applied. By 
processing experimental data taken at the University Medical Centre Nijmegen, Nijmegen, 
The Netherlands, an attempt is made to confirm the assumed quantum noise dominance. 
This is believed to be the first report to take full advantage of the linearity of a direct digital 
system in the detection of microcalcifications in direct digital mammograms. 
The local operations used for the detection of micro calcifications often respond strongly to 
curvilinear structures (CLS). When detecting microcalcification clusters therefore, it is im-
portant that the appearance of both microcalcifications and CLS are modelled. Chapter 5 
details the development of a shape parameter, based on the method of phase congruency. 
It is designed specifically to highlight CLS while simultaneously suppressing microcalcifi-
cations. Although the idea of phase congruency has already been established, the design 
of the shape parameter is all novel work. 
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Development of the overall microcalcification CAD system is detailed in Chapter 6. In 
the scheme a stochastic model is developed to enable the classification of individual pixels 
within a mammogram into separate classes based on Bayesian decision theory. The image 
features developed in Chapters 3 - 5 are used as input to this scheme. A principal advan-
tage of the approach is that all the information available, i.e. the image data, the current 
labelling and prior beliefs; are exploited simultaneously. The CAD scheme is based on a 
well known method developed by Karssemeijer and is extended in this thesis to reduce the 
number of false positive detections related to CLS. 
Chapter 7 details the process of grouping individual microcalcification objects into clusters. 
The presence of individual microcalcifications are in most cases not clinically significant. 
Therefore, it is important that a computer detection scheme distinguish between clustered 
and individual microcalcifications. The clustering scheme developed combines a mode 
clustering algorithm formerly proposed in the literature; with an original refinement algo-
rithm based on Voronoi sets. 
A detailed performance evaluation of the CAD scheme is provided in Chapter 8. This helps 
determine the accuracy of the system and hence the potential contribution to the mammog-
raphy screening process. The aim is to determine the best system performance based on the 
various algorithm implementations detailed in previous chapters. Free-response receiver 
operating characteristic (FROC) analysis is used in determining the CAD performance. 
Finall)" conclusions and suggestions for future work are discussed in Chapter 9. 
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Chapter 1 
Introduction 
In many western countries breast cancer is the most common form of cancer among women. 
In New Zealand over 1500 women are diagnosed with the disease annually and about 600 
women die from this type of cancer each year [18]. Over the past decades it has become 
apparent that breast cancer incidence rates are increasing steadily. Changes in risk factors 
such as diet and environmental factors seem to contribute to the rising incidence. Never-
theless, the mortality rates for breast cancer have remained relatively constant due to the 
development of more effective treatment and earlier diagnosis [45]. 
Many factors that increase the risk of the disease have been identified, such as family his-
tory of breast cancer, diet, late age of first birth, early onset of first menstruation and late 
age at menopause [17,105,128]. Despite this, these risk factors still can not explain the ma-
jor part of the incidence. Since these factors can not be used to prevent the disease, the most 
important strategy to reduce breast cancer mortality seems to be early detection through 
organised breast cancer screening programmes. Early detection and diagnosis enables ef-
fective treatment of breast cancer and can increase the chance of survival for patients by 
up to 80%. 
Since 1992 pilot projects for breast cancer screening have been carried out in New Zealand. 
Currently, the nation-wide breast cancer screening network, which began in 1998, is of-
fered to women aged 50-64. Women in this age group are requested once every 2 years 
to have a breast examination using mammography (Le. a technique for making images 
of the breast using x-rays). Limiting the age of women participating in the screening pro-
gram not only ensures the health risk due to radiation is reduced as far as possible, it also 
keeps the program cost-effective in terms of costs per life year gained [18, 61, pp. 1-10, 
138]. Mammography is widely regarded as the most effective method for detection of sub-
tle abnormalities in the breast [85, pp. 1-27]. The mammogram can detect small changes in 
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breast tissue which may indicate cancers that are too small to be felt either by the woman 
herself or by a doctor. Other modalities have been applied to breast imaging including 
ultrasound and magnetic resonance imaging (MRI), however both these techniques are 
unable to reliably detect the small subtle signs of cancer [41,55]. 
Screening for breast cancer is a complex task, due to the small fraction of malignant cases: 
approximately 5 out of 1000 women in the screening population have breast cancer [30]. 
With nationwide screening programmes in many western countries, the number of mam-
mograms to be analysed by radiologists is enormous. Manual reading is both labour in-
tensive and time consuming, demanding great concentration. Furthermore, because of the 
large number of normal patients in the screening programmes, there is a risk that radiolo-
gists may miss some subtle abnormalities. The fundamental conflict of a boring task with 
serious consequences of a mistake is something to which humans tend to be unsuited. The 
rapid advancement of computer technology, pattern recognition, digital image process-
ing, and artificial intelligence has led to a new direction in mammogram analysis. To help 
radiologists in their task to detect signs of cancer a number of research groups are devel-
oping methods for computer aided detection (CAD). Radiologists can use prompts from 
CAD findings to improve their sensitivity (number of true positive detected cancers) and 
diagnostic performance. 
When a cancerous process in the breast is at a very early stage, clusters of microcalcifica-
tions may appear as the only sign. Microcalcifications are small calcium deposits within 
the breast. On a mammogram they appear as regions of elevated intensity against the 
varying background density of the x-ray image [61, pp. 191-203]. However, 80% of all 
microcalcification clusters that are encountered are due to benign processes. Differentia-
tion of (obvious) benign microcaldfication clusters from malignant types during screening 
is regarded as essential. This is because recalling all cases with micro calcification clusters 
for further work-up (for instance, using magnification views and biopsies) would result in 
many false positives (cases that are recalled unnecessarily). This would cause a lot of un-
necessary anxiety and thereby discourage women to participate. Furthermore, expenses of 
screening would increase considerably which is undesirable due to limited New Zealand 
health funds. 
Characterisation of microcalcification clusters (i.e. differentiation between malignant and 
benign types) is known to be a very difficult task. Moreover, high intra and inter-observer 
variabilities have been reported. Accurate detection and segmentation of microcalcifica-
tion dusters is an essential preliminary stage for a computer aided diagnosis scheme. The 
objective of the research described in this thesis was to develop a CAD scheme for the 
detection of microcalcification dusters with high sensitivity and low specificity (detection 
of false positive dusters). A distinction between benign and malignant microcalcification 
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clusters is not made therefore all regions suspected of containing a cluster are highlighted. 
The output from this detection scheme could be used as an initial stage for classification 
of clusters into benign or malignant types. It is not intended for the CAD scheme to re-
place the job of a radiologist, however it may be considered a useful tool in providing a 
second opinion. When a CAD scheme, such as the one presented in this thesis, can assist 
radiologists and thereby reduce the number of unnecessarily recalled women with micro-
calcification clusters, effectiveness of screening could be improved. 
1.1 Breast diseases 
In this section a description of the breast anatomy is given, followed by a short discussion 
on malignant and benign conditions that may appear in the female breast. 
1.1.1 Breast anatomy 
Histologically the breast is divided in 8 to 20 lobes or segments [61, pp. 1-10,85, pp. 3-27, 
157] (see Figure 1.1). Working backwards from the nipple, each lobe begins with a major 
duct that transfers milk to the nipple during lactation. This major duct branches several 
times, forming minor (or sub-segmental) ducts with correspondingly smaller diameters. 
Finally, the branching ducts end up in terminal ductal lobular unit's (TDLU's). A TDLU 
consists of a lobule and its extralobular terminal duct (final branch from the segmental 
duct). The lobule is responsible for milk production during the period of lactation and it is 
built up from 10 to 100 sac-like units called acini. The ductal and lobular system as a whole 
is surrounded by an uninterrupted basement membrane on the outside. 
With age the breast tissue will change. In young women the breast tissue is dense and 
rich of glandular tissue. On aging, the glandular tissue is gradually replaced by fat. This 
increased fat content of the breast in older women makes their mammograms relatively 
easier to diagnose. This is one of the major reasons that screening programmes have ex-
cluded women below a certain age (50 years in the New Zealand screening programme) 
[6tpp.l-l0,138]. 
1.1.2 Malignant diseases 
It is postulated that most carcinomas (malignant tumours) in the breast arise in the TDLU's 
either inside or just proximal to the lobule. The basement membrane plays a key role in de-
termining whether a tumour is in situ (has not grown through the basement membrane) or 
invasive (has grown through the basement membrane). When in situ carcinomas develop 
into invasive cancers, they can form metastases to lymph nodes and other organs which 
will decrease the survival chance. In the breast two forms of in situ malignancy can be con-
4 
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Figure 1.1 Anatomy of the breast (source: www.rmccares.org) 
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sidered: the ductal carcinoma in situ (DCIS) and the lobular carcinoma in situ (LCIS). DCIS 
can involve a variable number of ducts and lobules and often involves central necrosis (i.e. 
dead cells in the centre of the duct), but is always contained within the ductal or lobular 
system. DCIS is considered to be the earliest detectable stage of breast cancer. The term 
DCIS describes a heterogeneous group of lesions [61, pp. 1-10,85, pp. 3-27, 157]. One can 
distinguish different patterns of DCIS including ~ell differentiated, intermediately differ-
entiated and poorly differentiated, where the later is the most aggressive. In most ductal 
carcinomas in situ microcalcifications can be found, which may result either from active 
cellular secretion or from calcified necrosis. 
The lobular carcinoma in situ (LCIS) rarely produces micro calcifications and the diagnosis 
is usually an incidental microscopic finding due to other breast disorders leading to ex-
cision of breast tissue. When histologically only LCIS is found no further treatment will 
be performed. Although LCIS itself is not a risk of life it is regarded as a risk factor for 
developing well differentiated DCIS and invasive cancer [85, pp. 3-27]. 
1.1.3 Benign diseases 
The following subsection discusses important benign conditions that show microcalcifica-
tions or morphologic growth patterns similar to carcinomas. These conditions are difficult 
to distinguish from a malignant process. One can consider a number of benign diseases 
that occur within the lobular and ductal system and that are associated with microcalcifi-
cation clusters [62,63,85, pp. 3-27,99,135,140]. 
1.2 5 
1. Blunt duct adenosis may be characterised by calcium deposits that form calcifica-
tions within the sac-like elements of the lobules (the acini). Typically these are small 
punctate calcifications which appear uniformly faint or moderately intense on mam-
mograms. The calcifications are separated by fine lines and they are usually collected 
in round or oval clusters. 
2. Sclerosing adenosis occurs when an increase of fibrous tissue causes compression and 
deformation of lobular structures. The shape of microcalcifications which may occur 
in the acini, reflects the lobular distortion: they show considerable polymorphism 
compared to the uniformly punctate calcifications of blunt duct adenosis. 
3. Microcystic adenosis, also known as cystic hyperplasia, may appear as elongated 
calcifications resembling the shape of a teacup, seen in oblique mammograms (side 
view). This effect is caused by milk or calcium that may settle in the dilated acini. 
Other important benign conditions occur outside the ductal and lobular system [62,63,135, 
140]. 
1. Arterial calcifications of the breast are seen as parallel calcifications of variable 
lengths. 
2. Fibroadenomas are benign tumours developing from an over-growth of lobular con-
nective tissue. Fibroadenomas are usually round, oval or lobulated, and can contain 
coarse and dense microcalcifications. 
3. Fat necrosis may occur after trauma or inflammation. When fat cells are injured there 
is a release of fatty acids from the cells. The result is a fibrotic capsule around the oily 
substance. Calcifications can occur within this capsule and the central oily substance. 
1.2 Mammography 
Mammography is a diagnostic breast imaging method using x-rays. It is widely used to 
detect and characterise breast cancer and because of its high performance and low cost it 
is by far the imaging technique most suited for screening programmes. 
1.2.1 Mammographic abnormalities 
Microcalcification clusters not only appear in both in situ and invasive breast cancer but 
also in benign diseases. Many of the breast cancers that are at an early stage are currently 
detected by the presence of microcalcifications. Only when appearing in a cluster of three 
or more calcifications are they considered clinically suspicious. Microcalcifications that are 
visible in mammograms vary in diameter roughly from lOOp,m to 500p,m. Figure 1.2 shows 
four clusters. The clusters on the right ((b) and (d» are benign whereas those presented on 
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Figure 1.2 Benign (left) and 1TI8lign,mt (right) microc.1lcifiGltion ciustl'rs. 
the left ((,1) ,1nd (c)) Me mZllignant. DifferentiZltion betwl'L'n malignant and benign clusters, 
based on mammo:rrZlphic appc<1rancl:', is not an C,lSY task. 
i\pZlrt from microcaicifiCi1tion clusters, one CZln classify the viSllal signs for which radiulo-
gists search during mammogr8phic screening into three bZlsic categories: tlli1SSC'S, architec-
tural distortions and asymmetric densities r56]. These abnormalitit's may inciiciltc in\',lsive 
breast cancer. Masses that are sharply defined (circumscribed masses) iHe usually benign. 
However, if a mass has a faint jagged edge it is likely to be lnalignant. A mass surrounded 
by a radiilting pilttern of spicules is called il spicui<lted In<lSS or stdbte lesion. Stellilk 
lesions arc highly suspicious indiG1t(lrS nfbreZlst cancn. 
Not all tumours have a central mass, some carcinomas are often only detectable due to an 
architectural distortion of the brcilst tissue. These lesions ilrl:' often quite subtle and Ci1n 
occm with both benign ilnd malignant processes. Figure 1.3 shows typical examples of a 
mass, stellate lesion ilnd iln architectural distortion. 
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(b) (c) 
figure!.3 EX<lmplL's uf most commun signs of t11align,mt ,1bnorm,1IitiL'S: (,1) circumscribed lesion, 
(b) ;;telbtl' ksion, ,1nd (c) (1[chitectur,11 d is tortion. 
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Figure 1.4 Schematic representcltion of thl' components of a conventional film-screen mammo-
graphic system. 
Some masSL'S ,He detL'ctcd by radio logists bL'G1USL' of ,1symmdry in tht' breast pattL'rn be-
tween the lett and right brl'ast. Asymmetry may bl' a suspiciuus sign bL'CallSL' in a normal 
brL'ast the fibm-glandular brmst p,lttL'rn is often symmdric with respect to both breasts. Tu 
increase thL' sensitivity ,md spL'cificity, mammograms from prL'viuus screening rounds arc 
used to detect changes betwL'en the old and new films. 
1.2.2 Conventional and digital mammography 
Figure 1.4 shows a schematic rqJresentation of the components of a conventional film-
screen mammographic system. To obtain a mammogram image a beam of x-ray photons is 
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directed towards a compressed breast. The x-rays form a divergent beam from the source, 
whose focal spot and anode are situated in the x-ray tube above the chest wall of the 
woman being examined [31,85, pp. 135-155]. The incident x-ray beam is polyenergetic, 
that is, it comprises x-ray photons of many different energies and has a spectrum which 
varies according to the x-ray tube voltage, anode (target) material and subsequent filtering. 
The energy of the x-ray photons is important because the difference between the attenu-
ation coefficients of the breast tissues rises with lower energy and thus there is a greater 
difference in the x-ray signal exiting the breast when a lower energy beam is used. This, in 
turn, leads to more contrast in the image. However, lower energy photons are more readily 
attenuated in the breast tissue leading to a greater radiation dose. Thus there is a trade-off 
between contrast in the mammogram and radiation dose to the breast. In order to remove 
the low energy photons before they reach the breast, a filter is placed directly below the 
anode. Regulation of the size and shape of the x-ray beam is performed using a collimator, 
which limits the amount of superfluous exposure, or scatter reaching the breast. As the 
x-ray photons travel through the breast they are attenuated by both scattering and absorp-
tion processes. The probability of attenuation is related to the type of tissue through which 
the photons have to pass. When the x-ray signal exits the breast it has components due to 
photons passing straight through the breast (primary radiation), photons that have been 
scattered, and photons that come from other than the focal spot (extra-focal radiation). It is 
the primary radiation that contains the most useful information for diagnosis. In order to 
reduce the other two components an anti-scatter grid is positioned between the breast and 
the film-screen combination. The use of an anti-scatter grid however requires the radiation 
dose to be higher. X-ray photons passing through the breast and anti-scatter grid also have 
to pass through the film before being absorbed by an intensifying screen which produces 
visible light. The light given off by the intensifying screen exposes the film and creates the 
image. Exposure to the breast is stopped once an automatic exposure control, positioned 
under a section of the breast, has received a set exposure. 
Abnormalities in the breast tissue are often very subtle. Therefore, the mammography ma-
chines, film, and developing process are specially designed to create mammograms that are 
sensitive for these subtle differences. In order to get a good image the breast is compressed, 
which also enables lowering the dose of radiation. In a standard examination, two images 
of each breast are taken: one from the top (called a cranio-caudal or CC view) and one 
vvith the x-ray tube angled approximately medially (called the medio-Iateral oblique or 
MLO view). This ensures that the images display as much breast tissue as possible. 
Although conventional (or film-screen) mammography has high sensitivity and specificity, 
it has some important limitations as well [85, pp. 135-155, 157]. The film used to capture, 
store and display the mammographic image is one of the major technical restrictions of 
film-screen mammography. The visibility of breast cancer depends on different attenua-
tion of the x-ray beam by the suspect regions compared with the surrounding tissue. Sus-
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Figure 1.5 Mammographic images displayed on two monitors. 
pect regions lying in dense areas of the breast may not be noticeable because film contrast 
decreases in the densest breast areas. This is due to the limited dynamic range of conven-
tional films. Furthermore, the image data obtained using a film-screen system cannot be 
manipulated once the image is processed in a film processor. Specifically, over and under-
exposed images have to be recorded again. Contrast levels in the image cannot be altered 
to improve the relative visibility of structures in the image without recording additional 
images of the patient. 
Digital mammography has advantages over conventional mammography [44,59, 85, pp. 
135-155, 157]. Image acquisition and display are decoupled in a direct digital imaging 
system (also known as Full Field Digital Mammography (FFDM)). A digital detector pro-
vides an electronic signal proportional to the intensity of the x-rays transmitted through 
the breast. When digitised and stored in computer memory, the image can be processed by 
a computer, and either printed on film or displayed on a monitor (Figure 1.5). The steps 
in the breast imaging chain can each be optimised since they are separated. Storage, trans-
mission and retrieval of images can be improved also. Computer aided diagnosis software 
can be applied to help the radiologist interpret the images. Furthermore, digital detectors 
have higher dynamic range, and may require a lower x-ray dose [96]. 
There are different kinds of direct digital mammography detectors currently available clin-
ically. For instance, full-field detectors are developed that consist of an array of light sen-
sitive diodes deposited on a plate of amorphous silicon and covered with a cesium iodide 
x-ray absorbing phosphor [40]. Other systems use a phosphor screen combined with fiber-
optic tapers that transfer the light to charge coupled device (CCD) arrays [97,157]. Current 
systems record mammographic images at spatial resolutions of 50pm to lOOpm per pixel. 
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Since four mammographic images (two of each breast) cannot be viewed at full spatial 
resolution simultaneously on existing monitors on the market today, digital mammograms 
can be printed to film as an alternative. However, using a film display loses the potential 
benefits of digital mammography in terms of interactive manipulation of the image. More 
practical displays will be needed in order for the full potential of digital mammography to 
be reached 
1.3 Computer aided detection 
Most of the research in computer assisted reading of mammograms focuses on developing 
methods for detection of abnormalities, like microcalcification clusters, densities and stel-
late lesions [76]. Successful results are reported in a number of studies [6,8,19,24,47,50,76, 
81,151]. These studies demonstrate a significant increase in radiologist screening efficacy 
when using computer aided detection (CAD). 
This section outlines specific tasks CAD can be used for, and gives references to various 
important approaches and algorithms. 
1.3.1 Microcalcification clusters 
A variety of microcalcification detection methods have been reported in the literature. 
Most methods have in common that one or more filters are used to determine the local 
contrast at each pixel inside a region of interest, usually representing the whole breast. 
Such a local contrast measure is determined by high frequency image noise and local con-
trast structures occurring in the mammographic image. Detection of microcalcifications is 
basically searching for high local contrast features, caused by the high x-ray attenuation of 
microcalcifications compared to their background. 
It has been shown that it is not the spatial resolution but the high spatial frequency noise 
that limits the detectability of microcalcifications [28,29,75]. In order to detect micro cal-
cifications, therefore, reliable measurement of the high frequency image noise is of cru-
cial importance. Most micro calcification detection methods described in the literature use 
some noise dependent adaptive threshold that is locally determined. This is important for 
dealing with variation of the noise level across the image [24,114,117]. Other researchers 
avoid using locally adaptive thresholds by taking the signal dependency of noise into ac-
count. In their detection schemes, a pre-processing step of noise equalisation is performed 
which makes the noise level independent of the grey level. Using such an approach in 
methods for microcalcification detection is found to be beneficial in a number of stud-
ies [71,98,115,124,150]. Additional approaches are based on adaptive noise suppression 
and other hybrid wavelet adaptive signal enhancement methods [125,126,141]. 
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Figure 1.6 Automated detection of microcaicific.ltiollS. (a) Cr,11liO-GHlLiClI v ,il'vV of J breast with a 
micrllcellcific,ltiol1 cluster. (b) Output of ,111 ,wtom,ltL>d dL'tl'ction method, where till' whik spots 
rL'p rt'St 'n t the 111 icrocalcifiGl bons Liek-deLi. 
ApMt from mict'OG1lcifications, other high-contrast structures exist that hJ.ve high local 
contrast, s uch as vessel walls and thin s trings of connective tissue. Furthermore, peah 
in the high frt'qUl'ncy image noise l11.ay be hard to distinguish frum microcJ.lcifica tions. 
Simply selecting pixels with high local contr<15t yields many false positive findings. Mi-
nOGl kification detection scheml's b<lsl'd on , n i ni tiel I detection step followed by a sl'cond 
step of da5sifiC1tion that is intended to remOVL' false positive findings were dl'vdoped by 
many resear hers. Common <1pproaches that havl' been used includl' rule-based meth-
ods 1113, 1321 ,md ,lrtificial neural networks [48,158]. With rl.'spect to pl'rform<1nce, the 
currl'nt state of till' <1rt is th<lt thl:' sensitivity of methods for det(:'cting microcalcificltion 
dusters Cc n be vt'ry high, lip to LlOUt!') at a false positive rate of approxim'ltely 1 pL'r image. 
Figun:' 1.6(<1) shows a CC (cranio-caudal) mammogram with microcakifications. The out-
put im,lgc (Fig ure L.6(b)) shows a cluster of microcalcifications that was detected by the 
statistic1I d tCCtiOLl method described in [71]. 
Fl'w studil's arl' rei<ltl'd to cumputer aided classificJtion (differentiation) of bcnign and 
mt1ligncmt microc1lcifiG1tion clusters. FCiltures described in the literature for the classifiG1-
tiun schemes include distribution tcatures (b'lsed un the distribution of microcaicifiG1tion 
propl'rtiL's vvithin a duster), cluster sh<1pe ft'Z1tures Clnd texture fcaturl's. The btter type of 
featurl' s d escribe texture propl'rties of thl' local surrounding tissue. Nlos t researchers use 
either human L' x trackd ft'aturL's [IO, 15h], or manual detection of calcific1tions along with 
computer L'xtraded fL'<1turl's as the input for their automatic classifi cation system [27,67]. 
!\utolll,1ted classifiGltio n <1pplied to lllicl"OGllcifications that are 1l1,1llu<111v detected by 1"<1-
diologists avoids proble ms re lated to false positive or false nl!gative detected microc<llci-
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fications that occur when using automated detection. However, such an approach ham-
pers clinical use of automated interpretation of microcalcification clusters. Schmidt et al 
addressed this draw-back and developed a fully automated detection and classification 
method for microcalcification clusters [134J. However, the author found the computer sys-
tem could not infer a reliable diagnosis with respect to cases rated by human experts as 
being hard to diagnose. 
Results reported in the literature so far are promising. For instance Jiang et aI compared his 
method with the mean performance of radiologists in two studies using two different data 
sets. In both studies his scheme outperformed the radiologists significantly [67]. It must 
be noted that this method is not fully automated since microcalcifications are manually 
identified. 
1.3.2 Masses, architectural distortions and asymmetric densities 
A large number of segmentation methods have been developed in the field of image analy-
sis and many of them have been used to segment masses in mammograms. One of the most 
popular segmentation methods, used in many image processing fields, is region growing. 
Region growing has been applied to the computer aided detection of mammographic le-
sions by a number of groups [87,93,107,123]. Another mass segmentation method devel-
oped by te Brake et al used a discrete contour model. The authors found that their method 
gave better segmentation results than a probabilistic region growing method [145J. 
The common approach for detecting lesions suspect for invasive cancer, is generation of 
target regions by spatial filtering, sometimes involving a measure of asymmetry between 
the left and right breast. In a second step the most suspicious regions are selected by a 
statistical or neural network classifier. Very sensitive algorithms have been developed for 
masses and stellate lesions, based on analysing statistical variations of local edge and line 
orientations [77,130,159]. Karssemeijer et al used gaussian second order directional deriva-
tive filters to locate spicules in a mammogram [77]. Zwiggelaar et al used a generic method 
of representing patterns of linear structures. This relies on the use of factor analysis to sep-
arate the systematic and random aspects of a class of patterns [159]. Sahiner et al applied 
an active contour model to detect a central mass, followed by radial gradient analysis to 
detect spicules located around the central mass [130]. Figure 1.7 shows an MLO (medio-
lateral oblique) mammogram and the corresponding output of a CAD system developed 
by Karssemeijer et aI, where the largest bright spot is at the location of a histologically 
verified malignant mass [77]. 
Interestingly, good detection results have been reported on cases that were classified ret-
rospectively as missed by screening [19,144]. It must be noted that the sensitivity for de-
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Figure 1.7 1\ lvILO im,lgl' and the corresponding computer output of ,1 mctss th,lt is Clutom,ltiGllly 
ell'tie'eke!. The intensity lev u] of the spots is ,1 m C,lSllre of till' sLlspiciollSIlL'SS. The brgl'st bright spot 
is ,It thl' IOCltiull of ct histulogicllly H'rifil'd m,llign,lllt Ill,lSS (Reproducl'd frOIll [77]). 
tL'ction of masses, ,lsynunetry and architectural distortions is stillluwer th,1I1 for microcal-
cifiGltions clusters. On the other h,lne1, the number of f(lisl' positive prompts generated by 
these methods is steadily decrmsing, llsing the benefits of increased cumput(ltional pm,vl'r 
of computers and the ,wailability of huge d(lt,lbc1sl's uf digital mammograms for training 
of algorithms. 
Cl(lssific(ltion uf benign (lnd mZllign,mt masses is a well studied subject in mammogra-
phy. All papers focus on edge analysis of the m(lSs. A vaglIl> or spiculated edge indicalL's 
malignancy, whereas a sh,lrp well defined contour is likely to belong to a benign abnor-
mc11ity [64,123]. Addi tion(ll fl'a tures th(l t are sometimes used are size, shape, texture (ll1Li 
contrast meilsures. Interesting work was done by Huo t't (II [64J "vho uSl'd (l radial edge 
gr,1(iient method to discriminate malignant and benign lL'sillns, and Pohlman ct ill [123] 
who llcvcloped (l fe(lture describing tumour boundary roughness. 
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Chapter 2 
Image characteristics, data and 
. pre-processing 
2.1 Image characteristics 
An imaging system for the detection and diagnosis of breast cancer must provide visuali-
sation of the key cancerous signs. Often these are very subtle features such as the fine detail 
associated with microcalcifications or the thin fibres radiating from a tumour mass. In or-
der to separate the subtle changes in x-ray attenuation, the imaging system must precisely 
measure the transmitted x-ray intensity through all regions of the breast. Additionally, 
high resolution image acquisition and display is required to ensure detection of features as 
small as 100j.tm. Because of these requirements, mammography is one of the most techni-
cally demanding radiological imaging techniques [124]. 
Film-screen and direct digital modalities possess very different image characteristics, which 
affect, for example, the image contrast and patient dose required. Film has a complicated, 
sigmoidal-shaped response to the light the x-ray photons stimulate in the intensifying 
screen (see Figure 2.1(a)) [85, pp. 135-155, 157]. The best contrast separation is obtained 
using exposures that record the x-ray attenuation on the steeply sloped near-linear por-
tion of the curve where small differences in tissue contrast are amplified. At low levels 
of exposure there is little change in density (the toe of the curve), producing little contrast 
between different tissues with high x-ray attenuation such as glandular tissue, masses and 
microcalcifications. Greater exposure is required to enhance the attenuation differences 
and provide contrast in the high attenuation areas of the breast. Similarly, at high expo-
sures, the film density changes level out (the heel of the curve) and contrast separation is 
diminished. The non-linear response of film to x-ray exposure is a significant limitation of 
the film-screen modality. 
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Figure 2.1 Typical characteristic curves for (a) mammographic film-screen combination, (b) direct 
digital mammogram. 
Direct digital detectors have, essentially, a straight line response to x-ray photons, regard-
less of the level of exposure (see Figure 2.1(b)). This permits a wide dynamic range and 
maximum contrast separation, potentially allowing the limitations of film-screen mam-
mography to be overcome [85, pp. 135-155]. 
Film-screen mammograms, such as that shown in Figure 1.7(a), invariably possess higher 
grey level values in the higher attenuation areas of the mammogram image (i.e. pixels 
associated with microcalcifications). The grey level of a pixel is defined to be within the 
range 0 (black) up to 2b (white) for an b-bit image. Direct digital mammograms however 
are inverted, possessing higher grey levels in the lower attenuation areas of the image 
(i.e. background pixels). These images are known as raw direct digital mammograms, 
an example of which is shown in Figure 2.12(a). A digital imaging system is capable of 
processing the raw images to ensure they are visibly indistinguishable from film-screen 
mammograms. This processing is done before screening or diagnosis is performed by a 
radiologist. Throughout this thesis, all images referred to as direct digital are the raw images 
produced by a direct digital system. 
2.2 Image databases 
Currently there are three publicly available digitised film-screen databases used to facilitate 
research in the development of computer algorithms for mammography screening. The 
first is the Nijmegen database which consists of 40 digitised mammogram images obtained 
from the Nijmegen medical centre, the Netherlands [70]. All images are digitised using an 
Eikonix 12 bit CCD camera at a resolution of 100j.tm. This database is designed specifically 
for testing computerised microcalcification detection programs, with each image showing 
one or more clusters of micro calcifications. Annotations are provided with the database 
marking the position and size of all microcalcification clusters. 
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A second database known as the Mammographic Image Analysis Society (MIAS) database 
[143] contains 320 digitised film-screen mammograms. Each mammogram is digitised us-
ing a Joyce-Loebl microdensitometer, at 50pm resolution and 8 bits per pixel. Like the 
Nijmegen database it also includes radiologists annotations on the locations of any abnor-
malities (mass or microcalcification) that may be present. 
The third and most extensive digitised film-screen database is the Digital Database for 
Screening Mammography (DDSM), produced at the University of South Florida [58]. This 
database contains 2620, four-view, mammography screening exams. Each study includes 
two images of each breast, along with associated patient information (i.e. age at time of 
study, subtlety rating for abnormalities, keyword description of abnormalities) and image 
information (Le. scanner, spatial resolution). Images containing suspicious areas (either 
benign or malignant) have associated overlay files which provide annotations marking the 
location and size of each abnormality. 
Since the DDSM is the most recent and extensive digitised film-screen database available, 
images from this database have been selected for development of the CAD scheme de-
scribed herein. It should be noted that collection of images in this database was subject 
to the Institutional Review Board (IRB) process [58]. The first data set chosen from the 
DDSM consists of 50 arbitrarily chosen mammogram images, composed of both medio-
lateral oblique (MLO) and cranio-caudal (CC) views from 25 different patients. All mam-
mogram images contain malignant abnormalities (either mass or microcalcification), the 
location and pathology of which is provided by the overlay files associated with each mam-
mogram. The images are film-screen digitised at a resolution of 50pm and 8 bits per pixel, 
using various digitisation systems. To avoid extra computer processing each mammogram 
is cropped, removing any non-exposed area in the film-screen image. Appendix A.l pro-
vides a list of the exact images used for this data set, which are referred to as Film-Screen 
Dataset A (FSD-A). 
A second data set chosen from the DDSM is designed specifically for the training and test-
ing of a microcalcification CAD scheme. The data set consists of 50 mammogram images 
(different from FSD-A), composed of both MLO and CC views from 32 different patients. 
A total of 37 malignant microcalcification clusters are present. Each image is digitised at a 
resolution of 50pm and 8 bits per pixel, using various digitisation systems. Once again 
to avoid extra computer processing each mammogram is cropped to remove any non-
exposed area in the film-screen image. Appendix A.2 provides a list of the images used 
for this data set, which are referred to as Film-Screen Dataset B (FSD-B). 
The direct digital modality is a very recent development in the area of x-ray mammog-
raphy, therefore no publicly available database has been created for the purpose of com-
puterised mammography screening. A set of direct digital mammogram images were ob-
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Figure 2.2 Identifying three distinct areas within a mammogram image: breast tissue (white), pec-
toral muscle (grey) and background (black). 
tained from the General Electric (GE) Senographe system at the Nijmegen medical centre. 
Note that in The Netherlands, informed consent is not required for the use of anonymous 
patient data for scientific purposes. The patient's name was not identified in any of the 
direct digital images used here. The data set consists of 124 mammograms composed of 
both MLO and CC views from 33 patients. Twenty eight of the mammograms contain a 
single microcalcification cluster (14 benign and 14 malignant). Labelling of the microcalci-
fication clusters was performed by an expert radiologist who provided both the pathology 
and location of each cluster. All mammograms are 2294 x 1914 pixels in size and have a 
lOO/lm resolution. The original 14 bits per pixel images were linearly rescaled to 12 bits (a 
standard precision used in medical imaging). 
The data sets described above are used for the testing and training of all microcalcification 
CAD stages described herein. 
2.3 Pre-processing 
Extraction of quantitative features for classification of mammograms requires accurate and 
robust segmentation methods for separating the breast tissue and pectoral muscle from the 
background (see Figure 2.2). More than one-third of a mammogram is background contain-
ing very little useful information to a CAD system [95]. Removing the background, there-
fore, significantly reduces the processing time and improves the efficiency of subsequent 
computer programming stages. Automatic determination of the pectoral muscle is useful 
in restricting the search space for cancer detection, determining mammogram adequacy as 
well as mammogram-pair registration and comparison [88]. 
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The remainder of this section provides details of a new, fully automated method for subdi-
viding the mammogram into three distinct areas: breast tissue, pectoral muscle and back-
ground. Subsection 2.3.1 gives a review of the breast tissue and pectoral muscle segmenta-
tion techniques previously developed in the literature. Subsection 2.3.2 describes the for-
mat of the mammogram images used for training the new segmentation scheme. The steps 
involved in identifying the breast air boundary are described in detail in subsection 2.3.3. 
The algorithm utilises methods of thresholding and active contour modelling in a unique 
way, thus obtaining an accurate breast outline. Finally, subsection 2.3.4 describes a method 
for segmenting the pectoral muscle using a modified straight line Hough transform [42,73]. 
It should be noted that development of the algorithms in this chapter are carried out us-
ing digitised film-screen mammograms and adjustments are mentioned for application to 
direct digital mammograms. 
2.3.1 Existing methods 
Many authors have developed methods to identify the breast-air boundary in digitised 
film-screen mammograms. Both global histogram analysis and morphological filtering 
techniques have been used in a number of these studies [51,52,158]. Although these tech-
niques have the advantage of simplicity they are however extremely sensitive to the pa-
rameters chosen. For example, a method based on thresholding alone is critically depen-
dent on the selection of the threshold value. Also, the size and shape of the structuring 
element in morphological operations can significantly effect the fidelity of the extracted 
breast boundary when compared to the original. 
Other researchers have incorporated several stages into their breast boundary detection 
algorithms to eliminate the above mentioned problems. Mendez et al uses a border tracking 
method based on the gradient of image intensity [106]. First, the grey level histogram of 
the digitised mammogram is calculated. Two cut-off grey levels are obtained from this 
histogram to segment the unexposed and directly exposed non-breast regions. To avoid the 
influence that small details have on the final result the mammogram image is smoothed, 
eliminating the presence of local maxima. Finally, a simple tracking algorithm is applied 
perpendicular to the expected breast border. A point (x, y) belongs to the border if the grey 
level value f(Xi, Vi) of the nine previous pixels verify the condition 
Results obtained when applying this method identified several drawbacks. Often the seg-
mentation produces a breast boundary inside the manually identified outline. This discrep-
ancy arises due to the algorithm's dependence on a steady grey level gradient at the breast 
edge, which is not guaranteed. Also, no attempt is made to provide a smooth contour as 
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would be expected on the breast boundary, and the resulting outline is often irregular and 
discontinuous. 
One of the most well known breast boundary detection algorithms, developed by 
Bick et aI, determines a binary breast mask based on modified histogram analysis after 
median filtering [14]. Median filtering is used as an initial stage to reduce noise and elim-
inate isolated pixel artifacts. A selective modified histogram is constructed including only 
pixels with a small local grey level variance. Pixels are then classified, using the modi-
fied histogram, as either direct-exposure, unexposed or potential object. Morphological 
filtering eliminates minor irregularities along the breast contour which is subsequently 
smoothed using a running average of the border coordinates. This method was tested on a 
large film-screen image database using various digitisation systems. Minor discrepancies 
were found in some outlines due to the fact that smoothing of the contour does not utilise 
the image characteristics of the mammogram (Le. greyscale or image gradient). 
With respect to pectoral muscle segmentation, the straight line Hough transform [42,73] 
has been regarded as the most robust and generally acceptable technique. A detailed de-
scription of this method is given in Section 2.3.4, including additional constraints to opti-
mise the transform for pectoral muscle detection. 
2.3.2 Format 
The following segmentation techniques are performed on a low-resolution copy of. the 
mammogram, to reduce processing time and to avoid the influence that small details have 
on the final result. Each mammogram is downsampled using a polyphase implementa-
tion, producing a 250p,m low-resolution image. In this description it is further assumed 
that the image is positioned with the chest side on the left of the digital image matrix. A 
coordinate frame is used in which the origin is at the centre of the image matrix, positive x 
corresponds to the right and positive y to the upper part of the image. 
2.3.3 Breast air boundary 
Detection of the breast border should be the first step in any image computerised analysis. 
CAD methods require an initial stage of processing to locate and mask the breast region, 
removing the off-breast noise field and eliminating patient markings that are often of very 
high intensity. There is an obvious need for an algorithm that is not extremely sensitive 
to parameter selection, and produces an accurate and smooth outline of the breast region. 
Figure 2.3 provides an overview of the image processing steps required for a new fully 
automated breast-air segmentation scheme. Details of the algorithms are to follow. 
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Figure 2.3 Sequence of steps in the new breast air segmentation scheme for film-screen digitised 
mammograms. 
Thresholding using peak detection 
Initial segmentation of the breast tissue area requires application of a simple global thresh-
olding technique, separating the majority of the breast from the background. An extensive 
survey of thresholding methods is prOVided by Sahoo et al [131L however many of these 
techniques are not applicable to breast border segmentation due to the unique properties of 
the mammogram image. The background in a mammogram has a very uniform low inten-
sity, which shows up as a dominant peak in the grey level histogram. Even the most well 
known thresholding schemes such as Otsu [120L moment-preserving [148] and Lloyd-max 
quantisation [94] produce threshold values too high for application to breast border detec-
tion. For this reason a peak detection method is implemented in preference to the standard 
global thresholding techniques. 
The peak detection method proposed by Sezan automatically determines a threshold from 
the grey level histogram of the mammogram [136]. This detection scheme generates a peak 
detection signal TN by convolving the grey level histogram h(f) with a peak detection 
kernelpN 
(2.2) 
The peak detection kernel is given by 
(2.3) 
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Figure 2.4 Illustration of an ideal detection signal and the parameters that characterise the peaks. 
where N is the detection parameter (assumed to be odd). This parameter controls the 
sensitivity of the peak detection and hence, the number of detected peaks. As N decreases 
the result of the convolution becomes more sensitive to local variations such as single peaks 
and possibly noise. For larger N, the algorithm is more responsive to global variations. 
To estimate the start, end, and maximum points of the peaks in the image histogram the 
following principles are applied to the detection signal TN: 
1. A zero-crossing of the detection signal to negative values (negative crossover) indi-
cates the start of a peak. The grey level at which the negative crossover occurs is 
defined to be the estimate of a start point. Fm the ith peak, this grey level is denoted 
by Si. Similarly, the next negative crossover at the grey level Si+l estimates the start 
of the next peak. 
2. A zero-crossing of the detection signal to positive values (positive crossover) follow-
ing a negative crossover estimates the grey level at which the peak attains its maxi-
mum. This grey level is denoted by mi. 
3. The grey level between hvo successive negative crossovers at which the detection 
signal attains its local maximum is defined to be the estimate of the end point of the 
peak in the image histogram. For the ith peak, this grey level is denoted by ei. 
In general, a peak is represented by the triplet: (Si) mil . The parameters si, mi, and ei 
are illustrated in Figure 2.4 in the case of an ideal detection signal. Determining the global 
threshold for breast tissue segmentation requires the end of the low intensity background 
peak in the image histogram to be found. Therefore, el is chosen as the global threshold 
providing initial segmentation of the background from the breast tissue. 
Figures 2.5(c) and (d) show both the grey level histogram, h(j), and peak detection signal, 
TN, generated for the film-screen mammogram in Figure 2.5(a). The peak detection signal 
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Figure 2.5 (,1) Original film-scn'l'n MLO mammogram im'lge. (b) Binary breast l1lilsk us.ing a global 
grey iL'vel thre~h()ld of 33 . (c) erey kvel histogr,l111, hU). (d) Peak detection signal, "-\, for.V = J 7. 
,,,'as obtc.ined using a detection par<1nLeter .V = 17. Also indicated in Figure 2.5(d) is the 
rl'sulting global grey lL'vel threshold of 33. Applying this threshold to the originzd 111ammO-
gran. produces a binary mZlsk of the breZlst tissue. Figure 2.5(b) shows the nLClsked breClst 
tiss ue after removal of isobted pixels us ing morphological opening (erosion followed by 
dilation). Both thl' breJ.st tissue and the film labelling have been segmented, huwever the 
breast tissue is L',.sily identified by searching for the largest binZlry Object within the m<1sk. 
T,.bk' 2.1 provides threshold values obtained when applying vZlrioLls other global thresh-
olding tl'clmiques to the nLJ.mnLogr<1m in Figure 2.5(<1) . AI] techn.iques produce thresholds 
consiciL'r<1bly highl'r than that of till' pmk detection method, gener<1ting bin<try nLClsks th<1t 
do not cover the l'ntire breilst tissue arl"l. This reinforces the fact thilt the pCZlk detection 
l1wthod. is more sui ted to th is p<uticllbr ZlpplicZl tion. 
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Table 2.1 Global threshold values obtained when applying different thresholding techniques to the 
manunogram image in Figure 2.5(a). 
Threshold Technique Threshold Value 
Lloyd-max 96.5 
Otsu 96 
Moment-preserving 103 
It is important in any algorithm development to have limited sensitivity to changes in 
parameters. The sensitivity of the peak detection scheme was determined by applying 
a range of detection parameters, N, to FSD-A. The optimal detection parameter for each 
mammogram is dependent on the width of the background low intensity peak in the corre-
sponding image histogram. It was found however, that the global threshold obtained from 
the algorithm was insensitive to large changes in N (acceptable range N 11 to N 25). 
This is due to the dominance of the background peak in the grey level histogram, thus 
indicating that the method is relatively robust. 
Boundary representation 
Finding the edge pixels of the binary mask allows further manipulation of the segmented 
boundary to provide a smoother, more accurate representation of the breast area. A chain 
code is used to represent the boundary by a connected sequence of straight line segments 
[54, pp. 392-394]. Eight-connectivity of the pixels is used and the direction of each segment 
is coded using a numbering scheme. The start point is the first pixel found within the 
breast tissue region when scanning the mask image from left to right and top to bottom. 
The chain code traverses clockwise around the boundary of the binary mask, assigning a 
direction to the segments connecting each pair of boundary pixels. Figure 2.6 provides an 
illustration of the boundary found for the binary mask in Figure 2.5(b). 
Greedy snake algorithm 
The breast boundary obtained after chain coding is often jagged and possesses small devi-
ations from the actual breast contour. An algorithm is required to refine this initial outline, 
providing a smoother boundary more accurately aligned with the breast edge. Active con-
tour models (or snakes), originally proposed by Kass et al [79], have been used in many ap-
plications for locating boundaries and features of interest in images [69,90,91,127,130,146]. 
Simply defined, a snake is a deformable contour that moves under a variety of local im-
age and object-model constraints. The snake is controlled by minimising a function which 
converts contour information (i.e. length and curvature) and image information (i.e. edge 
gradients) into energies making it very suitable to the application of breast boundary re-
finement. 
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Figure 2.6 Edge pixels d etermined by applying the chain cod,,' a lgorithm to th" larg"st object in th" 
brec1st m,1sk of Figurl' 2.5(b). 
Active contour models arc uw,1riab 1ly represented by a vector v(s) = (:1:(s) , y(s)), in terms 
of a norma.lised a.rc length paran1l'tcr s. Th,is param.eter vilries from 0 to 1 along the length 
of the sn,lke contour. Kass l't ill defined C\ cuntour energy function 
(2.4) 
where Lilli rl'presents the internal energy of thl' contour, rJ'tlll models interaction with the 
irnage, and J~'(,I rnodds the l'xternai constraints. The in tl'lT1.a I energy of the snake can be 
further written as 
(2.5) 
consisting of both first- and second-order derivatives. Adjusting the weights of 0' and !"i 
controls the rdative importance of the first- and second-order ternlS and hl'nce the extent 
to which tllt' contour is allowed to stretch or bend respectively. For example, setting ) = 0 
allows the snClke to become sl'clmd-order discontinuoLls and devdop a con1l'r. Kass et 171 
approximate these first- and second-order derivatives by finite differences. if Vi = (:J'I' /I,) 
is a puint on thl' contour, the approximations are calculated as 
and 
1 
d'1vl 12 ~ .) 
- l- ' ~~ lv, 1 - 2v, + v , ' 11-· 
1 , .'0; -
(2.6) 
(2.7) 
To ensure the snake is useful for boundary refinement, energy functiunals are required thClt 
attract the snake to s,llil'nt features in the image. The total image energy L'ilil is expressed 
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as a weighted combination of these energy functionals, 
(2.8) 
The simplest most useful energy functional is the image intensity itself, 
(2.9) 
Depending on the sign assigned to Wline, the snake tries to align itself with the lightest or 
darkest nearby contour. Finding edges in the image can also be done with a very simple 
energy functional, 
E edge (2.10) 
where I~fi I is the gradient magnitude of the grey level at position i. In this case the snake 
is attracted to contours with large image gradients. By adjusting the weights Wline and 
Wedge, a wide range of snake behaviour can be created. 
The final term associated with Esnake is the external forces represented by Eex. This is 
determined by external constraints imposed either by a user or a higher level process. 
The snake energy Esnake is updated using an iterative process. During each iteration, a 
neighbourhood of each point i is examined and the point in the neighbourhood giving the 
smallest value for Esnake is chosen as the new location. Kass et al determines the minimum 
energy contour using a technique of variational calculus .. Details of this minimisation pro-
cedure are presented in [79]. 
A number of difficulties arise when using the algorithm proposed by Kass et al. For ex-
ample, there is no constraint for the inter-distance of the points on the contour. Therefore, 
when trying to find the optimal contour, points tend to bunch or overlap at lower energy 
fields. Kass et al also requires an estimate of high-order derivatives, which can lead to un-
predictable behaviour of the contour. Amini et al recognised these problems and proposed 
an alternative time-delayed discrete dynamic programming algorithm for minimising the 
snake energy [2,3]. This allows addition of hard constraints, separate from the overall en-
ergy measure, providing more effective control over the snake behaviour. However, the 
method proposed by Amini et al is very slow, O(nm3 ), where n is the number of points 
on the contour and m is the size of the neighbourhood within which points are allowed to 
move at each iteration. 
An alternative approach, known as the greedy snake algorithm [153], allows the inclusion 
of hard constraints as described by Amini et al but is much faster to implement, being 
O( nm). The greedy algorithm is iterative, as are those of Kass and Amini and was chosen 
as the best method for the breast border refinement described herein. 
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The quantity minimised by the greedy algorithm is 
(2.11) 
where the first and second terms are first- and second-order continuity constraints, corre-
sponding to Eint in Equation 2.4. The last term measures an image quantity, in this case 
grey level, and is the same as the middle term of Equation 2.4. A term for external con-
straints has not been included. The parameters 0<, {3 and 1 are used to balance the relative 
influence of the three energy terms. 
Using IVi - Vi_11 2 for Espread causes the contour to shrink, as minimising this quantity 
minimises the distance between points. This also contributes to the problem of points 
bunching up at lower energy fields. A term which encourages even spacing of the points 
satisfies the original goal of first order continuity without the effect of shrinking. Thus, the 
greedy snake algorithm uses 
(2.12) 
where d represents the average distance between all points in the contour. At the end of 
each iteration a new value of d is computed. As in the method proposed by Kass et al a 
reasonable and quick estimate for the curvature is given by 
(2.13) 
Both ESPTead and E CUTV model the internal snake energy and their combined influence en-
sures the contour does not shrink and remains smooth. The third term in Equation 2.11 is 
the image force, calculated as 
(2.14) 
where Ii is the grey level value at pixel position i. This ensures the contour does not move 
towards places of high grey level, corresponding to points inside the breast border. Note 
that the image gradient has not been included in Eim because the gradient magnitude near 
the edge of the breast is not necessarily a maximum at the exact breast boundary. 
Each energy term is normalised to within a range of 0 to I, so that the relative magnitude 
of an individual term does not cause it to dominate [153]. Both the spread and curvature 
terms are normalised by dividing by the largest value in the current neighbourhood. The 
normalised value of E im is obtained by dividing Ii by the maximum possible grey level 
value in the image (i.e. 256 for an 8 bit image). 
For a current pixel location Vi, and each of its eight nearest neighbours, the snake energy 
function Esnake is computed. The location having the smallest energy value is chosen as 
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(b) 
Figure 2.7 (,1) Initial boumbry snake points obtained from those shown in Figure 2.6. (h) Final 
boundilfY sllake points after appliGltioll of the greed.y SllJke <llgorithm. 
the new position V i. This process is applied to every point in the snakl' contour in turn to 
complete a single iteration. [f zmy points alo ng the contour move, the algorithm is repeZl ted 
until convergence (to a local minimum) occurs. This is guarantl"ed since the cost me<'lS LJre 
is monotonically decreasing. 
Application of the snake algorithm requires <In initial contour to be placed ncar the object 
of interest. This is obtained from the chain-coded boundary describt'd pre\'iously. Not all 
original points on the boundary are retained when implementing the snake algorithm as 
this would cause buckling to occur when the snJke cont(lur moves to a lower energy. It is 
however importJnt to retain enough points l n the initial boundilrY so tllJt tllL' brc<.lst edgl' 
detail is not lost. In this implementation every 17111 point in the chZlin code is rct,lilled for 
use in the greedy snake algorithm. Th.is value \NaS determined experimentJlly by tL'sting 
a range of values (from 10 to 25) on FSO-A. Figure 2.7(a) shows the selected bre<lst L'dge 
points from the boundary shown Figure 2.6. Two hard constraints are included in this 
implementation, ensuring the points m,uked JS the first Jnd last snake points are fix 'el, 
hOvvever all other selected points are allOvved to rnove. 
Optimal values for the three snake parameters werlc~ found to be 
() = D.S. ,'= 1.2. (2.15) 
The parameters Jre not independent of one another and the optimunl. va1ues were de-
termined experimentJlly by applying the greedy Jigorithm to all images in FSO-A. Fig-
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ure 2.7(b) shows the positions of the final snake points obtained using the above parame-
ters. Nineteen iterations of the greedy snake algorithm were required before convergence 
occurred in this example. Application of this method ensures that many selected breast 
edge points, originally positioned inside the breast boundary, move to acceptable positions 
on the breast edge. 
FSD-A was also used to test the algorithm's sensitivity to changes in the snake parameters, 
providing a measure of robustness. Two parameters were fixed at their optimal values 
while the third was allowed to vary, thus determining an acceptable range for the variable 
parameter, as follows: 
0.5 :s; a :s; 1 0.8 :s; f3 :s; 1.2 0.9 :s; , :s; 1.5. (2.16) 
Factors considered when determining the parameter ranges included the bunching of 
points, and smoothness and location of the final breast boundary. Acceptable values for 
each snake parameter vary considerably (by a minimum of 20%) from the optimal values, 
indicating this method is robust to changes in parameter settings. 
Spline interpolation 
The last stage in the breast boundary detection algorithm involves application of a smooth 
interpolating function passing through the final snake points. This subsection firstly pro-
vides a description of the interpolation using a single dimension (I-D), which is then ex-
panded to 2-dimensions (2-D) for application to the breast border representation. 
To pose the problem in one dimension [33L suppose M node points (tj, Xj) are given. For 
simplicity, assume 
(2.17) 
A function q( t) is required, defined on [tl, t M J, that interpolates the data 
q(tj) Xj for j=I, ... ,M. (2.18) 
The simplest method of interpolation is nearest neighbour interpolation, where the value 
at each position is set equal to the value of the nearest node point. Although this technique 
is simple to implement, it often produces a jagged output and has limited use in practical 
applications. Piecewise linear interpolation ensures points are connected by straight line 
segments. Once again however a smooth final output is not obtained. A further alternative 
is polynomial interpolation, creating an interpolating polynomial of degree M 1 [9]. This 
scheme provides a smooth interpolation function, however there is likely to be unaccept-
able oscillation between interpolating node points. 
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Figure 2.8 Example of cubic spline interpolation with four non-uniformly spaced knots. 
Splines are piecewise polynomials consisting of pieces that are smoothly connected [33, 
149]. The joining points of the polynomials, which have been referred to as node points 
above, are called knots. For a spline of degree K, each segment is a polynomial of degree 
K, which would suggest the need for K + 1 coefficients to describe each segment. How-
ever, additional smoothness constraints are imposed on the continuity of the spline and its 
derivatives up to order (K - 1) at the knots, so that, effectively there is only one degree 
of freedom per segment. Splines of order 0 and 1 coincide with nearest neighbour and 
linear interpolants respectively. Increasing the order of the spline provides smoother in-
terpolated functions, however oscillations are likely to occur. For this application a degree 
3 polynomial is chosen, known as the cubic spline. This provides an acceptable trade off 
between smoothness and oscillation. 
Figure 2.8 provides an example of a cubic spline with four non-uniformly spaced knots, 
where the value of 6.tj is calculated as 
tj, 1 '<M J_ 1. (2.19) 
Non-uniform spacing must be accounted for when applying spline interpolation to the 
final snake points on the breast boundary. The piecewise continuous cubic polynomial can 
be written as 
3 
q(t) = a' k(t - t .)k Y, J' (2.20) 
k=O 
where aj,k are the polynomial coefficients. For a cubic spline the constraints within the jth 
2.3 
segment are 
aj,O = Xj, 
3 
Xj+1 L aj,kLltJ, 
k=O 
3 
""' k Atk -- 1 aj,1 = L-t aj-1,k U 'j-1' 
ke=O 
3 
aj+1,1 L kaj,k Llt/- 1, 
k=O 
1< '<M-1 
_J_ 
1::;j::;M-1 
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(2.21) 
(2.22) 
(2.23) 
(2.24) 
These constraints ensure that the resulting piecewise cubic function is continuous and has 
a continuous first derivative. 
For this application nothing is known about the end point derivatives. Therefore the not-
a-knot end condition is used which imposes a constraint on the slope at knot 1 and knot M 
so that the third derivative at knots 2 and OU 1) is continuous [33]. Therefore, 
alvJ-2,3 a}\;[-1,3 
which supplies the final two equations required to solve for the spline coefficients. 
(2.25) 
(2.26) 
Before applying cubic spline interpolation to the _breast outline, the final snake points are 
converted to their corresponding coordinates on the full resolution image. Conversion 
back to full resolution is performed prior to interpolation to avoid discontinuities in the 
final breast outline. A 1-D cubic spline function has been described above, however two 
dimensions must be taken into account for breast border interpolation. The total number 
of knots M corresponds to the number of final snake points including the first and last 
points as indicated in Figure 2.7(a). Each snake point has both an x and y coordinate value 
which are independent of one another. This ensures the 2-D interpolation can be split into 
two 1-D interpolations using a single dependent variable t. In this case t is the cumulative 
sum of the Euclidian distance (in 2-D) between consecutive snake points, 
j 
(( . '. )2 (. '. )2)1/2 x! - Xl-l + Yl - Yl-l . (2.27) 
i=2 
Figure 2.9 shows plots of x and Y versus t at the final snake points of Figure 2.7(b). Note 
that the knot points t are non-uniformly spaced. One dimensional splines are calculated 
for the two variables x and Y using Equations 2.20 to 2.26, providing the 2-D coordinates 
of the final breast outline shown in Figure 2,10. 
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Figure 2.9 Two plots of .r ilnd ?I positions versus the CU01ul,)tivl' Euclidiiln dist,1I1ces I bdwL'L'11 
consecutive snLlke points. 
Examples 
The breilst border detection scheme described above WilS trained and tested on FSO-A. Due 
to the bck of il ground truth for the breilst tissLle area the accuracy of the breilst outline WelS 
determined by ViSllill inspection. Results indicated thilt in 98% of the Cilses the sL'gmenta-
tion illgorithm produced il smooth breast outline, highly c)ccepti)ble for CAD purposes. A 
single case produced illl unsiltisfilctory breilst border ilS shown in Figure 2.111(a). This WilS 
cJused by the identification bbel being placed too close to the bre,lst tissue area. At present 
the segmentiltion algorithm is unable to automatically dl'rcrmine when the breast border 
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(b) 
Figure 2.11 (,1) Brl'ast boundilry obtailll'd 'vvhl'l1 the identific<ltillll label is pl'lCed too close to the 
breJst border in ,m MLO l1lilmlllogr<1111 image. (b) l3rl'Jst boundary indiGlting the higher intensity 
b,md of pixl'ls present along the l'dge of <l CC lllilmlllllgl"clnl im<1ge. 
IS incorrectly segnlL'nted. Other bctors identified which ore likely to cause unsatisbc-
tory brc<1st bordl'r det<::'ctioll inclmk digitiscr artifacts "nd poor mammographic technique, 
howl'vl'r these Wl'n:' nut encountered in this delt<1 set. 
In ,1lmost oll images, a b<1nd of pixels with a higher signal intensity, up to 2(:111 in width, 
is foulld along tht' posterior edge of tlll' direct-exposure (lrea (sec Figure 2.11(b)). It is 
sllspected that these pixds ,lre dUt, to a tissue fold caused by imaging the breast (IS a two 
dinwnsionalobjl'ct. TIll' phenomenon was ,1lso mentioned by Sick r!t at [141, however the 
"uthor g,we no re"son for the illuet1sed sign"! intensity regions. Removal of thesl' pixels 
requires ,1Lidition,11 processing, howevl~r the incrl'(lsl' in computC1tional toad \""s deemed 
too gre,lt for tbe small decrease in procl'ssing time that vvould result in the subsequent 
cumputer progr<1mming st(lges. Therefore, these pixels remain classified L1S brt'ast tissue 
pixe Is. 
Direct digital mammograms 
The segmentation scbelTlL' outlined in Figurc 2.3, "nd dl'scribed ,1bove, WL1S developed for 
digitised film -screen m<1mmogr,lm images. A signifiGl11tly simplL'r approL1ch CZln be used 
for direct digital m,~mnlograms. As mentioned in St'ctiun 2.1, I'LlV\' direct digit"l mZlnl-
nlugrams possess bigher grl'y levels in the background compL1red to the breZlst tissue, 'In 
l'X<1mptc uf vvhich is given in Figure 2.l2(L1). 
When obtL1ining direct digit,l! images the detector is sL1tur<1ted in tIll' areL1 outside the breast 
tissue, therdore all pixels in this area arl' sl't to a uniform pixel VL1luc. In an /i-bit image, 
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(a) (b) 
Figure 2.12 (,1) EX'lIllple Of.1 l2-bit rilW direct digitill MLO m,lllllllogr,ll1l imilgl' (b) i\1,lsk of till' 
breast areil ilfter 'lpplying ,1 glob'll threshold v,llue of 4095. 
pixels <lssoci<ltl'd with direct exposure (i.e. pixels that are not \\'ithin tht:., bre<lst) are set to 
a grey level of 2/) - 1. Additionally, there is no labelling required in a direct digital mam-
mogrJm becJuse this information is stored in a header file ,)ssoci<lted with l'Clch image. 
Therefore, segmentation of the breast ,Hea simply involves applicatilll1 of J global thresh-
old. For the 12-bit mammogram image shown in Figure 2.12(a) a global threshold of 40% 
is applied producing the binary brt'c)st mask in Figure 2.12(b). This globC'd threshold was 
Clpplicd to the direct digital d<lt<l set in Scctinn 2.2 producing accurate brcClst masks in all 
cases. Obviously the processing time for breast are,l detection is greatly fL'duced when 
compClred tu digitised film-screen mammogram images. 
2.3.4 Pectoral muscle 
In the medio-later,ll oblique (MLO) view of a m,)mmogr,)m the pectoral muscle appcars 
in the top corner uf the image. See for exanl.pll' the origin'll mammugram in Figure 2.5(,1) 
(MLO for the right breast) . Knowlt:.'dge of tIll' pectorall1lLlSde tissLle and its boundary is 
a prt:.'requisite for several tasks including determining m,ll11l11ugr,lm adequacy and im,)ge 
registration. Although the pectoral muscle edge is not necessClrily a straight line it is often 
modelled as one [42,73,88, IOOI. The most common algorithm used for this JPplicCltinn 
is the straight ltne Hough transform [37, ]39]. This section outlines the principle of the 
straight line Hough transform ClJld discusses its application for pectural muscle boundJry 
detection . 
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Figure 2.13 The normal parameters for a line. 
Straight line Hough transform 
The Hough transform is a standard tool in image analysis that allows recognition of a 
global pattern in an image space by recognition of a local pattern (ideally a point) in a 
transformed parameter space [37]. The basic idea of the straight line Hough transform is 
to represent the set of points belonging to a single line in image space by a single point 
in parameter space. Figure 2.13 illustrates the line parameterisation chosen for pectoral 
detection. The parameterisation specifies a straight line by the angle () of its normal and its 
algebraic distance p from the origin. The equation for a line corresponding to this geometry 
is 
p xcos() + ysin(). (2.28) 
A single point (x, y) in the image space transforms into a sinusoidal curve in the (p, ()) plane 
(Hough space), representing all possible lines that pass through (x, y). The curves corre-
sponding to collinear image points have a common point of intersection in Hough space. 
This point in the Hough space uniquely defines the line passing through the collinear 
points. Thus the problem of detecting collinear points can be converted to the problem 
of locating intersecting curves. 
When applying the straight line Hough transform to film-screen digitised MLO mammo-
grams the following assumptions are made about the pectoral muscle [88]: 
1. The muscle is located in the top left quadrant of the image, touching the top and left 
edges (assuming the breast is positioned with the chest side on the left of the image). 
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(b) 
Figure 2.14 (a) Film-screen MLO mammogram showing brc,lst border and ROI for pl'ctor<ll bound-
ary detection. (b) Selected pixels (white pixel s) for input to tbe I lough tr,1I1sform, :1ftL'r application 
uf a gradient magnitude threshold. 
2. The straight line estimilting tlw pectoral boundary intcrsl'cts the top tlnd left edge- of 
th image ins ide tht' breilst region. 
3. The intensity of the muscle is gelll'rillly higher than that of the cl dj.oining parcn -hym<1. 
Using this prior knowicdgc, a rectangular region of interest (ROJ) is defined in which the 
pectoral boundilry is seilrched for. The ROI ex tends from. the top left corner, \V i th heigh t 
equal to half the image height ,md width corresponding to that at the top of the breast (sec 
Gigure 2.14(a)). 
Inside thl' defined ROr the grild ie n t IllClgnitude y(.r. :tJ) a nel direction rt{l:, /J) of the greyscillc 
imil,re I( :{;. /I) is cillcuJClteei. Computation of the gradient is based on ubtaining the piHtial 
derivatives iJI/ch and Of/ay at every pixcllociltion. This is done by convolving two 7 x 7 
Sobel operators with I( :!:. Oil), the result being referred to as the smri icllt ill/l7ge [54, pp. :\36-
33H]. To detect the pectoral outline the straight line H o ugh transform is performed on the 
grildient image. This image possesses high mJgnitLldl' \'alLles at the pectoral boundary. 
The (fi; H) line paramcterisation is used, as given in Equiltion 2.28, with the origin of the 
coordinate frame at the centre of the image. 
The Hough space can be viewed CIS all accumulator il!"r{\), of (e . 0) vCllues. Each pixe l in 
the gr<1dient image (with.in the defined ROl) incrl'ments those e lt'ments in the Hough aCCll-
mulator array that represent the straight lines that pass through it. For pectorill boundilry 
detection, constraints are applied to ensure only certClin elements in the accumulator arr"y 
ilre incremented . This not only avoids the sclc'ction of a s trili g ht line pectoral boundttry that 
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is highly unlikely to be present in the mammogram image, but also decreases the execution 
time of the algorithm. 
The first constraint is on angle. Each pixel in the defined ROI has a gradient orientation 
¢(x, y). This orientation is used to limit the range of the parameter () such that 
I¢(x, y) ()I < (5(). (2.29) 
A value of 0.03 radians was used for 00, experimentally determined using FSD-A. 
The second constraint is based on gradient magnitude. A gradient magnitude threshold 
was set one standard deviation above the mean gradient magnitude of all pixels within the 
ROI (determined experimentally using FSD-A). Figure 2.14(b) illustrates the pixels selected 
(white pixels) for application to the Hough transform after gradient magnitude threshold-
ing. The set of pixels selected include a high percentage of those on the pectoral boundary 
but typically only 10% of the total number of pixels in the ROI. 
The increment value used in the accumulator array is determined by the gradient mag-
nitude, giving pixels with a strong gradient a larger weight. Following [73L the weight 
function w(g) is defined by 
_ It h(g')dg' 
w(g) - roo h( ')d ' 
Jo 9 9 
(2.30) 
with h{g) the histogram of gradient magnitude values within the ROI. This definition 
makes the weight function invariant to monotonic transformations of the greyscale. 
The assumptions mentioned previously on the pectoral muscle location and orientation, 
allow further constraints to be applied in searching for the peak in the Hough space. Thus 
the search is restricted to the region p > 0 and O.71f < () < O.981f. Figure 2.15 shows an 
example of the accumulator array for the mammogram in Figure 2.14(a) after application 
of both the p and () constraints (points outside the range are set to zero). 
The final step of marking the pectoral muscle in the image is trivial. The position of the 
peak within the Hough space search region is inverse transformed into image space. All 
pixels on the marked pectoral boundary must be within the breast tissue area. If this is not 
the case, the next highest value in the accumulator array is searched for and the process 
is repeated until a straight line is found, representing the pectoral boundary, that is com-
pletely inside the breast area. Figure 2.16 shows the final straight line representation of the 
pectoral muscle boundary using the accumulator array in Figure 2.15. All pixels above the 
line and inside the marked breast tissue area are labelled as pectoral muscle. 
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Figure 2.15 Accumulator array gcnerilted for the film-screen m,lIDmogrillD imagl' in Figure 2.14(a). 
Figure 2.16 Detectl'd pectoral muscle using the acc uIDuliltor ,11'1',1)' in Figurc 2.15. 
Examples 
Th(' st ri.1ight line Hough transform was tes ted on FSD-i\, cont,lining 25 MLO vieV\'s. A 
ground truth was not aVi.1ibbie for the pectoral muscle arci.1 therdorl' th' accuracy of the 
pcctori.1i muscle outline was determined by visual inspection. Accept'lble results vvere ob-
tau1ed in 80 l 1" of th e cases, three of which are shown in Figures 2.17«1-C) . The m os t comm.lln 
cause for inaccurate pectori.11 muscle detection Wi.1S the pectoral muscle boundary be ing 
curved (see Figures 2.17(d) i.1nd (c)). In these cases a stri.1ight line can only fit accuri.1tcly 
to a portion of the muscle boundJry. Figure 2.17(f) shows the result obtained when no 
cleM boundary for the pectoral muscle can be seen . This only occurs as ,1 rl'sult of poor 
marnmographic technique. The lllajor problem "vith inZlccur,lte pectoral boundary detec-
tion arises when some breas t tissue pixl'is are incorrectly c i<1ssifiod as pcctora i muscle. If i'lll 
pixels c111ssified as pectori'll muscle are removcd from subsequent COmp1:.1tl'r programming 
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(b) (1:) 
(d) (f) 
Figure 2.17 (ol-C) Successful pcctor,ll boundary detection llsing the str;light liIlL' Hough transform 
using film-screl'll mammogram images (d-f) Poor pectoral boulllio:lry detection llsing the stl\light 
line r luugh trallsform usin~ iilm-sO"l'en mC1mmngr<lm im,lgl's. 
stages (restricting the search sp,1Ce for cancer dekction), true positive detections could be 
missed due to the exclusion of a portion of the breast tissue ,1re<1. At prl'sent this segmen-
tation algorithm is unable to clutomatically dekrmine whl'n thl' Pt'ctor<1l muscle bouncbry 
is incorrectly segrnl'ntl'd. 
A/krn,1tive options for ~)t'ctoral boundary detection ,;vefe investigated in an atkmpt to im-
prove the rate of acceptable deLL'elion . firstly, the circular Hough transform [121,139] was 
considered. This tr,1nsform requ ires the dete rm ination of th rt'l' par,1meters, and atkrn pts 
to fit a circubr arc for the pectoral muscll' bound'lry. Rl'sults obtained using this algorithm 
wefe not sufficiently good to warrant the l'xtr,l pnKl'ssing time required. 
Also considered W,lS the rdineml'nt of the original strc1ight litw pectorul bound'lry using 
the grl'l'dy snake algorithm [1531. This providl'd slight irnprm'l'ml'nt when a good initi,ll 
estimation of the pector,11 bound,lry was found. HOWl'Vl'r, wlwn the initia l t'stimatl' of 
the boundary \V,lS in,KCLlI"(l tl' (necessit,1ting refinement of the outline), the snukl' failed to 
40 Image characteristics, data and pre-processing 
locate the pectoral muscle edge. Once again the increase in execution time, for a small 
improvement in performance, was deemed unacceptable. 
Direct digital mammograms 
In a raw direct digital mammogram the intensity of the pectoral muscle is generally lower 
than that of the adjoining parenchyma. The straight line Hough transform described above 
can be adjusted for this change in image characteristic by simply changing the acceptable 
e range to 1.71r < e < 1. 981r. All other stages of the Hough algorithm remain unchanged. 
The transform was tested on the direct digital data set described in Section 2.2, compris-
ing 62 MLO views. By visual inspection, acceptable results were obtained in 70% of the 
cases. Once again the most common cause for inaccurate pectoral muscle detection was 
the pectoral muscle boundary being curved. Additionally, two of the raw direct digital im-
ages provided a straight line boundary estimate inside the pectoral muscle due to a strong 
internal edge within the pectoral region. The pectoral boundary detection algorithm was 
trained using FSD-A and tested on the direct digital data set. Achieving a result of 70% 
accuracy for the direct digital mammograms is very encouraging considering the method 
is not necessarily optimal for this modality. 
Figures 2.18(a) and (b) provide examples of both a good and poor pectoral boundary detec-
tion respectively for 1\vo direct digital mammogram images. Although the Hough trans-
form was applied to the raw direct digital mammograms, for the purpose of display these 
images have been processed to ensure they are visibly similar to film-screen mammograms. 
2.4 Summary 
This chapter provided background information on the image characteristics of both film-
screen and direct digital mammograms. Film-screen images possess a strongly nonlinear 
characteristic curve when compared to the direct digital modality. It is important when 
developing a CAD system that the image properties are understood, as they influence each 
stage of the algorithm design process. 
Section 2.2 outlined the publicly available databases used to facilitate research in comput-
erised mammography screening. Two film-screen data sets were selected from the DDSM, 
the first of which was a general data set consisting of both mass and micro calcification 
cancer types. The second was designed specifically for testing computer aided micro cal-
cification detection programs, consisting of only microcalcification clusters. A single di-
rect digital data set (also designed for microcalcification detection programs) was obtained 
from images produced on the GE Senographe system at the Nijmegen medical centre. All 
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(b) 
Figure 2:18 (il) Successful F'l'ctor,ll boundary detection using tIll' :-;tl'ilight line rough tr<:1n s form on 
a proce::; :-;ed direct digital MLO m,l III mogr'l 111 im,lge (b) Foor pectorill boumLHY detection lIsing the 
stLl ight line Huugh tl'illlSform on il pmc(:'ssed direct digitZll MLO mammogram image. 
threL' d,lta sets are used for the tes ting ~md training of the microcalcific<1tion CAl) stages 
ddaiIL'd in this thesis. 
Scctiun 2.3 describL'd the prL'-pmccssing steps requirL:'d for ,1pplicCltion of ,1 CAD system 
tu breast Cill1CL'r detection . AccuratL' ,md rob ust segment,1tion methods for both the skin-
air buund ,1ry ,1l1d pectural l1l.uscle boundary were dL'vclopcd. A 111ulti-stage 'llgorithm 
providL'S detection of thc brel1st boundary in fi lm-screcn mammograms, while the iJnage 
properties of the direct digital modality allow a Simpler global thresholding techn iquc to 
bL' applied in lUCi1ting the breast tissuc / air boundary. SegmL'ntCltion of the breast tissue 
significantly reduces thc proct'ssing time required for subsequent computer programming 
stages. 
!\utul11l1tic detl'nninatiun of the pL'c toral muscle boundary is not only useful in restricting 
the sel1rch spiKe for Cl1nCt'r detectiun, but alsu in determining mammogram adequacy as 
wdl as in mi1mmogri1m-pl1ir registration and comparison. The strl1ight line Hough trans-
form was tr,1ined on d igi tisl'd fil m-scrCl'n i m.1ges prod u cing <l(C UI"i1 te detcction of thl' PL'C-
turi1l muscle buundiuy in 80% of the caSL'S. W hen tes ting tIll' a 19ori thm 011 a d irL'ct digital 
data sL't accurate detection is still found in 70' ~; ) uf till' e1SCS. 
TIll' preprocessing Stl1gL'S dL'tailed in this ch,lpter providL' a robust methud of ickn tifying 
the bn'ast tissue 'Hei1. j\ll subsequent stagL's of im,1gL' proccssing, described in thL' rl'main-
dt'r of this tl1t'sis, are n.'s trictl'd to tht'SL' selt,cted pixels, l"cducing the processing time re-
quired without elimin'lting essential inform,ltion fur micrucZ\lcifiG~tilln detL'ction. 
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Chapter 3 
Noise equalisation in digitised 
film-screen mammogram images 
3.1 Introduction 
Digital mammograms can be obtained in one of two ways; by digitising conventional mam-
mographic films or by using a direct digital image acquisition system. A major problem 
with both these techniques is the reduced spatial resolution when compared to conven-
tional film-screen mammograms. Currently, digital systems for acquisition and display 
are limited to approximately 2000 x 2000 pixels, 'corresponding to a pixel size of roughly 
1001im. To date the resolving power of conventional mammographic film-screen systems 
is at least two times greater than that of a digital system [75,78]. 
Various studies have been carried out to determine the minimum required spatial resolu-
tion for accurate detection of breast cancer (more specifically microcalcifications) [28,29,75, 
129]. Results indicate that a pixel size of 100j..tm is small enough to represent the individual 
shapes of microcalcifications with a performance comparable to film-screen mammograms. 
At this pixel it is not the spatial resolution but the noise that limits micro calcification 
detection. The high spatial frequency noise present in mammogram images ensures that 
isolated spherical micro calcifications smaller than 130j..tm cannot be detected when using 
conventional film-screen mammography [75]. In order to accurately detect microcalcifica-
tions therefore, measurement of the high frequency image noise is of crucial importance. 
This chapter focusses on the development of a noise model, used for equalisation of the 
high frequency noise present in digitised film-screen mammogram images. The noise 
equalisation process involves rescaling the mammogram image to help separate the sig-
nals caused by microcaldfications from those caused by high frequency noise. The image 
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characteristics of direct digital mammograms differ significantly from film-screen, there-
fore development of a noise model for the direct digital modality is left till Chapter 4. 
Section 3.2 outlines the noise components present in digitised film-screen mammogram 
images, identifying the need for a complex noise modeL Section 3.3 gives a review of the 
noise compensation techniques previously developed in the literature. An accurate adap-
tive approach for modelling the image noise is described in Section 3.4 based on a method 
developed by Veldkamp et al, where the high frequency image noise is estimated as a func-
tion of the image intensity [150]. This adaptive approach is optimised in Section 3.5 by 
investigating a number of alternative implementations for estimating the image noise. fi-
nally, Section 3.6 provides illustrative examples of how the optimised noise equalisation 
method works when applied to mammograms containing micro calcification clusters. It 
should be noted that conclusions about the accuracy of the noise model are difficult with-
out utilising the model in a performance evaluation of a micro calcification CAD scheme. 
For this reason references are often made in this chapter to the final results presented in 
Chapter 8, where a performance evaluation is carried out. 
3.2 Digitised film-screen image noise 
Two main components must be considered when describing the noise in a digitised film-
screen image: film noise and digitisation noise [78]. The factors that influence these noise 
components can be determined by looking at the physical aspects of the imaging and digi-
tisation process. 
The three primary sources of noise in a film-screen system are 
1. the limited number of incident x-ray quanta, 
2. film granularity, and 
3. structure of the fluorescent screen. 
All radiological images contain random fluctuation due to the statistics of x-ray quantum 
absorption. This noise can limit the reliability of detection of small or subtle structures 
such as microcalcifications [157]. In addition, noise due to the structure of the fluorescent 
screen and the granularity of the film emulsion used to record the image compound this 
problem. An ideal imaging system would be x-ray quantum limited, meaning that x-ray 
quantum noise is the dominant source of random fluctuation. When a system is x-ray 
quantum limited, further reduction in the noise requires an increase in the number of x-
ray photons incident on the imaging system, that is, an increase in patient dose. Generally, 
existing mammographic film-screen systems are not quantum limited, because at high spa-
tial frequencies noise in the imaging system is dominated by film granularity and screen 
structure, not by the number of x-ray quanta recorded [11,119]. 
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Other noise components are introduced when digitising a film-screen image. Digitisation 
is performed using a charge coupled device (CCD) sensor consisting of an array of light-
sensitive elements prod ucing varying amounts of charge in response to the amount of light 
they receive. At low light levels the signal caused by thermal excitation reduces the accu-
racy of the sensor, introducing what is known as thermal noise. The fundamental limit on 
noise performance in the sensor array however is shot noise, which is directly related to the 
number of photon detection events [78]. 
After sampling the image with a CCD sensor an analogue to digital conversion of the con-
tinuous sensor output is performed. This conversion reduces the information content of 
the signal, introducing quantisation as an independent additive noise term [53]. Research 
has shown that film noise is much larger than sensor or quantisation noise for the range of 
intensities most important in mammography [78]. Even though this is the case, the com-
ponents that con.'ltitute film noise en.'lure that digitised film-screen mammograms possess 
very complex noise characteristics. 
3.3 Existing methods 
Most rnicrocalcification detection methods described in the literature use some form of 
noise dependent adaptive threshold that is locally determined [24-26,114,117]. This is 
important for dealing with variation of the noise level across the image. One of the most 
well known methods of adaptive thresholding, developed by Chan et aI, uses a global 
grey-level threshold as an initial processing stage followed by a locally adaptive threshold, 
which varies with the standard deviation of the surrounding pixel values [24-26]. Initially 
a difference-imaging technique is applied using linear spatial filters, to enhance the sig-
nal from microcalcifications while suppressing the background structure of the breast. A 
global grey-level threshold is used on the filtered image, extracting possible microcalcifica-
tion pixels. To reduce the number of false signals caused by image noise a local grey-level 
threshold is applied to each potential microcalcification site. This threshold is based on the 
statistics (mean and standard deviation) of the pixel values in a local region of the mam-
mogram image. The threshold level is set equal to a multiple of the standard deviation 
plus the mean pixel value. Although reasonable micro calcification cluster detection per-
formance has been reported using adaptive thresholding (true positive rate of 82% with 
one false positive detection per image), the method suffers from a significant drawback. 
Adaptive thresholds that are determined locally in small image regions are not only de-
termined by the image noise, but are influenced by image structures like lines and edges 
as well. Therefore, in regions with a lot of image structure, thresholds are not adjusted 
optimally to the noise level and detection performance may deteriorate. 
Other researchers avoid using locally adaptive thresholds by taking the signal dependency 
of noise into account. Karssemeijer developed a preprocessing step for micro calcification 
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detection in which images are rescaled to equalise the noise [71,72,78], a method that was 
later improved upon by Veldkamp et al [150]. This preprocessing step transforms the input 
image in which noise depends strongly on the signal level into an image with a homo-
geneous noise level. Such an approach for micro calcification detection has been found to 
be beneficial in a number of studies and is singled out for further analysis in the remain-
der of this chapter. Netsch and Peitgen use a Laplacian scale-space representation of the 
mammogram, which is subsequently thresholded to determine potential microcalcification 
sites [115]. The method is significantly improved by considering the statistical variation 
of the complex noise characteristics of the mammogram (performing noise equalisation). 
Maitournam et al use splines to model the trend in each mammogram, which is subtracted 
from the original image, providing enhanced micro calcification visualisation. The noisy 
resultant image is thresholded after a variance equalisation is done [98]. Poissonnier and 
Brady compare two noise compensation techniques; the first is a transformation providing 
a linear relationship between greyscale and film density, while the second is noise equalisa-
tion. They concluded that noise equalisation is a superior approach as it is derived directly 
from each mammogram, thus it is adaptable to varying imaging conditions [124]. 
Additional approaches are based on adaptive noise suppression and other hybrid wavelet 
adaptive signal enhancement methods [125,126,141]. A disadvantage of these latter meth-
ods is that they suppress the noise (or enhance the signal) locally without taking the signal 
dependency of the noise into account. 
3.4 Noise equalisation 
Detection of local image features (such as microcalcifications) in digital x-ray images is 
often hampered by the fact that the noise models being assumed are too simple. Noise 
characteristics of digitised films are complex and depend strongly on the grey level itself. 
If this dependency is not taken into account adjustment of the sensitivity of a feature de-
tection algorithm can be very hard, if not impossible, as the noise will vary with the mean 
grey level at the position of the feature detector. As mentioned in the previous section, one 
way to overcome this problem is to use local adaptive thresholding methods. In regions 
which are more or less homogeneous such an approach may work well. However, prob-
lems arise in the presence of boundaries between regions, where estimation of the image 
statistics is difficult. 
An alternative and less time consuming approach is rescaling of the image pixel values, 
prior to feature extraction, to a scale on which the noise level is constant [72,78]. To equalise 
the noise level the meaning of the term noise should be defined carefully. Due to the high 
spatial frequency content and small size of microcalcifications, the detection accuracy of 
these features depends heavily on the high frequency noise components present in the 
3.4 Noise 47 
mammogram. Therefore it is reasonable to relate the noise to the standard error of pixel 
values in a high-pass filtered version of the original image. 
A straightforward method for estimation of the high frequency noise as a function of the 
grey level would be to record a number of uniform samples at different exposures. Esti-
mation of the noise would then require the processing of each sample separately. A disad-
vantage of using such a model is that dependency on the film type and film development 
characteristics is introduced. An alternative approach is taken here based on a method 
developed by Veldkamp et al [150]. This method enables estimation of the high frequency 
noise characteristics from an arbitrary image, provided that this image covers the whole 
range of grey levels of interest and that its structure is such that there are many more pixels 
in homogeneous regions than there are near feature boundaries. It should be noted that the 
filters used in the following description and the corresponding window sizes are scaled for 
images of 100p,m per pixel. 
Veldkamp et al related noise to the standard error of a local contrast feature representing 
the original image data [71,72,150]. Local contrast Ci at site i is defined by Veldkamp et al 
as 
(3.1) 
where 8i represents a neighbourhood of N pixels centred on and including pixel i. The 
term local contrast is used here to avoid confusion when comparing this work with that 
described in [150]. Note also that the symbol 'ei' is used throughout to represent local 
contrast for simplicity of notation and to maintam consistency with the earlier published 
work. 
The dependence of the noise on the grey level f is removed by rescaling the contrast fea-
ture using the standard deviation of the local contrast (le(f) as a measure of the noise. Fig-
ures 3.1(c) and (d) show examples of the local contrast images calculated from the digitised 
film-screen mammograms in Figures 3.1(a) and (b) respectively. Only pixels associated 
with the breast tissue area of each mammogram are included in the contrast calculation, 
all other pixels are set to zero. The contrast values Ci were obtained using a 9 x 9 window 
for 8i(N = 81). This window size was chosen after determining the average microcalci-
fication width (5.7 pixels) and average distance between neighbouring microcalcifications 
(21.7 pixels) for all clusters in FSD-B. Choosing a window size less than that of an individ-
ual micro calcification results in a decrease in contrast between the micro calcification and 
the background. On the other hand, choosing a window size too large covers multiple mi-
croca1cifications, which also decreases the contrast in the cluster region. For this reason a 
window size of 9 x 9 was chosen as it was considered the best window size to represent 
the relevant noise for microca1cification detection [150]. 
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Figure 3.1 Digitised film-scrcC'n 8-bit m.lmmograms showing two different viC'ws (,1) MLO (b) Cc. 
(e) LOGll contrast image for the mClmmogram in (,1). (d) Local contr,lst im,lge for the maIllmogr,lm 
in (b). (c) Plots of J!(l'lk) c.llcubted from the mamIllogr,lnl in (,1) for four different bins. (f) Plots 
of l)((V,,) cCllculated from thL' mammogram in (b) for four diffL'rent bins. T he vertiGll axis for e,Leh 
p(l' lk ) represents the rcl,ltive frequcncy of occurrence. 
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Equation 3.1 takes the form of a simple high pass spatial filter, therefore the standard de-
viation of the local contrast ac(f) provides a measure of the high frequency image noise as 
a function of the grey level. To obtain ac(f), the greyscale is divided into non-overlapping 
but adjacent bins numbered k = 1,2, ... ,K. After computing the local contrast, the prob-
ability density function p( cl k) is estimated by normalising the histograms of c determined 
within each bin k. Figures 3.1(e) and (£) show examples of p(clk) (corresponding to four 
different bins) calculated from the digitised film-screen mammograms in Figures 3.1(a) 
and (b) respectively. Each bin k has a corresponding grey level fkt calculated as the mean 
grey level of all pixels within bin k. The values of !k are shown for each corresponding 
probability density functionp(clk) in Figures 3.1(e) and (£). 
Estimation of the standard deviation ac(k) is performed by 
(3.2) 
where the mean local contrast for a particular bin J1c(k) is 
lJ,c(k) f: c p(clk) dc. (3.3) 
Having obtained estimates for ac(k) and J1c(k), the continuous functions ac(f) and J1c(f) 
are estimated by interpolation. In this case a cubic-spline interpolation is applied, the 
details of which are provided in Section 2.3.3. Pigures 3.2(a) and (c) show the contin-
uous functions ac(f) and J1c(f) respectively, for the mammogram in Figure 3.1(a), with 
k = 1,2, ... ,16. Similarly, Figures 3.2(b) and (d) show the continuous functions ac(f) and 
J1c(f), obtained using the mammogram in Figure 3.1(b). In these particular examples the 
number of pixels per bin is defined to be approximately equal. In common with Veldkamp 
et al [150] an extra point at the minimum grey level in the breast tissue region has been 
inserted to guide the interpolation along the lowest pixel values. The corresponding a c 
and J1c values are set identical to the estimates ac(h) and J1c(h) respectively, representing 
the bin covering the lowest grey levels. This prevents the interpolation from producing 
erroneous res ults below h. 
It is clear from these plots that ac(f) varies strongly with the grey leveL This variation is 
due to the complex characteristics of the noise components mentioned in Section 3.2. In 
both plots there is a rapid decrease in ac(f) for the highest grey level values. This drop in 
noise level can be attributed to the decrease in the slope of the film's characteristic curve 
(see Figure 2.1(a)) [72]. 
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Figure 3.2 Contrast standard deviation (Ie (f) and contrast mean {le (f) plots versus grey level. Left 
hand plots are for the mammogram in Figure 3.1(a), right hand for Figure 3.1(b). 
The mean of each local contrast distribution {Lc(k) should be zero if the noise processes 
involved have a symmetric distribution, and if the curve relating the grey level to the x-ray 
exposure is approximately linear within each bin. However, it appears that small devi-
ations of the mean around zero are quite usual. The effect of the bias can be partially 
explained using statistical probability. For example, the highest grey level pixels in a mam-
mogram have a high probability of being surrounded by lower grey level pixels, ensuring 
they possess a positive mean local contrast value. In the lower grey level bins, however, 
the opposite effect occurs. Methods for compensating for this bias are described in sub sec-
tion3.5.3. 
Statistical noise plots of both (Tc(J) and {le(J) were obtained using the above technique, for 
all images in FSD-B. Although slight differences were observed between the plots over the 
set, the general trends mentioned above were observed in all cases. 
The noise statistics (Tc(J) and {Le(J) are obtained for the purpose of equalising the image 
noise. By taking the signal dependency of both (T e (J) and {Lc (J) into consideration, the local 
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contrast Ci is equalised by 
I Ci flc(!i) 
Ci = O"c(h) (3.4) 
where c~ represents the equalised local contrast at site i. This process removes the noise 
dependency on the grey level, and is known as noise equalisation. 
3.5 Optimising noise equalisation 
As explained in Section 3.1, detection of microcalcifications primarily concerns separating 
image signals caused by microcalcifications from those caused by high-frequency noise. 
An important step in the detection scheme, therefore, is the equalisation of local contrast. 
This section investigates a number of different implementations for local contrast equalisa-
tion aimed at improving the reliability of the noise statistic estimates. Firstly, a method of 
truncating the local contrast probability density functions prior to estimation of the noise 
statistics is described. Two variants for dividing the greyscale into bins are then inves-
tigated, the first using a fixed number of pixels per bin and the second using a variable 
number of pixels. As already discussed, histograms of local contrast are slightly biased, 
which causes non-zero mean values for local contrast. Methods that involve correction for 
the bias are investigated in an attempt to optimise noise equalisation. 
3.5.1 Truncation 
Local contrast equalisation of an arbitrary image relies on the fact that there are many more 
pixels in homogeneous regions than there are near feature boundaries. Contrast values 
associated with pixels near feature boundaries often possess very high magnitude, causing 
outliers to exist in the associated probability density function p( ci k). Pixels associated with 
film artifacts contribute additional outliers, however these do not occur as frequently. For 
this reason, in the following explanation all outliers are assumed to be associated with 
feature boundary pixels. 
Although, in a mammogram image, feature boundary pixels constitute a small proportion 
of the entire breast tissue area, their influence can significantly affect the estimates of both 
O"c(k) and flc(k). To ameliorate this problem, p(clk) is truncated to exclude extreme values 
assumed to be associated with feature boundary pixels. Estimates of the noise statistics 
O"c(k) and flc(k) are then determined based on the truncated distribution as follows. 
All local contrast probability density functions p(clk) are assumed to have an underlying 
Gaussian distribution. This appears to be a valid assumption when looking at the plots 
in Figures 3.1(e) and (£). The purpose of truncating p(clk) is to estimate the mean and 
standard deviation of the underlying Gaussian and use these parameters as an estimate of 
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Figure 3.3 Local contrast probability density functionp(clk) with corresponding truncation points 
CIow(k) and Chigh(k) marked. 
the noise level, thus ensuring the noise level is not influenced by the presence of outliers. 
Given the small number of pixels associated with feature boundaries in any given bin, 
the truncation points are chosen such that only a small proportion of p( el k) is excluded. 
Figure 3.3 shows an example of a local contrast probability density function p( elk) along 
with two truncation points ctow(k) and Chigh(k). These truncation points are chosen to be 
symmetric around e = 0 and to satisfy 
l crugh(k) p{elk) de = L, CJow(k) (3.5) 
where L is a predefined fraction of the area under p{elk) (the shaded area in Figure 3.3). 
The relationship betweenp(clk) and the truncated probability density functionpT(elk) is 
defined as 
PT{clk) ~ {o CIow(k) < e < Chigh{k), 
otherwise. 
(3.6) 
To estimate the mean and standard deviation of the underlying Gaussian based on PT( el k), 
the sample mean C(k) and sample variance 8 2 {k) of the truncated data are calculated, 
where C(k) represents the local contrast of all pixels in bin k having values within the 
range ctow{k) < c < Chlgh(k). These statistics are determined as 
C(k) (3.7) 
and 
(3.8) 
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with M(k) representing the number of pixels in bin k. A relationship is required between 
the known sample statistics of the truncated data and the population statistics of the un-
derlying Gaussian. This relationship is found through the population mean E[C(k)] and 
variance Var[C(k)] of the truncated distribution, defined as 
E[C(k)] = i: e PT(elk) de (3.9) 
and 
Var[C(k)] = i: (c - E[C(k)])2 PT(clk) de. (3.10) 
Both E[C(k)] and Var[C(k)] can be expressed in terms of the population mean, {t(k), and 
standard deviation, a(k), of the underlying Gaussian. Appendix B derives both expres-
sions starting from Equations 3.9 and 3.10. For simplicity {t(k) and a(k) are replaced by {t 
and a in all calculations. From Appendix B the population mean of the truncated distribu-
tion E[C(k)] is given by [68] 
E[C(k)] Z ( ( Clow ( k) - {t) j a) - Z ( ( Chlgh ( k) - {t) j a ) {t + <:J?((Chigh(k) - {t)ja) - <:J?«Clow(k) - {t)ja) a, 
where Z is the unit normal density 
1 Z(x) = 
and <:J? is the standardised cumulative distribution function 
(3.11) 
(3.12) 
(3.13) 
Additionally the population variance of the truncated distribution Var[C(k)] is given by 
[68] 
With the values Clow(k) and Chigh(k) known, the maximum likelihood estimation of {t(k) 
and a(k) is found by equating the first and second sample and population moments of the 
truncated distribution, resulting in E[C(k)] C(k) and Var[C(k)] = s2(k) [68]. In practice 
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Table 3.1 Sample mean and standard deviation for three different data sets associated withp(elk). 
Data 
Underlying Gaussian data 
Complete Data (including outliers) 
Truncated data 
this is achieved by numerical minimisation of 
Mean 
0.604 
1.573 
0.677 
Sample Standard Deviation 
24.834 
30.192 
24.846 
(3.15) 
A built-in MATLAB [101] function is used to perform the nonlinear minimisation proce-
dure. Initial values for both fl (k) and a (k) are obtained from the sample mean and standard 
deviation respectively, of p(clk). On average the minimisation converges in less than 140 
iterations, providing estimates for fl(k) and a(k). A reliable estimate of the noise level in 
each bin is achieved by equating the noise statistics ac(k) and flc(k) to the estimates a(k) 
and fl(k) respectively. 
To illustrate the effect of truncation on the estimated mean and standard deviation of p( elk), 
a Gaussian probability density function of fl = 0.5 and a 25 was simulated. Outliers 
were added with high contrast magnitude and low probability, representing the presence 
of pixels near feature boundaries. For the purpose of this example, the distribution of these 
outliers was heavily biased towards positive local contrast values. Figure 3.4(a) provides 
an example of the simulated p(clk). By setting the value of L to 0.95 (corresponding to 
95% of the distribution within the truncation points) the truncated density function Pr (cl k) 
shown in Figure 3.4(b) was obtained. 
Table 3.1 summarises the calculated sample mean and standard deviation for three differ-
ent data sets associated with p(clk). As expected, the underlying Gaussian data set has 
both mean and standard deviation close to the simulated values of fl = 0.5 and a 25. 
However, statistics based on the complete data set are significantly affected by the presence 
of outliers, causing both the sample mean and standard deviation to be overestimated. Fig-
ure 3.4(c) provides a visual comparison between p(clk) and a Gaussian estimation based 
on the statistics of the complete data set. Clearly, the standard deviation is too high for 
this density function, while the mean has a positive bias compared to the expected value 
of 0.5. Table 3.1 also shows that the statistics based on the truncated data set are in dose 
agreement with that of the underlying Gaussian in p( cl k). This is verified by looking at the 
plot of a Gaussian based on the truncated statistics overlayed on p(clk) in Figure 3.4(d). 
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Figure 3.4 (a) Example of an originalp(clk) (b) The density functionpT(clk) obtained fromp(clk) 
using L = 0.95 (c) Gaussian estimation of p(clk) using the sample mean and standard deviation of 
the complete data. (d) Gaussian estimation using the sample mean and standard deviation of the 
truncated data. 
The results presented here illustrate the importance of excluding outliers in p(clk) when 
obtaining the noise statistics CIc(k) and J.Lc(k). The plots of CIc(f) and J.Lc(f) shown in Fig-
ure 3.2 were calculated using the truncation method with L 0.95. This value for L was 
determined after testing a range of values on all images from FSD-B (0.80 < L < 0.98). 
The influence of L on the noise statistic plots was found to be insignificant within this 
range. Setting L = 0.95 ensures a high percentage of p(clk) is included within the trunca-
tion points providing an good representation of the original probability density function 
without the inclusion of outliers. All results presented in the remainder of this chapter are 
obtained using this method of truncation with L = 0.95. 
Quantitative results on the accuracy of the noise estimates when applying the truncation 
method to digitised film-screen mammograms are not available because of the complex 
noise model expected in this modality. More convincing proof on the improvement in 
noise estimation when using a truncated probability density function, P'T (cl k), is however 
provided in the next chapter using direct digital step wedge phantom images. 
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Figure 3.5 Grey level histogram of the breast tissue pixels of the mammogram in Figure 3.1(a). Also 
shown are the bin widths obtained using fixed size bins with k = 1,2, ... , 7. 
3.5.2 Determination of bins 
Local contrast normalisation requires accurate estimation of the noise statistics covering 
the entire range of grey level values in the breast tissue region. Section 3.5.1 described a 
method of determining optimal values for O"c(k) and ttc(k) based on the truncation of a 
given probability density functionp(clk). These noise estimates are only valid, however, if 
p(clk) provides a good representation of the noise· within bin k. Appropriate binning of the 
greyscale is therefore important, as it influences the reliability and accuracy of p(clk), and 
hence the reliability and accuracy of the statistics O"c(k) and ;tc(k). 
This section investigates two approaches for binning the greyscale, the first of which uses 
non-overlapping bins of a fixed bin size, where the term size refers to the number of pixels 
per bin. The second method uses non-overlapping bins of variable size in an attempt to 
improve measurement of the noise statistics covering the highest grey level values [150]. 
Fixed number of pixels per bin 
Dividing the greyscale into a predefined number K of fixed size bins means the widths of 
the bins are dependent on the histogram of grey level values in the breast tissue region. 
Figure 3.5 provides an example of a grey level histogram (of breast tissue pixels only) 
obtained from the mammogram in Figure 3.1(a). Shown at the bottom of this histogram 
are the widths of the fixed size bins when using K = 7. It is clear from this figure that the 
bin width is larger in sections of the greyscale corresponding to only a few pixels, whereas 
the bin width is smaller in sections consisting of a larger number of pixels. 
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Accurate measurement of the noise level requires determination of the appropriate number 
of bins K. When ascertaining this parameter, the following must be considered: 
1. If the number of bins is chosen too small, significant changes in the noise level for a 
particular greyscale section could easily be missed due to each bin covering such a 
large range of grey level values. 
2. If the number of bins is chosen too large, the estimated noise statistics will be inaccu-
rate due to an insufficient representation of the local contrast values associated with 
each bin. 
These factors indicate that the value of K must be sufficiently high to closely follow the 
change in noise level with respect to greyscale, without causing a decrease in accuracy due 
to a limited number of pixels per bin. 
The contrast normalisation method described in Section 3.4 was applied to all images in 
FSD-B using the fixed size binning scheme. Figures 3.6 and 3.7 provide examples of the 
continuous functions G'c(f) and Pc(f) obtained from estimates of G'c(k) and Pc(k) respec-
tively, for varying values of K. The plots on the left hand side correspond to the mammo-
gram in Figure 3.1(a), while plots on the right hand side correspond to the mammogram 
in Figure 3.1(b). Once again a point at the minimum grey level in the breast tissue region, 
is inserted to guide the interpolation along the lowest pixel values. 
Plots (a) and (b) in Figures 3.6 and 3.7 illustrate the continuous noise functions when using 
K 6. These plots show the general trends in the noise level with respect to greyscale. 
Using such a small number of bins however, results in a noise model that is very dependent 
on the interpolation scheme and the small number of estimated G'c(k) and Pc(k) values. 
Deviation from the true noise model is likely, due to the fact that each bin covers such a 
large range of grey levels. 
At the other end of the scale, plots (g) and (h) in Figures 3.6 and 3.7 illustrate G'c(f) and 
Pc(f) when using K 104. These plots provide detailed changes in the noise level that are 
much less dependent on the interpolation scheme used. However, the small number of pix-
els associated with each bin cause inaccuracies in the noise estimates and thus fluctuations 
in the noise plots. 
As mentioned in Section 3.5.1 quantitative results on the accuracy of the noise estimates are 
not available due to the complex noise model expected in this modality. For this reason, 
the ideal number of bins is determined based on visual comparison of the noise plots for 
varying values of K. After looking at the noise plots obtained from all images in FSD-B, 
for 3 < K < 150, the optimal value of K = 16 was chosen. This value provides a good 
trade off between the dependency of the noise estimates on the interpolation scheme and 
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Figure 3.6 Plot of (Jc(f) using fixed size binning with]( equal to (a,b) 6 (c,d) 16 (e,f) 33 (g,h) 104. Left 
hand plots correspond to the mammogram in Figure 3.1(a). Right hand plots for the mammogram 
in Figure 3.1(b). 
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Figure 3.7 Plot of {-tcU) using fixed size binning with J( equal to (a,b) 6 (c/d) 16 (e,f) 33 (g/h) 104. Left 
hand plots correspond to the mammogram in Figure 3.1(a). Right hand plots for the mammogram 
in Figure 3.1(b). 
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the fluctuations in the noise level due to insufficient representation of local contrast values 
in each bin. Plots (c) and (d) in Figures 3.6 and 3.7 provide examples of the noise estimates 
when using K = 16. 
Variable number of pixels per bin 
It is difficult to obtain accurate noise estimates in the high intensity regions of a mam-
mogram image. This is because the standard deviation of local contrast O"c(J) decreases 
rapidly with increasing intensity in the brightest regions. The rapid change in noise level 
is hard to measure because of the relatively small number of pixels that comprise these 
regions. However, accurate noise estimation in the brightest regions of a mammogram 
is important because microcalcifications often appear in these regions of the image. As a 
consequence of improper noise estimates in high intensity regions, a microcalcification de-
tection scheme could miss true microcalcification clusters or generate relatively many false 
positive clusters. 
More accurate estimates of O"c(k) are obtained in the brightest regions by using a variable 
number of pixels per bin M(Jk). The value of M(Jk) is chosen small for the highest grey 
levels because these regions consist of relatively few pixels. However, at lower grey levels, 
O"c(J) is more constant, and M(Jk) is chosen larger. In this implementation, bins are defined 
to start from the maximum grey level in the breast tissue region. Thus avoiding a relatively 
small number of pixels remaining in the brightest region, which may be insufficient for 
estimating the noise accurately. 
The first bin, covering the highest grey levels in the breast tissue area, consists of a small 
number of pixels Mmin. The number of pixels M(Jk) in each next bin k increases linearly 
until reaching a maximum bin size of .A1max for bins covering the lowest grey levels (See 
Figure 3.8). The values of M(Jk) are determined by the fraction of brightest pixels in the 
mammogram Z(Jk), which is defined as 
(3.16) 
where fk(max) is the highest grey level in bin k and p(J) is the probability density function 
of grey level values f in the breast tissue region. The following relations describe the 
number of pixels per bin M(Jk), 
if Z(Jk) > ZT, 
(Mmax Mmin) if Z(Jk) ::::; ZT, 
(3.17) 
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Figure 3.8 Size of each bin M(fk) with respect to grey level, I, when using the variable binning 
scheme. The right most portion is shown dashed as it is only approximately linear with respect 
to f. 
where ZT is a predefined fraction of the brightest pixels in the mammogram (discussed 
below). The parameters lvlmax and Mmin are also predefined and are determined as a 
fraction of the total number of pixels in the breast tissue area. Figure 3.8 illustrates how the 
bin size M(ik) changes for varying grey levels, where the value of imax is the maximum 
grey level in the breast tissue area. 
There are three parameters to be determined when using the variable binning scheme, ZT, 
Mmax and II,Imin' In order to establish these parameter values, the motivation for variable 
binning is exploited. As mentioned previously, it is difficult to obtain accurate noise es-
timates in the high intensity regions of a mammogram due to the small number of pixels 
and the rapid decrease of (leU) in these regions. Therefore, it seems logical to design the 
variable binning scheme such that the bin size decreases at the point which the rapid fall 
of in oAf) occurs. 
From the plot in Figure 3.8 the greyscale corresponding to the knee in the bin size is de-
termined solely by the parameter This greyscale value at which the bin size begins 
to decrease, iT, differs for each digitised mammogram image. However, as long as good 
mammographic technique is employed, iT only deviates by a small amount between im-
ages. By studying the oeU) plots obtained from FSD-B, when using the fixed binning 
scheme, the value of iT was experimentally determined to equal 125 (see Figure 3.6). The 
value of ZT is then calculated as 
imax 
(3.18) 
It was thought appropriate to set the number of bins K the same as that determined for the 
fixed size binning scheme (K = 16). This simplifies determination of the parameters Mmax 
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Table 3.2 Values of Mmax and IVlmin for the plots in Figures 3.9 and 3.10. Note that g and h are for 
fixed size bins (K 16). 
Plot a b c d e f g h 
Mmax x 103 1703 1127 1216 805.2 912.2 603.9 380.1 251.6 
Mmin x 103 0.060 0.040 6.081 8.052 24.33 20.13 380.1 251.6 
and Mmin. With a fixed number of bins, fixing the value of Mmax results in a single value 
for M min which satisfies the two constraints iT = 125 and K = 16. Unfortunately, due to 
the fact that the bin boundaries are dependent on the grey level histogram of a particular 
image, derivation of a formula relating Mmin and Mmax is not possible. Therefore, each 
pair of Mmax and lvimin values are experimentally determined. 
Once again the contrast normalisation method described in Section 3.4 was applied to all 
images in FSD-B, this time using the variable size binning scheme described above. Fig-
ures 3.9 and 3.10 provide examples of the continuous functions oAf) and /1>c(f) obtained 
from estimates of oc(k) and /1>c(k) respectively, for varying Mmax and Mmin values. 
The plots on the left hand side correspond to the mammogram in Figure 3.1(a), while plots 
on the right hand side correspond to the mammogram in Figure 3.1(b). For comparison 
with earlier results, Figure 3.9 and 3.10 repeat the results for the fixed size bins (K = 16) 
as the lowermost plots. Table 3.2 provides the exact values of the parameters used for the 
various plots in Figures 3.9 and 3.10. 
From these plots it is clear to see that increasing Mmax causes an increase in bin width and 
thus a less detailed noise plot in the lower grey level regions. Concurrently, decreasing 
Mmin results in an increased number of bins in the higher grey level regions, thus a more 
detailed noise plot in the area where microcalcification clusters are likely to occur. How-
ever, for a fixed number of bins, there is a lower limit to the bin size beyond which the noise 
statistics become inaccurate. Plots (a) and (b) in Figures 3.9 and 3.10 illustrate that setting 
Mmax too high results in a corresponding Mmin value that is too small to sufficiently rep-
resent the noise level in the higher grey level bins. These unreliable noise measurements 
cause large fluctuations in the noise level which can clearly be seen in plots (a) and (b). 
Plots (g) and (h) in Figures 3.9 and 3.10 show the noise plots obtained when Mmax is set 
equal to Mmin. This is equivalent to the fixed size binning scheme described in the previous 
section. Although fixed size binning provides reliable noise estimates covering the entire 
greyscale range, the accuracy of the estimates in the brightest regions can be improved by 
utilising the variable binning structure. 
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Figure 3.9 Plot of uc(J) for the mammogram in Figure 3.1(a) (left) and Figure 3.1(b) (right) using 
variable size binning. See Table 3.2 for the parameter values used in each case. 
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Figure 3.10 Plot of Jtc(f) for the mammogram in Figure 3.1(a) (left) and Figure 3.1(b) (right) using 
variable size binning. See Table 3.2 for the parameter values used in each case. 
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After visually comparing the noise plots for all images in FSD-B, using the variable size 
binning scheme, it was found that reliable noise measurements can be obtained for a large 
range of 1v1max and 1vlmin values. Optimal settings for these parameters are difficult to 
obtain without knowledge of the exact noise level. Therefore, an arbitrary pair of Mmax 
and Mmin values have been chosen as being representative of the variable binning scheme 
(Mmax ~ 700 x 103 and Mmin ~ 22 X 103 ). 
The logic behind variable binning suggests that it is a superior approach to the fixed size 
binning scheme. However, quantitative results on the accuracy of each method are not 
available due to the complex noise model that exists in this modality. It is hard to conclude 
therefore, which binning scheme is more appropriate without testing the microcalcification 
detection performance of a CAD scheme when using the two different binning techniques. 
This method of testing (using a CAD scheme) is carried out in Chapter 8, providing conclu-
sive evidence that variable binning is superior to the fixed binning method. Therefore, 
in the remainder of this thesis, when applying noise equalisation to digitised film-screen 
images, a variable binning scheme is used. 
3.5.3 Bias in histograms of local contrast 
It has been shown that the histograms of local contrast within each bin are not symmetric 
around zero, particularly if the number of pixels per bin is small. This is expected to affect 
noise estimation and thereby reduce the microcalcification detection performance of a po-
tential CAD system. Three different methods of dealing with the bias in the local contrast 
histograms are investigated in this subsection. The first is to neglect the effect by setting 
/-Le(J) to zero, while two correction schemes attempt to reduce the bias. In the first cor-
rection scheme both lJ,e(J) and ae(J) are determined as a function of the grey level when 
performing local contrast equalisation. The second scheme reduces the bias in the local 
contrast histograms by changing the sampling scheme prior to local contrast equalisation. 
Assuming /-Le (f) to be zero 
When assuming the bias to be negligible, calculation of ac(k) is obtained by setting /-Lc(k) 
to zero in Equation 3.2. Local contrast equalisation is then carried out using 
(3.19) 
Assuming ;te(f) to be grey level dependent 
In this method, the mean local contrast value lJ,e(J) is taken into account as a function 
of the grey level. Therefore, equalisation of the local contrast is performed according to 
Equation 3.4, where the standard deviation ac(J) is detennined with respect to ;tc(J). 
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Figure 3.11 Histograms of local contrast and plots of both oAf) and /-be (f) using the variable bin-
ning scheme based on f. Left hand plots are for the mammogram in Figure 3.1(a), right hand plots 
are for Figure 3.1(b). 
Figures 3.11(a) and (b) show the bias that exists in the histograms of local contrast (for four 
different bins) from the mammograms in Figures 3.1(a) and (b) respectively. Also shown 
these plots are the representative grey level values, h, for each bin. It is clear from these 
plots that in the lower grey level bins a slight negative bias exists, while in the higher bins a 
positive bias occurs. The reasons behind this effect have been explained in Section 3.4. Also 
shown in Figure 3.11 are plots of the standard deviation and mean of the local contrast as 
a function of the grey level. The plots of J1.c(f) reinforce the fact that variation of the mean 
around a local contrast value of zero is quite usual. 
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Reducing the bias in I-Lc(f) 
In this method, an assumption is made that the relationship between a noisy pixel value 
Ii and pixel values without additional high-frequency noise components Ui can be written 
as [65] 
fi = Ui + '!li (3.20) 
where rli is the high frequency noise contribution to Ui. In Section 3.4, calculation of Ci 
takes the form of a simple high pass spatial filter and is considered a measure for the 
high frequency noise contribution representing '!li. If for each Ui, the high frequency noise 
contribution Ci is known, then the noise level o"c(k) can be determined by dividing the 
greyscale into bins composed from the pixel values Ui and calculating O"c(k) from the local 
contrast distributions within each bin. By using U to bin the greyscale the noise processes 
within each bin are expected to be symmetric, and I-Lc(k) is expected to be zero. Therefore, 
equalisation of the local contrast is performed using Equation 3.19. 
Previously, Ci was calculated as the high frequency noise contribution to fi instead of Ui. 
Therefore, a small error was made linking the local contrast values to the corresponding 
grey levels. According to Equation 3.20, selection of the appropriate bin for each pixel i 
should be based on the value of Ui. A simple estimate for Ui can be obtained by low-pass 
filtering Ii, using a mean filter denoted by 
(3.21) 
where <5i represents a neighbourhood of N pixels centred on and including pixel i. 
Binning with respect to U instead of I causes the reassignment of certain pixels to different 
grey level bins, resulting in a reduction in the bias. This reassignment can best be explained 
by looking at example pixels located at the extremes of a local contrast distribution p( clk). 
For a pixel at location i in an image, possessing a very high local contrast value, the rela-
tionship Ui < fi exists. When binning with respect to U this pixel is likely to be assigned to 
a lower bin compared with binning based on I. On the other hand, for a pixel possessing 
a very low local contrast value, the relationship Ui > Ii exists. This pixel is likely to be 
placed in a higher bin when using U to bin the greyscale instead of I. 
Figures 3.12(a) and (b) show the histograms of local contrast obtained when using U to bin 
the greyscale. The plot on the left corresponds to the mammogram in Figure 3.1(a) while 
the plot on the right corresponds to the mammogram in Figure 3.1(b). In this implementa-
tion Ui was obtained using a 9x9 window for <5i (N 81), which is equal to the window size 
used when calculating Ci. It is clear from these plots that the bias shown in Figures 3.11(a) 
and (b) has been reduced and the contrast distributions are now almost symmetric around 
C O. 
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Figure 3.12 Histograms of local contrast and plots of both (J' c (j) and /1,,, (j) using a variable binning 
scheme based on U. Left hand plots are for the mammogram in Figure 3.1(a), right hand plots are 
for Figure 3.1(b). 
Figures 3.12(c) and (d) show the standard deviation of the local contrast as a function of 
the grey level. These plots are very similar to those shown in Figures 3.1l(c) and (d), in-
dicating that binning with respect to u does not considerably effect O"c(J). For the plots 
in Figures 3.12(e) and (f) however, a large decrease in variation of Pc(J) is observed when 
compared to Figures 3.11(e) and (f). This provides further proof that binning with respect 
to a low-pass filtered version of the original mammogram does indeed reduce the bias of 
the local contrast distributions in each bin. 
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The effect of reducing the bias for noise equalisation can only be determined by testing 
the microcalcification detection performance of a CAD scheme using the three different 
techniques mentioned above. Chapter 8 carries out these comparisons, providing clear evi-
dence that compensation for the bias improves CAD performance. Additionally, it is found 
that the two bias correction schemes, although providing an improvement in performance 
compared to assuming /Lc(f) = 0, possess very similar CAD results. In the remainder of 
this thesis, when applying noise equalisation to digitised film-screen images, both ac(f) 
and /Lc(f) are determined as a function of the grey level. 
3.6 Equalisation examples 
This section provides examples illustrating the results obtained after application of the 
noise equalisation method. Figures 3.13(a) and (b) show two sub-images, 480 x 480 pixels 
in size, from two digitised film-screen mammograms in FSD-B, both containing microcal-
cification clusters. Calculation of the local contrast using Equation 3.1 results in the images 
shown in Figures 3.13(c) and (d). Noise equalisation is then performed using the decided 
optimisation techniques mentioned in Section 3.5, resulting in an equalised local contrast 
image shown in Figures 3.13(e) and (f). 
The local contrast images illustrate how equalisation of the image noise provides clearer 
visualisation of the micro calcifications present. In a potential CAD system, this ensures 
that separation of microcalcifications from background mammographic structure is much 
easier, thus improving the sensitivity of the CAD scheme. It should be noted that the 
equalised local contrast images not only highlight micro calcifications but also curvilinear 
structures (locally linear features). These features are often the cause of many false positive 
microcalcification detections due to the fact that they possesses similar properties (such as 
intensity and contrast) to microcalcifications. Detection of curvilinear structures within a 
mammogram image is described in detail in Chapter 5. Locating and removing these linear 
features helps improve the detection accuracy of a microcalcification CAD scheme. 
3.7 Summary 
Microcalcification detection performance is limited by the high spatial frequency noise 
present in film-screen mammogram images. In order to accurately detect microcalcifica-
tions, equalisation of the high frequency noise is of crucial importance. Section 3.2 pro-
vided a detailed description of the noise components associated with digitised film-screen 
mammograms, highlighting the need for a complex noise model. 
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Figure 3.13 (il-b) Two ~lIb-ima gcs from two digitised film-screen milmmograms in FSD-B. both 
conJilining microcalcificiltilln clusters. (c-d) Loccli contrast im,lgc. (e-f) Equ,11isl'd ]oC<l1 contra s t 
imilge. 
As outlined ill Section 3.3 many authors have attempted to compens<lte for noise when 
implementing microcalcification CAD system.s. HO'vvever, often the noise tl1.odels being 
assumed are too simple, illld tbe noise dependence on the greyscalc is overlooked. Sec-
tion 3.4 described an accurate adaptive approach for modelling the image noise based on 
c1 method developed by Veldkamp ct Ill. In this method J. high pass filtered version of tiLL' 
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original image, known as the local contrast, is used to represent the high frequency noise 
contribution associated with each image. The dependence of the noise on the grey level is 
removed by rescaling the contrast using the standard deviation of the local contrast as a 
measure of the noise. This approach is known as noise equalisation. 
Section 3.5 investigated a number of different implementations for noise equalisation aimed 
at improving the reliability of the noise estimates. Firstly, a method of truncating the local 
contrast probability density function prior to estimation of the noise statistics was looked 
at. Truncation of p(clk) ensures that outliers associated with feature boundary pixels do 
not effect the noise estimation, providing a more reliable and accurate representation of 
the noise level. 
Two variants for dividing the greyscale into bins were investigated, the first using a fixed 
number of pixels per bin and the second using a variable number of pixels. The variable 
binning scheme is designed to utilise the known general trend in the noise level with re-
spect to greyscale. However, quantitative results on the accuracy of each method are not 
available due to the complex noise model that exists in this modality. Chapter 8 compares 
each binning scheme using the microca1cification detection performance of a CAD system. 
This testing provides conclusive evidence that variable binning is superior to the fixed size 
binning method. 
Finally, methods of compensating for the bias in the local contrast distributions were inves-
tigated. Apart from neglecting the effect by setting /le(f) to zero, two correction schemes 
were looked at in an attempt to reduce the bias. 'In the first scheme both /le(f) and ac(f) 
were determined as a function of the grey level. The second scheme reduced the bias in the 
local contrast histograms by changing the sampling scheme. Chapter 8 tests the methods 
of compensating for the bias on a CAD scheme. The testing shows that compensation for 
the bias improves CAD performance. 
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Chapter 4 
Noise equalisation in direct digital 
• 
mammogram Images 
4.1 Introduction 
The motivation behind noise equalisation in direct digital mammograms is identical to that 
of the film-screen modality. When digital mammograms have pixels of lOO{hm or less, de-
tection of microcaldfications is primarily limited by the presence of high spatial frequency 
noise [71]. Therefore, in order to accurately detect microcaldfications, measurement of the 
high frequency image noise is of crucial importance. In digitised film-screen mammograms 
a complex and highly variable relationship exists between intensity and noise variance. Di-
rect digital images do not have this problem however, because a near linear relationship 
exists between pixel value and exposure (See Figure 4.1) [85, pp. 135-155]. This allows a 
simple noise model to be applied to direct digital mammograms, leading to a more robust 
estimation of the image noise. 
This chapter focuses on the development of a noise model for direct digital mammograms 
based on the noise equalisation technique described in Chapter 3. Section 4.2 outlines 
the noise components present in direct digital mammogram images, identifying quantum 
noise to be the dominant noise source. Section 4.3 briefly mentions the noise compensa-
tion techniques previously developed in the literature. An accurate adaptive approach for 
modelling the image noise is described in Section 4.4 when quantum noise is dominant. 
In this case a simple square root noise model is used to estimate the high frequency image 
noise as a function of the image intensity. Experimental results are presented in Sections 4.5 
and 4.6 when applying the noise model to direct digital step wedge phantom images and 
direct digital mammograms respectively. This is believed to be the first report discussing 
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the detection of microcalcifications in direct digital mammogram images, taking full ad-
vantage of the linearity of the system. As in Chapter 3 it is hard to make conclusions about 
the accuracy of the noise model for micro calcification detection without utilising the model 
in a performance evaluation of a micro calcification CAD scheme. For this reason references 
are made in this chapter to the final results presented in Chapter 8. 
4.2 Direct digital image noise 
All images generated by a quantised source are statistical in nature. Although the intensity 
at a point in the image can be predicted by the attenuation properties of the patient, the 
value fluctuates randomly about the mean predicted value [157]. The fluctuation of the 
x-ray intensity follows Poisson statistics, so that the variance, (j2, about the mean num-
ber of x-ray quanta, No, falling on a detector element of a given area, is equal to No. In 
order to produce a signal the x-ray quanta must interact with the detector material. In-
teractions can either be photon scattering (the most common form of which is Compton 
scattering) or photoelectric absorption. Of the total x-ray signal about 40% is scattered 
radiation, however it is the photoelectric absorption that contains useful information for 
diagnosis [61, pp. 31-44]. This interaction can be represented as a binomial process with 
probability of success, rJ. It has been shown that if fluctuation in x-ray intensity is Poisson 
distributed then the distribution of interacting quanta due to photoelectric absorption is 
also Poisson distributed with standard deviation [12] 
(4.1) 
Independent sources of noise may contribute at different stages of the imaging system. 
Their effect on the noise variance is additive and the fluctuation is subject to the gain of 
subsequent stages of the imaging system. An ideal imaging system would be x-ray quan-
tum limited, meaning that the level of quantum noise determines the system performance. 
When a system is quantum limited reduction in the relative noise can only be achieved by 
an increase in the number of x-rays incident on the imaging system, that is an increase in 
patient dose. Achieving the best quality digital mammogram means balancing the need 
for keeping patient dose as low as possible with the desire for the least noise possible. 
In a well designed direct digital system the number of quanta incident on the detector 
and rJ are the main factors influencing the signal-to-noise ratio [157]. Hence, following the 
Poisson model in Equation 4.1, a square root relationship exists between the noise and the 
number of x-ray quanta. 
A direct digital system has a linear relationship between grey level and exposure (and, 
therefore a linear response to x-ray photons) as is shown in Figure 4.1. These plots were 
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Figure 4.1 Experimental plots of pixel value (12-bit number) versus exposure in mAs for a 5.0 
cm polymethyl methacrylate (PMMA) block at 28kVp and three target/filter combinations: 6: 
rhodium/rhodium, 0: molybdenum/molybdenum, and *: molybdenum/rhodium. The mean grey 
level was calculated for a 4 cm2 region-of-interest in the centre of the image. 
obtained using the General Electric (GE) Senographe system at the Nijmegen medical cen-
tre. The acquisition parameters mentioned in this figure are described in detail in subsec-
tion 4.5.1. 
The assumed quantum noise dominance of the direct digital system and the linear char-
acteristic curve that this modality exhibits ensures that a simple square root noise model 
provides accurate estimation of the noise with respect to grey level. 
4.3 Existing methods 
Most microcalcification detection schemes described in the literature are developed for 
digitised film-screen mammograms. The noise compensation techniques used in these 
methods are therefore optimised for the film-screen modality (See Section 3.3). Although 
many of the noise compensation methods can easily be applied to direct digital images, 
the vast difference in characteristics between film-screen and direct digital images makes it 
more logical to develop a method specifically for direct digital mammograms based on the 
noise components present. Such a method is presented here and to the author's knowledge 
has not been previously addressed in the literature. 
4.4 Noise equalisation 
A noise equalisation scheme designed specifically for digitised film-screen mammogram 
images has been described in Chapter 3. The same principle is employed here, except that 
the expected square root relationship between the noise level and the local contrast is used, 
leading to a more robust estimation of the image noise. 
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Grey Lovel (f) 
Figure 4.2 Square root model fit O"~nod(f) to the O"c(k) data 'd. 
The dependence of the noise on the grey level f is removed by rescaling the local contrast 
Ci using the standard deviation of the local contrast <JeU) as a measure for the noise [150]. 
Calculation of the local contrast Ci at site i is shown in Equation 3.1 and repeated here for 
convenience, 
(4.2) 
where bi represents a neighbourhood of pixels centred on i of size N. To obtain <JeU) the 
greyscale is divided into non-overlapping but adj~cent bins k. A histogram of local contrast 
values is formed for all pixels with grey levels within the kth bin and this is normalised 
to form an estimate of the probability density function p(clk). The value of <Je(k) is then 
calculated from p( elk). This is repeated for all greyscale bins. 
For direct digital images, where quantum noise is assumed to be dominant, a simple square 
root relationship is expected between the noise, <JeU), and the grey level f. Therefore, a 
square root function fit through the set of points <Je(k) can be used to provide a continuous 
estimate of <Je(f). This contrast deviation square root model is defined as 
(4.3) 
where m and d are constants determined by minimising the mean squared error between 
the model and measured points. This is a variation on the technique described in Chapter 3 
which uses cubic spline interpolation to obtain the continuous function <Jc(f). Figure 4.2 
provides an illustrative example of a square root model fit, <Jr:od(f), through a set of <Je(k) 
points. It is clear from this plot that the square root function provides a good fit to the 
binned data. A more detailed description of this figure is provided in subsection 4.5.2. 
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Taking the signal dependency of (J~od(J) into consideration, the local contrast Ci is 
equalised by 
I Ci c·= --;--~ (J~od(fi) , (4.4) 
where c~ represents the equalised local contrast at site i. It should be noted that in the 
development of this noise model the mean of the local contrast P,c(J) is assumed to be 
zero. This is to be expected if the noise processes involved have a symmetric distribution, 
and if the curve relating the grey level to the x-ray exposure is approximately linear within 
each bin. Also note that i, c, d, (Jc(k) and (J~od(J) are all measured in terms of grey levels, 
i.e. 0 to 4095 for 12-bit data. 
In Chapter 3 a complex binning scheme was required to compensate for the film-screen 
system's nonlinear response to x-ray photons. Due to the linear detector response of the 
direct digital modality the specific choice of bins is much less critical. Additionally, the 
square root model-based approach which is valid for direct digital images, ensures esti-
mation of the relationship between noise variance and intensity remains reliable in those 
ranges of intensity for which the population of pixels in a particular mammogram is rela-
tively low. This is expected to lead to a more robust estimation of the high frequency image 
noise, and in tum provide better micro calcification detection results. 
The following sections investigate the validity of this square root noise model using both 
direct digital step wedge phantom images and direct digital mammograms. It should be 
noted that the filters used and the corresponding window sizes are scaled for images of 
100p,m per pixel. 
4.5 Phantom images 
In this section the square root noise model is tested on a set of direct digital step wedge 
phantom images. Demonstrating that the noise model is accurate for images with no back-
ground structure provides initial validation of the assumed quantum noise dominance. 
4.5.1 Acquisition 
A single step wedge phantom of 10 steps was created by partially overlapping sheets of 
5mm and 10mm thick perspex. Twelve direct digital images were obtained from this phan-
tom using the GE Senographe system at the Nijmegen medical centre. For each image the 
following image acquisition parameters were varied to represent the range used in routine 
mammography (see subsection 4.5.4). 
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Tube Potential 
Tube Loading 
Entrance dose 
Target material 
Filter material 
Measured in kVp. It is the peak tube voltage from target (anode) to 
cathode. The peak is used because the tube voltage is not constant. 
Measured in mAs. This is the product of the current through the 
x-ray tube (milliampere) and the time the tube was energised (sec-
onds). 
Measured in mGy (milligray). This is the dose at the surface of the 
imaged object. 
The target material determines the x-ray spectrum, in specific the 
characteristic peaks which are used in mammography. Common 
target materials in mammography are: Molybdenum, Rhodium 
and Tungsten. 
The filter prevents very low energy x-rays reaching the patient. 
The penetration of these x-rays in the breast is so low that most x-
rays will not reach the detector thus significantly increasing patient 
dose while only slightly affecting the imaging process. Commonly 
used filter materials are Molybdenum and Rhodium. 
The original 14 bits per pixel GE images were linearly rescaled to 12 bits which is a standard 
precision used in medical imaging. Each image was 2294 x 1914 pixels in size and had a 
lOO/..Lm resolution. Figures 4.3(a) and (b) show two example direct digital phantom images. 
It should be noted that the higher grey levels correspond to the lower attenuation regions 
in each image. 
4.5.2 Noise model application 
Implementation of the square root noise model requires c to be binned with respect to grey 
level f. The obvious method of binning is to place all pixels lying inside one step of the 
wedge into a single bin, so the number of bins K corresponds to the number of steps in the 
phantom. This is justified by the fact that pixels associated with a given step are expected 
to possess similar grey levels. In some phantom images the intensity for one or more of 
the thinnest and/ or thickest steps were in saturation and therefore have been excluded 
from the calculations. Additionally, because the calculation of local contrast (Equation 4.2) 
is based on a small neighbourhood, the binning excludes pixels closer to a step boundary 
than half the width of the neighbourhood. 
Figures 4.3( c) and (d) show examples of the local contrast images calculated from the phan-
tom images in Figures 4.3(a) and (b) respectively. The contrast values were obtained using 
Equation 4.2 with a 9 x 9 window for oi(N 81). Justification for this parameter setting 
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(a) (b) 
(c) (d) 
Figure 4.3 (a-b) Example phantom step wedge images. (c-d) Local contrast images calculated using 
Equation 4.2. 
is provided in Section 3,4 and is dependent on the average microcalcification width and 
average distance between neighbouring microcalcifications expected in practice. Pixels 
not included in the contrast calculation were set to zero. This includes the portions of the 
images that were saturated and the step boundary pixels. 
The local contrast probability density function p(clk) is estimated by normalising the his-
tograms of c determined within each bin. Figures 4,4(a) and (b) show examples of four 
local contrast distributions (corresponding to four different bins) obtained from the local 
contrast images in Figures 4.3(c) and (d) respectively. Also shown in Figures 4,4(a) and (b) 
are the corresponding mean grey levels ik for each bin. These plots illustrate that as the 
grey level increases, the standard deviation of the local contrast also increases, which is to 
be expected for a square root noise model. Both contrast plots indicate that I-tc(k) remains 
very close to zero. 
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Figure 4.4 (a-b) Plots of p(clk) for four different bins. (c-d) Contrast standard deviation O'~od(f) 
versus grey level. Left hand plots are for the phantom image in Figure 4.3(a), right hand plots are 
for the phantom image in Figure 4.3(b). 
The standard deviation O'e(k) is determined from p(clk), using 
(4.5) 
The best fit continuous function cr;;-od(f) is then estimated from Equation 4.3 by minimising 
the mean squared error between cr;;-Od(lk) and cre(k) for an values of k. Figures 4.4(c) and 
(d) show the estimates of cre(k) and the corresponding best fit cr;;-od(f). It is clear from these 
plots that a square root function provides a good fit to the binned data. Quantitative results 
on the accuracy of the square root noise model are provided in subsection Once the 
continuous function cr;;-od (f) is obtained, normalisation of the local contrast is calculated 
using Equation 4.4. 
4.5.3 Truncation 
The phantom images used in this study were observed to have a small number of artifacts 
with very high magnitude compared with their surrounding pixels (for example, see 
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Figure 4.5 (a) Plot ofp(clk) from the phantom image in Figure 4.3(b) for fk = 2193. (b) Closer look 
at p(clk) showing the outliers caused by artifact pixels. (c) Gaussian estimation of p(clk) using the 
sample standard deviation of the complete data (including outliers). (d) Gaussian estimation using 
the sample standard deviation of the truncated data with L = 0.95. In both cases ftc(k) is assumed 
to be zero. 
ure 4.3(b». The artifacts were determined to be due to imperfections in the material used to 
make the phantom. The presence of these artifacts cause outliers to exist in the associated 
probability density functionp(cjk), significantly affecting the estimate of oAk). Although 
the likelihood of similar artifacts in actual mammograms is low, a similar situation was 
noted in Chapter 3 when analysing the noise in film-screen mammograms. In the film-
screen case however, the outliers were caused by feature boundary pixels. To ameliorate 
the problem of the boundary pixels, p( cj k) was truncated to exclude extreme values as de-
scribed in subsection 3.5.1. Estimates of the noise statistics were then determined based on 
the truncated distribution [68]. The same method of truncation is used here to remove the 
problem of artifact pixels. 
Figure 4.5 provides an example of how the truncation method works on a single step from 
the phantom image in Figure 4.3(b). The original p(cjk) is shown in Figure 4.5(a). Fig-
ure 4.5(b) provides a closer look at p(cjk) clearly showing the outliers caused by artifact 
pixels with high magnitude local contrast and low probability. Estimating (}c(k) using the 
complete local contrast data set, including outliers, results in a value too high for accurate 
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Figure 4.6 Contrast standard deviation versus grey level when truncation is omitted for the phan-
tom image in Figure 4.3(b). The line shows the square root model a;!wd(J) fit to the ac(k) data for 
the leftmost 7 points only. 
representation of the density function. Figure 4.5(c) provides a visual comparison between 
p(clk) and a Gaussian estimation based on ac(k) of the complete data set. Estimation of 
ac(k) based on the truncated data set with L = 0.95 (see subsection 3.5.1) provides a much 
improved representation of the density function and is illustrated in Figure 4.5(d). When 
calculating CJc(k) in both cases, the value of f..!,c(k) is assumed to be zero. 
The noise plots shoiATfl in Figure 4.4 were obtained using this method of truncation. Fig-
ure 4.6 shows the resulting noise plot for the phantom image in Figure 4.3(b) when esti-
mates of CJc(k) are based on non-truncated data. The probability density functions p(clk) 
of the two highest greyscale bins have a significantly higher standard deviation than ex-
pected from the square root model. This is due to the artifacts associated with those par-
ticular bins. To emphasise the extent to which these two points deviate from the model the 
square root fit in Figure 4.6 has been estimated using only the leftmost 7 points in the plot. 
Quantitative results on the improvement in accuracy of the noise estimates when applying 
the truncation method are provided in the next subsection. 
4.5.4 Results 
The square root noise equalisation technique was applied to each of the 12 phantom im-
ages. Table 4.1 shows the acquisition parameters for each image. As mentioned in sub-
section 4.5.2, the intensity for one or more of the thinnest and/ or thickest steps in some 
phantom images were dearly in saturation, therefore these steps have been excluded from 
the calculations. Also shoV\rn in Table 4.1 are the noise model parameters m and d from 
Equation 4.3. 
To provide a measure of how well the noise model fits the data the correlation coefficient 
'T' between.../Jk and CJc(k) was calculated for each phantom image, with a correlation coef-
ficient of 1 representing a perfect fit. For the phantom images the value of 'T' ranged from 
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Table 4.1 Step wedge phantom image acquisition parameters: Tube Potential (kVp), Tube Loading 
(mAs), Entrance Dose (mGy), Target Material, Filter Material. The entrance dose was measured 
by entrance surface air kerma at 5 cm above the bucky. Parameters m and d are obtained from 
Equation 4.3. The relative mean squared error e determines how well the noise model fits the data. 
Image kVp mAs mGy Target Filter m d e(xlO-3 ) 
1 26 180 14.9 Molybdenum Molybdenum 0.251 0.423 3.200 
2 26 280 23.1 Molybdenum Molybdenum 0.236 0.734 0.975 
3 31 71 8.7 Rhodium Rhodium 0.251 0.599 0.331 
4 31 200 24.4 Rhodium Rhodium 0.285 -0.079 0.183 
5 27 140 11.1 Molybdenum Rhodium 0.262 0.044 1.100 
6 27 100 7.9 Molybdenum Rhodium 0.250 0.323 1.100 
7 30 110 11.2 Molybdenum Rhodium 0.249 0.493 0.280 
8 30 180 18.3 Molybdenum Rhodium 0.266 0.102 0.170 
9 30 180 18.7 Rhodium Rhodium 0.273 -0.080 0.053 
10 30 125 12.9 Rhodium Rhodium 0.271 -0.077 0.125 
11 28 71 7.3 Molybdenum Molybdenum 0.232 0.666 1.100 
12 28 125 12.9 Molybdenum 0.256 0.192 1.400 
0.993 to 0.999 indicating that a square root noise model is an appropriate representation 
of the image data. This measure however does not take into account any linear scaling of 
a~nod(f), therefore an additional accuracy measure, the relative mean squared error e, was 
calculated as 
2:7:=1 (ac(k) a;;,od(fk))2 
e = ==~---'----'----=---'----'--2:~~1 (ai!'°d(fk))2 (4.6) 
A relative mean squared error of 0 indicates a perfect fit to the data. The maximum value 
of e for all 12 phantom images is 3.2 x 10-3 . This small error value confirms that a;;,od(f) 
is an accurate measure of the high frequency noise. 
The noise model values and accuracy measurements shown in Table 4.1 were all obtained 
using the truncated distribution method with L 0.95. When the values of m and d were 
obtained without truncation the relative mean squared error increased in some cases by 2 
orders of magnitude, indicating that truncation can significantly improve the accuracy of 
the noise estimation. 
In a strictly quantum limited system the noise present at zero exposure (zero grey level) 
would be zero. This is represented in the noise model by the parameter d. Table 4.1 shows 
that the estimated values for d vary slightly around zero for different image acquisition 
conditions. In order to determine a representative noise value for zero exposure, an image 
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Table 4.2 Parameter m obtained from Equation 4.3, and the relative mean squared error e when 
fixing d 0.633. 
Image m e(xlO-3 ) 
1 0.244 3.400 
2 0.239 1.000 
3 0.250 0.333 
4 0.269 0.532 
5 0.245 1.900 
6 0.240 1.400 
7 0.245 0.311 
8 0.253 0.439 
9 0.257 0.373 
10 0.254 0.544 
11 0.233 1.100 
12 0.243 2.000 
from the GE Senographe system with a 4mm aluminium plate placed in front of the detec-
tor was obtained. The contrast standard deviation ac(O) was calculated to be 0.633, which 
is similar in magnitude to the estimated d values. This very small positive value could be 
due to a small additional noise source present within the direct digital imaging system. 
When the remaining noise model parameter m was recalculated for the 12 phantom images 
with d fixed at 0.633, the value of the error e necessarily increased. Table 4.2 provides the 
values of both m and e for the fixed y-intercept. The maximum value of e for all images in 
the data set is 3.4 x 10-3. This is still an acceptably small error value, suggesting that the 
noise model estimation could be reduced to finding a single parameter. Chapter 8 provides 
a comparison in microca1cification detection performance for both the I-parameter and 2-
parameter methods. These results indicate that fixing parameter d slightly reduces the 
sensitivity of the CAD scheme, therefore in the remainder of this chapter the 2-parameter 
method is used. 
4.6 Direct digital mammograms 
In this section the square root noise model is applied to a set of direct digital mammogram 
images. Results comparable with those for the phantom images are obtained, although 
differences in noise characteristics are observed near the periphery of the breast. 
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4.6.1 Acquisition 
The direct digital mammogram data set used in this application is described in detail in 
Section 2.2. It consists of 124 mammograms composed of both cranio-caudal and medio-
lateral oblique views from 33 different patients. 
4.6.2 Noise model application 
For the phantom images in subsection 4.5.2, pixels from each step in the wedge were placed 
into a single bin. When implementing the noise model on direct digital mammogram im-
ages, however, binning cannot be performed in the same manner. To obtain ac(k), the 
greyscale is divided into non-overlapping adjacent bins numbered k = 1,2, ... , K, with 
each bin built up of an approximately equal number of pixels (see the fixed size binning 
scheme described in subsection 3.5.2). For the purposes of comparison with the noise 
equalisation method for the film-screen modality, the number of bins K is set equal to 
16. Figures 4.7(a) and (b) show two raw mammogram images from the direct digital data 
set and Figures 4.7(c) and (d) illustrate the corresponding local contrast images calculated 
using Equation 4.2. The contrast values were obtained using a 9 x 9 window for Oi (N 81). 
Only pixels associated with the breast tissue area of each mammogram are included in the 
contrast calculation, all other pixels are set to zero (see Section 2.3). 
The local contrast probability density function p( cl k) is estimated by normalising the his-
tograms of c determined within each bin. Figures 4.8(a) and (b) show examples of four 
local contrast distributions (corresponding to four different bins) obtained from the local 
contrast images in Figures 4.7(c) and (d) respectively. Also shown in these plots are the 
corresponding mean grey levels ik for each bin. Once again the contrast plots indicate that 
as the grey level increases, the standard deviation of the local contrast also increases, and 
f.tc{k) remains very close to zero. 
The standard deviation ae(k) is calculated from p(clk) using the truncated distribution 
method described in subsection 3.5.1. The best fit continuous function a;;,od(J) is deter-
mined using Equation 4.3 and the local contrast feature Ci is equalised by Equation 4.4 
with f.teU) set to zero for all f. 
Although the phantom image results are in agreement with the theorYt it was found that 
in direct digital mammogram images there is a significant deviation from the square root 
noise model in the peripheral area of the breast, where the tissue is uncompressed. Pix-
els associated with this uncompressed breast area are easily identified using the routinely 
recorded breast tissue thickness of each mammogram image. Figure 4.9 shows that a sim-
ple semi-circular model can be used to represent the uncompressed breast area. On a mam-
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(b) 
(c) (el) 
Figure 4.7 (,l-b) EXJmpie direct digit<ll m<lmmogr,lms. (c-d) LOClll contr,lst im,lgcs cJ/cui<ltrd using 
Equation 4.2 . 
mogrllm this region is rccognised llS the area from the skin line moving in a distance of half 
the recorded breast tissue thickness. 
Figures 4.8(c) and (d) show the estimates of (J«(/,: ) ,md the corresponding bt'st fit (J:U(H/ U) 
obtained when omitting the uncompressed area of the breclst. Th~ plots indicate that with 
the exclusion of the peripherill breast area a square root noise model is a good represen-
tation of the noise dependency on the grey kvL'l. When all pixds within the breast llre 
included in the model a squ,l[t' root noise plot SLlch as that shown in Figure 4.lO is ob-
tained. The probability density functions Ilkl',) of the two highes t greyscalc bins h,lV(, a 
significantly higher standard deviation than expl'ckd from the squMl' root model. These 
bins are associated with the uncompressed area of the breast. 
Recent experiments perform.ed by researchers in Nijmegen show that this deviation from 
the expected noise model is due to irregularity of the skin surface, which is amplified near 
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Figure 4.8 (a-b) Plots of p(clk) for four different bins. (c-d) Contrast standard deviation a~od(f) 
versus grey level. Left hand plots are for the mammogram in Figure 4.7(a), right hand plots are for 
the mammogram in Figure 4.7(b). 
Figure 4.9 Illustrating how the uncompressed breast area (lightly shaded area) is determined from 
the breast thickness (t). 
the breast edge due to the small angle between the skin surface and the incident x-ray 
beam [74]. Compensation for this effect has not been included as part of this research, 
therefore in all the results hereafter the breast area of each direct digital mammogram is 
eroded from the skin line to exclude the uncompressed area of the breast as explained in 
the Figure 4.9. 
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15 
Grey Level (f) 
Figure 4.10 Contrast standard deviation versus grey level when including pixels from the uncom-
pressed area of the breast for the mammogram in Figure 4.7(b). The line shows the square root 
model a;:od(f) fit to the ac(k) data for the leftmost 14 points only. 
4.6.3 Results 
The square root noise equalisation technique was applied to each of the 124 direct digital 
mammogram images. As for the phantom cases two measures were used to determine 
how well the noise model fit the data: the correlation coefficient r and the relative mean 
squared error e. The correlation coefficients for the two mammogram images shown in 
Figures 4.7(a) and (b) were 0.995 and 0.996 respectively. For all images in the direct digital 
data set the value of r ranged from 0.800 to 0.998, with 70% having a value of r greater 
than 0.950. This indicates that the square root noise model is an appropriate representation 
of the image data, however, once again r does not take into account any linear scaling of 
a~od(f). 
The relative mean squared error e for the mammograms in Figures 4.7(a) and (b) were 
4.836 x 10-4 and 3.093 x 10-4 respectively. For all images in the data e ranged from 
2.256 x 10-4 to 4 X 10-3, with 70% having a value less than 2 x 10-3• These small error 
values confirm that the square root noise model is accurate for application to direct digital 
mammogram images. 
Chapter 8 provides a comparison between the microcalcification CAD results when using 
the noise model developed in Chapter 3 and the square root noise model developed here. 
These two techniques are also compared with the results obtained when noise equalisation 
is omitted. The results provide clear evidence that high frequency noise equalisation i<; 
important for the detection of microcalcifications. It also shows that the use of the square 
root model leads to a more robust estimation of the high frequency image noise in the 
direct digital modality, and thus better microcalcification detection. 
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4.7 Equalisation examples 
This section provides examples illustrating the results obtained after application of the 
square root noise equalisation method. Figures 4.11(a) and (b) show two sub-images, 
480 x 480 pixels in size, obtained from two direct digital mammograms, both containing 
microcalcification clusters. Note that both images are raw direct digital images. Calcula-
tion of the local contrast using Equation 4.2 results in the images shown in Figures 4.11(c) 
and (d). These images highlight the microcalcifications present by producing extreme neg-
ative local contrast values at their locations. Application of the noise equalisation method 
results in an equalised local contrast image (calculated using Equation 4.4) shown in Fig-
ures 4.11(e) and (f). 
The local contrast images illustrate how equalisation of the image noise provides clearer 
visualisation of the microcalcifications present. In a CAD system, this ensures that sepa-
ration of micro calcifications from background mammographic structure is easier and de-
tection sensitivity improved. It is important to note that care is needed to make sure the 
system manufacturer has not applied some form of postprocessing to the mammograms 
which may invalidate the model; raw images should be used. 
As mentioned in Chapter 3 the equalised local contrast images not only highlight micro-
calcifications but also curvilinear structures (locally linear features). Detection of these 
structures within a mammogram image is described in detail in Chapter 5. 
4.8 Summary 
This chapter provided detailed experimental results for a novel noise equalisation method 
specific to direct digital mammogram images. It is the first known report discussing the 
detection of microcalcifications in direct digital mammograms using a theoretical model 
for the dependency of noise variance on intensity. The model allows a straightforward and 
accurate approach to noise equalisation leading to a robust estimation of the image noise 
when compared to the film-screen modality. 
Section 4.4 described an accurate adaptive approach for modelling the image noise utilis-
ing the known quantum noise dominance. In this method a high pass filtered version of 
the original image, known as the local contrast, was used to represent the high frequency 
noise contribution associated with each image. Utilising the linear detector response of a 
direct digital system provides a simple square root relationship between the noise and the 
grey level. This information was used to equalise the local contrast, removing the signal 
dependency of the noise. 
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Figure 4.11 (<1-b) Two sub-im<1ges from two ra\\' direct digital m~1mm()gr,1m s, both cont,1ining mi-
cl'OC<1lcific,1tinn clusters. (c-d) Local contr,1·t imi1gl~. (L'-f) Equalised 1'0(,11 cuntr,)st im'1gl'. 
Sections 4.5 and 4.6 invt:'stig,1ted the v,1lidity llf the sguilre root noise I1.wdei Llsing il set 
of 12 step wedge philntom imagl'~ ilndl24 direct digita I m<ll1nnogral11 im'1gl's. Tvvo me,1-
SUfes were llsed to qULlntify the ilccuracy of the model (correl,)tion coefficient and the rt']-
lltive mean squared error). It was found that ;wtibcts within the phantom images cause 
overestimlltion of the noise. This estimation is impro\'(;:~ d by truncllting the local contrast 
distributions to exclude outliers providing il mnre reliable und ilccur,1te representation of 
Chapter 5 
Shape parameter for curvilinear 
structure detection 
5.1 Introduction 
Curv ilineM structures (CLS) <lrl' locally line<lr high intensity structures in nL<lmmogmm, 
vvith a well-defined local orient<ltion that varies <llong the length of the structure. Fig-
ure 5.1 provides an example of a digitised film-screen mammogr,lm and a correspond ing 
imLlge displaying the pixels identified as belonging to a CLS. Note that in Figure S.l(b) high 
intl'nsity pixels indicate L1 high probclbility of CLS. 
(a) (b) 
Figure 5.1 (a) A digitised film-screen mammogram. (b) ll11ilge highlighting the CLS present. 
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the noise level. Although the likelihood of similar artifacts in actual mammograms is low, 
the same method gives good results when applied to the direct digital mammograms. 
Further improvement in the noise model occurred when excluding pixels associated with 
the uncompressed area of the breast. There is a significant deviation from the square root 
model in this area due to noise processes other than quantum noise playing a significant 
role. 
A slight alteration in the basic square root model was tested by fixing d, the residual con-
trast standard deviation at zero exposure. This simplifies the estimation process to finding 
a single parameter however causes a slight decrease in the noise model accuracy. 
Overall, the small error values reported in this chapter confirm that the square root noise 
model is accurate for application to direct digital images. 
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CLS correspond physically to either milk ducts, blood vessels, Cooper's ligaments or spi-
cules in the breast. With the exception of spicules, all of these structures comprise normal 
healthy breast tissue. The presence of CLS complicate, and often defeat, image analysis 
tasks such as the detection of microcalcifications [61, pp. 225-231]. This is because the 
local operations that are used to detect micro calcifications often respond strongly to CLS 
(see Figures 3.13 and 4.11). When detecting microcalcification clusters it is important that 
the appearance of both micro calcifications and CLS are modelled to ensure accurate and 
robust CAD results. 
A distinction between faint micro calcifications and CLS can only be made on the basis of 
shape, as these two structures have similar contrast. This chapter describes the develop-
ment of a new shape parameter for identifying CLS which utilises and extends a method 
recently proposed by Kovesi [86]. The method treats features in terms of their Fourier 
components and is know as phase congruency. 
Section 5.2 gives a review of the line-like detection methods previously developed in the 
literature. One such method specifically designed for the detection of CLS is detailed in 
Section 5.3. This method, proposed by Karssemeijer [71], is calculated using an algorithm 
resembling the Hough transform. Identifying the limitations of the technique provides mo-
tivation for the development of a new shape parameter using a multiresolution oriented 
approach. This is provided in Section 5.4 with the development of a new shape parameter 
based on the method of phase congruency. Section 5.5 discusses the advantages and dis-
advantages of both the Hough and phase congruency shape parameters, concluding that 
the phase congruency shape parameter is superior in coping with· the varying size and 
orientation of CLS and is less computationally expensive. 
5.2 Existing methods 
From an image processing point of view, the detection of CLS appears to correspond to 
the general problem of ridge finding, however standard ridge detection methods do not 
work well on mammographic images since CLS do not conform to a simple ridge model. 
A major problem stems from the fact that CLS appear at different depths withinthe breast, 
that is, they appear at an unpredictable range of magnitudes, scales and orientations. A 
shape parameter designed specifically to highlight CLS must be capable of adapting to the 
varying properties of these features. Additionally, in this application a distinction between 
faint microcalcifications and CLS is cruciaL Therefore, not only must the shape parameter 
be capable of highlighting CLS, it must also suppress microcalcifications. 
The simplest and most common method of line-like structure detection is the Hough trans-
form [37,71,83, 1391. Traditionally this transform has been used to detect edges within 
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an image, however simple modifications can be made to ensure the detection of line-like 
structures. Karssemeijer developed a modified Hough transform method using the local 
probability density function of gradient directions to determine the presence or absence of 
local line-like features [71]. The method is applied within a window of fixed size moved 
over the entire image. A detailed description of this method is given in the next section and 
is referred to as the Hough shape parameter, although it is not strictly a Hough transform 
method. The technique is designed specifically to highlight line-like features while simul-
taneously suppressing blob-like structures and is compared with the new shape parameter 
described in Section 5.4. The disadvantages of this Hough shape parameter include a high 
execution time and cumbersome implementation [102,103]. Additionally, the varying size 
of CLS within a mammogram image means the success of this method is highly sensitive 
to the size of the moving window. 
Other researchers have used texture-based approaches in detecting line-like structures 
within the breast [80,81]. Kegelmeyer et al implements an approach based on statistical 
analysis of a map of pixel orientations for the detection of spicules associated with stel-
late masses [81]. The idea is that if an excess of pixels orientated towards a given region 
is found, then this region may be suspicious. Laws textural energy features are used in 
conjunction with this measure to represent the range of possible manifestations of normal 
breast tissue [7,122,155], thus reducing the number of false positive spiculated mass de-
tections. It is noted that no attempt is being made to identify spicules (line-like structures) 
explicitly, thus making it inappropriate for CLS detection. 
The variable size and orientation of CLS suggest'the implementation of a multiresolution 
approach. Karssemeijer and te Brake developed a well known line-like feature detector us-
ing a multiscale implementation [77]. At a given scale, accurate line-based orientation esti-
mates are obtained from the output of three-directional, second-order, Gaussian derivative 
operators. The orientation at the scale at which these operators give a maximum response 
is selected. If a linear structure is present at a given site, this method provides an estimate 
of the orientation of this structure, whereas in other cases the image noise generates a ran-
dom orientation. The pixel orientations are then used to construct an operator which is 
sensitive to straight lines, thus detecting the line-like features within the image. However, 
again the method was developed specifically for the detection of spiculated lesions and in 
its current form does not provide a good distinction between CLS and microcalcifications. 
Other multiresolution oriented line-like feature detection techniques use various wavelet 
filter banks, the most common of which is known as the steerable filter [46,84,133,137]. 
The term steerable filter is used to describe a class of filters in which a filter of arbitrary 
orientation is synthesised as a linear combination of a set of basis filters. These particular 
filters are capable of picking up features of all types (Le. lines and edges). Local phase 
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information is used to determine the type of feature present. It should be noted that aspects 
of this wavelet filter bank method are similar to the new shape parameter presented in this 
chapter. 
5.3 Hough shape parameter 
The shape parameter developed by Karssemeijer [71] for the detection of CLS has been 
singled out for further discussion in this section. The parameter was specifically designed 
to aid in the detection of microcalcifications making it very applicable to this study. 
Karssemeijer's method resembles the Hough transform, which is used in image analysis 
for the detection of straight lines [37]. The shape parameter (i is extracted from the image 
data in a small neighbourhood of i using a window of fixed size moved over the entire 
image. This shape parameter indicates whether a line-like or blob-like feature at site i is 
likely. The method utilises the gradient magnitude IIi and orientation <Pi of pixels within 
each neighbourhood which are accumulated in an ('1], <p) table (accumulator array). Cal-
culation of (i from the local data is described extensively in [71] and is explained in the 
following with respect to the examples in Figure 5.2. 
Figures 5.2(a), (c) and (e) show binary simulated images of three features possible within 
a small neighbourhood. For the purpose of this example the size of the moving window 
(which corresponds to size of the neighbourhood) has been set to 50 x 50 pixels. At each 
site in the small neighbourhood the orientation '<Pi and magnitude'l]i of the gradient are 
calculated using a 7 x 7 Sobel operator. The gradient magnitude is normalised to range 
from 0 - 1 by dividing by the maximum gradient magnitude within the entire image and 
the orientation is calculated in the interval 0 21r. Figures 5.2(b), (d) and (f) show the accu-
mulator arrays obtained when applying the Sobel operator to the images in Figures 5.2(a), 
(c) and (e) respectively. Higher grey level values correspond to a higher number of pixels 
with a certain magnitude and orientation. Because of the binary nature of the examples, a 
large number of pixels have zero gradient magnitude and an undefined orientation. These 
pixels have been ignored for the purposes of this illustration. 
It appears from Figure 5.2 that a distinction between different feature types can be deter-
mined solely on the distribution of gradient orientations. The accumulator array for the 
blob-like feature possesses a very broad distribution of orientations. For the line-like fea-
ture however there are two dominant orientations at approximately 1r /2 and 31r /2. Both 
these orientations are perpendicular to the major axis of the line feature. In the case of the 
step feature only one dominant orientation is observed. 
The probability density function of gradient orientations Pi(<p) is estimated by summing 
the values in the accumulator array at each orientation for 'I] 2: T, with T a fixed threshold 
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app lied to reduce the intluence of noise. In this example cmd in other results to foil 0 V\.' 
the value of T is set such that half the pixels in the small neighbourhood have a gr<ldicnt 
magnitude greater th'l l1 '1', 
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Table 5.1 Hough shape parameter (i calculated for the three different features types in Figure 5.2. 
Feature Shape Parameter «(i) 
Blob 1.4203 
Line 0.4531 
0.8412 
To normalise the ~-scale a coordinate transform is performed by firstly translating the least 
occurring gradient direction to ~ = O. The mean gradient direction 7j5 is then computed in 
the interval [0, 21f) and an additional translation is carried out to put 7j5 at ~ 1L This 
normalised parameter space is used to calculate the shape parameter as 
(5.1) 
where ~b ~1f for ~ E [0,1f) and ~b !1f for ~ E [1f) 21f). Low values of (i indicate that a 
line-like structure at i is likely. 
Table 5.1 provides the Hough shape parameter values calculated for the features in 
ure 5.2. These correspond to the parameter values for the centre pixel of each neighbour-
hood. As can be seen the lowest shape parameter value corresponds to the line-like feature 
while the highest value corresponds to the blob-like feature indicatmg that (i is capable of 
distinguishing between these two feature types. 
Unfortunately, this Hough shape parameter method suffers from a number of drawbacks. 
First, the success of the Hough method is highly dependent on the size of the moving 
window. The window must be chosen large enough to encompass each individual feature 
while at the same time be small enough to ensure multiple features are not covered si-
multaneously. Second, the fixed Hough window size does not allow varying feature sizes 
to be accurately represented which is an important property of CLS. Third, the method is 
computationally expensive. Each of these limitations are discussed in detail in Section 5.5 
when applying the Hough shape parameter to both a simulated binary image and a digi-
tised film-screen mammogram from FSD-B. 
Identification of the drawbacks associated with the Hough shape parameter suggests the 
need for a multiresolution approach that is not highly dependent on the parameters cho-
sen. With this in mind a new shape parameter was designed based on the method of phase 
congruency. 
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Figure 5.3 Construction of a (a) square wave and (b) triangular wave from their Fourier series. The 
first few terms of the respective Fourier series are plotted with broken lines, the sum of these terrrLC; 
is the solid line. The Fourier components are all in phase at the zero crossings of the step in the 
square wave, and at the peaks and troughs in the triangular wave. 
5.4 Phase congruency shape parameter 
Phase congruency was first proposed by Morrone et al [111,112] and Kovesi [86] as a com-
putational model for the perception of low-level features such as step edges and lines in 
images. Representation of the image is given in terms of the local variation of amplitude 
and phase with frequency, that is, the method treats features in terms of their Fourier com-
ponents rather than in terms of intensity gradients. 
Phase congruency utilises the fact that features are perceived at points in an image where 
the Fourier components are maximally in phase. For example, Figure 5.3(a) shows the first 
few terms of the Fourier series that represents a square wave. All the Fourier components 
are sine waves that are exactly in phase (Le. congruent) at every zero crossing of the square 
wave. The phase angle at which congruency occurs is 0° or 180° depending on whether the 
step is positive or negative, respectively. At all other points in the square wave individual 
phase values vary, making phase congruency lower. Similarly observation of Figure 5.3(b) 
indicates that for a triangular waveform phase congruency is a maximum at both the peaks 
(90°) and troughs (270°). 
In calculating phase congruency it is important to obtain spatially localised frequency in-
formation in images. However, a point of phase congruency is only considered significant 
if it occurs over a wide range of frequencies. To satisfy both these requirements many scales 
must be considered simultaneously, implying a multiresolution approach. Additional evi-
dence supporting the multiresolution approach stems from the detection of CLS of varying 
This requires the same broad frequency range and multiple scales. As shown in Fig-
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ure 5.3 different feature types give rise to points of phase congruency and it is the phase 
angle at which the congruency occurs that distinguishes which feature is present. 
The following subsections describe in detail the calculation of a new phase congruency 
shape parameter using a multiresolution wavelet filter bank. The filters are first described 
in one dimension and then extended to two dimensions for application to a mammogram 
image. The shape parameter is determined based on the rich set of local property measures 
from the phase congruency approach. This parameter is designed to highlight line-like 
features (CLS) while suppressing blob-like structures (microcalcifications). 
5.4.1 Calculating phase congruency via wavelets 
Wavelets offer perhaps the best method of obtaining spatially localised frequency informa-
tion in images. The wavelet transform is used to obtain frequency information local to a 
point an image. To ensure that phase is preserved linear-phase filters are used. These are 
nonorthogonal wavelets in symmetric/ antisymetric pairs. Using two filters in quadrature 
enables calculation of the amplitude and phase of a signal for a particular frequency at a 
given spatial location. 
The objective of the wavelet design is to obtain a wide range of frequency information with 
maximal spatial localisation. Here the approach suggested by MorIet et al [110] is followed. 
However, rather than using Gabor filters, logarithmic Gabor filters are preferred as sug-
gested by Field [43]. Log Gabor filters have a Gaussian transfer function in the logarithmic 
frequency domain. They allow filters with arbitrarily large bandwidth to be constructed 
while still maintaining a zero DC component in the even-symmetric filter. On the linear 
frequency scale, the log Gabor filter has a transfer function of the form 
(5.2) 
where Wo is the filter's centre frequency. To ensure all successive filters are related to each 
other by a fixed scaling constant (constant shape ratio). The term K,/wo must be held con-
stant for varying wo, where K, is the log Gaussian standard deviation of the filter. For ex-
ample, a Klwo value of 0.75 results in a filter bandwidth of approximately one octave and 
a value of 0.55 results in a two-octave bandwidth. Figure 5.4 shows three log Gabor filters 
of different bandwidths all tuned to the same centre frequency. 
Since the size of each feature to be detected is unknown, the design of the wavelet filter 
bank must be such that the combination forms an even coverage of an appropriate range 
of the frequency spectrum. Uneven coverage of the spectrum would cause features at 
some scales to be considered less prominent than others simply because of the uneven 
filter coverage. 
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Figure 5.4 Three quadrature log Gabor wavelets all tuned to the same frequency, but having band-
widths of 1 (left), 2 (middle), and 3 (right) octaves respectively. The top plots represent the even-
symmetric log Gabor filters, while the bottom plots represent the odd-symmetric filters. 
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Figure 5.5 (a) Log Gabor transfer functions of five wavelet filters. (b) Sum of the 5 wavelet filter 
transfer functions producing an even coverage of the frequency spectrum. 
In designing the wavelet filter bank a compromise must be found between an even cov-
erage of the frequency spectra while at the same time minimising the number of filters 
used so as to minimise the computational requirements. Even-symmetric log Gabor fil-
ters, by definition (see Equation 5.2), have a zero DC component irrespective of the filter's 
bandwidth. This allows arbitrarily large bandwidth filters to be constructed, thus keep-
ing the number of filters required for even coverage to a minimum. Figure 5.5(a) shows 
an example of a wavelet filter bank consisting of 5 wavelet filters each covering different 
regions of the frequency spectrum. Figure 5.5(b) shows the sum of the individual filters in 
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Figure 5.6 (a) Tiling of the 2-D frequency plane with oriented filters at different Note that 
the DC frequency value is at the centre of the plane. (b) 3-D plot of an even-symmetric filter transfer 
function at a single scale and orientation. 
Figure 5.5(a) producing an approximately uniform amplitude for the band of frequencies 
covered by the filters. 
So far this discussion has been limited to signals in one dimension. Calculation of phase 
congruency requires a 900 phase shift of the signal, which is done using odd-symmetric fil-
ters. Since, rotationally symmetric odd-symmetric filters cannot be constructed, the analy-
sis of a two dimensional image is achieved by applying the one-dimensional analysis over 
several orientations and combining the results. Three design issues must be resolved when 
changing to 2-D: the shape of the filters in two dimensions, the number of orientations to 
analyse, and the way in which the results from each orientation are combined. The first 
two issues are dealt with in this subsection, while the last is left till subsection 5.4.2. 
When extending to two dimensions it is important to ensure that there is no corruption of 
the phase data in the image. A one-dimensional filter can be extended to two dimensions 
by simply applying a spreading function across the filter perpendicular to its orientation. 
Such a 2-D filter is separable allowing image convolution to be accomplished by a I-D 
convolution with the spreading function, followed by a I-D convolution in the orthogonal 
direction with the wavelet function. The obvious spreading function to use is the Gaus-
sian. Any function smoothed with a Gaussian undergoes amplitude modulation of its 
components, but phase is unaffected. This ensures the phase congruency at any feature is 
preserved. 
To detect features at all orientations, the bank of filters must be designed so that it tiles the 
frequency plane uniformly (See Figure 5.6(a)). In the radial direction, within the frequency 
plane, the filters are designed in the same way as the design of the I-D filter bank (that is, 
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log Gaussians with geometrically increasing centre frequencies and bandwidths). Thus the 
filters appear as 2-D functions symmetrically or anti-symmetrically placed with respect to 
the origin, depending on their spatial symmetry. In the angular direction, the filters have 
Gaussian cross-sections, where the standard deviation of the Gaussian controls the filters' 
directional selectivity. An example of the transfer function for an even-symmetric filter at 
a single scale and orientation is shown in Figure 5.6(b). 
The ratio between the standard deviation and the angular spacing of the filters is a fixed 
constant, which is set to achieve an even coverage of the 2-D spectrum. This ensures a 
fixed length-to-width ratio of the filters in the spatial domain. Thus, the cross-section of 
the transfer function in the angular direction is 
(5.3) 
where eo is the orientation angle of the filter, and 0'0 is the standard deviation of the Gaus-
sian spreading function in the angular direction. 
Kovesi [86] reported that a filter orientation spacing of 30° provides a good compromise 
between the need to achieve an even spectral coverage while minimising the number of 
orientations. Experiments were performed to test the use of more filter orientations, but 
the additional orientations did not change the quality of the results significantly. For this 
reason an orientation spacing of 30° is retained for the work reported here. 
The outputs from a quadrature pair of filters can be thought of as representing a vector 
in the complex plane, with the even-symmetric filter output representing the real compo-
nent, and the odd-symmetric output representing the imaginary component. Convolving 
an image with even and odd log Gabor filters over a range of scales and orientations there-
fore produces an array of response vectors, Ri,s/h that are a function of the pixel position 
i, scale s and orientation e. If we let f denote the greyscale image and Wi~s,O and Wi~s,O de-
note the even-symmetric and odd-symmetric wavelets respectively, the responses of each 
quadrature pair of filters form the response vector 
~,s,O [3{(Ri,s,O} , 8'(~,s,o)l (5.4) 
The amplitude of the transform at a given wavelet scale and orientation is given by 
(5.5) 
and the phase is given by 
¢i,s,fJ = atan2(8'(Ri,s,fJ}, 3{(Ri,s,O)). (5.6) 
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Figure 5.7 Response vectors Ri,s,(J from the convolution of the even and odd log Gabor filters for 
an arbitrary point in an image at one orientation and multiple scales, 
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Figure 5.8 Polar diagram showing how the response vectors at a location in the image for four 
scales and one particular orientation are combined to form (see Equation 5.7), 
The response vectors form the basis of the localised representation of the image. Figure 5.7 
shows an example of the response vectors at an arbitrary location in an image for one 
particular orientation and a range of scales. 
The response vectors across the range of scales are combined to form 
(:L~(Ri,s,e))2 + (:L8'(Ri,s,e)) 2. 
s s 
(5.7) 
Figure 5.8 shows an example of the resultant vector Ei,e obtained when the response vec-
tors are summed over all scales at a location in the image for one particular orientation. 
This ensures there is no bias towards features of a particular size which seems appropri-
ate due to the varying of CLS. The resultant phase <pi,e from the combination of the 
response vectors is used to determine the feature types within the image. This is described 
in more detail in the next subsection. 
5.4 Phase congruency shape parameter 105 
Selection of the filter scales is important in ensuring correct classification of feature types. 
A wavelength parameter is associated with each scale representing the spatial wavelength 
of the sine/ cosine waveform used in the log Gabor function. To ensure detection of a line-
like feature with finite width the wavelength should be set to approximately twice the line 
width. This makes the parameter dependent on the resolution of the mammogram image. 
Detection of line-like features of varying size require filters with varying wavelengths (or 
scales), hence the multiresolution filter bank approach. 
5.4.2 Shape parameter calculation 
Using the magnitude and phase information from Ei,o a shape parameter is designed to 
emphasise line-like structures (CLS) while simultaneously suppressing blob-like features 
(microcalcifications). The approach allows adaptability to features of varying size and ori-
entation. 
Convolution of an image with the log Gabor filter bank (described in the previous subsec-
tion) provides a rich set of local property measures whose values differ for various image 
features. Figure 5.9 gives an illustration of how Ei,o varies for three different feature types. 
It should be noted in these examples that the wavelength of the filters in the spatial do-
main have been chosen large enough to cover the width of each feature. Six orientations 
have been used in these examples corresponding to a filter orientation spacing of 30°. The 
centre pixel of each feature on the left hand side of Figure 5.9 provides the Ei,o vectors on 
the right hand side. For the blob-like structure, as the orientations change, the magnitude 
of Ei,o remains high and the phase remains at approximately 0°. However, for the line-like 
feature the magnitude of Ei,o varies considerably, with the phase remaining at 0°. Finally 
for a pixel on the edge of a step feature Ei,o varies significantly in magnitude and the phase 
remains at approximately 90°. From these plots it is clear that all attributes of Ei,o (magni-
tude, phase and the dependence of both on orientation) are required to distinguish line-like 
features from other distinctive feature types. 
Observation of how the complex quantity Ei,o varied throughout an image lead to the 
definition of a derived real quantity 
(5.8) 
Ui,O has a strong positive response to a feature with a positive ridge profile in the orienta-
tion being considered. Thus if location i lies on a positive ridge feature and () is oriented 
perpendicular to the longitudinal axis of the ridge, Ui,B is large and positive. Furthermore, 
Ui,o decreases strongly as the location is moved perpendicularly away from the axis of the 
ridge. 
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Figure 5.9 Illustration of how varies for different feature types. (a) Binary blob-like feature. (b) 
Ei,e values over all orientations for the centre pixels of the blob-like feature. (c) Binary line feature, 
(c) values over all orientations for the centre pixel of the line-like feature. (d) Binary step edge. 
(e) Ei,1} value over all orientations for a pixel on the edge of the step feature. 
The following two examples are designed to illustrate how Ui,e highlights positive ridge 
structures but does not respond strongly to other feature types. Figure 5.10 provides an 
illustrative example of Ui,e operating in 1-D using a synthetic signal containing a single 
positive ridge feature. For convenience the parameter Ui,e is simply referred to as U in the 
description of this 1-D example. First, the original signal is convolved with both an even 
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and odd symmetric log Gabor filter. Figure 5.10 shows a single scale filter with a bandwidth 
of 1 octave and a spatial wavelength of 34 pixels. This wavelength is set large enough to 
cover the entire ridge ensuring the signal is not interpreted as two step features. Calcu-
lation of parameter U from the convolved signals produces a plot in the spatial domain 
with a strong positive pulse at the location of the original ridge. Subtraction of the abso-
lute imaginary component of Ei ,(} when calculating U ensures a more localised response 
to the ridge feature. A ringing effect can be seen in this I-D plot which is a result of the 
filter response at the start and end of the ridge. As mentioned previously the significance 
of a feature is only relevant if congruency occurs over a range of frequencies. This is ver-
ified by the final plot in Figure 5.10, where U has been summed over 5 scales with a filter 
spacing that ensures even coverage of the frequency spectrum. The plot shows a smooth 
response due to cancellation of the ringing effects when summed over multiple scales. At 
the same time the positive peak in the value of U is reinforced at the location of the ridge 
due to the consistent response over all filter scales at this location. This example shows 
that the parameter Ui ,(} indeed highlights positive ridge features which are representative 
of the cross-section of both a line-like and blob-like feature. 
To illustrate how parameter U responds to other common feature types Figure 5.11 pro-
vides an example of the resulting U when applied to two step features. The step features 
are created by synthesising a wide pulse representing both a positive step (left hand side) 
and a negative step (right hand side). A single scale example filter is used in Figure 5.11 
with a bandwidth of 1 octave and a spatial wavelength of 10 pixels. This wavelength is 
chosen small enough to ensure the pulse is not detected as a single feature. Calculation 
of U from both the even and odd convolved signals produces a signal that is difficult to 
interpret. It should be noted that in this plot U reaches a minimum value at the location 
of both step features. After summing over 5 scales (all of which are too small to detect 
the pulse as a single feature) the resultant U parameter produces two very large negative 
pulses corresponding to the step features in the original signal. There are only very small 
positive peaks. This result provides evidence that U does not highlight step edge features. 
To reiterate, the purpose of determining a shape parameter is to distinguish line-like fea-
tures (CLS) from blob-like structures (rnicrocalcifications). This can be achieved by utilising 
both the results from Equation 5.8 and the orientation information available. The value of 
the shape parameter is intended to represent the likelihood of a line-like structure at each 
pixel location i. 
Figure 5.10 shows that Ui,(} emphasises signals that are indicative of a positive ridge. This 
type of signal can be found along the cross section of both a line-like and blob-like struc-
ture. It is the variation of Ui,(} over all orientations that provides the important distinction 
between blob and line features. For a blob-like structure the profile in all orientations is that 
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Figure 5.10 Calculation of parameter U in one dimension for a ridge function via convolution with 
two filters in quadrature. 
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Figure 5.11 Calculation of parameter U in one dimension for two step features via convolution 
with two filters in quadrature. 
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Figure 5.12 Division of the frequency domain when the number of orientations is 6. 
of a positive ridge, therefore the value of Ui,e is high over all orientations. However for a 
line-like feature only one orientation provides the profile of a positive ridge and Ui,e is high 
in only this orientation. This suggests three measures that can be used to help characterise 
line-like features: 
X' = fJ(U· e) % e %, , M· = rnax(U· e) % e ~" aMi = argmax(Ui,e). e (5.9) 
The parameter Xi is the standard deviation of Ui,() over all orientations, while parameter 
Mi is the maximum value of Ui,e over all orientations. Due to the different properties of the 
blob and line features mentioned above, line-like features have high values for both Xi and 
lvIi, while blob-like structures have high Mi values but very low Xi values. The measure 
aMi is the orientation at which Ui,e is a maximum. For a line-like feature this orientation 
is perpendicular to the major axis of the line structure. The importance of determining this 
orientation is described to follow. 
Figure 5.12 illustrates how the orientations of the log Gabor filters are distributed over the 
frequency domain when the number of orientations is equal to 6. The difference in Ui,() 
between blob and line like structures is most dominant at the orientation corresponding to 
the major axis of each feature (i.e perpendicular to aMi). At this orientation the profile of 
a blob-like feature is a positive ridge and has a high Ui,e value, however along the major 
axis of a line-like structure the profile is fairly uniform and the value of Ui,e is low. Let the 
value of Ui,e perpendicular to aMi be denoted as Pi. For example if the maximum Ui ,() 
value occurs at aMi = 30°, then Pi is the value of Ui () at orientation l20° . , 
Only the centres of blob-like structures have parameter values which differ significantly 
from those of line-like features. Therefore it is important to apply the shape parameter 
only to a limited number of pixels near the centres of the blob-like features. Non-maximal 
suppression [20] is used to obtain this limited set of pixels. This algorithm is generally 
only defined in terms of one-dimensional signals and requires an orientation image to be 
used in conjunction with a feature strength image to determine local maxima. The orien-
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tation indicates the direction to scan across the image feature and extract the appropriate 
one-dimensional signal. This signal is then tested to determine whether the point of in-
terest is a local maximum. In this implementation Mi is non-maximally suppressed in the 
direction OMi. Mi is used because it highlights the centre of both line-like and blob-like 
structures, and OMi is the orientation of the feature normal [86]. Non-maximal suppres-
sion produces a binary image Bi highlighting points that are locally maximum. Using OMi 
for the orientation image produces a somewhat quantised result (quantised by the number 
of filter orientations). However, it has been shown in [86] that increasing the precision of 
the orientation image does not change Bi noticeably. 
Utilising the properties of the above quantities the new phase congruency shape parameter 
Li is calculated as 
(5.10) 
Multiplication by Hi ensures Li is only calculated for non-suppressed pixels. The opera-
tions performed in this calculation are designed to highlight line-like features while sup-
pressing blob-like structures [102-104]. A high value of Li indicates that a line-like struc-
ture (CLS) at site i is likely. Examples of how the phase congruency shape parameter works 
on both a simulated binary image and a digitised film-screen mammogram are provided 
in the next section. 
5.5 Results 
The purpose of developing a line shape parameter is to provide a distinction between CLS 
and microcalcifications. In this section a comparison is made between the phase congru-
ency shape parameter and the Hough shape parameter based on their ability to highlight 
line-like features while simultaneously suppressing blob-like structures. 
Figure 5.13 shows both a simulated binary image and part of a digitised film-screen mam-
mogram from FSD-B, each having a size of 480 x 480 pixels. Throughout this section these 
images are used to illustrate the operation of each shape parameter method. The binary 
image in Figure 5.13(a) contains both line-like and blob-like features of varying position-
ing, size and orientation. This image was designed to provide a simple representation of 
various CLS and microcalcification properties. The cropped mammogram image in Fig-
ure 5.13(b) exhibits numerous line-like features and a large microcalcification cluster. The 
pixel size in this mammogram is 100j.lm. 
Karssemeijer's Hough shape parameter technique was applied to the original images in 
Figure 5.13. The success of the Hough method is highly dependent on the size of the mov-
ing window (small neighbourhood). The window must be chosen large enough to encom-
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Figure 5.13 (a) Origina l simulated binary image (b) Origin<ll cropped digitised film-scrccn 111,10)-
mogri10) imagl' cont,lining a microcalcification cluster. 
pass e,1Ch individu()l feature 'while at the sarnc time be sm,lll enough to ensure muItiple 
features are not covered simultaneously. After looking at the m"mmogfill11 imilges in FSD-
B il window size of I ~) x IG pixels (for il lOOpm pixd si/.e imilge) w,lS chosen to s"tisfy the 
above requirem.ents. Figure 5.14 shows the results obtained by ilpplying the Hough shape 
pilr"l11eter to the imClges in Figure 5.13. For the purposl's of displ<,y tIll' shape parJmeter 
values, (i , have been sC(lled to arbitrary intcgl'r units and inverted using [711 
(: = 255(1 - Q) . 
4 
High villues of (! indicilte that a line-like structure ilt i is likel y. 
(5 .11 ) 
From the illustriltive eXilmples in Figure 5.14 it is cleilr thilt this technique not only high-
lights line-like structures but <,Iso near circulilr objects in both the sim.ulilkd and mammo-
gram i m()ges. Since the purpose of the sh()pe parameter is to d ifferen ti(lte bdvvecn thcse 
two feature types it appc()rs to be of limited usl'fulness. Another problL'm originates from 
the fixed Hough window size, which causes sm"ll feMurl's to be blurred drnmatiG,lly, most 
obviously in the simulated image. The Hough Shilpl' pilril meter dol'S not rq)rCSl'nt varying 
fl'ilture sizes weil, Hwki.ng it lllilppropriate for CLS detection. 
Also applicd to the original imilges in Figure 5.13 was the ph"se congruency shilpe pJ-
r'lnwter. In the results presented here local frequency informiltion VV,1<; obtilined using 1 
octave bilndvvidth filters over 5 sCillcs and 6 orientations. The wilvclength of the smilll-
cst sc()le filter was set to 10 pixels ilmi scaling betwl'en sli ccessive filters was! .5. ThLls, 
over th e 5 sCilles, the filter wilvelengths were 10,15, 22,34 and 50 pixels. The filters were 
constructed directly in the frequency domi1in as po!ar-sepClfable function s: " logClfithmic 
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Figure 5.14 Shape par,lll1dcl" im,lgL' obtained by 'lpplying KcHsseITll'ijc'r'S Hough lL'chnique to (a) 
the simulated bin<1ry il1l{lge in Figure 5.13(,1), and (b) the digiti, l'd film-scrl'cn l1lalllmogl\llll im,lges 
in Figure 5. U(b). 
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Figure 5.15 Sh,lPC p<1raml'ler illl'lgc obt<1ined by ilpplying tlw phase congruency sh(lpe P,lI",llllcter 
to (,1) the simubted binMy im,lge in Figure 5.1](,1), ,md (b) till' digitised film-screen mammogram 
image in Figure 5.13(b). 
Gaussian function in the radial direction and ,1 Caussi,ln in the angular dirl'ction. In the 
ilngular direction, the ratio between the angular spacing of the filters ,1nd the angular stan-
dJrd deviation of the Caussi,lns was 1.2. This results in a coverage of the spectrum that 
varies by les th,m l (i~ for the bmd of frl'quencics covered by the filters. Note th<lt none 
of these parameter va lu!::'s ,1 re p,lrticubrly cri tical. They ((In be varil'd by approximately 
± lOY< without considerably affecting the results. Figure 5.15 shuws the results obtained by 
applying the phase congruency shape parameter to the images in Figure 5.13. 
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In Figure 5.15(a) it is obvious that line-like features are highlighted to a greater extent 
than blob-like features, indicating an improvement in performance when compared to the 
Hough shape parameter. The adaptability of the phase congruency shape parameter to 
varying feature sizes is also demonstrated, giving evidence of the advantage of a multi-
scale approach. One problem with the phase congruency method, or at least this imple-
mentation of it, is that pixels near the edge of blob-like features have similar properties 
(with respect to Li) to those of line-like features making them hard to distinguish. 
It is worth mentioning some of the inherent properties of both microcalcifications and CLS 
that are difficult to interpret for any line-like shape parameter technique. Within a micro-
calcification cluster individual calcifications are sometimes positioned very close to one 
another and may even overlap in a certain mammographic view, causing a shape param-
eter to misinterpret the pixels as belonging to small CLS. The same misinterpretation can 
occur with slightly elongated micro calcifications which commonly occur in mammogra-
phy. In both Figures 5.14(b) and 5.15(b) this misinterpretation has caused part of the mi-
crocalcification cluster to be highlighted by each shape parameter method. Another cause 
for inaccurate shape parameter classification results from overlapping CLS. The response 
at the location of a junction point is often incorrect which can be seen clearly in both Fig-
ures 5.14(a) and 5.15(a). It is unclear how to overcome these inherent problems and more 
work must be carried out to improve performance. 
A major difference between the Hough and phase congruency shape parameter techniques 
is their execution time which was measured using the built-in MATLAB profiler [101]. 
Implementation of the algorithms in MATLAB is relatively inefficient and neither shape 
parameter method was optimised for computational efficiency, however the difference in 
execution time between the two methods is so marked that it seems valid to report the 
findings. For each mammogram image in FSD-B, a 480 x 480 pixels subimage was selected. 
Both shape parameter methods were applied to the data set. The Hough shape parameter 
had a maximum execution time of 738 seconds, a minimum execution time of 648 seconds 
and an average of 679 seconds. The phase congruency technique had a maximum execu-
tion time of 203 seconds, a minimum of 114 seconds, and an average of 172 seconds. These 
values show that the phase congruency method executes on average 3.95 times faster than 
the Hough shape parameter technique. This is of great importance in a computer aided 
detection system because many cases must be capable of being processed in quick succes-
sion. 
The phase congruency shape parameter described in this chapter was developed using 
digitised film-screen mammogram images. In these images CLS appear as high intensity 
structures against the varying background of the mammogram image. For this reason 
the shape parameter was designed to detect high intensity line-like features. A simple 
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modification of the phase congruency shape parameter can be performed for application 
to raw direct digital mammograms, where CLS appear as low intensity structures against 
the varying background of the mammogram. In this case the shape parameter would be 
designed to detect low intensity line-like features. 
The reason for developing a line shape parameter is to distinguish CLS from microcalcifi-
cations and hence assist in the detection of micro calcification clusters. Chapter 8 provides 
a comparison between the Hough and phase congruency shape parameter methods based 
on results from a microcalcification CAD scheme. These results show an improvement in 
microcalcification detection performance when using the phase congruency shape param-
eter as input to the CAD system. The phase congruency shape parameter provides better 
distinction between CLS and microcalcifications ensuring easier classification of the two 
features, thus leading to more robust computer aided detection. 
5.6 Summary 
In order to improve the detection performance of a potential CAD scheme identification 
of CLS is important. A distinction between faint microcalcifications and CLS can only be 
made on the basis of shape. This chapter detailed the development of a shape parameter 
designed specifically to highlight CLS while simultaneously suppressing microcalcifica-
tions. 
Many line-like feature detection methods previously developed for the purpose of mam-
mography are designed specifically for the detection of spicules associated with stellate 
masses making them inappropriate for CLS detection. Section 5.3 outlined a Hough shape 
parameter, proposed by Karssemeijer [71], specifically designed for the detection of CLS. 
Identifying the limitations of this technique provides motivation for the development of a 
new shape parameter. This is provided in Section 5.4 with the development of a shape pa-
rameter based on the method of phase congruency. The inherent properties of CLS such as 
variable size and orientation support the choice for a multiresolution approach. The phase 
congruency method uses the local property measures from a multiresolution wavelet fil-
ter bank and is designed to highlight line-like features (CLS) while suppressing blob-like 
structures (microcalcifications). 
Section 5.5 discussed the advantages and disadvantages of each shape parameter tech-
nique using a simulated binary image and a section of a digitised film-screen mammo-
gram. The results indicate that the phase congruency shape parameter is superior because 
of its adaptability to the varying and orientation of CLS and lower execution time. 
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Chapter 6 
Computer aided detection scheme for 
microcalcifica tions 
6.1 Introduction 
The application of Computer Aided Detection (CAD) in digital mammography is an im-
portant and rapidly expanding field of research. It has been known for some time that 
radiologists do not identify all breast cancers that are visible on retrospective review of 
the mammograms [15,144]. Additionally, the interpretive accuracy of radiologists remains 
subject to the limitations of human perception. 'There is evidence that radiologists per-
form better at detecting subtle micro calcifications when provided with cues from a CAD 
scheme marking suspicious regions [6,8,19,24,47,76,151]. Moreover, the display for a 
computer detected micro calcification pattern is found to be useful in interpretation of the 
spatial distribution of microcalcifications. This distribution is an important cue for dis-
tinguishing different cluster types [117J. After extensive investigations and development 
efforts three CAD systems have been given Food and Drug Administration (FDA) approval 
(http://www.fda.gov I): ImageChecker (R2 Technology), Second Look (CADx Medical 
Systems) and MammoReader (Intelligent Systems Software). 
Although microcalcification CAD schemes have been reported to have a sensitivity of up 
to 90%, the false-positive rate associated with the current schemes remains unacceptably 
high. This chapter describes the development of a CAD system designed to overcome 
some of the challenges associated with microca1cification detection. The system extends a 
well known method proposed by Karssemeijer [71,72]. In this scheme a stochastic model 
is developed to enable the classification of individual pixels within a mammogram into 
separate classes based on Bayesian decision theory. The extension to the scheme includes 
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the introduction of a term designed to reduce the number of false positive results associ-
ated with CLS. Overall, the CAD scheme aims to mark all suspicious micro calcifications 
but does not provide a classification into benign or malignant types. The reported meth-
ods and results in this chapter are for application to digitised film-screen mammogram 
images. Adaptation of the CAD scheme to the direct digital modality is mentioned briefly 
in Section 6.11. 
6.2 Existing methods 
There has been extensive research carried out in the field of mammographic computer 
aided detection with specific emphasis on the detection of microcalcification clusters [24-
26,113-115,117,141,158]. Unfortunately it is very difficult to assess the relative performance 
of the methods reported in the literature due to the lack of a common database or common 
objective criteria. The best results reported to date have a sensitivity of 85 90% and a 
false positive detection rate of approximately 1 false positive per image. Large databases 
of digital mammogram images are becoming available, which should facilitate direct com-
parisons of techniques in the future [58]. 
Reported methods for computer aided detection of microcalcifications fall basically into 
the following categories: 
1. global and local thresholding, 
2. multiresolution filtering, 
3. artificial neural networks, and 
4. Bayesian classifiers. 
The best known algorithms for microcalcification CAD spanning this range are reviewed 
here. Note that Karssemeijer's CAD scheme (based on Bayesian classification) is excluded 
from this review as it is singled out for further analysis in the remainder of this chapter 
[71,72]. 
Microcalcifications have higher mass attenuation coefficients than any other structure in 
the breast. This suggests that straightforward grey-level thresholding could be a poten-
tially useful method for segmentation [118]. Chan et al [24-26] investigates a computer-
based method for the detection of microcalcifications using both global and local grey-level 
thresholding. This work was also mentioned in Chapter 3 in the context of noise equali-
sation. Initially a difference-imaging technique is applied using linear spatial filters, to 
enhance the signal from microcalcifications while suppressing the background structure of 
the breast. A global grey-level threshold is used on the filtered image, extracting possible 
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micro calcification pixels. To reduce the number of false signals caused by image noise a lo-
cal grey-level threshold is applied to each potential micro calcification site. This threshold 
is based on the statistics (mean and standard deviation) of the pixel values in a local re-
gion of the mammogram image. Although reasonable microcalcification cluster detection 
performance has been reported (sensitivity of 82% at a false positive rate of 1 per image), 
the method suffers from a significant drawback. Adaptive thresholds that are computed 
locally within small image regions are not only affected by the image noise, but also by 
image structures like lines and edges. Therefore, in regions with a lot of image structure, 
thresholds are not adjusted optimally to the noise level and detection performance may 
deteriorate. 
Multiresolution filtering has been applied frequently to the detection of microcalcifica-
tion clusters [60,89,92,152]. Specifically, wavelets have been recognised as an effective 
method of enhancing microcalcifications. A well known method developed by Strickland 
and Hahn uses wavelets as a means of applying matched filters to an image [141,142]' 
Their technique implements wavelet transforms to construct a bank of multiscale matched 
filters employed for the detection of microcalcifications of varying size. The subband im-
ages created by four-octave wavelet decomposition are thresholded and combined to yield 
a map of detection pixels. This map is blurred by convolution with a Gaussian and is then 
used to weight the subband images before computing the inverse wavelet transform. In-
dividual micro calcifications are greatly enhanced in the output image and segmentation is 
performed using a global threshold. The method achieves a sensitivity of 55% at a false 
positive rate of 0.7 per image which the authors admit is a significantly poorer result than 
those reported for other methods. Reasons for this poor performance include the presence 
of false positive errors associated with CLS and the detection of other isolated false arti-
facts. These problems could potentially be eliminated by including an additional algorithm 
to recognise CLS and a measure that rewards detected pixels occurring in local clusters. 
A very sophisticated filter designed by Qian et al [125,126] uses a tree-structured nonlinear 
filter coupled with wavelets. The front end of the method is a cascade of centrally weighted 
median filters that reduce the image noise while trying to maintain the structure of the mi-
crocalcifications. A tree structured wavelet transform is applied to the images employing 
quadrature mirror filters as basic subunits for both multiresolution decomposition and re-
construction processes. Selective reconstruction of the subimages is used to segment the 
microcalcifications. The measured sensitivity of this approach is 94% with a false positive 
detection rate of 1.6 microca1cifications per image. A disadvantage of this technique is that 
it can fail to preserve the individual microca1cification morphology. Microca1cifications 
greater than 500/km are often segmented into two small microcalcifications. Furthermore, 
irregular high intensity microca1cifications greater than 1mm are weakly detected, appear-
ing smaller than their actual size. 
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Netsch and Peitgen [115] proposed a microcalcification detection scheme using a multiscale 
analysis based on the Laplacian-of-Gaussian filter and a mathematical model describing a 
microcalcification as a bright spot of certain size and contrast. First, possible locations of 
microcalcifications are identified as local maxima in the filtered image on a range of scales. 
For each detected object, the size and local contrast is estimated based on the Laplacian 
response (denoted as the scale-space signature). A detection is marked as a microcalcifica-
tion if the estimated contrast is larger than a predefined threshold which depends on the 
of the detected object. The basic method is significantly improved by consideration of 
the statistical variation of the estimated contrast, which is the result of the complex noise 
characteristic of the mammograms. The method achieves a sensitivity of 84% at a false 
positive rate of 1 per image. The author identifies that the majority of false positive errors 
are associated with CLS within the mammogram and states that an additional algorithm 
which recognises CLS may reduce the number of false positive clusters detected. 
Observation of the vast visual variability of potential microcalcifications in digital mam-
mograms has lead to CAD schemes based on artificial neural networks. Yu and Guan [158] 
proposed a method for the detection of microcalcification clusters using mixed feature-
based neural networks. In the first step, potential micro calcification pixels are detected 
and grouped into individual microcalcification objects by using mixed features consisting 
of two wavelet features and two grey level statistical features. A multilayer feedforward 
neural network classifier generates a likelihood map of potential microcalcification pixels 
by using the mixed features as inputs. To reduce the number of false positive detections, 
a second step is included using a set of 31 featu,res extracted from the potential individ-
ual microcalcification objects. The discriminatory power of these features is analysed us-
ing a general regression neural network. The method achieves a sensitivity of 90% at a 
false positive rate of 1 per image. The drawback of this technique is the large number of 
features used to discriminate microcalcifications from their background, thus requiring a 
large number of images for feature selection (training). 
6.3 Karssemeijer's CAD method 
The CAD scheme developed by Karssemeijer is one of the best known in the field of mi-
crocalcification cluster detection [71,72]. It is based on the use of statistical models and the 
general framework of Bayesian image analysis. 
Implementation of the scheme is performed using the system shown in Figure 6.1. Three 
different features are used to represent the original mammogram data: the output of a line 
shape parameter and the local contrast at two different spatial resolutions [71]. Each fea-
ture is thought to be important in distinguishing microcalcifications from other structures 
within the breast. The features are combined using a statistical model to label pixels in the 
image as microcalcifications, curvilinear structures (CLS) and background. 
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Figure 6.1 Implementation of Karssemeijer's computer aided detection scheme. 
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The overall detection scheme utilises Bayesian techniques and the application of a Markov 
random field (MRF) model, in which the latter models that microcalcifications occur in 
clusters. Starting from an initial segmentation, the labelling of each pixel is optimised by 
applying an iterative relaxation scheme for updating the pixel labels. Only pixels with a 
high likelihood of being part of a true microcalcification survive this process. A principal 
advantage of the approach is that all the information available, i.e. the image data, the 
current labelling and prior beliefs, is exploited simultaneously. 
The output from this CAD scheme is a binary image highlighting the location of individual 
microcalcifications. As mentioned in Chapter 1 micro calcifications are only considered 
clinically suspicious when appearing in a cluster ~f three or more. The spatial distribution 
of micro calcifications resulting from the CAD scheme are used to determine the clusters 
present. A detailed description of this clustering process is provided in Chapter 7. 
Section 6.4 begins with a description of the three different input features representing the 
original image data. A statistical model, based on Bayesian methodology and MRF inter-
action, is detailed in Section 6.5. Section 6.6 describes the iterated updating scheme for 
estimation of the true segmentation. Section 6.7 introduces an additional MRF term to 
represent the fact the microcalcifications occur in clusters. An extension to Karssemeijer's 
scheme is described in Section 6.8 utilising another MRF term designed to reduce the false 
positives associated with CLS. The determination of all parameter and coefficient settings 
for the MRF are given in Section 6.9 and example segmentation results are presented in Sec-
tion 6.10. Finally, adaptation of the CAD scheme to the direct digital modality is mentioned 
in Section 6.11. 
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6.4 Feature extraction 
To apply a statistical method to the detection of microcalcifications, both the appearance of 
microcalcifications and the background must be modelled. This is achieved by represent-
ing the image data using filtered versions of the original mammogram, which are thought 
to be important in distinguishing micro calcifications from other structures [71]. Three dif-
ferent features are used to represent the image data: the local contrast at two different 
spatial resolutions and the output of a line shape parameter. 
One of the most distinguishing features between microcalcifications and their background 
is local contrast. Calculation of the local contrast for both digitised film-screen and direct 
digital mammograms is described extensively in Chapters 3 and 4 respectively. It is known 
that the high spatial frequency content and small of microcalcifications cause the detec-
tion accuracy of these objects to depend heavily on the high frequency noise components 
present in the mammogram. For this reason equalisation of the image noise is applied to 
the local contrast features resulting in a noise level that is independent of the greyscale. It 
is the equalised local contrast images that are used as input to the CAD scheme. 
A lower resolution local contrast image is included to provide a better representation of 
the local image intensities. For digitised films it is helpful for identifying scratches and 
holes in the emulsion, which show up as very sharp features on the mammogram image. 
By comparing the contrasts at the 2 scales the CAD scheme can better distinguish these 
artifacts. The low resolution contrast image is simply derived by smoothing the equalised 
local contrast image using a 3 x 3 uniform filter kernel (for a 100~m pixel size). 
The third feature used to represent the original mammogram is a line shape parameter. 
This shape parameter is designed to highlight CLS, while simultaneously suppressing mi-
crocalcifications and is described extensively in Chapter 5. The use of a line shape param-
eter is necessary because CLS may easily give rise to false-positive detections in a CAD 
scheme. Two different shape parameter methods were mentioned in Chapter 5, one based 
on phase congruency and the other on the Hough transform. Throughout this chapter the 
phase congruency shape parameter is used. 
6.5 Segmentation method 
The introduction of stochastic models and Bayesian methods in image analysis has pro-
vided a general framework for modelling image data and allowed the inclusion of prior 
knowledge [13,35]. In particular Markov random field models have been shown to be 
appropriate tools for modelling the spatial context of the underlying image, while their 
use leads to segmentation algorithms which are feasible in practice [34,36,93]. These algo-
6.5 method 123 
rithms are basically iterative rules for updating pixel labels in a process of local competition 
and cooperation. The application of random field models and Bayesian image analysis has 
been reviewed by Besag [13] and more recently by Dubes and Jain [35]. 
In this approach to CAD a segmentation of a mammogram S is estimated by iteratively 
assigning pixel labels Xi with maximum a posteriori (MAP) probability, given the data Y. As 
mentioned in the previous section the image data at a given site i is represented by three 
local features: the local contrast at two different spatial resolutions and the output of a 
line shape parameter. The values of the three features at a particular site i are represented 
by the vector Yi' Additionally, three pixel classes are distinguished: background, micro-
calcifications and CLS, with labels respectively numbered as k 1,2 and 3. (Note that 
Karssemeijer incorporated a 4th class, image artifacts [71], but the quality of the images 
used in this study made this unnecessary.) 
According to Bayes' theorem, given a prior distribution p(X) and the conditional density 
p(YIX) the posterior distribution of X given Y is related by 
p(XIY) ex p(YIX)p(X), (6.1) 
In practice the logarithm of the above expression is evaluated because it requires less com-
putation, 
Inp(XIY) ex Inp(YIX) + Inp(X). (6.2) 
The probability p(X) incorporates prior knowledge of the spatial interaction between pix-
els and the conditional density p(YIX) models how well a certain segmentation explains 
the given data. As shown in Equation 6.1, Bayes' theorem combines these two terms deter-
mining the posterior distributionp(XIY) which indicates the likelihood of a segmentation 
X given the data Y. Suitable models for both the density function p(YIX) and the prior 
distribution p( X) are adopted in order to maximise the posterior probability of X. A de-
scription of both these models follows. 
A Markov random field (MRF) is used here as a model for p( X). It is defined in terms of the 
local dependence of each individual pixel label Xi on the labels X8i in its neighbourhood. 
The probability distribution corresponding to a MRF is given by a Gibbs density which has 
the form 
1 p(X) = Z exp[-U(X)] (6.3) 
where U (X) is the energy function and Z is a constant of normalisation known as the par-
tition function. Observation of Equation 6.3 indicates that maximising p(X) corresponds 
to the minimisation of U(X). This property is utilised in Section 6.6. 
The notion of neighbourhood is central to MRF models and the relationships within these 
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Figure 6.2 Pairwise interaction models for the MRF. 
neighbourhoods are imposed in a spatially meaningful way. If Oi is the neighbourhood of 
a pixel at site i in a MRF, then the conditional probability satisfies the following 
(6.4) 
In this implementation the neighbourhood is restricted to the class of pair-wise interaction 
terms as shown in Figure 6.2. This means the neighbourhood system 0i at site i is defined 
as the eight nearest neighbour pixels surrounding site i. 
With this in mind the energy function is given by 
N 
U(X) = LA(Xi) + LB(Xi,Xj) (6.5) 
i=l (ij) 
in which I: denotes summation over all neighbourhood pairs of sites in 8 and N is the 
(ij) 
total number of sites. A neighbour pair (ij) is by definition a pair for which j is an element 
of Oi. The interaction coefficient B(Xi' Xj) models the a priori likelihood of a particular 
pairing of labels, and is assumed to be independent of the absolute positions of the sites i 
and j in 8. Also, the external field A(Xi) is taken to be space independent and is used for 
adjusting the sensitivity of the segmentation algorithm for each class. 
From Equations 6.3 and the conditional probability of a label to occur at a particular 
site i is 
J( 
p(Xi = klx5J ex exp[-A(k) - L B(k, n)G5i (n)J, k = 1,2, ... , K, (6.6) 
n=l 
where the number of neighbours labelled as n is denoted by G 5; (n) and K is the number 
of classes, which in this case is equal to three. This model is determined by comparing the 
energy functions U(X) for segmentations which only differ at site i. 
Now consider the conditional density p(YIX). In modelling the likelihood of the data the 
following probability density functions are used 
(6.7) 
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where c~ is the equalised local contrast value (see Chapters 3 and 4), c2i is the low resolution 
equalised local contrast, and Li is the line shape parameter indicating whether a line or 
blob-like feature at site i is likely (see Chapter 5). The values of these three local features at 
a particular site 'l are represented by the vector Yi' 
Each of the densities associated with the local features is assumed to be normally dis-
tributed. This assumption is verified to be true in good approximation in Section 6.9. For 
each label (k 1,2,3) there exists two vectors a(k) and J-t(k) representing the standard 
deviation and mean respectively of the local feature densities. Assuming the standard de-
viation a(k) and the mean J-t(k) are known, the conditional density has the form 
[ II Yi J-t(k) 112] P(Yi!Xi = k) ex exp - 2a(k) . (6.8) 
6.6 Iterated conditional modes 
A common criterion for pixel labelling is the maximum a posteriori (MAP) estimate, which 
is obtained by choosing an estimate for the labelling X that maximises the posterior prob-
ability p(X!Y) 
Xl'vlAP = argmax(p(X!Y)). 
~)( 
(6.9) 
It is possible, in principle, to compute the right-hand side of Equation 6.9 and find the 
global optimum. The computation, however, is enormous and thus impracticaL For exam-
ple, given an M x M pixel image with K labels the" posterior probability must be maximised 
over KM2 possible labellings. 
Three well known iterative updating schemes proposed in the literature that aim at MAP 
estimates are simulated annealing (SA) [49,82]' maximiser of posterior marginals (MPM) 
[13] and iterated conditional modes (ICM) [13]. A relative comparison of the above three 
algorithms has indicated that ICM provides good segmentation and is the most robust 
if a good initial segmentation is available [35]. For this reason the ICM algorithm is the 
iterative scheme used here to try to find the true segmentation X. 
Besag [13] proposed the ICM method as a computationally feasible alternative to the MAP 
estimation. The method attempts to estimate pixel labels in a computationally simple man-
ner while retaining the MRF as a model of prior information. Given the local dependence 
of the MRF, realisations of p(X) tend to consist entirely of a single label. Of course, this is 
not true of p(X!Y) because of the influence of the data. The ICM algorithm is designed to 
avoid the tendency of a MRF to degenerate into a single label image. 
In this scheme pixel labels are updated by each time choosing the most probable label x~ 
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given the current estimate of the rest of the labelling XS\i (excluding site i) and the data Y 
X~ argmax[p(xi = klY, XS\i)]' 
k 
(6.10) 
Visiting each site at random the iterative process converges to a local maximum of the 
posterior distribution p(XIY). Usually only a few iteration cycles are needed for conver-
gence. Using Bayes' relation (Equation 6.1) and the Markov property the probability to be 
maximised can be written as 
where xO; is the current labelling of the pixels in the neighbourhood The labels sur-
rounding site i are considered to be so uncertain that it is better to omit them from the 
conditioning set of the data term in Equation 6.11. This restricts the influence of the cur-
rent neighbour labels to the interaction term, which is defined by Equation 6.6. Substituting 
Equations 6.8 and 6.6 into Equation 6.11 gives 
II
Yi J.L(k) 112 - A(k) - J( B(k,n)Go;(n)]' k 
2(1'( k) 1,2, ... ,K. 
(6.12) 
As mentioned in Section 6.5 it is common practice to evaluate the logarithm of the above 
expression as it requires less computation. The label Xi corresponding to the maximum 
value for p(Xi = klY, XS\i) is unaffected by taking the logarithm. Maximising the condi-
tional probability is equivalent to minimising a new energy function 
II 
Yi - J.L(k) 112 ~ E(Xi = k) = 2(1'(k) + A(k) + ~ B(k, n)GOi (n), k = 1,2, ... ,K. (6.13) 
The IeM method can only be applied when a good initial estimate of the segmentation is 
available. Such an estimate is obtained by maximum likelihood (ML) which maximises the 
data term in Equation 6.12 without considering neighbourhood pixel labels. 
6.7 Long range interaction 
A long range interaction term is introduced to utilise the prior knowledge that microcal-
cifications occur in clusters. Faint isolated spots should not be interpreted as microcal-
cifications. The long range model implemented by Karssemeijer [71J is an extension of 
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Equation 6.6 to give 
J( J( 
L B(k, n)G8; (n) L B'(k, n)Gi::.i(n)] k 1,2, ... ,K, 
n=l n=l 
(6.14) 
in which Gi::.i(n) is the number of pixels labelled as n in a large neighbourhood ofi, denoted 
fli. The coefficients B'(k, n) are chosen such that only those corresponding to microcalci-
fication pairs are non-zero and therefore contribute to the interaction sum. This simplifies 
Equation 6.14 to 
]{ 
P(Xi klxi::.i)cxexp[-A(k)-LB(k,n)G8;(n)-B'(k)Nc,i], k=l,2, ... ,K, (6.15) 
n=l 
with Nc i the number of microcalcification sites in fli. , 
In calculating the long range interaction term, all sites within 30 pixels distance are con-
sidered, making up a total of about 2800 distant neighbours. This value was chosen based 
on the average distance between neighbouring microca1cifications expected in practice (i.e. 
20 25 pixels for a 100,um resolution image). The neighbourhood is large enough to en-
compass multiple microcalcifications ensuring the ability to detect the presence of a cluster. 
The long range interaction coefficient specified by Karssemeijer [71] is calculated as 
B'(2) = _ 250 , 
Ni::.i 
(6.16) 
where N i::.i is the total number of pixels in the large neighbourhood fli. In dense microcal-
cification clusters the long range interaction term highly influences the conditional proba-
bility given in Equation 6.15. To prevent an unrestrained increase in the number of pixels 
labelled as microcalcifications in this case, it is necessary to limit the strength of the field 
Nc,i representing the number of nearby microca1cification pixels. A cut-off at 1% of the 
maximum value in N i::.i is applied. With the coefficient specified as in Equation 6.16, this 
equates to a maximum magnitude for the long range interaction term of 2.5, roughly equal 
to the values specified for other terms in the MRF (see Section 6.9). 
6.8 Connectivity 
Sections 6.3 to 6.7 inclusive have detailed the microcaldfication CAD scheme proposed 
by Karssemeijer [71,72]. This section describes an extension to Karssemeijer's technique, 
introducing an additional MRF term, referred to as the connectivity term, in conjunction 
with the line shape parameter in an attempt to reduce the number of false positive results 
associated with CLS. 
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Figure 6.3 COlU1ected line li representing the pixels involved in calculation of the connectivity term 
at pixel i, for a particular radius r 5 and orientation OJ. 
The connectivity term makes use of the knowledge that pixels classified as curvilinear 
structures are expected to occur as connected lines in the segmented image. In calculat-
ing this term, information is required about the orientation 0 of potential line-like features. 
Pixels associated with any line-like structure within the image are expected to have an 
orientation aligned with the structure's axis. As mentioned in Chapter 5 the phase con-
gruency shape parameter provides a feature orientation at each pixel location with value 
ranging from 0 -180°. It is this orientation that is used in computing the connectivity term. 
If a curvilinear structure is present at a given site 2, the orientation is along the longitudinal 
axis of this feature, whereas in other cases the image noise can be expected to generate a 
random orientation. 
Determining the feature orientation at a site i allows the construction of a connected line 
Ii passing along the major axis of any feature present. The set of pixels associated with li 
are determined using an Octantal digital differential analyser (Octantal DDA) algorithm 
described in [5]. The length of this connected line is determined by a radius parameter r 
which sets the distance either side of the current pixel i. The radius value is chosen such 
that it is greater than any expected microcalcification radius however not so large that it 
considerably increases the computational load of the CAD scheme. In this implementation 
r is set to 20 pixels for a lOOJ,Lm resolution image, corresponding to a distance of approxi-
mately 0.8mm. Figure 6.3 shows an example connected line Ii for a pixel in an image with 
orientation Oi and radius r 5. Only the set of pixels associated with Ii influence the 
connectivity term for pixel i. 
In the same manner as the long range interaction term a connectivity term is included as 
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an extension of Equation 6.15, thus 
J( 
P(Xi = klx~d ex: exp[-A(k) - ~B(k,n)G(dn) B'(k)Nc,i B"(k)NI,d, k = 1,2, ... ,K, 
n=l 
(6.17) 
where Nl,i is the number of curvilinear structure sites in the connected line li. The coeffi-
cients BI/(k) are chosen such that only that for the curvilinear structure class is non-zero 
and contributes to the conditional probability. 
The coefficient for the connectivity is set to 
BI/(3) (6.18) 
where M is the total number of pixels in the connected line Ii. Thus if all pixels in Ii are 
labelled as belonging to a curvilinear structure (k 3) the value of BI/(3)N1,i is equal to -1, 
indicating a high likelihood of a curvilinear structure. 
Various other methods of applying connectivity were investigated including the use of a 
weighting dependent on the orientation of all pixels in the connectivity line li. The weight-
ing involved a summation of the difference in orientation between each pixel in li and the 
current pixel i. The smaller the summation the higher the likelihood of the current pixel 
being associated with a curvilinear structure. It was found however that inclusion of this 
additional weighting term did not improve the final CAD result. 
With the inclusion of both the long range interaction term and the connectivity term the 
new energy function to be minimised by the ICM algorithm is 
E(Xi = k) IIYi2,,~\k) II' + A(k) + ":1 B(k,n)G,,(n) + B'(k)N"i + B"(k)NI,i, 
k 1,2, ... ,K. (6.19) 
6.9 Random field parameters and probability densities 
To obtain the results presented in the next section the parameters of the conditional proba-
bility density functions f(cL c2~, Li I Xi) were estimated from 4 mammograms in FSD-B in 
the following way. A subimage (480 x 480 pixels in size) of each of the 4 mammograms was 
selected such that it contained microcalcifications, curvilinear structures and background. 
The four subimages were manually segmented to determine the pixels belonging to each of 
the three classes. Figure 6.4 shows an example of an original mammogram sub image and 
corresponding manually segmented microcalcification pixels and curvilinear structure 
pixels. All other pixels in the image are assumed to be background. 
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(b) (c) 
Figure 6.4 (,1) Original mammogram subimage (b) Manually segmented miCrOGllcifiGltion pixels. 
(c) Manually segmented curvilinl'iH structure pixels. 
(<1 ) (b) (c) 
Figure 6.5 Es tim<1ted condition,ll densities corresponding to (a) lOCi'l l contrast ./1<1:1";), (b) low rl'SO-
lution IOG11 contrast f(r'2il :':; } and (c) line shapl' pilfarnL'ter f(L , I.(: ;}. The l<lbclling k = I corresponds 
to the bi1Ckground pixels, k = 2 to the microca1cificMion pixl'ls and /; = :\ to the curvili.n<:'ar struc-
tures . 
From the 4 manually segmented mammogram subimagl's the condition ,ll probability den-
sity functions for each class were es timated for ailloc,ll features. Modelling the conditional 
probability densities with normal distributions appeared to be v ,did upon visual inspec-
tion. The fit to a normal distribution was best when the llumber of pixels associated with 
a pilrticular class was high. Representative values for the mean ,l nd st,llldard deviation of 
each nurmi'll d istribu tion "YVl'rl' obtained by averaging the correspond ing val Ul'S calcula ted 
over the 4 segmented images. Figure 6.5 shows the estimated probilbility density func-
tions where the labelling (A: = L 2.:1) represents the background, microcakification and 
curvilinear structure distributions respectively as beforc' . 
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Table 6.1 Parameters of the conditionally independent normally distributed probability densities 
f (Yi I k), and coefficients of the random field model. Labels correspond to background k = I, micro-
calcification k = 2, and CLS k 3. 
L· 
'I. MRFmodel 
k ;1, a J1, a J1, a A(k) B(k,l) B(k,2) B(k,3) 
1 -0.08 0.99 -0.05 0.69 1.04 1.51 0 0 0.2 0.5 
2 3.84 1.34 3.00 1.15 4.73 5.59 4 0.2 0 2 
3 0.99 1.02 0.89 0.72 7.88 4.95 2 0.5 2 0 
It appears that the probability densities of local contrast values have little overlap for back-
ground and microcalcifications, which suggest that the detection of microcalcifications 
would be fairly simple. However it should be noted that the number of background pixels 
is overwhelmingly large compared to the number of microcalcification pixels and using a 
simple threshold for both c~ and c2~ would lead to a large number of false positive pixels 
per image. 
Table 6.1 shows the estimated parameters from the conditional density distributions in Fig-
ure 6.5. It was found that slight changes in these parameter values (±10%) did not consid-
erably affect the CAD results, provided the general trends in the distributions were upheld. 
For example, the mean distribution value for the line shape parameter should be highest 
for pixels corresponding to CLS, followed by micro calcifications and then background. 
Also shown in Table 6.1 are the random field coefficients A(k) and B(k, n). Suitable values 
for these random field coefficients were experimentally determined from the mammogram 
images in FSD-B as follows. 
The external field coefficients A(k) were chosen such that pixels have a high likelihood of 
being labelled as background, followed by curvilinear structures then microcalcifications. 
This is to be expected from the frequency of occurrence of each of these classes in a mam-
mogram image. 
For the pairwise interaction coefficients B(k, n), spatial continuity of the classes to be la-
belled is assumed. The value of the coefficient B(2, 3) modelling the interaction between 
micro calcifications and curvilinear structure labels is chosen high to disallow patches con-
sisting of a mixture of these two classes. Interaction with the background class is chosen 
small to allow microcalcifications consisting of only one or a few pixels to survive if they 
are bright enough. It should be noted that the CAD scheme is not extremely sensitive to 
changes in both A(k) and B(k, n). These values can vary by approximately ±15% without 
considerably affecting the results. 
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Figure 6.6 Example mi'llnmogfaI11 subimage from FSD-B. 
6.10 Results 
The examples presco ted in th is section jllustr,l te th t' operCl tion () f the CA D scheme when 
ilpplied to s<.-:Iected mammogram ima 'l'S in FSD-B. A fixed number of 7 iteration cycles 
has been used, leading to convergence of the microcaicifi c,ltion pattern in most cases, or CIt 
\cast convergence to within n.()] I),. 
Figure 6.6 shows an example mammogram subimage (6HO x G8() pixels in size) from FSD-
S, \·vhich is used to illustrate the operation of the CA D scheme to follow. This subimage 
provides clear visuCllisatinn of both curvilinear structures and a si ng le microcaicific,ltion 
cluster. 
Figure 6.7 shows Cln example of the CAD results obtClined for the mammogr,lm image in 
Figure 6.6. The binary images in Figmes 6.7(21) ,md (b) corresp(lnd to the microcalcifica tion 
sl'gn:1L'nted obit'cts afkr 1 iteration cycle ;:md 7 iteration cycles n~spectivl'ly. Also shown in 
Figures 6.7(c) and (d) are the curvilinear structure segml'nkd objt'cts aftef 1 and 7 itera-
tion cycles respectively. It is cleM from thi s figure thClt microGl lcificCltions ,He adequakly 
distinguished from curvilinear s tructures (l nd background, and the morplHllogy of the mi-
crocaicifications is preserved. The detection. of curvil ine,1[ structures docs not appear to be 
as convincing, but nok th,lt the main objective of till' CJ\D schl'llll' is to deiL'ct micwc,dci-
fications ,1l1d not curvilinl'ar structurt'S. Thl' cOl'fficients in thl' VlRF model were chosen to 
c1chieve thi s objective. 
By compa ring the resll I ts in Figu res 6. 7(b) ;:lI1d 6.R thl' effect of the long fa nge interaction can 
be judged. Figure 6.8 shows a decreasl' in microcaicification detection sensi ti vi ty within 
the cluster when long fange interiKtion is omitted. Using the inte ra ction krm ensures 
(a) (b) 
100 200 300 400 5011 600 
( c) (d) 
6.7 CAD results for the mammogram image in Figure 6.6. (a) Microcalcification segmen-
tation after 1 iteration cycle. (b) Microcakification segmentation after 7 iteration cycles. (c) Curvi-
linear structure segmentation after 1 iteration cycle. (d) Curvilinear structure segmentation after 7 
iteration cycles. 
the sensitivity inside the cluster is high enough to detect very subtle microcalcifications as 
small as one pixel in sizer whereas outside the cluster false positive detection is avoided. A 
few bright isolated spots are detected in Figure 6.8, whereas in Figure 6.7(b) these are not 
mistaken for m.icrocalcifications because of their isolated positions. 
Figure 6.9 shows the microcalcifications detected when the connectivity term is excluded 
from the MRF. Exclusion of this term does not effed the labeHing of the microcalcification 
cluster however it produce more false positive detections associated with curviIin-
ear structures within the Just to reiterate, this term is included as an extension to 
Karssemeijer's scheme and offers an improved detection performance by reducing 
the number of false positive detections related to CLS. 
Further of the segmented output from the CAD scheme are shown in Figure 6.10. 
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Figure 6.10 Example AD results. (,1, C, E') Origin,)1 mammogram subim,)ges from FSD-B. (b, d , f) 
Detl::'cted microcalcification pixels. 
and not on the modzllity used. This is a'bo thl' cast' for the long rangl' inter,lCtion tl'rm dnd 
the connl'ctivity p'1l',~ml'ter. 
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6.12 Summary 
This chapter demonstrated the application of a computer aided detection scheme based on 
Bayesian image analysis for the detection of microcalcification clusters. A simple iterative 
updating scheme (ICM algorithm) was used to perform this complex recognition task. This 
makes use of local image features to represent the image data. 
To increase the likelihood of microcalcifications occurring in clusters, long range interac-
tion between pixel labels was modelled in the prior distributionp(X), in addition to near-
est neighbour interaction stimulating spatial continuity. The long range interaction ensures 
the sensitivity inside a cluster is high enough to detect very subtle microcalcifications while 
at the same time removing isolated false micro calcification detections. 
The inclusion of a line shape parameter lead to an efficient way of distinguishing curvi-
linear structures from faint microcalcifications. This distinction is improved with the in-
clusion of a connectivity term modelled in the prior distribution p(X). The connectivity 
utilises the fact that pixels classified as CLS are likely to occur along connected lines within 
the image. This improves microcalcification detection performance by reducing the num-
ber of false positive detections related to CLS. 
By iterative optimisation of the pixel labels, classification is performed by combining all ev-
idence at hand. In this process even micro calcifications as small as one pixel can survive, 
provided the evidence for their existence is high enough. With the current quality of mam-
mographic techniques, microcalcifications smaller than 200{Lm maybe perceptible. These 
should not be ignored because the presence of clusters of fine granular microcalcifications 
is an important sign for intraductal carcinoma in situ. 
The binary images resulting from the CAD scheme are used as input to the clustering 
algorithm detailed in the next chapter. This determines the location of all potential micro-
calcification clusters. 
Chapter 7 
Locating clusters of microcalcifications 
7.1 Introduction 
Clustered microGlici fica tions <He an i mpllrt,m t early ind icator of ma lignancy and are some-
times the only indication of breast cancer visible on II m'lmmogram. The presence of indi-
\ 'idual (isobted) micrucalcifications ~Hl' in most cases not clinically significant. Thereforl', it 
is important thi1t (l computer detection scl1l'me distinguish between clustered and individ-
ulll microclllcifications [116]. Figure 7.1 provides examples of three mammogram subirn-
ewes ellch containing a single microGllcification cluster. The prope rties of such clusters 
must be understood in order to determine the best method of cluster detection . 
Figure 7.1 Three i11Jtnl1111grc1111 subimc1gcs from fSLJ-G each containing a single tnicrocalcifiG1tion 
cluster. 
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The computer aided detection scheme described in Chapter 6 produces a binary image 
identifying potential individual micro calcification objects. In addition to genuine micro-
calcifications, falsely identified objects commonly associated with curvilinear structures or 
image noise may be detected. At the completion of processing with the micro calcification 
CAD scheme, artifacts may appear in addition to the successfully detected microcalcifica-
tions. Fortunately, artifacts tend to occur at random locations or along curvilinear structure 
boundaries making them distinguishable from genuine microcalcification clusters. 
This chapter describes in detail a new hybrid method for achieving the segmentation of mi-
crocalcifications into those which form part of a cluster and those that do not. The method 
combines an algorithm which has formerly been proposed in the literature (mode clus-
tering [39, pp. 127-128]), with a refinement algorithm based on Voronoi sets [147]. The 
clustering scheme is designed to detect true microcalcification clusters while ignoring iso-
lated individual microcalcifications and falsely identified signals. It should be noted that 
the clusters determined in this process are not classified into benign or malignant duster 
types. 
Section 7.2 begins with an outline of the existing microcalcification clustering techniques 
described in the literature. Pre-processing for application of the new hybrid clustering 
scheme is described in Section 7.3. Section 7.4 reviews various general clustering tech-
niques identifying their advantages and disadvantages for application to microcalcification 
cluster detection. An outline of the new hybrid clustering method is given in Section 7.5. 
The first stage of this scheme (mode clustering) is, described extensively in Section 7.6. Sec-
tion 7.7 details the concept behind Voronoi neighbours laying the groundwork for the sec-
ond stage of the new hybrid scheme discussed in Section 7.8. Finally, Section 7.9 provides 
the results of a study of the new clustering technique using images from FSD-B containing 
a variety of microcalcification cluster patterns. 
7.2 Existing methods 
The grouping of detected microcalcifications into clusters has not been extensively re-
searched in the literature. Common to all methods used is the initial transformation from a 
binary image containing a small connected region ('blob') for each detected microcalcifica-
tion into a set of representative points, one for each microcalcification. Nishikawa et al [117] 
describe in detail a recursive area-point transformation for this purpose. Since many im-
age processing software packages, including MATLAB, have pre-programmed functions 
to label connected regions in a binary image and the algorithms have been reported else-
where [57,101L this part of the algorithm is not considered further. It is important to note 
however that all such methods are relatively computationally expensive and the area-point 
transformation may in fact take more time than the rest of the clustering process. 
7.3 139 
Having transformed the original segmented image into a set of representative points, the 
methods reported in the literature attempt to group them in a way that is consistent with 
the perception of an expert radiologist. Chan et al [26] describe a growing technique by 
which individual points that are within a particular radius of an existing cluster centre are 
incorporated into the cluster. Their method is not dissimilar to the mode clustering method 
described in Section 7.6 and used as part of the new hybrid clustering algorithm. It has 
been later reported that Chan et aI's method has a high rate of false cluster detections [117]. 
The method is highly dependent on determining the exact spatial location of all potential 
microcalcifications in the mammogram. Additionally, micro calcifications are sometimes 
grouped incorrectly, particularly when they cover a large area compared to the clustering 
radius. 
Karssemeijer and Veldkamp [71,150] constructed a set of disks, each centred on one of the 
micro calcification location points. A group of disks which touch or overlap are considered 
to be a single cluster. Although the technique is very simple to implement, its performance 
is quite tightly coupled to the choice of disk diameter and it tends to falsely detect points 
associated with CLS as clusters (i.e. several artifacts arranged along a line-like structure). 
Nishikawa et al [117] report a method for cluster detection which passes a kernel of prede-
fined size and shape over the area of the image. If three or more detected points lie within 
the kernel for any kernel location, all of those points are taken to be part of a cluster. Thus 
the output of the method is an estimate of the set of clustered microcalcifications. In order 
to determine which cluster each point belongs to, note is taken of whether the kernels used 
to select them are overlapped. Finally, clusters whose perimeters are closer than 5mm are 
combined into a single cluster. It is noteworthy that the authors show a square kernel in 
their depiction of the algorithm, yet clearly a circular kernel would avoid the performance 
of the algorithm being dependent on the arbitrary orientation of a cluster within the image. 
The authors report experimenting with a number of kernel sizes, but it is likely that no one 
kernel size would achieve optimal cluster detection over a range of mammograms. 
7.3 Pre-processing 
As mentioned in the previous section, development of a computationally efficient cluster-
ing scheme requires each microcalcification to be represented as a single point in image 
space. Figure 7.2(a) shows part of a digitised film-screen mammogram image containing a 
microcalcification cluster. Figure 7.2(b) illustrates the binary image output from the CAD 
scheme described in Chapter 6. The sensitivity of the CAD scheme to microcalcifications 
has been increased from that reported in Chapter 6 to increase the number of potential mi-
crocalcification objects detected. This is done to better illustrate the clustering process in 
this chapter. 
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Figure 7.2 (a) OrigiJ101l m<lmI1logr,lm subimagl' (b) Sq:;nwntl'd miCrOGllcific,ltion pixels from CAD 
scJwme. (c) Single point representation of t',Kh miCrOGllci fica tion. 
The trw/nbc! function in MATLA B r1O ~ ] has been used to label eadl connected region ill 
the image in Figure 7.2(b) with the unique index,1 = 1,2 , .... T he centroid (:r;. y;) of 
the ith microcaIeifi cation object is used to repn,'sl'nt its location in the work reported here 
(see Figure 7.2(c)). Knowledge of the pixels associated ,;vith each microcaIeification object 
enables the Ct'n twid to be caIeu la ted as 
y 
.,,1 = ~ '" "',' 
. I iV L...- '''' 'J' 1=1.2.:\. ... . (7.1 ) 
)=1 
and 
L .\' 
y; = N LY}, 
j =1 
i = 1.2. :t .... (7.2) 
where N is the total nurnber of pixels in the micrOG1lc ification being tlnalyscd. The cen-
troids of the microcaIeifica tion objects are henceforth referred to as till' poil1h. 
7.4 Review of clustering methods 
Data clustering or simply cluc;tering has been an active reset1[ch topic for a number of years. 
In a recent comprehensive review, Ja in ct 17/ [66] trClce its origi ns back to the early 1970's and 
cite the Clpplication of clustering in sevcral <lreas, including pattern classification, image 
segmentation and document retrieval. Some of the techniques Llsed hewe ,1 form of training 
built in, and many of the popular and s llccessful algorithms ,1rl' based on the assumption 
thClt all points should be allOCated to a cluster. This assumption Sl'ems inappropriate in the 
m,lmmographic application. 
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Figure 7.3 (a) Single linkage distance d1 ,2 between cluster 1 and 2. (b) Complete linkage distance 
d1 ,2 between cluster 1 and 2. 
All clustering methods rely on some form of similarity measure between the points. The 
simplest such measure and the seemingly most appropriate in this application is the Eu-
clidian distance defined as 
(7.3) 
where i and j index the two points being analysed. In the following, distance should be 
assumed to be the Euclidian distance in 2 dimensions. 
Jain et al [66] categorise clustering methods into hierarchical and partitional types. Agglom-
erative hierarchical techniques apply a series of fusions which may run from n clusters 
containing a single point to a single cluster containing all points. Partitional techniques 
on the other hand seek to optimise a cost function by partitioning points into a predefined 
number of clusters. 
7.4.1 Hierarchical techniques 
The most well known hierarchical techniques are the single-link and complete-link tech-
niques [39, pp. 55-61]. These two agglomerative methods only differ in the way they 
characterise the similarity between a pair of clusters. In the single-link method, the dis-
tance between two clusters is the minimum between any pair of points, one in each cluster 
(see Figure 7.3(a)). In the complete-link method, the distance between two clusters is the 
maximum between any pair of points, one in each cluster (see Figure 7.3(b)). Both cases 
start with n clusters each containing a single point. The closest pair of clusters are found 
and merged at each step. This process is repeated until the maximum distance criteria is 
met. 
While these techniques are extremely simple to implement and relatively efficient for mod-
erately sized sets of points, both possess properties that are inappropriate for microca1cifi-
cation cluster detection. The complete-link algorithm produces tightly bound or compact 
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clusters. If a cluster is well dispersed the method is tmlikely to detect the entire cluster. 
The single-link algorithm, by contrast, suffers from a chaining effect. It has no obvious 
stopping criterion (other than eventually stopping when all points have been placed into a 
single cluster) and tends to produce clusters that are straggly or elongated. 
7.4.2 Partitional techniques 
The best known example of a partitional clustering technique is the K-means algorithm 
[66]. This method proceeds by firstly specifying a predefined number of cluster centres K 
and randomly defining their initial positions. Each point is assigned to the closest cluster 
centre based on its Euclidian distance from each centre. Recomputation of the cluster cen-
tres is then determined by minimising the mean squared error between the current cluster 
memberships and the cluster centres. The process is repeated tmtil convergence occurs (i.e. 
there is no reassignment of points from one cluster to another, or the mean squared error 
ceases to decrease significantly from one iteration to the next). The K-means algorithm is 
popular because it is easy to implement, and its time complexity is low. 
A major problem accompanying the use of partitional clustering techniques is the require-
ment to know the number of clusters. Such knowledge is clearly tmavailable in the appli-
cation of screening mammograms for the presence of microcalcification clusters. Addition-
ally, many variants of partitional clustering assume that all points must be assigned to a 
cluster, which is yet again unsuitable for microcalcification cluster detection. 
A method classified by Jain et al as partitional yet one that clearly shows some of the prop-
erties of the hierarchical techniques is mode clustering [39, pp. 127-128]. Since this has been 
chosen to form the first stage of the hybrid clustering method presented in this chapter, it 
is described in more detail in Section 7.6. 
7.5 New hybrid clustering method 
The shortcomings of both the standard available data clustering methods and the reported 
microcalcification clustering techniques has motivated the development of a new hybrid 
method. Observation of a number of microcalcification clusters in mammograms identified 
by expert radiologists suggest two particular characteristics which are distinctly different 
from most clustering tasks: 
1. The points in a cluster are distributed approximately uniformly throughout the clus-
ter. In many other data clustering problems the model for the data is that of a statis-
tical distribution of points about a mean location for each cluster that might be de-
scribed as a Gaussian cloud of points. Many standard clustering methods, especially 
the partitional methods, are based on this model. 
7.6 Mode 143 
Cluster 
i---~~ Clusters 
Figure 7.4 Implementation of the new hybrid clustering scheme. 
2. There is no prior expectation that all points lie within clusters. In fact there is a high 
probability that no clusters are present (if the set of mammograms is from the general 
population). Care must be taken, therefore, not to force points into clusters. 
In addition, observation indicates that two or more clusters in a single mammogram may 
have quite distinctly different densities of points, suggesting that the clustering method 
must adapt to the average spacing of points within each cluster. 
The new hybrid clustering scheme has been developed with these characteristics in mind 
[16]. It comprises two stages as depicted in Figure 7.4: 
1. Mode clustering 
2. Cluster refinement based on Voronoi neighbours. 
Each stage of the hybrid method is now described in detail. 
7.6 Mode clustering 
By depicting individual microcalcifications as points in image space, a natural concept of 
clustering suggests that there should be parts of the space in which the points are very 
dense, separated by parts with low density. Mode clustering attempts to search for the 
regions of high density in the data, where each such region is taken to signify a different 
cluster. This method is a derivative of single-link clustering, but attempts to overcome the 
chaining effect which is one of the main problems with the single-link technique. 
The first step in mode cluster analysis is the calculation of a distance matrix D. This matrix 
is symmetric (di,j dj,i) and contains all point-to-point Euclidean distances. A search is 
made by considering a radius r surrounding each point in image space and counting the 
number of points falling within this radius. A point is defined to be dense if it has at least 
111 neighbouring points the distances to which are less than or equal to r. The algorithm 
proceeds as follows: 
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Figure 7.5 (a) Point G is classified as dense at the radius shown with Ai. := 2. (b) Point E is classified 
as dense at the radius shown with.Ai 2. 
1. Radius 7' is initialised to the minimum distance between any pair of points 7'min. 
2. Radius 7' is gradually increased until it reaches 7'max. 
3. At each increase in 7', any new dense points are processed according to 4, 5, or 6 
below. 
4. If the new dense point has distances> 7' from all points that have already been allo-
cated to a cluster, a new cluster is initiated. 
5. If points with distances :::; 7' from the new dense point include one or more points 
belonging to a single cluster, the new dense point joins that cluster. 
6. If points with distances:::; 7' from the new dense point belong to more than one exist-
ing cluster, all clusters represented are joined into a single cluster including the new 
dense point. 
7. Clustering stops when the radius 7' reaches rmax. 
Figure 7.5 illustrates the classification of a point as dense when the value M 2. The point 
C is classified as dense for a small radius r (Figure 7.5(a)), while point E is not classified as 
dense until the radius reaches a much higher value (Figure 7.5(b)). 
Figure 7.6 shows the final clusters determined after application of the mode clustering 
algorithm to the points given in Figure 7.5(a) (with M = 2). The value of rmax is chosen 
to coincide with the radius shown in Figure 7.5(b). The diagram in Figure 7.6(b) illustrates 
the fusion of points into clusters at each successive stage of the analysis as 7' is increased. 
The diagram reads from bottom to top. The first point to be classified as dense is point C, 
followed by points F, G and II and so on. 
The advantages of the mode clustering method over other clustering techniques are that: 1) 
it retains the simplicity of the hierarchical techniques (no calculations are perfonned after 
the initial distance matrix is formed, just comparisons); and 2) it has a simple stopping 
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Figure 7.6 (a) Final clustering of points when using mode cluster analysis. (b) Linkage of points for 
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Figure 7.7 (a) Final clustering of points for 1\1 = 3. Points marked with a 'x' are not assigned to 
any cluster. (b) Final clustering of points for 1\1 3 with rmax increased. 
criterion. The disadvantages are: 1) since it purely agglomerates points it can produce 
unnatural clusters which are clearly incorrect to the human observer; and 2) it is quite 
sensitive to the choice of the two parameters, M and Tmax. 
Figure 7.7 illustrates how changes in the parameters M and Tmax can produce very different 
clustering results. Figure 7.7(a) shows the single cluster formed by mode clustering when 
M 3 and Tmax has the value indicated by the length of the arrow shown. Points marked 
with a 'x' have not been assigned to any cluster. Figure 7.7(b) shows the clusters found 
when M = 3 and Tmax is increased slightly. All points are now considered to be part of 
a single large cluster. These results illustrate the high sensitivity of the mode clustering 
algorithm to the choice of parameter values, even for a simple example such as this. 
On account of the disadvantages of the mode clustering technique, this algorithm is em-
ployed only as the first stage in the new hybrid method presented here, choosing M and 
Tmax conservatively and relying on the second stage (described in Sections 7.7 and 7.8) to 
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tidy up the clustering. The second stage incorporates measures based on Voronoi neigh-
bours [147]. 
When choosing the values for M and r max consideration of the expected geometry of a 
cluster is required. If the value of M is chosen too high (> 3) points on the periphery 
of a cluster are likely to be excluded. On the other hand choosing M too small (M 1) 
can result in straggly or elongated clusters. The value determined for rmax must be large 
enough to cover multiple points within a true cluster however should not been chosen too 
high that it groups together points that are highly dispersed or relatively isolated. The 
exact values chosen for these two parameters are given in Section 7.9. 
7.7 Cluster measures based on Voronoi neighbours 
The purpose of the second stage in the hybrid clustering scheme is to refine the clusters 
already detected by the mode clustering algorithm, ensuring the correct detection of all 
points within each cluster. This refinement includes the merging of two or more clusters 
if their distance from one another is comparatively small, and the addition of individual 
points to a cluster based on the linkage (described below) between an individual point and 
a cluster [16]. 
In order to exploit the uniform distribution of points (identified in Section 7.5) appropriate 
measures are required. Traditionally standard statistical parameters .such as the root mean 
squared point to cluster centre distance and the root mean squared point to point distance 
have been used in assessing whether a point should join a cluster [39, pp. 37-53,66]. These 
well known techniques however do not provide a measure of uniformity within a cluster 
which is important for application to microcalcification cluster detection. 
Consider the two clusters of points depicted in Figure 7.8. The mean distance between all 
points within the cluster and the cluster centre are identical in both cases. However the 
nature of the two clusters is clearly different and the decision of whether an additional 
point should be included in either cluster should reflect that difference. The concept of the 
Voronoi neighbours is introduced in this section in order to develop a set of useful measures. 
7.7.1 Voronoi neighbours 
The Voronoi diagram is well known in the areas of graph theory and discrete mathematics 
[1,147]. Let PI, P2, ... ,Pn denote n distinct points in the image plane. The Voronoi diagram 
partitions the plane into n disjoint regions or tiles such that the tile corresponding to Pi is 
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(a) (b) 
Figure 7.8 (a) Approximately uniform distribution of points. (b) Gaussian cloud distribution of 
points . 
• 
(a) (b) 
Figure 7.9 (a) Voronoi diagram showing the disjoint tiles surrounding each point. (b) The same set 
of points as in (a) with Voronoi neighbours connected by lines. Note that Pi and Pj are not Voronoi 
neighbours. 
the set of locations in the plane Ti defined by 
i 1,2, ... ,n, (7.4) 
where X is any location in the plane and d denotes the Euclidian distance. An example of a 
Voronoi diagram is given in Figure 7.9(a). 
The ith and jth points, Pi and Pjf are Voronoi neighbours if the location on the straight line 
joining Pi and Pj which is equidistant from Pi and Pj lies on the junction between tiles Ti 
and Tj. In other words Pi and Pj are Voronoi neighbours if the midpoint of the straight line 
joining them is not closer to any other point in the total set. Although the points Pi and 
Pj shown in Figure 7.9(a) have adjacent tiles Ti and Tjf they are not Voronoi neighbours 
because the midpoint of the straight line joining them is closer to point Pk. Figure 7.9(b) 
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(a) (b) 
Figure 7.10 Voronoi neighbours connected by a straight line for (a) an approximately uniform dis-
tribution of points and (b) a Gaussian cloud of points. 
shows the Voronoi neighbours associated with the Voronoi diagram in Figure 7.9(a). The 
significance of determining the Voronoi neighbours is that the distances between them tend 
to be equal for a uniform distribution of points. Several measures are defined on the basis 
of Voronoi neighbours in the next subsection. 
7.7.2 Voronoi distance measures 
As mentioned previously most standard statistical measures of scatter do not provide a 
measure of uniformity within a cluster. For this reason a new set of distance measures 
based on Voronoi neighbours is defined here [16]. 
First the Voronoi distance, Vij, is denoted as the Euclidean distance between the Voronoi 
neighbours indexed by i and j. If Pi and Pj are not Voronoi neighbours, Vij = 00. Fig-
ures 7.10(a) and (b) show the Voronoi neighbours for the distribution of points given in 
Figures 7.8(a) and (b) respectively. The maximum finite Voronoi distance for the approxi-
mately uniform distribution of points (Figure 7.10(a)) is 1.66 while the minimum distance 
is 0.86. For the Gaussian distribution however (Figure 7.10(b)) the maximum finite Voronoi 
distance is 2.24 and the minimum 0.41. This large difference in distance variation between 
the two distributions indicates that certain measures based on Vi,j can be used to provide 
a measure of uniformity within a cluster. 
Within the kth cluster, the mean Votonoi distance, kv, is defined to be the arithmetic mean 
of all the finite Voronoi distances occurring between elements of the cluster. For example 
in Figure 7.10(a) the approximately uniform distribution of points has kv 1.184 and in 
Figure 7.10(b) the Gaussian distribution has kv = 1.277, which are very similar in value. 
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(a) (b) 
Figure 7.11 (a) External point Pi with one Voronoi neighbour, (b) External point Pi with two Voronoi 
neighbours 
The Voronoi distance deviation for the kth cluster, ka, is defined as the standard deviation of 
all the finite Voronoi distances occurring between elements of the cluster, This is a mea-
sure of uniformity of point locations within the cluster. For example, in Figure 7.10(a) 
the uniform distribution of points has ka = 0.199 indicating a very small standard devia-
tion of finite Voronoi distances. However, in Figure 7,1O(b) the Gaussian distribution has 
ka = 0,686 showing a much larger standard deviation and highlighting the non-uniformity 
of the cluster, 
The mean point-to-cluster Voronoi distance from an unclustered point Pi to the kth cluster, kVi' 
is defined to be the arithmetic mean of all of the finite Voronoi distances occurring between 
Pi and the elements of the cluster, Should Pi not-have arty Voronoi neighbours in the kth 
cluster, k Vi = 00. The mean cluster-to-cluster Voronoi distance, kmv, for clusters k and m, is 
defined to be the arithmetic mean of all the finite Voronoi distances occurring between the 
elements in cluster k and the elements in cluster m. If no Voronoi neighbours exist between 
the two clusters kmv = 00. 
The distance measures defined above are useful for deciding how similar the distance be-
tween a point and its nearest neighbour or neighbours in a cluster is to the density within 
the cluster. However, this is not sufficient. Consider the situation depicted in Figure 7,lL 
Both external points Pi in Figures 7.11(a) and (b) are similar distances from an already de-
fined cluster, It seems more likely that the external point Pi in Figure 7.11(b), with two 
Voronoi neighbours in the cluster, belongs as part of the cluster compared to the external 
point in Figure 7,11(a), which has only one Voronoi neighbour in the cluster, For this rea-
son an additional quantity known as the Voronoi linkage order k Ai is defined between the kth 
cluster and an unclustered point Pi. The Voronoi linkage order corresponds to the number 
of Voronoi neighbours to Pi in the duster. The boundary limit of whether an external point 
should be included in a nearby duster is related to the Voronoi linkage order as explained 
in the next section. 
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(a) (b) (c) 
Figure 7.12 (a) Two highly separated clusters with a = 3.38 in Equation 7.5. (b) Two clusters 
positioned such that a = 2.25 in Equation 7.5. (c) Two clusters placed close together with a 0.95 
in Equation 7.5. 
7.8 Clustering refinement 
A set of ad hoc rules have been established for applying the measures, defined in the previ-
ous section, to refining the preliminary clustering generated by the mode clustering algo-
rithm [16]. The rules are: 
1. Two clusters k and m should merge if kmv ~ a.(k71+m71) /2, where a is an empirically 
determined positive constant. 
2. An unclustered point Pi should join the kth clusterif kVi ~ k71 .(l + f3.k Ai) + "(.ka, 
where f3 and "( are empirically determined positive constants. 
3. Clusters must have three or more points. 
The converse of rule 2 is that a point on the periphery of a cluster should leave the cluster 
if the condition is not satisfied. 
Refinement rule 1 states that the mean cluster to cluster Voronoi distance should be smaller 
than an amount proportional to the average of the mean Voronoi distances for each individ-
ual cluster before considering merging. To illustrate the effect of the choice of a, consider 
the two clusters depicted in Figure 7.12. The value of a satisfying the equality of refinement 
rule 1, 
71)/2, (7.5) 
was calculated as the clusters were moved progressively towards each other. 
Figure 7.12(a) shows two highly separated clusters. From visual inspection it is obvious 
these clusters are well separated and therefore should not merge into a single cluster. In 
this case a value of a = 3.38 satisfies Equation 7.5. This value is much too high for the 
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(a) (b) 
Figure 7.13 (a) An unclustered point Pi and a cluster k with k Ai = 3. (b) An unclustered point Pi 
and a cluster k with k Ai = 1. 
application of microcalcification cluster detection in which clusters are considered to be 
relatively uniformly distributed. The clusters shown in Figure 7. 12(b ) are positioned closer 
together and appear to warrant a decision to merge. The value a = 2.25 satisfies Equa-
tion 7.5 in this case. Finally, Figure 7.12(c) show the two clusters positioned closer together 
again where a merge is definitely the appropriate action (a = 0.95 in Equation 7.5). The 
value a = 2.25 was chosen for the study presented in Section 7.9. 
Refinement rule 2 is established to determine if an unclustered point should join an already 
defined cluster. This rule has two empirically determined positive constants f3 and reach 
having a different effect. The r constant is associated with the Voronoi distance deviation, 
ka . A uniform cluster has very low ka therefore adding an unclustered point to this type 
of distribution requires the point to be positioned comparatively close to the periphery of 
the cluster ensuring the mean point-to-cluster Voronoi distance, kVi' is low. However, for 
a less regular duster with higher ka, a point further from the periphery of the cluster may 
be acceptable. The value of ~I chosen for the study presented in Section 7.9 was 1. 
The f3 constant in rule 2 is associated with the Voronoi linkage parameter, k Ai. This term 
is designed to ensure an unclustered point Pi is more likely joined to an already defined 
duster k when the linkage between the cluster and that point is high. Figure 7.13 provides 
two illustrative examples of refinement rule 2 when f3 = 0.5 and r 1. The position of the 
unclustered point in both cases satisfies 
(7.6) 
In Figure 7.13(a) the unclustered point Pi has a Voronoi linkage order k Ai = 3, therefore 
the point is able to be placed further from cluster k while still satisfying refinement rule 2. 
However, in Figure 7.13(b) Pi has a Voronoi linkage order k Ai 1. This means the point 
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must be placed closer to cluster k in order to satisfy refinement rule 2. The value of 0.5 was 
chosen for f3 in the study in Section 7.9. 
After determining the most appropriate values for the positive constants associated with 
each rule the refinement stage proceeds by applying an iterative process successively as 
follows: 
1, Apply rule 1 to all clusters. 
2. Apply rule 2 to all unclustered points Pi in combination with any cluster k for which 
k Ai is non- zero. 
3. Apply rule 3 to all clusters. 
4. Apply rule 2 (converse) to all points in each cluster (ignoring the effect on the cluster 
measures kVil kv and ka removing that point would make). 
The iteration proceeds until no further reallocation of points or clusters is made. 
7.9 Results 
The clustering scheme presented in this chapter was applied to all images in FSD-B (see 
Section 2.2). This database contains 50 mammogram images with a total of 37 malignant 
micro calcification clusters (no benign microcalcificationclusters). The images containing 
microcalcification clusters have an associated overlay image which provides annotations 
marking the location and size of each cluster. It was found that the annotations (which were 
provided by expert radiologists) were generous in size. For this reason a cluster detected by 
the new hybrid method is classed as a true positive (TP) if all micro calcifications associated 
with the cluster are within the marked area on the overlay image. All other clusters found 
by the algorithm are considered to be false positives (FP). The criteria for a TP detection is 
very restricting and ensures the clusters found are accurately localised. No verification of 
the detection of individual microcalcifications is performed. A more detailed description 
of the detection criteria for this particular database is given in Section 8.5. 
The parameters for both the mode clustering (stage 1) and the Voronoi refinement (stage 2) 
in the new hybrid clustering scheme were assigned the values: 
Stage 1: rmax = 30 M 3 
Stage 2: a 2.25 f3 0.5 ry = 1, 
for a 50ftm resolution image. It should be noted that rmax is the only parameter dependent 
on the resolution of the mammogram. 
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Figure 7.14 «1) Subimagl' frum FSD-B cont,1ining 1111L' true microG1lcification duster. (b) Potential 
miCrllG1lcification points iLil'ntificd by the CAD scheme. (c) Clusters detected ilfter mude duslL'ring. 
(d) Clusters dl'tectl'd after applying the Vuronoi refinement st,1gl'. 
Figures 7.14 to 7.16 provide illustrative eXi1mplcs of thL' typical operation of the cluskring 
scheme on three subimi1ges from FSO-B. All of the selected subimages contain i1t lei1St one 
microcZllcificZltion cluster (subfigures (a)). Sub figures (b) show the complete cbti1 set of 
points detectcd from the CAD scheme, which include both true microcalcifications and 
artifactui11 detections. Also shown in these subfigures arc the annoti1tion boundaries of the 
true mic rocalci fica tion clllS ters. 
The dusters shown in subfigures (c) arc those determined after applic<1tion of the modl' 
clustering i1lgorithm (1st clustering stage). In all Ci1ses shown part of l'ach true microG11-
cification cluster is detected. In Figure 7.J4(c) the true cluster is detected as tWl) smaller 
clusters. In Figure 7.1S(c) one blsc positive cluster is detected. 
Subfigures (d) shovv the fin,11 clusters detected after application of the Voronoi rctinement 
algorithm (2nd clustering stagl'). It is clear from these subfigures that all true microcalci-
fication clusters have been detected in their entirety. The refinement stllge has joined the 
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Figure 7.15 (il) Subimi1)!,l' from FSO-13 con t,llning one trul' miuoci1 icifici1tioll clusk r. (b) Potential 
microci1lcifici1tion pOints identified by the CAD selwl1w. (c) Clusters dl'tectl'ci ,1fte r mode cluste ring 
(one TP duskr and one FP dusk'r). (e) Clusters dl'teeted <1ftl'r applying till' Voronoi retincnwnt 
stage (one TP cluster ,1mi OIW FP cluster). 
tvvo small clusters in Figure 7.J4(c) into OIlL' lilrge true positive cluster. The fillse positive 
cluster ilssociated with Figure 7.15(il) is still present in the finZlI Voronoi clusters. This is 
becZlusc the layout of the points in this cluster is consistent with the expected properties of 
il genuine cluster. 
After applying the new hybrid clustering illgorithm to Zlll images in FSD-G the Zlbility of 
the scherrlL' WZlS evaluated. In 15 out of 50 Cilses till' IllZlmmograms \-vere classified by the 
rildiologist as normal because they did not contain Zl true rnicrocalcification cluster. Out of 
these 15 images 3 f<"llse positive detections \Vl're mildl'. In 30 out of the other 35 cases the 
il lgorithm correctly identified gt'nuine clusters, although in OllL' of thesl' a single genuine 
cluster was identified as morl' th ;:lll one. Tn 2H out of thl' 30 cases whcrc the true cluster 
W(lS detectt'd, tbe Voronoi-distance based rdincment nwthod irnproved the cluster identi-
fication by either eliminZlting blse dusters, combining ell/skrs, or by including / excluding 
points around the periphery of clusters. in the rl'I1lZlinLng two G1Sl'S the mode clustering 
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Figure 7.16 (a) Subim'l.>il' frum FSD-B containing two true microcalcification clusters. (b) Potentia) 
miCWGllcification points identified by the CAD sclwme. (c) Clusters detected after mode clustering. 
(c) Clusters detected ,1fte[ <:lpplying the Voronoi refinement stc1ge. 
h,ld already achieved ,In optimal cluster detection. In 7 out ()f the 35 cases, clusters in addi-
tion to the genuine ones were incorrectly identified: a total of9 false positive identifications 
of clusters vI/ere milde' . 
In 5 OLtt of 35 G1SeS a gcnuine microcalcification cluster was not identified ilS a true clLtstl'r 
bv the hybrid illgorithm. This was d Ltl' to the ind ividual microcalcifications in these clustl'rs 
being smilll in numbn and highly dispersed. Two example microca lcifiGltion clusters thilt 
went undetectl'd by the hybrid clustering scheme are shown in Figurc 7.17. Figures 7.17(,1) 
and (d) show the originill milmmogram subimages (4HO x (100 pixl'ls). Figures 7.17(b) and 
(e) respectivl'ly illustrate the binilry images output from the CAD scheme described in 
Chapter 6. The single point representation of eilch microcillcification object llsed ilS input 
tll the clustering algorithm is shown in Figures 7.17(c) and (f) . It is difficult even for a 
human observer to determine with certainty that a cluster is present in these figures. 
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Figure 7.17 (a,d) Sub image from FSD-B each containing a single true microcalcification dust r. 
(b,e) Segmented microcalcification pixels from tbe CAD cheme for sub images (a) and (d) respec-
tively. (c,f) Single pOiJlt repre entation of each microcalcification bjcct tn sub images (b) and (e) 
respectively. 
7.10 Summary 
Till chapter demonstrated the u e of a new hybrid clustering method f r finding cluster 
of microcalc.ifications within a mammogram image. Given a set of points, each represent-
ing a potential microcalcification, the clu tering cheme attempts to determine tho e which 
form part of a clu ter and tho e that do not. 
The m thod combine a mode clustering algorithm which has formerly been proposed in 
the literature, with a refinement algori thm based on Voron i ets. Mode clu tering i an 
effectiv and efficient method for the first stage of the hybrid sch me however uffers from 
a high dependency on the param tel's cho en. For this rea on a second stage employing 
Voronoi neighbours i applied . Choosing the mode cluster parameters conservatively give 
a good starting point for the V ronol r finement stage. The purpose of the econd stage is 
to refine the clusters already detected by the mode clustering alg rithm. ntis includes 
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the merging of two or more clusters if their distance from one another is comparatively 
smalt and the addition of individual points to a cluster based on the linkage between an 
individual point and a cluster. 
The results obtained by the new hybrid clustering scheme on the set of mammogram im-
ages from FSD-B are encouraging. Genuine microcalcification clusters are not identified by 
the clustering scheme in only 5 out of 35 cases due to the individual micro calcifications in 
the cluster being small in number and highly dispersed. Additionally, a few false positive 
detections are made but in most of these cases the layout of the points are consistent with 
the expected properties of a genuine cluster. 
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Chapter 8 
CAD systen1 performance evaluation 
8.1 Introduction 
A new CAD scheme for the detection of micro calcification dusters has been described ex-
tensively in Chapters 2 to 7. The scheme is designed to highlight the location of both benign 
and malignant microcalcification dusters, potentially assisting radiologists in improving 
the effectiveness of mammography screening. To determine the accuracy of the system 
and hence the potential contribution to the mammography screening process, a perfor-
mance evaluation was performed and the results are presented and discussed here. The 
aim is to optimise system performance based on various algorithm implementations de-
tailed in previous chapters. Establishing the efficacy of a computer aided detection scheme 
is not a simple task. Strict criteria must be put in place to provide accurate evaluation of 
the system. Precise interpretation of the information provided by the CAD scheme helps 
determine the information that can be sought for performance evaluation. 
Section 8.2 begins with a general description of the evaluation criteria used for CAD 
schemes designed to detect abnormalities in medical images. The appropriate method of 
analysis in this case is the free-response receiver operating characteristic (FROC) analysis, 
which is outlined in Section 8.3. Section 8.4 provides specific criteria for determining the 
detection accuracy of a microcalcification CAD scheme. Due to the significantly different 
image characteristics of the digitised film-screen and direct digital modalities two separate 
mammogram databases are used, one consisting of digitised film-screen mammograms 
and the other consisting of direct digital mammograms. Determination of the best crite-
ria for evaluating the CAD scheme applied to each database is described in Section 8.5. 
Implementation of the FROC analysis for the new CAD scheme is outlined in Section 8.6. 
Finally, Section 8.7 extensively evaluates the CAD system performance on digitised film-
screen mammograms and Section 8.8 details the CAD performance for direct digital mam-
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Figure 8.1 Possible decisions made during a computer aided detection task. The word positive or 
negative corresponds to the decision made, whereas the word true or false denotes whether or not 
the decision was correct. 
mograms. Results from this in depth study reinforce the findings of previous chapters and 
determine the best implementation of the CAD scheme for each imaging modality. 
8.2 Performance evaluation 
When computer algorithms are designed to detect abnormalities in medical images, rigor-
ous evaluation criteria are crucial in assessing the CAD system's performance, since this 
determines the effect the computer generated information ultimately has on decisions in-
volving patient care. 
A decision made during a computer aided detection task falls into one of four possible 
categories, shown in Figure 8.1 [154]. An image region can be called abnormal (positive) 
or normal (negative), and a decision can either be correct (true) or incorrect (false). There 
are two types of errors that can be made: false-negative and false-positive errors. A false-
negative (FN) error implies that a true abnormality was not detected. A false-positive (FP) 
error occurs when a detection corresponds to a normal region, and thus falsely identifies 
the region as abnormaL Two types of correct decisions can also be made: true-positive 
(TP) and true-negative decisions (TN). A detection that corresponds to an actual abnor-
mality is called a true-positive. A true-negative decision simply means a normal region 
was correctly labelled as being normal. 
Two measures known as the sensitivity and specificity of a detection system are related to 
the decisions identified above as follows: The sensitivity is the rate at which abnormalities 
are detected and is defined as 
Sensitivity TP (8.1) TP+FN' 
The specificity is the rate at which normal regions are correctly labelled as normal and is 
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Figure 8.2 Two ROC curves and the expected performance from random guessing. 
defined as 
S 'f" TN peCllclty = TN + FP 
161 
(8.2) 
The performance of a process that detects abnormalities in medical images can be com-
pletely characterised by its sensitivity I specificity tradeoff. 
Detection algorithms have parameters that can be varied to alter the TP and FP rates. Each 
set of parameter values may result in a differenf (TP,FP) pair, called an operating point. 
Given the ability of a CAD scheme to determine varying levels of sensitivity, it does not 
seem sufficient to evaluate or compare different algorithtns on the basis of a single oper-
ating point. A well accepted method for algorithm evaluation that takes into account the 
sensitivity! specificity tradeoff characteristics is the receiver operating characteristic (ROC) 
analysis [23,108,109,154], an example of which is shown in Figure 8.2. The graph presents 
the FP rate (1.0-specificity) versus the TP rate (sensitivity) for multiple operating points. A 
maximum threshold for detection (Le. no detections) corresponds to the lower left point 
in the ROC curve. As the threshold is lowered the operating point follows a trajectory 
towards the upper right point. 
The area under this curve, usually referred to as the Az index, is an accepted way of eval-
uating a systems performance. Perfect diagnostic accuracy means a sensitivity of 100% (or 
1.0), a FP rate of 0% and an Az of 1.0. Random guessing results in an A z of 0.5. 
The ROC is a well known paradigm used for evaluating system performance. In this 
methodology, it is assumed that for each case presented, a single binary normal! abnormal 
decision is made and that this is sufficient to characterise detection performance. Unfor-
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False Positives 
per Image 
Figure 8.3 FROC curve plotting the sensitivity against the number of false-positives generated per 
image. 
tunately, in a computer aided detection system such as that developed in this thesis there 
are a number of reasons why the application of ROC analysis is inappropriate. The correct 
localisation of an abnormality is required for a true-positive detection in a CAD system, 
however a ROC study does not account for this localisation. Additionally, ROC analysis 
does not accommodate the presence of multiple lesions on the same image. For an image 
with two lesions, one CAD scheme may detect onJy one lesion, while another CAD scheme 
detects both lesions. In the ROC method of analysis both CAD readings would be scored 
identically. One final problem with ROC analysis is the required estimation of the false-
positive rate. This cannot be determined from a CAD scheme due to the unavailability of 
the number of TN decisions. For these reasons a free-response receiver operating charac-
teristic (FROC) analysis is used in place of the ROC analysis. This is described in detail in 
the next section. 
8.3 Free response receiver operating characteristic analysis 
It is insufficient to simply report the existence of an abnormality in a CAD scheme, because 
correct localisation of the abnormal area is also required for a true-positive detection. The 
appropriate method of evaluation in this case is free-response receiver operating charac-
teristic (FROC) analysis [21-23,154]. FROC analysis permits multiple abnormalities per 
image and requires correct localisation of abnormalities. A FROC curve is a plot of op-
erating points showing the tradeoff between the sensitivity and the average number of 
false-positives per image, as shown in Figure 8.3. 
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Figure 8.4 (a) Mammogram s ubimage containing one truL' microcalc ification cluster and ground 
truth overlay. (b) Binary image output from CAD scheme identifying potential individual micro-
Gllcifications. (c) Two clusters detected (one TP and one FP) with ground truth overlcly. 
The ordin<lte for a FROC plot is the same as for ROC plots, 0'1., to "\O()'Yo sensitivity. The ab-
scissa of thl' FROC plot begins at zero, but the upper limit is open. Rl'alistically, a detection 
system is not very useful if too 1nany false-positives are generated, Clnd for most sufficiently 
large data se ts "\OO°/. , se nsitivity is rarely attainable, For thl'se reasons FROC plots rarely 
show performance above a few false-pos itives per image. Unfortunately the s tatistical 
analysis that can be donl' with ROC has not been fully developed with FROC [21,22,109]. 
However, the Jl; index is still considered a useful measure in evaluating a CAD scheme's 
performance. The / l c value for a FROC curvE', like that of a ROC curve, has a maxim.um 
value of 1.0 corresponding to a pl'rfect performance. The .flo value is computed by nor-
malising the area under the FROC curve by the range of the absciss<l. For example the A , 
for the FROC curve in Figure 8.3 is computed by dividing the area under the curve by 2.5. 
This analysis is used in all results to follow. 
8.4 Detection criteria 
Evaluating the perfOrn1<1I1CL' of a microcalcification CAD scheme requires certain criteria 
for determining <I TP <lnd FP cluster dL'tection. Firstly, genuine clusters must be identified 
by an expert radiologist who provides a ground truth showing thl' location and size of 
each cluster. The most common criteria found in the liter<lture for counting thl' number of 
true-positive detections is to regard a cluster as co rrectly detected if thrl'e or more micro-
calcifications associated with the cluster <Ire found within the region m<lrkL'd <IS containing 
clusters by the l'xpert radiologist [71,115,150]. All other clusters detl'ctcd Me considered 
to be f<llsc-positives (FP). For eX<lmple, Figure 8.4(a) shows p<trt of <I mllmmogr<lm im<lge 
containing a single genuine micmclllc ification cluster. Overlayed on this imllge is the <ISS0-
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ciated ground truth as marked by an expert radiologist. Figure 8.4(b) shows the potential 
micro calcifications identified by the CAD scheme described in Chapter 6. Figure 8.4( c) 
shows two clusters detected by the new hybrid clustering algorithm detailed in Chapter 7. 
The first cluster (points marked with' x ') is considered to be a TP detection since more than 
three individual micro calcifications associated with the cluster are inside the ground truth. 
The second cluster (points marked with '.') however is considered to be a false-positive 
detection. 
8.5 Image databases 
Images from two mammographic modalities have been used in developing the new mi-
crocalcification CAD scheme: digitised film-screen mammograms and direct digital mam-
mograms. The image characteristics of these modalities differ significantlYt and various 
stages of the CAD system have been developed separately for each imaging method. For 
this reason, when determining the accuracy of the CAD scheme, a performance evaluation 
is carried out on two separate databases, one consisting of digitised film-screen mammo-
grams and the other consisting of direct digital mammograms. 
For application to digitised film-screen mammograms, FSD-B is used (see Section 2.2). This 
database contains 50 mammogram images containing a total of 37 malignant microcalcifi-
cation clusters (no benign microcalcification clusters). The images containing microcalcifi-
cation clusters have an associated overlay image which provides annotations marking the 
location and size of each cluster. It was found that the annotations, which were provided 
by expert radiologists, were extremely generous in size (see Figures 7.14 to 7.16). For this 
reason a true-positive (TP) cluster is regarded as detected if all micro calcifications associ-
ated with the cluster are within the marked area on the overlay image. All other clusters 
found are considered to be false-positives (FP). The criteria for a TP detection is thus very 
restricting and ensures the clusters found have accurate localisation. No verification of the 
detection of individual microcalcifications is performed. 
For application to direct digital mammogram images the direct digital database described 
in Section 2.2 is used. The data set consists of 124 mammograms from 33 patients. Twenty 
eight of the mammograms contain a single microcalcification cluster (14 benign and 14 
malignant). Labelling of the microcalcification clusters was performed by an expert radi-
ologist who provided both the pathology and location of each cluster. For this database 
a true-positive (TP) cluster is regarded as detected if three or more microcalcifications are 
found in the ground truth marked by the expert radiologist (see Section 8.4). All other 
clusters found are considered to be false-positives (FP). Once again no verification of the 
detection of individual micro calcifications is performed. 
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The CAD scheme described in this thesis is designed for the detection of microcalcification 
clusters. It does not provide a classification of the clusters into benign or malignant types. 
For this reason, in the following performance evaluation no distinction is made between 
benign or malignant microcalcification clusters. Both are considered to be true-positive 
detections. Also, due to the small size of the mammogram databases, separate testing and 
training data sets have not been used. In other words the same set of images (or at least a 
subset of them) were used while developing the CAD scheme as are employed here. 
8.6 FROC implementation 
Applying FROC analysis to a CAD scheme requires multiple operating points to be accu-
rately determined. As mentioned previously detection algorithms have parameters that 
can be varied to alter the TP and FP rates. Each set of parameter values result in a different 
operating point. For the CAD scheme described in Chapter 6 the most obvious parameter 
to adjust is the microcalcification external field parameter (A(2), described in Section 6.5). 
Setting A(2) low increases the likelihood of a pixel being labelled as a micro calcification; 
conversely, setting A(2) high decreases the number of pixels labelled as microcalcification. 
This provides a convenient adjustment in the sensitivity level for the micro calcification 
CAD scheme. 
The FROC curve is obtained as follows: 
1. Initialise parameter A(2). 
2. Apply the CAD scheme to all mammograms in the database being tested. 
3. Record the number of TP, FN and FP clusters. 
4. Use the recoded information to locate a single point on the FROC curve. 
5. Adjust parameter A(2) and repeat steps 2 to 4. 
This iterative process is continued until sufficient operating points are found covering a 
large range of sensitivity levels. A smooth curve is then interpolated between the operating 
points, to produce the FROC curve. It should be noted that there are different methods 
for generating FROC curves than the method described above. For example, Anastasio 
et al developed a multi-objective genetic algorithm to produce the best FROC curve for a 
given dataset [4]. The FROC generation method used here however is much simpler and 
is considered to be sufficient for comparing the different CAD implementations. 
Estimation of the area under the FROC curve was obtained using the trapezoidal rule. The 
trapezoidal rule systematically underestimates the area under each FROC curve. However, 
in the results to follow competing methods generate a similar number and distribution 
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Figure 8.5 Implementation of CAD scheme. 
of operating points, therefore the bias in the A z value for each method is approximately 
the same and a comparison is valid. As mentioned in Section 8.3, Az is computed by 
normalising the area under the FROC curve by the range of the abscissa. To compare Az 
values for different FROC curves the area must be determined using the same abscissa 
range. In the results to follow the abscissa range is chosen to be 0.05 2 false-positives per 
image. For a false-positive rate of less than O.OS/image the FROC curve is considered to be 
too steep for accurate evaluation, and the sensitivity too low for a practical CAD system. 
Additionally, a system with a false-positive rate greater than 2/image is not considered 
very usefuL 
8.7 Digitised film-screen evaluation 
This section provides a performance evaluation of the micro calcification CAD scheme 
when applied to the mammograms in FSD-B. Implementation of the CAD scheme is 
achieved using the system shown in Figure 8.5. Three different features are used to rep-
resent the original mammogram data: the output of a line shape parameter and the local 
contrast at two different spatial resolutions [71]. Recall that calculation of the local con-
trast involves the development of an accurate high frequency noise equalisation technique 
(see Chapter 3). The line shape parameter which is designed to highlight CLS is described 
extensively in Chapter 5. These features are input to a deterministic relaxation scheme 
(see Chapter 6) which labels pixels as either background, microcalcification or CLS. Iden-
tification of the microcalcification pixels allows clusters to be found using the new hybrid 
clustering algorithm in Chapter 7. 
The performance evaluation of the CAD scheme compares the various implementations 
of the high frequency noise equalisation technique and the line shape parameter, both of 
which are important in distinguishing microcalcifications from other structures within the 
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breast. Starting with the noise equalisation technique, Figure 8.6 illustrates the different 
implementation options that were presented in Chapter 3. 
It has been shown that the high frequency image noise varies as a function of the grey level 
in a mammogram [71,150]. To accurately measure the noise level over the entire pixel value 
range, the greyscale was divided into non-overlapping but adjacent bins for noise equali-
sation. Two different binning methods were investigated: fixed size binning and variable 
size binning. From the preliminary results shown in Chapter 3 it appeared that the variable 
binning scheme provided a more accurate noise model compared to the fixed size bins, 
especially in high grey level regions of the mammogram. The most appropriate binning 
scheme for microcalcification detection has been determined by testing the performance of 
the CAD scheme using the two different binning techniques. The comparison is presented 
in subsection 8.7.1. 
The second noise model variation investigated in Chapter 3 involved removing the mean 
bias in the histograms of local contrast within each bin. It was found that the histograms 
were not symmetric around zero, particularly if the number of pixels per bin was small. 
Three different methods of dealing with the bias in the local contrast histograms were 
vestigated. The first was to assume the bias was negligible, while two other correction 
schemes attempted to reduce the bias. In the first correction scheme the mean bias was 
calculated as a function of the greyscale. The second scheme reduced the bias in the lo-
cal contrast histograms by changing the sampling scheme prior to noise equalisation. The 
effect of reducing the bias on the detection of micro calcification clusters can best be deter-
mined by testing the microcalcification CAD scheme performance incorporating the three 
different techniques mentioned above. This is shown in subsection 8.7.2. 
The final evaluation carried out in this section involves the two line shape parameters 
described in Chapter 5: the Hough shape parameter and the phase congruency shape 
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parameter. Both these parameters were designed to distinguish CLS from microcalcifi-
cations (see Figure 8.7). Karssemeijer developed the Hough shape parameter using the 
local probability density function of gradient directions to determine the presence or ab-
sence of local line-like features. The phase congruency shape parameter on the other hand 
utilised and extended a method proposed by Kovesi [86], implementing feature detection 
based on local phase information. The preliminary results shown in Chapter 5 indicate 
that the phase congruency shape parameter provides a better distinction between CLS and 
microcalcification. This would suggest that the phase congruency method should give 
superior microcalcification detection performance. The effect of the shape parameter on 
the detection of microcalcification clusters can best be determined by testing the micro-
calcification CAD scheme performance incorporating the two different shape parameter 
techniques mentioned above. This is shown in subsection 8.7.3. 
8.7.1 Method of binning 
Comparing the CAD performance based solely on the binning methods described above 
requires all other implementation options to be fixed. For the purposes of this comparison 
the mean bias is calculated as a function of the greyscale and the phase congruency shape 
parameter is used. Figure 8.8(a) illustrates the two binning options to be tested as well as 
the fixed options chosen for the mean bias and shape parameter. 
Using FROC analysis, two FROC curves were obtained and are shown in Figure 8.8(b). The 
top curve corresponds to the CAD performance when using a variable size binning scheme 
while the lower curve corresponds to the fixed size bins. These results indicate that variable 
size binning for noise equalisation provides superior microcalcification cluster detection 
performance. For example, at a true-positive rate of 0.91, the number of false-positives 
per image decreases from 1.1 to 0.8. To provide more quantitative results the Az values 
associated with each curve were calculated. For an abscissa range of 0.05 - 2 false-positives 
per image, Az = 0.84 for the fixed size binning scheme, and Az = 0.89 for the variable bin 
size. 
The performance analysis shown here supports the preliminary results in Chapter 3 where 
the variable size binning method allowed more reliable estimation of the noise level in the 
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Figure 8.8 (a) Implementation options for comparing the noise equalisation binning scheme. (b) 
FROC plot showing the CAD performance using different methods of binning, (.) corresponds to 
the variable size binning scheme and (II) corresponds-to the fixed size binning scheme. 
high intensity regions of a mammogram. This has lead to better microca1cification detec-
tion performance hence reinforcing the fact that an accurate high frequency noise model is 
important in the detection of microcalcifications. Veldkamp et al also carried out a study on 
various methods of greyscale binning concluding that the variable size binning scheme as 
described in Chapter 3 provides superior micro calcification detection performance [150]. 
The results presented here support Veldkamp et al's conclusions. 
8.7.2 Mean bias 
To compare the CAD performance based on various methods of reducing the mean bias 
requires all other implementation options to be fixed. In the previous subsection it was 
found that variable size binning for noise equalisation provides superior microcalcification 
detection performance compared to fixed size binning. Therefore, for the purposes of this 
comparison the variable size binning scheme is used along with the phase congruency 
shape parameter. Figure 8.9(a) illustrates the three mean bias options to be tested as well 
as the fixed options chosen for the binning scheme and shape parameter. 
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Figure 8.9 (a) Implementation options for comparing the reduction in mean bias. (b) FROC plot 
showing the CAD performance using different methods of reducing the mean bias, (.) illustrates 
when the mean bias is assumed to be zero, (A) shows when the mean bias is reduced by changing 
the sampling scheme and (II) shows when the mean bias is calculated as a function of the greyscale. 
Using FROC analysis, three FROC curves were obtained and are shown in Figure 8.9(b). 
The lowest curve represents the CAD systems performance when the mean bias is assumed 
negligible. The top two curves correspond to the two correction schemes. For an abscissa 
range of 0.05 - 2 false-positives per image, A z 0.83 when the mean bias is assumed neg-
ligible, A z 0.89 when the bias is calculated as a function of the greyscale and = 0.88 
when the mean bias is reduced by changing the sampling scheme prior to noise equalisa-
tion. This provides clear evidence that compensating for the mean bias in noise equalisa-
tion improves microcalcification detection performance. It should also be noted that while 
the two correction methods show very similar detection performance, slightly superior 
results are obtained when calculating the mean bias as a function of the greyscale. 
Veldkamp et al also carried out a study on microcalcification CAD performance using the 
above mentioned methods of compensating for the bias. The author concluded that the two 
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Figure 8.10 (a) Implementation options for comparing the line shape parameter. (b) FROC plot 
showing the CAD performance using different line shape parameters, (.) corresponds to the Hough 
shape parameter and (_) corresponds to the phase congruency shape parameter. 
compensation methods for reducing the bias provide superior detection performance [150]. 
Once again the results presented here support Veldkamp et at s conclusions. 
8.7.3 CLS shape parameters 
Comparing the CAD performance based solely on the line shape parameter requires all 
other implementation options to be fixed. For the purposes of this comparison the mean 
bias is calculated as a function of the greyscale and the variable size binning scheme is used. 
These options were chosen as they provided the best CAD performance in the previous 
subsections. Figure 8.10(a) illustrates the two shape parameter options to be tested as well 
as the fixed options chosen for the mean bias and the binning scheme. 
Using FROC analysis, two FROC curves were obtained and are shown in Figure 8.10(b). 
The top curve corresponds to the CAD performance when the phase congruency shape pa-
rameter is used while the lower curve corresponds to the Hough shape parameter. These 
results indicate the phase congruency shape parameter provides superior microcalcifica-
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Figure 8.11 Final implementation options for the CAD scheme applied to digitised film-screen 
mammograms. 
tion cluster detection performance. For example, at a true-positive rate of 0.9t the number 
of false-positives per image decreases from 4 to O.S. For an abscissa range of 0.05 2 false-
positives per image, Az = 0.80 for the Hough shape parametel~ and A z 0.89 for the 
phase congruency shape parameter. These values indicate a marked improvement in the 
micro calcification CAD results when using the phase congruence method. 
The performance analysis shown here supports the preliminary results in Chapter 5 where 
the phase congruency shape parameter is seen to provide a better distinction between CLS 
and microcalcification. It should also be noted that the variation in CAD performance for 
the two shape parameters is significantly greater than the performance variation associated 
with the noise equalisation technique. This implies that determination of an accurate shape 
parameter capable of distinguishing CLS from rnicrocalcifications is an important step in 
any microcalcification CAD scheme. 
To summarise the results presented in this section~ FigureS.ll shows the final implementa-
tion options providing the most accurate CAD system performance when applied to digi-
tised film-screen mammograms. 
8.8 Direct digital evaluation 
This section provides a performance evaluation of the rnicrocalcification CAD scheme 
when applied to mammograms in the direct digital database. Implementation of the CAD 
scheme is achieved using the same system shown in Figure S.5. For the purposes of this 
evaluation the phase congruency shape parameter is used as it was found to provide su-
perior microcalcification detection performance for the digitised film-screen modality. 
Due to the significantly different image characteristics of the digitised film-screen and di-
rect digital modalities different high frequency noise equalisation techniques have been 
employed. Chapter 4 describes the noise equalisation technique developed specifically 
for the direct digital modality. The performance evaluation of the CAD scheme to follow, 
focusses on various implementations of the high frequency noise equalisation technique. 
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Figure 8.12 illustrates the different implementation options that were investigated in Chap-
ter4. 
The assumed quantum noise dominance of the direct digital system and the linear charac-
teristic curve that this modality exhibits ensures that a simple square root noise model pro-
vides accurate estimation of the noise with respect to grey leveL Estimation of the square 
root noise model requires two parameter values to be determined. One of these parameters 
corresponds to the noise present at zero exposure (zero grey level). In a strictly quantum 
limited system the noise present at zero exposure (zero grey level) would be zero. How-
ever, it was found in Chapter 4 that the noise at zero exposure had a very small positive 
value possibly due to a small additional noise source present within the direct digital imag-
ing system. In the next subsection the CAD performance based on two square root noise 
model implementations are investigated. First, the square root model is reduced to finding 
a single parameter by fixing the noise value at zero exposure (fixed y-intercept). Second, 
both square root noise model parameters are estimated (varying y-intercept) which should 
theoretically provide a more accurate noise model for the equalisation technique. 
8.8.1 Noise equalisation methods 
The performance evaluation presented here provides a comparison between the square 
root noise model implementations described above and the noise model developed specif-
ically for digitised film-screen mammograms (see Chapter 3). For the purposes of this com-
parison the implementation options shown in Figure 8.11 are used for the digitised film-
screen noise equalisation scheme. Additionally, these two noise equalisation techniques 
are compared with the results obtained when noise equalisation is omitted. Figure 8.13(a) 
illustrates the four noise equalisation options to be investigated. 
The FROC curves shown in Figure 8.13(b) evaluate the detection performance of the CAD 
system utilising different noise equalisation schemes. Note that the abscissa range in Fig-
ure 8.13(b) is much smaller than previous FROC curves presented in this chapter. The 
performance data collected for the comparison shown here ensures an accurate evalua-
tion of the CAD scheme at low false-positive detection rates, which is the most significant 
region of any FROC plot (see Section 8.3). 
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Figure 8.13 (a) Implementation options for comparing the noise equalisation technique. (b) FROC 
curves showing the CAD performance using different noise equalisation techniques, (.) shows the 
square root noise model with a varying y-intercept, (.) shows the square root noise model with a 
fixed y-interceptf (1lI!iI) shows the noise equalisation technique developed for digitised film-screen 
mammograms and (.i.) is when noise compensation is omitted. 
The lowest curve in Figure 8.13(b) represents the results obtained when noise equalisa-
tion is omitted. This provides clear evidence that high frequency noise compensation is 
important for the detection of microcalcifications. An improvement is shown in detection 
performance when using the noise equalisation scheme developed in Chapter 3, however 
the best performance is obtained when implementing the square root noise modeL The 
CAD performance for both a fixed and varying y-intercept for the square root noise model 
provides the top two FROC curves in Figure 8.13(b).These two curves indicate that fixing 
the y-intercept does not greatly reduce the sensitivity of the CAD system. When com-
paring the square root noise model with the film-screen noise equalisation scheme, at a 
true-positive fraction of 0.91 the number of false-positives per image decreases from 1.8 to 
1.2. 
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To provide more quantitative results the A z values associated with each curve have been 
calculated. For an abscissa range of 0.05 - 2 false-positives per image, Az 0.41 when noise 
equalisation is omitted, and Az = 0.68 for the digitised film-screen noise equalisation tech-
nique. For the square root noise model with a fixed y-intercept A z 0.77 and Az = 0.85 
for the varying y-intercept. These results prove that the square root model based approach 
which direct digital allows leads to a more robust estimation of the high frequency image 
noise and thereby better micro calcification detection. 
8.9 Discussion 
It has been shown that accurate detection of micro calcification clusters is highly dependent 
on correct high frequency noise equalisation and the determination of an accurate line 
shape parameter. The performance evaluation carried out in this chapter has identified the 
most appropriate CAD implementations for both digitised film-screen and direct digital 
mammograms. 
FROC analysis was used in determining the CAD systems performance because of its abil-
ity to accommodate multiple abnormalities per image and its requirement for correct lo-
calisation of microcalcification clusters. Unfortunately, no validated methods are currently 
available for the statistical testing of FROC curve estimates. Some techniques for FROC 
analysis are described in the literature, however many of these approaches require several 
strong assumptions concerning the statistical properties of the TP and FP detections that 
are not likely to be met in practice. For this reason the FROC method has not been widely 
employed [21, 22,109]. Calculation of the index is one of the only measures believed 
to be suitable for FROC evaluation performance. Care must be taken in determining this 
value to ensure comparisons can be made between competing methods. 
Although a direct comparison was not made between the CAD performance for the digi-
tised film-screen modality and the CAD performance for the direct digital modality, ob-
servation of the FROC curves show that using the noise equalisation technique developed 
specifically for digitised film-screen mammograms (see Chapter 3) produces a higher CAD 
performance for the digitised film-screen database compared to the direct digital database. 
This is to be expected due to the significantly different image characteristics of the two 
modalities. The results indicate that it is important to develop a noise model specific 
to each imaging method in order to provide optimal microcalcification detection perfor-
mance. 
Comparing the CAD scheme developed here with previously developed microcalcification 
detection schemes shows that the performance of this method is highly competitive. As 
mentioned in Section 6.2 the best CAD results reported to date have a sensitivity of 85-90% 
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and a false-positive detection rate of approximately 1 false-positive per image. The best 
results presented in this chapter offer a slight improvement giving a sensitivity of 91 % at 
a false-positive detection rate of 0.8 false-positives per image. It should be noted that an 
accurate comparison between microcalcification CAD schemes however is unavailable due 
to the lack of a common database or common objective criteria. 
8.10 Summary 
An extensive performance evaluation of the CAD scheme developed in previous chapters 
has been carried out on two separate databases, one consisting of digitised film-screen 
mammograms and the other consisting of direct digital mammograms. An understanding 
of the evaluation criteria used for CAD schemes helps determine the most appropriate per-
formance analysis for this application, the free-response operating characteristic (FROC) 
analysis. The aim was to find the best system performance based on various algorithm 
implementations detailed in previous chapters. 
For the digitised film-screen modality two variants were investigated for dividing the 
greyscale into bins. It appears that the detection results related to noise estimation in fixed 
size bins can be improved by using bins consisting of a variable number of pixels. The vari-
able binning scheme allows more reliable estimation of the noise level in the high intensity 
regions of a mammogram, which leads to improved micro calcification detection results. 
A number of approaches were also investigated to remove the mean bias in the histograms 
of local contrast within each bin. Compensation for the bias during the noise equalisation 
process improves micro calcification detection. Specifically, assuming the mean bias to be 
grey level dependent gave the best CAD results. 
The final implementation option investigated for the digitised film-screen modality was 
the line shape parameter. Two methods were compared: the Hough shape parameter and 
the phase congruency shape parameter. The phase congruency method provides supe-
rior microcalcification detection performance, supporting preliminary results that show a 
better distinction between CLS and microcalcification when using this method. 
For the direct digital modality the performance evaluation gave a comparison between 
the square root noise model and the noise model developed specifically for digitised film-
screen mammograms. Also shown was a comparison with the results obtained when noise 
equalisation was omitted. Noise equalisation, performed with the use of the square root 
model, produces more accurate detection of microcalcifications in direct digital mammo-
grams than either no noise equalisation or the more complex method developed for digi-
tised film-screen mammograms. 
Chapter 9 
Conclusions and future work 
This thesis describes the development of a computer aided detection (CAD) scheme for 
the detection of micro calcification clusters in digital mammogram images. The research 
undertaken during the course of this PhD has led to a number of interesting results. They 
are discussed in detail in the relevant chapters and are summarised here. In addition, 
suggestions for future research are presented. 
9.1 Conclusions 
Detecting breast cancer as early as possible increases the survival chance of patients and 
consequently breast cancer screening programs have been introduced in a number of coun-
tries around the world. One of the most important radiologic tasks in the screening pro-
cess is the detection of microcalcification clusters. There is evidence that radiologists per-
form better at detecting subtle microcalcifications when provided with cues from a CAD 
scheme marking suspicious regions. Moreover, the display of a computer detected micro-
calcification pattern is found to be useful in the classification of microcalcifications. The 
CAD scheme detailed in this thesis is designed to highlight the location of both benign 
and malignant microcalcification clusters potentially assisting radiologists in improving 
the effectiveness of mammography screening. 
There are essentially two imaging modalities available in digital mammography: digitised 
film-screen mammograms and direct digital mammograms. The modalities possess con-
siderably different image characteristics which affect, for example, the image contrast and 
required patient dose. A film-screen system has a non-linear response to x-ray exposure, 
which is a significant limitation of the modality, while a direct digital system has an approx-
imately linear response to x-ray photon flux, regardless of the level of exposure. Because of 
the difference in image characteristics certain stages of the CAD scheme are developed sep-
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arately for each modality, thus ensuring optimal microcalcification detection performance 
for each imaging method. 
Extraction of quantitative features for the detection of micro calcification clusters requires 
accurate and robust segmentation methods for separating the breast tissue from the pec-
toral muscle and other image regions outside the breast (background). Removing back-
ground pixels in a mammogram significantly reduces the processing time and improves 
the efficiency of subsequent computer programming stages. Automatic determination of 
the pectoral muscle is useful in restricting the search space for cancer detection, as well 
as determining mammogram adequacy and mammogram-pair registration. Chapter 2 de-
scribed the development of accurate and robust segmentation methods for both the skin-air 
boundary and the pectoral muscle boundary. A multi-stage algorithm provides detection 
of the breast boundary in film-screen mammograms, while the image properties of the di-
rect digital modality allow a simpler global thresholding technique to be applied in locat-
ing the breast tissue I air boundary. For detection and segmentation of the pectoral muscle 
boundary, a straight line Hough transform is found to be sufficient for both modalities. 
Accurate detection of individual microcalcifications is limited by the high spatial frequency 
noise present in digital mammogram images. In order to accurately detect microcalcifica-
tions, measurement of the high frequency image noise is of crucial importance. A noise 
model for the digitised film-screen modality was developed in Chapter 3. The noise com-
ponents present in digitised film-screen mammograms identify the need for a complex 
noise model that is grey level dependent. Based on a method developed by Veldkamp et aI, 
an accurate adaptive approach, referred to as noise equalisation, was taken which removes 
the dependency of the noise on the grey level. 
Optimising the noise equalisation technique (also detailed in Chapter 3) was carried out by 
investigating a number of alternative implementations aimed at improving the reliability 
of the noise estimates. First, a method of truncating the local contrast probability density 
function prior to estimation of the noise statistics was considered. Truncation ensures that 
outliers associated with feature boundary pixels do not affect the noise estimation and pro-
vides a more reliable and accurate representation of the noise level. Second, two methods 
for dividing the grey scale into bins were investigated, one using a fixed number of pixels 
per bin and the other using a variable number of pixels. The variable size binning scheme 
provides a more accurate noise model compared to the fixed size bins, especially in high 
grey level regions of the mammogram. Finally, three methods of compensating for the bias 
in the local contrast distributions were investigated. The effect of bias compensation on the 
accuracy of the noise model could not be directly determined due to the complexity of the 
noise in this modality. However, it was found that improved micro calcification detection 
performance is achieved when compensating for the bias in the noise equalisation scheme. 
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In contrast to digitised film-screen mammograms, direct digital mammograms do not suf-
fer from a complex highly variable relationship between intensity and noise variance. 
A near linear relationship exists between pixel value and exposure for the direct digital 
modality. This allows a simple noise model to be applied to direct digital mammograms, 
leading to more robust estimation of the image noise. In Chapter 4 a noise model was 
developed for direct digital mammograms based on the noise equalisation technique de-
scribed in Chapter 3. In the model it is assumed that quantum noise is the dominant noise 
source in this modality. The combination of quantum noise dominance and the linear de-
tector response of the direct digital system provides a simple square root relationship be-
tween the noise and the grey level. 
Experimental results show that the square root noise model is accurate for both direct dig-
ital step wedge images and direct digital mammograms. Truncating the local contrast dis-
tributions prior to noise equalisation provides a more reliable and accurate representation 
of the noise as also found for the digitised film-screen modality. Best results for the noise 
model are obtained if the pixels associated with the uncompressed area of the breast are 
excluded from the estimation. There is significant deviation from the square root model in 
these pixels, suggesting that noise processes other than quantum noise may be playing a 
role. Fixing the residual contrast standard deviation at zero exposure simplifies the noise 
estimation process to finding a single parameter, although this causes a slight decrease in 
noise model accuracy. Overall, the small error values reported in Chapter 4 confirm that 
the square root noise model is accurate for application to direct digital images. This is be-
lieved to be the first report discussing the detection of microcalcifications in direct digital 
mammogram images that takes full advantage of the linearity of the system. 
The local operations used for the detection of microcalcifications often respond strongly 
to curvilinear structures (CLS). When detecting microcalcification clusters, it is important 
that the appearance of both microcalcifications and CLS are modelled. Chapter 5 detailed 
the development of a shape parameter designed specifically to highlight CLS while simul-
taneously suppressing microcalcifications. An existing method proposed by Karssemeijer 
uses an algorithm resembling the Hough transform, though its limitations include high 
sensitivity to the parameters chosen, lack of adaptability to features of varying size, and 
high execution time. The inherent properties of CLS such as variable size and orientation 
suggest the need for a multiresolution shape parameter. This was provided in Section 5.4 
with the development of a new shape parameter based on the method of phase congru-
ency. The method treats features in terms of their Fourier components and uses the local 
property measures from a multiresolution wavelet filter bank to develop a shape param-
eter highlighting CLS and suppressing microcalcifications. The results indicate that the 
phase congruency shape parameter is superior because of its adaptability to the varying 
size and orientation of CLS and lower execution time. 
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In Glapter 6 the overall microcalcification CAD system was developed, which extends a 
well known method proposed by Karssemeijer. In the scheme a stochastic model enables 
the classification of individual pixels within a mammogram into separate classes based on 
Bayesian decision theory. A principal advantage of the approach is that all the information 
available, i.e. the image data, the current labelling and prior beliefs, is exploited simulta-
neously. The inclusion of a line shape parameter lead to an efficient way of distinguishing 
curvilinear structures from faint microcalcifications. This distinction is improved with the 
introduction of a connectivity term. The connectivity utilises the fact that pixels classified 
as CLS are likely to occur along connected lines within the image, thus improving microcal-
cification detection by reducing the number of individual false positive detections related 
toCLS. 
The computer aided detection scheme described in Chapter 6 produces a binary image 
that identifies potential individual micro calcification objects. However, since individual 
(isolated) microcalcifications are in most cases not clinically significant, it is important that 
a computer detection scheme distinguish between clustered and individual microcalcifica-
tions. The binary images resulting from the CAD scheme were used as input to a clustering 
algorithm detailed in Chapter 7. The scheme aims to detect true microcalcification clusters 
while ignoring isolated individual microcalcifications and falsely identified signals. 
The clustering process involves the combination of a mode clustering algorithm formerly 
proposed in the literature and a refinement algorithm based on Voronoi sets. Mode clus-
tering with conservative choices for the controlling parameters is an effective and efficient 
method for the first stage of the hybrid scheme, although it suffers from a high depen-
dency on the parameters chosen. For this reason, a second stage was applied that employs 
Voronoi neighbours to refine the clusters already identified. The results obtained by the 
new hybrid clustering scheme are encouraging, with the majority of genuine microcalcifi-
cation clusters correctly detected. A few false positive detections are made but in most of 
these cases the layout of the points is consistent with the expected properties of a genuine 
cluster. It should be noted that the clusters determined in this process are not classified 
into benign or malignant cluster types. 
To determine the accuracy of the CAD system and hence the potential contribution to the 
mammography screening process, a performance evaluation was conducted and the re-
sults presented in Chapter 8. The aim was to determine the best system performance based 
on various algorithm implementations from Chapters 2 to 7. Free-response receiver oper-
ating characteristic (FROC) analysis was used to determine the CAD system's performance 
because of its ability to accommodate multiple abnormalities per image and its requirement 
for correct localisation of microcalcification clusters. Due to the significantly different im-
age characteristics of the digitised film-screen and direct digital modalities, two separate 
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mammogram databases were used, one consisting of digitised film-screen mammograms 
and the other consisting of direct digital mammograms. 
The results presented in Chapter 8 strongly reinforce the findings of Chapters 2 to 7 for 
both the noise equalisation techniques and shape parameter methods. For the digitised 
film-screen modality, the detection results related to noise estimation in fixed size bins 
are improved by using bins consisting of a variable number of pixels. Additionally, com-
pensation for the bias during the noise equalisation process improves microcalcification 
detection. Finally, the phase congruency shape parameter provides superior detection 
formance over the Hough shape parameter. 
For the direct digital modality, the performance evaluation gives a comparison between 
the square root noise model and the noise model developed specifically for digitised film-
screen mammograms, as well as the results obtained when noise equalisation is omitted. 
Noise equalisation, performed with the use of the square root model, produces more ac-
curate detection of microcalcifications in direct digital mammograms than either no noise 
equalisation or the more complex method developed for digitised film-screen mammo-
grams. These results indicate that it is important to develop a noise model specific to each 
imaging method in order to provide optimal microcalcification detection performance. 
Comparing the CAD scheme developed here with previously developed microcalcifica-
tion detection schemes shows that the performance of this method is highly competitive. 
The best CAD results reported to date have a sensitivity of 85 - 90% and a false positive 
detection rate of approximately 1 false positive per image. The best results presented in 
this thesis offer a slight improvement giving a sensitivity of 91 % at a false positive detec-
tion rate of 0.8 false positives per image. It should be noted that an accurate comparison 
between microcalcification CAD schemes however was unavailable due to the lack of a 
common database or common objective criteria. 
9.2 Future work 
The data set of mammogram images used in the development and evaluation of this CAD 
scheme provides only a small sample of the possible spectrum of microcalcification clus-
ters in a screening population. A more in depth analysis of the scheme using a larger image 
database would determine the robustness of the system and provide a more realistic indi-
cation of the scheme's potential contribution to the mammography screening process. On a 
related topic, testing the micro calcification detection performance of an expert radiologist, 
when using cues from the CAD scheme marking suspicious regions, would also indicate 
the CAD scheme's potential contribution to breast screening. If the scheme is capable of 
detecting subtle microcalcification clusters that a radiologist would otherwise overlook, 
the efficacy of screening would improve. 
182 Conclusions and future work 
Statistical testing of the algorithms developed in this thesis is limited due to the lack of 
a known model for comparison with the research carried out. For example, no ground 
truth is available for the breast tissue or pectoral muscle areas, therefore accuracy of the 
outlines require visual inspection. Additionally, the unknown noise model for the digitised 
film-screen modality means the accuracy of the model described in Chapter 3 can not be 
determined. One aspect of the thesis that would greatly benefit from rigourous statistical 
testing is the FROC analysis in Chapter 8. The small of the image databases limit the 
analysis that can be carried out. Statistical comparison of different CAD implementations 
require algorithms such as jackknifing and bootstrapping to be applied in the context of 
database selection, testing and training [32,38]. These algorithms allow the database to 
be divided into a number of subsets n. The CAD scheme is trained n times, each time 
leaving out one of the subsets from training, but using only the omitted subset to compute 
the FROC curve. To determine the statistical significance between a set of curves each 
associated with different algorithm implementations, statistical testing methods such as 
the paired t-test can be used. It seems likely that a significantly larger database than those 
used in this thesis would be required. 
In almost all digitised film-screen mammograms, a band of pixels with a higher signal in-
tensity, up to 2cm in width, is found along the posterior edge of the direct-exposure area. In 
some instances this artifact is so severe that it completely masks the adjacent breast border, 
thus causing a decrease in breast boundary detection accuracy in this region (as was found 
in Chapter 2). Development of an algorithm to remove these pixels from the segmented 
breast tissue area would result in a decrease in processing time for subsequent computer 
programming stages. Execution of the algorithm however, must be simple enough to en-
sure the increase in computational load is not deemed too great. 
One limitation of the noise model developed in Chapter 4 for direct digital mammograms, 
is the significant deviation from the model in the peripheral area of the breast, where the 
tissue is uncompressed. It is argued that in the peripheral area of the breast the image is 
not photon limited and noise processes other than quantum noise may playa significant 
part. Furthermore, recent experiments performed by researchers in Nijmegen show that 
irregularity of the skin surface, amplified near the breast edge because of the small angle 
between the skin surface and the incident x-ray beam also contributes significantly to the 
deviation from the noise model. More work is needed to fully explain the observations 
and determine the additional noise present in this area. This could potentially lead to an 
improved micro calcification detection performance at the breast edge. 
As mentioned in Chapter 5 some of the inherent properties of both micro calcifications and 
CLS make it difficult for a line-like shape parameter to distinguish between these two fea-
tures. For example, within a microcalcification cluster individual calcifications are some-
9.2 Future work 183 
times positioned very close to one another and may even overlap, causing a shape param-
eter to misinterpret the pixels as belonging to small CLS. The same misinterpretation can 
occur with slightly elongated microcalcifications which commonly occur in mammogra-
phy. It is unclear how to overcome these inherent problems and more work must be car-
ried out to improve the distinction between the two features types, potentially improving 
microcalcification detection performance. 
The efficiency of the computer aided detection scheme has not been addressed in this the-
sis. Obviously the rate at which a CAD scheme evaluates a mammogram is important for 
consideration in a screening process. On average a radiologist screens approximately 100 
cases per hour and up to a maximum of 300 cases per day. While a CAD scheme does not 
need to operate at this high rate, due to the ability of the scheme to work off-line, it still 
needs to process images in less than 2 3 minutes to be an effective screening tool. The 
CAD scheme developed here was implemented in MATLAB which is a relatively ineffi-
cient programming language. Future work would require the optimisation of this scheme 
for application to a screening program. 
Another application for CAD in mammography includes the detection of stellate lesions. 
These lesions are identified by their irregular borders and thin radiating pattern of spicules 
that emanate from the body of the lesion. The spicules associated with stellate lesions have 
properties similar to that of CLS. Thus, application of the shape parameter developed in 
Chapter 5 could provide a means of detecting these spicules. Additionally, characteris-
ing breast tissue parenchymal patterns using computer algorithms enables different breast 
patterns to be determined. This is associated with differing levels of risk for breast cancer 
developing. Here is another area where the detection of locally linear features would be 
important. 
As yet, the method of noise equalisation presented in Chapters 3 and 4 is not seen to have 
application to any other medical imaging devices. However, as the utilisation of flat panel 
solid-state detectors continues to increase, other applications may arise where relatively 
high frequency signals are to be detected in quantum noise. 
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Appendix A 
Digital Database for Screening 
Mammography (DDSM) 
All images obtained from this database were downloaded from an anonymous ftp site 
at [58]: jtp://jigment.csee.usjedu/pub/DDSM/cases/. 
A.l Film-Screen Dataset A (FSD-A) 
Table A.l DDSM images used to develop the breast-air and pectoral muscle boundary segmenta-
tion algorithms. 
Folder Case Image 
Cancer01 0001 RC,RM 
Cancer01 0002 LC,LM 
Cancer01 0004 RC,RM 
Cancer01 0006 LC,LM,RC,RM 
Cancer01 0007 LC,LM,RC,RM 
Cancer01 0011 RC,RM 
Cancer01 0012 RC,RM 
Cancer01 0015 RC,RM 
Cancer01 0016 RC,RM 
Cancer02 0018 LC,LM 
Cancer02 0022 RM 
Cancer02 0023 LC,LM 
continued on next page 
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continued from previous page 
Folder Case 
Cancer02 0028 LC,LM 
Cancer02 0035 RC,RM 
Cancer02 0038 LC,LM 
Cancer02 0042 LC,LM 
Cancer02 0052 RC 
Cancer02 0057 RC,RM 
Cancer02 0061 RC,RM 
Cancer02 0063 RC,RM 
Cancer02 0076 RC,Rl\1 
Cancer02 0091 LC 
Cancer02 0092 RM 
Cancer03 1000 LC,LM 
Cancer14 1178 LC,LM 
A.2 Film-Screen Dataset B (FSD-B) 
Table A.2 DDSM images selected for development of the microcalcification CAD scheme. 
Folder Case Image 
CancerOl 0012 RC,RM 
CancerOl 3082 LC,LM 
Cancer02 0036 RC,RM 
Cancer02 0045 RC,RM 
Cancer02 0057 RC,RM 
Cancer02 0063 RC,RM 
Cancer02 0087 LC,LM 
Cancer02 0090 LC,LM 
Cancer02 0093 LC,LM 
Cancer03 1002 RC 
Cancer03 1022 LC,LM 
Cancer03 1023 RM 
Cancer03 1030 LC,LM 
Cancer04 1001 LC,LM 
Cancer04 1096 LC,LM 
continued on next page 
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continued from previous page 
Folder Case Image 
Cancer04 1097 LC,LM 
Cancer07 1213 LC,LM 
NormalO1 0002 LC,LM 
NormalOl 0003 LC,LM 
NormalOl 0005 LM 
NormalO1 0006 RC 
NormalO1 0009 RM 
NormalOl 0010 LC 
NormalO1 0011 LC 
NormalOl 0012 RC,RM 
NormalOl 0013 RC 
NormalOl 0014 LM 
NormalOl 0015 LM 
NormalOl 0016 LC 
NormalOl 0018 RM 
NormalOl 0020 LC 
Norma101 0022 RM 
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Appendix B 
Doubly truncated Gaussian 
Using the same notation as that described in subsection 3.5.1 the population mean E[C(k)] 
and variance Var[C(k)] of a truncated Gaussian can be defined as [68] 
E[C(k)] r: e PT(elk) de (B.1) 
and 
Var[C(k)] = r: (c - E[C(k)J)2 PT(elk) dc, (B.2) 
where PT(clk), written in terms of the unit normal density, is 
pT(clk) Z -- dc. j Chigh(k) 1 (c - J-L) CJow(k) (/L (/ (B.3) 
The parameter L can be calculated as 
j Gnigh(k) L p(clk) de 
CIow(k) 
(B.4) 
In the following derivation both E[C(k)] and Var[C(k)] are related to the underlying Gaus-
sian population statistics J-L and (/. Beginning with the derivation of the mean E[C(k)], 
substitute Equation B.3 into Equation B.1 to give 
E[C(k)] j Chigh(k) e (c - J-L) Z -- de. 
clow(k) (/ L (/ (B.5) 
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At this stage a change in parameter is appropriate, thus let 
c (B.6) x= 
which results in 
Z(x) a dx 
(B.7) 
Substituting Equation B.4 into Equation B.7 gives 
E[C(k)] (B.8) 
providing an equation relating the population mean and standard deviation of the under-
lying Gaussian with the population mean of the truncated Gaussian [68]. 
For the derivation of the variance Var[C(k)], substitute Equation B.3 into Equation B.2 to 
give 
Var[C(k)] l C!tigh(k) (c - E[C(k)])2 (c - J.L) L Z -- dc. clow(k) a a (B.9) 
Using the same change in parameter shown in Equation B.6, Var[C(k)] can be expressed as 
Var[C(k)] J.L) - E[C(k)]]2 Z() d aL x a x. (B.IO) 
Expanding Equation B.IO into three terms results in 
(J.L2 - 2E[C(k)]J.L + E[C(k)J2) 
+ L Z(x)dx (B.ll) 
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Each integral can be solved separately, providing 
Var[C(k)] [
1 + ((Claw - p,)ja)Z((qow - p,)ja) - ((Chigh p,)ja)Z((Chigh p,)ja) 
<l?((Chigh - p,)ja) - <l?((qow - p,)ja) 
(Z((CIow - p,)ja) - Z((Chigh - p,)ja) )2] 2 (812) 
<l?((Chigh - p,)ja) - <l?((CIow - p,)ja) a, . 
relating the population mean and standard deviation of the underlying Gaussian to the 
population variance of the truncated Gaussian [68]. 
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