








 	  
 		 














Alguacil, Antonio and Bauerheim, Michaël and Jacob, Marc C. and Moreau, Stéphane Predicting the Propagation of
Acoustic Waves using Deep Convolutional Neural Networks. (2020) In: AIAA AVIATION FORUM, 15 June 2020 - 19
June 2020 (Virtual Event, United States).
Predicting the Propagation of Acoustic Waves using Deep
Convolutional Neural Networks.
Antonio Alguacil∗ and Michael Bauerheim†
ISAE-SUPAERO, Université de Toulouse, 31400 Toulouse, France
Marc C. Jacob‡
ISAE-SUPAERO, Université de Toulouse, 31400 Toulouse, France
Ecole Centrale de Lyon, Université de Lyon, 69130 Ecully, France
Stéphane Moreau§
Université de Sherbrooke, Sherbrooke, Quebéc, J1K2R1, Canada
A novel approach for numerically propagating acoustic waves in two-dimensional quiescent
media has been developed through a fully convolutional multi-scale neural network. This data-
driven method managed to produce accurate results for long simulation times with a database
of Lattice Boltzmann temporal simulations of propagating Gaussian Pulses, even in the case of
initial conditions unseen during training time, such as the plane wave configuration or the two
initial Gaussian pulses of opposed amplitudes. Two different choices of optimization objectives
are compared, resulting in an improved prediction accuracy when adding the spatial gradient
difference error to the traditionalmean squared error loss function. Further accuracy gains are
observed when performing an a posteriori correction on the neural network prediction based
on the conservation of acoustic energy, indicating the benefit of including physical information
in data-driven methods.
Nomenclature
1 = Gaussian pulse half-width
20 = Sound speed
 = Domain characteristic length
 = Neural network function
L = Loss function
# = number of data samples
(G, H) = Cartesian coordinates
-8 = Neural network input
.8 = Target data
.̂8 = Neural network output
Y = Amplitude of Gaussian pulse
[ = Dynamic viscosity
\ = Neural network learnable parameters
_8 = Loss function weight for component 8
d0 = Mean fluid density
g = Non-dimensional time
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()′ = Fluctuating quantity
G = Scalar quantity
x = Vector
I. Introduction
The prediction of noise generated by aero-acoustic sources has been approached in the last 50 years with a largerange of numerical and analytical techniques. Most recent numerical methods encompass direct computational
aero-acoustics (CAA) or hybrid CAA coupled with acoustic analogies [1]. Direct CAA solves both source and acoustic
propagation, which leads to high accuracy but also an extreme CPU cost, thus limiting the approach to academic and
benchmark cases. [2–4]. Hybrid methods, however, separate the computation of the hydrodynamic fluctuations in the
source regions from far field one, where acoustic fluctuations are propagated up to the observer’s position. Source
regions are either modelled or calculated through high-order CFD whereas far field radiation calculations derive from
less expensive methods, such as Lighthill’s acoustic analogy and its variants (Ffowcs Williams–Hawkings (FW-H)
equation [5]), or from the resolution of the Linearized Euler Equations (LEE). The main difficulty of hybrid methods is
the coupling of the source computation with the acoustic propagation computation [6]. Another difficulty arises when
acoustic waves must be propagated in complex geometries or mean flows, such as ones encountered in turbomachinery
[3, 7]. A recent work from Pérez Arroyo et al. [8] showed a first-time Large Eddy Simulation coupled with FW-H
and Goldstein [9] analogies for the noise prediction of the full fan stage of the NASA SDT benchmark. One inherent
limitation is the use of expensive high-order numerical schemes to ensure low dissipation and dispersion properties.
Therefore, these methods remain computationally expensive in particular in aircraft design phases where multiple model
evaluations are needed for an optimum to be found. Surrogate models, where the computational cost is significantly
smaller than CAA, is of vital importance for the present needs of industry. Therefore, this paper focuses on an alternative
to high-order numerical schemes for the propagation of acoustic waves in a complex medium.
Leveraging the power of Neural Networks as universal function approximators [10], data-driven methods have
been increasingly used as approximating models in fluid mechanics-related problems [11]. Deep Convolutional Neural
Networks (CNN) show an ability to learn statistical correlations of flow fields for a variety of tasks, such as surrogate
modeling of 2D CFD-RANS simulations to predict steady flow fields [12], solving Poisson equations to enforce a
divergence-free velocity in incompressible flows [13, 14] or modeling the complete space-time evolution of flow fields
[15]. These models rely on non-linear operations to learn spatial correlations from data, in order to predict a new
image given an optimization objective. As opposed to traditional approaches where the explicit resolution of equations
is needed, Neural Networks build an implicit understanding of physics from data observation and the choice of an
objective functional to minimize (called the loss function). This approach can greatly accelerate calculations, while
maintaining acceptable accuracy levels.
However, to the authors knowledge, the use of neural networks, in particular CNN, has never been reported for the
propagation of acoustic waves. Yet, it is well known that CNN has a high ability to capture spatial coherent patterns,
which is typically the case of the radiated acoustic pressure fields which exhibit a spatially coherent topology. The
spatio-temporal dependence of acoustic propagation remains however a challenge for data-driven methods, due to the
data causality of time-series, and the lack of theoretical background on the errors made by CNNs, in particular when
applied to a recurrent task as the one proposed in the following. It suggests that a careful attention must be taken on the
training strategies to build the CNN model. Previous works show the usefulness of using Multi-Scale CNNs for seismic
wave propagation [16], or coupled Long Short-Term Memory (LSTM)-CNN models for surface waves propagation [17].
Results from these works are mostly qualitative and reveal difficulties for predicting accurately wave propagation over
long time predictions. With these models, errors tend to accumulate over time up to a point at which the wavefronts
completely loose their coherence. A key aspect of this study is thus to evaluate the error propagated in time by the
neural network, to establish training strategies that limit their accumulation of errors, and finally to propose a benchmark
database for future works on CNN tackling the propagation of acoustic waves in complex media.
In the present work, a data-driven approach is proposed for the time-propagation of 2D acoustic waves by a
Multi-Scale CNN, trained on acoustic wavefields generated by a Lattice-Boltzmann Method CFD code. The network is
intended to generate the next time-step of the pressure field given a number of previous steps.





























































(i) To assess the ability of convolutional neural networks to propagate simple acoustic sources.
(ii) To compare extensively the results with reference cases for propagation (single gaussian pulse, two opposed-
amplitude gaussian pulses, plane wave).
(iii) To study best practices for training accurately the CNN of interest. A particular attention is drawn on for the
choice of the optimization criteria.
(iv) To assess these data-driven simulations by a consistent error analysis
The paper is divided as follows. In Section II Convolutional Neural Networks are presented, along with the training
process and the evaluation strategies. Section III describes the Lattice Boltzmann method used for generating the dataset
and validates the method in terms of numerical dissipation with respect to analytical test-cases. Section IV shows results
for the three aforementioned test-cases of acoustic propagation in a closed domain without interior obstacles. Finally,
conclusions are drawn in Section V.
II. Deep Convolutional Neural Network as wave propagator
A. Generalities of CNNs
Deep Convolutional Neural Networks [18, 19] have been successfully used in image recognition tasks since 2012
when for the first time a CNN model won the ILSVRC competition [20], by classifying (i.e. assigning labels to images)
1.2 million images of the ImageNet dataset. A typical Convolutional Neural Network architecture consists in an input
image being convolved successively by multiple filters to output feature maps [21]. Non-Linear Rectifying Units (ReLu)
activation layers[22] are placed in-between convolutional layers in order to learn a non-linear mapping between input
and output data. CNNs use sliding filters to learn spatially correlated features from data. First layers scan local features
of the input image (for velocity or pressure fields, small characteristic scales) while deeper layers learn high-level
representations of the input images, as convolutions scan a larger area of the image.
Each of the convolutional filters is parametrized by learnable weights, i.e. modified according to an optimisation
objective during the training phase. These optimization criteria are targeted via a loss function. Therefore a given
architecture will output different results for a same input image if trained on different data, or with a different loss
function. The main challenge of data-driven techniques is thus to choose a representative dataset for the given problem,
as well as an appropiate network architecture and training loss function.
B. Training a Neural Network
A supervised training of a Neural Network  over a dataset composed of # pairs of training samples (-8 , .8)1≤8≤#
corresponds to the minimization of a loss function L calculated as an error between the prediction output  (-8) and a







L ( (-8 , \), .8) (1)
\ denoting the parameters of the network to train (composed of multiplicative weights F8 and additive biases 18).
Mini-batch Stochastic Gradient Descent techniques are used for minimising the error, even though there are no
guarantees that a global optimum will be found, due to the non-linear nature of the problem. As this technique relies on
calculating the gradient of the error with respect to the different layer weights, an efficient backpropagation algorithm
[23] is used, where analytical gradients of every layer output with respect to their weights are calculated at the forward
pass (going from input to output). These gradients are then used in a backward pass for updating all weights of the
network, so that the cost function is minimized.
Such operations are performed automatically by the Pytorch open-source library [24] implementing automatic
differentiation and optimization algorithms. This framework is used in the present study.
C. Multi-Scale Architecture
Mathieu et al. [25] used the Multi-Scale CNN architecture in order to predict the next video frame given 4
concatenated previous frames sampled with equal time-spacing as input. Multiple simple ConvNets at different spatial


























































































Fig. 1 MultiScale CNN with three scale banks at quarter, half and full-resolution. Input is composed of T
consecutive frames C = 0, C = 1, ..., C = ) and outputs frame C = ) + 1 of resolution NxN cells. Activation layers
are ReLUs and depth after each convolution represents number of filters (i.e. feature channels).
Reproducing Mathieu’s development for completeness, let # × # be the initial size of input and target (i.e. dataset)
fields, defined as - 8 and . 8 . We want to define a function  such that  (-) approximates . , i.e. .̂ =  (-) where




downscaled field of - 8 and . 8 , and D: the upscaling operator for scale B: . For example, if three-scales MultiScale
architecture is chosen then B1 = #4 ×
#




2 and B3 = # × # , and D: is the interpolating function (bi-linear) to
go from one resolution to another. Let : be a network that learns a prediction .̂: from -: and a coarse guess denoted
.̂:−1.








The first ConvNet takes the downsampled (quarter scale) input, performs convolutions and applies activation
functions while maintaining the same resolution. The output of this first bank is then upsampled to a half-scale and
concatenated to the downsampled input field (to the same half-scale), which is then processed by a ConvNet. Finally,
this operation is repeated for the full scale bank and a final output is produced.
This type of network is sparsely used in literature compared with more typical architectures such as U-Net [26]. The
main advantage of the model is that it skips the pooling/unpooling pairs of encoder-decoder architectures that tend
to act as low-pass filters. The present CNN aims at learning both low and high-wave number characteristics of the
input-output mapping. Coarser resolution scales tend to filter high wavenumbers but are able to learn long-range space
dependence whereas full-scales convolutions are able to focus also on high wavenumbers.
D. Loss functions












where the summation is done across N total number of cells of the mini-batch output fields.
L:
;2 minimizes the L2-norm mean-square error (MSE) of the output with respect to the target fields (here
corresponding to density fields). L:
63;





























































minimizes the L2-norm mean-square error of both x and y- components of the spatial gradients of density fields,
discretized with forward first-order finite differences. For a cell defined by indexes (8, 9):
L:63;
(





























The mean-square error functions remain the classical choice for loss in regression problems. This choice supposes
that data is drawn from a Gaussian distribution.Therefore if a multi-modal data distribution is employed, results will
tend towards the weighted average between the probability modes. The gradient loss penalizes this feature of the
mean-square error loss and forces the output distribution to follow the multi-modal behavior of the target data, and as a
result, sharpens the predicted fields.
The choice of weighting parameters _;2 and _63; will be carried out in the result section, along with a comparison
between a model trained only with the mean-square error loss and one combining both MSE and GDL.
III. Dataset generation
The training dataset used for this study is composed of 2D domains with hard reflecting acoustic walls, no obstacles
and gaussian pressure pulses as initial conditions.
A lattice-boltzmann method (LBM) code [27, 28] is used to generate such data. These methods achieve second-order
spatial accuracy, yet resulting in a small numerical dissipation similar to a 6Cℎ order optimized Navier-Stokes schemes
[29], making LBM highly suitable for aeroacoustic predictions [30]. However classical BGK-LBM collision models can
produce high frequency instabilities [31] when viscosity is low. As a consequence, a recursive and regularized BGK
model (rrBGK-LBM) [32] is applied to maintain code stability with low numerical dissipation.
(a) 8C;1< = 0 (b) 8C;1< = 30 (c) 8C;1< = 60 (d) 8C;1< = 90
(e) 8C;1< = 120 (f) 8C;1< = 150 (g) 8C;1< = 180 (h) 8C;1< = 201
Fig. 2 Example of dataset generation. Each inital condition (8C = 0) is stepped 231 LBM iterations in total.





























































A. Numerical setup: Propagation of Gaussian pulses in a closed domain
The first dataset consists of 500 2D-simulations, with hard walls imposed on the four domain boundaries (Fig. 2).
Reflecting walls are modelled as classical half-way bounce-back nodes [33]. Density fields are initialized with a random
number (varying between one and four) of Gaussian pulses located at random domain locations. The total density of a
Gaussian pulse is defined as





(G − 2G)2 + (H − 2H)2
)]
(5)
where Y is the pulse amplitude, 1 is the pulse half-width, 2G and 2H are the x- and y-coordinates of the pulse
center. All units are dimensionless. The reference density is chosen as d0 = 1. The computational domain is
2 = [0, 100] × [0, 100], each direction being discretized with 200 nodes. The parameters Y and 1/ are fixed and
equal to 0.001 and 6 respectively, such that 12 lattice nodes discretize the initial pulse half-width (this choice is justified
in section III.B). As the background density d0 = 1, the fluctuating density d′ is chosen such that d0  d′ in order to
avoid non-linear effects. Viscosity is set to a = 0.001 as nil values of this quantity could affect the numerical stability of
LBM schemes.
A LBM time-step of ΔC!" = 7.39 10−3 is chosen. A normalized time is defined as g = C20/, where 20 = 340 is
the velocity of sound. This time g corresponds to the propagation time of an acoustic wave from one boundary to the
other. Each training simulation is stopped at g = 1.707 and density fields are recorded at time-steps of Δg = 0.022.
Note that the latter time-step is the one used by the CNN (in this particular case, 3 times the LBM time-step). It suggests
that CNN could achieve significant speed-ups compared with LBM by performing low error predictions at arbitrarily
large timesteps. The computed LBM fields fields are then packed into groups of 4+1 frames (input+target) for the CNN
training. Snapshots from a complete LBM run are shown in Fig. 2.
B. Validation and test cases for training
In order to demonstrate the dissipation behavior of the rrBGK-LBM solver, a benchmark simulation is performed
by comparing the free-field propagation of a single density gaussian pulse with the analytical solution, given by a
zero-order Bessel function 0 [34]:





exp(−b2/(4U)) cos(bC)0 (b[)b3b) (6)
where U = log 2/12 and [ = G2 + H2 represents the radial coordinate in absence of mean flow. A schematic of the














Fig. 3 Schematic of the three test cases. Domain size is  ×. (a) propagation of single Gaussian Pulse of half-
wifth 1, (b) Two Pulses with opposed initial amplitudes and (c) Plane wave with Gaussian profile propagating in
x-direction.
Fig. 4a shows a slice of the density fluctuations in the line H/ = 0.5 at time g = 0.26 before the pulse impinges





























































































Fig. 4 Propagation of Gaussian pulse with initial parameters Y = 0.001 and 1 = 6: (a) Comparison of the cross
profiles of density fluctuations d′ for different resolutions of at slice H/ = 0.5 and dimensionless time g = 0.26.
The legend indicates the number of lattice points per initial Gaussian pulse half-width 1
ΔG
. (b) Evolution of the
A<B error with the lattice resolution.
resolutions 1/ΔG = 6, 12 and 18. Results show that at least 12 points per half-width are necessary to capture the
propagation of the pulse accurately with a small numerical dissipation error. Fig. 4b shows the evolution of the error
with respect to the lattice resolution.
This validation case will also be used for the validation of the Neural Network predictions. Henceforth this single
Gaussian pulse case is referred to as "Test A". It is the baseline case of the present study, as it is very similar to the
training configurations.
In addition to this validation case, two more cases are created for evaluating the network performance:









2 = (/2 + !/2, /2) with amplitude Y2 = Y. A
schematic is shown in Fig. 3b. This test aims at verifying the network generalization ability, i.e. the capacity to
extrapolate a solution when the input falls outside the training space. This test remains nonetheless close to the
training data distribution.
• Test C: One-dimensional Gaussian plane wave, propagating in the x-direction, as shown in Fig.3c. This
configuration is a challenging generalization case since it is very different from the combination of radially
expanding waves addressed by the training. Indeed, Sorteberg et al. [17] showed that "plane wave" cases were
difficult to predict when training their network with only cylindrical pulses.
IV. Acoustic wave propagation by a Deep Convolutional Network
This section studies the performance of the Multi-Scale neural network trained with the dataset described in Section
III.A, by comparing the resulting predictions for test cases A and B with the corresponding LBM predictions, taken as
"Target" data (as usually defined by the Machine Learning community). For case C, treated in Section IV.E, the target
solution employed for comparison is the analytical solution for a 1D propagating Gaussian pulse.
A. Training parameters
Two types of training strategies are taken into consideration. Training )1 is carried out by setting the loss function
as a mean-square error such that _;2 = 1 and _63; = 0. Training )2 sets _;2 = 0.02 and _63; = 0.98, combining
mean-square error and gradient loss functions. The ratio _;2/_63; is set to obtain similar values of the two parts of
the loss function, so that both mean and spatial gradient errors contribute equally to the parameter update during the
optimization of the neural network. Recent works [35] have demonstrated the importance of balancing the contributions
from the different loss terms in order to increase the accuracy and stability of the neural network training process.





























































timesteps. Training samples are used to calculate losses in order to optimize the network by modifying its weights and
biases. The remaining 100 simulations are used for validation purposes: no model optimization is performed with this
data. The validation is only used to ensure that a similar accuracy is achieved by the neural network on data unseen
during the training phase. During the training, the dataset is processed in batches to produce predictions (forward
pass) followed by the update of network weight parameters \ (backward pass to minimise the error). A complete cycle
through all dataset samples is named an epoch. This process is repeated until the loss is converged. Training samples
are shuffled at each epoch in order to increase data variability. Data points (input and target fields) are also rotated
randomly at four right angles in order to perform a second type of data augmentation.
The Adam stochastic optimization algorithm [36] is used, with an initial learning rate set to 1 × 10−4 and a 2%
reduction each time the loss value stagnates for more than 10 epochs.
Figure 5 shows the evolution of both training and validation dataset errors during the optimization run. Network
weights are optimized until convergence. For )2, convergence on both components of the loss is reached. These two
trainings provide two optimized neural networks that can be now tested on the three benchmarks proposed in Section ??.
Although the error is lower for the MSE optimization, the GDL training is expected to be more robust for configurations
exhibiting sudden amplitude changes such as wave reflections against hard walls.





























Fig. 5 Evolution of total losses for training samples and validation samples for (a) Training)1 (_;2 = 1, _63; = 0)
and (b) Training )2 (_;2 = 0.98 and _63; = 0.02).
B. Test case A: Gaussian Pulse
Resulting fields for test case A, corresponding to a centered Gaussian pulse left propagating through the closed
domain, are shown in Fig. 6 for both )1 and )2 for several dimensionless times g = C20 where 20 is the speed of sound
and  is the domain length. Note that a single timestep performed by the neural network corresponds to three hundred
LBM iterations (ΔC)## = 3(ΔC);1<. Snapshots of the density fluctuations along the line H/ = 0.5 are plotted for the
target, )1 and )2 on Fig. 7 at 18 representative times of the simulation. Good agreement is found between the reference
field and predictions up to dimensionless times around g ' 1.22 for both networks.
The initial Gaussian pulse spread is well captured (first row in Fig. 7). Both wall-pulse interactions (g ∼ 0.5) and
pulse-pulse interactions (g ∼ 1, after wall reflection) seem to be well predicted. Although the network was trained
to predict fields one single time-step ahead from the four input data fields, the recursive prediction of outputs does
not perturb the predictions significantly until late times (g = 1.22 corresponding to 136 recursive predictions). Both
networks seem capable of predicting both the mean level and the spatial gradients accurately, without introducing
significant numerical dissipation or dispersion.
For times greater than g = 1.22, a uniform drift in density level is observed. This drift is more significant in
training )1 than )2. This suggests that spatial gradients continue to be accurately predicted and that this drift is
mostly homogeneous. As the inputs are the outputs from previous predictions, the neural network can no longer





























































Fig. 6 Results for training )1 and )2, compared with LBM target data and test case A (pulse) for dimensionless
time g = C20

.
algorithms. Training )2 suffers also from this mean level drift, even though the amplitude error remains smaller than
in )1. Furthermore, symmetry of the density field is lost from g = 1.22 onward, as seen in Fig. 6 (third row). This
indicates that errors tend also to accumulate in the prediction of spatial gradients, even if this error remains small. The
evolution of the root mean square error relative to the maximum spatial values of the density target d′ and gradient of
the density ∇d′ is plotted in Fig. 8 and shown in black. These errors are defined as:



































































Fig. 7 Slice of density field at H/ = 0.5 for Test Case A (pulse). First four images represent input fields, then
predictions are performed recursively. ( ) Target data (LBM), ( ) training )1 (loss in MSE) and ( )







| |∇d̂′ − ∇d | |22 and A'"( (∇d̂′) =
'"( (∇d̂′)
max(∇d′) (8)
where | |.| |2 represents the L2 norm.
Both networks show a similar behavior: the error starts at very low levels (∼ 10−4) for mean-square density error,
corresponding to the converged loss found during training for the validation samples. Then the error grows abruptly,
until reaching 3% of the maximum density value for the MSE. The relative error remains however below 5% for times
up to g = 0.5 for )1 and g = 1.0 for )2.
For longer times (g ≥ 0.5), the relative error in the density fields keeps growing steadily up to values close to 1 in
the case of )1, i.e. the relative error is of the order of the signal itself. This behavior comes mostly from the uniform
drift, as the errors on field gradients are one order of magnitude lower than errors on the density field.
As a way to demonstrate the previous statement, an a posteriori correction based on the acoustic energy conservation
is used to improve the neural network predictions in the following section.
Note that this a posteriori correction will modify the current prediction d̂′(C) to match some characteristics of the
target field d′(C). Yet, this latter quantity is not known during inference, and therefore cannot be used: the correction
should be derived only using the current network prediction, and possibly the initial target field only, i.e. d′(C = 0),
which is known. Consequently, a link between d′(C = 0) and d′(C) is necessary to propose such a correction. In the
present study, an energy conservation is proposed to relate these two quantities, and generate a physics-based a posteriori





























































C. Energy preserving correction (EPC)
The acoustic propagation takes place in a linear regime, i.e. the wave is not dissipated and the LBM viscosity is low





















Such relationships are only valid for a uniform isentropic field at rest (" = 0). The dissipation D is nil. The mean
energy flux across a closed domain containing no sources is zero. Since velocity fluctuations are related to pressure
fluctuations via the Euler equation and the density fluctuations are proportional to pressure fluctuations, the total energy
conservation yields the total density conservation. Assuming a positive uniform drift, let n (≥ 0) be the correction
constant for the density field, such that: ∫
Ω
( d̂′(C) − n)23G =
∫
Ω
d′(C = 0)23G (11)




























d′(C = 0)3G (14)
Since the drift was found uniform, n can move away of the integrals, leading to the second order equation:
n2 − n %̂ + n%0 = 0 (15)
This equation has the null solution n = 0, which could correspond to no correction of the predicted field, and the
following non-trivial solution is found for the correction:
n = %0 − %̂ (16)
Equation (16) reveals that the intuitive correction of the drift obtained by removing the mean difference between the
current prediction and the initial target field, corresponds actually to the energy conservation in time.
In the following, this EPC is implemented, and the accuracy gain is evaluated on the several benchmark cases. The
EPC is applied to both networks )1 and )2 at each recursive prediction, effectively creating two new corrected networks
)1 (i.e. mse loss coupled with a posteriori correction) and )

2 (i.e. training with mse and gradient loss and a posteriori
correction). The error evolution for test A is shown in Fig. 8, in red color. As expected, the evolution of the gradient
error is identical with or without correction (Fig. 8b). Such behaviour demonstrates that the correction has no effect
on the error made by the neural network on spatial gradients, while it improves the error on the mean density level
significantly (Fig. 8a). Interestingly, network )2 (i.e. using both gradient loss and MSE during training) has a greater































































)2 errors follow similar trends and levels. This seems to suggest that overall, both networks perform relatively similarly
when the a posteriori correction is applied, and that accurate solutions are found even for times not seen during the
training (only times samples for g ≤ 1.7 were present in training data).
It can be concluded that both neural networks are able to predict the propagation of a single pulse recursively,
which is a very similar case to the training ones. With EPC, the long-time error is reduced by one order of magnitude.
This highlights the high capability of a physics-informed neural network to reproduce physics compared with standard
data-driven only methods. Next sections will discuss the ability of the network to predict propagation of acoustic waves
with initial conditions that have not been sampled during the training process. It will thus be checked if and how well
the network is able to effectively learn the underlying Green’s function for other types of initial conditions than those of
the training.
(a) (b)
Fig. 8 Comparison of error evolution for trainings )1, )2, )1 and )2 for test Case A (pulse). (a) '<B error
of density relative to the maximum value of density max(d′) at each time-step (in blue) and (b) A<B error for the
sum of density gradients relative to max(∇Gd′,∇Hd′) at each time-step (in blue).
D. Test case 2A: Opposed Gaussian pulses
Fig. 9 Results for training )1 and )

2 and test case B (two opposed pulses) for dimensionless time g =
C20

The second test case consists of two Gaussian pulses, with opposed initial amplitudes, propagating in a closed
domain. Trainings )1 and )

2 (EPC neural networks) are evaluated. Figure 9 displays snapshots of density fields for































































Fig. 10 for the same dimensionless times as in previous figures, and Figure 11 shows the error evolution. Network )2
continues to predict both evolutions accurately for times up to g ∼ 1.2 or even further. It shows a clear advantage over
)1 as mean square errors are systematically lower for networks using gradient loss during training. In fact, for )

2 ,
errors remain below the 10% threshold, whereas for training )1 some peaks with a 30% error relative to the A<B density
value are found before g = 3.0. As seen in the density fields (Fig. 9), at these times wave signals exhibit complex spatial
patterns, with many local extrema over short distances, thus making the gradient prediction harder for a network that
has not seen those patterns during training. Both networks continue nonetheless to provide overall accurate gradient
predictions, and manage to capture both pulse-pulse and pulse-wall interactions (two front-waves adding or subtracting
their amplitudes during a short period of time). In fact, Fig. 11 shows bumps in the gradient error appearing periodically,
which correspond to these strong interactions phases. It seems that, although the error tends to grow, the RMSE of
gradients tends to recover after these interactions, and grows again at the next one. This phenomenon might be attributed
to the strong unsteadiness appearing during such events, which have not been frequently sampled during training.
Fig. 10 Slice of density field at H/ = 0.5 for Test Case 2A (two opposed pulses). Four first images represent
input fields, then predictions are performed recursively. ( ) Target data (LBM), ( ) training )1 (loss in
MSE + correction) and ( ) training )2 (loss in MSE+GDL+correction)
E. Test case C: Plane Gaussian pulse
A third test case is studied with both networks, where initial conditions correspond to the analytical solution for the
one-dimensional propagation of a Gaussian pulse, propagating on both directions along the x-direction. This solution is
then extruded into the y-direction, in order to obtain 200 × 200 grids as for the training data and fed into the neural
network. Figures 12 and 13 show respectively the evolution along the x-axis at at H/ = 0.5 and the associated error.
This case differs from the previous ones in that no complex pattern should appear, just two plane Gaussian pulses
bouncing on the walls and interacting at the domain center. Since the networks were trained exclusively with cylindrical
pulses, the major challenge for the network lies in its ability to understand that the plane-wave pulse must remain straight
and coherent. As already mentioned in section III.B, this was reported as the critical difficulty of the LSTM-CNN
approach proposed by Sorteberg et al. [17] for seismic waves. Good agreement is found for times below g = 1.22,
which correspond to the free-field initial propagation and the first wall interaction. All wall reflections are clearly






























































Fig. 11 Comparison of error evolution for trainings )1 and )2 for test Case B (two opposed pulses). (a)
'<B error of density relative to the maximum value of density max(d′) at each time-step (in blue) and (b) A<B
error for the sum of density gradients relative to max(∇Gd′,∇Hd′) at each time-step (in blue).
sharp increase of the maximum value related to wall impingement, while the absolute error maintains its value. )1
shows a beginning of mean level drift, preceded by an increase of the gradient error (visible for example for g = 1.83).
Later times show the propagation of accurate gradient predictions, while it is clear that the network tries to maintain
good mean density levels.
Fig. 12 Slice of density field at H/ = 0.5 for Test Case 3A (plane Gaussian pulse). First four images represent
input fields, then predictions are performed recursively. ( ) Target data (LBM), ( ) training )1 (loss in
MSE + correction) and ( ) training )2 (loss in MSE+GDL+correction)






























































Fig. 13 Comparison of error evolution for trainings )1 and )2 for test Case C (plane wave). (a) '<B error
of density relative to the maximum value of density max(d′) at each time-step (in blue) and (b) A<B error for the
sum of density gradients relative to max(∇Gd′,∇Hd′) at each time-step (in blue).
not present in the training set. This demonstrates the CNN ability to successfully extrapolate to new data and to capture
the underlying physics of wave propagation. It should be however noted that other important parameters were kept
constant (pulse spatial resolution, lattice resolution), thus the generalization capability of the network has only been
studied in the sense of changing the topology of initial conditions.

































































A method for predicting propagation of acoustic waves is presented in this work, based on the implementation of
a Multi-Scale convolutional neural network trained on LBM-generated data. Training samples consist of variations
around the classical benchmark of the propagation of 1 to 4 2D Gaussian pulses. Two types of training strategies are
studied through the variation of loss functions. An a posteriori energy-preserving correction (EPC) is proposed to
increase the accuracy of the predictions. Both networks are then evaluated with initial conditions unseen during the
training process, as a way to test the generalization performance. An increased accuracy is shown by the network
trained with a combination of penalizations on the mean square errors of both the density and its spatial gradients, even
for the challenging plane wave case. In all cases, the EPC correction yields a significant accuracy gain, at least one
order of magnitude compared to pure neural network predictions. This exemplifies the benefits of physics-informed
neural networks compared with pure data-driven methods. Here, the EPC allows such an a posteriori correction, that is
without having to retrain the neural network, which makes this correction flexible, and can be adapted depending on the
case and physics to be solved. Finally, the proposed Multiscale net with EPC revealed its ability to predict an unsteady
phenomenon well beyond the duration of the training. Moreover, neural networks were predicting flow fields every 3
LBM timesteps. Further investigations should study their ability to predict at even larger time-steps. Such strategies
could probably mitigate classical limitations of standard numerical methods such as the CFL constraint, opening the
path to fast and efficient tools for acoustic propagation.
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