Abstract. In this paper we will study the homological properties of various natural modules associated to the Fourier algebra of a locally compact group. In particular, we will focus on the question of identifying when such modules will be projective in the category of operator spaces. We will show that projectivity often implies that the underlying group is discrete and give evidence to show that amenability also plays an important role.
Introduction
Over the past thirty years there has been a rich body of work dedicated to understanding the cohomological properties of the various Banach algebras arising in the study of locally compact groups. The seminal paper in this respect is certainly Barry Johnson's memoir [22] in which he introduces the concept of amenability for a Banach algebra, and shows that for a locally compact group G the group algebra L 1 (G) is amenable if and only if G is amenable in the classical sense. While applications of cohomology to harmonic anlysis may be more celebrated, there have also been a number of significant studies related to the homological properties of the algebras arising from groups. Recently, H. G. Dales and M. E. Polyakov [12] gave a detailed study of the homological properties of modules over the group algebra of a locally compact group. In their work they focused primarily onnecessarily abelian group. However, in our case, we will focus only on questions involving projectivity.
We close this section by noting that as the predual of a von Neumann algebra, A(G) carries the additional structure of an operator space. Ample evidence exists to suggest that in studying the cohomological properties of A(G), the operator structure plays a crucial role when G is not abelian. Indeed, it is known that the Fourier algerba A(G) is amenable as a Banach algebra if and only if the group G is a finite extension of an abelian group [17] . This means that the dual to Johnson's fundamental theorem on amenability of L 1 (G), namely that A(G) is amenable as a Banach algebra if and only if G is amenable, fails spectacularly. In contract, Ruan showed that A(G) is amenable in the operator space category precisely when G is amenable [39] . Ruan's result can be viewed as a true analog of Johnson's Theorem because for group algebras the underlying operator space structure is essentially trivial and as such amenability in the category of Banach spaces and in the category of operator spaces is the same.
The operator space structure for A(G) has also been shown to play an important role in the homology of A(G). Recall, that a Banach algebra A is called biprojective if it is projective when viewed as a bimodule over itself. For example, it is a well known result of Khelemskii (see [19] ) that L 1 (G) is biprojective if and only if G is compact. Duality would suggest that the Fourier algebra would be biprojective if and only if G is discrete. However, if G is an amenable discrete group, then because biprojective Banach algebras with bounded approximate identities are amenable, A(G) is biprojective precisely when G has an abelian subgroup of finite index. Moreover, if F 2 is the free group on two generators, then A(F 2 ) is not biprojective ( [42] ). In contrast, given the obvious operator space analog of the notion of biprojectivity, it can be shown that A(G) is operator biprojective if and only if G is discrete (see [3] and [47] ). In this paper, we will make heavy use of the operator space structure of A(G) and its natural modules to establish analogs of the projectivity results for all of the left L 1 (G)-modules studied by Dales and Polyakov, as well as some additional natural left A(G)-modules.
Preliminaries
Let G be a locally compact group with a fixed left Haar measure dx. Let L 1 (G) denote the group algebra of G. Then L 1 (G) is an involutive Banach algebra under convolution.
Let Σ G be the collection of all equivalence classes of weakly continuous unitary representations of G into B(H π ) for some Hilbert space H π .
Every π ∈ Σ G lifts to a * -representation of L 1 (G) via the formula
We can define a norm on L 1 (G) by
The completion of L 1 (G) with respect to this nom is the group C * -algebra, which we denote by C * (G). A function of the form u(x) = π(x)ζ, η (ζ, η ∈ H) is called a coefficient functions of π. Let B(G) = {u(x) = π(x)ξ, η : π ∈ Σ G , ξ, η ∈ H π }.
Then B(G) is a commutative algebra of continuous functions on G with respect to pointwise operations. It is well known that B(G) can be identified with the dual of the group C * -algebra C * (G). In case G is abelian, C * (G) is the image of C 0 ( G) under the generalized Fourier transform.
With respect to the dual norm, B(G) is a commutative Banach algebra called the Fourier-Stieltjes algebra of G.
The left regular representation λ acts on L 2 (G) as follows:
(λ(y)(f ))(x) := f (y −1 x)
for each x, y ∈ G, f ∈ L 2 (G). We denote by V N (G) the closure of span{λ(x) : x ∈ G} in the weak operator topology of B(L 2 (G)). V N (G) is a von Neumann algebra called the group von Neumann algebra of G. Its predual is A(G), the algebra of continuous functions that are coefficient functions of the left regular representation λ of G. A(G), the Fourier algebra of G, is a closed ideal in B(G) and the norm induced on A(G) as the predual of V N (G) agrees with the norm it inherits from B(G) [15] .
It will be important for our purposes to note that while L 1 (G) always has a bounded approximate identity (b.a.i), Leptin [33] showed that A(G) has a b.a.i. if and only if G is amenable.
Let
However for non-discrete groups these algebras are different. When G is abelian, C * δ (G) is the image of AP ( G), the algebra of almost periodic functions on G.
We will need to know that if H is an open subgroup of G, then there is a natural completely isometric injection i :
Then U CB( G) is called the space of uniformly continuous functionals on
We will now briefly remind the reader about the basic properties of operators spaces. We refer the reader to [13] for further details concerning the notions presented below.
Let H be a Hilbert space. Then there is a natural identification between the space M n (B(H)) of n × n matrices with entries in B(H) and the space B(H n ). This allows us to define a sequence of norms { · n } on the spaces {M n (B(H))}. If V is any subspace of B(H), then the spaces M n (V ) also inherit the above norm. A subspace V ⊆ B(H) together with the family { · n } of norms on {M n (V )} is called a concrete operator space. This leads us to the following abstract definition of an operator space: Definition 2.1. An operator space is a vector space V together with a family { · n } of Banach space norms on
Let V, W be operator space, ϕ : V → W be linear. Then
We say that ϕ is completely bounded if ϕ cb < ∞; is completely contractive if ϕ cb ≤ 1 and is a complete isometry if each ϕ n is an isometry. Given two operator spaces V and W , we let CB(V, W ) denote the space of all completely bounded maps from V to W . Then CB(V, W ) becomes a Banach space with respect to the norm · cb and is in fact an operator space via the identification
It is well-known that every Banach space can be given an operator space structure, though not necessarily in a unique way. It is also clear that any subspace of an operator space is also an operator space with respect to the inherited norms. Moreover, for duals and preduals of operator spaces, there are canonical operator space structures. As such the predual of a von Neumann algebra and the dual of a C * -algebras respectively, the Fourier and Fourier-Stieltjes algebras inherit natural operator space structures.
Given two Banach spaces V and W , there are many ways to define a norm on the algebraic tensor product V ⊗ W . Distinguished amongst such norms is the Banach space projective tensor product norm which we denote by V ⊗ γ W . A fundamental property of the projective tensor product is that there is a natural isometry between (V ⊗ γ W ) * and B(V, W * ). Given two operator spaces V and W , there is an operator space analog of the projective tensor product norm which we denote by V ⊗ W . In this case, we have a natural complete isometry between (V ⊗ W ) * and CB(V, W * ). The operator analog of the injective tensor product will be denoted by V ⊗ min W .
Definition 2.2. A Banach algebra A that is also an operator space is called a completely contractive Banach algebra if the multiplication map
is completely contractive. In particular, both B(G) and A(G) are completely contractive Banach algebras (see [15] ). Let A be a completely contractive Banach algebra. An operator space X is called a completely bounded left A-module, if X is a left A-module and if
is completely bounded. We say that X is essential if A · X is dense in X.
We will let the collection of all completely bounded left A-modules be denoted by A-mod.
If X, Y ∈ A-mod, then we let A CB(X, Y ) denote the space of all completely bounded left A-module maps from X to Y .
We can define a completely bounded right A-module and a completely bounded Abimodule analogously. The collection of all such modules will be denoted by mod-A and A-mod-·A respectively.
In general, if A is a completely contractive Banach algebra, then its dual space A * is a completely bounded left A-module via the action
for every u, v ∈ A and T ∈ A * . Moreover, every closed left A-submodule Y of A * is also a completely bounded left A-module. If X is a completely bounded left A-module and Y is an operator space, then X ⊗ Y becomes a completely bounded left A-module via
Similarly, if Y is a completely bounded right A-module and X is an operator space, then X ⊗ Y becomes a completely bounded right A-module via
If X and Y are completely bounded right and left A-modules, respectively, then we define
where N is the closed subspace of X ⊗ Y spanned by elements of the form
Finally, we will need the following operator space analog of Grothendieck's classical approximation property. The definition of the operator approximation property is due to Effros and Ruan [13] . The definition we give is not the original statement of the property but rather has been established as an equivalent formulation in the same reference. 
is one-to-one.
General theory related to projectivity
In this section we will establish some basic properties of projective modules that we will need in our study. Let X ∈ A-mod. Then X is said to be operator projective in A-mod if whenever E, F ∈ A-mod and T ∈ A CB(E, F ) is admissible and surjective, then for each
We can also define operator projectivity in mod-A and in A-mod-A in a similar manner. In this case, we say that A is operator biprojective if A is operator projective in A-mod-A.
Let A be a completely contractive Banach algebra. Then we denote the unitization A ⊕ C of A by A + . Let X be a completely bounded left A-module with the multiplication map π X : A ⊗ X → X. Then, π X can be extended to π X,+ : A + ⊗ X → X in a canonical way. Using π X,+ we have a useful characterization of operator projectivity by P. Woods ( [47 Let A be a completely contractive Banach algebra, and let X be a completely bounded left A-module. Let π A : A ⊗ A X → X be the completely bounded left A-module mapping specified by
In general, π A needs not be a complete isomorphism. The following proposition, which will play an important role in our analysis, gives us sufficient conditions for which π A is a complete isomorphism. Proof. Let CB A (A, X * ) denote the (Banach) space of the completely bounded right A-module morphisms. CB A (A, X * ) inherits an operator space structure as a closed subspace of CB(A, X * ). Now consider the mapping Ψ :
It is clear that Ψ = π * A . Hence in order to show that π A is a complete isomorphism, it suffices to show that Ψ is a complete isomorphism. Ψ is one-to-one since π A is onto by Cohen's factorization theorem [9, Corollary 2.9.26]. Moreover, since A has a bounded approximate identity {e α } α∈I , then for every T ∈ CB A (A, X * ), there is
T is a w * -cluster point of {T (e α )}, and so,
. That is Ψ is onto. So it remains to show that both Ψ and Ψ −1 are completely bounded.
Let n ∈ N. For every
To see this, first note that since X is essential, for every 1
. This proves (1) . Now if we let K = sup{ e α : α ∈ I}, it follows that
By making use of the previous proposition and by appealing directly to [47, Lemma 3 .23], we can immediately obtain the next theorem. It is important to note that the assumption that the completely contractive Banach algebra A has a b.a.i is crucial in the previous two statements. As we have previously observed, while L 1 (G) always has a bounded approximate identity, for A(G) this is ture if and only if G is amenable [33] . Consequently, we will see that most of the positive results we obtain with respect to identifying operator projective A(G)-modules will require the assumption of amenability Given a completely contractive Banach algebra A, we let A + denote the unitization of A. The next proposition may be viewed as an operator analogue of Corollary 4.5 of [19] . Proposition 3.5. Let A be a completely contractive Banach algebra, and let X be a completely bounded left A-module. Suppose that X is operator projective in A-mod and X or A have OAP. Then for any non-zero element x ∈ X, there is a map T ∈ A CB(X, A + ) such that T (x) = 0.
Proof. Since X is operator projective, we have a completely bounded left A-module map ρ : X → A + ⊗X which is a right inverse of the module action π + : A + ⊗X → X (Proposition 3.2). Since π + • ρ = id X for any non-zero x, we have ρ(x) = 0. We can suppose that A has OAP since the proof for the case X has OAP is the same. It is clear that A ⊕ ∞ C has OAP, and so does A + = A ⊕ 1 C since A ⊕ 1 C ∼ = A ⊕ ∞ C completely isomorphically. Then, the following canonical map is injective (Definition 2.3).
and U CB( G) *
In this section, we investigate the operator projectivity of A(G), B(G), A(G) * * , and U CB( G) * in A(G)-mod. We start by looking briefly at A(G) itself to see when it is operator projective in A(G)-mod. 
Operator Projectivity of A(G)
for any s, t ∈ G, where ∆ G is the modular function of G, which is true when G is an
if the identity element in G has a compact neighbourdood that is invariant under inner automorphisms). Since A(G) is symmetric module of itself we can easily transfer this result to the following.
All compact groups and all abelian locally compact groups are [IN ]-groups, as are all discrete groups.
On the other hand, Aristov observed that there are connected groups whose Fourier algebras are not operator projective over itself. In particular, G = SL(3, R) is such an example ( [4] ). Unfortunately, at this point there is no obvious conjecture as to when A(G) is operator projective in A(G)-mod.
Operator Projectivity of B(G). It is shown in
is a projective left L 1 (G)-module if and only if G is discrete. Again, one hopes to be able to obtains the analogous result for B(G), i.e. B(G) is an operator projective left A(G)-module if and only if G is compact. However there is an unexpected obstacle! One key factor in determining the projectivity of M (G) is the fact that, for
As such, we need to establish that for non-compact G, dim(B(G)/A(G)) ≥ 2. While one would certainly expect this to be true, we were unable to find this anywhere in the literature and surprisingly, we were not able to prove the statement in full generality. As such, we will not able to answer the question of when B(G) is operator projective in full generality, although we have succeeded in showing that for most classes of non-compact groups, B(G) is an operator projective left A(G)-module if and only if G is compact. Moreover, we can show that if G is any group for which B(G) is a left A(G)-module then G has an open compact subgroup.
Let AP (G) denote the space of almost periodic functions on G. We will denote by G ap the almost periodic compactification of G.
Next let 
Proof. Assume that B 0 (G) = A(G). Then it is clear that A(G) also has finite codimension in B 0 (G). But by [2] there exists a representation π such that B 0 (G) = A π (G)⊕A(G). However, in this case, π must be finite dimensional. Since coefficient functions of finite dimensional representations are almost periodic, and since G is non-compact, this is impossible as the only almost periodic function that vanishes at ∞ is the constant function 0. As such we have that B 0 (G) = A(G).
Since A(G) has finite co-dimension in B(G) we can again find a finite dimensional representation π such that [6, Theorem 16] . But since π f also decomposes into a direct sum of irreducibles and since ω ∼ = π f ⊕ λ, we have that ω decoposes into a direct sum of irreducibles. Hence G ∈ [AU ].
Proof. First let H be an open σ-compact subgroup. Since H is open it must be that A(H) is also finite codimensional in B(H). In particular, B 0 (H) = A(H). But then H ∈ [AR] by
Let H be an open almost connected subgroup. Then again, A(H) is also finite codimensional in B(H). But G has a compact normal subgroup K such that H/K is separable. As such A(H/K) is separable. But once more A(H/K) has finite codimension in B(H/K). From this we can deduce that B(H/K) is also separable. Because B(H/K) is a dual space it has the Radon-Nikodym Property. This is equivalent to H/K ∈ [AU ]. it follows from [45, Theorem 4.11] , that H/K is compact. This shows that H is also compact.
Theorem 4.5. Let G be a non-compact locally compact group. Then A(G) does not have finite codimension in B(G) in either of the following cases:
Proof. Suppose that A(G) has finite codimension in B(G). We show that in any of the cases (i)-(iv) that A(G) has finite codimension in B(G) implies that G is compact, which is not possible. (i) By Lemma 4.3, we know that B 0 (G) = A(G). Thus G must be compact by Corollary 17 in [6] .
(ii) Since G is maximally almost periodic, G injects into G ap . If G is infinite, then G ap is an infinite compact group. As such A π f ∼ = A(G ap ) is infinite dimensional. This means that we must have A π f ⊆ A(G), and hence, G must be compact by Lemma 4.3. (iii) It follows directly from Lemma 4.4 that G is compact. (iv) We know from Lemma 4.4 that the connected componet of the identity, G e , is compact. It follows that A(G/G e ) is of finite codimension in B(G/G e ). Since G e is open, G/G e is discrete. From (i), this means that G/G e must be finite, and hence that G is compact. 
Operator Projectivity of A(G)
* * . We now turn our attention to the operator projectivity of A(G) * * in A(G)-mod. In order to investigate this, we will need to make use of the so-called "separation property" for Fourier algebras introduced by Kaniuth and Lau in [26] .
Let G be a locally compact group, and let H be a closed subgroup of G. We recall from [26] (see also [11] , [10] ) that G has H-separation property if for every x / ∈ H, there is a continuous positive-definite function f ∈ P (G) such that f = 1 on H and f (x) = 1. It follows from [31] 
Hence A(H)
Case II: G is either connected or discrete. By the preceding part, we just need to consider the case where G is not compact. Let {e α } be a bounded approximate identity in A(G) bounded by 1. Let E be the w * -cluster point of {e α } in A(G) * * , so that E is a right identity in A(G) * * and E = 1. The algebra A(G) * * is a completely contractive symmetric Banach B(G)-module, and the mapping
is a complete isometry. Indeed, if we let
then I is a closed two-sided (completely) complemented ideal in A(G) * * and
Put J = A(G)I . We know that, from Cohen's factorization theorem [9, Corollary 2.
We show that {E + A(G) ⊕ J, E 1 + A(G) ⊕ J} are linearly independent. Suppose otherwise so that there is a complex number β = 0 such that
where h ∈ A(G) and F ∈ J. Thus, for every g ∈ A(G),
This implies that g · F ∈ A(G) ∩ J = {0}. Therefore F = 0 because J is an essential module on A(G), and so, F = lim α→∞ e α ·F = 0. Hence f − β1 G = h ∈ A(G) which is impossible. It follows from the quantization of [12, Corollary 1.4] that A(G) * * is not operator projective in A(G)-mod. Now consider the general case. Let G e denote the connected component of identity e in G. Suppose that A(G) * * is operator projective in A(G)-mod. Since G e is a closed normal subgroup of G, by Lemma 4.7, A(G e ) * * is operator projective in A(G e )-mod. It follows from case II that G e = {e} i.e. G is totally disconnected. Let H be a compact open subgroup of G. Again by applying Lemma 4.7, we have that A(H) * * is operator projective in A(H)-mod. Hence, from Case I, H must be finite, and so, G must be discrete since H is open in G. Therefore G must be an infinite, discrete amenable group, But this contradicts Case II. Thus A(G) * * is not operator projective in A(G)-mod. Proof. First consider the case when G is connected. Let K be a compact normal subgroup of G such that G/K is a Lie group. By Lemma 4.7 and Proposition 4.8, K is finite. Since G/K is a Lie group, it has no "small subgroup" i.e. there is an open set U of G containing K such that K is the unique closed subgroup of G/K contained in U/K. Let V be an open set contaning the identity e such that
This is possible since K is finite. We claim that {e} is the unique closed subgroup of G contained in V . To see this, let H be a closed subgroup of G contained in V . Then HK ⊆ U and
Therefore H = {e}. This implies that G is a connected Lie group. Let R be the radical of G i.e. the largest connected, solvable (closed) subgroup of G. Since R is amenable and normal, it follows from Lemma 4.7 and Proposition 4.8 that R = {e}. Hence G is a connected semisimple Lie group. It follows from the Iwasawa's decomposition theorem that if G is non-trival, it contains an infinite compact subgroup. However this is not possible because of Lemma 4.7 and Proposition 4.8. Thus G is a trivial group. Now consider the general case. Let G e be the connected component of the identity {e} in G. By Lemma 4.7 and Proposition 4.8, A(G e ) * * is operator projective in A(G e )-mod. Hence, from the preceding part, G e = {e} i.e. G is totally disconnected. A similar argument to the one made in the proof of Proposition 4.8 shows that G must be discrete. Finally since every subgroup of a discrete group is open, it follows again from Lemma 4.7 and Proposition 4.8 that G contains no infinite amenable subgroup.
Operator Projectivity of U CB( G)
* . Finally we investigate the operator projectivity of U CB( G) * in A(G)-mod. The results in this section would be analogous to those of the preceding section. Indeed, our main theorem is the following which is similar to Theorem 4.9:
Theorem 4.10. Let G be a locally compact group such that U CB( G)
* is operator projective in A(G)-mod. Then G is discrete and contains no infinite amenable subgroup.
Proof. Let H be a closed subgroup of G such that G has H-separation property, and let P and R be the mapping considered in the proof of Lemma 4.7. It is routine to verify that P maps U CB( G) onto U CB( H) and R * maps U CB( H) into U CB( G).
Thus the analogous of Lemma 4.7 holds in the case of U CB( G) * if we modify its proof.
Similarly, Proposition 4.8 also holds if we replace A(G) * * with U CB( G) * . Indeed, the proof will go through exactly the same considering the fact that, for amenable G, I = {F ∈ U CB( G)
is a closed two-sided (completely) complemented ideal in U CB( G) * and
The final result follows if we modify the proof of Theorem 4.9 for U CB( G) * instead of A(G) * * .
5.
The modules C * r (G), U CB( G) and V N (G) Since A(G) * = V N (G), we have a dual A(G)-module structure on V N (G) given by f · a, g := a, gf for any f, g ∈ A(G) and a ∈ V N (G). In particular, for
where L h is the left convolution with respect to h on L 2 (G). Thus, this gives us an A(G)-module structure on C * r (G). Moreover, since U CB( G) = A(G) · V N (G), we get an A(G)-module structure given by
for any f, g ∈ A(G) and a ∈ V N (G). Clearly, C * r (G) and U CB( G) are essential as A(G)-modules.
First, we consider the cases where projectivity holds. It is well known that A(G) is an operator biprojective completely contractive Banach algebra when G is discrete ( [47] ) and A(G) has a b.a.i. when G is amenable [33] . Thus, we can apply Theorem 3.4 to get the following result.
Theorem 5.1. Let G be a discrete and amenable group. Then C * r (G) and U CB( G) are operator projective in A(G)-mod. Now we focus on the cases where projectivity fails. The following information about the module mapping spaces is the key step to the proof.
Proposition 5.2. Let G be a non-discrete group. Then
Proof. We pick any T ∈ A(G) B(C * r (G), A(G)), and we claim that g := T (L 1K ) = 0 for any fixed open subset K of G with compact closure and with positive measure. First, since T is a left module map, we can observe that
. Actually, we can extend the identity in (5.1) for any
and consequently
By passing to an appropriate subsequence we can assume that f i is converging to f almost everywhere. Thus, we can conclude that
for any f ∈ L 1 (G). Now we consider the following composition of bounded maps:
where λ is the left regular representation on L 1 (G) and j is the canonical embedding. Then, we have Φ(f ) = f g for any f ∈ C c (G) with supp(f ) ⊆ K, which implies that
Indeed, if g(x) = 0 at some point x ∈ K, then we can always find f which has norm 1 in L 1 (G) and supp(f ) ⊆ K but f (x) is arbitrarily large. On the other hand, by (5.2) with f = 1 K we have
Now we pick any non-zero f ∈ C c (G) and set K = {x ∈ G : f (x) = 0}. Then since G is not discrete, K is an open set with compact closure and positive measure. Thus, from the above calculation and (5.2) we have
13 By a standard density argument we have T = 0, so that
We also need the following transference result.
Lemma 5.3. Let H be an open subgroup of a locally compact group
Proof. Since H is an open subgroup we have a completely isometric embedding [18] 
where f is the extension of f to G by assigning 0 outside of H, and the following restriction map is also a complete contraction [18] .
Moreover, we have a completely contractive projection j * 1 and a completely contractive map R * 1 with their restrictions 
it is straightforward to check that ρ H is a completely bounded left A(H)-module map, which is a right inverse of π H . The proofs for U CB( G) and V N (G) are similar. Proof. We first claim that A contains a copy of c 0 . Look at a masa B in A. If it is finite dimensional then it follows easily that A is finite dimensional. Thus B is infinite dimensional, and so, it is * -isomorphic to C(X) for an infinite metric space X. Proof. Suppose that there is a bounded projection P from V N (G) onto C * r (G). Let H be an open almost connected subgroup of G. It is clear that P H := 1 H P is a bounded projection from V N (H) onto C * r (H). Now let K be a compact normal subgroup of H such that H/K is a Lie group, and so, in particular, C * r (H/K) is separable. Let Γ : C * r (H) → C * r (H/K) be the averaging operator over the Haar measure of K i.e.
It is straightforward to verify that the restriction of Γ • P H on V N (H/K) is a bounded projection from V N (H/K) onto C * r (H/K). However this is impossible from Proposition 5.6. Thus C * r (G) is not complemented in V N (G). If we combine Lemma 5.5 with Lemma 5.3 and Theorem 5.7, then we get the following. Now we consider the case of discrete groups containing F 2 , the free group with 2 generators, equivalently, containing F ∞ , the free group with infinitely many generators. Actually, we have negative results for those groups, which shows that amenability does matter. The proof depends on the operator space structure of the span of free generators in C * r (F ∞ ) and A(F ∞ ). Recall that R n ∩ C n (or RC ∞ n ) and R n + C n (or RC 1 n ) are the intersection and the sum of R n and C n , n-dimensional row and column Hilbert spaces, respectively ( [38] ). Note that operator space structures of R n and C n are determined as follows
is the standard basis of R n and C n . Moreover, for any (
Mm
, where the infimum runs over all possible A i = B i + C i and (e i ) n i=1 is the standard basis of R n ∩ C n and R n + C n . Note also that (R n ∩ C n ) * = R n + C n .
Theorem 5.9. Let G be a discrete group containing
Proof. Note that it is enough to show the theorem for the case G = F ∞ because of Lemma 5.3 and the fact that F 2 contains F ∞ . We first consider the case C * r (G) and suppose that C * r (G) is operator projective in A(G)-mod. Since C * r (G) is essential, we have a completely bounded left A(G)-module map
which is a right inverse of the multiplication map π. Now we claim that ρ is of the form
for any s ∈ G, where λ is the left regular representation of G and x s ∈ X with C * r (G) = X ⊕ Cλ(s). Indeed, for any fixed s ∈ G we have (x i ) ⊆ A(G) ⊗ C * r (G) (algebraic tensor product) such that
Now we set
is the set of free generators in G = F ∞ . It is well known ([38, section
gi → e i are complete 2-isomorphisms, and it is also well known ([38, section 9.7]) that P ∞ n and P 1 n are completely bounded with cb-norms ≤ 2. By composing the above maps with ρ we get the following completely bounded map with cb-norm independent of n:
where Φ(e i ) = e i ⊗ e i + 1≤j =i≤n α i,j e j for some constants (α i,j ) 1≤j =i≤n . Note that
completely isometrically under the duality bracket
for any x ∈ R n + C n , y ∈ R n ∩ C n , and T ∈ CB(R n ∩ C n ). Thus we have
On the other hand, since R n ∩ C n is just ℓ 2 n as a Banach space, we have
which is a contradiction when n is large enough.
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The proof for U CB( G) and V N (G) are similar, but we need to be careful when showing (5.4) for V N (G) since V N (G) is not essential. Indeed, for any fixed s ∈ G we have ρ(λ(s)) = lim i x i for some
where a j ∈ A(G), b j ∈ V N (G), and c j 's are scalars. Then, we have
The rest of the proof is the same.
The modules
In this section we will assume that the reader is familiar with standard materials about complex interpolation of Banach spaces ( [8] ) and operator spaces ( [36] ).
6.1. Noncommutative L p and complex interpolation. In this subsection we will briefly describe complex interpolation approach to noncommutative L p by Izumi ( [20] ), which is a generalization of the results by Kosaki ([29] ) and Terp ([46] ).
Let M be a von Neumann algebra with a normal semifinite faithful (shortly n.s.f.) weight ϕ. Let n ϕ = {x ∈ M : ϕ(x * x) < ∞} and Λ be the canonical embedding of n ϕ into H ϕ , where H ϕ is the Hilbert space obtained by the completion of n ϕ with the inner product x, y ϕ = ϕ(y * x) for any x, y ∈ n ϕ . We consider the closed anti-linear map S densely defined on H ϕ by S(Λx) = Λ(x * ) for any x ∈ n * ϕ ∩ n ϕ . Let J and ∆ be the modular conjugation and the modular operator, respectively, obtained by the polar decomposition
Now we consider the full Tomita algebra a 0 defined by
, where
The modular operator ∆ give rise to an one-parameter modular automorphism group {σ
It is well known ( [44] ) that (6.1) {σ ϕ t } t∈R extends to a complex one-parameter group {σ ϕ α } α∈C on a 0 . Now we introduce an important class in complex interpolation of noncommutative L p spaces. For any α ∈ C we define (6.2)
there is a unique functional ϕ (α)
x ∈ M * such that
0 be the algebraic linear span of the elements of the form y * z for y, z ∈ a 0 . Then, it is known ( [20] ) that
18 Note again that a 2 0 contains enough elements, so that Λ(a
x . Then, the following diagram
is commutative ([20, Theorem 2.5]), that is, we have
.
It is proved in [20] that the definition of L p (α) (M, ϕ) is independent of the choice of α up to an isometric isomorphism and is isometric to the L p space in the sense of Haagerup. Thus, we will simply write L p (M). If we interpolate the maps i 
6 n n n n n n n n n n n n n n which implies the following:
For any x ∈ L (α) we identify i
in the sense of interpolation. Now we focus a special case α = − 
. From now on, we will identify L 2 (M) and H ϕ using the above isometry. We close this subsection by considering an appropriate operator space structure on L p (V N (G)), different from the usual convention. Using the above interpolation result and Pisier's complex interpolation theory for operator spaces we can endow an operator space structure on L p (M) by
where E op implies the opposite of an operator space E ([38, section 2.10]). Note that the operator space structure on L 2 (M) given by the above is Pisier's operator Hilbert space (shortly OH) structure. However, the usual operator space structure on A(G) is obtained by considering it as the predual of V N (G). Because of this disagreement we consider the following operator space structure on L p (M).
If we use reiteration theorem, then we get
where H oh is the operator Hilbert space defined on a Hilbert space H. Since the opposite of OH is still OH, we get
In order to consider L p (V N (G)) we need a n.s.f. weight on V N (G), and we will use the Plancherel weight ϕ ( [7, III.3.3] 
We consider the full Tomita algebra a 0 associated with ϕ as before. Recall the following two multiplication maps
Now we want to consider an appropriate module structure on L p (V N (G)) using complex interpolation. The natural candidate would be the interpolation of the above two module actions π 1 and π ∞ . However, they are not compatible in the sense of interpolation. Indeed, for any g ∈ C c (G), it is easy to check that L g ∈ V N (G) is identified with i
(L g ) =ǧ ∈ A(G) (recall (6.5)) in the sense of interpolation,
. Thus, we need to find some other module actions which are compatible in the sense of interpolation. Actually, we can find appropriate module actions π 2 and π ′ 2 on L 2 (V N (G)) based on (6.6), which are compatible with π 1 and π ∞ , respectively, as follows.
for any f ∈ A(G) and g ∈ C c (G). The difficulty lies in proving π 2 and π ′ 2 are actually complete contractions.
For the detailed discussion it would be better to use Kac algebraic (or locally compact quantum group) notations. Let Γ is the co-multiplication
The Plancherel weight ϕ is known to be strongly left and right invariant ( [14] ), which means that
for any x ∈ n ϕ , where 1 implies the identity in V N (G). Now we can read π 2 as follows.
(6.10)
and for any y ∈ n ϕ π 2 (ω ⊗ Λx), Λy = ω ⊗ ϕ (Γy * (1 ⊗ x) ).
Here, we understand A(G) as the collection of bounded normal functionals on V N (G) instead of usual function description, and L 2 (V N (G)) is the Banach space dual of L 2 (V N (G)) using the duality Λx, Λy = ϕ(y * x) for any x, y ∈ n ϕ . Indeed, for x = Lǧ and ω, the functional defined by ω(·) = f, · , we have
In order to show that π 2 is completely contractive we first need to consider other operator space structures on L 2 (V N (G)), namely the row and the column Hilbert space structure. For any Hilbert space H we denote the row and the column Hilbert space on H by H r and H c , respectively. Proposition 6.1. For any locally compact group G, π 2 in (6.10) extends to the following complete contraction.
Proof. We focus on the adjoint of π 2,c , which is better for concrete calculations. We have
and for any x, y ∈ n ϕ
Consider any n, m ∈ N and any finite collections (
Then by the Cauchy-Schwarz inequality for Hilbert C * -modules we have 
Mm
The last equality comes from (6.9), the left invariance of ϕ. If we choose (x k ), (y i ) so that (Λx k ), (Λy i ) are arbitrarily close to an orthonormal basis on L 2 (V N (G)), then we can conclude that π * 2 is completely contractive from the above estimation. for any x ∈ a 0 (recall (6.1)). Indeed, we have for any x, y ∈ a 0 . Now we consider π 2 , the translation of π 2 to L 2 (V N (G)). Indeed,
is given by for any x, y ∈ a 0 , in which the positions of 1 ⊗ x and Γy * are reversed compared to (6.11) . By the same calculations as in Proposition 6.1 we get that π * 2 : L 2 (V N (G)) c → CB( L 2 (V N (G)) r , V N (G)) is completely contractive. If we remind that L 2 (V N (G)) and L 2 (V N (G)) are isometric, then we get the following. in (6.4).
Now we move to the case p ≥ 2 and focus on π ′ 2 , which is compatible with π ∞ . Using the above Kac algebraic notation we can read π ′ 2 as follows. (6.12) π
for any ω ∈ A(G) and x ∈ n ϕ . If we consider the adjoint map again, then we have
Thus, for any x, y ∈ n ϕ we have If we repeat all the above calculations using (6.9), the right invariance of ϕ, then we get the following similar results. (2) op. proj.
V N (G)
G is finite (2) or (4) not op. proj.
? (2) op. proj.
not op. proj.
G is finite G is infinite and discrete not op. proj. (1) : G is discrete and amenable.
(2) : G is non-discrete. 
