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ABSTRACT 
Recovery of magnetic resonance images from irregular sampling 
sets is investigated from the point of view of moment discretiza- 
tion of the Fredholm equation of the first kind. The limited spatial 
extent of the object is known a priori and the sampling schemes 
considered each have mean density lower than that imposed by the 
Nyquist limit. The recovery formula obtained has the same form 
as a standard irregular sampling technique. A practical means of 
performing the recovery for very large data sets by utilising the 
block Toeplitz structure of the matrix involved is presented. 
1. INTRODUCTION 
Recovery of a 2-D signal (image) from a finite set of irregularly 
spaced spectral samples is a problem that arises in fields such 
as aperture-synthesis radio telescopy [ I ]  and magnetic resonance 
imaging [2]. Clearly, if the samples can be arranged to lie on a 
regular grid and certain other conditions are met, the Whittaker- 
Kotel’nikov-Shannon sampling theorem [3] may be applied, and 
an image straightforwardly reconstructed via the inverse discrete 
Fourier transform. 
In radio telescopy, however, the locations of spectral samples 
are fixed by the physical siting of antennae and by the rotation of 
the earth. The process known as “gridding” has been commonly 
used to approximate the spectrum on a regular grid from the irreg- 
ular set of measured samples and the iterative CLEAN algorithm 
has also been popular [I]. The success of the latter method relies 
to some extent on prior knowledge that stellar objects tend to be 
compact and isolated. 
In magnetic resonance ( M R )  imaging, i t  is possible to posi- 
tion samples in the spatial frequency domain (k-space) virtually 
at will [2]. A common approach is to obtain measurements on a 
recti-linear grid, allowing efficient image reconstruction via the in- 
verse fast Fourier transform (IFFT). However, to reduce the time 
to gather sufficient data to form an image (and thus to save expen- 
sive scanner time or to follow real-time events), as few spectral 
samples as possible should be gathered, perhaps resulting in an 
irregular set of samples. For example, spiral sampling is an ef- 
fective way of traversing k-space [2 ] ,  with samples taken along a 
spiral trajectory commencing at the spectral origin. Another pos- 
sibility is not to measure some elements of the recti-linear data (in 
order to reduce the scan time). An alternative to the IFFT is thus 
required. 
‘N.D. Blakeley is the recipient of a Bright Futures doctoral scholarship 
from the Foundation of Research, Science and Technology, New Zealand. 
+R.P Millane was supported by a NSF International Cooperatice Sci- 
ence Program Grant (INT-9904481). 
0-7803-6725-1/01/$10.00 02001 IEEE 217 
R.Z? Millanel 
Purdue University 
Computational Sci. and Eng. Program 
West Lafayette, Indiana 
Marks suggests why it should be possible to effect recovery 
from sample sets that are a subset of the Nyquist set [4]: if the 
replicated versions of the signal in the spatial domain exhibit gaps, 
then the Nyquist samples are not independent, and those not mea- 
sured (or ‘missing’) may be recovered from those remaining. In 
MR imaging, these gaps occur since the object being imaged is 
of limited spatial extent (the cross-section of a patient’s head, for 
example); the object is nonzero only inside the region of support 
(ROS). 
The 1-D irregular sampling problem was first addressed by 
Yen [5 ] ,  and the interpolation formula he derived has been sub- 
sequently rediscovered from several different approaches and its 
performance under noise analysed [6, 7, 81. In contrast, the 2-D 
problem is not as extensively studied [9, lo]. In Section 2, we 
pose the problem of MR image recovery from irregularly located 
spectral samples, and derive a reconstruction formula that has the 
same form as Yen’s. Methods and practical issues are discussed in 
Section 3, with results shown in Section 4. 
2. THEORY 
The MR imaging problem may be posed as the reconstruction of 
a continuous object, f(r), from a set of measurements taken in k- 
space, g(k,), where k, E D, a set of N locations in k-space [2]. 
A Fourier transform relationship exists between f (r) and g(k,): 
where S is the ROS and K(k, r) = exp(-j2nk. r). 
Many problems in image recovery are characterised by a Fred- 
holm equation of the first kind [ I  I], and inspection of Eq.(l) re- 
veals that i t  is in fact a moment discretized version [12, 131. We 
define the operator TN : Lz(S)  4 C N  by 
where (., .) denotes the inner product in Lz(S)  and the bar denotes 
conjugation. 
Eq.(l) may now be written in the form TN f = g ,  and the 
unique least-squares solution is given by [12, 131 
N 
f(r) = T $ g  = xb ,R(k , , r ) ,  r E S, (2) 
n=l 
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where TZ is the Moore-Penrose inverse of TN and {bn}f=l is a 
set of scalar coefficients (discussed below). 
If g(k) is a member of the range of the original infinite-dimen- 
sional operator, K, then i can be written explicitly as 
N N  
f(r) = E, g(km)YmnR(kn,r), r E S, (3) 
where ymn are elements of the Moore-Penrose inverse of the 
N x N matrix Q: 
m= I n=l 
Qmn == W(kn,r) ,  K(km, r)) 
=: 1 K(k,, r)K(km,r) dr. (4) 
is linearly independent 
then ’ymn may instead be defined as elements of the inverse of Q 
and the set {bn}z=l of Eq.(2) is uniquely determined by solvin 
the matrix equation Qb = g, where b = [blbz . . . b ~ ] ~  and 
denotes transpose. 
Eq.(3) is the interpolation formula for the irregular sampling 
problem originally devised by Yen [5]. There are, however, two 
main differences: firstly, the sampling is performed in the spatial 
frequency domain, arid secondly the solution is obtained in the 
‘other’ domain (i.e. that in which sampling is not performed). 
Furthermore, if the set { K (  k,, 
8 
3. METHODS 
Several practical issues need addressing in the implementation of 
Eq.(3). Firstly, the large number of measurements involved results 
in an ill-conditioned algebraic system to solve [ 121. The presence 
of noise on the meawrements exacerbates the problem. In [7], 
the use of Miller regularization was suggested for matrix Q; that 
is, a small constant is added to the diagonal of the matrix prior 
to inversion. In fact, under additive white Gaussian noise, the 
least-squares estimator, the maximum likelihood estimator, and the 
maximum a posteriori probability estimator were all shown to be 
the Miller-regularized Yen interpolation algorithm. Furthermore, 
in [8] it was shown that for additive white noise, Miller regulariza- 
tion resulted from a statistical analysis, and the magnitude of the 
regularization parameter should be chosen according to the vari- 
ance of the white noise. Even without noise, the roundoff error in 
the numerical calculations may be regarded as white noise. 
Alternatively, the method of singular value decomposition 
(SVD) may be used I:o pseudo-invert the matrix [7, 141. This has 
the advantage of allowing the basis functions corresponding to the 
singular values that are too inaccurate to be useful (i.e. those clos- 
est to zero) to be left ‘out altogether. Finally, the iterative conjugate 
gradient method [ 1 SI may be used to solve for the coefficient set 
{bn}c=l,  with the inherent regularization properties of the algo- 
rithm [16] providing a more stable solution. Moreover, instead of 
an inverse or pseudo-inverse required to be found, matrix multi- 
plication is the most computationally expensive operation, which 
may be performed via a fast algorithm under certain conditions. 
The derivation of the elements of matrix Q in Eq.(4) is based 
on the object’s region of support. A rectangular region is com- 
monly used [6, 141 resulting in a sinc function, but better results 
should be obtained from a support that better describes the object. 
All the results presented in this paper use a modified version of the 
Shepp and Logan head phantom [17], which is made up of ten el- 
lipses, as shown in Fig. l(a). The region of support may clearly be 
taken to be the outer ellipse, and while in this case the chosen sup- 
port region is tight, it is envisaged that in practice an ellipse could 
be constructed to loosely fit an arbitrary head shape. The bene- 
fit of using the head phantom is that the object and its spectrum 
may be described analytically (see [17]), providing a good sirnu- 
lation of actual MR imaging data while maintaining experimental 
flexibility. 
Implicit in Eq.(4) is the notion that the support region is a mask 
with value either one or zero. In [8], it is argued that if the statistics 
of the object are known they should be incorporated; for example, 
a Gaussian autocovariance models extreme smoothness and conti- 
nuity. With our problem, however, it is not clear how to incorporate 
any additional information without biasing the recovery (the large 
discontinuity at the edge of the skull clearly presents a difficulty). 
Finally, we give the specific recovery formulae for the M R  
problem: 
N 
f(r) = Cb,exp(j2nkn ‘r) ,  r E S ( 5 )  
n=l 
Qmn = Is exp(j2s(km - k,) . r) dr. (6) 
Note that the value of Q, is simply the inverse Fourier transform 
of the support region evaluated at location km - kn. A convenient 
solution method is to first solve the matrix equation Qb = g and 
then use the result to apply Eq.(5). 
4. RESULTS 
We consider two types of irregular sampling, both of which pro- 
vide a speed advantage over standard recti-linear sampling in the 
acquisition of h4R images. The first of these is a spiral trajectory, 
commencing at the origin and designed to fill a certain circular re- 
gion of k-space. The second is a standard recti-linear grid, except 
that some lines of samples are not measured. The motivation for 
this scheme is that in practice a line of k-space is read as a single 
unit, so a speed advantage is only realised if entire lines are not 
measured. This is an example of the ‘missing samples’ problem 
addressed in [4], but here it is being approached from an irregular 
sampling point of view. 
It should be noted that in using a recti-linear data set, advan- 
tage may be taken of the fact that the object being imaged is real, 
and therefore that its spectral samples exhibit Hermitian symme- 
try. This is exploited by imaging only half of k-space, or slightly 
more than half to account for any phase irregularities introduced by 
the scanning process [2]. The sampling strategy we are suggesting 
here is fully compatible with this existing technique. 
The results presented come from three sampling sets. For the 
first set, VI,  we started with a 64 x 64 recti-linear grid and re- 
moved eight lines at random (giving a 12.5% speed increase over 
the full grid), yielding a total of 3,584 samples. This produces 
a matrix that is near the largest that may be inverted readily us- 
ing our computer equipment. The second set, Vz, also has 3,584 
samples, and comes from a spiral trajectory chosen to cover ap- 
proximately the same area of k-space as D1. Finally I33 contains 
14,336 samples and was created from a 128 x 128 recti-linear grid 
with sixteen lines removed at random (again giving a 12.5% speed 
increase). The matrix produced by D3 was too large to invert, 
and even troublesome to create. However, the form of D3 gener- 
ates a matrix that has block Toeplitz structure, allowing the matrix 
equation to be solved using the conjugate gradient method with 
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the matrix multiplication at each iteration sped up by utilising the 
FIT [IS]; the complete matrix need not be explicitly created at all. 
Fig. 1 gives benchmarks against which to compare the recov- 
ered images: the continuous head phantom test object is shown in 
(a), while (b) shows recovery from a full 64 x 64 recti-linear data 
set via lFlT and (c) demonstrates the result if IFFT recovery from 
VI is attempted with the missing lines set to zero. In other words, 
(a) shows the ideal recovery, (b) gives the standard IFFT recov- 
ery from the given region of k-space, and (c) shows the effect the 
missing data has on corrupting the image. For comparison with 
Fig. 2, the spectra for (b) and (c) were zeropadded prior to inverse 
transformation to produce reconstructions on 256 x 256 grids. It 
should be noted that the Gibbs’ ringing artefacts in (b) are due to 
truncation of the spectral data obtained (i.e. only a finite number 
of samples are collected), while the aliasing artefacts in (c) are due 
to undersampling. 
Fig. 2(a), (b) and (c) show recovery from VI, Vz and V3, re- 
spectively, in the absence of noise, while (d), (e) and (f) show the 
recovery after white Gaussian noise was added to the respective 
spectral measurements for the equivalent of 20dB SNR. In (a) and 
(b), recovery was performed using matrix inversion with Miller 
regularization, with the parameter set to an arbitrary small value. 
In (d) and (e), the conjugate gradient method was used, since under 
noise it was found that better results were obtained in this manner. 
The conjugate gradient method was also used for (c) and (f), but 
taking advantage of the block Toeplitz structure. In the cases em- 
ploying conjugate gradient, a straightforward algorithm was used; 
pre-conditioning and early termination should allow even better 
results to be obtained. 
While the recovery formula used (Eq.(5)) produces a continu- 
ous object, in order to display the results here all reconstructions 
have been made onto a 256 x 256 grid in the spatial domain. 
5. CONCLUSIONS 
The problem of recovery from irregularly located spectral samples 
may be investigated from the point of view of moment discretiza- 
tion of the Fredholm equation of the first kind. The recovery for- 
mula obtained has the same form as the standard irregular sam- 
pling technique due originally to Yen. In practice, difficulties may 
arise in performing the numerical calculations, both in terms of 
stability of the solution and tractability. For the sampling set based 
on a recti-linear grid, a practical means for dealing with very large 
data sets was established utilising the block Toeplitz structure of 
the matrix. Both sampling types presented provide a decrease in 
acquisition time over conventional recti-linear sampling, and re- 
covery was shown to be good even in the presence of noise. 
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(a) test object (b) full data IFFT recovery (c) missing data IFFT recovery 
Fig. 1. Benchmarks for the recovered images: (a) the head phantom test object, (b) IFFT recovery from full 64 x 64 recti-linear grid, and 
(c) I F I T  recovery from Dl with missing data set to zero. 
(a) VI, no noise (b) 'D2, no noise (c) D3, no noise 
(d) D I ,  with noise (e) ' D 2 ,  with noise (f) 'D3, with noise 
Fig. 2. Recovery of the head phantom test object from VI, Dz and 233, with and without noise equivalent to 20dB SNR 
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