Our results indicate that put has a better performance than get on this interconnect. The Sun MPI implementation achieves an off-node latency of up to 5 microseconds. This is comparable to the Quadrics (QsNet II), and Myrinet (E-card), and better than the InfiniBand. The unidirectional and bidirectional bandwidths are 695 MB/s, and 660 MB/s, respectively. The QsNet II, and InfiniBand achieve higher bandwidths. The LogP parameters indicate the network interface is less capable of offloading the host CPU when the message size increases. The performance of our applications under MPI is better than the OpenMP version, and equal or slightly better than the mixedmode. In general, the Sun Fire Link cluster performs relatively well in most cases.
OpenMP [16] has emerged as the standard for parallel programming on shared-memory systems. As small to large SMP clusters become more prominent, it is open to debate whether pure message-passing or mixed MPI-OpenMP is the programming of choice for higher performance. Previous works on small SMP clusters have shown contradictory results [17] , [18] . It is interesting to discover what would be the case for clusters with large SMP nodes.
The authors in [8] have presented the latency and bandwidth of the Sun Fire Link interconnect, along with the performance of collective communications, and NAS parallel benchmarks [19] on a cluster of 8 Sun Fire 6800s. However, in this paper, we take the challenge to do an in-depth performance evaluation of the Sun Fire Link interconnect clusters at the user-level (RSM), and microbenchmark level (MPI), as well as the performance for real applications under different parallel programming paradigms. We provide performance results on a cluster of four Sun Fire 6800s, each with 24 UltraSPARC III Cu processors under Sun Solaris 9, Sun HPC Cluster Tools 5.0, and the Forte Developer 6, update 2.
This paper has a number of contributions. Specifically, this paper contributes by presenting the performance of the userlevel RSM API primitives, detailed performance results for different point-to-point and collective communication operations, as well as different permutation traffic patterns at the MPI level. It also presents the parameters of the LogP model, as well as the performance of two applications from the ASCI purple suite [20] under the MPI, OpenMP and mixed-mode programming paradigms. Our results indicate that the Sun Fire Link cluster performs relatively well in most cases.
The rest of this paper is organized as follows. In Section II, we provide an overview of the Sun Fire Link interconnect. Section III describes the communication under the Remote Shared Memory model. Sun MPI implementation is discussed in section IV. We describe our experimental framework in section V. Section VI presents our experimental results. Related work is presented in section VII. Finally, we conclude our paper in section VIII.
II. SUN FIRE LINK INTERCONNECT
Sun Fire Link is used to cluster Sun Fire 6800 and 15K/12K systems [21] . Nodes are connected to the network by a Sun Fire Link-specific I/O subsystem called the Sun Fire Link assembly. The Sun Fire Link assembly is the interface between the Sun Fireplane internal system interconnect and the Sun Fire Link fabric. However, it is not an interface adapter, but a direct connection to the system crossbar. Each Sun Fire Link assembly contains two optical transceiver modules called Sun Fire Link optical modules. Each optical module supports a full-duplex optical link. The transmitter uses a Vertical Cavity Surface Emitting Laser (VCSEL) with a 1.65 GB/s raw bandwidth and a theoretical 1 GB/s sustained bandwidth after protocol handling. Sun Fire 6800s can have up to two Sun Fire Link assemblies (4 optical links), where Sun Fire 15K/12K can have up to 8 assemblies (16 optical links). The availability of multiple Sun Fire Link assemblies allows message traffic to be striped across the optical links for higher bandwidth. It will also provide protection against link failures.
The Sun Fire Link network can support up to 254 nodes, but the current Sun Fire switch supports only up to 8 nodes. The network connections for clusters of two to three Sun Fire systems can be point-to-point or through Sun Fire Link switches. For four to eight nodes, the switches are required. Fig. 1 illustrates a 4-node configuration. Four switches are needed for five to 8 nodes. Nodes can also communicate via TCP/IP for cluster administration.
The network interface does not have a DMA engine. In contrast to the Quadrics QsNet, and InfiniBand Architecture that use DMA for remote memory operations, Sun Fire Link network interface uses programmed I/O. The network interface can initiate interrupts as well as poll for data transfer operations. It provides uncached read and write accesses to remote memory regions on the other nodes. A Remote Shared Memory application programming interface (RSMAPI) offers a set of user-level function for remote memory operations bypassing the kernel [10] .
III. REMOTE SHARED MEMORY
Remote Shared Memory is a memory-based mechanism, which implements user-level inter-node messaging with direct access to memory that is resident on remote nodes. Table I shows some of the RSM API calls with their definitions. The complete API calls can be found in [10] . The RSMAPI can be divided into five categories: interconnect controller operations, cluster topology operations, memory segment operations, barrier operations, and event operations. Fig. 2 shows the general message-passing structure under the Remote Shared Memory model. Communication under the RSM involves two basic steps: 1. segment setup and teardown; 2. the actual data transfer using the direct read and write models. In essence, an application process running as the "export" side, shown in Fig. 1 , should first create an RSM export segment from its local address space, and then publish it to make it available for processes on the other nodes. One or more remote processes as the "import" side will create an RSM import segment with a virtual connection between the import and export segments. This is called the setup phase. After the connection is established, the process at the "import" side can communicate with the process at the "export" side by writing into and reading from the shared memory. This is called the data transfer phase. When data is successfully transferred, the last step is to tear down the connection. The "import" side disconnects the connection and the "export" side unpublishes the segments, and destroys the memory handle. Fig. 3 illustrates the main steps for the data transfer phase. The "import" side can use the RSM put/get primitives, or use mapping technique to read or write data. Put writes to (get reads from) the exported memory segment through the connection. The mapping method maps the exported segment into the imported address space and then uses the CPU store/load memory operations for data transfer. This could be through the use of memcpy operation. However, memcpy is not guaranteed to use the UltraSPARC's Block Store/Load instructions. Thus, some library routines should be used for this purpose. The barrier operations ensure the data transfers are successfully completed before they return. The order function is optional and can impose the order of multiple writes in one barrier. The signal operation is used to inform the "export" side that the "import" side has written something onto the exported segment.
IV. SUN MPI
Sun MPI chooses the most efficient communication protocol based on the location of processes, and the available interfaces [22] . The library will take advantage of shared memory mechanisms (shmem) for message transfers between processes on the same node, and RSM for inter-node communication. It also runs on top of the TCP stack.
When a process enters an MPI call, Sun MPI (through the progress engine, a layer on top of shmem, RSM, and TCP stack) may act on a variety of messages. A process may progress any outstanding nonblocking sends and receives; generally poll for all messages to drain system buffers; watch for message cancellation (MPI_Cancel) from other processes; and/or yield/deschedule itself if no useful progress is made.
A. Shared-Memory Pair-wise Communication
For on-node point-to-point message-passing, the sender writes to shared-memory buffers, depositing pointers to these buffers into shared-memory postboxes. After the sender finishes writing, the receiver can read the postboxes and the buffers. For small messages, instead of putting pointers to the buffers into postboxes, data itself is placed into the postboxes. For large messages, which may be separated into several buffers, the reading and writing can be pipelined. For very large messages, to keep the message from overrunning the shared-memory area, the sender is allowed to advance only one postbox ahead of the receiver. Sun MPI uses the eager protocol for small messages, where the sender writes the messages without explicitly coordinating with the receiver. For large messages, it employs the rendezvous protocol, where the receiver must explicitly notify the sender that it is ready to receive the message, before the message can be sent.
B. RSM Pair-wise Communication
Sun MPI has been implemented on top of RSM for internode communication [22] . By default, remote connections are established as needed. Because the segment setup and teardown have quite large overheads (as seen in Section VI-A), connections remain established during the application runtime unless they are explicitly torn down.
Messages are sent in one of two fashions: short messages (smaller than 3912 bytes) and long messages. Short messages are fit into multiple postboxes, 64 bytes each. Buffers, barriers, and signal operations are not used due to their high overheads. Writing data less than 64 bytes invokes a kernel interrupt on the remote node, which adds to the delay. Thus, a full 64-byte data is deposited into the postbox.
Long messages are sent in 1024-byte buffers under the control of multiple postboxes. Postboxes are used in order. Each postbox points to multiple buffers. Barriers are opened for each stripe to make sure the writes are successfully done. Fig. 4 shows the pseudo-codes for MPI_Send and MPI_Recv operations. Long messages smaller than 256K are sent eagerly; otherwise, rendezvous protocol is used.
The environment variable MPI_POLLALL can be set to '1' or '0'. In the general polling (default case; MPI_POLLALL = 1), Sun MPI polls for all incoming messages even if their corresponding receive calls have not been posted yet. In the directed polling (MPI_POLLALL = 0), it only searches for the specified connection.
C. Collective Communications
Efficient implementation of collective communication algorithms is one of the keys to the performance of clusters. For on-node collectives, processes communicate with each other via shared memory. The optimized algorithms use the local exchange method instead of point-to-point approach [23] . For off-node collective communications, one representative process for each SMP node is chosen. This process is responsible for delivering the message to all other processes on the same node, which are involved in the collective operation [23] . 
V. EXPERIMENTAL FRAMEWORK
We test the performance of the Sun Fire Link interconnect, the Sun MPI implementation, and two application benchmarks on a cluster of 4 The Sun Fire 6800 is a mid-size shared-memory multiprocessor with up to 24 UltraSPARC III Cu processors. Each Sun Fire 6800 node at HPCVL has 24 900 MHz UltraSPARC III processors with 8 MB E-cache and 24 GB RAM. The cluster has 11.7 TB of Sun StorEdge T3 disk storage. The software environment includes Sun Solaris 9, Sun HPC Cluster Tools 5.0, and Forte Developer 6, update 2. We had exclusive access to the cluster during our experimentation, and we bypassed the Sun Grid Engine in our tests. Our timing measurements were done using the high resolution timer available in Solaris. In the following, we present our framework experimenting with the Sun Fire Link cluster.
A. Remote Shared Memory API
The RSMAPI is the closest layer to the Sun Fire Link. We test the performance of RSMAPI calls, shown in Table I , with varying parameters over the Sun Fire Link interconnect.
B. Latency
Latency is defined as the time it takes for a message to travel from the sender process address space to the receiver process address space. We do the standard ping-pong test under different MPI send modes; measure the latency with different send buffers; and find the unidirectional latency. There measurements have been done for both on-node communication, and off-node communication. We also measure the MPI latency under load when the sending and receiving nodes are on different nodes. Finally, we show the overhead of the Sun MPI on top of the RSM.
The bi-directional latency test is the ping-pong test where the sender sends a message and the receiver upon receiving the message, immediately replies with the same message size. This is repeated sufficient number of times to eliminate the transient conditions of the network. Then, the average roundtrip time divided by two is reported as the one-way latency. This test is repeated for messages of increasing sizes. We tested using matching pairs of blocking sends and receives under different MPI send modes; that is, the standard mode, the synchronous mode, the buffered mode, and the ready mode.
In the standard latency test with buffer management, we modify the standard ping-pong test such that each send operation uses a different message buffer. This test exposes the buffer management cost at the MPI level. We experiment with different message sizes.
In the standard latency test under load, we measure the average standard ping-pong latency test when simultaneous messages are in transit between pairs of send and receive processes. Note that the send and receive nodes are on different nodes, and pair-wise processes are spread evenly across different nodes in the cluster. We also measure the unidirectional latency with different message sizes. In this test, the sender transmits a message repeatedly to the receiver, and then waits for the last message to be acknowledged. The number of messages sent is kept large enough to make the time for the acknowledgement negligible relative to the total time.
C. Bandwidth
The bandwidth test shows the capacity of the network. In this measurement, the sending process constantly pumps messages into the network without waiting for an acknowledgement. The receiving node sends back an acknowledgment upon receiving all the messages. Bandwidth is reported as the total number of bytes per unit time delivered during the time measured. We also measure the aggregate bandwidth when simultaneous messages are in transit between pairs of send and receive processes. In this test, send and receiving nodes are on different nodes, and pair-wise processes are spread evenly across different nodes in the cluster.
D. LogP Parameters
LogP parameters have been proposed to gain insights into different components of a communication step [24] . It considers the communication cost as well as the cost for integrating communication into computation. LogP models sequences of point-to-point communications of short messages. L is the network hardware latency for one-word message transfer. O is the combined overhead in processing the message at the sender (o s ) and receiver (o r ). P is the number of processors. The gap, g, is the minimum time interval between two consecutive message transmission from a processor. LogGP model [25] extends LogP to also cover long messages. The Gap per byte for long messages, G, is defined as the time per byte for a long message.
An efficient method for measurement of LogP parameters has been proposed in [26] . The method is called parameterized LogP and subsumes both LogP, and LogGP models. This model defines five parameters (L, o s , o r , g, P). In this model, the latency, L, is the end-to-end latency from a process to another process, combining all contributing factors. The most significant advantage of this method over the method introduced in [27] is that it only requires saturation of the network to measure g(0), the gap between sending messages of size zero. For a message size m, the latency, L, and the gaps for larger messages, g(m), can be calculated from g(0), and round trip times, RTT(m), as shown in (1), and (2). Table II defines LogP parameters in terms of parameterized LogP. 
LogP
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E. Traffic Patterns
In these experiments, our intension is to analyze the network performance under several different traffic patterns, where each sender selects a random or fixed destination. We generate message sizes, and message inter-arrival times randomly using uniform and exponential distributions. Note that these patterns may generate both on-node and off-node traffic in our cluster.
1) Uniform Traffic:
The uniform traffic is one of the most frequently used traffic patterns for evaluating the network performance. Each sender selects its destination randomly with a uniform distribution.
2) Permutation Traffic: These communication patterns are representative of parallel numerical algorithm behavior mostly found in scientific applications. Note that each sender communicates with a fixed destination. We experiment with the following permutation patterns: -Baseline: the ith baseline permutation is defined by β i (a n-1 , …, a i+1 , a i , a i-1 , …, a 1 , a 0 ) =   a n-1 , …, a i+1 , a 0 , a i , a i-1 , …, a 1 (0 ≤ i ≤ n-1 ).
-Bit-reversal: the process with binary coordinates a n-1 , a n-2 , …, a 1 , a 0 always communicates with the process a 0 , a 1 , …, a n-2 , a n-1 . -Butterfly: the ith butterfly permutation is defined by β i (a n-1 , …, a i+1 , a i , a i-1 , …, a 0 ) = a n-1 , …, a i+1 , a 0 , a i-1 , …, a i (0 ≤ i ≤ n-1).
-Complement: the process with binary coordinates a n-1 , a n-2 , …, a 1 , a 0 always communicates with the process a n-1 , a n-2 , …, a 1 , a 0 . -Cube: the ith cube permutation is defined by β i (a n-1 , …, a i+1 , a i , a i-1 , …, a 0 ) = a n-1 , …, a i+1 , a i , a i-1 , …, a 0 (0 ≤ i ≤ n-1).
-Matrix transpose: the process with binary coordinates a n-1 , a n-2 , …, a 1 , a 0 always communicates with the process a n/2 -1 ,…, a 0, a n-1 , …, a n/2 . -Neighbor: processes are divided into pairs. Each pair consists of two adjacent processes. Process 0 communicates with process 1, process 2 with process 3, and so on.
-Perfect-shuffle: the process with binary coordinates a n-1 , a n-2 , …, a 1 , a 0 always communicates with the process a n-2 , a n-3 , …, a 0 , a n-1 .
F. Collective Communications
We chose broadcast, scatter, gather, and alltoall operations as representatives of the mostly used collective communication operations in parallel applications. Our experiments are done with processes located on the same node and/or on different nodes. In the off-node case, we evenly divided the processes among the four Sun Fire 6800 nodes.
G. Applications
It is very important to discover if the performance seen at the user-level and middleware-level (MPI) can be delivered to the application level as well. We were able to experiment with only two applications from ASCI purple suite [20] (due to lack of sufficient exclusive access time), namely SMG2000 and Sphot, to evaluate the cluster performance under the MPI, and mixed-mode (MPI-OpenMP) programming paradigms. We also compare their performance with the OpenMP version (up to 16 threads). Table III shows the execution times for different RSMAPI primitives. Some API calls are affected by the memory segment size (shown here with 16 Kbytes memory segment size), while others are not affected at all [9] . The minimum memory segment size is 8 Kbytes in the current implementation of RSM. Note that the API primitives with the asterisk sign are normally used only once for each connection. Fig. 5 shows the percentage execution times for the "export" and "import" sides with a typical 16 KB memory segment, and data size. It is clear that the connect and disconnect calls together take more than 80% of the execution time at the "import side". However, these calls happen only once for each connection. The time for open barrier, close barrier, and the signal API primitives are not small compared to the time to put small message sizes. This is why in Sun MPI barrier is not used for small message sizes, and data transfer is done only through postboxes. Fig. 6 shows the time for several RSMAPI functions at the "export" side affected by memory segment size. The export_destroy primitive is the least affected one. The results imply that applications are better off creating one large memory segment for multiple connections instead of creating multiple small memory segments. Fig. 7 compares the performance of the put and get functions under different message sizes. It is clear that put has a much better performance than get for message sizes more than 64 bytes. This implies that applications and middleware packages/libraries should use remote writes rather than remote reads. For the same reason, Sun MPI [22] uses push protocols rather than pull over Sun Fire Link. Also, it is better to have as many put operations within a barrier due to the barrier overhead. The performance of get is better for messages up to 64 bytes because writing data less than 64 bytes invokes a kernel interrupt on the remote node, which adds to the delay. The RSM code that uses CPU's Block Store/Load instructions is integrated in Solaris 9. We are currently measuring its timing. We will report in a near future. Fig. 8(a) shows the latency for on-node pair-wise communication in the range [1 … 16kB]. The latency for 1-byte message is 2 µs for unidirectional ping, 3 µs for Standard, Ready, Buffered, Synchronous, and the Diff buf modes. For the unidirectional, it remains at 2 µs up to 64 bytes, and for bidirectional ping, it is almost constant at 3 µs. It is clear that the Buffered mode has a higher latency for larger messages. It is interesting to see that for messages up to 1 KB the latency is 5 µs for the unidirectional ping, and between 7 to 9 µs for bidirectional. [1 … 16kB] , where the endpoints are on different SMP machines. Quite interestingly, the latency for 1-byte message remains at 2 µs for unidirectional ping, but 5 µs for Standard, Ready, Synchronous, Diff buf modes, and 6 µs for the Buffered mode. This is almost fixed up to 64 bytes. Fig.  8 (c) also verifies that the Sun MPI uses the short message method for up to 3912-byte message sizes and then switches to the long message protocol. Note that our measurements have been done under the default directed polling. Shorter message latency (3.7 microseconds) has been reported in [8] for zero byte message with general polling. Fig. 8(b) and Fig.  8(d) show the large message latencies for different modes. For off-node communications, the diffbuf has slightly worse performance compared to others (except for the Buffered mode). Table IV shows a summary of small message size latencies for on-node and off-node communications.
VI. EXPERIMENTAL RESULTS

A. Remote Shared memory API
B. Latency
Table V compares the best reported short message latencies for MPI over Quadrics QsNet [28] , and QsNet II [29] , Myrinet D-card [28] , Myrinet E-card [30] , InfiniBand [28] , Sun Fire Link [8] , and our Sun Fire Link* measurement. The short message latency of the Sun Fire Link interconnect is comparable (or better) to the other high-performance interconnects.
We measure the average standard ping-pong latency test when simultaneous messages are in transit between pairs of send and receive processes, as shown in Fig. 9 . For each curve, the message size is held constant, while the number of off-node pairs is increased. The results are interesting as the latency in each case does not change much as the number of pairs increases. We do not know why the off-node latency under load with 32 bytes decreases going from four to eight nodes. Fig. 10 shows the overhead of the standard MPI ping-pong latency over the RSM put primitive. Note that we have assumed the same execution time for put with 1 to 64 bytes. C. Bandwidth Fig. 11(a) and Fig. 11 (b) present the bandwidths for onnode and off-node communication, respectively. The unidirectional bandwidth can be considered as the peak performance of the network, while sending packets in both directions may expose the network bottlenecks. As it is shown in Fig. 11(b) , the unidirectional ping achieves the highest bandwidth of 695 MB/s for inter-node communication. The network shows roughly similar performance for both unidirectional and bidirectional cases (except for the buffered mode). The bidirectional ping achieves a bandwidth of approximately 660 MB/s, except for the buffered mode, where it has the lowest bandwidth of 346 MB/s. This is due to the overhead of buffer management. However, the diffbuff mode has a better performance of 582 MB/s. It is interesting to see that all on-node communication modes (except for the buffered mode), could achieve roughly the same maximum bandwidth. The transition point in Fig. 11(b) between the short and long message protocols is at the 3912-byte message size. Table VI compares the reported bandwidth for MPI over Quadrics QsNet [28] , and QsNet II [29] , Myrinet D-card [28] , Myrinet E-card [30] , InfiniBand [28] , Sun Fire Link [8] , and our Sun Fire Link* measurement. The Sun Fire Link achieves higher bandwidth than the Myrinet, however its performance is not as good as the QsNet II and InfiniBand. Fig . 12 shows the aggregate off-node bandwidth with a standard bidirectional ping-pong test for varying number of communicating pairs. The aggregate bandwidth is the sum of individual bandwidths. Again, the inflection point is shown at the 3912 bytes message size. From 256 KB message size up, rendezvous protocol is used. As shown in Fig. 12 , the network is capable of providing higher bandwidth with increasing number of communication pairs up to 256 KB message size. However, with 256 KB message size and above, the aggregate bandwidth is higher for 16 pairs of communication than for 32 pairs. 
Average latency under load
D. LogP Parameters
Traditionally, message latency and bandwidth have been used for measuring the network performance. However, LogP model provides greater detail about different component of a communication step. We use two processes on different SMP nodes. The o s , o r , and g are drawn in Fig. 13 . It is interesting to see that all three parameters, o s (3 µs), o r (2 µs), and g (2.29 µs), remain fixed for the message sizes of one to 64 bytes. However, they increase with larger messages sizes (except with a decrease at 3912 bytes). It seems to us that probably the network interface is not quite intelligent as the CPU has to do more work with larger message sizes, both at the send and at the receiving sides. The decrease at 3912 bytes message size is related to switching from the short message protocol to long message protocol. Table VII summarizes the LogP parameters.
E. Permutation Traffic Patterns
We have considered uniform and exponential distributions for both the message size (denoted by 'S') and the inter-arrival time (denoted by 'T'). Fig. 14 shows the accepted bandwidth against the offered bandwidth under the uniform traffic distribution. From the results, the performance is not much sensitive to these distributions. The off-node accepted bandwidth can be up to around 2000 MB/s with 64 processes, 1500 MB/s with 32 processes, and 900 MB/s with 16 processes. The on-node accepted bandwidth is much smaller than the off-node accepted bandwidth, which is only around 250 MB/s for 16 processes, 500 MB/s for 32 processes, and 550 MB/s for 64 processes. It is clear that the network performance scales with the number of processes. 
F. Collective Communications
We have measured the performance of broadcast, scatter, gather, and alltoall operations in terms of their completion time. Fig. 16(a) and Fig. 16(b) show the time for on-node and off-node collective communications with 16 processes, while the off-node performance is shown in Fig. 16(c) for 64 processes. The on-node performance is better than the offnode in most cases. We can see the difference in performance between the 2KB and 4KB message size for off-node collective communications when the protocol switches. An overall look at the running time shows that the alltoall operation takes the longest, followed by the gather, scatter, and broadcast operations. This is true for on-node, as well as for off-node communications. We do not know the reasons behind the spikes in the Fig. 16(a) at 512 byte, and in the Fig.  16(b) at four byte. We ran our tests 1000 times and got the average. The spikes were present in all cases. 
G. Applications 1) Sphot:
Sphot is a coarse-grained mixed-mode program. The researchers in [20] have shown that the average number of messages per process is 4, and the average message volume is 360 bytes, for 32 to 96 processes. It is interesting to discover if the Sun Fire Link interconnect and the Sun MPI implementation could deliver the SMP performance (or better) across the network under the extreme cases; that is, the OpenMP and the MPI. As can be seen in Fig. 17 , the MPI performance is equal or slightly better than the OpenMP performance. The application is scaling but scalability is not linear. Note that the MPI processes are evenly distributed among the four nodes.
We now compare the performance of Sphot under MPI and the MPI-OpenMP. We define the number of parallel entities (PE) as in (3): #Parallel entities = #Processes × #Threads per process (3)
We ran Sphot with different number of parallel entities and for each case we ran it with different combinations of threads and processes. Fig. 18 presents the execution time for one to 64 parallel entities, each with different combinations of processes and threads. The results show that this application has almost the same performance under the MPI and the MPIOpenMP programming paradigms. 1p2t  2p1t  1p4t  2p2t  4p1t  1p8t  2p4t  4p2t  8p1t  1p16t  2p8t  4p4t  8p2t  16p1t  2p16t  4p8t  8p4t  16p2t  32p1t  2p24t  3p16t  4p12t  6p8t  8p6t  12p4t  16p3t  24p2t  48p1t  4p16t  8p8t  16p4t  32p2t 2) SMG2000: The SMG2000 problem size is roughly equal to the input problem size (64×200×200) multiplied by the number of processes. For a fixed problem size, we reduce the input problem size with the increasing number of processes, accordingly. The SMG2000 is a mixed-mode program, and highly communication intensive. The average number of messages per process is between 15306 to 16722, the average message volume is between 2.2 MB to 2.9 MB, and the average number of message destinations is between 23 to 64, all for 32 to 96 processes. This application is a tough test for the cluster. Fig. 19 shows that the MPI performance is equal or slightly better than the OpenMP performance. The scalability is not good, and it even drops after 32 processes.
We then ran the SMG2000 with one to 64 parallel entities. Fig. 20 shows the execution times for different combinations in each parallel entity. We can see that pure MPI has a better performance than the MPI-OpenMP for PEs from four to 32. However, with 64 PEs, the mixed mode (8p8t, 16p4t, and 32p2t) has slightly better performance. 
VII. RELATED WORK
Research groups in academia and industry have been continuously studying the performance of the clusters and the interconnection networks. The performance of Quadrics interconnection networks has been studied in [3] and [28] . The authors in [3] have shown the performance of QsNet under different communication patterns. Numerous research studies have been done on the Myrinet including [2] , [14] , and [28] . In [28] , the authors have compared the performance of their MPI implementation on top of the Mellanox's InfiniBand, with the MPI implementation over Quadrics QsNet, and the Myrinet D-card. Sun Microsystems has introduced the Sun Fire Link interconnect, and the Sun MPI implementation [8] . There are several different semantics supported by different networks. Cray T3E uses shared-memory concept [13] , where it provides a globally accessible, physically distributed memory system to provide implicit communications. VMMC [11] provides protected, direct communication between the sender's and receiver's virtual address spaces. The receiving process exports areas of its address space to allow the sending process to transfer data. The data are transferred from the sender's local virtual memory to a previously imported receive buffer. There is no explicit receive operation in VMMC. The reflective-memory model, supported by DEC Memory Channel [12] , is a sort of hybrid between explicit send-receive and implicit shared-memory models by providing a write-only memory "window" in another process address space. All data written to that window directly go into the address space of the destination process. ARMCI [14] is a software architecture for supporting remote memory operations on clusters.
SMG2000 (mixed-mode)
VIII. CONCLUSION
Shared-memory multiprocessors have a large market. Clusters of multiprocessors have been regarded as a viable platform to provide supercomputer performance. However, the interconnection network, the network interface, and the supporting communication software system are the deciding factors in the performance of such clusters. In this paper, we attempt to measure the performance of Sun Fire 6800 clusters with the recently introduced Sun Fire Link interconnect. Sun Fire Link is a memory-based interconnect, where the Sun MPI library uses the Remote Shared Memory model for its userlevel messaging protocol. Our performance results include the RSMAPI primitives' execution times, the intra-node latency, the inter-node latency, and the bandwidth measurements under different communication modes, parameters of LogP model, collective communications, permutation traffic patterns, and two mixed-mode applications.
Our RSM results indicate that put has a better performance than get on this interconnect as in other memory-based interconnects. We also demonstrate the overhead of the Sun MPI implementation on top of the RSM level. The Sun MPI implementation achieves 2 to 5 µs for off-node latency. The Sun Fire Link interconnect has a comparable (or better) short message latency compared to the other high-performance interconnects. The unidirectional and bidirectional bandwidths are 695 MB/s, and 660 MB/s, respectively. The aggregate bandwidth is 4.5 GB/s with 16 pairs of communicating nodes. The Sun Fire Link achieves higher bandwidth than the Myrinet, however its performance is not as good as the QsNet II and InfiniBand.
The source overhead is 3 µs, the destination overhead is 2 µs, and the gap is 2.29 µs. The LogP parameters increase with the message sizes of greater than 64 bytes. This indicates that the host CPU is more involved in the communication, and thus the network interface is less capable of off-loading the host CPU.
The performances of on-node collective communication operations are better than the off-node collective communications. Meanwhile, the performance of the off-node barrier operation is relatively poor. Under single-stage Cube permutation, the cluster achieves maximum off-node bandwidth of 3500 MB/s with 32 processes. The performance of the applications under MPI is better than the OpenMP, and almost equal or slightly better than the mixed-mode (MPIOpenMP). In general, the Sun Fire Link cluster performs relatively well in most cases.
