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Frequentemente, é necessário modelar a relação entre uma variável resposta, y, e uma 
variável regressara, x (ou várias variáveis regressaras). O modelo linear de regressão 
de Gauss-Markov, normal, é de grande atrativo pela sua simplicidade, e disponibilidade 
de resultados teóricos e programas computacionais. Entre as vantagens deste modelo, 
poderia ser citada a inferência exata, mesmo para pequenas amostras. No entanto, nem 
sempre o ajuste do modelo linear parece ser adequado: relação entre y e x não linear 
ou o erro não parece ter distribuição normal. Uma alternativa, usualmente adotada, é a 
utilização do modelo linear de regressão da transformação da variável resposta, g(y), em 
x. Após este ajuste de modelo em escala transformada, como fazer inferência na escala 
original? 
O enfoque principal deste trabalho é a estimação pontual da esperança de y, dado x, 
e a construção de intervalo de predição para y, dado x, após o ajuste de modelo linear 
de regressão de g(y) em x. 
Para a estimação pontual da esperança de y, dado x, há vários estimadores na liter-
atura. O que eles tem em comum é a utilização da transformação inversa e de quantidades 
decorrentes do ajuste do modelo linear de regressão de g(y) em x. Em alguns destes 
estimadores fica expl{cita a interferência da variância do erro do modelo, u 2 • Esta inter-
ferência tem várias intensidades de atuação, conforme a transformação usada. Na trans-
formação logaritmo, os estimadores podem vir a superestimar bastante as esperanças, se 
o valor de u 2 é grande, e o seu estimador, ô-2 , for observado acima do valor verdadeiro, 
1 
172 • Na transformação raiz quadrada, o valor de 172 não interfere muito, desde que seja 
pequeno, em relação à magnitude da variável y. Portanto, o ajuste do modelo linear na 
escala transformada deve ser examinado com atenção, levando em conta a transformação 
usada. 
Para a predição da variável y, dado x, é importante verificar a suposição de nor-
malidade do erro no modelo Gauss-Markov de regressão de g(y) em x. Não havendo 
evidência contra esta suposição, um intervalo de predição para g(y), dado x, pode ser 
construÍdo da maneira usual, e, usando a inversa da transformação g nos limites deste 
intervalo, está definido um intervalo de predição para y. Scott e Wild (1993) apresentam 
um exemplo onde ajustam o modelo linear de regressão de Gauss-Markov normal para 
duas transformações da variável resposta, separadamente. Nos dois casos, a suposição de 
normalidade do erro parece estar sendo atendida. Intervalos de predição para a variável 
resposta, na escala original, são obtidos usando a transformação inversa nos limites do 
intervalo de predição para a variável transformada. Estes intervalos são praticamente 
idênticos, para as duas transformações usadas, apesar destas transformações serem bem 
diferentes e apesar de que o ajuste do modelo para uma transformação ter sido bom e 
para a outra muito pobre. O objetivo deste exemplo foi o de mostrar que não faz nenhum 
sentido comparação de ajustes de modelos em escalas diferentes, e que para o intervalo 
de predição é necessário examinar a distribuição do erro. 
No contexto descrito acima, seriam de grande utilidade: 
• um procedimento para verificar a suposição de normalidade dos erros, no modelo 
Gauss-Markov, através dos resÍduos; 
• uma definição de intervalo de predição para o modelo de regressão Gauss-Markov, 
sem a suposição de normalidade dos erros. 
Desenvolvemos neste trabalho um procedimento gráfico, que baseado na função de 
distribuição empÍrica dos resÍduos de um modelo de Gauss-Markov normal, produz uma 
região crÍtica para detecção de falta de normalidade. Tomamos como base o desenvolvi-
mento de Lange e Ryan (1989) que analisaram a função de distribuição empÍrica, pon-
2 
derada, de efeitos aleatórios, de modelo linear misto. O resultado é o conhecido gráfico 
'qq-plot', porém, com distribuição ajustada à estimação de parâmetros, com região crftica 
delimitada. 
Com relação a um intervalo de predição sem a exigência de normalidade no erro do 
modelo de Gauss-Markov de regressão , investigamos o método proposto por Schmoyer 
(1992). Se a distribuição do erro não tiver uma assimetria muito acentuada, a utilização 
deste intervalo de predição parece ser adequada. 
A sequência dos capÍtulos é a seguinte: 
• No CapÍtulo 2 são apresentados os resultados em que se baseam procedimentos para 
verificação de suposição de normalidade do erro no modelo de regressão de Gauss-Markov. 
• No CapÍtulo 3 são apresentados estimadores para a esperança de y, dado x. 
• No CapÍtulo 4 são investigados alguns aspectos dos estimadores do capÍtulo 3, 
inclusive uma simulação para comparação dos mesmos. 
• No CapÍtulo 5, o intervalo de predição de y, sob o modelo Gauss-Markov, sem 
normalidade, é apresentado. 
No apêndice são apresentados breves resultados teóricos. Os programas desenvolvidos 
em linguagem SAS para a obtenção de estimadores pontuais e intervalos de predição são 
apresentados em disquete. 




Procedimentos para Verificação de 
Suposição de Normalidade 
2.1 Introdução 
Frequentemente, uma modelagem estatfstica se baseia em alguma suposição de normali-
dade. Torna-se necessário a adoção de procedimentos que verifiquem a adequação de tal 
supos1çao. 
Neste capÍtulo, inicialmente, é apresentado um resultado geral de Pierce (1982) que de-
fine distribuições assintóticas para certo tipo de estatÍstica. Tipicamente, essas estatÍsticas 
são funções de estimadores de um ou mais parâmetros. A distribuição assintótica da es-
tatÍstica é obtida por intermédio da distribuição desta estatÍstica, considerando-se que 
os parâmetros sejam conhecidos. Duas aplicações são desenvolvidas. 
A primeira aplicação, trata-se de estatÍstica de assimetria, descrita de maneira sumária 
em Pierce (1982), aqui, com mais detalhes. Sob normalidade, a estatÍstica de assimetria é 
aproximadamente N(O, ~ ), onde n é o tamanho da amostra. Valores maiores, em módulo, 
que 2..[f, para a estatÍstica de assimetria forneceriam evidência contra a suposição de 
que a amostra se origina de modelo normal. 
A segunda aplicação concerne a distribuição empÍrica, na presença de estimadores 
de parâmetros. Lange e Ryan (1989) analisaram a função de distribuição empÍrica, 
ponderada, de efeitos aleatórios, de modelo linear misto. Neste trabalho, lidamos com 
4 
uma situação mais simples, que, no que possa ser comparado aos resultados de Lange e 
Ryan, parece haver concordância. O objetivo aqui é produzir um gráfico de normalidade 
com região demarcada, que indicaria violação à suposição de normalidade da amostra. 
As duas aplicações se referem ao contexto do modelo Gauss-Markov normal de regressão 
simples, abaixo descrito: 
Y= X (3 + t:, 
fV fV fV 
onde y'I' = (y1, y2, ... , Yn) é o vetor de observações de uma variavel aleatória y; X é matriz, 
fV 
de posto 2, com colunas 1 ex, onde xT = (x1 , x 2 , ... , Xn) são valores da variável regressara, 
N N N 
x; f3T = ((30 , (31) é o vetor de parâmetros; t: é o vetor de erros e In é a matriz de identidade 
~ fV 
de dimensão n x n. A adequação da suposição de normalidade de t: seria investigada 
N 
através do exame dos resfduos. 
2.2 Distribuição Assintótica Ajustada à Estimação 
de Parâmetros 
Pierce (1982) apresentou o seguinte resultado. 
Seja Yl, y2, ... uma sequência de variáveis aleatórias com distribuição conjunta que 
depende de um vetor de parâmetros .À. Estas variáveis aleatórias não são necessariamente 
fV 
independentes ou identicamente distribufdas. Seja 1n (y1 , y2 , ... , Yn) uma sequência de 
N 
estimadores para .À, eficiente e assintoticamente normal, denotada por 1n· Considere a 
N N 
sequência Tn = Tn(y1 , Y2, ... , Yn; Ã) com distribuição assintoticamente normal, cuja média 
N 
assintótica é constante em .,\. 
fV 
O objetivo é achar a distribuição limite da estatfstica Tn = Tn(Yb y2, ... , Yn; 1n), onde 
fV 
À é estimado por ~n· Sob condições de regularidade e sem perda de generalidade, Tn tem 
fV N 




foTn l D [ L l ( [ V11 V12 ] ) 1. ~ ~ ~ "" N O, , 
fo( ~n - ~) ó rv v21 v22 
para todo À, onde assume-se que V22 é não singular. 
fV 
2. Existe uma matriz B, que geralmente dependerá de À, tal que 
fV 
vnTn = vnTn+ Bvn(~n- À)+ 0(1). Se Tn é diferenciável em À, este resultado vem da 
N rv rv 
expansão em série de Taylor até primeira ordem onde 
B = lim E [BTnl· 
n-+00 a À 
N 
3. ~n é assintoticamente eficiente. 
Atendidas estas três condições de regularidade, tem-se que 
(2.1) 
2.2.1 Distribuição aproximada de estatÍstica de assimetria 
Pierce (1982) apresentou a seguinte ilustração. 
Considere-se variáveis aleatórias, independentes, 
i= 1,2, ... ,n. 
A distribuicão de Yi depende do vetor de parâmetros À= ((30 , {31 , u 2 ). Seja a estatÍstica 
fV 
de assimetria 




Considerando os parâmetros, .À= ((30 , (31, u 2 ), conhecidos, e 
rv 
então, /fiTn "'N(O, 15). 
Prova: 
aSSlm 
porque o terceiro momento de uma variável de distribuição N(O, 1) é zero. 
Portanto, 
V ar[ylii"T.] = ~~V ar { (y, - f3o "- f3,x ") } 
3 
= ~nVar { (l/1- /3o"-/l,xu)} 3' 
pois, Yi - f3o- /31xil, i = 1, 2, ... , n, são independentes e identicamente distribuÍdas, 
=V ar { (y,- fJo; fJ,xu)} 3 
= E [ ( l/1 - f3o "- f3txu ) '] _ E' [ ( l/1 - f3o "- f3txu) '] 




pela função geratriz de momentos, 
= 15. (2.2) 
Portanto, para todo n, temos que 
..;nrYI ,.,. N(o, 15). o 
Resultado 2.2 




então, foTn ---t N(O, 6). 
Prova: 
Vu = V ar[ vnTn] = 15 
conforme (2.2). 
Precisamos definir 
onde .,\* = (f3ô, [3;_, u*2 ) é uma variável matemática. 
rv 
Diferenciando Tn com respeito a f3ô, temos 
8Tn = ~ { ~ t (Yi- f3ô- /3i x,1)3} 
Bf3ô Bf3ô n i=l q* 
8 
e no ponto ..\*= ..\, obtemos 
rv rv 
cuja esperança é 
3 
Diferenciando Tn com respeito a /3i temos 
ãi'n = _!____ { !_ t (y,- f3ô- /3i Xi1) 3 } 
B/3i Bf3i n,=l ~* 
_ 3 ~ . (Yi- f3ô- /3i Xi1)2 
- --L....,X11 , 
n~* i=l ~* 
e no ponto ..\*= ..\, obtemos 
rv rv 
cuja esperança é 
onde x = ~ E?=1 Xil· 
3 -
- -;; x, 
Diferenciando Tn com respeito a ~*2 , temos 
= __ 3_ t (Yi- f3ô- /3i Xi1) 3 ' 








1 = _ ~ t ( Yi - f3o - f31 X i1) 3 ' 
8a ;. ·=;. 2na i=1 a 
cuja esperança é 
o. (2.5) 
Das equações (2.3), (2.4) e (2.5), temos 




= Var[vn ~n] 
rv 
(2. 7) 
Por resultados apresentados no apêndice, temos 
2 2 
-~x ~(s2+ x ) o ns2 ns2 
Var[~n] = -~x <72 o 
rv ns2 ns2 
o o 2(n-2}<74 n2 
2 
d 2_1 n 2 - b d · ( . on e s - n Li=1 xi1 - x . Su stituin o esta matnz em 2. 7), 
v22 = n v ar[~n] 
rv 
2 2 
~(s2+ x ) 2 --~X s o 
- cr2 - cr2 o -S2'" X S2'" (2.8) 
o o 2(n-2}<74 n 
10 
Usando as equações (2.2), (2.6) e (2.8), temos 
2 2 
~(s2+x) 








n D n 







-ST X o 1 
u2 3 -
5T o X (J 
o 2(n-2}ui n o 
n 6 
Tn ,.;.. N(O, -) . O 
n 
Nesta aplicação podemos dizer que Tn ,.;.. N(O, * ), para qualquer n, já que a estatfstica 
Tn e ~n tem distribuição normal, para qualquer n. 
(\) 
2.3 Distribuição Aproximada de Função de Distribuição 
E ~. mpirica 
Considere as variáveis aleatórias, independentes, 
e ,\= ((30 , (3~, (} 2 ) é o vetor de parâmetros. 
fV 
Definimos as variáveis aleatórias 
i= 1, 2, ... , n, 
onde z, i:.:J N(O, 1), para i= 1, 2, ... , n, se,\ é conhecido. 
N 
11 
A função de distribuição acumulada empÍrica de Zi é 
1 n 





1, se x > z, 
I(x- Zi) = - . 
o, c.c. 
Usando Àn= (~on, P1n 1 &~), onde Pon, ~In são estimadores de máxima verossimilhança de 
fV 






1, se x > ii 
I(x- ii) = -
o, c.c. 
Temos alguns resultados conhecidos sobre a função F. 
Resultado 2.3 
Supondo ..X conhecido, 
"' 
E[Fn(x)] = <P(x), 
onde <P(x) é o valor da função de distribuição acumulada da normal padrão, no ponto x, 
e 
1 
Cov[Fn(x), Fn(Y)] = -<I>(x)[1- <P(y)]. 
n 
Prova: 
1 Por simplicidade, mantemos a notação Ô'~, apesar desta ter sido usada para o estimador de máxima 
verossimilhança na seção anterior. 
12 
1 n 
E[Fn(x)J =- LE[I(x- Zi)] 
n i=l 
1 n 
=- í:Pr[zi ~ x] 
n i=l 
= Pr[z1 ~ xJ 
= <P(x). 
Suponha x ~ y, então, 
I(x- Zi) = 1 =} I(y- zi) = 1 =} 
E[I(x- zi)I(y- zi)] = <P(x ), 
e para i =f. j, 
E[I(x- Zi)I(y- z1 )] = <P(x)<P(y). 
Então, 
[ 
1 n n ] 
E[Fn(x)Fn(Y)] =E n2 ~ I(x- z,) ~ I(y- zi) 
1 [ n n l = n2 E í:I(x- Zi)I(y- Zi) + LLI(x- zi)I(y- Zj) 
1=1 1=1 Jtl 
1 
= 2 [n<P(x) + n(n- l)<P(x)<P(y)]. n 
Logo, 
Cov[Fn(x), Fn(Y)] = E[Fn(x)Fn(Y)]- E[Fn(x)]E[Fn(Y)] 
1 
= 2 [n<P(x) + n(n- l)<P(x)<P(y)]- <P(x)<P(y) n 
1 
= -<P(x)[l- <P(y)]. O 
n 
O objetivo é achar a distribuição aproximada de Ê'n(x), aplicando o resultado dado 
por Pierce. Definimos 
Tn(x) = Fn(x)- <P(x), (2.11) 
13 
Tn(x) = Fn(x)- ~(x), 
e com os vetores de parâmetros À= (/3o, /31, cr2 ) e ~n = (Pon1 Ptn 1 â"~), estas estatÍsticas 
rv rv 
satisfazem às condições de regularidade, dadas anteriormente, obtendo-se o resultado 
dado em (2.1). 
Resultado 2.4 
Considerando À conhecido e Tn(x) = Fn(x)- ~(x), ..fiiTn ~ N(O, ~(x)[1- ~(x)]). 
rv 
Prova: 
Usando (2.11) e o resultado (2.3), calculamos 
=o. 
= Var[fo(Fn(x)- ~(x))] 
= nVar[Fn(x)] 
= n~~(x)[1- ~(x)], 
n 
pelo resultado 2.3, 
= ~(x)[1- ~(x)]. 
O resultado segue usando o Teorema Central do Limite. O 
Resultado 2.5 
Usando os estimadores de máxima verossimilhança de À, ~n' e 
(2.12) 
Tn(x) = Fn(x)- ~(x), então, ..fiiTn ~ N (o, ~(x)[1- ~(x)]- (p2(x) (1 + 2(:~2))). 
Prova: 




B = limE [8Tnl 
n-+00 a À* 
rv ).*=). 
= lim [aE[Tn]l 
n-+00 a À* ' 
rv ).*=). 
onde X"= (/3ô, /3i, <7* 2 ) é uma variável matemática. 
rv 
Expressando a esperança de Tn em termos da variável matemática À*, 
rv 
= ~ f:rr [y,- (f3o + /31Xit) ~ XO"* + (f3ô + /3i Xil)- (f3o + /31Xit)] 
n •=1 O" O" 
= ~ t, <P ( XO"* + (f3ô + f3i X~t) - (f3o + f3t Xil)) . 
Diferenciando E[Tn] com respeito a /3ô, temos 
onde cp(x) é a função densidade da normal padrão, e no ponto À*= À, obtemos 
IV IV 
1 n 1 =-L -cp(x) 
).*=>. n i=l O" 
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1 = -4>(x). 
O' 
(2.13) 
Diferenciando E[Tn] com respeito a /3i, temos 







Diferenciando E[Tn] com respeito a a*2 , temos 
e no ponto À*= À, obtemos 
N N 
(2.15) 
Das equações (2.13), (2.14) e (2.15), 
1 - X 






Pelas equações (2.12), (2.16) e apêndice, temos 
2 2 a-2 -
~(s2+ x ) -52"" X o 1 
14>() - X a-2 - a-2 1 -- x (1,x, 2 ) -52"" X 52"" o -<P(x) X (7 (7 (7 
o o 2no-4 I; n-2 2cr 
1 
= q>(x)[1- q>(x)]- qi(x) ( 1, O, nn~a2 ) x 
= q>(x)(1- q>(x)]- qi(x) (1 + 2(:~ 2)). O 
Resultado 2.6 
e 






Pela aproximação em série de Taylor, de primeira ordem, temos: 
=x. 
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porque, se <I>( t) = u, ou seja, t = <I>- 1 ( u ), então, 
! <I>(t) = <P(t) 
Portanto, 
a _1 at 1 1 1 1 
au[<I> (u)] = au = é];: = Bt<I>(t) = <P(t) = 4>(<I>- 1 (u))' 
e, no ponto u = <I>(x), 
Assim, 
Pelos resultados apresentados, um gráfico dos valores observados de Zi versus <I>- 1(.Ê'n( z, )), 
para i = 1, 2, ... , n, deveria ser aproximadamente linear, passando na origem, com in-
clinação aproximadamente igual a 1, sob suposição de normalidade. Além disso, para 
k > O, a região dada por 
poderia ser considerada como uma região indicadora de falta de evidência contra a su-
posição de normalidade. Ou seja, se os pares (zi, <I>- 1 (Fn(zi))) se locarizarem dentro desta 
região, não estão comprometendo a suposição de normalidade. 
Lange e Ryan (1989) definem uma região de confiança para verificar se os efeitos 
aleatórios de modelo linear misto são normais. Eles sugerem o uso de k = 1, ou seja, 
admitir uma flutuação dentre um desvio padrão. 
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Portanto, seguindo o mesmo rigor de Lange e Ryan, definimos a região crÍtica 
Observa-se que a razão entre os desvios padrões, de Fn(x) e Fn(x), 
(Va.r[Fn(x)])t 
(Var[Fn(x)J)t' 
é aproximadamente 0,5, para valores de x próximos a zero (sendo 0,6 para x igual a zero), 
e esta razão decresce um pouco para valores de x afastados de zero. 
2.4 Ilustrações 
Os procedimentos apresentados nas seções anteriores são utilizados em oito amostras, 
para verificar a adequação da suposição de normalidade, no ajuste de uma reta. Para 
cada amostra temos os gráficos dos pares (y, x ), aparecendo a reta de quadrados mÍnimos 
e o gráfico de normalidade, além do valor observado da estatÍstica de assimetria. 
As três primeiras amostras são conjuntos de dados de Carroll e Ruppert (1988). Estes 
conjuntos de dados claramente mostram situação de heterogeneidade de variância de y, 
dado x. Estão aqui expostos para vermos como se comportaria o gráfico de normalidade. 
Na primeira amostra, os dados provém de um ensaio para conhecer o comportamento 
de uma enzima, esterase. Foi registrada a concentração observada de esterase num exper-
imento de ligaduras onde o número de ligaduras foi contado. Vamos considerar o número 
de ligaduras como a variável resposta, y, e a concentração de esterase utilizada como a 
variável regressara, x. A figura (2-1) mostra evidência forte de violação da suposição de 
normalidade. 
A segunda amostra, figura (2-2), se refere ao conjunto de dados observados no rio 
Skeena para modelar a relação entre a quantidade anual de ovas de peixes e a produção 
anual de peixes com tamanho suficiente para ser pescado, chamados 'recrutas'. Temos 
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o número de ovas de peixes como variável regressara, x, e o número de recrutas como 
variável resposta, y. A figura (2-2) não mostra evidência contra a suposição de nor-
malidade, mas podemos observar que para x maior que 500, os resfduos padronizados 
correspondentes a estes valores de x, (com sfmbolo diferente), também têm os valores 
maiores, em módulo. Isto significa que a variância não é a mesma para todo x, sugerindo 
um provável aumento da variância com respeito a x. 
A terceira amostra, figura (2-3), se refere ao conjunto de dados que foram recolhidos 
para comparar um método novo com um método velho ou de referência. O objetivo 
do estudo seria verificar a viabilidade de reproduzir as medidas do teste novo (variável 
resposta), usando as medidas do teste de referência (variável regresssora). A figura (2-3) 
mostra evidência forte de violação de suposição de normalidade. 
As demais amostras (dos números quatro até oito) são dados simulados pelo modelo 
Yi=3+xil+fi, i=1,2, ... ,30, 
onde os valores entre 1 e 4,8 foram usados para Xil· Para as amostras referentes às 
figuras (2-4 ), (2-5) e (2-6) foi utilizada a distribuição normal para o erro, f, ""' N(O, O, 5), 
e para as amostras referentes às figuras (2-7) e (2-8), o erro tem distribuição exponencial, 
ajustada para esperança zero e variância 1. Apresentamos várias amostras de um mesmo 
modelo para ver a flutuação que existe entre elas. 
Notemos que para a quarta, quinta e sexta amostras não temos evidência contra a 
suposição de normalidade, o que é adequado, já que os erros foram gerados segundo 
o modelo normal. Podemos notar que alguns resfduos se situam fora da faixa, porém 
próximos aos limites. 
Para as amostras de número sete e oito, podemos observar que os pontos caem fora 
da região de confiança numa grande frequência. Nestes casos, os resfduos mais próximos 
de zero são justamente os que caem mais longe da região de confiança. Nota-se que os 
resfduos não assumem valores exclusivamente no intervalo ( -2, 2), o que deveria ocorrer 
sob normalidade. 
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Quanto à estatfstica de assimetria foram observados os seguintes resultados: 
- Nas amostras um, dois e três, os valores da estatÍstica de assimetria são -0,09, 0,38 
e 0,67, respectivamente, (desvios padrões: 0,23, 0,46 e 0,27, respectivamente), portanto, 
só para a primeira amostra o resultado foi diferente do que o resultado do gráfico de 
normalidade; 
-Nas amostras quatro, cinco e seis (erros normais) foram observados valores próximos 
do desvio padrão, !f;= O, 45; conclusão idêntica aos gráficos de normalidade; 
- Nas amostras sete e oito (erros assimétricos), obtivemos um valor aproximadamente 
igual a três desvios padrões, indicando falta de normalidade, mas também obtivemos 
um valor um pouco acima do desvio padrão; uma conclusão diferente do gráfico de 
normalidade. 
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Figura 2-1: (a) Reta de quadrados mÍnimos de y =número de ligaduras e :c = concen-
tração de esterase; estatÍstica de assimetria= -0,09; (h) Gráfico de normalidade ajustado 
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Figura 2-2: (a) Reta de quadrados mÍnimos de y =número de recrutas e x = número 
de ovas de peixes; estatÍstica de assimetria = 0,38; (b) Gráfico de normalidade ajustado, 
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Figura 2-3: (a) Reta de quadrados mfnimos de y =medidas do teste novo ex = medi-
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Figura 2-4: (a) Reta de quadrados mÍnimos de y = 3 + x +f, f ,... N(O, O, 5 ); estatÍstica 
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Figura 2-5: (a) Reta de quadrados mÍnimos de y = 3 + x + f, f - N(O, O, 5 ); estatÍstica 
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Figura 2-6: (a) Reta de quadrados m{nimos de y = 3 + x + e, f - N( O, O, 5 ); estat{stica 
de assimetria = 0,46; (b) Gráfico de normalidade ajustado 
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Figura 2-7: (a) Reta de quadrados mÍnimos de y = 3+x+t:, E: tem distribui<;ão exponencial 
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Figura 2-8: (a) Reta de quadrados mÍnimos de y = 3+x+t:, f tem distribuic;ão exponencial 





Estimadores para a Esperança, na 
Escala Original, após 
Transformação 
3.1 Introdução 
Inicialmente será descrito o modelo de Gauss-Markov, com destaque para as propriedades 
dos estimadores de quadrados mÍnimos. Uma metodologia que utilize, mesmo que indi-
retamente este modelo, poderia contar com as vantagens que o mesmo proporciona. 
Definimos o modelo Gauss-Markov da seguinte forma 
Y= X f3 + t:, 
fV fV fV 
onde y'1' = (YIJ Y2, ... , Yn) é o vetor de observações de uma variável aleatória y, 
fV 
X é a matriz de modelo, de dimensão n x (p + 1 ), 
(3T = ((30 , /31 , ... , (3p) é o vetor de parâmetros e 
N 
t:T = ( t:1 , t:2 , ... , En) é o vetor de variáveis aleatórias chamadas de erros, 
N 




E[titj] = O, i -::/: j, i, j = 1, 2, ... , n. 
Se além das suposições mencionadas acima, assumimos também que os erros têm dis-
tribuição normal, ou seja, 
onde In é a matriz identidade, de dimensão n x n, então o modelo se chamará modelo 
Gauss-Markov normal. 
O modelo de regressão linear é um caso particular do modelo (3.1) quando temos 
XT = (xl, x2, ... , Xn) como a matriz de modelo, identificando xr = (1, Xil, •.. , Xip) como 
ru ru ru ru 
o vetor de valores de p variáveis (regressaras), além do elemento 1, para a i-ésima ob-
servação, i= 1, 2, ... , n. 
Neste trabalho trataremos, na maior parte do tempo, do modelo de regressão com 
suposição de normalidade. Seja o modelo considerado Gauss-Markov, com normalidade 
ou não, modelo de regressão ou não, vamos considerar a matriz X como sendo de posto 
coluna completo. 
Uma forma de estimar o vetor de parâmetros (3 para o modelo de regressão é usar o 
N 
método de quadrados mfnimos ordinários, que consiste em achar um estimador de (3 que 
"' 
minimiza a soma dos quadrados das diferenças entre os valores observados e estimados, 
min{(Y -X b)T(y -X b)}, bE RP+1 . 
b rv rv rv rv rv 
O estimador do vetor de parâmetros f3 é 
"' 
P= (XTXt 1 XT Y, 
fV "' 
(3.2) 
onde a existência da inversa da matriz XTX está garantida por ser X de posto coluna 
completo. 
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O estimador ~ é o estimador de (3, de menor variância dentre todos os estimadores 
fV fV 
de /3, não viciados e lineares em '!{ Temos mais um parâmetro, o-2 , que é estimado por 
fV 
n-p-1 
sendo u[1) é um estimador não viciado. Se temos um modelo Gauss-Markov normal, 
então, /3, dado em (3.2), é também o estimador de máxima verossimilhança, e o estimador 
fV 
de máxima verossimilhança de o-2 é 
Um estimador pontual da esperança de y, dado x, é 
fV 
e uma propriedade importante deste estimador é que xT ~é o estimador de xT f3 de menor 
N N N N 
variância dentre os estimadores de xT (3, não viciados e lineares em Y. 
N fV fV 
Na prática, quando tentamos o ajuste de um modelo da forma (3.1 ), estimamos o vetor 
de parâmetros pelo método de quadrados mÍnimos e usamos os resÍduos observados, 
i= y- fj, 
fV fV fV 
para verificar as suposições feitas ao vetor de erros L 
fV 
Uma possÍvel solução ao problema de não termos atendidas as suposições distribu-
cionais do modelo Gauss-Markov normal é a transformação da variável resposta. Uma 
transformação pode afetar a forma da distribuição dos erros e o tipo da relação entre a 
tendência central da distribuição da variável resposta e os valores das variáveis regresso-
r as. 
Boxe Cox (1964) propuzeram uma famÍlia de transformações de potência na variável 
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resposta, definindo o modelo: 
(3.3) 
onde 
iid N( 2) . c:,"' O, o , z = 1,2, ... ,n, 
<>·> _ { (y[- 1)/'A, À# O 
y, - ' 
ln(yi ), À = O 
assumindo que para um dado À, yP) é uma função monótona de y, sobre o intervalo 
admissfvel. A identidade e a transformação logarftmica são casos particulares desta 
famÜia de transformações. Existem vários métodos para escolher o valor de À. Usando o 
método de máxima verossimilhança, já que os erros têm distribuição normal, são definidos 
estimadores consistentes dos parâmetros f3 e À. 
fV 
Existe o problema de interpretação dos parâmetros f3 e À, o que ocasiOnou uma 
discussão documentada em Bickel e Doksum (1981 ), Boxe Cox (1982) e Hinkley e Runger 
(1984). Bickel e Doksum argumentaram que, considerando À como um parâmetro extra, 
a ser estimado, a variância de /3 é muito maior, quando À é estimado do mesmo conjunto 
fV 
de dados, do que quando À é assumido conhecido. Hinkley e Runger alegam ser possÍvel 
fazer inferência considerando o valor de À como fixo. Salientaram também que o fato do 
valor de À determinar a escala da variável resposta faz não comparáveis os modelos de 
diferentes À 's. Não abordaremos a escolha do valor de À nesta pesquisa pois é um tema 
extenso que por si mesmo merece um trabalho de investigação. Partiremos de um valor 
dado deste parâmetro. 
Sabemos que o vetor f3 representa os efeitos das variáveis regressaras na esperança de 
fV 
yC>•), a resposta transformada, dado um conjunto de valores x. Mas, os pesquisadores po-
"' 
dem estar necessitando do conhecimento da relação entre as variáveis nas escalas originais. 
Tendo transformado a variável dependente, a idéia de interpretar o modelo ajustado na 
escala original nos leva automáticamente a pensar na inversa da transformação. Carroll 
e Ruppert (1984) sugeriram usar a inversa da transformação e fazer inferência na escala 
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original das variáveis. Pela proposição 1 do Apêndice, aplicar a função inversa à média de 
uma variável resposta transformada (por uma função estritamente monótona) nos dará 
a mediana e não a média da variável resposta na escala. original de medida. Carroll e 
Ruppert estudaram as propriedades da mediana da variável resposta na escala original e 
demonstraram que há um custo ao estimar À, mas este geralmente é pequeno e é muito 
menor que o custo obtido por Bickel e Doksum para os estimadores de (3. 
"' 
O procedimento de aplicação da função inversa da transformação, para voltar à escala 
original da variável resposta, é referido de várias maneiras na literatura. Por exemplo, 
Miller (1984), Seber e Wild (1989) usam o termo 'detransformation', Duan (1983), Car-
roll e Ruppert (1984), Taylor (1986), Sakia (1990) e Gianola e Hammond (1990) usam 
'retransformation'. 
Se quisermos predizer um valorfuturo de y, dado x, então, a média (valor esperado) da 
N 
variável resposta na escala original de medida será geralmente a quantidade de interesse 
(ver Miller, 1984). Mesmo que a escala transformada seja de muita utilidade, como 
acontece com o uso da escala logarÍtmica para medir magnitudes sÍsmicas, um objetivo 
importante em muitos casos é obter um estimador para a média na escala original (ver 
Shumway, Azari e Johnson, 1989). Vemos isto geralmente na área da economia, quando, 
por exemplo, a variável resposta é uma variável monetária e o valor da média é um 
resultado mais informativo do que o valor da mediana (ver Taylor, 1986). No caso 
de querermos estimar um valor total da variável resposta, usamos como estimador uma 
constante vezes o estimador da média (ver Miller, 1984). Boxe Cox (1964) citam algumas 
situações em que se precisa da média para estimar o total: a produção total de um produto 
em um perÍodo longo de tempo, usando a média da produção por lote, e o número de 
componentes usadas em um perÍodo longo de tempo, usando o tempo médio de falha por 
componente. Rubin (1984) dá os exemplos de estimar produção total de petróleo por 
mês, quantidade total de poluição produzida por uma fonte, e gastos totais de um seguro 
de saúde. 
Supondo que exista uma transformação na variável resposta com a qual conseguimos 
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o ajuste de um modelo de regressão linear, mostraremos a seguir alguns métodos para 
I 
estimar a média ou esperança da variável resposta na esc~la originaL 
Na seção 3.2 descrevemos o trabalho desenvolvido por Miller (1984). Ele analisa al-
gumas transformações mais comuns para transformar y, em geral, assumindo erros com 
distribuição normal. O objetivo é definir um estimador não viciado para a esperança de y. 
Este estimador está baseado nos estimadores de quadrados mÍnimos do modelo transfor-
mado. Miller obtém estimadores da média de y para modelos de regressão linear simples 
e neste trabalho o generalizamos para. modelos de regressão linear múltipla, segundo o 
desenvolvimento feito para o caso anterior. Além disso, propomos outros estimadores 
para a média de y, com pequena modificação dos estimadores de Miller. 
Na seção 3.3 mostramos o trabalho desenvolvido por Duan (1983). Ele considera 
quaisquer funções não lineares, que têm inversa, para transformar a resposta, (o caso lin-
ear não necessita desta metodologia, pois admite soluções muito mais simples) e propõe 
um estimador não paramétrica da esperança da variável resposta, na escala originaL Não 
é assumida normalidade dos erros, apenas que os erros sejam independentes, identica-
mente distribuÍdos, com esperança zero. 
Na seção 3.4 apresentamos um estimador de uma aproximação da esperança de y, 
após o uso da famÍlia de transformações de potência de Box-Cox, proposto por Taylor 
(1986). Taylor assume que os erros são independentes, identicamente distribuÍdos, com 
esperança zero e variância constante, e função de densidade simétrica. 
Na seção 3.5 mostramos o estimador da esperança, dado por Taylor, aplicado a mode-
los lineares mistos balanceados, proposto por Sakia (1990). As transformações estudadas 
pertencem à famÍlia de transformações de potência de Box-Cox e é assumido que os erros 
são independentes com esperança zero e distribuição normal. 
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3.2 Estimador da Esperança de y após Transformação 
da Variável Resposta 
Miller (1984) estudou a estimação da esperança da variável resposta na escala original 
para algumas transformações. As transformações estudadas foram as seguintes: logar-
itmo, raiz quadrada e inversa. Assumiu para todas um modelo de regressão linear simples 
com erros independentes e identicamente distribuÍdos com esperança zero, e assumiu nor-
malidade para alguns modelos. 
Miller apresentou o modelo (3.1), com uma variável regressara (p = 1), sendo 
f3T = (f3o, /31) O vetor de parâmetros, xr = (1, X i!), onde Xil é a Í-ésima observação da 
N N 
variável regressara. 
Nós apresentaremos o desenvolvimento feito por Miller para definir um estimador da 
esperança de y no caso de regressão linear simples e o generalizamos ao caso de regressão 
linear múltipla, usando o modelo (3.1) com p > 1, ou seja, com mais de uma variável 
regressara. 
Os estimadores de Miller podem ser vistos como a função inversa da transformação 
aplicada ao valor ajustado do modelo transformado, multiplicada ou somada a um termo 
de ajuste, que depende do estimador de quadrados mÍnimos de a 2 . Estes estimadores 
para a esperança de y são ligeiramente viciados pelo fato de ter usado o estimador de a 2 
no lugar do valor verdadeiro, a 2• 
Denotaremos por /30, /31 e â 2 os estimadores de quadrados mÍnimos de f3o, /31 e a 2 do 
modelo linear com a variável resposta transformada, e definiremos xo como um valor do 
intervalo [x(1), X(n)], onde X(I) e X(n) são os valores mÍnimo e máximo, respectivamente, 
da variável regressara. 
3.2.1 Transformação logaritmo 




O 1id N(O 2) Yi > , ti ""' , q , i= 1,2, ... ,n. 
Do modelo (3.4) temos que 
Yi = exp(ln( Yi)) 
= exp(,Bo + ,81xi1 + ti) 
i= 1,2, ... ,n, 
onde c: = exp(t,). Logo, ti tem distribuição lognormal com parâmetros (0, 1, q), o que 
será denotado da seguinte maneira: ti ""'LN(O, 1, fY). 
Pela distribuição de ti sabemos que E[ti] = exp( (T2
2
) e M ediana[t:] = 1, então a 
esperança e a mediana da variável resposta, na escala original, são dadas por 
e 
q2 
E[yi I Xii] = exp(,Bo + ,81xi1) exp(-) 
2 
M ediana[yi I Xii] = exp(,Bo + ,BIXii)· 
(3.5) 
(3.6) 
Notamos que se o valor de fY 2 for muito pequeno, as medidas acima podem ser consider-
adas praticamente iguais. 
Agora, trabalharemos com o modelo ajustado de (3.4), 
Ê[ln(y) I x] =~o+ ~1x. 
A variável ~o+ ~1x tem distribuição normal com 
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pelo resultado 1 do apêndice, onde 
Logo, 
x= L:i=l xi1. 
n 
exp(fio + {11 x) - LN (O, exp(,80 + ,81x ), 
e a esperança de exp(fio + ,61x) é 
~ ~ (u2 [1 (x- x)2 ]) E[exp(./30 + f31x )] = exp(f3o + f3tx) exp - - + _ . 
2 n L:i=l(xil- x)2 
(3.7) 
Analisando (3.7) vemos que, quando o valor de n tende a infinito, a quantidade 
[ l + (r- 13 )2 ] é aproximadamente zero e exp ( 1122 [1 + (r _:r; )2 ] ) é próximo de n L:7=1(ri!-x)2 n L:?=l(ri1-r)2 
um, logo, a esperança de exp(fio + ,B1x) atinge a mediana de y, dada em (3.6). Ou seja, 
quando n é grande, a esperança acima será um valor muito próximo da mediana da 
variável resposta, na escala original. Mas, o que nós desejamos é estimar o valor dado 
em (3.5), ou seja, queremos um estimador não viciado para a esperança de y, dado x. 
Miller propõe estimar a esperança da variável resposta, na escala original, por: 
~2 
~ ~ ~ (j 
E[y I x] = exp(f30 + f31x) exp( 2 ). (3.8) 
Miller define este estimador para qualquer valor de n. 
Agora, quando n não é muito pequeno, 
(3.9) 
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pelo resultado 2 do apêndice, o que leva a que 
Assim, a esperança dada em (3.7) é, em geral, menor que a esperança da variável resposta 
na escala original, dada em (3.5), já que o fator exp ((J2
2 [k + y<~)2 
2
]) aparece no 
Li=l(r,1-r) 




Para não sub-estimar a esperança de y, dado x, inicialmente consideramos o estimador 
( 
2 [ ( -)2 l) , n n U 1 X- X E[y I x] = exp(,80 + .81x)exp - 1---- _ . 
2 n Ei=l(Xil- x)2 
Mas, como na prática os parâmetros não são conhecidos, propomos o estimador 
(3.10) 
3.2.2 Transfortnação raiz quadrada 
Consideremos o modelo 
1 
y( = .Bo + .81xi1 + Ei, (3.11) 
onde 





e, pela proposição 1 do apêndice, a mediana é 
(3.13) 
É importante observar que, quando ql é um valor pequeno em relação à magnitude da 
variável y, a esperança e a mediana podem ser consideradas aproximadamente iguais. 
Agora, trabalharemos com o modelo ajustado de (3.11) 
Ê[yÍ I x] = Po + P1x. 
A esperança de (Po + Ptx r~ é 
= ql [~ + (x- .1:)2- l + (f3o + /3Ix)'l. 
n E?=1(Xit- x)2 
(3.14) 
Nesta equação, como no caso anterior, no qual usamos transformação logarÍtmica, pode-




madamente zero, portanto, a esperança dada em (3.14) é aproximadamente o valor da 
mediana dada em (3.13), ou seja, 
Miller estima a esperança da variável resposta na escala original, para todo valor de 
n, da seguinte maneira: 
(3.15) 
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Agora, quando n não é muito pequeno, temos a condição (3.9), logo, 
Portanto, a esperança dada em (3.14), em geral, vai ser menor que a esperança da variável 
resposta na escala original, dada em (3.12). Para este caso nós propomos o estimador, 
não viciado, para a esperança de y, 
[ 
( - )2 l ' 1 X- X A A E[y I x] = &2 1--- _ + (f3o + {31x)2. 
n "n ( . )2 6i=l x.l- x 
(3.16) 
3.2.3 Transformação inversa 





E[t1t1] =O, i :f= j, i,j = 1, 2, ... , n. 
Resultado 3.1 
Seja w variável aleatória com E[wJ :f= O (finita). Então 
~ __ 1_ ( 1 + w- E(w])-l 
w- E[w] E[wJ 
Prova: 
1 ( w- E[wJ) -l 1 1 
EfwJ 
1 + E[wJ = E[w] (1 + wi[)wl) E[w 
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Usando a aproximação 
para a = E~~wJw temos 
1 ~[tu] 
-




=-. o tu 
1 2 
-1 -~1+a+a, aE(-1,1), -a 
....,..----=:;-1 ~-.- = (1 + w- ~[tu]) -
1 
,.,. 1 + ~[tu]- tu + (~[w]- tu) 
2 
( 1 - E~t() ~[tu] - ~[tu] ~[w] 
e, usando-a no termo direito do resultado (3.1 ), obtemos 
!:._ ~ _1 ( 1 + ~[w]- w + (~[tu]- tu) 
2
) • 
w ~[w] ~[tu] ~[tu] 
(3.18) 
Observa-se que se tu tem distribuição normal, com esperança ~[tu] '::/:O e variância V ar(tu], 
w- E[w) ,.... N (o Var[wJ) 
~(wl '(E[w])2 • 
L Var w é 1 1 Vr1w] 1 · d · ogo, se E[w])2 um va or pequeno, por exemp o, (E w F < 2, ou SeJa, se o esvw 
padrão de w é bem menor do que a metade de sua esperança, então 
Pr [ w - t~w) < 1] ~ 1. 
~w 
Agora, se tu, = :. , no modelo (3.17), teremos 
tuj = f3o + fJ1xi1 +fi, i= 1, 2, ... , n. 
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Usando a equação (3.18), substituindo w pela expressão de Wi, na linha acima, temos a 
seguinte aproximação 
(Note que essa aproximação requer u < Po+~1.ri1.) 
Calculando a esperança obtemos 
e, pela proposição 1 do apêndice, a mediana é 
(3.19) 
(3.20) 
Devemos notar que, se o valor de u2, divido por (,80 + ,81xit)3, é pequeno em relação à 
magnitude da variável y, a esperança e a mediana são aproximadamente iguais. Con-
forme comentário acima, deverÍamos ter (Po+P:.r;1)2 < l, para que a aproximação usada 
seja adequada. 
Agora, trabalharemos com o modelo ajustado de (3.17), 
o [1] o o E y = ,Bo + ,81 x. 
Substituindo w por Po + {31x na equação (3.18), temos 
1 1 ( € - € ( € - € ) 
2
) 
{30 + {31x ~ ,Bo + ,81x 
1 + ,Bo + ,81x + ,Bo + ,81x ' (3.21) 
onde € é o resÍduo do modelo (3.17), ou seja, € = (,Bo + ,81x + €)- ({30 + {31x ). Calculamos 
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a esperança de Po+~1 ,;, aproximada, 
(3.22) 
Note que para que a aproximação (3.21) seja razoável, é necessário que 
ou seJa, 
a2 (! + (x- x)2 ) < (f3o + f3tx)2. 
n L~t(Xil- x)2 4 
Assim, o lado direito da expressão (3.22) deve ser menor que (1 +i)· Além disso, em 




mente zero, sendo a aproximação da esperança dada em (3.22) e a mediana dada em 
(3.20) quase iguais. Logo, Miller estima a esperança de y por 
(3.23) 
para qualquer valor de n. 
Mas, se o valor de n não é muito grande, temos a condição (3.9), então 
Logo, a esperança dada em (3.22), em geral, é menor que o valor dado em (3.19) se 
({30 + {31x)2 ~ 1, e maior que o valor dado em (3.19) se ({30 + (:hx) 2 ~ 1. Neste caso 
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propomos o estimador 
~ 1 
E(y I x] = ~ ~ 
f3o + f3tx 
(3.24) 
3.2.4 Esthnadores para o caso de regressão linear múltipla 
Seja x~ = (1, Xot, ... , Xop) um vetor onde Xoj é um valor do intervalo (x;(t), Xj(n)L com x;(t) 
rv 
e Xj(n) os valores mÍnimo e máximo, respectivamente, da variável regressora x1 , para 
j = 1, 2, ... ,p,. 
Definimos 
Ti =xr (XTXt1 Xj, i =o, 1, ... , n. 
rv rv 
Podemos notar que, se p = 1, então, 
onde x = Xot· 
A tabela (3.1) mostra os estimadores para y no caso de modelo de regressão linear 
múltipla, cujo cálculo foi desenvolvido neste trabalho seguindo o mesmo procedimento 
usado por Miller no caso de regressão linear simples. 
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2 (1- ro)) 
fV fV 





) } -.--!....-- (Po+Plz) 2 
fJo+fJ1 x 
1
+ ,0 ., 2 
Vo+h•)2 
3.3 Estimador Não Paramétrico da Esperança de y 
Duan (1983) propos um estimador não paramétrica para a esperança de y, a seguir 
apresentado. 
Sejam g e h funções reais monótonas, continuamente diferenciáveis, onde h é a função 
inversa de g. 
Sejam TJ• as observações transformadas da variável resposta, Yi, tal que 
TI• = g(yi), i = 1, 2, ... , n, 
portanto, 
(3.25) 
Consideremos o modelo (3.1), tomando as observações transformadas da variável re-
sposta, ao invés das observações na escala original, 
TJi = xr {3 +t:i, i= 1, 2, ... , n, (3.26) 
fV fV 
onde 
iad F ( 1 ( 1 2 fi ,..,. , E fi = O, V ar €, = a , 
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notando que não assumimos que a função de distribuição F seja normal, nem simetria 
na função de densidade. 
Estimando /3, do modelo (3.26), por quadrados mÍnimos obtemos 
fV 
~= (XTX)-1 XT 17, 
fV fV 
onde XT = (x1, x2, ... , Xn) é a matriz de modelo, de posto coluna completo e 17T = ( 171,172, ... , 11n) 
rv rv I'V rv • 
é o vetor das observações transformadas da variável resposta. 
Por (3.25) e (3.26) temos 
E(yo lx,?] = E[h(xJ~ +io)] =f h(xJ~ +w)8F(w), 
onde a integral usada é a integral de Riemann-Stieltjes. Como a função de distribuição 
dos erros, F, não é conhecida, é estimada por 
~ 1 n 
Fn(w) =- l:I{ii =s; w}, w E R, 
n i=l 
onde fi = 17,- x'{' ~~ i = 1, 2, ... , n, são os resÍduos de quadrados mÍnimos ordinários do 
modelo (3.26) e /{.} é a função indicadora do evento'{.}'. Logo, usando a função de 
distribuição estimada dos erros, Ê'n, temos 
E[yo l:_o] =f h(x]e +w)8F(w) ~f h(x]e +w)BÊ'n(w) 
1 n ' 
=- L':h(x'{;/3 +ii)· 
n i=l "' f\J 
Duan denota por estimador 'smearing' a estatÍstica 
~ 1~ T" " Yos = -L-, h(x0 {3 +ii), 
n i=l "' "' 
(3.27) 




Ê[yo lxo] = Yos· 
fV 
A seguir, vamos definir o estimado r 'smearing' quando a transformação da variável 
resposta é da famÍlia de transformações de potência de Box-Cox. 
Consideremos o modelo 
onde 
aid N( 2) €j ,... o, (7 , i= 1,2, ... ,n, 
para um valor de ..\ E R, onde, 
_ (À) _ { (Yt- 1)/ ..\, ..\ #O 
g(y,)- Yi -
ln(yi), ..\=O 
Então, da equação (3.27) 
h(xJ ê +€,) = { fV "' 
onde os resÍduos fi , dados pela equação fi = 1Ji - TJi , são 
e substituindo-os na equação (3.28) temos 
h(xÕP +€i) = 
"' (V { 
(1 + ..\ xJê +..\( 11;~- 1 - xJ ê))t, 




= { (yf + À(x] - xJ) ~)t , 
Yi exp { (xJ- xJ) ~}, 
Logo, o estimador 'smearing' é 
À#;O 
À=O 
Duan observa que o estimador 'smearing' é consistente. No caso da distribuição dos erros 
normal, os estimadores baseados em normalidade também são consistentes, e além disso 
podem ser mais eficientes do que o estimador 'smearing'. 
3.4 Estimador de Aproximação da Esperança de y 
Taylor (1986) apresentou um estimador da esperança da variável resposta, na escala 
original, baseado num método de aproximação. 
Para um elemento da famÍlia de transformações de Box-Cox dada em (3.3), temos o 
modelo 
Yp) = xT(J +c· ~ - 1 2 n I I '-11 °- I I '''I I 
"' ..... 
onde 
(>.) - { (yf - 1 )/À, À #: o 
yl - I 
ln(yi), À= O 






E(ei] =O, Var[ei] = 1, 
e seja F o modelo de probabilidade de e,. Substituindo (3.30) no modelo (3.29), temos 
y~.:\) = xf {1 +aei, i = 1, 2, ... , n. 
rv rv 
Inicialmente consideremos o caso ,\ -:f. O, onde 
Yf - 1 T ( T ).!. ,\ =~e +aei => Yi = 1 +,\X~ e +-\aei À. 











Agora, vamos trabalhar só com o termo ft. Pela expansão em série de Taylor da função 
f(x) = (1 + x)Í em torno de zero, temos que 
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para O(x,)eí próximo de zero. Substituindo em (3.33) temos 
(\) 
Colocando a restrição 1 0(x,) <t: 1, ou seja, O(xí) bem menor do que um, consideramos 
N N 
desprezfveis os termos (O(xi)Y, para j maior que 2, logo obtemos 
N 
=f 18F(eí) +f ~O(x"'í)eí8F(eí) 
+ j ~(O(~,)e,?~ ( ~ -1) 8F(e;) 
1 1 1 (1 ) = 1 + IO(~i)E[e,] + 2(0(~.))
2 I . I- 1 E[e~] 
= 1 + ~(O(::i))2 l (~- 1), 
porque E[e,] =O e E[e?J = 1. Substituindo (3.31) na equação anterior, 
Substituindo esta aproximação de /1 na equação (3.32), tem-se um valor aproximado da 
esperança de y,, dado Xi, o qual é 
N 
1 Esta condição é denotada na literatura por 6-pequeno ('small-6'). 
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Logo, um estimador da esperança de y, dado x, é 
fV 
(3.34) 
onde /3 e ;,'J são estimadores de máxima verossimilhança. 
"' 
Analisando o caso À = O, temos 
fV "' 
tv N 
A esperança de Yi é 
E[yi I~J = J exp(xJ ~ +crei)8F( ei) 
= exp( xJ e) j exp( crei )8F( e,) 
= exp(xr {3)12, (3.35) 
"'"' 
onde 
/2 = j exp( crei )8F( ei ). (3.36) 
Neste caso, podemos obter o cálculo exato e o cálculo aproximado da esperança condi-
cional de Yi, se supormos que a função de distribuição F é normal. Vimos, na seção 3.2, 
que, se ei tem distribuição N(O, 1), então exp(cre,) ,..., LN(O, 1, cr) , logo 
E[yi jx,] = exp (xr {3 + cr 2 ) • 
"' .vtV 2 
(3.37) 
Fazendo o cálculo aproximado do termo h, usando a expansão de Taylor até segundo 
grau para a função exponencial, em torno de zero, obtemos 
(3.38) 
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para O"eí próximo de zero. Substituindo em {3.36), 




Então, um valor aproximado da esperança de Yi, dado Xi, é dado pela substituição do 
fV 
valor aproximado de h (acima) na expressão {3.35), 
E[yi jxi] ':::!. Ya = exp(xf {3) (1 + 0'2 ) . 
fV (VfV 2 
Logo, um estimador da esperança condicional de y, dado x, é 
fV 
Ê[y lx) = Ya = exp(xT /3) (1 + 172 ) , 
fV "'rv 2 
(3.39) 
onde /3 e â 2 são estimadores de máxima verossimilhança. 
fV 
Comparando (3.37) e (3.39), observa-se que, se 0'2 não é pequeno, o estimador da 
esperança de y sob normalidade é muito diferente do estimador da aproxima«;ão da es-
perança. Assim, Taylor considera que a aproximação da esperança de y não é boa quando 
0'2 é um valor grande e ,\ é próximo de zero. Observamos que a aproximação em (3.38) 
já requer valor pequeno para 0'. 
Voltando ao caso,\ :f: O, Taylor sugere interpretar Ya como a mediana de y, {1 + ,\ xT {J)t, 
"'rv 
multiplicada por um fator de correção, { 1 + 2(:~\~t~P}. Se ,\ < 1, então o fator de 
correção é maior que um. Ele também destaca que, se os parâmetros ({3, O') são esti-
"' 
mados consistentemente, então, Ya converge em probabilidade a Ya, quando n tende a 
00. 
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Resultado 3. 2 
O estimador do valor aproximado da esperança, }~, e o estimador 'smearing', da seção 
anterior, Ys, são aproximadamente iguais, exceto quando À está próximo de zero. 
Prova: 
P a.ra o caso À -:/= O 
Substituindo (i = uê, para i = 1, 2, ... , n, temos 
onde Ô(x) = ~.;-T , que assumimos como um valor pequeno. Logo, 
rv 1+ X {3 
~~ 
Como a primeira coluna da matriz de modelo é uma coluna de uns, temos que Er=l êi = O 
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e 2:~1 ê~ = n. Portanto, 
= Ya· O 
3.5 Estimador de Aproximação da Esperança de y 
Aplicado a Modelo Linear Misto Balanceado 
Sakia (1990) generalizou o procedimento proposto por Taylor (1986), para estimar a 
esperança de y, ao modelo linear misto e estudou as diferenças entre os estimadores 
propostos da média na escala original e os estimadores que resultam da aplicação direta 
da função inversa da transformação à esperança estimada no modelo transformado. 
Um modelo linear misto balanceado, usando uma transformação de Box-Cox na 
variável resposta, é 
onde 
q 
yf~>=xff3+L(l, i=1,2, ... ,n, 
fV fV 1=1 
yfl,) = { (yf -1)/ ),., 
ln(yi), 
( 1 f'V N(O, u[ ), l = 1, 2, ... , q, 
(3.40) 
onde os (,'s são variáveis independentes, notando-se que a diferença deste modelo para o 
modelo (3.3) está no termo de erro. Fazendo e1 = ~~ obtemos 
e1 f'V N(O, 1), l = 1, 2, ... , q, 
e o modelo dado em (3.40) pode ser reescrito como 
q 
yf~> =xr (3 +LUte/, i= 1, 2, ... , n; l = 1, 2, ... , q. (3.41) 
fV fV 1=1 
A matriz X deste modelo não é composta por valores de variáveis regressaras, mas por 
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variáveis indicadoras. 
Para o caso À 'I= O, 
portanto, a esperança de Yi, dado xi, é 
fV 
onde F é a função de distribuição acumulada da normal padrão q-dimensionale c1 = 
1 
À E~ rt fJ. 
+ t=l I 
Esta esperança pode ser expressa como 
E[yi jxi] = (1 +À xf P)t ft, (3.42) 
fV "'"' 
onde ft = J(l + L,f=1 Ctet)f8F( e1, e2, ... , eq)· Supondo c1 I um valor bem pequeno, 
I c1 I< 1, podemos aproximar o integrando de / 1 
e, substituindo em ft, temos 
Como os erros são independentes, 
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--
pois E[Ef:t cted = O, 
Substituindo q = l+>. E7~ 1.r; fJ na equação acima, temos 
~~ 
então, um valor aproximado da esperança de y,, dado x,, é 
"' 
substituindo a aproximação de 11 na equação (3.42). Logo, um estimador da esperança 
de y, dado x, é 
"' 
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onde ô? é estimador de máxima verossimilhança de u?. 
Para o caso À= O, 
e a esperança de Yi, dado X i, é 
N 
q 
E[yi lxi] = E[exp(xf {3 +L u1el)} 
N N IV 1=1 
q 
= exp(xf {3)E[exp(L u1e1)]. 
N IV 1=1 
Como a função de distribuição dos erros F é normal, então 
exp(o1e1),..., LN(O,ol), l = 1,2, ... ,q, 
logo, 
1 q 
E[yi lxd = exp(xf {3) exp(- L uf). 
N IV N 2 1=1 
Portanto, um estimador da esperança de y, dado x, é 
N 
~ T ~ 1 ~ 
E[y lx] = exp(x {3) exp(- L- ô}). 
IV fVN 2 
1=1 
(3.44) 
Sakia analisou a função inversa da transformação à esperança estimada no modelo 
transformado. Isto porque esta prática é comum. Ele destaca a: diferença entre o seu 
estimador proposto e esta simples aplicação da inversa da transformação. Os passos da 
análise são apresentados a seguir. 




- I !J! 
f'V f'V 
pois e1,..,. N(0,1). Logo, 
E[yf jxi} = 1 + >.. xf {3, 
"' rvrv 
estimada por 1+>.. xf ~~onde~ é o estimadorde máxima verossimilhança. de (3. Aplicando 
N~ N N 
a. função inversa da transformação da variável resposta à esperança estimada de yf, dado 
Xi, e denotando este valor por E[Yi lxi], temos 
rv rv 
(3.45) 
De forma. semelhante, no caso ).. = O, 
q 
In(yi) = xr f3 +I: u,e,, i= 1,2, ... , n, 
rv rv 1=1 
implica. em 
-xT(3 
- l I 
rv rv 
estimada por xf ~ . Aplicando a função inversa da transformação da. variável resposta. à 
rv rv 
esperança estimada de In( yi), dado Xi, e denotando este valor por E[yi lxi], temos 
N ; N 
(3.46) 
Definimos como fator de ajuste a diferença entre o estima.dor da. esperança. de Yi, dado 
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Xi, e E[yi lxi], ao qual denotamos por Bi(>..), ou seja, 
"' "' 
Bi(>..) = Ê[Yi lxi]- E(yi lxi), i= 1, 2, ... , n. 
"' fV 
Para o caso>.. 'f: O, pelas equações (3.43) e (3.45), temos 
1( , T ~)!..-2( ') ~ ~ 2 = - 1 + A X j {3 ~ 1 - A (jl • 
2 fV fV 1=1 
Para o caso>.. =O, pelas equações (3.44) e (3.46), temos 
Bi(>..) = exp(xf ,â)exp(! t uf)- exp(xf ,â) 
fV fV 2 1=1 fV fV 
~ ( 1 q } = exp(xf {3) exp(- L uf)- 1 . 
N N 2 1=1 
Definem-se as quantidades B(>..) e y por 
e 
B(>..) = t B,(>..) 
a=1 n 
n E[yi lx;J 
fJ=2:--· n i=l 
Logo, um estimador em percentagem de vÍcio relativo é definido como 





Efeitos da Estimação de Esperança 
sob Escala Transformada na 
Estimação sob Escala Original 
4.1 Introdução 
No capÍtulo anterior foram apresentados vários estimadores para a esperança de y, dado x, 
após a regressão de g(y) em x, onde g é uma transformação monótona. Agora, primeira-
mente, vamos analisar o efeito da estimação do modelo 
g(y,) = {30 + {31Xit + f 1 , fi ,..... N(O, o- 2 ), na estimação de E(yi I Xit], na escala origi-
nal. Na primeira seção, usando um modelo de regressão linear simples, consideraremos 
a variável resposta como uma variável resposta transformada, tal que possamos aplicar 
os estimadores propostos para a esperança na escala original. Na segunda seção, apre-
sentaremos resultados de simulações e mostraremos gráficos para ilustrar a teorÍa descrita 
anteriormente. 
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4.2 Aspectos dos estimadores da média na escala 
original 
Estamos considerando uma amostra do modelo de regressão linear simples 
( 4.1) 
onde 
Yi >o, Xit >o, 
fi t"oJ N(O, 0'1 ), i= 1, 2, ... , n, 
onde g é uma transformação estritamente monótona e utilizamos os estimadores de 
quadrados mÍnimos /30 , /31 e ô-2 dos parâmetros {30 , {31 e 0'21 com base nesta amostra. 
Vamos examinar as transformações: (a) logaritmo, (b) raiz quadrada, (c) in versa e as 
transformações da famÍlia Box-Cox (seção 3.1) usando ( d) À = -1 e (e) À= !· Notemos 
que logaritmo é transformação de Box-Cox usando 
À = O. Os estimadores propostos por Duan (seção 3.3) poderão ser aplicados a todas 
estas transformações, mas, os estimadores propostos por Miller (seção 3.2) só serão apli-
cados às transformações (a), (b) e (c), e os estimadores propostos por Taylor (seção 3.4) 
serão aplicados aos casos (a), ( d) e (e). 
A seguir, veremos se este comportamento permanece o mesmo para os estimadores 
para a esperança de y na escala original, tratando cada transformação especÍfica. 
4.2.1 Transfor1nação logaritrno 
Seja o modelo ( 4.1), usando g(y) = ln(y), 
ln(y,) = f3o + f3tXit +f;, i= 1, 2, ... , 30, 
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Logo, para x, o valor esperado do modelo transformado é {30 + {31x, e voltando à escala 
original, o valor esperado na escala original é 
(72 
exp(,Bo + ,81x) exp( -). 
2 
O estimador proposto por Miller está dado na equação (3.8), exp(/30 + /31x) exp( 17; ). 
Este estimador superestima o valor esperado se 
" " Ô'2 (72 
exp(/30 + f31x) exp( 2 ) > exp(f3o + fhx) exp( 2 ). 
A superestimação dos estimadores, /J0 , /11 e â 2 , com respeito aos parâmetros {30 , {31 e <72 , 
afeta muito a magnitude do estimador da média. Mesmo que /30 e /31 estejam próximos 
de sua esperança, se <72 é grande, uma pequena superestimação deste parâmetro causa 
uma grande superestimação do estimador da média na escala original. 
O estimador proposto neste trabalho está dado na equação (3.10), 
exp(/30 + /31x)exp (;2 [1- ~- ,.<-~-3:)2 _ ])· Este estimador superestima o valores-2::,=1 (.r:•~-.r: F 
perado se 
O nosso estimador não difere muito do estimador de Miller mas tem a vantagem que o 




onde [1 - ! - (.r:-r)
2 
] é um valor entre zero e um, pela condição (3.9). 
n 2:~=1(.r;il-.r;)2 
O estimador proposto por Taylor está dado na equação (3.39), exp(Po + /31x) ( 1 + 172
2
) • 
Este estimador superestima o valor esperado se 
( 
u2) (72 
exp(Po + ,â1x) 1 + 2 > exp(f3o + f31x) exp( 2 ). 
Notemos que se u2 é um valor pequeno, exp(õ-;)!::::! 1 + ~2 + O(ô-2), o estimador proposto 
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por Taylor é aproximadamente igual ao estimador proposto por Miller, e se i12 não é 
pequeno, o estimador proposto por Taylor não é adequado, pois sua definição é baseada 
em aproximação de E[y I x], que exige t72 pequeno. 
O estimador proposto por Duan está dado na equação (3.27), ~ E7:1 exp(Po + P1x + €i), 
e este estimador superestima o valor esperado se 
1 n " " q2 -L: exp(,Bo + .B1x + (i) > exp(,Bo + .Btx) exp( -). 
ni=l 2 
4.2.2 Transforrnação raiz quadrada 
Seja o modelo ( 4.1 ), usando g(y) = ..fY, 
.;fii = .Bo + .BtXit + fi, i = 1, 2, ... , 30, 
Logo, para x, o valor esperado do modelo transformado é ,80 + ,B1x, e voltando à escala 
original, o valor esperado na escala original é 
O estimador proposto por Miller está dado na equação (3.15), (Po + P1x)2 + i12. Este 
estimador superestima o valor esperado se 
" " 2 2 2 2 (.Bo+.Btx) +â >(.Bo+.Btx) +t7. 
Podemos observar que se Po e p1 estão próximos de sua esperança e se a magnitude de 
t72 com relação a (,80 + ,B1x )2 é pequena, teremos bons resultados, então a superestimação 
dos parâmetros afetará ao estimador da média na escala original, mas não fortemente. 
Para o caso de ter um valor grande de t72 , vemos que seu efeito é aditivo, diminuindo 
dependência do estimador da média ao valor de t72• 
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O estimador proposto neste trabalho está dado na equação (3.16), 
(/30 + /31x )2 + iJ2 [1 - ~ - ,.c.r-x)2 _ 
2
]. Este estimador superestima o valor esperado se 
I:,=l<.r.~-.r> 
Como acontece com a transformação logaritmo, o nosso estimador não difere muito do 
estimador de Miller mas o efeito da magnitude de iJ2 é um pouco reduzido por ser iJ2 
multiplicado por [1- ! - (.r-x)2 ] , onde [1- ! - {.r-x)2 ] é um valor entre 
n L7=1(.r,t-.t:F n L7=1(.r;,-.r)2 
zero e um. 
O estimador proposto por Duan está dado na equação (3.27), ~ 2::~1 (/30 + /31x + i.i)2 . 
Este estimador superestima o valor esperado se 
4.2.3 Transformação inversa 
Seja o modelo ( 4.1), usando g(y) = ~~ 
1 - = f3o + {31xi1 +fi, i= 1, 2, ... , 30, 
y, 
Logo, para x, o valor esperado do modelo transformado é {30 + {31x, e voltando à escala 
original, o valor esperado na escala original é aproximadamente 
1+ . 1 ( u2 ) 
f3o + {31x (f3o + f31x )2 
O estimador proposto por Miller está dado na equação (3.23), 
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f3o+~ 1 ~ ( 1 + (f3o:;1 ~>2 ) • Este estimador superestima o valor esperado se 
1 &2 1 u2 
" " + " " > a a + (a a )3 · f3o + fhx (f3o + {3tx )3 tJO + tJlX tJO + tJlX 
Vemos que (f3o..;P 1 ~p é decrescente em {30 + f31x. Se o valor esperado na escala trans-· 
formada é subestimado, e se â 2 é superestimado, o valor esperado na escala original é 
superestimado. 
O estimador proposto neste trabalho está dado na equação (3.24), 
1 
Po+fh~ 
. Este estimador superestima o valor esperado se 
1 1 ( u2 ) > 1+ . 
f3o + f31x (f3o + /31x )2 
Temos de analisar a razão entre os termos 
e 
Vemos que a razão entre eles dá sempre um valor maior que um, aplicando a condição 
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(3.9). A magnitude dessa razão depende fortemente da magnitude de q 2 em relação a 
(f3o + fJ1x)2. Se (/3o:;1 ~p é pequeno, então a razão é aproximadamente um, dando um 
bom estimador do valor esperado porque (Po:;1 ~>2 também será pequeno. 
O estimador proposto por Duan está dado na equação (3.27), .!. I:?--1 (p .1 ) . n - o+Pt~+f; 
Este estimador superestima o valor esperado se 
4.2.4 Transfonnação de Box-Cox usando À = -1 
Seja o modelo (4.1), usando g(y) = 1- ~' 
1 
1- - = f3o + /31Xi1 +E,, Í = 1, 2, ... ,30, 
Yi 
Logo, para x, o valor esperado do modelo transformado é {30 + {31x, e voltando à escala 
original, o valor esperado na escala original é aproximadamente 
1 ( q2 ) 
1 - f3o - f3tx 
1 + ( 1 - f3o - f3tx )2 • 
O estimador proposto por Taylor está dado na equação (3.34), 
l-Pol_/3 1 ~ ( 1 + ( 1 -p0(J~th~)2) . Este estimador superestima o valor esperado se 
Temos de analisar o termo 
Vemos que é crescente em {30 + {31x. Se o valor esperado na escala transformada é super-
estimado, o valor esperado na escala original é superestimado. 
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O estimador proposto por Duan está dado na equação (3.27), 1 E"- ( 1• . ) . 
n 1-1 1-Po-/hr-€; 
Este estimador superestima o valor esperado se 
Notemos que o estimador da média, proposto por Duan, (~ 2:?=1 h(Po + P1x + ii)), 
é relativamente afetado pela magnitude de ô-2 , dependendo da transformação utilizada. 
4.3 Simulações 
Para realizar a simulação, usando o modelo dado em ( 4.1 ), os parâmetros {30 , {31 , u 2 e o 
vetor x 1 foram definidos, com valores para x1 entre 1 e 5,9, {30 = 3, /31 = 1. O parâmetro 
"' 
u 2 tomou os valores: 0,5, 1 e 1,5. O tamanho de amostra foi n = 30. Apartir desses 
valores, construÍmos os valores de {30 + {31xi1· Geramos erros com distribuição normal de 
média zero e variância u 2 e exponencial com parâmetro um, padronizado de média zero e 
variância um. Em seguida, construÍmos os valores de g(yi), somando o erro a /30 + /31Xi1· 
Obtivemos os valores de Yi, escala original, usando a transformação inversa. Das várias 
amostras geradas e várias transformações investigadas, calculamos as estimativas das 
esperanças na escala original. 
Destacamos três dessas amostras, denotadas A, B e C, para ilustrar as comparações 
entre os vários estimadores: 
o A amostra A foi gerada com erros normais, u 2 - O, 5, observou-se ô-2 - O, 58, 
Po > f3o e P1 < /31; 
o A amostra B foi gerada com erros normais, u 2 = 1, observou-se &2 = 1, 34, Po < f3o 
e ~1 > fJ1i 
o A amostra C foi gerada com erros exponenciais, u 2 = 1, observou-se &2 = 1, 35, 
Po > f3o e P1 < f31· 
Cada figura, números (4-1) a (4-12), ilustra a amostra na escala original de y e as 
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estimativas das esperanças na escala original para os estimadores indicados, comparadas 
com os valores verdadeiros de E[y I x), para x da faixa de 1 a 5,9. Consta da legenda da 
figura a transformação utilizada. 
Notamos de maneira geral comportamento semelhante para os três estimadores. Com 
respeito à transformação logaritmo, só na amostra A os resultados foram razoáveis. Nas 
amostras B e C valores de &2 pouco maiores do que u 2 causaram uma superestimação, 
com a transformação logaritmo. Numa outra amostra, não ilustrada, com erros com 
distribuic;ão normal de variância u2 = 10, observamos u2 = 12, 1, o que causou uma 
superestima.ção muito pronunciada (transformação logaritmo). As demais transformações 
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Figura 4-1: (a) Gráfico de y versus x da amostra A - o modelo linear é ajustado a 
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Figura 4-2: (a) Gráfico de y versus x da amostra B - o modelo linear é ajustado a 




o o o o 
C') 
o o o 
o 
C\1 












o o o 
o o 
o 
o 00 00 o 000 o0 o o o o 00 o 
o 
I 
2 3 4 5 





/~/~ ................. I 
,' .... ~ ....... ! 
,,' ~···· // i 
// /.-./~//- I 





1 / / 
I _.- / 
,' .. ·· / 
11 ....... // 
I ,•' / 
,' ... ·· / 
/./~/ 
,' .. ··· / 
~~--··/ 








o .... I 
L r-···-·-···--······-·T"---·-··---·r---···-··-·············-r·-- ---..,. •••• J 
o 5000 10000 15000 20000 
6 
Figura 4-3: (a) Gráfico de y versus x da amostra C- o modelo linear é ajustado a 
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Figura 4-4: (a) Gráfico de y versus x da amostra A - o modelo linear é ajustado à raiz 
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Figura 4-5: (a) Gráfico de y versus x da amostra B- o modelo linear é ajustado á raiz 
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Figura 4-6: (a) Gráfico de y versus x da amostra C- o modelo linear é ajustado á raiz 
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Figura 4-7: (a) Gráfico de y versus x da amostra A - o modelo linear é ajustado á 
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Figura 4-8: (a) Gráfico de y versus x da amostra B - o modelo linear é ajustado á 
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Figura 4-9: (a) Gráfico de y versus x da amostra C- o modelo linear é ajustado á 
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Figura 4-10: (a) Gráfico de y versus x da amostra A - o modelo linear é ajustado á 
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Figura. 4-11: (a.) Gráfico de y versus x da. amostra. B- o modelo linear é a.j usta.do á in versa. 
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Figura 4-12: (a) Gráfico de y versus ::r da amostra C- o modelo linear é ajustado á inversa 




Intervalos de Predição 
5.1 Introdução 
Um dos objetivos principais de usar a análise de regressão é fazer predição da variável 
resposta para valores espedficos das variáveis independentes. Scott e Wild (1991) citam 
o seguinte exemplo: no National Women's Hospital em Auckland, Nova Zelândia, foram 
obtidas medidas ultrassônicas em fetos normais, desde o ano 1983 até 1988, quando 
a variável resposta era o comprimento do fÍgado do feto e a variável regressara era o 
tempo de gestação. O objetivo do estudo era ajustar um modelo para obter intervalos 
de predição, para o comprimento do f{gado, dado o tempo de gestação. 
Os limites de predição para uma nova observação dependem dos estimadores dos 
parâmetros do modelo (frequentemente, pelo menos assintoticamente normais) e da dis-
tribuição do erro do modelo (que pode ser normal ou não). Vamos apresentar neste 
capÍtulo a construção de um intervalo de predição sob as condições do modelo Gauss-
Markov normal e também a construção de intervalo de predição assumindo um mod-
elo Gauss-Markov, sem suposição de normalidade, definido em Schmoyer (1992). Este 
último é assintoticamente válido para uma variedade de tipos de distribuições para o 
erro. Schmoyer realizou simulações, concluindo que seu método é comparável a métodos 
de reamostragem, sendo, no entanto, de computação menos intensa. Quando a dis-
tribuição do erro não é normal, o intervalo proposto tem um desempenho razoável, a não 
ser que a assimetria da distribuição seja muito acentuada. 
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Com relação à inferência na escala original, se o modelo Gauss-Markov normal parece 
ser adequado à modelagem da variável resposta transformada, o intervalo de predição 
usual (Gauss-Markov normal) seria utilizado e a transformação inversa dos limites do 
intervalo forneceria um intervalo de predição na escala original. Porém, frequentemente, 
após a transformação da variável resposta, os resÍduos parecem indicar alguma evidência 
contra normalidade, como, por exemplo, alguma assimetria na distribuic;ão dos erros. 
Neste caso, o intervalo de predição, proposto por Schmoyer, apresenta-se como uma al-
ternativa mais razoável, e, novamente, a transformação inversa dos limites do intervalo 
proporcionaria um intervalo de predição na escala original. No exemplo mencionado no 
primeiro parágrafo, a variável resposta é transformada. A suposic;ão de normalidade, con-
ferida através do exame dos resÍduos não detectou nenhuma evidência contrária, assim, 
o intervalo de predição usual foi utilizado. 
Apresentamos na seção 5.2 o desenvolvimento para a definição de intervalo de predição 
sob o modelo Gauss-Markov normal e na seção 5.3 alguns resultados expostos por Schmoyer 
para a definição de intervalo de predição. Na seção 5.4 expomos resultados de simulações, 
realizados por Schmoyer, além de pequena simulação por nós realizada. 
O programa utilizado para o cálculo do intervalo de predição proposto por Schmoyer, 
foi desenvolvido neste trabalho, usando a linguagem SAS. 
5.2 Intervalo de Predição Sob o Modelo Gauss-Markov 
Normal 
Seja o modelo Gauss-Markov normal, apresentado no capÍtulo 3, (3.1), isto é, 
onde fi '~ N(O, <12 ), i = 1, 2, ... , n e X é matriz de posto coluna completo, com a i-ésima 
linha, xr = (1, Xjt, ... , Xip)· Sejam~ e â 2 os estimadores de quadrados mÍnimos de f3 e 0'2, 
N N fU 
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baseados nesta amostra de tamanho n. 
Considere y0 uma nova observação, correspondente a xo, independente das n ob-
"' 
servações anteriores, ou seja, 
(5.1) 
onde 
t:0 "' N(O, u 2 ), E(t:0t:i] = O, i = 1, 2, ... , n. 
Logo, para fJo = xõ {3, 
rv rv 
E[yo] = x'{; {3, 
rv rv 
E[yo - fJo] = O , 
Cov(yo, fJo) =O 
po1s 
= Cov(xÕ {3 +t:o, xÕ (XT X)-1 XT Y) 
rvrv N N 
= Cov(x'{;f3 +t:o,x'{; (XTX)- 1 XT(X {3 + t:)} 
IV IV fV fV fV 
= Cov(xÕf3 +t:o,xÕ (XT X)-1 XT X {3 + x'{; (XT X)-1 XT t:) 
rv rv rv rv rv rv 
=0 
porque E[t:ot:;] = O, i = 1, 2, ... , n. Logo, 
V ar[yo - fJo] = V ar(yo] + V ar(fJol 
= u2 + u2 ( xJ (XTX)-1 -:o) 
= u2 ( 1+ xJ (XTX)-1 -:o) , 
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que será estimada por 
Então, pelo lema 1 do Apendice, lll!.=.ÍR. tem distribuição t- Student com n- p- 1 graus s,o 
de liberdade, ou seja, 
Portanto, 
(5.2) 
onde t(n-p- 1,~) é o quantil ~da distribuição t-Student com n-p-1 graus de liberdade. 
5.3 Intervalo de Predição Assintótico Sob o Modelo 
Gauss-Markov 
Schmoyer (1992) propõe um tipo de intervalo de predição para uma observação futura, 
sob o modelo Gauss-Markov. A distribuição do erro não é necessariamente normal, 
portanto, a sua utilização se direciona às situações onde a distribuição do erro possa ser, 
por exemplo, assimétrica. 
Sejam y11 x'[ /3, ô-2 e X, i = 1, 2, ... , n, conforme definidos no inÍcio da seção anterior. 
"' rv 
Considere a função Hn( t ), definida para t E R, 
1 [~ (t-(i)] Hn(t) = - L- Wn-p-1 -- 1 
n i=1 so 
onde fi = Yi- xJ ~, sõ = ô- 2 ( xJ (XTX)-1 :_o) , e Wn-p-1 é a função de distribuição 
acumulada da t- Student com n - p- 1 graus de liberdade. 
Um teorema relaciona a função Hn(t) a Pr [y0 ~ fio+ t], onde y0 =x~ (3. 
"' "' 
Teorema 5.1 
Se x~ (/3 - {3) é aproximadamente distribuÍdo como N(O, u 2 x~ (XTXt1 x0), então, 
tV 1'V IV N N 
Pr[yo :5; fio+ t] ~ Hn(t). 
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Prova: 
Pr (Yo S Yo + t] = Pr [xJ (~ - ê) S t- co] 
= j Pr (xJ (~- ê) S t- co I co] 8F(c0 ), 
onde F é a função de distribuição acumulada de c0 , 
= jPr(xJC~-ê)st-co]BF(co) 
porque os erros c1, ... , Cn são independentes de c0 , 
f [t- Eo] !:::! Wn-p-1 ----;;- 8F(co). 
Este termo pode ser estimado por 
f [t- co] " Wn-p-1 ----;;- 8Fn(Eo), 
onde Ê'n é a função de distribuição empÍrica dos resÍduos. Então, 
f [t- co] " 1 ~ [t- f.i] Wn-p-1 -- 8Fn(co) =- LJ Wn-p-1 -- = Hn(t). so n i=1 so o 
Portanto, um estimador de Pr [Yo Si/o+ tJ é Hn(t). 
Schmoyer conclui que, para n pequeno, resultados de simulações sugerem que os 
quantis de Hn são limites de predição anticonservativos, então Hn(t) = n!1 [l + nHn(t)] 
por ser mais dispersa, parece ser mais adequada para a definição dé intervalo de predição. 
Portanto, o intervalo proposto se baseia na seguinte função 
- 1 [ 1 ;-... ( t - fi)] Hn(t) = -- -+L Wn-p-1 -- . 
n + 1 2 i=1 so 
Podemos observar que a função Hn(t) é contÍnua e estritamente crescente, pois é dire-
tamente proporcional à Wn-p-lJ que é estritamente crescente. Logo, podemos garantir a 
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existência da função inversa de Hn(t). 
Sejam 
portanto, 
isto é, T1 é o -y-ésimo quantil de Hn· 
Resultado 5.1 
e 
T1 está definido para os valores de -y que estão no intervalo [ 2(n~ 1), 1 - 2(n~ 1 ) ]. 
Prova: 
- 1 [1 ~ (t-f.)] lim Hn(t) = lim -- -+L...- Wn-p-1 --• 
t-+-oo t-+-oo n + 1 2 i=1 so 
I. 1 [1] t• 1 [~ (t- fj )] = 1m---+ 1m-- L...,-Wn- -1 --
f-+-oo n + 1 2 t-+-oo n + 1 i=1 P so 
= n ~ 1 [~J 
. - . 1 [1 ~ ( t - tj)] hm Hn(t) = hm -- -+L...- Wn-p-1 --
f-+oo t-+oo n + 1 2 i=l So 
I. 1 [1] I. 1 [~•T• (t-i•)] = tm--- +1m-- L...,-"i(n- -1 --
f-+00 n + 1 2 t-+oo n + 1 i=I P so 
1 [1] 1 = n + 1 2 + n + 1 [n] 
1 
=1- o 
2(n + 1) · 
Baseados no teorema anterior, calculamos o intervalo de predição assintoticamente 
válido da seguinte forma: 
(5.3) 
tal que quando n aumenta, a probabilidade de y0 estar contido neste intervalo converge 
a 1- a. 
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Para achar os limites do intervalo (5.3), temos de resolver a equação Hn(t) = 'Y para 
t, usando 'Y = ~ e 'Y = 1- ~· 
Definimos a probabilidade de exclusão (PE) de um intervalo de predição [I, S] para y0 
como a probabilidade de que Yo <I ou Yo > S, onde tanto y0 como I e S são aleat6rios. 
Para intervalos assintoticamente válidos, a probabilidade de exclusão calculada converge 
à probabilidade de exclusão nominal. 
Schmoyer argumenta que a probabilidade de exclusão nominal de um intervalo de 
predição deveria ser limitada, conforme discutido a seguir. Se conhecêssemos o vetor de 
parâmetros /3, o problema de fazer predições seria predizer to dados t:1 , t:2 , ... , fn. Sem 
um maior conhecimento sobre a função de distribuição acumulada dos erros, o inter-
valo ( f(t), f(n)) seria o intervalo de predição mais largo para f o, podendo-se calcular a 
probabilidade de exclusão. Para o caso em que distribuição é contÍnua, temos que 
Então, quando não fazemos nenhuma suposição sobre a distribuic.;ão dos erros, a proba-
bilidade de exclusão nominal unilateral deveria ser maior que n~t· Paralelamente, pelo 




Schmoyer realizou simulações de amostras de pares (x, y), onde y = f3o + j31x +f, para 
várias distribuições do erro, t:, padronizadas para esperança zero e variância um. No 
que se refere a comparações entre o intervalo de predição usual (5.2) e o proposto (5.3), 
chegou a várias conclusões, que aqui expomos. 
Quando a distribuição do erro é normal, as probabilidades de exclusão unilaterais são 
menores do que ~~ para os dois tipos de intervalo de predição de probabilidade 
1- a. Ou seja, intervalos mais largos que o necessário, sendo o intervalo proposto menor 
88 
que o intervalo usual. Eventualmente, para amostras maiores, essas probabilidades são 
aproximadamente ~· Quanto menor o valor de a, maior deveria ser a amostra. 
Foram examinadas as distribuições x2 , com 3, 6 e 9 graus de liberdade. Observou-
se que maior assimetria, x(3), implicava em pequena probabilidade de exclusão inferior 
(menor do que ~) e grande probabilidade de exclusão superior (pouco maior do que ~) 
para ambos intervalos de predição. A medida que a assimetria era suavizada, maiores 
graus de liberdade, essas duas probabilidades se aproximavam de ~· No entanto, para. 
amostras pequenas, a soma das dua~ probabilidades de exclusão não atinge a. Portanto, 
intervalos maiores que o necessário são obtidos. 
Para erros segundo distribuição t - Student, com 3 graus de liberdade, o intervalo 
proposto apresentou probabilidades de exclusão próximas a %· E para a distribuição 
lognormal, a probabilidade de exclusão inferior se apresentou muito pequena e a proba-
bilidade de exclusão superior próxima a ~' um pouco menor. 
Em todos estes casos, onde a distribuição do erro não é normal, o intervalo de predição 
proposto apresentou melhor desempenho do que o intervalo usual. Porém, para erros com 
uma distribuição com assimetria acentuada, como a lognormal, o intervalo de predição 
proposto não parece ser a solução. 
Cabe observar que toda simulação elaborada por Schmoyer visava a obtenção de 
intervalos de predição para y, dado x =O. 
Neste trabalho foi simulada a seguinte situação: amostra de 30 pares (x, y), onde y = 
3 + x + t:, tomando x valores entre 1 e 5,9, e f com distribuição exponencial, de parâmetro 
(1), padronizada para esperança zero e variância um. Foram feitas 30 repetições. Duas 
destas amostras são ilustradas no capftulo 2, figuras (2-7) e 
(2-8), cujos gráficos de normalidade indicam assimetria. Nosso objetivo é verificar as 
probabilidades de exclusão dos intervalos de predição de probabilidade 0,9 para y, em 
três situações: x = 1, x = 2, 6 e x = 4, 8 (um valor central e dois valores extremos 
de x ). Notamos que as probabilidades de exclusão, dos intervalos usual e proposto, 
quase não variam para os diferentes valores de x. Apresentaremos as probabilidades de 
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exclusão para x = 2, 6. No referente ao intervalo usual, a probabilidade de exclusão do 
limite inferior foi observada no intervalo 0,014 ±O, 014 e a probabilidade de exclusão 
do limite superior em 0,021±0, 023. Quanto ao intervalo proposto, a probabilidade de 
exclusão do limite inferior foi observada no intervalo 0,052±0, 019 e a probabilidade de 
exclusão do limite superior em 0,007±0, 011. Podemos destacar que os intervalos usuais 
são mais largos que os propostos, com probabilidades de exclusão menores que }. As 
probabilidades de exclusão, para o intervalo proposto, são aproximadamente % para o 




Para toda transformação, função real estritamente monótona de uma variável aleatória 
positiva, com probabilidade um, a transformação da mediana da distribuição original 
é a mediana da distribuição transformada. 
Prova: 
Seja g uma função estritamente monótona. Seja y uma variável aleatória com espaço 
amostrai Xy C R+. 
{y E Xy I Y < Ymed} # {y E Xy I g(y) < g(Ymed)}, 
{y E Xy I Y ~ Ymed} # {y E Xy / g(y) ~ g(Ymed)}, 
onde Ymed é a mediana da variável y. Como 
1 
P[y < Ymed] ~ 2 ::; P[y ~ Ymed], 
pela definição de mediana, com a igualdade dos eventos acima temos 
1 
P[g(y) < g(Ymed)] = P[y < Ymed] ~ 2 ~ P[y ~ Ymed] = P[g(y) ~ g(Ymed)]. 
Logo, g(Ymed) é a mediana da variável g(y). 
De maneira semelhante, se g é decrescente, então os seguintes eventos são iguais: 
{y E Xy I Y < Ymed} # {y E Xy I g(y) > g(Ymed)}, 
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{y E Xv I Y ::; Ymed} # {y E Xv I g(y) ~ g(Ymed)}. 
Assim, 
1 
P[g(y) > g(Ymed)] = P(y < Ymed} ::; 2 ::; P(y::; Ymed} = P(g(y) ~ g(Ymed)]. 
Logo, g(Ymed) é a mediana da variável g(y). O 
Resultado 1 
Sejam y do modelo Gauss-Markov, (3 estimador, não viciado, de quadrados mrnimos 
N N 
de {3, então 
N 
V ar[/3] = a 2(XTXt1 . 
"' 
Nota: 
Se p = 1, ou seja, tendo só uma variável regressora, f3T = ({30 , {31), x'!' = (1, Xi1). Logo, 
fV "' 
e 
(XTXtl = 1 -
n I:i=1 x?1 - ( n x )2 
2 _ 1 n 2 -
2 





q2 ( 2+ _2) 




Sob o modelo dado para o resultado 1, seja ri =xT (XTX)-1 x, para i = 1, 2, ... , n, 
N fV 
então 
0 ~Ti ~ 1. 
Prova: 
Para o modelo Gauss-Markov temos que 
Y=X/3+t:, 





Logo, o vetor de res~duos é 
€ =Y- y, 
fV fV N 
e tem esperança O com matriz de variância-covariância u 2(ln- X(XTX)- 1 XT). Para 
fV 
i = 1, 2, ... , n, Var[t:,J = u 2(1 - ri)· Consequentemente, ri < 1, e sendo a matriz X 
de posto coluna completo, então (XTX)-1 é definida positiva, logo ri ~ O. Portanto, 
0 ~Ti~ 1. 0 
Nota: 
Para o modelo de regressão com uma variável regressara, 
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Vemos que se existe i, entre 1 e n, tal que .x;1 :f= x11 , com j :f= i, j = 1, 2, ... n, obtemos 
então 
(.1) 
Temos também que 
(.x,l- x? _ [(n- 1).x,l- Xn- ... - Xi-1,1- Xi+l,l- ... - Xnl)2 
I:;=l(.xJl- x)2 - [(n- 1).xn- Xn- ... - XntF + ... + [(n -l).xnl- Xn- ... - Xn-l,lp· 
Para o caso em que .x11 :f= .x21 e .x21 = .x31 = ... = Xnt, e para i = 1, 
(.xu-.1:)2 _ [(n-1).xn-(n-l).x21]2 
"" (x 1- x)2 - [(n -1)xn- (n -1)x21F + (n- 1)[x21- xnF L<J=l J 
_ (n -1)2[.xn- x21J2 
- (n- 1)2[.xn- X21J2 + (n- 1)[x21- xuP 
(n- 1)2 
-




e para i :f= 1, por exemplo i = 2, 
_ [.xn - x:nF 
- ( n - 1 )2[.x21 - .xnJ2 + [x21 - xuF 
1 
- ( n - 1 )2 + ( n - 1) 
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1 
(.3) - n(n- 1) · 
Portanto, das equações (.1), (.2) e (.3), para todo i= 1, 2, ... , n, 
Resultado 3 
Sob o modelo Gauss-Markov normal, sendo â[1) estimador de quadrados mÍnimos 
d 2 ~ 2 . d d , . . "Ih d 2 - (n-p-1)6-{1) nõ-~2) e o e o(2) estima or e maxtma veross1m1 ança e o , entao .,.2 e .,. tem 
distribuição X~n-p-l). Logo, 
V [ ~ 2 J 2o• 
ar o(l) = n - p - 1 e V [ 
~ 2 ] 2( n - p - 1 )o4 ar o(2) = 2 n 
Lema 1 
Sejam y do modelo Gauss-Markov normal, ~ e â 2 estimadores de quadrados mÍnimos 
N N 
de {3 e o 2 , respectivamente. Seja À I- O, com ÀT {3 função estimável, então 
N rv N rvrv 
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