We develop sub-Nyquist sampling systems for analog signals comprised of several, possibly overlapping, finite duration pulses with unknown shapes and time positions. Efficient sampling schemes when either the pulse shape or the locations of the pulses are known have been previously developed. To the best of our knowledge, stable and low-rate sampling strategies for a superposition of unknown pulses without knowledge of the pulse locations have not been derived. The goal in this two-part paper is to fill this gap. We propose a multichannel scheme based on Gabor frames that exploits the sparsity of signals in time and enables sampling multipulse signals at sub-Nyquist rates. Our approach is based on modulating the input signal in each channel with a properly chosen waveform, followed by an integrator. We show that, with proper preprocessing, the Gabor coefficients necessary for almost perfect reconstruct of the input signal, can be recovered from the samples using standard methods of compressed sensing. In addition, we provide error estimates on the reconstruction and analyze the proposed architecture in the presence of noise. The resulting scheme is flexible and exhibits good noise robustness. The first part in this series is focused on the basic underlying principles. The second part generalizes the present sampling system in several directions. In particular, we consider practical implementations from a hardware perspective and extend the architecture to efficiently sample radar-like signals that are sparse in both time and frequency.
I. INTRODUCTION
One of the common assumptions in sampling theory suggests that in order to perfectly reconstruct a bandlimited analog signal from its samples, it must be sampled at the Nyquist rate, that is twice its highest frequency. In practice, however, all real life signals are necessarily of finite duration, and consequently cannot be perfectly bandlimited, due to the uncertainty principle [1] . The Nyquist rate is therefore dictated by the essential bandwidth of the signal, that is by the desired accuracy of the approximation: the higher the rate, meaning the more samples are taken, the better the reconstruction.
In this paper we are interested in sampling time limited signals. There are two standard approaches in the literature to sample such functions. One is to acquire pointwise samples and approximate the signal using Shannon's interpolation formula [2] , [3] . The second, is to collect Fourier samples and approximate the signal using a truncated Fourier series. Both strategies require the Fourier transform of the signal to be integrable. Moreover, exact pointwise samples needed for Shannon's method requires implementing a very high bandwidth sampling filter. Here we show that these problems can be alleviated using Gabor frames [4] .
Gabor samples, which are inner products of a function with shifted and modulated versions of a chosen window, are a good compromise between exact pointwise samples and Fourier samples. In particular, we show that all squareintegrable time limited signals, without additional conditions on their Fourier transforms, can be well approximated by truncated Gabor series. The price to pay is a slightly greater number of samples necessary for approximation, that comes with using frames, namely, overcomplete dictionaries. The use of frames is a result of the fact that Gabor bases are not well localized in both time and frequency [5] . In all three approaches (pointwise, Fourier, Gabor) the number of samples necessary to represent an arbitrary time limited signal is dictated by the essential bandwidth of the signal and the desired approximation accuracy.
Recently, there has been growing interest in efficient sampling of a special class of time limited functions: signals consisting of a stream of short pulses, referred to as multipulse signals [6] , [7] , [8] . This interest is motivated by a variety of different applications such as digital processing of certain radar signals, which are superpositions of shifted and modulated versions of a single pulse. Another example is ultrasound signals, that can be modeled by superpositions of shifted versions of a given pulse shape. Multipulse signals are also prevalent in communication channels, bio-imaging, and digital processing of neuronal signals. Since the pulses occupy only a small portion of the signal support, intuitively less samples should suffice to reconstruct the signal. Our main goal in this paper is to design a minimal rate sampling and reconstruction scheme for multipulse signals that exploits the inherent structure of these signals, without knowing the pulse shapes and their locations.
A special case of this model was considered in [7] and [6] in which the signal is composed of shifts of a single known pulse shape. Such signals are completely characterized by the time delays and amplitudes of the pulse, and are therefore defined by a finite number of parameters. This model falls under the class of finite rate of innovation (FRI) signals introduced in [8] . The sampling scheme proposed in [6] operates at the minimal sampling rate required for such signals, determined by the rate of innovation [8] , which equals the number of unknown time delays and amplitudes. In this case without noise, perfect recovery is possible due to the finite dimensionality of the problem.
A more general class of multipulse signals results when the pulse shapes are not known. In this scenario perfect reconstruction from a finite number of samples is impossible, as there are generally infinitely many parameters defining the signal. Nonetheless, it is clear intuitively that the reconstruction error can be made sufficiently small with just a finite number of samples, when the signal is sampled dense enough. However, this strategy obviously results in many pointwise samples that are zero, leading to unnecessary high rates. Since the Fourier transform does not account for local properties of the signal, this method cannot be used to reduce the sampling rate and exploit the signal structure.
In this paper we consider sampling of multipulse signals when neither the pulses nor their locations are known.
The pulses can have arbitrary shapes and positions, and may overlap. The only knowledge we assume is that our signal is comprised of N pulses, each of maximal width W . Despite the complete lack of knowledge on the signal shape, we show that using Gabor frames and appropriate processing, such signals can be sampled in an efficient and robust way, using far fewer samples than that dictated by the Nyquist rate. The number of samples is proportional to W N , that is, the actual time occupancy. More precisely, we need about 4µ −1 Ω ′ W N samples, where Ω ′ is related to the essential bandwidth of the signal and µ ∈ (0, 1) is the redundancy of the Gabor frame used for processing.
In contrast, Nyquist-rate sampling in this setting requires about Ω ′ β samples, where β is the duration of the signal.
If the signal occupies only a small portion of its time duration, such that 4µ −1 W N ≪ β, then our scheme can result in a substantial gain over Nyquist-rate sampling.
The criteria we consider for sampling multipulse signals are: a) minimal sampling rate that allows almost perfect reconstruction, b) no prior knowledge on the locations of the pulses or their shapes, and c) numerical stability in the presence of mismodeling and noise. To achieve these goals we combine the well established theory of Gabor frames [4] with the recently proposed Xampling paradigm [9] , [10] which is a framework for sub-Nyquist sampling of analog signals. Gabor samples, taken with respect to a window that is well localized in time and frequency, provide information about local behavior of any square integrable function and reflect the sparsity of a function either in time or frequency. The scheme we propose consists of a multichannel system that modulates the input signal in each channel with a parametric waveform, based on a chosen Gabor frame, and integrates the result over a finite time interval. We show that by a proper selection of the waveform parameters, the Gabor samples can be recovered, from which the signal is reconstructed. We further prove that the proposed system is robust to noise and model errors, in contrast with techniques based on exact pointwise samples.
Our development follows the philosophy in much of the recent work in analog compressed sensing, termed
Xampling, which provides a framework for incorporating and exploiting structure in analog signals to reduce the sampling rates, without the need for discretization [9] , [10] . A pioneer sub-Nyquist system of this type is the modulated wideband converter (MWC) introduced in [11] based on the earlier work of [12] . This scheme targets low rate sampling of multiband signals, namely bandlimited signals whose frequency content is concentrated on a few bands. The MWC enables perfect recovery of any multiband function from its samples at rates far below Nyquist, without knowledge of the band locations. Sub-Nyquist sampling is achieved by applying modulation waveforms to the analog input prior to uniformly sampling at the low rate. A hardware prototype of the MWC is reported in [10] ; this is a first example of a wideband prototype that implements compressed sensing in the analog domain. Our sampling system is Fourier dual to the MWC in the sense that we treat signals concentrated on a few intervals in time.
Another system that falls into the Xampling paradigm is that of [6] which treats multipulse signals with a known pulse shape. The proposed sampling scheme is based on modulation waveforms as in the MWC, but the purpose of the waveforms is different. In the MWC the modulations are used to reduce the sampling rate relative to the Nyquist rate, while in the setting of [6] the modulations serve to simplify the hardware implementation and improve robustness. In the second paper of this series, we use similar modulation waveforms to reduce the sampling rate for multipulse signals that are also frequency sparse.
We note here, that Gabor frames were recently used to sample short discrete pulses in [13] . The authors analyzed standard compressed sensing techniques for redundant dictionaries, and applied their results to radar-like signals.
The important difference between the scheme in [13] and our problem is that the former can handle only discrete time signals, which are already sampled. In contrast, our method directly reduces the sampling rate without the October 18, 2010 DRAFT need for discretization.
In the first of this two-part series we develop the basic sampling scheme, and investigate its performance in the presence of noise. Since time limited functions cannot be perfectly reconstructed from a finite number of samples, we provide error bounds on the approximation depending on the chosen Gabor frame. In the second part, we generalize our results to allow for more efficient hardware implementation. We then demonstrate how this extension can be used to efficiently sample radar signals. Such signals are an important subclass of the multipulse model in which all pulses share the same (unknown) structure. The resulting signal is a finite superposition of one shifted and modulated pulse. By designing proper modulating waveforms in our sampling system we exploit the resulting sparsity in time and frequency to further reduce the number of samples and reconstruct the signal almost perfectly.
The current paper is organized as follows. In Section II we introduce the notation and basic problem definition.
Section III describes existing methods of sampling multipulse signals and their drawbacks. Since the main tool in our analysis is Gabor frames, in Section IV we recall basic facts and definitions from Gabor theory and show that truncated Gabor series provide a good approximation for time limited functions. Based on this observation, in Section V, we introduce a sub-Nyquist sampling scheme for multipulse signals. We analyze its performance in the presence of noise in Section VI. Section VII points out connections to recently developed sampling methods. The important part of our design are Gabor windows, which we review in Section VIII. In particular, we summarize several methods to generate compactly supported Gabor frames. We demonstrate our theory by several numerical examples in Section IX. Hardware considerations and further applications are discussed in Part II of this series.
II. PROBLEM FORMULATION AND MAIN RESULTS

A. Notation
We will be working throughout the paper with the Hilbert space of complex square integrable functions L 2 (R),
where g(t) denotes the complex conjugate of g(t). The norm induced by this inner product is given by
The Fourier transform of a square integrable function f (t) is defined as
and is also square integrable with f 2 = f 2 . In Section III we assume additionally that the Fourier transform of a signal f ∈ L 2 (R) is an integrable function, meaning f ∈ L 1 (R). The L 1 (R) norm is given by
W − β 2 β 2 Fig. 1 : Schematic example of a multipulse signal with N = 6 pulses each of width no more than W . In the example, two of the pulses are overlapping.
A main tool in our derivations are Gabor frames, which we review in Section IV-A. Two important operators that play a central role in Gabor theory, are the translation and modulation operators defined for x, ω ∈ R as
respectively. The composition M ω T x f (t) = e 2πiωt f (t − x) is called a time-frequency shift operator and gives rise to the short-time Fourier transform. For a fixed window g ∈ L 2 (R), the short time Fourier transform of f ∈ L 2 (R) with respect to g(t) is defined as
Many derivations, and especially input-output relations for our sampling systems, will be presented in compact form of matrix multiplications. We denote matrices by boldface capital letters, for example C, D, and vectors by boldface low case letters, such as x, z.
B. Problem Formulation
We consider the problem of sampling and reconstructing signals comprised of a sum of short, finite duration pulses. A schematic representation of such a signal is depicted in Fig. 1 . We do not assume any knowledge of the signal besides the maximum width (support) of the pulses. More formally, we consider real valued signals f (t) of the form
The number of pulses N and their maximal width W are assumed known. Note that the pulses may overlap in time, as in Fig. 1 . Clearly, f (t) is of finite duration. We assume that it is supported on an interval [−β/2, β/2]
with N W ≪ β. Our goal is to recover f (t) from the minimal number of samples possible.
Due to the uncertainty principle, finite duration functions cannot be perfectly bandlimited. However, in practice the main frequency content is typically confined to a finite interval. We refer to such signals as essentially bandlimited.
More formally, we say that f (t) is essentially bandlimited, or ǫ Ω −bandlimited to F = [−Ω/2, Ω/2], if for some
The symbol F c denotes the complement of the set F . The adjective 'essential' refers to the fact that the energy of There are three interesting special cases that fall into the model (8) . The first is when h n (t) are shifts of a known pulse h(t), so that h n (t) = σ n h(t − t n ) for some t n , σ n ∈ R. In this case, the problem is to find 2N parameters, the amplitudes σ n and shifts t n . This setting can be treated within the class of finite rate of innovation problems [8] . Recently a method was proposed to sample such signals efficiently at the minimal rate [7] , [6] . We will return to this scenario in Section VII and discuss the relation to our work in more detail. A second class, is when the location of the pulses h n (t) are known but the pulses themselves are not. The third, most difficult scenario, is when neither the locations nor the pulses are known. Our goal is to develop an efficient, robust, and low-rate sampling scheme for this most general scenario. We will see later that our system can be used to sample signals from the other two cases as well, at their respective minimal rates.
We aim at designing a sampling system for signals from the model MP(N, W, β, Ω) that satisfies the following properties:
(i) the system has no prior knowledge on the locations or shapes of the pulses;
(ii) the number of samples should be as low as possible;
(iii) the reconstruction from the samples should be simple;
(iv) the reconstructed signal should be close to the original signal.
C. Main Results
The multi-channel sampling method we propose, depicted in Fig. 6 , is a mixture of ideas from Gabor theory and Xampling [10] , which lies at the heart of sub-Nyquist sampling of analog signals. Since we do not know the pulses making up the signal it is necessary to choose a frame/basis to represent the signal. For efficient sampling, the frame should be chosen such that the coefficients of the signal in this frame reflect its sparse structure in time.
It is well known that Gabor coefficients mirror well the local behavior of any square integrable function. However, the Balian-Low theorem [5] precludes Gabor Riesz bases with good time-frequency localization. Therefore one has to settle with a certain degree of redundancy to be able to design well concentrated Gabor atoms.
Our sampling scheme consists of a set of modulators with functions p r (t), followed by integrators over the interval
The system depends on an appropriately chosen Gabor frame with redundancy degree µ ∈ (0, 1), generated by a compactly supported window that is well localized in the frequency domain. This frame provides a sparse representation for MP(N, W, β, Ω). The modulating waveforms p r (t), formally defined in (33) , are different, finite superpositions of shifted versions of the chosen Gabor window. The goal of the modulators is to mix together all windowed pieces of the signal with different weights, so that, a sufficiently large number of mixtures will allow to almost perfectly recover relatively sparse multipulse signals. The analog input signal is first modulated with these waveforms before passing through an integrator. The resulting samples are weighted superpositions of Gabor coefficients of the signal with respect to the chosen frame. Compressed sensing methods [14] , [15] , [16] , [17] are then used to recover the relevant nonzero signal coefficients from the given samples. The number of the rows in the resulting compressed sensing system is about 4N µ −1 ; it is a function of the number of pulses present in the signal and the redundancy of the frame. The number of columns is a function of the desired accuracy of the approximation, and equals about ΩW .
In principle, to reconstruct a time-limited function perfectly, one needs infinitely many samples. We show, that with only a finite number of Gabor samples, with about 4Ω ′ W N µ −1 samples, related to a somewhat larger interval
in the frequency domain, we can reconstruct the signal almost perfectly. The size of
is dictated by the chosen Gabor frame. The better frequency localization of the window and the closer the frame bounds to one, the smaller the value of Ω ′ . The oversampling degree µ dictates the number of samples in time. The bigger µ, the less time samples we need. For µ = 1 it is not possible to construct a window that is well localized in frequency and forms a Gabor frame, therefore we focus on µ < 1. The number
is worse by a factor of two from the minimal number of samples necessary to reconstruct a multipulse signal with the same Gabor frame, if we knew in advance the locations of the pulses. By the minimal number of samples we mean the lowest number of samples necessary to approximate the signal with the desired accuracy, in a frame with a fixed redundancy. Thus only a factor of two in the number of samples is needed in order to compensate for the unknown pulse locations.
After recovering the Gabor coefficients, we recover the signal using a dual Gabor frame. The function f (t)
reconstructed from the post-processed coefficients satisfies
where f (t) is the original signal, C 0 is a constant depending on the Gabor frame, and ǫ B is related to the essential bandwidth of the chosen Gabor window. The first term in the error is due to the energy of the signal outside the essential bandwidth. The values of n 1 and n 2 reflect the noise level in the signal (mismodeling error) and the samples, respectively, while the constants C 1 and C 2 depend on the compressed sensing methods used for recovery of the Gabor coefficients. If the signal is perfectly multipulse and the sampling system is noise free, then
We begin our development by first considering the existing sampling techniques and pointing out their drawbacks both in the case when the pulse locations are known and when they are not, in Section III. We show that the present approaches cannot be adapted to treat completely blind sampling, when both the pulse shapes and locations are unknown. In Section IV we briefly introduce the principles of Gabor theory needed in our development and show its usefulness in approximating finite duration signals through truncated Gabor series, with only a finite number of samples. Based on this observation we develop an efficient sampling and reconstruction scheme that treats all time limited square-integrable signals and is robust to noise, in Section V. 
III. PRIOR APPROACHES
where f l β are the Fourier coefficients given by
Therefore, infinitely many Fourier coefficients have to be used to represent f (t) fully. If f (t) is smooth, or at least f ∈ L 1 (R), then the Fourier coefficients decay fast and f (t) may be well approximated by a truncated Fourier series. The approximation error is given by
where L 0 is an integer that specifies the desired approximation, and the number of samples. A sampling system that allows to obtain the desired Fourier coefficients is presented in Fig. 2 (a) with parameters θ = 1/β, τ = 0 and
, where χ β is a rectangular function supported on [−β/2, β/2]. The number L = 2L 0 + 1 of channels is related to the essential bandwidth of f (t). If f (t) is ǫ Ω −essentially
. Therefore, L 0 in (13) has to be equal at least Ω ′′ β/2 to achieve a good approximation, meaning, at least Ω ′′ β samples are needed to represent f (t) sufficiently well. The smoother f (t), the better the decay properties of f (ω), and the smaller the gap between Ω ′′ and Ω. This approach however, does not explore additional information about f (t), namely that it occupies only a small portion of the interval
Intuitively, since f (t) is sparse in time, it should be possible to reduce the number of samples Ω ′′ β without compromising the reconstruction quality.
If additional information about the signal is available, namely time instances when the pulses appear, then the number of samples can be reduced using Shannon's interpolation formula. In [2] , [3] the authors consider sampling time limited functions for which f ∈ L 1 , and provide error estimates on the reconstruction. If f (t) is time-limited
(a) 
to [−β/2, β/2], then taking pointwise samples at the rate Ω ′′ , for some Ω ′′ > 0, and interpolating between the points using Shannon's interpolation formula, gives a finite series
where K 0 is the largest integer less then
is of finite duration, so that about Ω ′′ β pointwise values of f (t) must be evaluated. It is shown in [2] , [3] that the sum (S Ω ′′ f )(t) differs from f (t) by at most
The same sampling scheme of Fig. 2 (a), but with different parameters, can be used to obtain the pointwise samples.
The parameters in this case are θ = 0, which means that we only need one branch, τ = 1/Ω ′′ and the filter
, where δ(t) is a delta function centered at zero.
Again, to obtain a good approximation, Ω ′′ is chosen with respect to the essential bandwidth of f (t) as in the case of the truncated Fourier series. However, using this method, if the widths and locations of the pulses are known, then the number of samples can be reduced. Let I n = [a n , a n + W ] be the active intervals corresponding to the support of each pulse h n (t). Then the pointwise samples of f (t) can be evaluated only at points k/Ω ′′ where
Meaning, only about W Ω ′′ samples per pulse are required, adding up to N W Ω ′′ samples for the whole signal.
The two sampling solutions presented above suffer from several drawbacks. First, the Fourier series approach does not take into account the sparsity of f (t) in time. Second, if the sparsity is used to reduce the number of samples using pointwise sampling, then the locations of the pulses have to be known in advance. Even then, the pointwise samples of f (t) are in practice difficult to obtain, as it necessitates ideal sampling (or high analog bandwidth).
Finally, both reconstructions require that the Fourier transform of f (t) decays fast outside a certain interval, for the reconstruction to be accurate.
We conclude that a finite duration signal f (t) can be well approximated either by a finite Fourier series or (14) carry exact information about f (t) in time, but the reconstruction through Shannon's series is exact only in the
To overcome these difficulties, we suggest a compromise between the two representations. We propose using frames for L 2 (R) in which multipulse signals are sparse and then use this sparsity, together with the Xampling methodology and compressed sensing techniques, to reduce the number of measurements necessary for a good reconstruction. Instead of taking pointwise samples in time or frequency, in other words, instead of exact localization, we consider averages of f (t) on small intervals. More specifically, the signal f (t) is first windowed with the shifts of some smooth compactly supported window g(t) and then the Fourier transform of the windowed signal is pointwise sampled. This method is referred to as the short-time Fourier transform and is a main tool in Gabor frame theory. It is known that Gabor frames with well chosen windows reflect the local time-frequency concentration of every square integrable function. Therefore they are good candidates to explore time sparsity of multipulse signals. Moreover, the degree of approximation of f (t) by a truncated Gabor series can be controlled both by the decay of f (ω) and by the stability of the frame. In case the frame is tight with frame bounds equal to one, the degree of approximation is controlled by the decay of the Fourier transform of a chosen Gabor window. In Section IV we recall some basic facts and notions from Gabor theory that will be used throughout the paper, and then show how Gabor frames can be used to sample multipulse signal with known pulse locations. In Section V we expand the ideas to treat the unknown setting.
IV. SAMPLING USING GABOR FRAMES
A. Basic Gabor Theory
Regardless of our knowledge regarding the pulses making up the signal f (t), every signal f ∈ L 2 (R) can be represented in some Gabor frame [4] .
The frame is called tight, if A 1 = A 2 . By simple normalization every tight frame can be changed to a tight frame with frame bounds equal to one. Therefore, when we talk about tight frames we will mean frames with frame bounds A 1 = A 2 = 1.
A Gabor representation of a signal f (t) comprises the set of coefficients {z k,l } k,l∈Z obtained by inner products with the elements of some Gabor system G(g, a, b) [4] :
The coefficients z k,l are simply samples of a short-time Fourier transform of f (t) with respect to g(t) at points
can be reconstructed from the coefficients {z k,l } k,l∈Z using the formula
The Gabor system G(γ, a, b) is the dual frame to G(g, a, b). Consequently, the window γ(t) is referred to as the dual of g(t). Generally, there is more than one dual window γ(t). The canonical dual is given by γ = S −1 g, where S is the frame operator associated with g(t), and is defined by
several ways of finding an inverse of S, including the Janssen representation of S, the Zak transform method or iteratively using one of several available efficient algorithms [4] .
Throughout the article we will be working only with Gabor frames whose windows are compactly supported on some interval [−α/2, α/2] and lattice parameters a = µα, b = 1/α for some µ ∈ (0, 1). For such frames, the frame operator is a multiplication operator and takes on the particularly simple form
In this setting, the frame constants can be computed as A 1 = ess inf S(t) and A 2 = ess sup S(t). The canonical dual is then γ(t) = bS −1 (t)g(t). For tight frames the dual atom is simply γ(t) = A −1 1 bg(t). A necessary condition for G(g, a, b) to be a frame for L 2 (R) is that ab ≤ 1, while Gabor Riesz bases can only exists if ab = 1 [4] . Thus the ratio 1/(ab) measures the redundancy of Gabor systems.
Since one key motivation for considering Gabor frames is to obtain a joint time-frequency representation of functions one usually attempts to choose the window g(t) to be well localized in time and frequency. While the Balian-Low theorem [5] makes it impossible to design Gabor Riesz bases with good time-frequency localization, it is not difficult to design Gabor frames with excellent localization properties. For instance, if g(t) is a Gaussian, then we obtain a Gabor frame whenever ab < 1. Therefore, to obtain a well localized window one needs to allow for certain redundancy of a Gabor system. Throughout the paper we will be working only with compactly supported windows. In Section VIII we discuss in detail how to construct such frames and their duals.
With a Gabor system G(g, a, b) we associate a synthesis operator (or reconstruction operator)
The adjoint A * g : L 2 (R) → ℓ 2 (Z 2 ) of A g is called an analysis operator (or sampling operator), and is given by
We will be considering only windows g(t) that are members of so-called Feichtinger algebra, denoted by S 0 [18] . Windows from this space guarantee that the synthesis and analysis mappings are bounded and consequently result in stable reconstructions. It also guarantees that the dual window is in S 0 . To define S 0 let ϕ(t) = e −πt 2 .
Then
with the norm given by f S0 := V ϕ f 1 . The definition of S 0 is independent of the window ϕ, meaning we can take any other g ∈ S 0 instead of ϕ and we get the same space with equivalent norms. Examples of functions in S 0 are the Gaussian, B-splines of positive order, raised cosine, and any L 1 (R) function that is bandlimited or any
function that is compactly supported in time with Fourier transform in L 1 (R). Note that, the rectangular window is not a member of S 0 since its Fourier transform is not in L 1 (R).
For Gabor systems G(g, a, b) with g ∈ S 0 and γ ∈ S 0 , the synthesis and analysis operators are bounded and satisfy
where
is a constant associated with the time and frequency shifts a and b. These two relations will play a crucial role in estimating the accuracy of the reconstructions.
B. Truncated Gabor Series
We have seen in Section III that time limited L 2 (R) functions, whose Fourier transform is additionally in L 1 (R),
can be well approximated with a finite number of samples using a Fourier series. We now show that the same is true for Gabor series, without assuming anything additional on the signal besides that it is square integrable.
Let G(g, a, b) be a Gabor frame with g(t) compactly supported on an interval [−α/2, α/2], a = µα and b = 1/α for some µ ∈ (0, 1). Procedures for constructing such frames with the desired smoothness of the window are presented in [19] , [20] . We review these methods and provide some explicit examples in Section VIII. The reason for using compactly supported windows is that for every function f (t) time limited to [−β/2, β/2], the decomposition of (18) reduces to
where γ(t) is a dual window and K 0 denotes the smallest integer such that the sum in (25) contains all possible non-zero coefficients z k,l . The exact value of K 0 is calculated by
If a = α and b = 1/α, then G(g, α, 1/α) with g(t) a rectangular window supported on [−α/2, α/2] is an orthogonal basis for L 2 (R). Moreover, if α = β, then the decomposition (18) reduces to the Fourier series of f (t).
We have already seen that the truncated Fourier series provides a good approximation of f (t) as long as f (ω) decays fast enough. A similar result holds for truncated Gabor expansions. Namely, for a chosen Gabor frame, if 
on the dual window γ(t) and the essential bandwidths of g(t) and f (t), such that
Proof: See Appendix A.
There are two important aspects of the theorem to note. First, the constant C 0 depends on the dual Gabor window, so that the approximation error is a function of the dual pair (g, γ). For a fixed ǫ B and fixed C 0 (ǫ Ω +ǫ B ) the number L 0 , respectively B, depends on the chosen dual window. If the S 0 norm of γ is big, then we need to increase L 0 , respectively B, to achieve the same degree of approximation even if g(t) is well localized in frequency. When the frame is tight, the number of frequency coefficients depends only on the Gabor window and resembles the situation of Fourier series. If the dual window is the canonical dual, then the smallest L 0 is achieved for tight, or almost tight, Gabor frames with a lower frame constant close to one. This follows from the fact, that for dual Gabor
1 b g S0 , and the shifts of the window forming the frame cover the signal well. Therefore, stable frames, with lower frame bound A 1 away from zero, are the optimal choice.
Second, note that the theorem excludes the case of µ = 1, so that in particular a rectangular window is not allowed. The reason is that for µ = 1, that is when there is no oversampling, it is impossible to construct a frame with a compactly supported window that is well localized in frequency [4] . Meaning, the Fourier transform of The short-time Fourier transform is taken with respect to a compactly supported window g(t) that is essentially bandlimited. The size of Ω ′ depends on the essential bandwidths of f (t) and g(t) and the frame bounds g(t)
generates. The black dots denote the time-frequency lattice points (ak, bl), k, l ∈ Z.
such a window will not even be L 1 −integrable, therefore not in S 0 . When a window is not well localized in the frequency domain, we need to increase L 0 in order to obtain a small reconstruction error. On the other hand, for µ < 1, it is easy to construct Gabor windows with the desired degree of smoothness or frequency localization [19] , [20] . Note that decreasing µ, meaning increasing the redundancy of the frame, gives more freedom in designing well localized Gabor atoms. Therefore, there is a tradeoff between the number of samples in the frequency domain and the number of samples with respect to time. An optimal value of µ lies between 1/2 and 1. We will elaborate more on the proper choice of µ ≥ 1/2 and present a few constructions of Gabor windows with the desired degree of smoothness that result in stable Gabor frames in Section VIII.
Theorem IV.1 states that finite duration, essentially bandlimited signals, can be well approximated using just the dominant coefficients in the Gabor representation. The sampling system to obtain those coefficients is depicted in Fig. 2(b) . An equivalent system is the one in Fig. 2(a) with parameters τ = a, θ = b, and s(t) = g(t). If Fig. 2(a) equal the samples z m,l of Fig. 2(b) .
For a fixed class of time limited, essentially bandlimited functions, the number of coefficients, equivalently the number of channels in the sampling scheme, depends on the chosen frame and desired accuracy of the approximation.
To minimize that number, we need to choose µ ≥ 1/2 (that reduces the number of samples in time) and construct a window that is well localized in frequency and generates a frame with lower frame bound close to one (that reduces the number of samples in frequency). The total number of Gabor coefficients, meaning samples of the short-time required number of samples is
The relation between the respective intervals in the time-frequency plane is schematically depicted in Fig. 3 . The lattice points that fall into the rectangular When µ is close to one, and g(t) is well localized in frequency forming a tight frame, the number of required samples is close to Ωβ, by the relation (28) . For a fixed µ and a chosen accuracy of approximation, the number of frequency samples in a tight frame depends on the decay properties of g(ω). Therefore, to minimize the number of channels, we need to choose a window g(t) that exhibits good frequency localization. On the other hand, having already chosen a frame G(g, a, b), if we desire to improve the accuracy of approximation, then the number L 0 of 'frequency' coefficients has to increase.
C. Multipulse Signals with Known Pulse Locations
The Gabor samples are a compromise between the exact pointwise samples of f (t) in time and frequency. If α ≪ β and the signal has only a few active regions in the interval [−β/2, β/2], as is the case for multipulse signals, then many of the Gabor coefficients are zero. Indeed, if the shift g(t − ak) does not overlap any active region of
for all l ∈ Z. Therefore, when the locations of the active intervals are known, we can reduce the number of channels in Fig. 2(b) from KL to M L, where M < K is the number of ks, |k| ≤ K 0 , for which z k,l = 0. To reduce M to minimum, one needs to choose a Gabor frame that allows for the sparsest representation of f (t) with respect to the index k.
For signals from MP(N, W, β, Ω), an optimal choice is an atom g(t) that is supported on [−W/2, W/2] and shift parameters a = µW , b = 1/W for some µ ∈ (0, 1). In that case at most ⌈2µ −1 ⌉ shifts of g(t) by ak = µW k overlap one pulse of f (t). Indeed, when µ = 1 then at most two shifts of g(t) overlap one pulse, as depicted in Fig. 4 . When µ < 1, then at most ⌈2µ −1 ⌉ shifts of supp g overlap one pulse of f (t). This can be calculated from
Let Z denote the K × L matrix of dominant Gabor coefficients. In terms of Fig. 3 each dot in the rectangular 
D. Method Comparison
Since time limited functions can be reconstructed only to a certain accuracy, we refer to the minimal number of samples as the minimal number required to reconstruct the signal with a desired accuracy. When working with generalized samples, like the Gabor samples, this number depends on the sampling function g(t) and the redundancy of the frame. For an ǫ accuracy of approximation using the Fourier series and Shannon's interpolation methods, the minimal number of samples is of order Ω ′′ β, Ω ′′ > Ω, where
and
For a Gabor frame with redundancy µ, we achieve ǫ approximation with a minimal number of samples of order Ω ′ β ′ µ −1 as long as the Gabor window g(t) and its dual γ(t) are such that
. When g(t) generates a tight, or almost tight, frame, and f ∈ L 1 (R) or the window g(t) decays fast in frequency, Ω ′ Ω ′′ . Table I compares the number of samples necessary for a good approximation of time limited signals in the case of these three methods. As can be seen from the table, the Gabor frame has two main advantages. The first is that it does not require strong decay of f (ω). Second, this approach can be used to efficiently sample multipulse signals with unknown pulse locations, as we will show in the next section. In this case we need approximately To compare the number of samples in the three methods we need to assume that f ∈ L 1 (R) and that G(g, a, b)
is a tight frame. In comparison to the Fourier and pointwise samples, the number of samples necessary to well approximate time limited signals in the Gabor series method is greater by a factor of µ −1 , which is the degree of redundancy of the Gabor frame. This comes as no surprise, since the Fourier series is an expansion of a function in an orthogonal basis (hence no oversampling), while Gabor series is an expansion of a signal in a redundant dictionary. If the signal is additionally sparse in time and the locations of the pulses are known, then Gabor series require less samples than the Fourier series but more than Shannon's interpolation method. By Proposition IV.2, we need around 2Ω ′′ W N µ −1 samples in the Gabor frame, to be able to reconstruct the signal well. If 2W N µ −1 < β, then sampling with Gabor atoms outperforms the Fourier series approach in terms of the number of samples. For the reconstruction using Fourier coefficients, we need Ω ′′ β samples since this method does not take sparsity into account. On the other hand, Shannon's interpolation method requires less samples, about Ω ′′ W N , but cannot be extended to the unknown setting.
V. SAMPLING OF MULTIPULSE SIGNALS
We now present a sampling scheme for functions from MP(N, W, β, Ω) that reduces the number of channels in Fig. 2(b) and does not require knowledge of the pulse locations.
A. Sampling System
Our system, shown in Fig. 6 , exploits the sparsity of multipulse signals in time. The signal f (t) enters R channels simultaneously. In the rth channel, f (t) is multiplied by a mixing function p r (t), followed by an integrator. The design parameters are therefore the number of channels R and the mixing functions p r (t) for 1 ≤ r ≤ R. The role of the mixing functions is to gather together all the information in f (t) over the entire interval [−β/2, β/2].
Namely, f (t) is windowed with shifts of some compactly supported function, and all the windowed versions are summed together with different weights.
The functions p r (t) are constructed from the Gabor frame. Let G(g, a, b) be a Gabor frame with window g(t)
supported on the interval [−W/2, W/2], essentially bandlimited to [−B/2, B/2], and with sampling parameters a = µW and b = 1/W for some 0 < µ < 1. Then the waveforms p r (t) are
where r = (m, l) is a double index with l = −L 0 , . . . , L 0 , m = 0, . . . , M − 1,
The waveforms p r (t) are basically mixtures of K channels of the sampling scheme of Fig Consider the rth channel:
The above relation ties the known x r to the unknown Gabor coefficients of f (t) with respect to G(g, a, b). This relation is key to the recovery of f (t). If we can recover z k,l from the samples x r , then by Theorem IV.1 we are able to recover f (t) almost perfectly. As can be seen from this relation, the goal of the modulator p r (t) is to create mixtures of the unknown Gabor coefficients z k,l . These mixtures, when chosen appropriately, will allow to recover z k,l from a small number r by exploiting the sparsity of these coefficients and relying on ideas of compressed sensing. Note, that when using the scheme of Fig. 2 , each x r is equal to one value of z k,l , so that no combinations are obtained. When z k,l are sparse, with unknown sparsity locations, we will need to acquire all its values using this approach. In contrast, obtaining mixtures of z k,l , allows reduction in the number of samples. 
B. Signal Recovery
For our purposes, it is convenient to write (35) in matrix form as in the S 0 norm. Consider the sampling scheme of Fig. 6 with the following parameters: If every set of 2⌈2µ −1 ⌉N columns of C is linearly independent, then Z is a unique sparse solution of (36) . Moreover, the function K0 k=−K0 L0 l=−L0 z k,l M bl T ak γ reconstructed from the obtained coefficients satisfies (27) , with γ ∈ S 0 denoting the dual atom of g(t).
In the case of known positions of the pulses, referred to as non-blind, the sampling scheme of Fig. 6 achieves the minimal sampling rate for the desired accuracy of the approximation and a given frame, that is M = ⌈2µ −1 ⌉N , as discussed at the end of Section IV-B. In the blind setting, when the locations of the pulses are not known, the sampling rate increases by a factor of two. Note, that the scheme is efficient only when the pulses occupy less then half of the overall support of f , that is when 2⌈2µ −1 ⌉N < K.
Proof: Let f ∈ MP(N, W, β, Ω). Then the K × L matrix Z of dominant Gabor coefficients is row sparse with only ⌈2µ −1 ⌉N nonzero rows. In the non-blind setting, when the locations of the nonzero coefficients are known, the conditions on M and the matrix C ensure that (36) can be inverted on the proper column set, thus providing the uniqueness claim. Let S denote the index set of nonzero coefficients and C S be a submatrix which contains the columns of C indexed by S. A closed form expression providing the solution is
In blind recovery, the nonzero locations of Z[l] are unknown. A well known result from the compressed sensing literature is that an S−sparse vector u is the unique solution of v = Cu if every 2S columns of C are linearly independent [21] . This condition translates into M ≥ 2⌈2µ −1 ⌉N and the condition on C of the theorem.
As we have seen, the matrix Z that we would like to recover from the measurements X is row sparse. This problem is referred to as a multiple measurement vector (MMV) problem and has been treated extensively in the literature. Several algorithms have been developed that exploit this structure to recover Z efficiently from X in polynomial time when M is increased beyond M = 2S [22] , [14] , [15] , [23] , [24] , [11] , [25] . [16] , [17] , [26] . For example, a popular approach to recovering Z is by solving the convex problem
Consider the system V = CU, where U is an unknown K × L row-sparse matrix, V is the measurement matrix of size M × L and C is of size M × K. A matrix C is said to have the restricted isometry property (RIP) of order S, if there exists 0 ≤ δ S < 1 such that
for all S−sparse vectors u [23] , [27] . The requirement of Theorem V.1 translates into δ 2S < 1. It is well known that Gaussian and Bernoulli random matrices, whose entries are drawn independently with equal probability, have the RIP of order S if M ≥ cS log(K/S), where c is a constant [28] , [29] . For random partial Fourier matrices the respective condition is M ≥ cS log 4 (K) [30] , [31] .
C. Equivalent Representation
In terms of the number of channels, the system depicted in Fig. 6 can still be improved. For a fixed Gabor frame G(g, a, b), as specified in the Theorem V.1, the number of branches can be reduced to L if instead of LM modulations followed by an integrator, we perform L modulations followed by a filter s(t). Consider the system in Fig. 2(a) with θ = b, τ = W K, where K = 2K 0 + 1, and K 0 is as in Theorem V.1, and the filter s(t) given by
where 
The support relation between the filter s(t) and the multipulse signal f (t) is depicted in Fig. 7 .
Under these assumptions, the output of the ℓth channel is given by
Relation between the support of the filter s(t), which is the sum of the shifted supports of s m (t), and the support of the signal f .
The sum is nonzero only when m − n = 0, because otherwise the support of s n (t) shifted by W K(m − n) does not overlap the support of f (t), as depicted in Fig. 7 . Therefore it is sufficient to sample only at points t = W Km for m = 0, . . . , M − 1, leading to
where z k,l = f, M bl T ak g are the Gabor coefficients. Evidently, if the coefficients c km used to build the blocks s m (t) of the filter s(t) are the same as coefficients used to create the waveforms p r (t), then the two systems are equivalent.
VI. NOISY MEASUREMENTS
Up until now we considered signals that were exactly multipulse and such that their samples were noise free. A more realistic situation is when the measurements are noisy and/or the signal f (t) is not exactly multipulse, having some energy leaking outside the pulses. In this section we show that our sampling scheme is robust to bounded noise in both the signal and the samples.
We say that a signal f (t) essentially bandlimited to [−Ω/2, Ω/2], is essentially multipulse with N pulses each of width no more than W , if for some δ W < 1 there exists an f p ∈ MP(N, W, β, Ω) such that
We assume throughout this section that the signals are time limited to the interval [−β/2, β/2], meaning that the energy leaks only between the pulses, and denote this class of signals by MP ess (N, W, β, Ω). 
where Z S consists of rows of Z indexed by S and K = 2K 0 + 1 and
Proof: See Appendix B.
Lemma VI.1 states that, if the Gabor coefficients z k,l of f (t) decay fast outside the support of the pulses, then the coefficients corresponding to the locations S of the pulses provide a good approximation. The estimate (46) is rather crude and in practice the errors are much smaller. Since f (t) is multipulse from MP ess (N, W, β, Ω) and the Gabor frame is as in Theorem V.1, the index set S has at most S =⌉2µ −1 ⌉ elements. We refer to Z S as the best S−term approximation of Z. A good S−term approximation of Z in ℓ 2 norm can be obtained by utilizing compressed sensing algorithms for (36) . If the matrix C has RIP constant δ 2S ≤ √ 2 − 1, then there exists a unique sparse solution [14] , [26] , Z of
where C 1 is a constant depending on δ 2S . In particular, if Z is row sparse, as is the case for f ∈ MP(N, W, β, Ω), then Z = Z S and we recover Z.
Assuming now that the sampling system of Fig. 6 has also some imperfections in the form of noise added to the samples, the input-output relation can be written as
where n r stands for the noise added to the samples. In matrix form this becomes
where Z is a K × L matrix of Gabor coefficients and N is an M × L noise matrix with mlth element n r where 
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Proof:
The proof is a combination of Theorem V.1 and results relating to MMV systems from [26] . If the noise N is bounded and matrix C has a RIP constant
has a unique S−sparse solution Z. It follows from [26] that the solution to (52) obeys
where C 1 and C 2 are constants depending on δ 2S , and again Z S denotes the best S−term approximation of Z, i.e., the support of Z S consists of the indices corresponding to the S rows with largest ℓ 2 norms.
It remains to show that the error is bounded. From Theorem V.1 and estimates (46) and (53) we have
Inserting the relation (53) into the last expression completes the proof.
In particular, if Z is row sparse, as is the case for f ∈ MP(N, W, β, Ω), then Z = Z S and the error of the approximation depends only on the noise added to the samples. When the signal is essentially multipulse, then the error bound depends on the decay of the coefficients as stated in Lemma VI.1. If that quantity is small, then a good approximation of f (t) is achieved by synthesizing a signal from the solution Z of (52). Note here, that the if the dual window γ(t) is compactly supported, then a function reconstructed from the coefficients Z is multipulse.
VII. RELATED WORK
Recently, the ideas of compressed sensing have been extended to the analog domain to allow for sub-Nyquist sampling of analog signals [12] , [32] , [26] , [11] , [6] , [7] , [33] . These works follow the Xampling paradigm, which provides a framework for incorporating and exploiting structure in analog signals without the need for discritization [9] , [10] . Two of these sub-Nyquist solutions are closely related to our scheme: the first is a sub-Nyquist sampling architecture for multiband signals introduced in [11] , while the second is a sampling system for multipulse signals with known pulse shape introduced in [6] . We now briefly comment on the connection of our results to these works.
The observations made here will be expanded in the second part of this series, in which we generalize our sampling scheme by certain mixing of the channels. We will show that by proper mixing of the channels, we can sample efficiently both multipulse signals with known pulse shape, and time limited signals that are essentially multiband, connecting our results more explicitly to prior sampling architectures.
A. The Modulated Wideband Converter
The concept of using modulation waveforms is based on ideas presented in [11] for a multiband model, which is Fourier dual to ours: the signals in [11] are assumed to be sparse in frequency, while multipulse signals are sparse in time. More specifically, [11] considers multiband signals whose Fourier transform is concentrated on N frequency bands, and the width of each band is no greater than B. The locations of the bands are unknown in advance. A low rate sampling scheme, called the modulated wideband converter (MWC), allowing recovery of such signals at the rate of 4N B was proposed in [11] ; a hardware prototype appears in [10] . This scheme consists of parallel channels where in each channel the input is modulated with a periodic waveform followed by a low-pass filter and low-rate uniform sampling. The main idea is that in each channel the spectrum of the signal is scrambled, such that a portion of the energy of all bands appears at baseband. Therefore, the input to the sampler contains a mixture of all the bands. Mixing of the frequency bands in [11] is analogous to mixing the Gabor coefficients in our scheme.
Despite the similarity, there are some important differences between the systems. First, in the mixing stage we use time-limited and non-periodic waveforms, while the MWC relies on periodic functions. Second, following the mixing stage, we use an integrator in contrast to the low-pass filter in [11] . These differences are due to the fact that we are interested in different quantities: content of the signal on time intervals in our work as opposed to frequency bands in [11] . However, in both systems the mixing is used for the same purpose: to reduce the sampling rate relative to the Nyquist rate.
We will show in the second part of this series that by choosing slightly different waveforms p r (t) and mixing them in a particular way, we can use our sampling scheme to sample time limited, essentially multiband signals at low rates.
B. Multipulse Signals with Known Pulse Shape
Another related signal model is that of multipulse signals with known pulse shapes [7] , [6] , [8] :
where h(t) is known. This problem reduces to finding the amplitudes σ s and time delays t s . Under certain assumptions on the pulse h(t) it is possible to recover the amplitudes and shifts from a finite number of Fourier coefficients of f (t), and therefore to reconstruct f (t) perfectly. The recovery process is a two step method. First the time-delays can be estimated using nonlinear techniques e.g. the annihilating filter method [8] , as long as the number of measurements L satisfies L ≥ 2S and the time-delays are distinct. Once the time delays are known, the amplitudes can be found via a least squares approach. The number of channels is motivated by the number of unknown parameters (σ s , t s ) which equals 2S.
The Fourier coefficients can be determined from samples of f (t) using a scheme similar to that of Fig. 6 with L channels and modulators p l (t) = e −2πiblt with b = 1/β. In this case, the input-output relation becomes x = f , where x is a vector of length L and f is a vector of Fourier coefficients of f (t) of length L. In [6] the authors proposed a more general scheme based on mixing the modulations e −2πitl/β with proper coefficients, resulting in periodic waveforms, before applying them to the signal. The corresponding samples are weighted superpositions of the Fourier coefficients f . When the weights are properly chosen, f can be recovered and therefore the time-delays and amplitudes as well. In the second part of this series, we incorporate the idea of mixing the channels into our sampling system and show that under certain conditions on the Gabor frame, our generalized system can be used to sample signals of the form (55). We note here, that the system of [6] is inefficient for our signal model, since it reduces to the Fourier series method, which does not take sparsity in time into account.
VIII. GABOR WINDOWS
The sampling scheme presented in this paper is based on Gabor frames. As discussed in previous sections, a
Gabor frame that is not too redundant, meaning µ ∈ 1 2 , 1 , with a compactly supported window guarantees a small number of time samples. The number of samples in frequency is dictated by the localization of the window in frequency and whether it forms a stable frame (lower frame constant away from zero). In part II of these series we will show that, if the window forms a partition of unity, then the system can also be used to sample finite rate of innovation signals of the form (55). We recall here some methods to construct Gabor frames with well localized windows for a chosen redundancy µ. This material is an accumulation of the main results from [19] and [20] .
Daubechies at al. [19] developed a method to construct tight Gabor frames that are compactly supported in time and with the desired decay rate in frequency. Their method works for all ranges of µ, however, since we are interested in less redundant frames, we focus here only on the technique for µ ≥ 1 2 . A window g(t) that is supported on [−W/2, W/2] and forms a frame with a = µW and b = 1/W can be constructed from an everywhere increasing function h(t) such that h(t) = 0 for t ≤ 0, and h(t) = 1 for t ≥ 1 by
where λ = 2µ − 1. The function g(t) is non-negative, has the desired support and equals 1 on [−W λ/2, W λ/2]. If h(t) is taken to be 2k continuously differentiable, than g(t) is k times continuously differentiable, which implies that g(ω) decays like (1 + |ω|) −k−ǫ , ǫ > 1. The points t = ±W λ/2, where g(t) becomes constant, have been chosen so that their distance to the furthest edge of supp g is exactly µW . The frame bounds of such a constructed
An example of a window illustrating the above construction is Other tight Gabor frames with a = µW and b = 1/W can be constructed from any nonnegative and bounded window h(t) supported on [−W/2, W/2] such that k∈Z h(t − µW k) = 1, by setting g(t) = h(t). However, due to the square root, the behavior of g(t) in the frequency domain is not apparent. A square root reduces smoothness at the edge of the support. To compensate for this loss of smoothness, h(t) must be constructed to have a higher order of vanishing derivatives at the endpoints.
An alternative construction for µ ≥ 1/2 was developed in [34] , [35] . The method results in a spline type windows g(t) of any order of smoothness that satisfy the partition of unity criterion. The windows and their duals are constructed so that they are supported on [−1, 1]. Using the dilation operator, the windows can be changed to be supported on any symmetric interval. The constructions are made by counting the number of constraints (in the Ron-Shen duality condition [36] , and on the points where continuity/differentiability is required) and then searching 
that forms a frame with a = 1 and b = 3/4. It forms a partition of unity with a shift parameter a = 1, k∈Z g(t − k) = 1. The dual window is also supported on [−2/3, 2/3] and is given by
The windows are plotted in Fig. 9 another dual can be computed using (63) (c).
with µ = 3/4, both to g(t) and γ(t) we obtain a dual pair of windows g(t) and γ(t)
that are supported on [−W/2, W/2], and such that G(g, µW, 1/W ) forms a frame with frame bounds A 1 = 1/2 and A 2 = 1. Moreover, g(t) forms a partition of unity with shift parameter a = µW , k∈Z g(t − µW k) = 1.
Another construction that results in functions g(t) satisfying the partition of unity criterion was developed in [20] . The advantage of this method is the simple computation of a dual window, however, it comes with a cost of higher redundancy of the frame, meaning smaller µ. The method starts with a bounded, real valued function g(t)
supported on an interval [−N/2, N/2], satisfying 
Then the functions g(t) = g(t/a) and γ(t) = γ(t/a) generate dual Gabor frames with parameters a and b, [20] .
Moreover, g(t) forms a partition of unity with shifts ak. A cut by a rectangular function in (63) results in a dual window that is not continuous. However, if µ ≤ 1 2N −1 the cut-off is not necessary and we obtain a pair of dual windows that have the same smoothness properties.
In [20] the author chooses g(t) to be a B-spline. Let B N (t) be a spline of order N , only at the cost of a smaller µ. However, already for N = 3 we get good concentration properties of g(t). The canonical dual window for the window g(t) generated from a B-spline of order 5 is plotted in Fig. 10(b) . The oversampling parameter µ is 1/5 and the dual can be computed by inverting the Gabor frame operator. On the other hand, the dual generator built using (63), although not continuous, is a finite linear combination of g(t) and therefore easy to construct. It is depicted in Fig. 11(c) .
B-splines of positive order give rise also to other less redundant Gabor frames. In [38] , [39] it was shown that B N (t), which is supported on [−N/2, N/2], forms a frame for L 2 (R) whenever a < N and b ≤ 1/N . Let µ < 1 and choose a = µN and b = 1/N . To generate a Gabor frame from B N (t) with a window supported on [−W/2, W/2], for any W , and lattice parameters a = µW , b = 1/W , we need to apply a dilation operator to B N (t). The resulting window is g(t) = B N (tN/W ). The drawback of choosing µ ≥ 1/2 is that the frame becomes unstable, as the lower frame constant approaches zero, and the shifts of the window will not properly cover the signal. That means, that even though the window is well localized in frequency, we would need many frequency samples to achieve a good approximation of the signal by a truncated Gabor series. To obtain the dual window necessary for the reconstruction of the signal we invert the Gabor frame operator. Fig. 11 (a) depicts a Gabor window generated from a B-spline of order 5. It can be seen that it is well concentrated in the frequency domain (b). The canonical dual window for µ = 3/4 is plotted in Fig. 10(a) .
IX. SIMULATIONS
We now present some numerical experiments illustrating the recovery of multipulse signals from the samples obtained by our sampling scheme.
We consider a multipulse signal with three pulses, each of width W = 0.13s, randomly distributed in the interval and A 2 = 1.2. The window, its Fourier transform and a canonical dual are depicted in Fig. 11 and Fig. 10 .
The signal was first sampled with the sampling scheme of Fig. 6 . The coefficient matrix C that defines the waveforms p r (t) has entries ±1 chosen from a Bernouli process. A few examples are depicted in Fig. 13 for different window choices g(t). Table II compares the performance of our sampling system for the five different to M = 18 and still achieve the same quality of reconstruction because the excluded Gabor samples are zero, and hence do not contribute to the quality of the reconstruction, by Theorem IV.1 and Theorem V.1. In our simulations we took M even smaller, M = 12, which resulted in M L = 60 samples. The decrease in the number of samples is 7−fold. For the frame generated by a B-spline of order five with µ = 3/4 the number of time samples is the same as when using the trapezoidal window, however for a good reconstruction many frequency samples are necessary even though B 5 (t) decays fast in frequency. The reason for this is that the window B 5 (t) with µ = 3/4 forms an unstable frame, with a lower frame bound equal A 1 = 0.0003. To reduce the reconstruction error we would need to take many more frequency samples for Gabor coefficients to preserve the energy of the signal. On the other hand, a Gabor frame generated by B 5 (t) but with oversampling factor µ = 1/5 is a stable frame and the reconstruction is good with just L = 5 frequency coefficients. However, since the oversampling is high, the price we pay is a high number of time samples K = 313. Knowing that the signal is sparse, the number of samples can be significantly reduced to M = 60, resulting in the overall number of M L = 300 samples. For the frames with redundancy µ = 1/2, the number M increases from 18 to 24, however here, we also took smaller number of 
M = 18.
Then, the number of necessary samples reduces from KL = 125 · 5 = 625, when we do not take sparsity into consideration, to M L = 18 · 5 = 90 when we know that there are N = 3 pulses. We can see from Table II that the reconstruction error using cosine window is slightly smaller than one using B-spline of order 2. This is due to the fact that cosine windows decays slightly better in frequency than the B-spline. In Fig. 14 we analyze the dependency of the accuracy of the reconstruction on the number L of oscillators with respect to the different windows. The experiments confirm the theory, namely that increasing L reduces the relative error f − f 2 / f 2 and therefore improves the accuracy of the approximation. Moreover, the best performance with respect to the relative error is due to the B-spline of order five and oversampling factor µ = 1/5. This comes as no surprise, as B 5 (t) decays much faster in frequency then other three windows, and with µ = 1/5 it forms a partition of unity. However, while in theory for trapezoidal window we need M = 18L samples and for cosine and B 2 (t) windows we need M L = 24L samples, the number of samples for B 5 (t) with µ = 1/5 increases to M L = 60L.
X. CONCLUSIONS
We presented an efficient sampling scheme for multipulse signals, which is designed independently of the time support of the input signal. Our system allows to sample multipulse signals at the minimal rate, far below Nyquist, without any knowledge of the pulse shapes or its locations. The scheme fits into the broad context of Xampling -a recent sub-Nyquist sampling paradigm for analog signals. Our architecture relies on Gabor frames which lead to sparse expansions of multipulse signals, and consists of modulating the signal with several waveforms followed by integration. We showed that the Gabor coefficients, necessary for reconstruction, can be recovered from the samples of the system by utilizing compressed sensing techniques. The number of necessary samples depends on the desired accuracy of the approximation, essential bandwidth of the signal, and redundancy factor µ related to the Gabor frame, and equals 4Ω ′ N W µ −1 . This is greater by a factor of two from the situation when the pulse locations are known in advance. The increase in the number of samples is a result of not knowing the locations.
The proposed sampling and recovery technique is stable with respect to noise and mismodeling.
In Part II of this series we generalize our sampling scheme in several directions. In particular, we consider practical implementations from a hardware point of view that also, with an appropriately chosen Gabor frame, allow to efficiently sample signals with known pulse shapes at the rate of innovation. In addition, this generalization leads to further reduction in sampling rate when the multipulse signals are also sparse in frequency, in particular radar-like functions. 
The fact that f c (t) and g c (t) are bandlimited implies that there are only a finite number of values ℓ for which 
where we first used the boundedness of the analysis operator A * g and then the synthesis operator A γ whenever g and γ are in S 0 .
completing the proof.
