



SIMBOLOGIA EM REALIDADE AUMENTADA
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A Realidade Aumentada (RA) em dispositivos móveis é uma área em crescente ex-
pansão. Na última década, tem-se assistido a um desenvolvimento acentuado de aplicações
que fazem uso desta tecnologia de modo a acrescentar informação útil ao utilizador rela-
tivamente ao ambiente que o rodeia.
No entanto, a utilização da RA em dispositivos de pequenas dimensões coloca alguns
desafios. Por exemplo, ao visualizar pontos de interesse, não existe controlo prévio sobre
o seu número e localização, podendo ocorrer a sobreposição de vários sı́mbolos. Por
outro lado, a adição de informação à imagem real não tem que ficar confinada aos objetos
presentes no campo de visão do utilizador. A inclusão de pistas sobre a existencia de
objetos relevantes fora do campo de visão (objetos off-screen) é um contributo importante
para a navegação pelo espaço de informação. Outro aspecto a ter em conta é a capacidade
de expressar a relevância da informação, ou seja, adaptar a representação de acordo com
as preferências do utilizador.
Este trabalho propõe soluções para os problemas mencionados, concretizadas no protótipo
IAR. Este protótipo inclui técnicas para reduzir a sobreposição de simbologia, representar
a relevância dos objetos e incluir pistas para objetos off-screen em ambientes de realidade
aumentada móvel.
A avaliação com utilizadores revelou que as técnicas propostas pelo IAR para sinalização
off-screen, representação de relevância e tratamento de sobreposições tornaram a navegação
dos utilizadores mais simples e eficiente. A técnica de visualização que usa todas as fun-
cionalidades implementadas foi a preferida pelos utilizadores e revelou o melhor desem-
penho, enquanto que a técnica de visualização que faz apenas uso da RA sem qualquer
funcionalidade foi a que obteve pior classificação e a que mostrou resultados mais inefi-
cazes.





Augmented Reality (AR) on mobile devices is an expanding area. In the last decade,
we have seen a huge growth in the development of applications that use this technology
to add useful information to the user concerning the environment that surrounds it.
However, the use of AR in small devices is challenging. For example, when visual-
izing points of interest, there is no prior control over their number and location, thus, the
symbols may overlap. On the other hand, the addition of information to the real image
does not have to be confined to objects in the user’s field of view. The inclusion of clues
about the existence of relevant objects outside the field of view (off-screen objects) is an
important contribution for navigation through the space of information available to user.
Another aspect to keep in mind is the ability to express the information’s relevance, that
is, adapt the representation according to user’s preferences.
This project proposes solutions for the mentioned problems, achieved in the IAR pro-
totype. This prototype includes techniques to reduce symbols overlapping, represent rel-
evance of objects and include clues for off-screen objects in mobile augmented reality
environments.
It was conducted an evaluation with users that revealed that the techniques proposed
by the IAR for off-screen signalization, relevance representation and symbols overlap-
ping treatment have made the navigation more simple and efficient. The visualization
technique that uses all the features implemented was the preferred and presented a better
performance, while the visualization technique that just makes use of AR without any
added functionality was the one that presented more ineffective results.
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do mundo real para o ecrã do dispositivo. . . . . . . . . . . . . . . . . . 70
3.35 Mapeamento final do mundo real para o ecrã. . . . . . . . . . . . . . . . 71
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A visualização de pontos de interesse (POI) através de aplicações de realidade aumen-
tada (RA) em dispositivos móveis tem vindo a tornar-se comum, de forma a ajudar os
utilizadores nas suas tarefas diárias.
Existem, no entanto, problemas por resolver neste tipo de aplicações. Este docu-
mento apresenta o IAR (Interest Augmented Reality), um sistema de visualização de POI
para dispositivos móveis num ambiente de RA, cujo principal objectivo é a exploração
de técnicas de visualização que permitam minimizar algumas das limitações atualmente
existentes.
Este trabalho foi realizado no ano lectivo 2014/2015, no âmbito do Projeto de Mes-
trado em Engenharia Informática do Departamento de Informática da Faculdade de Ciências
da Universidade de Lisboa. Foi desenvolvido no Laboratório de Modelação de Agentes
atualmente integrado no BioISI.
1.1 Motivação
A RA consiste em sobrepor, em tempo real, à imagem do mundo fı́sico, capturado pela
câmara do dispositivo, elementos virtuais. Para uma experiência mais rica, os elementos
virtuais devem movimentar-se no ecrã, acompanhando o movimento do dispositivo nas
mãos do utilizador [13]. Com o crescimento massivo do uso de smartphones e tablets que
integram vários sensores tais como GPS, acelerómetro, magnetómetro, giroscópio, entre
outros, estão reunidas as condições necessárias para o desenvolvimento de aplicações de
RA para estes dispositivos. Um exemplo deste padrão emergente consiste no aumento
da popularidade de aplicações na área do turismo, que sinalizam POI em dispositivos
móveis, tais como o Layar [3] ou o Wikitude [11]. Estas aplicações, para além de mos-
trarem POI num ambiente de RA são usadas para obter variadas informações através de
elementos textuais e visuais colocados sobre os mesmos [59]. Neste tipo de aplicações, é
fundamental conseguir mostrar a informação de forma adequada, permitindo uma análise
e compreensão que estimulem uma reacção apropriada e intuitiva por parte do utilizador.
1
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No entanto, quando as aplicações de RA são usadas em dispositivos móveis, apre-
sentam várias restrições. Um dos principais problemas é o utilizador estar limitado ao
campo de visão da câmara, enquanto que a informação se encontra em 360o à sua volta
[55]. Desta forma, a informação fora do campo de visão da câmara não é visı́vel no ecrã,
limitando drasticamente a perceção do utilizador sobre aquilo que o rodeia, obrigando-o
a rodar verticalmente e horizontalmente até encontrar os objetos pretendidos. De forma
a mitigar este problema, é necessário conseguir fornecer informação no ecrã relativa-
mente à existência de objetos fora da área visı́vel (objetos off-screen). Outra restrição
dos dispositivos móveis é o ecrã pequeno, que aumenta a probabilidade da ocorrência
de sobreposições entre os elementos virtuais que se traduzem em sérios problemas de
navegação e perceção da informação mostrada. Por fim, apresentar a informação de forma
a que utilizador identifique o que é ou não relevante de acordo com as suas preferências,
permite que a sua tarefa de navegação seja mais rápida e intuitiva e o seu objetivo con-
cluı́do de forma mais eficiente.
1.2 Objetivos e Contribuições
Este trabalho tem como principais objetivos conceber soluções para aplicações de RA
móveis que permitam fornecer indicações sobre a existência de objetos off-screen, adap-
tar a simbologia de um ponto de acordo com a sua relevância para o utilizador, e por
fim, implementar mecanismos de tratamento de sobreposições entre elementos gráficos.
Desta forma, pretende-se disponibilizar mecanismos que permitam auxiliar o utilizador
na navegação e exploração de POI em ambientes de realidade aumentada móvel.
As principais contribuições deste trabalho são resumidas nos seguintes aspetos:
• Análise e discussão dos problemas correntes atuais na área da RA em ambien-
tes móveis: visualização off-screen, representação de relevância e sobreposição de
simbologia;
• Proposta de soluções que permitam solucionar os problemas mencionados;
• Construção do protótipo IAR que concretiza as soluções propostas;
• Execução de testes de utilizador que validam o IAR e determinam a sua utilidade e
eficácia na navegação em ambientes de RA móvel.
Para além destas contribuições, foi publicado um artigo na conferência EPCGI (En-
contro Português de Computação Gráfica e Interação) sobre o trabalho desenvolvido [39].
Outro artigo derivado deste trabalho foi submetido para a conferência Eurographics.
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1.3 Metodologia de Desenvolvimento
O desenvolvimento do sistema IAR seguiu um método iterativo centrado no utilizador,
no qual, se aperfeiçoam iterativamente as soluções propostas baseadas na recolha de
informação proveniente dos utilizadores e testes informais internos.
Apresentam-se de seguida as principais etapas:
• O primeiro passo consistiu na avaliação da bibliografia;
• Numa segunda etapa, e tendo em conta os problemas identificados, propuseram-se
novas soluções;
• Seguiu-se a fase de desenvolvimento das soluções para a representação da relevância,
sinalização off-screen e tratamento de sobreposições;
• Os protótipos foram testados de forma a obter informações úteis. De acordo com os
resultados, foram aperfeiçoados os aspetos problemáticos e iniciado um novo ciclo
de desenvolvimento.
1.4 Organização do Documento
Este documento está organizado da seguinte forma:
• Capı́tulo 2 - Conceitos e Trabalho Relacionado: é explicado o conceito de RA
e os seus benefı́cios. Em seguida são analisados vários trabalhos e técnicas de-
senvolvidas no âmbito da sinalização off-screen, tratamento de sobreposições e
representação de relevância em ambientes de RA móvel.
• Capı́tulo 3 - Aplicação IAR: é descrito o processo de desenho para a conceção da
aplicação IAR que permita satisfazer os objetivos propostos, desde os esquemas
iniciais até ao mockup final. Posteriormente, é explicada a forma como foram im-
plementadas as soluções pensadas, que tecnologias se usaram e de que forma o
protótipo foi estruturado.
• Capı́tulo 4 - Avaliação e Resultados: neste capı́tulo são apresentados os testes de
usabilidade realizados para a validação do IAR e debatidos os respetivos resultados.
• Capı́tulo 5 - Conclusões e Trabalho Futuro: são apresentadas as principais contribuições
do trabalho desenvolvido e discutidos os aspetos que permanecem em aberto. Fi-
nalmente, são analisadas também possı́veis evoluções do trabalho realizado.
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Capı́tulo 2
Conceitos e Trabalho relacionado
Neste capı́tulo são abordados os conceitos e técnicas relacionadas com o trabalho pro-
posto. A secção 2.1 descreve o que é a realidade aumentada, como funciona e de que
forma é usada para melhorar a vida dos utilizadores. Ainda nessa secção são descritos os
vários tipos de ecrãs utilizados e as técnicas de tracking existentes. As secções 2.2, 2.3
e 2.4 abordam respetivamente, os problemas de sinalização off-screen, representação de
relevância e sobreposições, e as técnicas que têm vindo a ser usadas e/ou propostas para
os resolver.
2.1 Realidade Aumentada
2.1.1 Conceito de Realidade Aumentada
Para melhor entendimento do conceito de Realidade Aumentada, deve pensar-se na reali-
dade como um espetro contı́nuo onde os extremos são compostos pelo mundo real (tudo
é real) e mundo virtual (tudo é virtual), como sugerido por P. Milgram et al. [52]. Entre
estes dois extremos é possı́vel criar ambientes mistos, mais especificamente, é possı́vel
criar um mundo virtual com alguns elementos reais, designada Virtualidade Aumentada
(VA), ou um mundo real com alguns elementos virtuais presentes, designada Realidade
Aumentada (RA) (Figura 2.1).
Figura 2.1: Representação do espetro contı́nuo da realidade [52].
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De acordo com Azuma [13], pode definir-se RA como um sistema que cumpre os
seguintes requisitos:
• Combina objetos virtuais com o ambiente real;
• Interaje e processa em tempo real;
• É concebido a três dimensões.
De forma geral, é um ambiente misto que adiciona à imagem capturada do mundo
real elementos virtuais e que, simultaneamente, responde aos estı́mulos dados pelo utili-
zador (ex: mudança de orientação, inclinação, localização) em tempo real. A combinação
e alinhamento da parte virtual com a parte real é feita a cada instante e, se o sistema
estiver bem construı́do, será transmitida ao utilizador a ideia de que objetos reais e vir-
tuais coexistem no mesmo espaço. Um exemplo disso, é o jogo ARQuake (Figura 2.2),
apresentado por Piekarsky et al. [60], que é jogado no exterior e combina as imagens cap-
turadas do mundo real com personagens virtuais que parecem coexistir no mesmo espaço
que o utilizador, tornando o jogo extremamente envolvente.
Figura 2.2: Jogo que combina o espaço real com elementos virtuais através da RA [60].
A importância e utilidade da RA prende-se com o facto desta permitir disponibilizar
informações úteis e interativas ao utilizador relacionadas com o que este observa, através
dos objetos virtuais colocados sobre a imagem real. Desta forma, é possı́vel que o utili-
zador aumente significativamente o conhecimento sobre aquilo que vê, e que navegue e
interaja mais facilmente com o mundo real, ajudando-o a concretizar tarefas do dia a dia
de forma mais rápida e eficiente [13].
Apesar de não ser uma técnica recente, o seu potencial tem vindo agora a ser reconhe-
cido e, por isso, a RA encontra-se em expansão e atualmente já existem aplicações que
recorrem a esta tecnologia nos mais diversos setores, dos quais se podem nomear: monta-
gem e construção, manutenção e inspecção, navegação e path-finding, turismo, trabalhos
na área da geografia, jornalismo, arquitetura e arqueologia, modelação urbana, entrete-
nimento, medicina, treino militar e combate, gestão de informação pessoal e marketing
[45].
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2.1.2 Tipos de Sistemas de Realidade Aumentada
Os sistemas de RA podem ser classificados de acordo com o tipo de ecrã que é utilizado.
Os ecrãs (displays) classificam-se como sendo sistemas de formação de imagem que re-
querem um conjunto de componentes óticas, electrónicas e mecânicas para gerar imagens
algures no caminho ótico (optical path) entre os olhos do observador e o objeto fı́sico a
ser aumentado [16].
Os sistemas de RA podem ser construı́dos para vários tipos de ecrãs. Os ecrãs usados
podem classificar-se segundo o local a partir do qual estes se utilizam, ou pela forma de
apresentação visual da RA ao utilizador (Figura 2.3). Se forem classificados a partir da
primeira forma, existem três tipos diferentes: adjunto à cabeça (Head-Attached), seguro
pelas mãos (Hand-Held) ou ainda frente ao utilizador sem que este o esteja a suportar
(Spatial). Na segunda forma de classificação é possı́vel distinguir os seguintes tipos:
visualização através de vı́deo (Video See-Through), visualização através de superfı́cies
transparentes (Optical See-Through), ou visualização através de uma projeção direta dos
elementos virtuais no mundo real (Projective) [75].
Figura 2.3: Esquema representativo dos tipos de classificação de ecrãs para sistemas de
RA [16].
De seguida, é feita uma análise detalhada dos vários tipos de ecrãs existentes de acordo
com as duas classificações.
Video See-Through
Os ecrãs Video See-Through caraterizam-se por mostrar ao utilizador o ambiente exterior
através de vı́deo capturado em tempo-real por uma câmara que é projetado num ecrã,
juntamente com os elementos virtuais gerados [13]. Ou seja, o utilizador não está em
contato direto com o mundo real mas sim com um meio intermédio (monitor de vı́deo)
entre ambos (Figura 2.4).
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Figura 2.4: Diagrama concetual de um ecrã do tipo Video See-Through HMD [13].
Este tipo de ecrãs apresenta algumas vantagens, nomeadamente, a facilidade de inte-
grar ou remover elementos virtuais no ambiente real e a forma como é possı́vel controlar
a luminosidade e contraste dos elementos virtuais de acordo com o ambiente real, uma
vez que a sequência de imagens capturadas do mundo exterior pode ser facilmente mani-
pulada [75]. É ainda possı́vel obter um campo de visão mais amplo e aplicar técnicas de
tracking (ver 2.1.3) através da análise do vı́deo [13].
No entanto, como desvantagem, a resolução do ambiente real captado é restringida à
câmara, sendo inferior à da fóvea humana, podendo tornar-se menos confortável para o
utilizador [13].
Optical See-Through
Nos ecrãs Optical See-Through, o utilizador observa o mundo real através do ecrã uma
vez que este é semitransparente. De seguida, são gerados elementos virtuais que são
projetados no ecrã, e consequentemente, sobrepostos ao ambiente real (Figura 2.5) [13].
Nesta técnica, a junção do mundo real com o virtual não acontece no ecrã, mas sim na
própria retina do utilizador.
Figura 2.5: Diagrama concetual de um ecrã do tipo Optical see-through HMD [13].
Como principais vantagens, nestes ecrãs a resolução apresentada é a da fóvea do uti-
lizador [13], são de baixo custo e seguros, uma vez que é impossı́vel o utilizador perder o
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contato com o mundo fı́sico e sofrer do efeito de paralaxe [75].
Por outro lado, trazem também algumas desvantagens. São necessários mais recursos
para o tracking, uma vez que não é possı́vel fazer o tratamento de imagens capturadas
[75]. Além disso, são pouco indicados para utilizações no exterior, pelo facto dos ele-
mentos virtuais se apresentarem semitransparentes, o que implica uma baixa definição
dos mesmos. O campo de visão também é limitado e a visualização dos elementos virtu-
ais pode não estar sincronizada com o ambiente real observado [13].
Projective
Os ecrãs Projective definem-se por não necessitarem de nenhuma superfı́cie intermédia
para acomodar os olhos do utilizador, projetando elementos virtuais sobre o mundo real de
forma direta. Assim, torna-se possı́vel cobrir grandes superfı́cies para um amplo campo
de visão [75].
Contudo, este tipo de ecrãs é indicado para se usar exclusivamente no interior devido
ao baixo brilho e contraste das imagens projetadas [75].
Head-Attached
Os ecrãs Head-Attached caracterizam-se por estar adjuntos à cabeça do utilizador. Dentro
deste tipo de ecrãs encontramos os Video See-Through HMDs, os Optical See-Through
HMDs, os Head-Mounted Projective Displays (HMPD) e os Retinal Displays [75].
Os Retinal Displays caracterizam-se por utilizarem lasers semicondutores de baixa
energia para enviar luz modulada diretamente na retina do olho humano. São indicados
para o uso exterior uma vez que apresentam uma grande luminosidade e contraste e um
baixo consumo de energia. As suas desvantagens prendem-se com o facto de só poderem
ser apresentadas imagens monocromáticas (a vermelho) uma vez que ainda não existem
lasers de baixa energia azuis e verdes económicos, o comprimento de foco é fixo e não
existem versões estereoscópicas [16].
Os HMPD são ecrãs também do tipo Projective. Funcionam com o princı́pio de redi-
recionar o frustum de direção com um espelho divisor de feixes. Isto para que as imagens
que são transmitidas em superfı́cies retro-refletivas estejam localizadas em frente ao uti-
lizador. As superfı́cies refletivas estão cobertas por milhares de micro corner cubes que
têm como única função ótica a de refletir de volta a luz pela sua direção incidente. As-
sim, estas superfı́cies refletem imagens com maior luminosidade do que as superfı́cies
que difundem luz (Figura 2.6) [16].
Verifica-se, no entanto, que os Head-Attached Displays sofrem de problemas a nı́vel
tecnológico e ergonómico, tornando-se assim ineficaz o seu uso efetivo em todas as áreas
de aplicação [16].
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Figura 2.6: Exemplo de um protótipo de ecrã do tipo Head-Mounted Projector [16].
Hand-Held
Os ecrãs do tipo Hand-Held caracterizam-se por pertencerem a dispositivos móveis com
dimensões reduzidas que permitem ser agarrados pelo utilizador e ser vistos à distância
de um braço (Figura 2.7). Nesta categoria de ecrãs podem incluir-se os Hand-Held
Video/Optical See-Through Displays e os Hand-Held Projectors [75]. Apesar da mobili-
dade, o utilizador está constantemente condicionado por não ter as suas mãos totalmente
livres para realizar outras tarefas simultaneamente [16].
Figura 2.7: Exemplo de um ecrã do tipo Hand-Held [75].
Este projeto utiliza ecrãs do tipo Hand-Held Video See-Through, ou seja, todos os
protótipos e soluções desenvolvidas em tablets vão capturar imagens em tempo real através
da câmara e em seguida gerar objetos virtuais que vão ser sobrepostos à imagem captu-
rada.
Estes dispositivos são de baixo custo e incorporam uma variedade de hardware já in-
tegrado, como a bússola, GPS, câmara de vı́deo, acelerómetro e giroscópio, que permitem
realizar tarefas de tracking.
No entanto, estes dispositvos são muito limitados a nı́vel de processador quando é
feito um uso intensivo deste para o rendering das imagens. Além disso, o ecrã possui um
tamanho muito limitado o que impossibilita o foco numa grande área além de dificultar
a disponibilização de muita informação de forma clara. Por fim, os chips sensores de
imagem das câmaras integradas nestes dispositivos não estão ainda preparados para este
tipo de funções e apresentam uma qualidade limitada para tarefas de processamento de
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imagens [16].
Spatial
Ao contrário dos ecrãs Hand-Held ou Head-Attached, os ecrãs Spatial separam a maior
parte da tecnologia do utilizador e integram-na no ambiente. Esta categoria de ecrãs
caracteriza-se por ser colocada estaticamente no ambiente, o que faz deles extremamente
escaláveis, bons para apresentações e exibições a grandes públicos com interação limitada
[75]. Nesta categoria de ecrãs, os objetos virtuais são projectados no mundo real, por
intermédio de uma superfı́cie semitransparente que se situa entre o observador e o mundo
fı́sico. Pode-se incluir os ecrãs do tipo Screen-Based Video See-Through, Spatial See-
Through e Projective [75].
2.1.3 Técnicas de Tracking
A grande diferença entre os sistemas de RA orientados para dispositivos móveis e os
restantes, é a mobilidade. Com essa facilidade em mover o dispositivo, e uma vez que
os elementos virtuais têm de estar bem alinhados com o mundo fı́sico, torna-se evidente
o desafio de determinar de forma contı́nua a posição e localização o dispositivo e em
que direção está orientado, de forma rigorosa. Ao resolver esse desafio, será possivel
determinar a posição e orientação que deverá ter o elemento virtual a desenhar no ecrã.
Parâmetros de Avaliação de Tracking
Para o sucesso dos sistemas de RA, é essencial criar um ambiente interativo e imersivo
que responde como esperado aos inputs do utilizador. Este processo é crucial na área de
RA, e quanto mais rigoroso for, mais exatos serão os resultados finais obtidos e melhor
será a experiência final usufruı́da pelo utilizador [18]. O processo de tracking deve ter em
conta os seguintes parâmetros de desempenho:
• Precisão: diferença entre a posição tridimensional real do dispositivo e a reportada
pelo tracker;
• Jitter: representa as variações nos valores reportados pelo tracker quando o dispo-
sitivo está estacionário;
• Drift: representa a degradação da precisão ao longo do tempo;
• Latência: indica o atraso entre uma acção e a resposta do tracker;
• Taxa de atualização: número de medidas reportadas pelo tracker a cada segundo.
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Além da elevada precisão, o processo de tracking deve ser realizado com uma elevada
taxa de atualização e com baixa latência e jitter. A elevada precisão garante que os valo-
res obtidos para a posição e orientação do utilizador são os mais corretos possı́veis, e por
isso ao usar-se essa informação o elemento virtual irá ser colocado no sı́tio exato. A ele-
vada taxa de atualização e baixa latência, garantem que o sistema reage rapidamente aos
movimentos do utilizador. Por fim, deve-se sempre tentar reduzir o jitter ao máximo, de
maneira a que os objetos virtuais não se movam caso o utilizador esteja imóvel. Se todos
estes parâmetros forem tidos em conta, será possivel proporcionar um ambiente robusto,
interativo e confortável [58], caso contrário, haverá lag, ou seja, os objetos virtuais vão
ainda estar a arrastar-se depois do utilizador ter parado o movimento.
Estimar Posição e Orientação do Dispositivo
Um desafio chave para criar sistemas de realidade aumentada imersivos é conseguir uma
mistura credı́vel e verdadeira entre os elementos virtuais e o mundo fı́sico. À medida que
o utilizador se movimenta, os elementos virtuais devem manter a sua posição alinhada
com o mundo de acordo com a perspetiva do utilizador. Este alinhamento, depende to-
talmente de um tracking preciso da posição e orientação da câmara do dispositivo móvel,
relativamente ao ambiente envolvente [77].
Para mostrar elementos virtuais alinhados sobre o ambiente real é necessário entender
o ambiente e seguir o movimento relativo do observador de preferência com seis graus
de liberdade (6DOF). 6DOF referem-se à liberdade de movimento de um corpo rı́gido no
espaço tridimensional, sendo estes compostos por três variáveis para a posição (x, y e z)
e três ângulos para orientação (yaw, pitch, e roll, ou seja, desvio de direção, inclinação de
longitude e inclinação transversal) (Figura 2.8) [75].
Figura 2.8: Os seis graus de liberdade (6DOF) [9].
De seguida, são analisados as duas grandes abordagens utilizadas para o processo de
tracking.
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Vision-based: Um sistema de tracking vision-based é responsável por estimar a posição
e orientação da câmara através da análise da imagem capturada pela mesma [49]. A
análise de imagem pode ser feita para detetar marcas e implica:
• Reconhecimento de marcas visuais a partir de uma imagem presente no cenário;
• Localização da posição da marca relativamente ao sistema de coordenadas da ima-
gem;
• Dadas n correspondências entre pontos de objetos 3D e as respetivas imagens, é
possı́vel estimar a orientação e posição da câmara.
Estas marcas visuais, também designadas marcas fiduciais, landmarks ou markers,
normalmente facilitam todo o processo. São imagens colocadas no ambiente real, fáceis
de reconhecer e que proporcionam uma forma credı́vel e fácil de explorar para estimação
da posição e orientação da câmara [35]. As marcas dividem-se ainda em ativas ou passi-
vas, sendo ativas quando emitem algum tipo de sinal (ex: magnético, luz) que pode ser
capturado por um sensor suportado pelo dispositivo que o utilizador carrega, ou passivas
quando são definidas como um padrão que pode ser facilmente identificado no ambiente
real através de algoritmos de análise de imagem (Figura 2.9) [18].
Apesar destas marcas facilitarem o processo e o tornarem mais preciso e robusto,
exigem algum controlo e intrusão no ambiente para a colocação das marcas, o que pode
ser difı́cil de satisfazer em ambientes exteriores (ex: património natural) [56].
Figura 2.9: Processo de deteção de um marker e adição de um elemento virtual de
acordo com a posição e orientação da câmara [35].
Outra abordagem designada por markerless, não faz uso de elementos distinguı́veis
que são identificados isoladamente do ambiente envolvente mas sim de elementos per-
tencentes ao ambiente envolvente para usar como marca, não sendo necessário colocar
qualquer marca intrusiva no mundo real a priori [73, 15, 31]. Assim, se quisermos fazer
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aparecer um elemento virtual sempre que o utilizador vê uma janela, com uma aborda-
gem com markers seria necessário colocar um em cada janela do mundo fı́sico, o que
seria impensável. Por outro lado, na abordagem markerless cada janela seria reconhecida
pela aplicação por algoritmos de análise de imagem sem quaquer marca associada.
As técnicas vision-based são muito usadas pela sua precisão elevada. No entanto, há
uma notória falta de robustez, delay do sistema, e elevado processamento computacional.
Além disso, como as câmaras dos dispositivos móveis trabalham com taxas de atualização
de imagem baixas, a análise de imagem não é apropriada para medir mudanças abruptas
de posição ou orientação, pois pode causar falhas e instabilidade [77, 18].
Sensor-based: Sistemas de tracking baseado em sensores (ou inercial) calculam a mudança
relativa na posição ∆pn e orientação ∆qn a partir da aceleração e velocidade angular do
dispositivo. Sabendo a posição p0 e orientação q0 iniciais, a posição pn e orientação qn
atuais podem ser posteriormente determinadas (Figura 2.10) [49]. Estes sensores iner-
ciais, trabalham em conjunto com o GPS e a bússola magnética, presentes nos tablets e
smartphones, para criar um sistema de tracking completo.
Figura 2.10: Processo de tracking inercial que determina a posição e orientação atual
através das variações de velocidade angular e aceleração [49].
Os sensores inerciais, presentes nos dispositivos móveis, são usados para tracking
de movimento, contrariamente à abordagem anteriormente analisada. Estes sensores
possuem uma taxa de atualização muito elevada, o que os torna apropriados para re-
gistar variações rápidas de orientação e posição. Todavia, os sensores inerciais apenas
registam acelerações e velocidades, pelo que estes valores precisam ser computados e
integrados para produzir valores finais de posição e orientação. Além disso, os senso-
res acumulam erros de medição ao longo do tempo devido às latências intermitentes,
perturbações no ambiente, e imprecisão inerente ao sistema, o que pode culminar em
posições e orientações finais pouco precisas [77, 66, 65].
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Métodos de Tracking e Ambientes de Utilização
Atualmente existe uma grande variadade de métodos de tracking, que segundo Bostanci
et al. [18], se dividem em quatro grandes categorias: interior (indoor), exterior (outdoor),
estratégias hı́bridas (fusion strategies) e estratégias emergentes (recent approaches) (Fi-
gura 2.11).
Figura 2.11: Esquema representativo dos vários métodos de tracking em RA [18].
Indoor: O tracking indoor refere-se ao processo de tracking em ambientes contidos
dentro de edifı́cios, em que o ambiente é muito mais condicionado e controlado. Este
tipo de tracking é normalmente conseguido através de dois métodos: outside-in e inside-
out. No primeiro método, o sensor é fixo num local especı́fico no ambiente envolvente
e o utilizador carrega dispositivos nos quais as marcas fiduciais são montadas. Como o
nome sugere, o sensor é colocado num sı́tio à parte do utilizador (outside) e identifica as
marcas que estão colocadas nos dispositivos que o utilizador usa (in). O segundo método
funciona de forma inversa, o utilizador carrega o sensor que identifica as marcas que estão
colocadas no meio envolvente. Ambos permitem obter a posição da câmara relativamente
às marcas [18].
Existem ainda muitos outros métodos de tracking indoor recorrendo a sensores magnéticos
ou de ultra-som, no entanto, estes são demasiado dispendiosos e de uso complexo. O GPS,
apesar de ser uma ótima opção para tracking em ambientes exteriores, em ambientes in-
teriores fica com o seu sinal condicionado, o que gera fraca precisão no posicionamento
fornecido [18].
Consequentemente, para fazer o tracking em ambientes fechados a melhor opção é
recorrer a uma abordagem vision-based, em que se concebem algoritmos de análise de
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imagem para detetar as marcas presentes no ambiente.
Outdoor: Os ambientes exteriores, em contraposição aos interiores, dizem respeito aos
ambientes externos aos edifı́cios, o que os torna menos previsı́veis e ilimitados em termos
de localização e orientação.
Uma vez que o ambiente não é controlado, apresenta diversos desafios a nı́vel de
legibilidade e além disso, marcas pré-definidas possivelmente poderão não ser permitidas
o que pode dificultar o processo [18]. Neste tipo de ambientes é necessária uma melhor
adaptação dos elementos virtuais a apresentar, uma vez que este tipo de ambientes está
sujeito a grandes flutuações da luz natural devido às variadas condições meteorológicas e
a inúmeros tipos de diferentes texturas do ambiente real. A luz natural presente no exterior
durante o dia pode mesmo chegar a variar entre 1 e 100.000 lux em curtos perı́odos de
tempo [37].
O GPS, apesar de usualmente apenas dar a posição com uma imprecisão com um
limite de cerca de 20 metros [51], fornece um sistema simples de tracking para ambi-
entes exteriores, que em conjunto com alguns sensores inerciais, permitem calcular a
posição e orientação do utilizador [25]. Normalmente, o GPS é usado em simultâneo
com acelerómetros e giroscópios que detetam movimentos de translação e rotação, respe-
tivamente, por parte do utilizador. Podem ainda ser usadas redes sem fios (wireless), ou
métodos de análise de imagem. Os métodos de análise de imagem são particularmente
desafiantes no exterior, devido às condições climatéricas, no entanto, de forma a solucio-
nar o problema surgiram abordagens que tentam guardar imagens do ambiente ao longo
do ano, fazendo depois um matching entre a imagem obtida pela câmara do dispostivo
usado pelo utilizador e as imagens guardadas daquele local [18].
Como já anteriormente mencionado, a percetibilidade dos elementos virtuais gerados
é degradada, ou por vezes mesmo impossibilitada, nos casos em que a cor e a lumino-
sidade de fundo criam conflitos a nı́vel visual e percetual com a cor ou o contraste dos
elementos virtuais. Uma estratégia para mitigar este problema é, em tempo-real, efetuar
activamente uma adaptação dos elementos virtuais às diversas condições do ambiente ex-
terior [45] [38].
Resumindo, quando a aplicação é feita para ser usada no exterior, recorre-se a uma
abordagem inertial-based, onde se usa o GPS juntamente com outros sensores inerciais
para calcular a posição e orientação do utilizador.
Fusion strategies: Os métodos de tracking de fusão baseiam-se na utilização de vários
sensores em simultâneo com o intuito de aumentar a precisão. Os métodos de fusão po-
dem ser classificados como baixo acoplamento ou alto acoplamento. Em sistemas de
baixo acoplamento, os sensores atuam separamente e executam cálculos de forma inde-
pendente. Já nos sistemas de alto acoplamento, os cálculos são realizados em conjunto
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por vários sensores para gerar uma estimativa de posição única e melhorada [18].
A técnica visual inertial tracking é muito popular por ser um sistema de alto acompla-
mento que faz o uso de técnicas de análise de imagem em conjunto com uso de sensores.
Esta técnica estima a posição e orientação da câmara a partir das análise das imagens
capturadas pela câmara, e simultaneamente, a partir dos valores obtidos pelo GPS e por
um conjunto de sensores inerciais. Todavia, a técnica de análise de imagens não é ro-
busta com transformações 3D e o cálculo demasiado dispendioso. Por outro lado, nos
sensores podem ocorrer erros de calibração e as margens de incerteza podem resultar
numa acumulação de erros de posição e orientação a longo prazo. Desta forma, uma
computação mais rápida pode ser conseguida com o uso dos sensores inerciais, e o drift
destes é corrigido pelos algoritmos de análise de imagem.
Concluindo, a abordagem vision-based é adequada quando usada com pouca veloci-
dade e aceleração, ao contrário da abordagem inertial-based, que tem problemas quando
o utilizador está continuamente imóvel. Quando técnicas de análise de imagem e sensores
inerciais são usadas em conjunto, fornecem uma computação mais rápida e um resultado
mais preciso, equilibrando-se mutuamente e culminando num efeito de simbiose [18].
Emergent approaches: Muitas vezes, as abordagens markerless assumem a existência
de um modelo tridimensional do espaço que permite saber em que zona exata onde de-
verá aparecer uma marca [17]. Quando esse conhecimento profundo sobre o cenário não
existe, os ambientes nos quais a RA pode decorrer são muito restritos.
O SLAM, simultaneous localization and mapping, é o exemplo de uma técnica emer-
gente que assume a existência de um modelo tridimensional inicial do cenário, e que o
melhora à medida que o dispostivo navega no mesmo através de scans constantes que
permitem aprender e melhorar o modelo inicialmente fornecido. Assim, esta técnica que
é usada para tracking, permite saber a localização do utilizador relativamente ao espaço
de forma muito precisa, e consequentemente, permite o acrescento de elementos virtuais
de forma muito real. O SLAM, já começa a ser usado em sistemas de RA para permitir o
seu uso em larga escala em ambientes exteriores [33].
2.2 Visualização Off-Screen
Para navegar corretamente, as pessoas precisam planear os seus movimentos com base
no conhecimento espacial que têm sobre o ambiente envolvente e que guardam como um
mapa mental. Por isso, se o suporte dado pelas interfaces de navegação for insuficiente,
as pessoas desorientam-se e perdem-se [19].
Um dos principais problemas da RA é que apenas fornece informação sobre os POI
que se encontram dentro do campo de visão da câmara. Desta forma, não permite ao
utilizador ter perceção sobre os POI que estão fora desse campo de visão, obrigando o
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utilizador a navegar extensivamente e a integrar a informação capturada dos diferentes
pontos de vista [68, 19]. O problema agrava-se quando falamos de RA orientada a dis-
positivos móveis, pois a câmara possui uma abertura de câmara inferior que aumenta a
probabilidade do ponto não estar a ser capturado por este, e além disso o ecrã pequeno
dificulta a leitura de informação [55].
Figura 2.12: Objeto off-screen não sinalizado (circulo vermelho) [8].
A Figura 2.12 ilustra o caso em que existe um objeto off-screen não sinalizado no ecrã.
Vamos supôr que o objeto não sinalizado é aquele que o utilizador está a tentar encontrar.
É evidente, que sem uma indicação que dê pistas ao utilizador sobre a localização do
POI off-screen o processo de procura será muito mais demorado e ineficiente, pois terá
que tentar rodar o dispositivo em vários sentidos e amplitudes até o encontrar. Assim, se
existisse algum tipo de sinalização o utilizador saberia o que está na sua direção, e em
simultâneo, o que existe à sua volta.
De seguida, são analisadas algumas técnicas atualmente existentes em contextos 2D e
em RA, usadas para mitigar o problema descrito.
2.2.1 Abordagens Baseadas em Ampliação
Uma das etapas mais complexas do processo de criação de técnicas para visualização off-
screen é a forma como se estrutura e apresenta essa informação ao utilizador no pouco
espaço disponı́vel no ecrã. Por um lado, é necessário conseguir fornecer ao utilizador
informação detalhada, e por outro, informação geral que o contextualize para que este
possa explorar a informação disponı́vel eficazmente. Assim, o espaço disponı́vel no ecrã
torna-se crı́tico e determinante nas decisões para a criação de uma interface que satisfaça
essas condições [21].
De seguida, são descritas soluções baseadas em técnicas de ampliação: overview +
detail, pan and zoom e focus + context. Estas abordagens não apresentam pistas para
objetos off-screen mas permitem alargar a informação apresentada ao utilizador. Além
disso, algumas técnicas de visualização off-screen em RA tem por base estes conceitos.
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Overview + Detail
A abordagem overview + detail fornece duas vistas separadas em simultâneo, uma de
contexto e outra de detalhe. Assim, o mesmo espaço de informação é visualizado de
forma distinta, em duas vistas diferentes (Figura 2.13) [29]. Em termos de tamanho,
a vista de contexto é quase sempre mais pequena que a detalhada, e está normalmente
colocada a um canto do ecrã, mas não há qualquer norma definida relativamente a este
aspeto [21]. Na verdade, o tamanho e posicionamento das vistas deverá ser definido de
acordo com as tarefas que se esperam ser executadas pelos utilizadores [61].
Figura 2.13: Exemplo de overview + detail: vista detalhada sobreposta no canto inferior
direito da vista contextual [27].
Apesar de ser uma estratégia bastante eficiente em desktops, esta abordagem tende a
falhar em dispositivos móveis. Devido ao espaço limitado, torna-se muito difı́cil relacio-
nar as duas vistas, e pode ser até impossı́vel colocá-las no ecrã em simultâneo. Por outro
lado, não é fácil para os utilizadores relacionarem ambas as vistas, mesmo para pessoas
que estejam familiarizadas com mapas [27].
Pan and Zoom
A técnica de panning (panorâmica) e zooming (mudança de escala) é usada em espaços
de informação demasiado grandes para serem convenientemente apresentados numa única
janela [30]. Desta forma, são fornecidas funcionalidades ao utilizador que lhe permitem
selecionar a porção de espaço que querem visualizar, deixando tudo o resto como off-
screen [23]. Essas funcionalidades incluem: panning, que torna possı́vel aos utilizadores
mudarem a informação visı́vel através de translações horizontais e verticais, e zooming,
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que modifica a escala a que a informação está a ser visualizada, permitindo aos utili-
zadores verem com maior ou menor detalhe as regiões de interesse [?]. A Figura 2.14
apresenta os diagramas espaço-escala [36] que ilustram as variações de escala segundo
o eixo vertical e as operações de panorâmica nos planos horizontais. Na figura apresen-
tada, a janela de visualização (a) é deslocada em torno do diagrama para obter todos os
possı́veis pontos de vista. Em (b) é executada uma operação de zoom na sobreposição dos
circulos, em (c) uma operação de zoom out para incluir toda a imagem original, e por fim,
em (d) a janela é arrastada para uma parte especı́fica da imagem.
Figura 2.14: Exemplo de pan e zooming [29].
Ainda que esta técnica seja muito comum, e por isso a maioria dos utilizadores estejam
familiarizados com ela, possui algumas limitações quado utilizado em dispositivos móveis
[42]. As principais limitações prendem-se com o facto de causarem desorientação pelo
movimento visual excessivo da informação ao fazer zoom ou panning. Uma pequena
operação, pode causar demasiada variação na forma como o utilizador vê a informação,
acabando por confundi-lo [30].
Focus + Context
Os métodos anteriormente discutidos para gerir vistas detalhadas e contextuais de informação
possuem vistas separadas por espaço (overview + detail) ou tempo (pan and zoom). A
abordagem focus + context, por outro lado, integra a vista de contexto e de detalhe numa
só, onde todas as partes são visı́veis em simultâneo [29]. Técnicas baseadas nesta abor-
dagem normalmente mostram uma ou mais áreas de detalhe com conteúdo não distor-
cido, rodeadas de áreas de contexto que estão distorcidas para caberem no espaço de ecrã
disponı́vel (Figura 2.15) [23]. Torna-se assim possı́vel, colocar grandes quantidades de
informação num ecrã pequeno sem necessidade de interações de zooming.
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Figura 2.15: Exemplo de focus + context: a região central é ampliada e envolvida no
contexto envolvente [29].
O facto de ambas as vistas estarem enquadradas no mesmo espaço e ao mesmo tempo
(não há separação espacial ou temporal), contribui para a fácil comparação entre ambas. A
principal desvantagem desta técnica é que relembrar as localizações dos objetos é difı́cil,
devido à mudança constante da área de detalhe [48].
2.2.2 Técnicas de Visualização Off-Screen em Mapas
Nesta secção são apresentadas algumas técnicas para a visualização de objetos localizados
fora da área visı́vel no ecrã em mapas 2D.
Contextual Cues
As técnicas off-screen usadas em mapas consistem em adicionar elementos gráficos, des-
tinados a ajudar o utilizador a localizar regiões de interesse fora da área visı́vel. Tipica-
mente, isto é conseguido mostrando formas abstratas nas bordas do ecrã, como referências
visuais para pontos off-screen [23]. Estes elementos podem ser setas, arcos, ou qualquer
outra forma que seja capaz de dar pistas para objetos fora da área visı́vel no ecrã (Figura
2.16).
Não há desvantagens especı́ficas desta técnica, uma vez que essas dependem do ele-
mento gráfico utilizado para a representação off-screen e não da abordagem utilizada.
Apresentam-se em seguida formas diferentes de apresentar pistas para objetos off-screen.
Setas
Uma forma muito comum de indicar a existência de um objeto fora da área visı́vel no
ecrã, é através de setas [32]. As setas são colocadas junto às margens do ecrã, e apontam
na direção do objeto a ser sinalizado (Figura 2.17).
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Figura 2.16: Exemplo de contextual cues: uso de setas para indicar a existência de
objetos off-screen [22].
Figura 2.17: Representação de pontos off-screen com a técnica de Setas [42].
Apesar de indicar a direção do objeto, a seta por si só não fornece qualquer informação
sobre a distância ou relevância do mesmo. Todavia, a nı́vel da representação da distância
já foram propostas algumas abordagens. Burigat et al. [22] propós a utilização de um
código de cores e/ou utilização de uma informação textual de forma a permitir ao utiliza-
dor inferir a distância. Por outro lado, foi também proposto a utilização da transparência
para representar a distância, sendo o objeto mais distante aquele cuja seta possui maior
transparência.
A técnica das setas é muito utilizada no domı́nio dos jogos para alertar os jogadores
sobre a presença de determinados objetos fora da área visı́vel no ecrã [42].
Scaled and Stretched Arrows
A técnica de Scaled and Stretched Arrows é uma variação proposta por Burigat et al.
à técnica das Setas [22]. Recorrendo a estas técnicas é possı́vel fornecer informação
sobre a distância e direção de um objeto off-screen sem recorrer a qualquer outro atributo
que não a morfologia da própria seta. A Scaled Arrows faz variar o tamanho da seta,
enquanto que a Stretched Arrows varia o seu comprimento. Desta forma, sendo o tamanho
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e comprimento inversamente proporcionais à distância a que o objeto representado se
encontra, quanto maior ou mais comprida for a seta, mais perto o objeto off-screen está
do utilizador (Figura 2.18).
(a) (b)
Figura 2.18: Técnicas (a) Scaled Arrows e (b) Stretched Arrows para representação de
objetos off-screen [42].
Halo
A técnica Halo proposta por Baudisch [14], consiste no desenho de circunferências em
torno dos objetos off-screen com um raio suficientemente grande para que o arco seja
visı́vel no ecrã, mas não exageradamente grande para não se tornar demasiado intrusivo
para o utilizador (Figura 2.19). Os arcos são desenhados junto às margens do ecrã, e a
partir deles a localização do centro da circunferência é facilmente induzida, permitindo
saber a localização do objeto que está a ser sinalizado. Por outro lado, a posição do
arco fornece informação sobre a direção do objeto. Quanto mais distante está um objeto
off-screen, maior será o comprimento do arco visı́vel no ecrã. O Halo associa ainda a
transparência à distância do objeto, e por isso, quanto maior for a transparência, maior é
a distância ao objeto representado.
Apesar desta técnica conseguir representar a distância e direção, possui alguns pro-
blemas, nomeadamente a sobreposição de arcos e o corte parcial dos mesmos quando
situados nos cantos do ecrã. Esta técnica quando utilizada com um elevado conjunto de
POI, pode tornar-se complicada e confusa, uma vez que a distinção entre arcos torna-se
pouco percetı́vel.
City Lights
A técnica City Lights fornece informação sobre a direção de objeto off-screen, sem a ne-
cessidade de apontar para o mesmo [78]. Para esse efeito, esta técnica desenha pequenos
rectângulos coloridos nas margens do ecrã. Caso o objeto não visı́vel se situe num canto,
é desenhada a ponta de uma seta através de dois rectângulos unidos.
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Figura 2.19: Representação de pontos off-screen com a técnica Halo [42].
Figura 2.20: Técnica City Lights para a representação de objetos off-screen [42].
Apesar de simples, esta técnica possui algumas restrições. Por um lado, não fornece
qualquer informação sobre a distância, e além disso, quando comparada à técnica das
setas, revelou ser menos precisa relativamente à representação da direção [22].
EdgeRadar
A técnica EdgeRadar foi proposta para a representação da localização de objetos em mo-
vimento [43]. Inspira-se na abordagem overview + detail, sendo as margens do ecrã
utilizadas para representar toda a área não visı́vel, e a parte central reservada para objetos
visı́veis. No espaço das margens, os objetos off-screen são representados com pequenos
sı́mbolos. A localização dos sı́mbolos nesse espaço é usada para o utilizador inferir a
direção e distância até ao objeto fora da área visı́vel (Figura 2.21).
Ainda que esta técnica tenha demonstrado ser vantajosa na medida em que conse-
gue reduzir o número de sobreposições, por ser uma técnica pouco intrusiva, apresenta
algumas limitações. Por um lado, não é possı́vel obter informação explı́cita relativa-
mente à localização do objeto sinalizado. Por outro lado, o facto dos cantos serem zonas
de intersecção entre margens, faz com que estes representem uma fatia maior da área
não visı́vel, o que pode tornar a avaliação da direção e distância confusa, especialmente
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Figura 2.21: Visualização de objetos off-screen com auxı́lio da técnica de EdgeRadar
[43].
quando se comparam objetos sinalizados nos cantos com objetos sinalizados nas margens.
Sparkle
Desenvolvido por Boll et al. [54], o Sparkle foca-se no uso de uma superfı́cie de LEDs
que emite luz, que permite indicar a localização de pontos off-screen sem a necessidade
de colocar indicações no ecrã. Ou seja, até agora todas as técnicas de sinalização de POI
fora da área visı́vel colocavam pistas no próprio ecrã para os encontrar. Pelo contrário, o
Sparkle mantém o ecrã totalmente disponı́vel para a visualização dos pontos on-screen e
usa uma superfı́cie luminosa exterior para sinalização off-screen.
Para conseguir este efeito, o dispositivo é colocado sobre uma superfı́cie de LEDs
emissores de luz de diferentes cores, que assumem diferentes intensidades e formas que
codificam parâmeteros como a distância, o que permite localizar facilmente os pontos off-
screen (Figura 2.22). Também a relevância do POI foi algo a ser codificado através da
luz emitida.
Esta técnica provou ser robusta, diminuindo a carga cognitiva e aumentando a perceção
sobre o que rodeia o utilizador de forma intuitiva, tendo obtido bons resultados. Porém,
é uma técnica que exige a existência de um suporte de LEDs em conjunto com o dispo-
sitivo, sendo apenas viável em situações muito concretas e não no dia a dia do utilizador
comum.
Deste modo, conclui-se que o Sparkle é uma técnica que poderá ser usada quando se
pretende disponibilizar totalmente o ecrã do tablet para pontos on-screen. Esta técnica de-
monstrou diminuir a carga mental necessária para perceber o que está à volta do utilizador
de forma eficaz e ser capaz de fornecer boa usabilidade.
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Figura 2.22: Sinalização de pontos off-screen com recurso à iluminação LED [54].
2.2.3 Técnicas de Visualização Off-Screen em RA
Esta secção aborda técnicas de visualização off-screen utilizadas em ambientes de Reali-
dade Aumentada.
Mini-Mapa
A técnica mini-mapa segue uma abordagem overview + detail, fornecndo uma vista de-
talhada com a imagem real do que é observado pelo utilizador no momento e uma vista
global 2D representativa do mundo visto de cima (top-down), estando o utilizador no cen-
tro [68]. Existem ainda 2 linhas que mostram claramente o FOV (field-of-view, campo de
visão) do utilizador, o que torna possı́vel perceber claramente onde se encontra, o que é
que está a ver, e que objetos fora do FOV o rodeiam [68]. As vistas podem ser mostra-
das em paralelo ou sequencialmente [79], contudo, segundo o contexto de visualização
3D proposto por Schinke et al. [68], o utilizador vê a imagem do mundo real no ecrã e
sobreposta a esta, uma pequena janela com a vista top-down (Figura 2.23).
Figura 2.23: Sinalização de pontos off-screen com recurso ao Mini-Mapa [68].
Todavia, esta técnica exige ao utilizador uma constante conversão da vista 2D apresen-
tada para a vista real 3D para que a representação do mapa corresponda ao mundo fı́sico.
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Apesar deste ser um processo mental automático dos utilizadores, pode causar alguma
demora e confusão quando usado com um largo conjunto de POI. Ademais, a limitação
desta técnica para representar alturas torna desconfortável a sua utilização, pois não sendo
possı́vel saber a que altura está um objeto, o utilizador é obrigado a rodar o dispositivo
verticalmente até encontrar o ponto pretendido [12].
Ainda assim, o mini-mapa continua a ser uma técnica largamente utilizada, princi-
palmente em cenários virtuais, pela sua simplicidade e eficácia em ambientes com um
número de objetos limitado.
Setas 2D
Um estudo feito por Henze et al. [44] sugere a possibilidade de representar a existência de
objetos fora da área visı́vel no ecrã no contexto da realidade aumentada através de setas.
Quando o utilizador aponta o seu dispositivo para o mundo real, os POI que estão fora do
ecrã são assinalados com setas que indicam a direção de pontos off-screen (Figura 2.24).
Tal como a técnica anteriormente analisada, esta não é capaz de representar alturas.
Figura 2.24: Uso de setas 2D para a visualização de objetos off-screen [44].
Setas 3D
De forma a resolver os problemas associados ao mini-mapa, as setas 3D têm sido fre-
quentemente utilizadas como meio de sinalização off-screen [28]. Esta técnica consiste na
utilização de setas desenhadas tridimensionalmente, que apontam para objetos off-screen
(Figura 2.25) [19].
Apesar de solucionar o problema da representação de alturas e não ser necessária
qualquer conversão mental, visto que tanto o mundo fı́sico como as setas estão represen-
tados tridimensionalmente, quando utilizada com um largo conjunto de POI esta técnica
apresenta nı́veis de oclusão elevados. Assim, torna-se muito difı́cil seguir as indicações
fornecidas, pois a sobreposição entre setas torna-as ilegı́veis [28]. Algumas alternativas
foram propostas, como por exemplo a diminuição do tamanho das setas de forma a reduzir
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Figura 2.25: Sinalização de pontos off-screen com Setas 3D [68].
a probabilidade de interseção com as restantes. Porém, neste caso é perdida a informação
que seja dada através da morfologia da seta, por exemplo no caso da distância do utili-
zador ao ponto ser representada pelo comprimento da seta. Outro problema é o facto da
vista fornecida pela técnica estar em conflito com o eixo de referência humano, o que
pode tornar difı́cil seguir o movimento proposto pelas setas e até confundir o utilizador
relativamente à direção indicada pelas mesmas [24].
Esta técnica mostrou ser tão efetiva como o mini-mapa em ajudar os utilizadores en-
quanto se deslocaram a andar, e mostrou melhores resultados quando estes se deslocaram
de avião [47].
AroundPlot
A técnica AroundPlot, proposta por Jo et al. [48], adota uma abordagem focus + context,
e por isso combina a vista detalhada e a vista geral numa só, o que contribui para a fácil
comparação entre as vistas em tarefas de movimento e mudança de direção. A vista
geral é composta pelo mundo real enquanto que a vista detalhada é constituı́da por barras
colocadas junto às bordas do ecrã onde aparecem sı́mbolos representativos de objetos
off-screen.
Uma das principais vantagens é o facto da barra onde aparece um ponto off-screen
indicar o sentido da rotação que deve ser efetuado para que este se torne vı́sı́vel (on-
screen), induzindo um movimento intuitivo, claro e completamente alinhado com o eixo
de referência humano ao contrário das setas 3D. Por outro lado, em comparação ao radar,
permite representar alturas através das barras existentes em cima e em baixo, no ecrã.
Por fim, como estas barras são demasiado estreitas para representarem uma parte tão
grande do mundo real (tudo o que não é visı́vel), surge uma funcionalidade de ampliação
dinâmica das mesmas consoante o movimento do utilizador. Se o utilizador quer que um
ponto colocado na barra direita se torne visı́vel, este terá que se rodar para a direita, e
nesse momento, esta será ampliada (ampliação dinâmica) de forma a que os pontos se
possam dispersar mais livremente, e simultaneamente, proporcionando uma ideia mais
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precisa de quando este irá tornar-se visı́vel, o que torna esta técnica escalável.
Figura 2.26: Ampliação dinâmica de acordo com o movimento do dispositivo [48].
Contudo, quando usada com muitos POI, esta técnica torna as barras demasiado preen-
chidas o que torna a leitura da informação sobre os objetos off-screen confusa, e ainda que
a ampliação dinâmica dissolva grande parte desse problema, os cantos continuam a ser
uma zona com elevada densidade de POI, porque pertencem simultaneamente a uma área
horizontal e a uma área vertical. Por fim, o AroundPlot pode exigir alguma concentração
no momento de passagem de um ponto off-screen para on-screen, pois quando o ponto
está a passar a linha de transição, o ponto real entra em simultâneo dentro do ecrã, o que
pode acontecer em zonas distantes do ecrã no caso da barra estar ampliada.
Esta técnica foi comparada à Setas 3D e ao Mini-Mapa, e num teste com um largo
conjunto de POI foi claramente mais eficaz. No entanto, num teste com um pequeno
conjunto de POI, as diferenças não foram significativas.
SidebARs
O SidebARs foi proposto por Siu et al. [71] com o intuito de fornecer suporte e apoio
aos bombeiros que possuem fracas condições de comunicação, tentando aumentar a sua
perceção relativamente aos recursos que os rodeiam. Os autores desta técnica fazem re-
ferência a todas as anteriormente mencionadas, afirmando que nenhuma delas faz agru-
pamento de POI por tipo. O SidebARs surge na tentativa de colmatar essa falha.
O protótipo do SidebARs usa duas barras laterais, cada uma delas contendo vários
sı́mbolos representativos dos objetos off-screen, semelhante à técnica anteriormente ana-
lisada. Porém, existe uma outra funcionalidade, o agrupamento de POI consoante o tipo
(camiões, estações de polı́cia, hidrantes, etc.). Cada agrupamento de POI é representado
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por um sı́mbolo, que mostra um número indicativo do número de objetos existentes da-
quele tipo, e a distância até chegar ao mais próximo. Por fim, este protótipo dá ainda a
possibilidade de configurar quais os tipos de POI que devem estar visı́veis na aplicação,
pois o que é relevante para um bombeiro pode não ser para outro, dependendo da sua
função. Desta forma, o SidebARs além de fazer a sinalização off-screen permite aos
bombeiros filtrar e encontrar os objetos relevantes com maior rapidez e eficiência (Figura
2.27).
Figura 2.27: Mockup da interface do SidebARs [71].
Contudo, os autores não fazem qualquer referência à representação de alturas e as
indicações off-screen não fornecem nenhuma informação sobre quando é que o objeto vai
entrar na área visı́vel, tornando impossı́vel para o utilizador antecipar esse momento e
abrandar a rotação.
De forma geral, esta técnica permite o acesso rápido e eficaz dos bombeiros a um
determinado tipo de recurso, melhorando o processo de emergência.
2.3 Representação de Relevância
Apesar da evolução dos dispositivos móveis, os ecrãs continuam a impôr restrições se-
veras ao nı́vel da visualização e interação, particularmente aquando da exploração de
grandes quantidades de dados geográficos [41]. Uma vez que o protótipo a ser cons-
truı́do ao longo deste projeto deverá permitir a visualização de POI através da colocação
de sı́mbolos num ambiente de RA, e tendo em conta que cada sı́mbolo pode represen-
tar um tipo de ponto com importâncias diferentes pode-se tornar difı́cil para o utilizador
distinguir quais os POI relevantes.
Filtrar a informação do ecrã de acordo com a sua importância pode tornar-se demasi-
ado complexo se os objetos mais relevantes não “saltarem à vista” comparativamente aos
restantes, principalmente devido à capacidade de atenção limitada do ser humano [72].
É importante, no meio de tanta informação navegável, conseguir salientar a informação
mais importante ao utilizador para que este possa processar a informação de forma mais
eficiente, e consequentemente, navegar de forma mais fácil [64].
No caso da Figura 2.28, a aplicação de RA mostra vários POI que representam restau-
rantes. Mais especificamente, no momento em que esta imagem foi retirada o utilizador
estava a visualizar 7 POI em simultâneo. Apesar de não serem muitos POI, é provável que
o utilizador demore algum tempo até perceber se existe algum que realmente lhe interesse
entre os 7 visualizados. Isto porque não existe qualquer mecanismo que faça sobressair a
informação relevante para o utilizador de acordo com as suas preferências, o que o obriga
a olhar para cada um dos sı́mbolos individualmente para obter informações. Imagine-se
que o utilizador quer encontrar, preferencialmente, restaurantes de Sushi. Nesse caso, o
restaurante Blowfish Sushi To Die For deveria estar de alguma forma salientado, para que
a correspondência entre os restaurantes e as preferências do utilizador fosse intuitiva e
quase instantânea.
No caso de não existir nenhum restaurante de Sushi, é importante continuar a mos-
trar ao utilizador quais os POI que continuam a ser provavelmente os mais importantes.
Por exemplo, a distância ou avaliação do restaurante são possı́veis critérios de decisão
para o utilizador, pois os POI que estão mais perto de si ou mais bem avaliados serão
possivelmente os restaurantes com maior potencial a serem visitados. Dessa forma, o uti-
lizador além de percecionar que não existia nenhum restaurante de Sushi, saberia quais
as alternativas com maior relevância. Na verdade, na Figura 2.28 a distância é mostrada
textualmente, mas isso exige que o utilizador leia o texto para perceber a que distância
está um ponto e a memorizar essa informação para a comparar com as distâncias dos res-
tantes. É por isso que é importante a existência de um mecanismo visual (e não textual),
que torne esse processo automático e espontâneo no utilizador.
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Figura 2.28: Aplicação de RA que mostra Restaurantes como POI.
Vejamos agora o exemplo ilustrado na Figura 2.29, que identifica 3 tipos diferentes
de POI: compras, restaurantes e outros edifı́cios (ex. teatros, hotéis) e a cada tipo de POI
está associado um sı́mbolo diferente. De facto, a adaptação da simbologia ao tipo do
POI é uma ajuda preciosa para que o utilizador possa filtrar visualmente a informação.
Contudo, todos os sı́mbolos ”saltam”igualmente à vista do utilizador, o que continua a
causar alguma confusão no ecrã. O ideal, seria ter um mecanismo visual que permitisse
ao utilizador focar-se de forma espontânea e intuitiva nos sı́mbolos mais relevantes, sem
ser preciso olhar para todos e analisá-los. Se soubermos que o utilizador procura restau-
rantes, então o sı́mbolo que lhes está associado deveria estar de alguma forma destacado
visualmente relativamente aos outros, e não apenas com uma imagem diferente.
Idealmente, a nı́vel semântico espera-se que os sı́mbolos sejam capazes de identificar
o tópico a que pertence o objeto, e além disso, que expressem o grau de interesse de cada
POI para o utilizador.
Figura 2.29: Aplicação de RA que mostra diferentes tipos de POI.
Na literatura existem diversas técnicas para solucionar o problema da relevância. De
seguida, aborda-se a que foi seguida por este trabalho.
O HaloDot, proposto por Tiago et al. [40], é uma técnica que provém da técnica Halo
original, já analisada neste documento. Distingue-se da técnica original por conseguir
representar a relevância.
Esta técnica usa a cor como atributo para a representação da relevância de um POI.
As duas principais razões para o uso da cor são: frequente utilização da cor para a
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representação de diferentes significados, capacidade da mesma para despertar a atenção
dos utilizadores. Relativamente à primeira razão, e de acordo com Silva et al. [70] a cor
está frequentemente associada a diferentes significados como, por exemplo, a tempera-
tura, em que o vermelho representa o quente e o azul o frio. A segunda razão provém de
estudos efetuados por Wolf et al. [76], que após um estudo feito com vários utilizadores,
concluiu que a cor é um dos atributos que mais desperta a atenção dos mesmos.
Pelas razões apontadas, o HaloDot utiliza a cor para representar a relevância dos ob-
jetos fora da área visı́vel. Isso é feito utilizando uma analogia warm-cold, em que os POI
mais relevantes são representados por cores quentes, e os menos relevantes por cores frias.
Como os seres humanos têm uma perceção reduzida relativamente à perceção métrica da
variação de cores, simplificou-se esta representação para suportar apenas 3 cores [50].
Por isso, POI relevantes são representados através de HaloDots vermelhos (cor quente), e
os POI menos relevantes com HaloDots azuis (cor fria), e os POI com uma relevância in-
termédia com HaloDots roxos (cor tépida), uma vez que esta se situa entre o vermelho e o
azul na escala RGB (Red, Green, Blue). O resultado final desta abordagem é demonstrado
na Figura 2.30.
Figura 2.30: Técnica HaloDot para representação da relevância através da cor [42].
No entanto, visualizando apenas a cor pode haver o problema de, eventualmente,
comprometer a visibilidade de objetos mais relevantes comparativamente a outros me-
nos relevantes. Isto porque apesar das cores distintas, os objetos menos relevantes ”sal-
tam”igualmente à vista do utilizador relativamente aos mais relevantes.
De forma a solucionar este problema, decidiu adicionar-se o fator transparência a
esta representação. Assim, a transparência está associada à relevância, considerando um
nı́vel máximo e mı́nimo de transparência, de acordo com a relevância do objeto. Deste
modo, um objeto mais relevante será sempre mais visı́vel que um objeto menos relevante,
independentemente da sua distância ou outro qualquer parâmetro a ser considerado, o que
torna tudo mais simples e intuitivo para o utilizador. A escala de cor transparência e a
técnica HaloDot no seu estado final podem ser visualizadas na Figura 2.31.
Em suma, a técnica aqui analisada permite uma representação eficiente pois, além
de permitir a identificação da relevância dos POI através da cor, permite ao utilizador
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(a) (b)
Figura 2.31: Técnica HaloDot para representação da relevância através da cor e
transparência [42]. (a) Escala de cor-transparência usada no HaloDot (b) HaloDot para
representação da relevância através da cor e transparência.
abstrair-se dos resultados menos relevantes através da transparência, o que reduz bastante
a carga cognitiva necessária para analisar um mapa com vários POI.
2.4 Tratamento de Sobreposições
Uma das maiores limitações na visualização de informação nos dispositivos móveis é o
tamanho do ecrã. Uma vez que o objetivo deste trabalho é a visualização de POI através
da colocação de sı́mbolos num ambiente de RA, e tendo em conta que o tamanho destes
sı́mbolos não é desprezável quando comparado com o tamanho do ecrã, pode concluir-se
que a probabilidade destes sı́mbolos ficarem sobrepostos é muito elevada. Deste modo, é
também elevada a probabilidade da imagem gerada se tornar complexa e de difı́cil leitura
para o utilizador [62]. Consequentemente, para que se consiga apresentar a informação de
forma clara, é necessário recorrer a técnicas que permitam o tratamento de sobreposições.
Repare-se no exemplo presente na Figura 2.32. Esta aplicação de RA, que localiza
bancos e caixas multibanco, só torna possı́vel a visualização da informação associada a
5 multibancos, no entanto, olhando para o Radar existente no canto superior esquerdo
do ecrã verifica-se que existem muito mais POI dentro do campo de visão mas que não
estão visı́veis devido à sobreposição entre sı́mbolos. Desta forma, o utilizador não pode
perceber a informação disponibilizada, o que torna difı́cil tomar uma decisão [67].
Atualmente, existem várias aplicações que dão a possibilidade de aplicar filtros, o
que leva à redução de sı́mbolos na RA. Todavia, esta aproximação não resolve o pro-
blema das sobreposições mas apenas reduz a probabilidade de tal acontecer. De facto, se
a distribuição dos sı́mbolos no ecrã não for uniforme, continua a ser possı́vel a existência
de sı́mbolos sobrepostos e, consequentemente, a imagem pode ser de difı́cil compreensão
para o utilizador. Este problema tem uma importância acrescida se se constatar que,
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Figura 2.32: Aplicação de RA na qual existe um elevado número de sobreposições.
efetivamente, a distribuição de POI não é normalmente uniforme. Um exemplo demons-
trativo deste problema reside na localização de restaurantes. Num centro comercial, por
exemplo, é frequente existirem muitos restaurantes, pelo que o espaço no mundo real cor-
respondente a apenas um edifı́cio será preenchido por uma dezena ou mais de sı́mbolos
correspondentes a restaurantes, provocando sobreposições [62].
A sobreposição impede a perceção clara e correta da informação prejudicando o pro-
cesso de navegação do utilizador espaço de informação disponı́vel e respetiva tomada
de decisão perante o que observa. Por isso, surgiram algumas abordagens que tentam
colmatar esta falha.
De seguida é apresentada uma técnica que tenta solucionar o problema descrito e que
foi aplicada a mapas 2D.
No sistema MoViSys que permite a visualização de POI, proposto por Paulo Pom-
binho [62], é abordado o problema das sobreposições através da subdivisão da área de
visualização numa grelha sobreposta à mesma, contabilizando-se, de seguida, o número
de POI presentes em cada célula. De seguida, podem acontecer duas situações distintas:
os POI que estão na mesma célula têm uma relação semântica entre si (são da mesma
categoria), ou os POI que estão na mesma célula não têm qualquer relação entre si.
No caso dos POI terem uma relação semântica, o conjunto de dois ou mais sı́mbolos é
substituı́do por apenas um único que representa um grupo de POI, como mostra a Figura
2.33.
Por outro lado, se os POI não têm qualquer relação, o conjunto de dois ou mais
sı́mbolos é substituı́do por um único que representa informação sobre quais as catego-
rias dos POI que o compõem e a quantidade relativa dos mesmos. Este caso está ilustrado
na Figura 2.34.
Por fim, é ainda possı́vel desagregar um grupo de POI. Isto é importante uma vez
que o utilizador poderá querer ver os POI na sua distribuição original pelo mapa. No
entanto, quando o utilizador executa uma desagregação, poderão existir sobreposições
entre sı́mbolos, uma vez que estes vão para a sua posição original. Para atenuar este
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Figura 2.33: Agrupamento de POI da mesma categoria, na mesma célula, num só [62].
Figura 2.34: Agrupamento de POI de diferentes categorias, na mesma célula, num só
[62].
problema, o MoViSys afasta os sı́mbolos para que não se sobreponham e coloca linhas
indicativas das suas posições reais. Este mecanismo está ilustrado na Figura 2.35.
Figura 2.35: Desagregação com mecanismo de afastamento para evitar sobreposições
dos sı́mbolos [62].
Esta técnica mostrou resolver de forma eficaz as sobreposições existentes, e teve um
resultado bastante satisfatório na avaliação executada com utilizadores. Como tal, neste
trabalho será utilizada uma abordagem baseada nesta solução.
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2.5 Sumário e Discussão
Este capı́tulo fez uma introdução aos vários conceitos inerentes à RA, apresentou os prin-
cipais problemas deste tipo de aplicações quando usados em dispositivos móveis e descre-
veu soluções atualmente propostas para resolver os problemas da visualização off-screen,
representação de relevância e tratamento de sobreposições.
Como foi possı́vel constatar, as soluções existentes possuem limitações e nenhuma
delas é capaz de sinalizar objetos off-screen, representar relevâncias e tratar sobreposições
simultaneamente em aplicações de RA móveis. Com o objetivo de preencher essa lacuna,





Este capı́tulo apresenta o protótipo da aplicação IAR desenvolvido para concretizar as
soluções para os problemas identificados de sinalização off-screen, representação de re-
levância e tratamento de sobreposições. Na secção 3.1 é explicado sucintamente o IAR.
Na secção 3.2 é descrito o processo de desenho do IAR, desde as suas fases iniciais até
ao resultado final, com justificação das várias decisões tomadas ao longo do projeto. Na
secção 3.3 é detalhado o processo de construção do protótipo final, desde a definição do
modelo de dados até aos algoritmos concebidos.
3.1 Contexto
O IAR é um sistema RA que permite a visualização de POI em dispositivos móveis.
Neste caso especı́fico, o sistema utiliza dados geográficos fornecidos a priori sobre as
caixas multibanco existentes em Portugal, e são estes os POI apresentados na aplicação.
Pretendendo este sistema ser uma prova de conceito, serão considerados apenas três ban-
cos, Caixa Geral de Depósitos (CGD), Banif (Ban) e Novo Banco (NB), já que são sufi-
cientes para demonstrar todas as funcionalidades desenvolvidas.
Desta forma, sempre que se referir o sistema IAR durante restante documento, estar-
se-á a falar de um sistema que localiza três tipos de bancos presentes em Portugal (CGD,
Ban e NB) num sistema de realidade aumentada móvel.
3.2 Análise e Desenho do IAR
Nesta secção, serão detalhadas as opções tomadas para a conceção das diferentes fun-
cionalidades relativas aos problemas que o IAR se propõe a resolver: representação de
relevância, sinalização off-screen e tratamento de sobreposições.
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3.2.1 Representação da Relevância
Com base na técnica HaloDot analisada anteriormente, e nos estudos que daı́ surgiram,
decidiu-se optar pelo mesmo modelo de representação de relevância. Uma vez que esta
técnica mostrou ser muito eficaz, a nı́vel de perceção da relevância de um ponto por parte
do utilizador através do uso da cor e transparência, o mesmo comportamento foi adotado
ao IAR.
Cada POI é representado por um quadrado. Apesar de ter sido considerada a opção
de representar com um cı́rculo, o facto do sı́mbolo vir a conter alguma informação textual
tornou esta opção inválida porque restringe o espaço disponı́vel. Além disso, o quadrado
é o sı́mbolo maioritariamente utilizado neste tipo de aplicações para representar um POI,
e por isso as pessoas estão familiarizadas com o mesmo.
No sistema desenvolvido, a cor está associada à relevância e a transparência à distância
de um ponto ao utilizador. Deste modo, será necessário que cada sı́mbolo representativo
de um POI (cada quadrado) possua uma cor e grau de transparência de acordo com a
sua relevância e distância ao utilizador, respetivamente. Poderia ter-se optado por asso-
ciar a transparência a outro qualquer parâmetro que não a distância, mas considerou-se
esta informação muito importante para o utilizador poder decidir também em termos de
distância ao ponto alvo. Tendo em conta que a aplicação de RA deverá ser usada quando
o utilizador caminha, a distância será provavelmente um fator que permite decidir entre
os POI de igual relevância, qual o que deve seguir. Portanto, o IAR atribui a cada tipo de
banco (CGD, Ban e NB) um valor de relevância. Mais especificamente, assumiu-se que
os CGD são os POI mais relevantes (representados a vermelho), os Novo Banco os de re-
levância intermédia (representados a mangenta) e por fim, os Banif os de menor relevância
(representados a azul). Quanto à transparência, é preciso notar que, como ilustrado na Ta-
bela 3.1, um ponto muito relevante é sempre mais opaco que um outro pouco relevante,
mesmo estando o último muito mais perto do utilizador. Isto acontece porque o objetivo é
conseguir fazer o utilizador focar-se na informação mais relevante. Por isso, mesmo que
um ponto menos relevante esteja muito mais próximo que um mais relevante, o mais rele-
vante estará mais saliente na aplicação uma vez que apesar deste estar mais distante será
aquele a que, provavelmente, o utilizador quer chegar. Por isso, o utilizador só deverá
usar a transparência para induzir distâncias entre POI da mesma relevância. Usou-se a
mesma tabela como referência para implementar o mecanismo de transparência, variando
esta num intervalo de [0, 255], correspondendo o zero à maior transparência.
O resultado final da combinação de cores e transparências pode ser visto na Figura
3.1 que mostra as três cores usadas para representar relevâncias e respetiva transparência
consoante a distância ao utilizador. Se o utilizador pretende comparar a distância entre
objetos de diferentes relevâncias, então deverá focar-se no tamanho do sı́mbolo, que será
tanto maior quanto mais perto este estiver do utilizador. No exemplo da Figura 3.1, é
percetı́vel que as caixas multibanco da CGD e NB estão a distâncias muito semelhantes
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Tabela 3.1: Distribuição da cor e transparência de acordo com a relevância dos POI [42].
e que a do Banif está mais longe. Além disso, a transparência deste último é maior em
comparação às dos restantes por ser o menos relevante. No caso de estudo considerado, a
relevância foi atribuı́da a priori consoante o banco. Contudo, poderia ter-se considerado
a atribuição da relevância através de uma função de grau de interesse com base em vários
critérios, como sugerido por Pombinho et al. [63].
É ainda de referir que apesar de não se realizar qualquer adaptação da simbologia de
acordo com o ambiente exterior, todos os sı́mbolos possuem um rebordo preto, por ser
uma das formas preferidas dos utilizadores para distinguirem os sı́mbolos do fundo, de
acordo com um estudo realizado por Carmo el al. [26].
Figura 3.1: Exemplo do uso de cores e transparências no protótipo.
3.2.2 Sinalização Off-Screen
A solução proposta para a sinalização de objetos off-screen segue uma abordagem focus
+ context com uma moldura de sinalização, semelhante ao AroundPlot. A técnica desen-
volvida usa cores e transparências para revelar informações sobre os pontos on-screen e
off-screen. É ainda fornecido um Mapa 2D como modo alternativo de visualização e com-
plementar à RA, para que o utilizador possa intercalar entre ambos de forma a encontrar
o que pretende de forma mais rápida. Em seguida, será descrito de forma detalhada cada
um dos modos de visualização.
Realidade Aumentada
Na camada de RA optou-se por usar uma abordagem focus + context com duas barras
horizontais e duas barras verticais que formam uma moldura à volta da área visı́vel, inspi-
rada na proposta do AroundPlot. Optou-se por esta abordagem por ser simples, intuitiva,
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usar um eixo de rotação alinhado com o do utilizador e ser capaz de permitir a sinalização
de objetos não visı́veis acima e abaixo da área de visualização. Tal como no Around-
Plot, as barras são ligeiramente translúcidas para que não pareçam tão intrusivas, e foram
desenhadas de forma a não serem demasiado finas para que os sı́mbolos off-screen aı́ colo-
cados sejam bem visı́veis, e não demasiado grossas de forma a ocuparem uma parte muito
grande do ecrã, deixando pouco espaço para a visualização do mundo real. O resultado
final das barras é ilustrado na Figura 3.2
Figura 3.2: Barras de sinalização.
Para que a sinalização de um ponto fora da área visı́vel no ecrã seja bem sucedida,
é necessário conseguir transmitir ao utilizador três informações chave sobre o mesmo:
direção, altura e distância. Estas três informações permitem ao utilizador inferir a posição
do ponto, e orientar-se de maneira a conseguir encontrá-lo. O desafio é o pouco espaço
disponı́vel para a representação dos pontos off-screen (espaço da barra de sinalização),
que exige uma representação extremamente simples, mas ao mesmo tempo, capaz de
fornecer a informação referida.
Antes de explicar as várias representações desenhadas para a sinalização off-screen, é
preciso relembrar os conceitos de yaw, pitch e roll. O yaw é o ângulo de rotação em torno
do eixo do yy, o pitch traduz-se no ângulo de rotação em torno do eixo do xx, e por fim,
o roll é o ângulo de rotação em torno do eixo do zz (Figura 2.8). O IAR considera que a
origem do eixo referencial (0, 0 ,0) é o centro do dispositivo móvel e não do humano, e
não considera o roll por ser um movimento de rotação pouco natural e expectável de ser
executado durante a utilização de uma aplicação de realidade aumentada.
Para a representação de um ponto off-screen foi escolhido novamente um quadrado de
forma a manter a consistência, e por ser uma figura simples e facilmente adaptável a uma
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barra de sinalização. Este sı́mbolo possui uma cor e transparência de acordo com a sua
relevância e distância ao utilizador.
A nı́vel de representação da sinalização de um ponto não visı́vel, foi utilizada uma
metodologia semelhante à do AroundPlot. Se um objeto está dentro do campo de visão
da câmara a nı́vel vertical, isto é, não está a uma altura demasiado elevada ou reduzida
que o utilizador não o possa ver, mas está fora do campo de visão da câmara a nı́vel hori-
zontal (ex: atrás das costas), então isso significa que o ponto aparecerá ou na barra direita
ou na barra esquerda. Visto que esse mesmo ponto pode tornar-se visı́vel rodando para a
esquerda ou para a direita, o sı́mbolo será colocado na barra que indique o movimento de
rotação de mais rápido acesso ao ponto. O mesmo raciocı́nio é aplicado a um objeto que
esteja dentro dos limites horizontais, mas fora dos limites verticais. Nesse caso, o objeto
off-screen está a uma altura demasiado alta ou demasiado baixa e não é capturado pelo
campo de visão da câmara, pelo que deverá aparecer na barra superior ou inferior respeti-
vamente. A diferença, é que não foi considerada a possibilidade do utilizador rodar para
além dos 180o (câmara traseira apontada para o céu) ou abaixo dos 0o (câmara traseira
apontada para o chão), pois esse é um movimento impossı́vel para a anatomia humana.
Com o objetivo de auxiliar o utilizador durante a navegação, é importante que a
aplicação disponibilize a informação de forma dinâmica e interativa ao utilizador. Por
isso, inicialmente optou-se por fazer o sı́mbolo subir na barra de sinalização (vertical) à
medida que a amplitude da rotação (horizontal) necessária para que este se torne visı́vel
diminui. Assim, o utilizador saberia que se um ponto está na parte inferior da barra, sig-
nifica que a amplitude de rotação horizontal necessária para que se torne visı́vel é muito
elevada, se está na parte superior da barra, indica que está prestes a entrar dentro do ecrã
se este continuar a rodar no sentido indicado. Ademais, para precisar a distância de um
ponto ao utilizador (transparência apenas permite induzir um valor) decidiu colocar-se
essa informação textualmente no sı́mbolo off-screen. Esta ideia foi desenhada e imple-
mentada, tal como demonstrado na Figura 3.3.
Contudo, esta abordagem apresentou alguns problemas. Após alguns testes internos
e com um grupo reduzido de pessoas, concluiu-se que este comportamento era confuso e
pouco intuitivo. Segundo os utilizadores, seria expectável que quando o ponto transitasse
de off-screen para on-screen, este mantivesse a mesma altura no ecrã. Todavia, se a altura
real do ponto no terreno em relação ao utilizador for baixa existirá um grande desfasa-
mento, ou seja, o ponto será colocado na parte inferior do ecrã o que torna difı́cil seguir
o mesmo no momento em que este se torna visı́vel. A Figura 3.4 ilustra essa situação.
O ponto vermelho (CGD, mais relevante) que está a uma distância do utilizador de 211
metros, é o ponto que necessita de uma amplitude de rotação menor (no sentido contrário
aos ponteiros do relógio, por estar na barra da esquerda) para entrar na área visı́vel, e por
isso, é o que está colocado mais acima na barra de sinalização. O utilizador espera que
no momento de passagem de off-screen para on-screen aconteça o que está representado
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(a) (b)
Figura 3.3: Protótipo em que a amplitude de rotação horizontal era dada pela altura do
sı́mbolo nas barras direita e esquerda. (a) Protótipo virtualizado no emulador Android
(b) Protótipo visualizado num dispositivo móvel real.
em a), mas se o ponto estiver a uma altura baixa relativamente ao utilizador, acontecerá o
que está representado em b).
(a) (b)
Figura 3.4: Exemplo do problema da abordagem A (a) Comportamento esperado pelo
utilizador (b) Possı́vel comportamento real.
Assim, a utilização da altura na barra de sinalização para representar a aproximação à
área visı́vel e não a altura a que o ponto se encontra na realidade conduz a inconsistências
na representação, o que provocava confusão aos utilizadores. Decidiu-se por isso modi-
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ficar a abordagem para outra que mantivesse o sı́mbolo nas barras à altura real do ponto
no terreno relativamente ao utilizador, de forma a manter a coerência no momento de
transição. Foi necessário conceber outra forma de indicar a amplitude da rotação ne-
cessária para que um ponto se tornasse visı́vel. Dividiu-se verticalmente as barras da
esquerda e direita e horizontalmente as de cima e baixo em três partes iguais. A ideia é
não usar um rectângulo que ocupe a largura da barra, mas apenas uma das três partes de
maneira a indicar a amplitude de rotação necessária.
(a) (b)
Figura 3.5: Desenho das barras de sinalização de modo a permitir a representação de
diferentes amplitudes de rotação. (a) Barra vertical direita (b) Barra horizontal inferior.
Começando pela barra que é colocada à direita da área visı́vel representada na Figura
3.5 a), a coluna onde o ponto está posicionado dá a informação ao utilizador do quão
próximo este está de se tornar um ponto on-screen. Mais especificamente, a coluna per-
mite induzir a amplitude da rotação a ser executada para que um ponto entre para a área
visı́vel no ecrã enquanto que a posição vertical indica a altura real do ponto. Assim, como
apresentado na Figura 3.5 a), se o ponto está na primeira coluna, ou seja, a que fica adja-
cente à área visı́vel, significa que necessita de uma rotação em yaw no intervalo ]0,45] no
sentido dos ponteiros do relógio em relação ao eixo vertical do referencial do dispositivo
para chegar à zona visı́vel, e assim sucessivamente para as restantes colunas. A Figura
3.6 apresenta os ângulos no sentido correspondente à barra vertical direita. Para a barra
vertical esquerda o raciocı́nio é análogo. Na barra que é colocada abaixo da área visı́vel
representada na Figura 3.5 b), aplica-se a mesma estratégia mas de forma inversa, isto é,
o posicionamento nas linhas induz a amplitude da rotação em pitch necessária para que o
ponto se torne visı́vel (Figura 3.7). Os cantos, são uma zona de interseção das barras ver-
ticais com as horizontais e por isso ambos os raciocı́nios se aplicam. Ou seja, quando um
ponto está fora do campo de visão verticalmente (ex: demasiado alto) e horizontalmente
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(ex: demasiado à direita), este aparecerá representado no canto superior direito, que estará
dividido tanto verticalmente como horizontalmente, como ilustrado na Figura 3.8. Note-
se que cada divisão vertical (Figura 3.6) corresponde a 15o, enquanto que cada divisão
horizontal corresponde a 45o (Figura 3.7). Isto deve-se ao facto de verticalmente, o IAR
esperar rotações do utilizador no intervalo [0, 180]o, e horizontalmente, no intervalo [0,
360]o.
(a) (b) (c)
Figura 3.6: Barra vertical direita da moldura de sinalização que mostra um POI que
requer uma rotação horizontal de amplitude, respetivamente, (a) ]0o,45o] (b) ]45o,90o]
(c) ]90o,135o].
(a) (b) (c)
Figura 3.7: Barra horizontal inferior da moldura de sinalização que mostra um POI que
requer uma rotação vertical de amplitude, respetivamente, (a) ]0o,15o] (b) ]15o,30o] (c)
]30o,45o].
Figura 3.8: Canto superior direito da moldura de sinalização que mostra um POI que
requer uma rotação vertical de amplitude, respetivamente, ]30o,45o] e horizontal de
amplitude ]45o,90o].
Por fim, como as barras são divididas em três partes tornaram-se demasiado pequenas
para conseguir fornecer a distância ao utilizador textualmente, e por isso esta informação
foi removida. Pensou-se em atribuir diferentes tamanhos aos sı́mbolos off-screen con-
soante a distância ao utilizador, tal como acontece com os sı́mbolos on-screen. No en-
tanto, esta aproximação não foi seguida e optou-se por colocar todos os sı́mbolos do
mesmo tamanho, caso contrário, quando um sı́mbolo grande fosse colocado numa zona
de interseção de barras (canto) após uma rotação, perderia a sua forma original devido ao
espaço restrito (Figura 3.9).
Portanto, nas barras de sinalização o utilizador apenas consegue induzir a distância
por comparação de transparências entre POI da mesma relevância, enquanto que na área
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(a) (b)
Figura 3.9: Perda de informação da distância que é dada pelo tamanho, quando um ponto
é colocado num canto. (a) Momento antes de rotação vertical (b) Momento após rotação
vertical.
visı́vel poderá comparar transparências entre POI da mesma relevância ou tamanhos entre
quaisquer POI de diferentes relevâncias (quanto mais perto, maior o sı́mbolo representa-
tivo de um ponto).
A colocação dos objetos off-screen nas células das barras verticais e horizontais de-
pende da abertura da câmara e da posição do objeto relativamente à direção em que a
câmara está a apontar, tanto na horizontal como na vertical. Um dos parâmetros de
configuração da aplicação é o ângulo de abertura da câmara, que neste caso foi inici-
alizado a 90o, sendo este o valor que serviu de referência aos ângulos apresentados na
Figura 3.10. Relativamente ao plano horizontal, consideraram-se 7 zonas, ilustradas na
Figura 3.10 a. Estas zonas são identificadas pelo ângulo entre a direção em que se en-
contra o objeto e a direção em que está apontado o dispositivo, correspondente ao ângulo
0o: a zona 0 abrange a área visı́vel no ecrã; as zonas 1, 2 e 3 são, respetivamente, a 1a,
a 2a e a 3a colunas da barra direita, começando a contar do bordo interior da moldura; e
as zonas 4, 5 e 6 são, respetivamente a 1a, a 2a e a 3a colunas da barra esquerda, a contar
do bordo interior da moldura. Quanto à disposição dos POI na vertical, seguiu-se uma
divisão análoga à considerada para o plano horizontal. Consideraram-se também 7 zonas,
em que a zona 0 corresponde à área visı́vel no ecrã e as restantes zonas às áreas das barras
superior (zonas 1, 2 e 3) e inferior (zonas 4, 5 e 6) (Figura 3.10 b).
Assim, se um ponto está colocado na barra da direita, o utilizador deve rodar nesse
sentido para que este apareça na zona visı́vel do ecrã. A coluna e/ou linha em que o
sı́mbolo é colocado funciona como um mecanismo de feedback, que permite ao utilizador
ir acompanhando o movimento do ponto off-screen relativamente à sua orientação à me-
dida que roda. Isto permite que o utilizador seja capaz de antecipar o momento de entrada
do ponto na área visı́vel, pois caso o sistema não desse qualquer feedback, o processo
tornar-se-ia pouco intuitivo e iria transmitir a ideia que nada está a acontecer, enquanto o
utilizador rodava o dispositivo.
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(a) (b)
Figura 3.10: Rotações permitidas no IAR. (a) Rotação horizontal permitida vista de cima
(b) Rotação vertical permitida vista de lado.
O resultado final obtido do mecanismo das barras pode ser observado na Figura 3.11.
Figura 3.11: Sinalização off-screen na versão final do protótipo.
Mapa 2D
A RA exige que o utilizador segure no dispositivo de forma firme, o que prolongada-
mente, pode causar alguma fadiga e desconforto ao utilizador, visto esta ser uma posição
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pouco natural [57]. Por esse motivo, pensou-se que a adição de um modo de Mapa 2D
complementar à RA poderia trazer benefı́cios à experiência de utilização. Ao fornecer um
modo alternativo de visualização com um Mapa 2D, permitimos que o utilizador use a RA
para encontrar o que pretende e se oriente nessa direção, e que de seguida possa mudar
para outro modo mais confortável, podendo voltar ao modo anterior sempre que entender.
Por outro lado, a RA pode estar a indicar pontos on-screen que ainda não são visı́veis no
mundo real, por existirem obstáculos entre o utilizador e o ponto ou por a distância entre
eles ser ainda demasiado grande. Desta forma, alternando para o Mapa 2D, o utilizador
poder-se-á situar no terreno e perceber onde estão os POI em relação a ele.
Para este efeito, numa primeira versão criou-se uma outra vista alternativa na aplicação
que mostrava um Mapa 2D em que a posição do utilizador era assinalizada com um circulo
preenchido a azul. Os POI são assinalados no mapa com raquetes (designados markers ou
marcadores). Inicialmente, a troca entre o modo RA e Mapa 2D era ativada balançando o
dispositivo (tilt), evitando que o utilizador tivesse que largar as mãos do mesmo. A vista
ilustrada na Figura 3.12 mostra o Mapa 2D nesta versão do protótipo.
Figura 3.12: Mapa 2D que sinaliza utilizador e bancos no terreno.
Após alguns testes internos com um número reduzido de pessoas, verificou-se que é
preferı́vel mostrar o mapa no modo roadmap e não satélite, por apresentar o mapa com
linhas e imagens mais simples e claras. Também os marcadores que sinalizavam os POI
geraram alguma confusão, uma vez que todos possuiam as mesmas cores e transparências,
ao contrário do modo RA. Os utilizadores esperavam que as mesmas representações
se mantivessem de um modo para o outro, e portanto, para evitar essa inconsistência,
modificou-se o aspeto por omissão dos marcadores para que assumissem as mesmas cores
e transparências que no modo de RA. Por fim, decidiu-se colocar a posição do utilizador
no centro do mapa, para mais fácil orientação do utilizador, uma vez que algumas pessoas
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revelaram alguma dificuldade para encontrar a sua posição corrente (cı́rculo preenchido a
azul) no mapa. Estas alterações culminaram no resultado ilustrado na Figura 3.13.
Figura 3.13: Mapa 2D no modo roadmap que com as cores e transparências dos bancos
em concordância com o modo de RA.
Após as alterações anteriores, persistiram algumas dificuldades na orientação através
do Mapa. Na verdade, a RA é capaz de acompanhar o movimento do utilizador e mostrar
os elementos virtuais de acordo com a sua orientação, o que não acontece no mapa que é
estático e apenas é possı́vel navegar por ele através de operações de mudança de escala e
arrastamento. Estes fatores tornam este modo muito mais difı́cil de usar relativamente ao
anterior.
Por esta razão, optou-se por transformar o Mapa num Radar. Primeiro, adicionou-
se uma circunferência sobre o Mapa que delimita o raio de pesquisa de POI, de modo
a que este saiba que POI estão a aparecer na RA. Em seguida, adicionou-se ao mapa
a capacidade de rodar consoante a orientação atual do utilizador, e desenharam-se linhas
que delimitam a visão da câmara. Desta forma, criou-se uma forte ligação entre o modo de
RA e este, na medida em que ambos respondem a mudanças de localização e orientação
do utilizador, e o que é visto na RA corresponde ao que é visto no Mapa. Todos os
sı́mbolos on-screen na RA estarão dentro do campo de visão no Mapa, enquanto que
todos os sı́mbolos off-screen na RA, estarão fora do mesmo.
Uma última alteração foi efetuada relativamente à forma como se pode trocar entre os
dois modos. Deixou de ser efetuada a mudança por tilt uma vez que um clique no ecrã,
ou um abano não intencional desencadeava a mudança de modo. Por isso, criou-se um
botão no canto superior direito que permite efetuar essa mudança. Por último, pensou-se
que seria uma mais valia mostrar alguma informação ao clicar num marcador, e por isso
o clique gera um balão que mostra a seguinte informação: tipo, região, morada e telefone.
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Esta versão do Mapa 2D pode ser visualizada na Figura 3.14.
Figura 3.14: Mapa 2D capaz de rodar consoante orientação do utilizador e com o campo
de visão da câmara delimitado.
Nesta versão, o campo de visão está a ser desenhado sobre o Mapa, e consequen-
temente, afeta as transparências reais atribuı́das aos sı́mbolos, como é visı́vel na Figura
3.14. Por isso o campo de visão deixou de ser preenchido e manteve apenas as linhas
de delimitação. O resultado final deste modo pode ser visto na Figura 3.15, que também
mostra a capacidade de rotação do Mapa.
(a) (b)
Figura 3.15: Versão final do Mapa 2D. (a) Momento antes de rotação para encontrar o
ponto assinalado a verde (b) Momento após rotação com o ponto assinalado a verde já
dentro do campo de visão.
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3.2.3 Tratamento de Sobreposições
Um dos problemas recorrentes da RA é a facilidade com que ocorrem sobreposições
entre diferentes elementos virtuais, dificultando a visualização das informações forne-
cidas. É por isso que a aplicação desenvolvida se preocupa em fazer o tratamento das
sobreposições, permitindo apresentar a informação de forma organizada e clara ao uti-
lizador. Para resolver o problema é preciso analisar e desenhar soluções para as duas
vertentes do problema, as sobreposições que acontecem na área visı́vel e as que aconte-
cem nas barras de sinalização, processo que será detalhado em seguida.
Sobreposições on-screen
O processo adotado para o tratamento de sobreposições foi o de agregação de sı́mbolos
sobrepostos, à semelhança da abordagem discutida em 2.4. Desse modo, um dos primei-
ros passos foi definir um sı́mbolo que representasse uma agregação de POI.
Começou-se por desenhar e implementar no protótipo diferentes sı́mbolos que repre-
sentassem uma agregação de POI, também designados por sı́mbolos em pilha. Durante
este processo desenharam-se os sı́mbolos ilustrados na Figura 3.16.
(a) (b) (c) (d)
Figura 3.16: Possı́veis sı́mbolos representativos de uma pilha de POI.
Após testes internos na equipa, optou-se pelo sı́mbolo a) da Figura 3.16, um cubo em
perspetiva, na medida em que foi considerado o mais intuitivo e esteticamente apropriado
à representação de uma pilha de objetos. Fez-se alguns ajustes ao sı́mbolo original, e
concluiu-se este processo com o resultado ilustrado na Figura 3.17.
Figura 3.17: Sı́mbolo final representativo de uma pilha de POI
Ademais, é também importante determinar como o utilizador poderá saber quantos
POI estão agregados numa pilha. A primeira abordagem foi colocar tantos traços a dividir
a pilha quantas sobreposições existissem. Esta opção pareceu ser extremamente intuitiva
pois olhando para o ecrã as pilhas com mais POI agregados são claramente mais visı́veis,
por estarem mais carregadas devido às linhas desenhadas sobre as mesmas (Figura 3.18
a)). No entanto, esta solução revelou ter um problema, porque quando existia um número
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de sobreposições considerável tornava-se difı́cil contabilizar o número de traços (Figura
3.18 b)) ou as sobreposições eram demasiadas e tornavam a pilha totalmente preta devido
ao número muito elevado de traços desenhados (Figura 3.18 c)).
(a) (b) (c)
Figura 3.18: Uso de traços para indicar o número de sobreposições representados na
pilha. (a) 3 sobreposições (b) 7 sobreposições (c) 14 sobreposições.
Por este motivo optou-se por uma abordagem mais simples e decidiu-se colocar o
número de POI agregados como informação textual sobre o sı́mbolo. Além disto, a pilha
toma sempre a cor, transparência e tamanho (tamanho apenas no caso de ser on-screen)
do ponto mais relevante de entre todos os agregados, ou no caso de existirem vários
POI de iguais relevâncias, toma a cor e transparência do mais relevante mais próximo.
Resumidamente, sempre que a aplicação mostra uma pilha representativa de um conjunto
de POI, fornece informações textuais e visuais que permitem ao utilizador saber o número
de POI agregados, e, distância e relevância do POI mais relevante e mais próximo de entre
os agregados. Este processo de seleção da cor, tamanho e posterior construção da pilha
está ilustrado na Figura 3.19.
Para a deteção de dois ou mais POI sobrepostos utilizou-se uma aproximação idêntica
à descrita em 2.4, que divide o ecrã do dispositivo em linhas horizontais e verticais de
forma a conceber uma grelha. A ideia subjacente é que quando existem dois ou mais POI
na mesma célula da grelha, então sabe-se que existem sobreposições a tratar, uma vez que
os sı́mbolos que representam esses POI podem ser desenhados praticamente no mesmo
sı́tio do ecrã. É o caso exemplificado pela Figura 3.20, que mostra a grelha do ecrã do
dispositivo (invisı́vel ao utilizador) e dois POI cuja posição pertence à mesma célula, o
que levará à sobreposição de sı́mbolos quando ambos forem desenhados no ecrã.
Todavia, este mecanismo implica um problema de contantes agregações e desagregações
do mesmo conjunto de POI, que tornaria a aplicação confusa e muito difı́cil de usar. Como
explicado, a Figura 3.20 representa uma grelha associada ao ecrã do dispositivo, e por
isso conforme o movimento do dispositivo assim a grelha se movimenta. O que acontece
é que os POI contidos numa célula da grelha saltam para outra célula quando se move
o dispositivo móvel uma vez que estamos a mover a grelha, alterando instantaneamente
os conjuntos inicialmente escolhidos para serem agrupados. Este problema está ilustrado
na Figura 3.21, que mostra em (a) dois POI na mesma célula e em (b) os mesmos POI
em células distintas, fenómeno que aconteceria repetidamente sempre que o dispositivo
se movimentasse.
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Figura 3.19: Processo de seleção da cor, transparência e tamanho para construção da
pilha.
Figura 3.20: Grelha do ecrã com dois POI situados na mesma célula.
Tendo a abordagem anterior como base, sabia-se que o requisito principal para a
solução seria a grelha estar fixa ao mundo e não ao dispositivo, para que quando este
se movesse os POI não saltassem para outras células. Por isso, utilizou-se coordenadas
geográficas (latitude, longitude, altitude) para definir os limites das secções que dividiriam
o mundo real. Portanto, a nova grelha já não era bidimensional mas sim tridimensional, e
era capaz de dividir o mundo em setores circulares. Esta nova abordagem que resolveu o
problema está exemplificada na Figura 3.22, que mostra que quando o dispositivo se move
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(a) (b)
Figura 3.21: Grelha fixa ao ecrã que altera o conjunto inicialmente escolhido para
agregar ao rodar o dispositivo. (a) Momento antes da rotação para a esquerda (b)
Momento após rotação para a esquerda.
a grelha não se move mas sim o utilizador passa a olhar para outras secções do mundo.
(a) (b)
Figura 3.22: Grelha fixa ao mundo que não altera o conjunto inicialmente escolhido para
agregar. (a) Momento antes da rotação para a esquerda (b) Momento após rotação para a
esquerda.
Por fim, acrescentou-se a opção de desagregação da pilha. Esta opção é muito im-
portante porque permite ao utilizador ver a representação de cada ponto individualmente
na sua localização original. Definiu-se que a desagregação é efetuada sempre que um
utilizador clica numa pilha e que os POI pertencentes à pilha se mantém desagregados
durante 7 segundos até se agregarem novamente. Quanto ao clique para desencadear a
desagregação, pensou-se que seria a forma mais óbvia, lógica e intuitiva para o utilizador.
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Já os 7 segundos até os POI serem agregados novamente servem para evitar um segundo
clique no ecrã, e consequentemente, evitar o desconforto ou desiquilibrio do dispositivo
quando segurado com uma só mão. Decidiu-se ainda que só seria possı́vel ter uma pilha
desagregada de cada vez no ecrã, pois se várias pilhas fossem desagregadas seguidamente
tornar-se-iam demasiado intrusivas, e possivelmente criando sobreposições com outros
sı́mbolos. Ao desagregar uma pilha são colocados cı́rculos pretos nas posições originais
de cada um dos POI pertencentes à agregação, que permitem ao utilizador saber a posição
real do ponto, e linhas que unem pontos aos sı́mbolos representativos de cada um deles.
A função de desagregação pode ser visualizada na Figura 3.23.
(a) (b)
Figura 3.23: Processo de desagregação. (a) Pilha inicial (b) Pilha desagregada.
Sobreposições off-screen
O tratamento das sobreposições que ocorrem nas barras de sinalização segue uma abor-
dagem idêntica à aplicada às sobreposições on-screen, de maneira a evitar inconsistências
ou confusões por parte do utilizador.
O sı́mbolo escolhido para a representação de uma pilha é exatamente igual, um cubo
em perspetiva com um número indicativo do número de POI agregados. Também as regras
da cor, transparência mantém-se exatamente iguais à exepção do tamanho, que como já
explicado não pode ser manipulado por ser perdido quando um ponto está associado a
um canto. Por isso, uma vez que o tamanho é igual para todos, relativamente aos pontos
off-screen só será possı́vel induzir a distância entre POI da mesma relevância através da
transparência. A abordagem utilizada na grelha foi igualmente aplicada às barras, o que
implicou dividir horizontalmente e verticalmente cada uma das barras, que culminou no
resultado ilustrado na Figura 3.24.
É ainda importante realçar que pilhas formadas nas barras de sinalização não podem
ser desagregadas, pois não seria cómodo para o utilizador executar essas acções num
espaço tão reduzido, nem seria possı́vel associar os POI à sua posição geográfica correta.
O sistema de agregação off-screen final pode ser visto na Figura 3.25.
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(a) (b)
Figura 3.24: Nova versão das barras de sinalização para divisão do mundo em secções.
(a) Barra vertical direita (b) Barra horizontal inferior.
Figura 3.25: Agregação de sı́mbolos off-screen.
3.3 Arquitetura e Implementação do IAR
Este capı́tulo destina-se à explicação da arquitetura e desenvolvimento do IAR. Na secção
1.3 é explicada a metodologia adotada para o desenvolvimento do software, na secção
3.3.1 é discutida a estrutura da aplicação e os dispositivos alvo dos protótipos. Por fim,
na secção 3.3.2 são explicados os algoritmos e técnicas implementadas.
3.3.1 Modelo de Arquitetura
Os protótipos foram construı́dos na plataforma de código aberto Android SDK 2.2 [2]
com recurso à linguagem Java [7], para serem utilizados em dois dispositivos distintos.
Um deles é um tablet Sony Xperia Z2, com Sistema Operativo Android 5.0.2, com um
processador de 2.3GHz, uma resolução de 1200x1920 e um ecrã de 10.1 polegadas. O
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outro é um tablet Asus Google Nexus 7, com Sistema Operativo Android 5.0.2, com
um processador de 1.2GHz, uma resolução de 800x1280 e um ecrã de 7 polegadas. O
protótipo final foi também testado num OnePlus One, com Sistema Operativo Android
5.0.2, com um processador de 2.5GHz, uma resolução de 1080x1920 e um ecrã de 5.5
polegadas. Foram realizados testes nestes três dispositivos já que o intuito era que a
aplicação funcionasse tanto para dispositivos grandes (Xperia) como para médios (Nexus)
e pequenos (OnePlus). Além do Android, para a construção da vista do Mapa 2D e
obtenção da localização do utilizador foi necessário usar a GoogleMaps API. Por fim,
o desenho dos elementos virtuais (sı́mbolos on-screen, sı́mbolos off-screen, campo de
visão) foi efetuado recorrendo ao Canvas [4], que é um componente gráfico pertencente
ao Android. O IDE utilizado durante o desenvolvimento do projeto foi o Eclipse [6].
Figura 3.26: Arquitetura do IAR.
A Figura 3.26 mostra a estrutura da aplicação e a forma como os vários componentes
desta comunicam. Cada bloco representa uma classe da aplicação, e cada ligação indica
uma relação que poderá ser unidirecional (só uma das classes comunica com a outra) ou
bidirecional (se existe comunicação em ambos os sentidos). O IAR é constituı́do por três
grandes componentes: Visualization, Tracking e Data.
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A aplicação é inicializada com a Main Activity, que é a atividade principal onde a
aplicação é inicializada. Esta inicializa o Process Builder, que é o componente que con-
trola o fluxo principal do programa. O Process Builder invoca o File Reader para iniciar
a leitura dos dados, presentes num ficheiro csv, que tem as informações essenciais so-
bre os bancos (latitude, longitude, altura, relevância), inicializa o processo de captura de
imagem, posição e orientação, e por fim, prepara a vista de RA e do Mapa para serem vi-
sualizadas. Assim que recebe a indicação do Position ou Orientation de que a posição ou
orientação do utilizador mudaram, desencadeia uma atualização do Map View ou da AR
View consoante o modo escolhido pelo utilizador. O Process Builder é o componente res-
ponsável por tratar da passagem entre o modo RA e Mapa 2D, e ainda por detetar cliques
no ecrã que poderão levar a uma desagregação de sı́mbolos, caso o clique tenha sido feito
num sı́mbolo pilha. Desta forma, o Process Builder determina o fluxo e comportamento
geral da aplicação, comunicando e fazendo a ligação entre todos os outros.
O componente Tracking, é o responsável por registar a orientação e posição atuais do
utilizador. Para saber a posição do utilizador, o Position precisa de comunicar com a API
externa do Google, designada LocationServices, que vai responder aos pedidos enviados
pelo IAR e, consequentemente, comunicar as mudanças de posição do utilizador. Como
já dito anteriormente, sempre que há uma mudança na orientação ou posição do utilizador,
esta é comunicada ao Process Builder para que tanto a vista de RA como a do Mapa sejam
atualizadas de acordo com a nova posição e orientação.
O componente Data diz respeito à definição da informação. O módulo POI define um
POI com todas as suas propriedades e funções, e por outro lado, o módulo Stack define
uma pilha com todas as suas propriedades e funções. O módulo Stack comunica com o
POI por ser basicamente um conjunto de POI e portanto usa a primeira para a sua própria
definição. O File Reader como já mencionado, faz a leitura dos dados disponı́veis sobre
os bancos, criando e guardando os POI numa estrutura de dados, que será depois enviada
ao Process Builder para que estes sejam usados pelos componentes AR View e Map View.
Por fim, tem-se o componente Visualization que é responsável pelo desenho dos ele-
mentos gráficos, concretizando os algoritmos necessários para determinar o seu posici-
onamento no ecrã. O módulo AR View começa por comunicar com o módulo Image,
que obtém a imagem capturada pela câmara do dispositivo e a mostra no ecrã. Depois,
efetua os cálculos e o desenho dos elementos associados à vista de RA, enquanto que
o módulo Map View faz exatamente a mesma coisa mas relativamente à vista do Mapa
2D. Por exemplo, quando uma pilha aparece na área visı́vel no ecrã, é o AR View que
determina que existem sobreposições, que calcula a posição exata do ecrã em que esta
deve aparecer, e determina qual deverá ser a sua cor, tamanho e transparência, e por fim
a desenha. Por outro lado, a circunferência e campo de visão presentes no mapa, derivam
de cálculos feitos no módulo Map View. Os cálculos em ambas as vistas são feitos com
base na posição e orientação do utilizador, e daı́ a comunicação destes componentes com
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os módulos Position e Orientation. Por fim, estes componentes usam e manipulam as
definições de dados anteriormente criadas e guardadas dos módulos POI e Stack, daı́ a
comunicação entre este bloco e estas duas entidades. É ainda de salientar que o Map View
usa a Google API para que seja possı́vel mostrar um Mapa na aplicação, apesar de não
ser usada diretamente, é embutida na definição do layout desta vista.
3.3.2 Implementação de Funcionalidades
Tracking da Posição e Orientação
A primeira funcionalidade implementada na aplicação foi o tracking, uma vez que é fun-
damental para a robustez e eficácia do IAR.
O processo de tracking da localização é simples, uma vez que a aplicação não precisa
de se preocupar na forma como a localização é obtida pois isso é tratado pela Google API.
Para o tracking da localização poderia ter-se usado a biblioteca Location do Android, mas
optou-se por usar a Google API pois tem um menor consumo energético e é considerada
mais precisa [1]. Para isso, a aplicação desenvolvida necessita apenas de: conectar-se
à Google API; enviar um request a pedir a localização exata do utilizador; e tratar a
resposta dada ao pedido. A conexão consiste em criar um objeto do tipo GoogleApiClient,
especificar que se quer efetuar uma ligação com a API LocationServices, e por fim, efetuar
a ligação com o método connect. Em seguida, o request é criado e configurado para uma
prioridade de alta precisão e para ser atualizado segundo a segundo. Isto é fundamental,
pois o objetivo é garantir alta precisão na localização fornecida e uma taxa de atualização
elevada, para que o IAR seja fiável e permita uma experiência real e envolvente. Por
último, é necessário estar constantemente à espera das respostas aos vários pedidos, e
tratá-las. A resposta retorna a localização no formato (latitude, longitude), e o tratamento
consiste em perceber se o utilizador mudou ou não de localização. Se mudou é necesssário
guardar a nova localização do utilizador e o ecrã da aplicação deve ser atualizado, caso
contrário, nada precisa ser feito. As alturas dos POI está estipulada no ficheiro de dados
(csv), uma vez que não se conseguiu utilizar a Elevation API do GoogleMaps para esse
efeito, por retornar 0 sempre que o método getElevation era utilizado. O processo aqui
descrito está representado na Figura 3.27.
Contrariamente, o processo de tracking da orientação é mais complexo. Exige o pro-
cessamento, cálculo e transformação dos valores obtidos através de sensores de hardware,
em ângulos indicativos das rotações reais do utilizador nos vários sentidos e eixos. Pri-
meiro, é necessário registar os sensores a utilizar através do método registerListener(...),
que neste caso são o acelerómetro e o magnetómetro. O acelerómetro presente no dis-
positivo mede o valor de aceleração (variação da velocidade) aplicada ao longo dos três
eixos (x, y, z) incluindo o valor da gravidade. Isto é conseguido porque normalmente este
acelerómetro é composto por três unidades distintas que estão adjuntas a cada um dos
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Figura 3.27: Processo de tracking da localização.
eixos, e cada uma mede a aceleração ao longo do eixo que lhe está associado. Por fim,
sabendo o valor da componente vertical da aceleração (9.8m/s2), é possı́vel calcular o
ângulo de rotação do dispositivo com operações trignométricas (Figura 3.28).
Figura 3.28: Representação das variáveis utilizadas no cálculo da rotação do dispositivo
[74].
Por outro lado, o magnetómetro permite monitorizar mudanças no campo magnético
da Terra, conseguindo por exemplo identificar em que direção se situa o norte magnético.
É fundamental o uso deste sensor, porque caso contrário, saberı́amos os ângulos das
rotações efetuadas pelo utilizador mas não seria possı́vel enquadrar essas rotações no
espaço fı́sico terrestre. Portanto, é a combinação dos valores dados por ambos os senso-
res que permite o processo completo de tracking.
Ao registar os mesmos, o sistema fica à espera que alterações nos valores reportados
pelo acelerómetro e magnetómetro se verifiquem, e quando estas ocorrem é gerado um
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evento. Este desencadeia as seguintes acções no sistema:
• Obtenção dos dados capturados pelos sensores com o método getRotationMatrix(...);
• Mapeamento entre os eixos do dispositivo e os do mundo real através do método
remapCoordinateSystem(...). Neste caso especı́fico, como o IAR foi concebido para
ser usado num dispositivo seguro verticalmente é preciso indicar que o eixo do y no
referencial do dispositivo corresponde ao eixo do z do sistema de coordenadas do
utilizador;
• Cálculo da orientação atual do dispositivo com base na matriz de rotação anterior-
mente obtida, com o método getOrientation(...). A orientação é dada em radianos
na forma de (azimuth, pitch, roll), sendo o sentido positivo contrário ao dos pontei-
ros do relógio.
Dos três ângulos fornecidos, só o azimuth e o pitch é que vão ser utilizados para o
funcionamento da aplicação, uma vez que o roll representa rotações pouco naturais e ex-
pectáveis no uso deste tipo de aplicações. O azimuth retornado encontra-se no intervalo
[−π, π] e o pitch no intervalo [−π/2, π/2], e por isso, foi necessário transformar estes in-
tervalos para [0, 360]o e [0, 180]o respetivamente. Primeiro, porque seria muito mais fácil
trabalhar em graus ao invés de radianos, visto que em radianos a distribuição dos ângulos
nos quadrantes é mais difı́cil de interpretar. Usou-se uma função da biblioteca de ma-
temática do Java para fazer a conversão de graus para radianos, designada toDegrees(...),
e por fim ao azimuth somou-se 180o e ao pitch 90o. Desta forma, os ângulos estavam
preparados para serem usados para posteriores cálculos.
No entanto, quando o processo de tracking foi implementado e testado com alguns
elementos virtuais no ecrã, surgiu um problema de flickering dos elementos virtuais, de-
vido ao ruı́do dos valores (noisy data) reportados pelos sensores. Por exemplo, mesmo
quando o dispositivo estava sobre uma mesa, imóvel, os sensores continuavam a capturar
variações minı́mas de aceleração e/ou magnetismo, que causavam mudanças constantes
de posição nos elementos virtuais. Para resolver este problema recorreu-se ao algoritmo,
designado lowPassFilter(...), capaz de eliminar as frequências muito altas obtidas pelos
sensores, e assim suavizar as variações entre os diferentes valores obtidos. Este algoritmo
recebe o valor obtido anteriormente vantigo pelo sensor e o novo valor registado vnovo, de-
fine uma constante λ (à qual se atribuiu um valor de 0.45) que determina o quanto o novo
valor deverá afetar o antigo, e aplica a seguinte fórmula para o valor obtido pelo sensor
para cada eixo:
f(vantigo, vnovo) = vantigo + λ ∗ (vnovo − vantigo)
Isto permitiu mitigar o problema de flickering dos elementos virtuais através da redução
de ruı́do dos valores, como exemplificado na Figura 3.29.
Capı́tulo 3. Aplicação IAR 63
(a) (b)
Figura 3.29: Valores obtidos pelos sensores. (a) Sem filtro (b) Com filtro de baixas
frequências [74].
Apesar deste algoritmo resolver maioritariamente o problema, quando o utilizador se-
gurava o dispositivo com as mãos e estava quieto havia uma ligeira variação na posição
dos sı́mbolos. Isto acontece porque o utilizador não está realmente imóvel, e o facto de es-
tar a segurar o dispositivo verticalmente numa postura menos confortável não é favorável.
O algoritmo anteriormente explicado não resolve este problema, apenas evita variações
bruscas nas transições entre os valores otidos pelos sensores. Portanto, foi necessário de-
finir um delta (incremento) que impedisse a atualização de valores caso a variação fosse
inferior a este. O delta definido foi de 3.5o, e portanto só uma variação igual ou superior
a esta irá atualizar os valores, e consequentemente, alterar a disposição dos elementos
virtuais no ecrã.
Relevância
Como já referido, os sı́mbolos são representados através de duas propriedades gráficas:
cor e transparência. Relativamente à cor, o processo é muito simples. No ficheiro de
dados csv que contém as informações sobre os bancos que são processados na aplicação,
a cada banco foi atribuı́do um número no conjunto 1, 2, 3. O número 1 corresponde à
cor vermelha (ponto de elevada relevância), o número 2 à cor magenta (ponto de média
relevância), e por fim, o número 3 corresponde à cor azul (ponto de baixa relevância).
Assim, quando cada uma das linhas do ficheiro é lida e o ponto guardado numa estrutura
de dados como um objeto, essa propriedade fica também definida. O restante processo é
evidente, para cada elemento virtual correspondente a um POI atribuı́mos a cor que lhe
foi previamente definida no modelo RGB:
• Se a relevância de um ponto é 1, então RGB(255, 0, 0);
• Se a relevância de um ponto é 2, então RGB(255, 0, 255);
• Se a relevância de um ponto é 3, então RGB(0, 0, 255);
Enquanto que a cor é uma propriedade que não se altera ao longo do tempo (nesta
aplicação), a transparência por representar a distância de um ponto ao utilizador pode
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alterar-se à medida que o utilizador se desloca. Por isso, não pode ser calculada e guar-
dada a priori, tem que ser calculada em tempo real. Usou-se a Tabela 3.1 como referência
para implementar o mecanismo de transparência, variando esta num intervalo de [0, 255],
correspondendo o zero à maior transparência. Para conseguir o comportamento preten-
dido, criou-se uma função que permitisse interpolar o valor da transparência em função
da distância d e relevância r de um ponto, sabendo para cada relevância o respetivo valor
máximo e mı́nimo da transparência e ainda o raio de pesquisa rpesquisade POI relativa-






∗ d+ tmin(r) ∈ [0, 255] (3.1)
Por fim, sabendo a cor e transparência corretas a atribuir a um sı́mbolo num dado
instante, é preciso definir no Canvas esses atributos para que sejam usados no desenho
do mesmo. Para isso, é usado um objeto designado Paint que é passado como parâmetro
para todos os métodos de desenho do Canvas, que indica como o desenho deve ser feito
(ex: cor, espessura, tamanho do texto). Desta forma, o processo deverá seguir o seguinte
curso:
• Criação de um objeto do tipo Paint e definir a cor e transparência para desenhar
com o método setColor(Color.argb(...));
• Efetuar o desenho do sı́mbolo representativo do POI passando o Paint anteriormente
definido no método drawRect(...).
O processo explicado funciona de forma exatamente igual para sı́mbolos on-screen
e off-screen. Todavia, para aplicar as mesmas transparências e cores nos marcadores do
Mapa 2D, de forma a manter a consistência, é necessário adaptar o comportamento pois
a API do GoogleMaps funciona de forma diferente do Android. Relativamente à trans-
parência, é preciso converter o intervalo de transparência para [0, 1], pois no GoogleMaps
a cada marcador só pode ser atribuı́da uma transparência nesse intervalo. Para definir a
cor, não se usa o modelo RGB mas sim HSL, e é o parâmetro Hue que define a cor. De
seguida resume-se os passos necessários para traduzir a cor e transparência aplicadas para
os marcadores do Mapa 2D:
• Converter o intervalo de transparência [0, 255] para [0, 1], ou seja, efetuar o cálculo
transparencia/255;
• Definir a cor a aplicar no marcador segundo o modelo HSL: se a relevância é 1
então hue = 0 (vermelho), se é 2 então hue = 300 (magenta), se é 3 então hue = 220
(azul);
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• Usar a classe BitmapDescriptorFactory para alterar a imagem por omissão do mar-
cador, aplicando o método defaultMarker(...) que recebe a cor anteriormente defi-
nida como parâmetro;
• Usar a classe MarkerOptions para definir a transparência do marcador com o método
alpha(...), passando a transparência anteriormente calculada, e usar essa mesma
classe para alterar a aparência do marcador com o método icon(...), que recebe o
BitmapDescriptorFactory previamente definido com a nova imagem do marcador.
Sinalização On-Screen e Off-Screen
Para representar um POI seja off-screen ou on-screen é preciso perceber qual a sua posição
relativamente ao utilizador no mundo real, de modo a determinar se este está ou não
visı́vel num dado momento.
No sistema construı́do, o cálculo da amplitude e do sentido do ângulo de rotação que
deverá ser executado pelo utilizador para que este se alinhe com a direção do POI, é feito
do seguinte modo: calcula-se o azimuth e a inclinação do POI e do utilizador, e compara-
se para determinar onde é que o ponto está relativamente ao utilizador no mundo real. O
azimuth é o ângulo formado entre o true north (norte magnético) e uma outra direção (ex:
direção de observação do utilizador ou direção do POI). A inclinação representa o ângulo
formado entre o ponto mais próximo do horizonte e um outro. A Figura 3.30 representa a
utilização do azimuth e da inclinação de um ponto para determinar a sua posição no globo
terrestre relativamente ao utilizador.
Figura 3.30: Variáveis necessárias para determinar a posição de um ponto na superfı́cie
terrestre a partir do azimuth e inclinação [5].
Contudo, no IAR é preciso determinar a posição do POI relativamente à direção de
observação do utilizador, isto é, a direção para onde aponta o dispositivo móvel. Por
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esse motivo, será necessário calcular o azimuth e inclinação do POI bem como o azimuth
e inclinação da direção de observação. Uma vez feitos esses cálculos, será necessário
determinar qual o sentido de rotação que torna o ponto visı́vel mais rapidamente. Isso
será feito recorrendo ao cálculo do bearing, sendo este o conceito que permite saber, dada
a localização do utilizador e a do ponto, qual é o ângulo de rotação a adotar relativamente
a norte para chegar do primeiro ao último pelo caminho mais curto possı́vel, tendo em
conta que a terra não é uma esfera mas uma elipsóide. O bearing representa o ângulo
entre duas quaisquer direções, e neste caso concreto, entre a direção de observação do
utilizador e a direção do POI relativamente ao utilizador. Desta forma, é com base nos
dois azimuth, da direção de observação do utilizador e do POI, previamente calculados,
que se calcula o bearing, cujo valor irá determinar a amplitude de rotação necessária
para tornar um ponto visı́vel, como representado na Figura 3.31. Como já foi referido, o
azimuth pertence ao intervalo [−π, π] e é depois convertido para o intervalo [0, 360]o. No
entanto, o bearing já é retornado pela API Android nesse intervalo.
Figura 3.31: Azimuth e Bearing.
Desta forma, o cálculo da rotação horizontal necessária é feito com base no azimuth,
azUtilizador, da direção de observação do utilizador e azimuth, azPoi, do POI em causa.
O primeiro é obtido através do magnetómetro e acelerómetro do dispositivo móvel, e o
último é obtido através do método bearingTo(...) disponibilizado na API Android dada
a localização do utilizador e a do ponto. A função que faz o cálculo retorna um ângulo
positivo no sentido dos ponteiros do relógio, e é dada pela seguinte fórmula:
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yaw(azUtilizador, azPoi) =
{
(360− azUtilizador) + azPoi se azUtilizador > azPoi
azPoi− azUtilizador se azUtilizador ≤ azPoi
(3.2)
Por outro lado, o cálculo da rotação vertical é feito com base na diferença de alturas
h entre o POI e o utilizador, a distância d que os separa e a inclinação do dispositivo,
inclinacaoDisp, que é calculada através dos sensores já mencionados anteriormente. A
função final, funciona de acordo com a seguinte fórmula:








inclinacaoDisp se h = 0
inclinacaoPonto(h, d) + inclinacaoDisp se h 6= 0
(3.4)
Por fim, sabendo yaw y, pitch p, e que a amplitude vertical e horizontal da câmara é de




on-screen se (315 ≤ y ≤ 360 ∨ 0 ≤ y ≤ 45) ∧ (45 ≤ p ≤ 135)
off-screen left se 180 < y < 315
off-screen right se 45 < y ≤ 180
off-screen bottom se p < 45
off-screen top se p > 135
(3.5)
É preciso salientar que, o sistema representado funciona como um conjunto de condições
não exclusivas, sendo possı́vel que um ponto seja off-screen left e simultaneamente off-
screen top. Esse é o caso em que o ponto se deverá situar no canto superior esquerdo do
ecrã, pois o ponto está à esquerda do utilizador e a uma altura superior à do campo de
visão do mesmo.
Relativamente à colocação dos elementos virtuais nas posições corretas do ecrã, o
programa contém um evento principal, que está constantemente a ser desencadeado, e
é responsável pelo desenho constante dos elementos ao longo do tempo, desginado on-
Draw(...). Este método é responsável pela atualização dos sı́mbolos (transparência, cor,
posição) ao longo do tempo. Este método contém o ciclo principal do programa, que exe-
cuta os cálculos necessários ao funcionamento da aplicação e desencadeia a atualização
da posição dos sı́mbolos gráficos no ecrã. O mundo foi dividido em setores de 9o para
construir a grelha, pelo facto de 9 ser submúltiplo de 45 e consequentemente, de 90, 135,
180, 225, 270, 315 e 360, o que facilita os cálculos. Uma explicação detalhada sobre a
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construção e funcionamento da grelha será dada mais à frente. Recorde-se ainda que a
abertura da câmara é de 90o horizontalmente e verticalmente. É dentro deste ciclo que de-
corre o algoritmo que define as posições dos POI no ecrã, cujo funcionamento é descrito
de seguida:
for cada POI existente do
if está dentro do raio de pesquisa then
atualizarYawEPitch() ;
azimuthPOI = obterAzimuthPOI() ;
inclinacaoPOI = obterInclinacaoPOI() ;
sector = determinarSectorMundoPOI(azimuthPOI, inclinacaoPOI) ;
if já existe um POI a ocupar esse setor then
tratarSobreposição() /* Detalhado mais à frente */ ;
else




for Cada POI existente no Mapa M1 do
determinarEstadoVisibilidadePOI(yaw, pitch) ;
determinarRegiaoVisivelEcra(azimuthUtilizador) ;
if POI é on-screen then
coordenadasX = obterXMaxMin() ;
coordenadasY = obterYMaxMin() ;
end
if POI é off-screen left ou right then
coordenadasX = obterColunaEsquerdaOuDireitaPOI(yaw) ;
coordenadasY = obterYMaxMin() ;
end
if POI é off-screen top ou bottom then
coordenadasX = obterXMaxMin() ;
coordenadasY = obterColunaCimaOuBaixoPOI(pitch) ;
end
else
coordenadasX = obterColunaEsquerdaOuDireitaPOI(yaw) ;




Para uma descrição mais detalhada do algoritmo, pode consultar-se o Apêndice A.1.
Para ilustrar o funcionamento geral do algoritmo, observe-se a Figura 3.32. Inicialmente
são calculados os ângulos necessários para mapear o mundo real para o ecrã do disposi-
tivo:
β representa o azimuth da direção de observação do utilizador calculado e reportado pelos
sensores do dispositivo, e mede 300o. O α representa o azimuth do POI, e mede 265o. É
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Figura 3.32: Variáveis necessárias para o mapeamento do mundo real para o ecrã do
dispositivo.
preciso salientar que o α não varia de acordo com a orientação do utilizador mas sim de
acordo com a sua localização geográfica. Por fim, como explicado acima, sabendo que o
azimuth atual do utilizador é β,
a zona visı́vel seria [300− 45, 300 + 45] = [255, 345], considerando o campo de visão
da câmara de 90o. Contudo, atendendo a que a construção da grelha divide o mundo
em sectores de 9o, a área visı́vel no ecrã é ajustada para conter 10 sectores completos,
correspondendo ao intervalo [252, 342], cujos limites estão representados a vermelho na
Figura 3.32. Em seguida aplica-se a função 3.2 que efetua o cálculo 360 − β + α =
360 − 300 + 265 = 325, cujo resultado será passado como parâmetro para a função 3.5
que irá definir o ponto como on-screen horizontalmente, uma vez que 325 ∈ [315, 360].
Por fim, como α ∈ [261, 270], é nesse setor horizontal que o sı́mbolo deverá ser colocado,
como demonstrado na Figura 3.33, que identifica a coluna a colocar o ponto com uma cor
diferente.
É preciso lembrar que, neste momento, ainda não se sabe se no final do processo o ponto
será off-screen ou on-screen. O facto do ponto ser dado como on-screen horizontalmente,
não significa que a sua posição final no ecrã seja na área visı́vel. Isto porque o pitch
poderá ser demasiado baixo ou elevado, tornando-o off-screen top ou off-screen bottom.
Por este motivo, na Figura 3.33 partes das barras de sinalização de cima e de baixo estão
pintadas, pois são possı́veis zonas finais do POI.
De seguida, procede-se ao cálculo da posição vertical do sı́mbolo. Considere-se o
exemplo da Figura 3.34 para os próximos passos.
Primeiro aplica-se a função 3.3 para obter a inclinação entre o ponto e o utilizador. São
passados como parâmetros os valores 20 e 76, que representam a diferença de alturas e
a distância entre ambos, respetivamente. Aplicando essa função, o sistema irá executar o
Capı́tulo 3. Aplicação IAR 70
Figura 3.33: Mapeamento dos cálculos efetuados para o ecrã.
Figura 3.34: Variáveis necessárias para calcular os ângulos utilizados no mapeamento do
mundo real para o ecrã do dispositivo.





= 16o e por fim irá combinar o resultado obtido com a inclinação
do dispositivo. Ou seja, da mesma forma que horizontalmente o azimuth da direção de
observação do utilizador e o azimuth do POI precisam ser combinados para computar o
ângulo que os separa, também a inclinação do dispositivo precisa ser combinada com a
inclinação do POI. Para isso, é utilizada a função 3.4 da seguinte forma: 16 + θ = 16 +
20 = 36o. Relembre-se que, como ilustrado, quando o dispositivo é seguro verticalmente
com o ecrã virado para o utilizador, o dispositivo possui uma inclinação de 90o, sendo
180o quando a câmara traseira está apontada para o céu e 0o para o chão.
Por último, a aplicação da função 3.5 indica que o sı́mbolo é, verticalmente, off-screen
top, uma vez que 36 < 45. Assim, fazendo a interseção dos cálculos efetuados para o
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posicionamento horizontal, com os novos cálculos para o posicionamento vertical, obtém-
se o resultado ilustrado na Figura 3.35.
Figura 3.35: Mapeamento final do mundo real para o ecrã.
Modo de Visualização Mapa 2D
Além da sinalização através do modo de RA, existe também um modo de visualização de
Mapa 2D. Este modo foi criado com a adição de um layout do tipo MapFragment, que per-
mite ter uma vista com um mapa do GoogleMaps. Para poder usar o mapa, foi necessário
gerar uma API Key para usar neste projeto. Essa chave foi gerada através do portal Go-
ogleDevelopers e colocada no manifest da aplicação. Após esta etapa, adicionou-se um
pedaço de código que coloca cada POI como um marcador no mapa com as localizações,
cores e transparências corretas. Para esse efeito, usou-se o método addMarker(new Mar-
kerOptions(...)), onde se passam como parâmetros a sua localização e aparência (cor,
transparência). Repare-se que os marcadores só são adicionados inicialmente uma única
vez ao mapa, o que se modifica é o terreno que o utilizador vê de acordo com a sua
localização e orientação atuais. Posteriormente, desenha-se a circunferência que deli-
mita o raio de busca. Para isso, começamos por mostrar a localização atual do utilizador
no mapa com o método setMyLocationEnabled(...) e adiciona-se a circunferência com
o método addCircle(new CircleOptions(...)) no qual se passam parâmetros para defi-
nir o centro da circunferência, que neste caso será a localização atual do utilizador, e o
raio que deverá possuir (em metros). Depois, foi preciso conseguir pôr o mapa a rodar
e a mover-se de acordo com a orientação e localização do utilizador. Para tal, usou-
se um método, designado moveCamera(CameraUpdateFactory.newCameraPosition(new
CameraPosition.Builder(...))), capaz de fazer o mover a câmara do utilizador para a nova
localização fornecida, o que permite que a posição do utilizador apareça sempre no centro
do ecrã, e simultaneamente, rodar o mapa de acordo com o azimuth atual do utilizador.
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Este método é chamado sempre que a posição ou orientação do utilizador se modifica. Fi-
nalmente, falta desenhar o campo de visão sobre a circunferência previamente desenhada,
processo que é feito segundo a seguinte sequência de instruções:
• Obter a matriz de desenho atual da vista com o método getMatrix();
• Aplicar uma rotação de 45o em torno do centro da circunferência (que será o centro
do ecrã) nessa matriz com o método postRotate(...). Este ponto é designado pivot;
• Construir um array com dois pontos que definem uma reta vertical desde o centro
da circunferência até ao seu limite;
• Aplicar a matriz de desenho anteriormente modificada ao array de pontos com o
método mapPoints(...), e guardar os novos pontos gerados;
• Aplicar o mesmo processo mas no ângulo inverso, -45o;
• Por último, quando já calculados os extremos das linhas que delimitam o campo
de visão, usa-se o método moveTo(...) para iniciar o desenho do mesmo a partir
da posição do utilizador. Usa-se o método lineTo(...) para desenhar cada uma das
linhas, e o drawArc(...) para desenhar o arco entre as duas extremidades do campo
de visão.
Recorde-se que as rotações feitas são de 45o em ambos os sentidos, uma vez que se
considera a abertura total da câmara de 90o. Só desta forma, o que é visto na área visı́vel
no modo de RA coincide com o que é visto dentro do campo de visão no modo de Mapa
2D. O processo geral descrito está ilustrado na Figura 3.36. É de salientar que o campo
de visão só é desenhado uma única vez no ecrã, pois é imóvel ao longo do tempo. O que
se move é o mapa, fazendo com que o terreno dentro dos limites de visão se modifique à
medida que o utilizador roda.
Tratamento de Sobreposições On-Screen e Off-Screen
O tratamento de sobreposições é um processo que consiste em três fases distintas. A pri-
meira fase deverá ser capaz de mapear os POI de um setor para a posição correta no ecrã,
ou seja, capaz de converter as coordenadas esféricas (azimuth, inclinação, distância) para
coordenadas 2D do ecrã. Para isso, é preciso definir a que parte do ecrã corresponde uma
determinada parte do campo de visão do utilizador. Ou seja, é preciso definir no IAR de
que forma deve mapear cada setor da grelha contida no campo de visão do utilizador para
o ecrã. Desta forma, criou-se um método que corre apenas uma vez quando o programa
arranca, e que executa alguns cálculos para guardar esse mapeamento. Como já dito na
secção anterior, optou-se por dividir o mundo em setores de 9o cada, pelo facto do 9 ser
um número submúltiplo da maioria dos ângulos de referência. É importante esclarecer
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Figura 3.36: Construção do campo de visão no Canvas.
que o mundo é dividido em graus, pois a única maneira de ter a grelha fixa ao mundo é
fazer a divisão com base nas coordenadas geográficas (latitude, longitude, altitude), em
que a latitude e a longitude representam a amplitude do ângulo entre um dado ponto da
superfı́cie terrestre e o equador ou merediano de Greenwich respetivamente (Figura 3.37).
Figura 3.37: Latitude e Longitude [10].
Portanto, lembrando que se considerou a abertura da câmara com 90o verticalmente e
horizontalmente, o método que define o mapeamento funciona da seguinte forma:









areaV isivelV ertical = alturaEcra− 2 ∗ tamanhoBorda;









Sabendo quantos setores correspondem à área visı́vel e o tamanho de cada um deles, pode
colocar-se num array as coordenadas máximas e minı́mas de x e y no ecrã para cada
setor. Por exemplo, para o setor mais à direita do ecrã (setor vertical 10), ao centro (setor
horizontal 5) pode fazer-se o cálculo da seguinte forma:
xmin = tamanhoBorda+ tamSetorHorizontal ∗ (10− 1);
xmax = tamanhoBorda+ tamSetorHorizontal ∗ 10;
ymin = tamanhoBorda+ tamSetorV ertical ∗ (5− 1);
ymax = tamanhoBorda+ tamSetorV ertical ∗ 5;
Os diferentes arrays gerados são depois colocados num mapa do tipo Map<String, ArrayList<Double>>.
A chave utilizada é a concatenação de i com j, que define a linha e coluna do ecrã em que
o ponto deverá aparecer. A Figura 3.38 ilustra o processo aqui descrito.
Figura 3.38: Divisão da área visı́vel em setores verticais e horizontais de 9o cada.
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Em seguida, na segunda fase, calcula-se o setor que se irá situar cada um dos POI,
e inicia-se o tratamento das sobreposições que vão ocorrendo. Esta fase baseia-se na
seguinte sequência de passos:
for cada POI existente do
... ;
azimuthPOI = obterAzimuthPOI() ;
inclinaçãoPOI = obterInclinacaoPOI() ;
sector = determinarSectorMundoPOI(azimuthPOI, inclinacaoPOI) ;
if já existe um POI A (poiA) a ocupar esse setor then













Para uma descrição mais detalhada deste algoritmo, pode consultar-se o Apêndice A.2.
Repare-se que após a execução deste algoritmo, para saber o número de sobreposições
existentes num setor, basta aceder ao ponto associado ao setor, obter o número de POI
que estão na sua Stack e somar 1 (o próprio). A Figura 3.39 descreve o processo acima
descrito, para a escolha do ponto mais relevante e mais próximo ao longo do tempo, e
consequente tratamento da pilha que lhe está associada. A, B, C e D representam diferen-
tes POI a diferentes distâncias do utilizador (indicadas textualmente) e relevâncias (cor),
e o rectângulo representa um setor do mundo. Na Figura 3.39 podemos observar que em
(a) o POI A é colocado no setor, em (b) percebe-se que o ponto B é tão relevante como
A mas mais distante, logo, o ponto A mantém-se no setor e B é adicionado à sua pilha.
Em (c) o ponto A é comparado com C, e pelas mesmas razões que em (b), o ponto A
mantém-se e C é adicionado à sua pilha. Por último, em (d) o ponto A é comparado com
D, e sendo o último mais relevante que o primeiro, D substitui o ponto A no setor e a pilha
de A assim como o próprio A são colocados na pilha de D.
Por fim, decorre a terceira e última fase. Esta serve para colocar o ponto mais relevante
e próximo de cada setor na posição correta do ecrã, apresentando-o com o sı́mbolo de
pilha caso seja necessário. O algoritmo responsável por este comportamento funciona da
seguinte forma:
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(a) (b)
(c) (d)
Figura 3.39: Processo de construção da pilha.
for cada setor do mundo (Mapa M1) do
pontoSetor = mapaM1.obterValor(seccaoAtual) ;
if pontoSetor é totalmente off-screen then
determinarLinhaColunaMolduraSinalizacao(yaw, pitch) ;
end
if pontoSetor é totalmente on-screen then
mapaM1.obterCoordenadasXeY(yaw, pitch) ;
end









for cada setor do mundo (Mapa M1) do
poiDesenhar = mapaM1.obterValor(seccaoAtual) ;
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Para uma descrição mais detalhada deste processo, pode consultar-se o Apêndice A.3.
Para ilustrar o processo descrito, a Figura 3.40 mostra a sequência de passos até chegar
ao desenho da pilha. Para o desenho desta Figura assumimos que o campo de visão do
utilizador pertence ao intervalo [0, 90] horizontalmente e [45, 135] verticalmente. A Figura
dá continuação à Figura 3.39 mostrada anteriormente para ilustrar o tratamento da pilha.
(a) (b)
(c) (d)
Figura 3.40: Processo de deteção e tratamento de colisões. (a) Obtenção do ponto mais
relavante e próximo do sector (b) Cáculo do número de sobreposições e coordenadas do
ecrã (c) Mapeamento para o ecrã (d) Desenho da pilha.
A figura começa por mostrar em a) o sector dado pela chave ”45-54-90-99”, ou seja,
o sector que corresponde à interseção do setor horizontal dado pelo limite [45, 54] com o
setor vertical dado pelo limite [90, 99]. Além disso, é possı́vel saber que o sı́mbolo será
totalmente on-screen, uma vez que [45, 54] ⊂ [0, 90]∧ [90, 99] ⊂ [45, 135]. A essa chave,
no mapa que representa a posição dos POI no mundo, está associado um único ponto (o
mais relevante e mais próximo), e é esse ponto que é obtido. Em b) está representado o
cálculo do número de sobreposições e das coordenadas do ecrã em que o POI deverá estar
representado. Já a obtenção das coordenadas do ecrã são obtidas a partir do mapa que
para cada sector visı́vel possui as coordenadas correspondentes guardadas. Repare-se que
o setor [45, 54] corresponde ao 6o setor dos 10 visı́veis (horizontalmente), sendo o mesmo
válido (verticalmente) para o setor [45, 135]. Por isso são passados os parâmetros i = 6
e j = 6 para a obtenção das coordenadas. Esse mapeamento culmina na imagem c), que
define e guarda as coordenadas associadas ao POI a ser representado. Por fim, a imagem
d) ilustra o desenho da pilha com o número de sobreposições calculadas.
O processo de desagregação é desencadeado ao clicar no ecrã, sobre um sı́mbolo pilha.
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O clique é detetado com o evento onTouch(...), e é neste método que o comportamento da
aplicação está definido. O evento recebe as coordenadas do ecrã (x, y) em que o utilizador
tocou, e são esses valores que permitem saber se o utilizador clicou sobre uma pilha ou
noutro qualquer ponto do ecrã. Para saber se uma pilha foi clicada, compara-se o x com
os limites do ecrã que definem cada um dos setores verticais, e o y com os limites do ecrã
que definem cada um dos setores horizontais. Quando a condição limiteesq <= x <=
limitedir ∧ limitesup <= y <= limiteinf se concretiza, obtém-se o ponto pertencente
à célula respetiva a partir do mapa que define os elementos associados a cada setor do
mundo. Obtendo o ponto, basta verificar se é ou não uma pilha, e se for, separá-la. A
separação consiste em obter os elementos da pilha através da Stack e mapeá-los no ecrã
de acordo com as suas posições reais. Repare-se que ao separar, cada ponto individual
não é associado a uma posição da grelha criada. Neste caso, é feita uma interpolação entre
o azimuth do utilizador, azimuth do POI e a área visı́vel no ecrã para colocar o sı́mbolo
no sitio exacto em que o banco deverá aparecer na imagem capturada pela câmara. Essa
interpolação é feita com base no bearing horizontal, bearingH, e vertical, bearingV. Ou
seja, esta função usa as diferenças entre os azimuth e inclinações do utilizador e do POI,






















É a junção dos resultados que forma o par de coordenadas (x, y), que dita a colocação
dos POI, individualmente, no ecrã. Por fim, sempre que uma pilha é desagregada, esta é
guardada numa variável e assim mantida durante 7 segundos. Esta variável diz ao pro-
grama que a pilha deverá ser representada de forma separada com o auxı́lio da equação
3.6. Ao fim de 7 segundos essa pilha é apagada da memória, e retorna à sua forma original.
3.4 Sumário e Discussão
Este capı́tulo destinou-se à apresentação e explicação do funcionamento do protótipo IAR,
que visa propor soluções para sinalização off-screen, representação de relevâncias e trata-
mento de sobreposições.
No capı́tulo seguinte é apresentada a avaliação das soluções propostas e valida-se se,
de facto, auxiliam o utilizador durante a navegação num ambiente de realidade aumentada
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móvel. O processo de avaliação será descrito desde a fase de planeamento à recolha e




Com o objetivo de comparar, analisar e perceber se o IAR é uma aplicação que auxilia
o utilizador na navegação em ambientes de realidade aumentada móvel, foi efetuado um
estudo de usabilidade. Nas secções seguintes, são descritas as várias etapas desde o plane-
amento da avaliação, construção de protótipos de teste até à análise dos dados e resultados
obtidos.
4.1 Plano de Avaliação
4.1.1 Procedimento
De forma a avaliar o IAR e verificar o impacto no desempenho e satisfação dos utilizado-
res, de cada uma das suas funcionalidades, o teste de usabilidade considera as seguintes
visualizações:
• Vis1: Realidade Aumentada;
• Vis2: Realidade Aumentada + Barras de sinalização off-screen;
• Vis3: Realidade Aumentada + Barras de sinalização off-screen + Tratamento de
sobreposições;
• Vis4: Visualização 3 + Mapa 2D;
• Vis5: Visualização 3 + Mapa 2D + Radar.
Na medida em que o objetivo deste trabalho não é a avaliação da representação de re-
levância, já que a mesma foi avaliada por Gonçalves et al. [41], foi assumido para os
protótipos que todos têm a reprentação da relevância mas tal não é avaliada.
O teste foi dividido em duas experiências distintas. Na primeira, o utilizador é exposto
às visualizações 1, 2 e 3, e numa segunda às visualizações 4 e 5. Na primeira experiência,
o objetivo foi avaliar as técnicas propostas para sinalização off-screen e tratamento de
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sobreposições, e se melhoram a experiência de navegação do utilizador em ambientes de
RA móvel.
Na segunda experiência, o objetivo é perceber se a existência de um Mapa 2D num
ambiente de RA melhora, de alguma forma, a experiência de navegação, e qual o im-
pacto da existência de um Radar sobre esse mesmo mapa. As visualizações não foram
mostradas de forma sequencial, mas segundo a abordagem Latin Square, para garantir
a aleatoriedade necessária no teste. A grelha de sequência das visualizações pode ser
visualizada no Apêndice C.3.
Ambas as experiências consistiram na execução de uma única tarefa que decorre se-
gundo duas configurações diferentes (número de POI), repetida para cada uma das dife-
rentes visualizações pertencentes a cada uma das experiências. Desta forma, cada utiliza-
dor deverá executar 2T ∗ 3V + 2T ∗ 2V = 10 tarefas.
A cada participante apresentaram-se os objetivos do estudo, indicou-se o tempo esti-
mado de duração dos testes (entre 30 a 40 minutos), fez-se um breve questionário sobre os
dados demográficos, que pode ser encontrado no Apêndice B, e pediu-se que o utilizador
assinasse um documento de autorização para efetuar a experiência. De seguida, foram
explicadas as diferentes funcionalidades do IAR, e efetuada uma breve demonstração
usando o mesmo. Depois disso, o utilizador dispunha de um tempo para experimentar
a aplicação, com todas as funcionalidades, até este se sentir familiarizado e confortável
para dar inı́cio ao teste. Posteriormente, cada um dos participantes percorreu as várias
visualizações tentando completar da melhor forma possı́vel a tarefa proposta, respon-
dendo a algumas perguntas sobre essas visualizações no final de cada experiência. A
tarefa é executada no dispositivo em que o IAR foi desenvolvido, e é neste que as várias
métricas (preferências, tempo, ângulo de rotação, número de erros e de acessos ao mapa)
são registadas. Por fim, após finalização do teste foi realizado um pós-questionário, pre-
sente no mesmo documento apresentado no Apêndice B, com o objetivo de obter uma
avaliação final numa escala de 1 a 5 das várias visualizações, perceber a estratégia adotada
pelo utilizador ao longo das várias técnicas de visualização e receber crı́ticas e sugestões
à aplicação.
4.1.2 Tarefa
A tarefa escolhida para ser executada pelo utilizador em todas as visualizações, teve como
objetivo averiguar quais as funcionalidades que são uma mais valia para o utilizador na
navegação por um dado espaço de POI. Para tal, na tarefa proposta o objetivo do utilizador
seria orientar-se na direção do ponto que achasse ser o mais relevante e simultaneamente
o mais próximo, e clicar no mesmo. Se o sı́mbolo clicado era o correto, a tarefa era dada
como terminada, caso contrário, o utilizador deveria continuar a tentar até acertar. Em
cada experiência, a tarefa é executada primeiramente com 15 POI (primeira configuração)
para todas as visualizações, e seguidamente, para todas as visualizações com 30 POI
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(segunda configuração). Isto permite perceber se a opinião e desempenho dos utilizadores
se mantém com o dobro dos POI iniciais, e consequentemente, perceber se o número de
POI tem alguma influência no desempenho dos utilizadores.
Para a tarefa proposta ao longo das visualizações foram medidas as seguintes variáveis
dependentes: tempo (em segundos) e ângulo de rotação executado pelo utilizador (em
graus), e uma classificação relativa à técnica de visualização de acordo com a sua pre-
ferência, numa escala de 1 a 5. As variáveis independentes na primeira são: a técnica de
visualização com cinco nı́veis V isi e o número de POI nP com dois nı́veis: 15 e 30.
4.1.3 Hipóteses
Tendo em conta os vários objetivos deste estudo, assim como a tarefa proposta, foram
formuladas as seguintes hipóteses:
1. Espera-se que a técnica de visualização 2 que faz uso das margens do ecrã para sina-
lizar objetos off-screen seja preferida pelos utilizadores relativamente à visualização
1, por fornecer informação sobre objetos fora do campo de visão do utilizador au-
mentando a sua perceção sobre o que o rodeia, e consequentemente, melhorando a
experiência de navegação;
2. É expectável que a técnica de visualização 3 que agrega POI em pilhas seja prefe-
rida pelos utilizadores relativamente à visualização 2, uma vez que reduz a quanti-
dade de elementos virtuais no ecrã e evita sobreposições de sı́mbolos sem que haja
qualquer perda de informação;
3. É expectável que a técnica de visualização 5 que usa um Radar sobre o Mapa
2D seja preferida pelos utilizadores relativamente a todas as outras visualizações
e que aumente o seu desempenho consideravelmente, uma vez que permite uma
visualização mais precisa da posição e orientação do utilizador relativamente aos
POI;
4. Espera-se que a transição de um número de POI reduzido (15 POI) para um número
de POI elevado (30 POI), acentue as diferenças de desempenho em concordância
com as hipóteses anteriores quando o utilizador tentar completar uma tarefa.
4.2 Protótipo de Teste
Para satisfazer o planeamento de avaliação anteriormente descrito, foi necessário construı́r
um protótipo de teste. Para a sua construção utilizou-se o último protótipo funcional da
aplicação, e fizeram-se algumas adaptações.
Começou-se por adicionar um menu de configuração (Figura 4.1), que permite in-
troduzir o nome do utilizador, escolher a técnica de visualização que a aplicação deverá
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adotar e determinar se deverão aparecer 15 ou 30 POI (opção Increase Radius). Como
era necessário garantir que todos os utilizadores estavam expostos ao mesmo conjunto de
dados durante o teste, foi necessário construir um programa auxiliar capaz de gerar 10
ficheiros de dados aleatórios (um para cada tarefa) com POI com diferentes localizações e
relevâncias. Assim, ao dar inı́cio a uma tarefa o conjunto de dados era escolhido aleatori-
amente de entre os que ainda não tinham sido utilizados para o utilizador atual. Também
um botão de ”Iniciar Tarefa”foi criado, para que o utilizador clicasse no mesmo quando
desse inı́cio à tarefa, e se iniciasse a contagem do tempo. Além disso, acrescentou-se
um mecanismo de feedback que indicava ao utilizador se o sı́mbolo clidado era o mais
relevante e mais próximo dando a mensagem ”Resposta correta”, ou ”Resposta errada”,
caso contrário. O sistema indica também o momento em que a avaliação está completa
com a mensagem ”Teste finalizado”, quando todas as tarefas nas diferentes configurações
são concluı́das com sucesso para todas as técnicas de visualização.
Adicionalmente, foi necessário preparar o IAR para recolher as várias métricas: tempo,
ângulo de rotação, erros e acessos ao mapa. Estas métricas começam a ser capturadas
quando o utilizador clica em ”Iniciar Tarefa”e terminam quando o utilizador clica no POI
correto. Desta forma, todas as acções do utilizador são registadas e guardadas num fi-
cheiro xml, para mais tarde fazer a análise de dados.
Figura 4.1: Menu de Configuração.
4.3 Estudo com Utilizadores
Esta secção apresenta os resultados do estudo efetuado com os utilizadores. Todos os
dados recolhidos, que serão mostrados e analisados nas próximas secções estão represen-
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tados sob a forma de tabela no Apêndice C.1 e C.2.
4.3.1 Participantes
Neste teste participaram 18 pessoas, que se apresentaram para este estudo como vo-
luntários sem receber qualquer tipo de compensação monetária. Destas 18 pessoas, 9
eram do género masculino e 9 do género feminino. Existiam 8 utilizadores com idades
compreendidas entre os 16 e os 24 anos, 3 utilizadores com idades compreendidas en-
tre os 25 e os 34 anos, 3 utilizadores com idades entre os 35 e os 45 anos, e por fim, 4
utilizadores com mais de 45 anos.
Relativamente às áreas de atuação professional, 8 dos participantes eram da área de
informática, 6 da área de gestão/administrativa, 2 da área de saúde, 1 da área de artes e
um último ainda a frequentar o ensino secundário. Todos os participantes estavam fami-
liarizados com aplicações de informação georreferenciada, principalmente com o Google
Maps, e usam estas aplicações para a localização de POI ou planeamento de percursos.
Apenas 15 dos utilizadores estavam habituados a este tipo de aplicações em dispositivos
móveis, e maioritariamente, o Google Maps e o MeoDrive foram as aplicações mais re-
ferenciadas. Poucos utilizadores referiram dificuldades neste tipo de aplicações, contudo,
4 deles apontaram o tamanho do ecrã como um problema de interação nos dispositivos
móveis. Apenas 9 dos participantes estavam familiarizados com técnicas de visualização
off-screen, principalmente setas e mini-mapa, sendo os jogos o tipo de aplicações mais
mencionadas no uso destas técnicas. Por fim, apenas 7 voluntários já haviam experimen-
tado aplicações de RA, sendo o entretenimento a principal razão para o uso deste tipo
de aplicações. Destes 7 utilizadores, 2 deles referiram o tracking ineficaz e consequente
irrealismo como um problema, e 1 dos participantes referiu o consumo elevado de bateria
como um impedimento no uso destas aplicações.
4.3.2 Análise de Resultados
Preferências
Após conclusão de ambas as experiências, foi pedido aos utilizadores que classificas-
sem todas as técnicas de visualização de 1 a 5, podendo haver classificações iguais para
técnicas de visualização distintas. A Figura 4.2 mostra os resultados obtidos.
Como é observável, a técnica de visualização Vis1 foi a que obteve uma menor
classificação (2.0) relativamente à preferência dos utilizadores. A principal razão apon-
tada para isso, foi a necessidade de procurar cegamente devido à inexistência de meca-
nismos que auxiliassem na procura do mais relevante e mais próximo, como é o caso das
barras de sinalização ou do mapa.
A classificação da técnica de visualização Vis2 (3.0) cresce consideravelmente re-
lativamente à primeira, uma vez que, segundo os utilizadores, já existem as barras de
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Figura 4.2: Mediana das preferências dos utilizadores, com barras de erro, após
conclusão das duas experiências.
sinalização que permitem ter uma melhor perceção sobre o que existe à sua volta, tor-
nando o processo de navegação mais fácil.
A classificação atribuı́da à técnica de visualização Vis3 (3.5) cresceu ligeiramente re-
lativamente à anterior. Segundo os utilizadores, apesar da funcionalidade de agregação fa-
cilitar a leitura de informação não existiu um número suficientemente grande de sobreposições
que fizesse com que a mesma se tornasse fundamental.
A avaliação atribuı́da à técnica de visualização Vis4 (4.0) também teve apenas uma
pequena subida relativamente à anterior. Os utilizadores afirmaram que o Mapa os ajuda
a orientarem-se e localizarem-se relativamente aos POI, mas que os confunde por não
saberem qual a sua orientação atual relativamente ao mesmo.
Por último, a avaliação da técnica de visualização Vis5 (5.0) mostra que esta foi a pre-
ferida dos utilizadores. As principais razões salientadas foram a existência do mecanismo
de sinalização off-screen e tratamento de sobreposições, que permite ter perceção sobre o
que existe à volta e nunca ser incomodado com sobreposições no ecrã, e simultaneamente,
ter a possibilidade de usar um Mapa com Radar que além de permitir situar o utilizador
no terreno relativamente aos POI, permite saber a sua orientação e que POI estão dentro
do seu campo de visão num dado instante. Todas essas razões tornaram a navegação mais
prática e agradável, segundo o feedback dado pelos utilizadores. Assim, estes resultados
confirmam as hipóteses 1, 2 e 3 propostas em 4.1.3.
Tempo Médio
Além da análise às preferências dos utilizadores, foi também necessário avaliar várias
métricas para verificar se as preferências correspondem, à eficiência demonstrada pelos
mesmos em cada técnica de visualização. Os dados foram guardados em ficheiros XML,
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como já mencionado anteriormente, e foram posteriormente importados para um ficheiro
Excel que permitiu criar alguns gráficos ilustrativos dos dados obtidos.
Figura 4.3: Tempo médio, com barras de erro, de execução da tarefa proposta em cada
técnica de visualização.
A Figura 4.3 mostra o tempo médio de execução da tarefa proposta ao longo das várias
técnicas de visualização, em que as barras azuis (à esquerda) simbolizam a tarefa execu-
tada com 15 POI e as laranja (à direita) com 30. Ao olhar para o gráfico, é evidente que
a técnica de visualização Vis5 além de ser a preferida dos participantes foi a que permitiu
terminar a tarefa em menos tempo. Segundo a opinião expressa pelos utilizadores, é muito
fácil encontrar o ponto que está à menor distância no mapa, uma vez que basta comparar a
diferença de posições entre o ponto que simboliza a posição atual do utilizador e os vários
POI. Os participantes mencionaram que o facto do mapa funcionar como um radar nesta
técnica, facilita a escolha na RA do ponto anteriormente visto no Mapa. Os utilizadores
afirmaram também que o facto das cores na RA e no Mapa se manterem, são um fator
importante na facilidade de uso desta técnica de visualização, caso contrário, teriam que
se focar em todos os POI e não apenas nos de cor vermelha (mais relevantes).
As restantes técnicas apresentaram tempos mais elevados, mas que podem ser facil-
mente justificados. Os participantes reportaram como principal problema da visualização
Vis4 a incapacidade de perceber quais os POI que estão dentro do campo de visão num
dado instante, o que torna a transição entre o mapa e a RA confusa.
A técnica de visualização Vis1 exige ao utilizador uma procura cega pelos vários POI,
o que implica uma necessidade de rodar verticalmente e horizontalmente o dispositivo em
zonas onde não existem quaisquer POI, sendo esta a principal dificuldade reportada para
esta técnica. No entanto, foi observado durante a experiência que aquando do uso desta
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técnica de visualização, os utilizadores rodavam mais rápido, do que nas restantes, por
não terem qualquer informação para ler nas barras.
Na técnica de visualização Vis3 houve alguns problemas na análise das pilhas. Alguns
utilizadores não perceberam que o tamanho e cor da pilha transmitiam o tamanho e cor
do ponto mais relevante e mais próximo de entre os agregados, o que os levou a clicar
sucessivamente nas pilhas que apareciam, confusão essa que aumentou o tempo médio
para completar a tarefa.
Relativamente à visualização Vis2, que obteve um tempo médio razoável, como ob-
servável no gráfico, os utilizadores disseram que a técnica é boa mas que não é comparável
com o mapa no que toca à medição de distâncias, pois exige a memorização do tamanho
e/ou transparência dos vários sı́mbolos relevantes.
Ângulo de Rotação Médio
Figura 4.4: Ângulo de rotação médio, com barras de erro, para execução da tarefa
proposta em cada técnica de visualização.
A Figura 4.4 mostra o ângulo médio de rotação durante a execução da tarefa proposta
ao longo das várias técnicas de visualização, em que as barras azuis simbolizam a tarefa
executada com 15 POI e a laranja com 30. Desde logo é percetı́vel que a visualização
Vis5, foi claramente aquela que exigiu um menor ângulo de rotação até encontrar o ponto
pretendido. De acordo com a opinião dos utilizadores, com esta técnica de visualização é
possı́vel encontrar o ponto apenas olhando para o Radar, executando uma única rotação,
e voltando à RA, o que culminou no resultado apresentado no gráfico.
Já a visualização que exigiu um maior ângulo de rotação foi a visualização Vis1. Mais
uma vez, os utilizadores relataram que a procura cega é um fator problemático.
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A visualização Vis4 possui um desfasamento elevado entre a experiência com 15 POI
e com 30. Associa-se isto ao facto de terem existido alguns utilizadores mais desatentos
(durante a experiência com 15 POI) que se confundiram devido à incapacidade do Mapa
2D para representar alturas. Ou seja, os utilizadores alternavam para o Modo Mapa 2D,
orientavam-se na direção do ponto alvo corretamente, mas ao alternarem para o Modo
RA para clicarem no mesmo, clicavam incorretamente pois o ponto estava off-screen top
e não se aperceberam do simbolo desenhado na barra superior. Como a experiência com
15 POIs ocorreu sempre antes da experiência com 30, os utilizadores corrigiram o seu
comportamento na segunda.
A visualização Vis3 e Vis4 estiveram bastante equilibradas. Os utilizadores conside-
raram que são bastante semelhantes em termos de facilidade de uso e que são bastante
melhores que a visualização Vis1 mas inferiores às visualizações em que o Mapa 2D está
disponı́vel.
Erro Médio
Figura 4.5: Erro médio, com barras de erro, para execução da tarefa proposta em cada
técnica de visualização.
A Figura 4.5 mostra o erro médio de execução da tarefa proposta ao longo das várias
técnicas de visualização, em que as barras azuis simbolizam a tarefa executada com 15
POI e a laranja com 30. A técnica de visualização Vis1, foi claramente a pior relativa-
mente à quantidade de erros. Segundo o que foi dito pelos participantes, enquanto que
em todas as outras técnicas havia informação a ser analisada que ditava o comportamento
do utilizador, nesta abordagem o utilizador não tem ajudas e tende a clicar de forma não
deterministı́ca nos POI na expectativa de que aquele seja o correto (mesmo sem ter visto
os restantes).
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As técnicas de visualização Vis4 e Vis5, geraram mais erros do que o esperado. Tal
facto é associado à transição, ainda pouco natural, entre o Mapa 2D e o RA. Como já dito,
a transição entre uma vista 2D e uma vista 3D confunde, por vezes, o utilizador menos
experiente. Segundo relatado pelos participantes, é muito fácil confiar em demasia no
Mapa por ser algo ao qual estão muito habituados, e no entanto, quando voltam à RA o
que foi visto anteriormente é representado de forma diferente, o que em ocasiões em que
a altura é um fator determinante, pode provocar erros.
Finalmente, as técnicas de visualização Vis2 e Vis3 foram mais eficazes, em espe-
cial esta última, pois são as visualizações em que o utilizador tem indicações do que
está à sua volta numa só representação. A presença de pilhas é um fator que contribui,
inequı́vocamente, para a redução do erro uma vez que o utilizador pode comparar pilhas
entre si e não POI isolados, o que diminui a probabilidade de fazer uma comparação de
tamanhos e transparências erradamente.
De acordo com os gráficos apresentados, a maioria das métricas recolhidas (tempo,
ângulo de rotação e erros) demonstram piores resultados para 30 POI do que para 15. No
entanto, existem três situações em que tal não acontece, mais especificamente, na técnica
de visualização Vis4 nas Figuras 4.3 e 4.4, e na técnica de visualização Vis5 na Figura 4.4.
Por este motivo, nada se pode concluir em relação à hipótese 4. Isto poderá ser justificado
pelo facto da experiência com 15 POI ser sempre efectuada antes da experiência com 30
POI. É também possı́vel que 30 POI não seja um número grande suficiente para acentuar
as diferenças de desempenho entre as diferentes técnicas de visualização.
Figura 4.6: Média de acessos ao Mapa 2D, com barras de erro, para execução da tarefa
proposta em cada técnica de visualização.
Por último, achou-se que seria importante perceber a quantidade de participantes que
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recorreu ao modo de visualização em Mapa 2D. Como demonstrado na Figura 4.6, nas
técnicas de visualização Vis4 e Vis5 praticamente todos os utilizadores recorreram ao
Mapa 2D, principalmente na experiência com 30 POI.
Opinião dos Utilizadores
Ao longo do estudo, foi sempre dada a oportunidade aos utilizadores de expressarem a
sua opinião, tanto de forma oral como por escrito no pós-questionário. Esta secção relata
os pontos mais sublinhados pela maioria dos utilizadores.
Um dos principais problemas identificados pelos utilizadores ao longo do estudo efe-
tuado, foi a difı́cil comparação de tamanhos e transparências dos diferentes sı́mbolos.
Os participantes afirmaram que por um lado, as diferenças nas transparências e tama-
nhos entre objetos a distâncias semelhantes é pouco percetı́vel, e por outro, que quando
os sı́mbolos a serem comparados não estão em simultâneo na área visı́vel no ecrã, o
processo de comparação torna-se demasiado complicado. Inclusivamente no Mapa 2D,
alguns utilizadores afirmaram ser complicado perceber qual o POI mais próximo.
Outro problema referido foi a desorientação causada durante a transição entre os mo-
dos RA e Mapa 2D. Alguns utilizadores mostraram-se confusos durante a transição pelo
facto da RA representar o mundo tridimensionalmente, e o modo Mapa bidimensional-
mente. Ou seja, no modo RA os sı́mbolos na parte superior do ecrã representam os pontos
mais altos, enquanto que no modo Mapa 2D representam os pontos mais distantes. Esta
diferença origina erros de perceção em alguns utilizadores menos familiarizados com este
tipo de aplicações, e consequentemente, piores resultados. Todavia, os utilizadores que
não mostraram dificuldades em transitar entre o modo RA e Mapa 2D afirmaram que a
combinação entre estes era uma mais valia para a concretização da tarefa proposta.
A espera de 7 segundos até que uma pilha clicada se voltasse a agregar não foi con-
sensual. Alguns utilizadores defenderam que não deveriam ser obrigados a esperar, e que
a desagregação se deveria manter enquanto o dedo se mantivesse no ecrã, contrariamente
ao que foi implementado. Ainda neste contexto, alguns participantes disseram que ao
largar uma mão do dispositivo para clicar numa pilha, era criada alguma instabilidade no
ambiente de RA.
De forma geral, os utilizadores consideraram a aplicação útil no contexto da pesquisa
de POI em ambientes de RA móvel, uma vez que, segundo os mesmos, os ajuda a en-
contrar os POI pretendidos de forma mais rápida e eficaz. Consideraram especialmente
inovador e importante a combinação entre RA e Mapa 2D.
4.3.3 Sumário e Discussão
Neste estudo, observou-se que a sinalização de objetos off-screen melhora a experiência
de navegação do utilizador em 3 fatores: tempo, movimento e eficácia. Sempre que existi-
ram indicações para representação de objetos fora da área visı́vel (técnicas de visualização
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Vis2, Vis3, Vis4 e Vis5) os resultados foram melhores. Os utilizadores demoraram menos
tempo a encontrar o ponto pretendido, rodaram menos e cometeram menos erros. Por-
tanto, a nı́vel de sinalização off-screen pode afirmar-se que o IAR cumpriu o esperado,
auxiliando o utilizador durante a navegação pelo espaço de POI.
A representação da relevância era algo que não se pretendia avaliar, uma vez que já
havia sido estudado e avaliado por Gonçalves [42]. Uma vez que os resultados desta
técnica já estavam comprovados na utilização em Mapas 2D, o que se fez foi transportar
esta abordagem para um cenário de RA, que segundo a opinião dos utilizadores, foi bem
conseguido.
O mecanismo de tratamento de sobreposições não mostrou ser vantajoso em termos de
diminuição de tempo ou de rotação necessária até encontrar o ponto pretendido. Contudo,
mostrou baixar consideravelmente a taxa de erro dos participantes quando o número de
POI aumenta, uma vez que ao evitar sobreposições, apresenta a informação de forma
clara e legı́vel. Em simultâneo, permite ao utilizador saber se a pilha lhe interessa, apenas
observando o sı́mbolo, sem a necessidade de clicar, algo que nem sempre foi percebido
pelos utilizadores.
Deste estudo, pode ainda concluir-se que a junção do Mapa com a RA mostrou ser
uma mais valia, na medida em que melhorou consideravelmente a eficácia da pesquisa
de POI com relevância para o utilizador. Esta junção torna-se particularmente valiosa,
quando existe um Radar sobre o Mapa. A existência de um raio que delimita a visão do
utilizador, permite uma transição mais intuitiva entre a RA e o Mapa na medida em que
o raio de visão ilustrado no Mapa corresponde à zona visı́vel do ecrã no modo de RA. É
esta área (comum a ambas as vistas) que torna mais fácil a transição entre uma vista 3D
e uma outra 2D, apesar de não ter sido o suficiente para evitar enganos dos utilizadores,
e consequentes erros, aquando da transição. Neste estudo, os participantes não puderam
tirar o máximo partido da RA e do Mapa, uma vez que a localização do utilizador foi
simulada de maneira a que todos estivessem nas mesmas condições. No entanto, acredita-
se que o Mapa poderá ser extremamente importante para o utilizador se situar quando não
sabe exatamente onde está, ou quando vê o sı́mbolo do POI representado mas ainda não
o vê no mundo fı́sico por estar oculto por outros edifı́cios ou ainda demasiado longe.
Em suma, as técnicas propostas pelo IAR para sinalização off-screen, representação
de relevância e tratamento de sobreposições tornaram a navegação dos utilizadores mais
simples e eficiente. Os resultados correspondem às preferências dos utilizadores, com a
técnica de visualização 5 a ser a preferida e a que obteve melhores resultados durante a
utilização da aplicação, enquanto que a técnica de visualização 1 foi a que obteve pior
classificação por parte dos utilizadores e a que mostrou resultados mais ineficazes.
Capı́tulo 5
Conclusões e Trabalho Futuro
Neste capı́tulo são apresentadas as conclusões finais sobre o trabalho realizado, os res-
pectivos resultados e o possı́vel trabalho futuro.
5.1 Conclusões
Devido ao crescimento significativo do uso dos dispositivos móveis, e com a integração de
sensores de posição e orientação, e com câmaras digitais de elevada qualidade de imagem,
reuniram-se as condições para desenvolver aplicações de RA para estes dispositivos. No
entanto, o ecrã pequeno neste tipo de dispositivos impõe restrições aquando do uso deste
tipo de sistemas. Este trabalho, desenvolveu o IAR, uma aplicação móvel para Android
que permite explorar técnicas de pesquisa e visualização de informação geo-referenciada.
Os principais problemas que o IAR se propunha resolver eram sinalizar os POI que es-
tivessem fora da área visı́vel no ecrã, representar a relevância de diferentes POI (off-screen
ou on-screen) de acordo com as preferências do utilizador, e ainda, tratar sobreposições
de diferentes sı́mbolos. Para resolver o problema da sinalização off-screen, o IAR faz o
uso de uma moldura onde sı́mbolos gráficos representativos de pontos fora do campo de
visão do utilizador. A representação da relevância é feita através da cor e transparência
atribuı́da a cada sı́mbolo, com base na ideia aplicada por Gonçalves [42] na representação
da relevância em Mapas 2D. Por fim, o tratamento de sobreposições é efetuado através
de uma pilha representativa do conjunto de pontos agregado, que adquire a forma, cor,
e transparência do POI mais próximo e relevante. Além disto, existe um Mapa 2D com
Radar como modo alternativo, de forma a auxiliar o utilizador a situar-se relativamente
aos POI.
Segundo a avaliação efetuada, os resultados foram bastante positivos, e comprova-
ram a utilidade das técnicas aqui desenvolvidas. A técnica de visualização que juntava
o Mapa 2D com Radar e a RA obteve ótimos resultados, apesar da transição entre am-
bos nem sempre ter sido clara para os participantes. A técnica de sinalização off-screen
desenvolvida foi bem interpretada e mostrou ser importante no aumento da perceção do
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utilizador relativamente ao que o rodeia, e por fim, o tratamento de sobreposições mostrou
reduzir bastante a taxa de erro dos utilizadores.
5.2 Trabalho Futuro
Após conclusão do trabalho desenvolvido, existem ainda vários pontos que poderão ser
melhorados. Este projeto poderá ser uma base para tais melhorias, de forma a que esta
plataforma venha a proporcionar uma experiência de navegação mais confortável e com-
pleta em ambientes de RA móvel.
Como já referido anteriormente, um dos principais problemas apontados pelos parti-
cipantes é a difı́cil distinção dos tamanhos e cores entre sı́mbolos de relevância e distância
semelhantes, em particular, quando esses pontos não se encontram na área visı́vel em si-
multâneo. Como tal, será interessante tentar explorar outras variáveis visuais que permi-
tam identificar os objetos mais próximos, e novos mecanismos que facilitem a comparação
entre sı́mbolos representativos de pontos que estão em direções opostas.
Outro problema mencionado é a desorientação causada durante a transição entre os
modos RA e Mapa 2D, uma vez que a RA funciona tridimensionalmente e o Mapa bi-
dimensionalmente. Uma solução interessante, poderá ser a junção dos dois modos numa
única vista. Dessa forma, não seria necessário transitar entre modos, o que facilitaria a
comparação entre ambos durante a navegação. No Mapa 2D, houve ainda quem tivesse di-
ficuldades em saber qual o ponto que estava mais perto, quando as distâncias eram muito
próximas. Um mecanismo que poderá tornar este processo mais simples, será adicio-
nar ao Radar cı́rculos de diferentes raios representativos de diferentes nı́veis de distância.
Ainda relativamente ao Mapa 2D, alguns participantes sugeriram o acrescento de mais
informações textuais ao clicar no POI (ex: distância).
A questão da espera dos 7 segundos até a agregação dos sı́mbolos desagregados, é
outro fator a melhorar assim como a necessidade de tirar uma das mãos do tablet para
clicar no ecrã. Seria interessante explorar novas formas de interação do utilizador com a
aplicação em que este pudesse manter as mãos no dispositivo.
Por fim, é importante referir que este projeto é uma prova de conceito, que se mostrou
útil no apoio durante a navegação num espaço de POI dos utilizadores em ambientes
de RA móvel. Uma vez que foi implementado em Android, será interessante explorar
as ideias e fundamentos do IAR com o uso de frameworks próprias para construção de
ambientes de RA (ex: Metaio, Vuforia).
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A.1 Algoritmo que define a posição de um POI no ecrã
• Percorre-se a lista de POI
– Verifica-se se o ponto está dentro do raio de pesquisa, comparando o valor
obtido pelo método distanceTo(...) com o raio previamente definido, e guarda-
se essa distância. Este método recebe a localização do utilizador e do ponto e
retorna a distância entre ambos.
– Atualizam-se os valores de yaw e pitch do ponto realtivamente ao utilizador,
através dos cálculos demonstrados nas funções 3.2, 3.3, 3.4;
– Obtém-se o bearing com o método bearingTo(...) e a inclinação com a função
3.3;
– Com esses valores, determina-se os limites do sector do mundo a que o ponto
pertence. Por exemplo, se o bearing = 12o e inclinação = 60o, então os limites
da fatia serão (9,18) para o primeiro, e (54,63) para o último;
– O POI é colocado no mapa Map<String, PointOfInterest>, que representa as
posições dos diferentes POI no mundo, com a chave ”9-18-54-63”.Poderá já
existir um ponto guardado para esta chave, e nesse caso será necessário tratar
a sobreposição, mas isto será explicado detalhadamente posteriormente.
• Percorre-se o mapa preeenchido no ciclo anterior
– Determina-se se o ponto é on-screen ou off-screen, e no caso de ser off-screen
se é left, right, top, bottom ou se deverá ser colocado num dos cantos. Este
cálculo é executado com a função 3.5;
– Determina-se qual a região visı́vel no ecrã. Para isso, obtêm-se o azimuth da
direção de observação do utilizador e sabe-se que o campo de visão atual do
utilizador será [azimuth− 45, azimuth+ 45]o;
103
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– Se for on-screen
∗ Acede-se a uma lookup table construı́da inicialmente do tipo Map<String,
ArrayList<Double>> para obter o xmax, xmin, ymax, ymin que o elemento
virtual deverá ocupar no ecrã consoante a célula da grelha a que pertence.
– Se for off-screen left ou right
∗ Acede-se à mesma lookup table e consulta-se apenas o ymax, ymin que
o elemento virtual deverá ocupar, pois o x sabe-se que deverá fazer o
sı́mbolo ocupar a borda correspondente (esquerda ou direita) e no inter-
valo certo consoante o yaw necessário para que este entre na área visı́vel
do ecrã.
– Se for off-screen top ou bottom
∗ Acede-se à mesma lookup table e consulta-se apenas o xmax, xmin que
o elemento virtual deverá ocupar, pois o y sabe-se que deverá fazer o
sı́mbolo ocupar a borda correspondente (cima ou baixo) e no intervalo
certo consoante o pitch necessário para que este entre na área visı́vel do
ecrã.
– Se estiver fora do ecrã verticalmente e horizontalmente, ou seja, se deve apa-
recer num dos cantos do ecrã
∗ Sabe-se que o sı́mbolo deverá ocupar o canto correspondente e no inter-
valo certo consoante o yaw e pitch necessários para que este entre na área
visı́vel do ecrã.
A.2 Algoritmo para tratamento de sobreposições
• Percorre-se a lista de POI
– Obtém-se o bearing com o método bearingTo(...) e a inclinação do POI
através da função 3.3;
– Com esses valores, determinam-se os limites do sector do mundo a que o
ponto pertence. Por exemplo, se o bearing = 12o e inclinação = 60o, então os
limites da fatia serão (9,18) na horizontal para o primeiro, e (54,63) na vertical
para o último;
– O POI é colocado no mapa Map<String, PointOfInterest>, que representa as
posições dos diferentes POI no mundo, com a chave ”9-18-54-63”;
– Se já existe um ponto (B) com essa chave
∗ Obtém-se o ponto mais relevante, ou no caso dos dois POI possuirem a
mesma relevância, o que está mais perto do utilizador;
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∗ Se o ponto obtido (A) é diferente do que está atualmente no mapa (B)
· Adiciona-se à Stack do POI A todos os POI presentes na Stack do
ponto B, mais o próprio POI B. A pilha do POI B é eliminada;
· O mapa é atualizado, e o novo ponto mais relevante e mais próximo
substituirá o antigo.
∗ Se o ponto obtido (A) é igual ao que está atualmente no mapa (A)
· Adiciona-se à Stack do ponto A o ponto que foi com ele comparado;
A.3 Algoritmo que desenha o POI mais relevante e próximo
de cada secção do mundo na posição correta do ecrã
• Definir quais as fatias horizontais e verticais dentro do campo de visão do utilizador
no momento, dadas por: [azimuth−45, azimuth+45] e [inclinacaoDispositivo−
45, inclinacaoDispositivo+ 45];
• Percorre-se o mapa criado na segunda fase, que tem associado o ponto mais rele-
vante e mais próximo a cada fatia do mundo
– Se após o cálculo do yaw e pitch obtidos pelas funções 3.2, 3.3 e 3.4 e usando a
função 3.5 se determina que o ponto é totalmente off-screen, então determina-
se em que coluna ou linha da respetiva barra de sinalização deve ser colocado
a partir desses valores.
– Se após o cálculo do yaw e pitch obtidos pelas funções 3.2, 3.3 e 3.4 e usando
a função 3.5 se determina que o ponto é totalmente on-screen, obtém-se o
mapeamento entre este sector e o ecrã através do mapa criado na primeira
fase, e guardam-se no ponto as coordenadas do ecrã onde irá ser colocado.
– Se após o cálculo do yaw e pitch obtidos pelas funções 3.2, 3.3 e 3.4 e usando a
função 3.5 se determina que o ponto é parcialmente off-screen e parcialmente
on-screen, aplicam-se ambos os processos descritos acima.
• Se existem sobreposições
– Desenhar o quadrado com o método drawRect(...);
– Desenhar três diagonais adjuntas ao ponto superior esquerdo, superior direito
e inferior direito do quadrado, para fazer o quadrado ficar em perspetiva. Para
isso utiliza-se o método drawLine(...);
– Desenhar a junção entre as três diagonais com duas linhas. Novamente utiliza-
se o método drawLine(...) para esse efeito;
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– O número de sobreposições é adicionado textualmente no centro do quadrado,
com o método drawText(...)
• Se não há sobreposições
– Desenhar o quadrado com o método drawRect(...);
– O tipo do banco é adicionado textualmente no centro do quadrado, com o
método drawText(...)
Apêndice B
Plano de Avaliação: Validação do IAR
Questionários utilizados nos testes de usabilidade feitos para validar o IAR.
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Plano de Avaliação: Validação do InterestAR 
Perfil 
1. Nome: _______________________________________________________
2. Sexo:   M         F 
3. Idade:  18 - 24     25 - 34 
35 - 45 > 45
4. Ocupação: ____________________________________________________
Pré-Questionário 
5. Já utilizou aplicações de realidade aumentada?
Se sim: 
i. Com que objetivos?
________________________________________________
ii. Com que frequência as utiliza?
   Nunca usou  Raramente 
  Poucas vezes Algumas vezes 
  Muitas vezes 
iii. Qual a aplicação que mais utiliza?
________________________________________________




6. Está familiarizado com aplicações que lhe permitam ter conhecimento da
existência de objectos/itens fora da área visível no ecrã?
Se sim: 




iii. Com que frequência as utiliza?
 Nunca usou  Raramente 
 Poucas vezes Algumas vezes 
 Muitas vezes 
7. Já utilizou aplicações de pesquisa de informação georreferenciada?
Se sim: 
i. Com que objetivos?
________________________________________________
ii. Com que frequência as utiliza?
  Nunca usou  Raramente 
  Poucas vezes Algumas vezes 
  Muitas vezes 
iii. Qual a aplicação que mais utiliza?
________________________________________________




8. Já utilizou aplicações de pesquisa de informação georreferenciada em
dispositivos móveis?
Se sim: 
ii. Com que objetivos?
________________________________________________
iii. Com que frequência as utiliza?
   Nunca usou  Raramente 
  Poucas vezes Algumas vezes 
  Muitas vezes 
v. Qual a aplicação que mais utiliza?
________________________________________________




Contexto da experiência 
 InterestAR é uma aplicação de realidade aumentada
 Relevância é representada pela côr, sendo o vermelho o mais relevante
e o azul o menos. Dentro da mesma côr, não existem pontos mais
relevantes que outros.
 Distância de um ponto ao utilizador pode ser induzida pela transparência
e tamanho de um símbolo. Pontos menos relevantes são sempre mais
transparentes que os mais relevantes, por isso só é possível comparar
transparências entre símbolos com a mesma relevância.
 Sinalização off-screen é feita pela colocação de símbolos nas bordas
laterais do ecrã. A posição do símbolo na borda representa a rotação
necessária para que o símbolo entre na área visível do ecrã.
 Agregação on-screen é feita através da formação de pilhas, que
reprentam pontos muito próximos entre si. Cada pilha mostra um número,
indicativo do número de pontos agregados, e toma a côr e tamanho do
ponto mais relevante e mais próximo.
 O mapa 2D é uma alternativa à realidade aumentada, onde o utilizador
pode ver os pontos no terreno. O mapa roda de acordo com a orientação
do utilizador.
 Existe ainda um Radar sobre o mapa, que permite perceber o ângulo de
visão do utilizador e o raio de procura dos pontos.
Antes do início da experiência o utilizador é colocado no modo livre, para que 
possa ter algum tempo para experimentar e ambientar-se à aplicação. 
Enquanto este usa a aplicação vão sendo feitas algumas perguntas simples 
para garantir que o utilizador compreendeu os conceitos explicados. 
Experiência 1 
Cenário: 
O utilizador encontra-se algures no concelho de Lisboa e, usando a aplicação 
InterestAR no seu dispositivo móvel, orienta-se para Norte apontando o 
dispositivo nessa direção. 
De seguida, o utilizador será exposto a várias visualizações de forma 
sequencial, tentando executar a mesma tarefa para cada uma delas. As 
diferentes visualizações vão combinar um conjunto menor ou maior de 
funcionalidades, nomeadamente: a sinalização de objetos fora do ecrã e 
agregação de pontos sobrepostos. 








Num cenário com um número reduzido de pontos, encontre, para cada 
visualização, o ponto mais relevante e mais próximo da sua localização. Oriente-
se nessa direção e, de seguida, clique no mesmo. 
Questões: 
Numa escala de 1 a 5, classifique as visualizações de acordo com a sua 
preferência: 
V1: ___ V2: ___ V3: ___ 
Tarefa 2: 
Num cenário com um número elevado de pontos, encontre, para cada 
visualização, o ponto mais relevante e mais próximo da sua localização. Oriente-
se nessa direção e, de seguida, clique no mesmo. 
Questões: 
Numa escala de 1 a 5, classifique as visualizações de acordo com a sua 
preferência: 
V1: ___ V2: ___ V3: ___ 
Experiência 2 
Cenário: 
O utilizador encontra-se algures no concelho de Lisboa e, usando a aplicação 
InterestAR no seu dispositivo móvel, orienta-se para Norte apontando o 
dispositivo nessa direção. 
De seguida, o utilizador será exposto a várias visualizações de forma 
sequenciada, tentando executar a mesma tarefa para cada uma delas. As 
diferentes visualizações vão combinar um conjunto menor ou maior de 
funcionalidades, nomeadamente: a possibilidade de utilização de um mapa 2D 
e de um radar. 








Num cenário com um número reduzido de pontos, encontre, para cada 
visualização, o ponto mais relevante e mais próximo da sua localização. Oriente-
se nessa direção e, de seguida, clique no mesmo. 
Questões: 
Numa escala de 1 a 5, classifique as visualizações de acordo com a sua 
preferência: 
V4: ___ V5: ___ 
Tarefa 2: 
Num cenário com um número elevado de pontos, encontre, para cada 
visualização, o ponto mais relevante e mais próximo da sua localização. Oriente-
se nessa direção e, de seguida, clique no mesmo. 
Questões: 
Numa escala de 1 a 5, classifique as visualizações de acordo com a sua 
preferência: 
V4: ___ V5: ___ 
Questões pós-tarefas 
9. Numa escala de 1 a 5, classifique as visualizações de acordo com a sua
facilidade de utilização – Justifique.
V1: ___ V2: ___ V3: ___ 
V4: ___ V5: ___ 
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Resultados da Validação do IAR
Os documentos aqui presentes apresentam estatı́sticas feitas a partir dos dados recolhidos
do pré-questionário, durante a utilização da aplicação e do pós-questionário.
C.1 Estatı́stica dos Dados Recolhidos no Questionário
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        Mediana de preferências
Utilizador Vis1 Vis2 Vis3 Vis4 Vis5
1 1 4 4 3 5
2 2 3 3 4 5
3 2 3 4 4 5
4 2 3 3 4 5
5 5 3 4 4 5
6 1 2 2 3 4
7 4 5 5 4 5
8 2 3 4 4 5
9 2 5 5 4 5
10 1 3 3 3 5
11 3 3 3 2 5
12 2 4 3 4 5
13 2 2 3 1 5
14 2 4 4 4 5
15 3 4 4 4 5
16 2 3 3 5 5
17 2 2 3 4 5
18 3 5 5 4 5
Mediana 2.0 3.0 3.5 4.0 5.0
 Distribuição por áreas de conhecimento
Utilizador RA Off-Screen Geo-Ref Geo-Ref Mobile
1 1 1 1 1
2 1 1 1 1
3 1 0 1 1
4 0 0 1 0
5 0 0 1 1
6 1 0 1 1
7 0 0 1 1
8 0 0 1 0
9 0 0 1 1
10 0 1 1 1
11 0 1 1 1
12 0 0 1 1
13 1 1 1 1
14 1 1 1 1
15 1 0 1 0
16 0 1 1 1
17 0 1 1 1
18 0 1 1 1
Total 7 9 18 15
3 0 1 1 0 0 0
4 0 1 1 0 0 0
5 0 1 1 0 0 0
6 1 0 1 0 0 0
7 1 0 1 0 0 0
8 0 1 0 0 0 1
9 0 1 0 0 1 0
10 1 0 1 0 0 0
11 1 0 1 0 0 0
12 0 1 0 0 1 0
13 0 1 0 0 0 1
14 1 0 0 0 1 0
15 0 1 0 0 0 1
16 1 0 0 1 0 0
17 1 0 0 1 0 0
18 1 0 1 0 0 0
Total 9 9 8 3 3 4
Distribuição por área de atuação
Utilizador Informática Gestão/Administrativa Saúde Artes Secundário
1 1 0 0 0 0
2 1 0 0 0 0
3 1 0 0 0 0
4 0 0 0 0 1
5 0 0 0 1 0
6 0 1 0 0 0
7 1 0 0 0 0
8 0 1 0 0 0
9 0 1 0 0 0
10 0 0 1 0 0
11 0 0 1 0 0
12 0 1 0 0 0
13 1 0 0 0 0
14 1 0 0 0 0
15 1 0 0 0 0
16 0 1 0 0 0
17 0 1 0 0 0
18 1 0 0 0 0
Total 8 6 2 1 1
 Distribuição por género e idade
Utilizador Masculino Feminino 16-24 25-34 35-45 > 45
1 1 0 0 1 0 0
2 0 1 0 0 0 1
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C.2 Estatı́stica dos Dados Recolhidos Durante a Utilização
do IAR
utilizador tipo nº pois tempo angulototal erros acessomapa
1 1 15 24.60 257.20 1 0
1 2 15 4.40 0.00 0 0
1 3 15 30.30 252.10 0 0
1 1 30 15.90 111.30 1 0
1 2 30 18.20 160.00 1 0
1 3 30 31.50 107.60 0 0
1 4 15 64.60 657.90 1 1
1 5 15 10.30 70.80 0 1
1 4 30 16.30 275.60 1 1
1 5 30 26.80 17.70 1 1
2 2 15 5.90 34.90 0 0
2 3 15 31.40 168.00 0 0
2 1 15 61.00 448.40 1 0
2 2 30 31.50 172.40 1 0
2 3 30 25.30 93.10 1 0
2 1 30 33.50 195.40 1 0
2 5 15 17.80 156.60 0 1
2 4 15 36.00 392.40 1 1
2 5 30 24.30 252.10 0 1
2 4 30 31.60 303.20 1 1
3 3 15 15.60 309.60 0 0
3 1 15 30.50 373.60 0 0
3 2 15 21.20 107.70 0 0
3 3 30 44.80 467.40 0 0
3 1 30 46.80 348.60 0 0
3 2 30 25.30 401.30 0 0
3 4 15 34.20 350.30 0 1
3 5 15 21.30 305.90 0 1
3 4 30 32.90 320.10 0 1
3 5 30 12.30 105.80 0 1
4 3 15 60.80 686.50 0 0
4 2 15 43.10 413.10 0 0
4 1 15 66.50 716.80 0 0
4 3 30 35.40 403.40 0 0
4 2 30 21.10 431.60 0 0
4 1 30 57.70 865.00 1 0
4 5 15 38.90 403.30 0 1
4 4 15 50.30 892.00 1 1
4 5 30 39.10 225.40 0 1
4 4 30 135.30 728.10 1 1
5 2 15 49.20 840.30 0 0
5 3 15 57.50 770.10 0 0
5 1 15 18.50 533.60 0 0
5 2 30 19.70 363.80 0 0
5 3 30 57.60 787.50 0 0
5 1 30 32.80 510.70 1 0
5 4 15 31.30 587.10 0 1
5 5 15 39.10 763.10 1 1
5 4 30 22.40 334.10 1 1
5 5 30 66.80 636.00 1 1
6 1 15 26.90 470.90 1 0
6 2 15 29.70 291.40 0 0
6 3 15 9.50 259.80 0 0
6 1 30 29.00 771.30 1 0
6 2 30 7.80 104.30 0 0
6 3 30 20.70 119.00 0 0
6 5 15 7.70 186.60 0 1
6 4 15 14.20 152.20 0 1
6 5 30 28.00 263.40 1 1
6 4 30 10.30 137.00 0 1
7 3 15 20.10 321.70 0 0
7 1 15 44.90 342.90 1 0
7 2 15 54.30 373.40 0 0
7 3 30 42.80 313.20 0 0
7 1 30 62.80 474.30 1 0
7 2 30 46.70 298.40 0 0
7 5 15 51.20 297.00 0 1
7 4 15 68.90 329.60 0 1
7 5 30 29.80 167.70 0 1
7 4 30 57.60 262.80 0 1
8 1 15 31.50 339.80 1 0
8 3 15 57.40 648.20 1 0
8 2 15 17.10 325.00 0 0
8 1 30 37.80 695.30 1 0
8 3 30 31.60 657.90 0 0
8 2 30 43.10 434.60 1 0
8 4 15 25.00 299.00 1 1
8 5 15 16.50 110.20 0 1
8 4 30 23.50 72.60 0 1
8 5 30 18.00 62.80 0 1
9 1 15 31.10 250.40 0 0
9 3 15 53.10 345.20 0 0
9 2 15 24.00 130.10 0 0
9 1 30 24.40 236.20 0 0
9 3 30 54.80 352.00 0 0
9 2 30 32.40 177.90 0 0
9 5 15 36.10 196.50 0 1
9 4 15 31.10 160.10 0 1
9 5 30 20.70 45.90 1 1
9 4 30 44.90 95.40 0 1
10 3 15 18.20 466.00 0 0
10 2 15 22.40 630.40 0 0
10 1 15 18.50 625.10 0 0
10 3 30 16.40 417.70 0 0
10 2 30 22.90 710.20 1 0
10 1 30 49.60 902.20 1 0
10 4 15 16.80 276.40 0 1
10 5 15 25.80 309.60 0 1
10 4 30 16.10 399.60 0 1
10 5 30 14.30 207.80 0 1
11 2 15 21.30 414.50 0 0
11 1 15 9.40 152.40 0 0
11 3 15 13.10 164.30 0 0
11 2 30 13.60 386.00 0 0
11 1 30 23.60 469.50 1 0
11 3 30 2.20 7.80 0 0
11 4 15 26.10 314.20 1 1
11 5 15 18.00 171.90 1 1
11 4 30 15.50 31.90 0 1
11 5 30 15.40 145.20 0 1
12 1 15 18.20 368.30 0 0
12 2 15 19.80 612.30 0 0
12 3 15 36.70 598.50 0 0
12 1 30 22.90 372.00 1 0
12 2 30 44.20 386.50 1 0
12 3 30 43.00 571.20 1 0
12 5 30 34.50 377.80 0 1
12 4 30 55.50 415.90 1 1
12 5 15 17.70 279.40 0 1
12 4 15 39.50 1017.50 0 0
13 1 15 23.10 322.10 0 0
13 2 15 23.60 173.10 1 0
13 3 15 12.30 55.70 0 0
13 1 30 22.60 471.30 0 0
13 2 30 32.00 52.30 1 0
13 3 30 18.40 57.80 0 0
13 5 15 19.50 81.40 1 0
13 4 15 6.10 5.50 0 0
13 5 30 38.90 156.40 1 1
13 4 30 17.80 7.40 1 1
14 2 15 42.40 476.40 0 0
14 3 15 43.90 449.70 0 0
14 1 15 31.80 564.40 0 0
14 2 30 42.40 524.70 0 0
14 3 30 64.70 801.40 0 0
14 1 30 58.80 884.00 0 0
14 4 15 77.20 939.70 0 1
14 5 15 21.70 78.40 0 1
14 4 30 17.50 352.10 0 1
14 5 30 24.50 51.20 0 1
15 2 15 5.60 19.70 0 0
15 3 15 36.90 11.90 0 0
15 1 15 17.80 129.70 0 0
15 2 30 15.00 114.60 0 0
15 3 30 27.00 137.90 1 0
15 1 30 41.50 176.50 1 0
15 5 15 13.20 11.70 1 1
15 4 15 28.80 266.60 0 0
15 5 30 16.00 32.50 1 1
15 4 30 37.10 258.20 1 0
16 2 15 15.20 366.00 0 0
16 1 15 32.40 555.70 1 0
16 3 15 16.80 599.70 0 0
16 2 30 46.00 1259.10 0 0
16 1 30 17.80 429.30 0 0
16 3 30 30.60 658.00 1 0
16 5 15 9.80 117.10 0 1
16 4 15 11.90 189.00 0 1
16 5 30 10.30 203.60 0 1
16 4 30 13.20 265.60 0 1
17 3 15 25.60 340.80 0 0
17 1 15 54.40 500.10 0 0
17 2 15 47.80 705.50 0 0
17 3 30 49.10 652.60 0 0
17 1 30 41.80 837.80 0 0
17 2 30 109.30 1503.10 1 0
17 4 15 44.60 806.10 0 1
17 5 15 53.40 1049.10 0 1
17 4 30 68.80 972.90 1 1
17 5 30 54.10 922.30 0 1
18 1 15 48.10 561.80 1 0
18 2 15 25.30 118.80 0 0
18 3 15 29.70 354.90 0 0
18 1 30 28.60 445.60 0 0
18 2 30 28.30 166.00 0 0
18 3 30 52.60 492.50 0 0
18 4 15 44.60 391.00 1 1
18 5 15 21.00 204.10 1 1
18 4 30 27.00 404.40 0 1
18 5 30 28.20 97.40 0 1
visualização nº pois média tempo média ângulo % erros % acessos mapa
Vis1 15 32.7 417.4 38.9% n/a
Vis1 30 36.0 510.9 73.3% n/a
Vis2 15 26.2 335.1 5.6% n/a
Vis2 30 33.3 424.8 38.9% n/a
Vis3 15 31.6 377.9 5.6% n/a
Vis3 30 36.0 394.3 22.2% n/a
Vis4 15 36.2 445.9 33.3% 83.3%
Vis4 30 35.7 313.2 44.4% 94.4%
Vis5 15 24.4 266.3 27.8% 94.4%
Vis5 30 27.9 220.6 33.3% 100.0%
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C.3 Grelha de Sequência das Técnicas de Visualização
Apresentadas

Utilizador Vis Vis Vis Vis Vis 
1 1 2 3 4 5
5 2 3 1 4 5
3 3 1 2 4 5
8 1 3 2 4 5
11 2 1 3 4 5
10 3 2 1 4 5
6 1 2 3 5 4
15 2 3 1 5 4
7 3 1 2 5 4
9 1 3 2 5 4
12 2 1 3 5 4
4 3 2 1 5 4
18 1 2 3 4 5
14 2 3 1 4 5
17 3 1 2 4 5
13 1 3 2 4 5
16 2 1 3 4 5
2 3 2 1 4 5
