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Abstract
Computer algebra provides powerful tools to perform a precise and qualitative analysis of the
phase portraits of a class of discontinuous vector fields of R4. We derive from the analysis of semi-
algebraic varieties various results about the existence of families of periodic orbits. The existence of
both symmetric and asymmetric periodic orbits for reversible discontinuous vector fields is proved.
© 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
Our main purpose is to show the efficiency of different computer algebra tools for
a precise and qualitative analysis of the dynamics of some nonlinear systems. These
methods, mainly based on Gro¨bner bases computations, and analysis of semi-algebraic
varieties, are quite unusual in that domain. We prove that discontinuous vector fields
present a very rich dynamical behaviour, linked to the existence of one-parameter families
of periodic orbits of distinct types (symmetric, asymmetric, with different periods)
terminating at typical singularities. Moreover the distinct periodic orbits occurring for a
given system become indiscernible by means of floating point evaluation, which validates
the necessity of using exact methods.
We deal with vector fields on R4 which present discontinuities at a codimension-
one submanifold. There is a growing interest in such systems, also referred to as relay
systems, which arise in various applications in nonlinear oscillations and control theory.
Many industrial applications, for instance in mechanical and electromechanical systems,
are reported (see Anosov, 1959; di Bernardo et al., 2001; Zelikin and Borisov, 1994).
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1.1. Some models of relay systems
One basic model of the theory is the vector field La , with a = ±1:
x2
∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x4
(where sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 for x < 0). It corresponds to Fuller’s prob-
lem in control theory and many of its properties are studied in Zelikin and Borisov (1994).
In Jacquemard and Teixeira (2002) a polynomial extension of La is introduced (with
a = ±1):
Za,b,c =
(
x2 + 3b4 x
2
4 +
(
1
3
+ c
2
)
x34
)
∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x4
.
This enhanced model is a natural candidate to be a stable normal form (up to topological
equivalence) for a class of C∞ deformations (satisfying analytical and symmetry properties
given in Jacquemard and Teixeira, 2002; Zelikin and Borisov, 1994) of La .
We define W∗s = {La + X | a = ±1} where X is a polynomial vector field with no
linear terms.
Orbit solutions or trajectories of such systems are defined in the sense of Filippov (1988)
and Jacquemard and Teixeira (2002). They have discontinuities on the codimension-one
submanifold H0 = {x ∈ R4 | x1 = 0}. For each ε = ±1, we denote Hε = {x ∈ R4 |
x1ε > 0} and H¯ε = Hε ∪ H0. Associated to each Z ∈ W∗s there exists a vector field Zε
defined in Hε, ε = ±1, which can be smoothly extended to Z¯ε defined in H¯ε.
Definition. Let Z ∈ W∗s . We say that γ : t ∈ I → γ (t), with I open interval in R, is a
simple solution of Z if:
1. t → γ (t) is continuous and piecewise C1.
2. For all t ∈ I such that γ (t) /∈ H0, Z(γ (t)) = γ˙ (t).
3. γ (I ) ∩ H0 is a discrete subset of H0.
Definition. Let Z ∈ W∗s , and put h : (x1, x2, x3, x4) → x1. We say that p ∈ R4 is
regular if:
1. Case of p ∈ H0: Z¯εh(p)Z¯−εh(p) = 0.
2. Case of p ∈ Hε: Zεh(p) = 0.
If all points of an orbit are regular, then it is called a regular orbit.
1.2. Reversibility
The model Za,b,c extends La in the sense that both La and Za,b,c are ϕ-reversible:
there is a linear involution ϕ that fixes the phase variables and under which the systems are
invariant after time reversal. Precisely:
Definition. Let ϕ be an involution. We say that Z ∈ W∗s is ϕ-reversible if
1. Fix(ϕ) ⊂ H0.
2. ϕ∗Zε = −Z−ε ◦ ϕ for ε = ±1.
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Fig. 1. Some orbits of Z−1,b,c,d (b = 2, c = 3.4, d = 0) in the phase space (x2, x3, x4); each non-smooth
point corresponds to a switch. Regular orbits can generally be computed via standard integration algorithms
implemented in Maple.
Fixϕ : (x1, x2, x3, x4) → (−x1, x2,−x3, x4). Any trajectory γ which meets Fix(ϕ) is
called a ϕ-symmetric orbit (ϕ(γ ) = γ ); otherwise it is an asymmetric orbit. To analyse
what are the effects of reversibility itself, we unfold our reversible model by adding a new
real parameter d , considering the family Za,b,c,d :(
x2 + 3b4 x
2
4 +
(
1
3
+ c
2
)
x34
)
∂
∂x1
+
(
x3 + 3d2 x
2
4
)
× ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x4
.
It follows from Jacquemard and Teixeira (2002) that Za,b,c,d is ϕ-reversible if and only if
d = 0. We define Wn = {Za,b,c,d | a = ±1, (b, c, d) ∈ R3}.
1.3. Dynamics, periodic orbits
The dynamics of Za,b,c,d can be very complicated and the number of switches (i.e. when
the trajectory passes through H0) can bifurcate drastically (see for instance Fig. 1). Assume
for instance that there is a unique simple and regular solution γε in Hε (ε = ±1) such that
γε(0) = p0 ∈ H0. We say that γε is a half-returning trajectory from p0 if there exists t = 0
such that γε(t) ∈ H0. If γε is half-returning from p0, the smallest in absolute value t = 0
such that γε(t) ∈ H0 is the switching time, denoted by τ1. Denote p1 = γε(τ1). Finally,
for each ε = ±1, we define the ε-switching map Ψε by p0 → p1, and the switching map
Ψ = Ψ−1 ◦Ψ1.
A simple solution γ is periodic if there exists T > 0 such that γ (t + T ) = γ (t)
for all t ∈ I = )−∞,∞(. Let γ be a periodic (simple) solution of period T , such
that γ (0) = p0 ∈ H0, and consider the sequence in H0 defined by p1 = Ψε(p0),
p2 = Ψ−ε(p1), pi+1 = Ψ(−1)iε(pi ). There exists a minimal k ∈ N such that p2k = p0,
and then we say that γ is k-periodic. Near a regular periodic orbit we define the Poincare´
mapping Φ : H0 → H0 as Ψ|H0 . Reversible vector fields Za,b,c,0 yield reversible Poincare´
mappings (refer to Jacquemard and Teixeira, 2000).
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An important question is to determine the existence of a cascade of one-
parameter families of periodic orbits for such discontinuous vector fields. In
Jacquemard and Teixeira (2002) the case of one-periodic orbits is treated:
Theorem 1.1. Assume that (b, c) ∈ R2 satisfies c2 − b2 > 1 and c > 1. Denote αl =∣∣∣ b√
c2−1
∣∣∣. Then the vector field Z−1,b,c,0 ∈ Wn has a one-parameter family of ϕ-symmetric
regular one-periodic orbits γα , |α| > |αl |, such that:
1. The set {γα(t), t ∈ R, |α| > |αl |} is a semi-algebraic conic surface.
2. The family γα, for |α| > |αl |, describes all the regular one-periodic orbits.
3. γα passes through pα = (0,−α33 , 0, α).
4. The period of γα is T (γα) = 4|α|.
5. If (b, c) = (0, 4), the characteristic multipliers of γα are 1,−1,−1.
The presence of multipliers −1 (eigenvalues of the linear part of φ) in the case
(b, c) = (0, 4) indicates the possibility of such a cascade of periodic orbits of period
T , 2T, . . . , 2nT (n ∈ N). Numerical experiments give positive hints about such a period-
doubling phenomenon (refer to MacKay, 1993) and chaotic behaviour. The first step in
this direction is to analyse the conditions for the existence of two-periodic orbits for
Z−1,b,c,d .
2. Main results
We present in the following some of the results that can be derived from the analysis
performed in Section 6. Our first result shows the existence of asymmetric two-periodic
orbits even if the field is reversible. It was generally conjectured that asymmetric periodic
orbits cannot occur in the case of symmetric discontinuous vector fields. A first counter-
example, based on numerical computations, for another type of symmetric relay systems,
is given in di Bernardo et al., (2001). Our main theorem answers in the same direction. It
even shows that symmetric and asymmetric two-periodic orbits coexist, and that there can
exist up to seven two-periodic orbits (see Fig. 2).
Theorem 2.1. There exists a neighbourhood V of (4, 0) such that (c, d) ∈ V implies that
the vector field Z−1,0,c,d ∈ Wn has the following properties:
1. There exists a one-parameter family γ 0α , α ∈ R∗ of one-periodic orbits, of period
T (γ 0α ) = 4|α|, ϕ-symmetric provided that d = 0.
2. If d = 0 and:
(a) c > 4 + 4|d|, then there are no two-periodic orbits;
(b) c < 4−4|d|, then there exist two families γ iα , 1 ≤ i ≤ 2, α ∈ R∗ of two-periodic
orbits;
(c) |c − 4| < 4|d|, then there exist four families γ iα , 1 ≤ i ≤ 4, α ∈ R∗ of two-
periodic orbits.
3. If d = 0 (reversibility condition) and:
(a) c > 4, then there are no two-periodic orbits;
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(b) c < 4, then there exist four families γ iα , 1 ≤ i ≤ 4, of asymmetric two-periodic
orbits, such that ϕ(γ 2iα ) = γ 2i+1α , 1 ≤ i ≤ 2, and three families γ iα , 5 ≤ i ≤ 7,
of ϕ-symmetric two-periodic orbits.
4. The period of γ iα, i = 0, satisfies T (γ iα) = 8|α|(1 + o(c − 4, d)).
Remark. Explicit conditions for periodic orbits passing through H0 ∩ {x4 = 1} are given
in (3), (5)–(11). Notice that when (c, d) is near (4, 0), the periodic orbits become so close
to each other that it would be impossible to numerically separate them (see the remark
following Lemma 7.1).
Observe that there are at most three distinct cones {γ iα(t), α ∈ R+, t ∈ R, i > 0} of
two-periodic orbits (the same orbits are obtained for different values of α; one cone is
ϕ-symmetric, the remaining are paired via ϕ).
Notice that if b = 0, the three families of ϕ-symmetric periodic orbits in case (3b),
Theorem 2.1, disappear when d = 0. Our second result extends this to the case b = 0.
It shows that breaking reversibility implies in general drastic effects on the existence of
two-periodic orbits, while one-periodic orbits persist.
Theorem 2.2. Assume that (b, c) satisfies c2 − b2 > 1, b = 0, and c > 1. There exists
ηb,c > 0 such that 0 < |d| < ηb,c implies that the vector field Z−1,b,c,d ∈ Wn has
one-periodic orbits but no two-periodic orbits.
Our last result shows that when c is close enough to 1, the reversible vector field
Z−1,0,c,0 has only two pairs of (asymmetric) two-periodic orbits. One pair has a common
period which becomes infinite as c → 1, while the other pair has a common bounded
period. The sizes of the orbits in each pair are also very different and one of the four
switching times converges to zero when c → 1 (see Fig. 4).
Theorem 2.3. There exists η > 0 such that 1 < c < 1 + η implies that the vector field
Z−1,0,c,0 has:
1. A one-parameter family γ 0α , α ∈ R∗, of ϕ-symmetric one-periodic orbits, of period
T (γ 0α ) = 4|α|.
2. Four one-parameter families γ iα, 1 ≤ i ≤ 4, α ∈ R∗ of asymmetric two-
periodic orbits, such that ϕ(γ 2iα ) = γ 2i+1α , 1 ≤ i ≤ 2. Moreover, for each α = 0, the
periods T (γ iα) satisfy:
(a) T (γ 1α ) = T (γ 2α ) = 4|α|(1 + 16 (c − 1)+ o(c − 1)),
(b) T (γ 2α ) = T (γ 4α ) = |α|( 24c−1 + 4 − 23 (c − 1)+ o(c − 1)).
3. Conclusion, further prospects
Computer algebra methods are quite heavy, but give exact answers. This is especially
interesting, for instance when c → 1: numerical floating point evaluation becomes inef-
fective and can be replaced by asymptotic estimates coming from our explicit formulas.
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Fig. 2. Numerical computation of the collection of the seven two-periodic orbits passing through H0 ∩ {x4 = 1}
of Z−1,0,c,0 (c = 3.9).
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Fig. 3. Example of degeneracy of a two-periodic orbit to a singular loop when c → √2 (numerical computation
for Z−1,0,c,0, c = 1.46, α4 = 1).
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Fig. 4. Switching times and size asymmetry between two-periodic orbits (parametrization (7); numerical
computation for Z−1,0,c,0, c = 1.8, α4 = 1: one period is 4.54, the other is 33.46). Observe that the sizes
of the orbits are very different. Time and size dissociation increases when c → 1, and numerical integration
becomes ineffective.
We also point out that numerical detection of bifurcations is difficult when many param-
eters are considered. Finally, we remark that a phenomenon like the collapse of the seven
two-periodic orbits with the one-periodic orbit (passing through H0 ∩ {x4 = 1}) when
(b, c, d)→ (0, 4, 0) seems to challenge any numerical method with given accuracy.
Our method can be extended to give even more precise results. In particular, a
complete cylindrical algebraic decomposition can be performed (as in Jacquemard and
Teixeira, 2002 in the case of one-periodic orbits) to provide all conditions on (b, c, d)
that yield two-periodic orbits. The problem of degenerating orbits (in singular loops,
see Fig. 3) can also be solved from our formulas. Many of these results, obtained for
polynomial models can be extended to vector fields which are convenient C∞ deformations
of these models (see Jacquemard and Teixeira, 2002; Zelikin and Borisov, 1994). There
are now strong arguments that push to think that relay systems near Z−1,0,4,0 present
a great variety of different types of k-periodic orbits (asymmetric, ϕ-symmetric) for
larger k.
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4. Parametrization of the trajectories
First of all we integrate the vector field Z = Za,b,c,d on Hε. Let p0 ∈ H0, p0 =
(0, α2, α3, α4), q0 = (α2, α3, α4) and γε : )t0, t1( → R4 be the trajectory of Zε such that
0 ∈ )t0, t1(, γε(0) = p0, γε(t) ∈ Hε for all t ∈ )t0, t1(\{0}. We have:

x4(γε(t)) = α4 + εat
x3(γε(t)) = α3 + α4t + εa2 t2
x2(γε(t)) = α2 + 12 (2α3 + 3dα24)t + 12 (α4 + 3εadα4)t2
+ 16 (εa + 3d)t3
x1(γε(t)) = 112 (12α2 + 4α34 + 6cα34 + 9bα24)t
+ 14 (2α3 + 3dα24 + εa(3cα24 + 2α24 + 3bα4))t2
+ 14 (2α4 + 2εadα4 + 2cα4 + b)t3 + 18 (εa(1+ c)+ d)t4.
(1)
Observe that the trajectory has a polynomial parametrization on Hε. The condition
γε(t) ∈ Hε for all t ∈ )t0, t1(\{0} is semi-algebraic: x1(γε(t))ε ≥ 0. As in
Zelikin and Borisov (1994), let us consider for λ ∈ R∗+ the transformation ξλ : R4 → R4
defined by ξλ(x1, x2, x3, x4) = (λ4x1, λ3x2, λ2x3, λx4).
Lemma 4.1. If γ is a trajectory of Za,b,c,d such that γ (0) = (0, α2, α3, α4), then for
all λ ∈ R∗+, γ ∗λ defined by t → ξλ(γ (λ−1t)) is a trajectory of Za,λb,c,d satisfying
γ ∗λ (0) = ξλ(0, α2, α3, α4). Moreover, if γ is periodic of period T , then γ ∗λ is periodic
of period λT .
Proof. Direct computation on (1). 
In particular, if b = 0, ξλ acts on the trajectories of Za,0,c,d . Hence, to any given
trajectory γ of Za,0,c,d corresponds a one-parameter family γ ∗λ , λ ∈ R∗+ of trajectories
of Za,0,c,d .
5. Determination of one-periodic orbits
We first impose some extra algebraic (necessary) conditions to get one-periodic orbits.
The latter are the union of two half-orbits, one in Hε, the other in H−ε. Let us recall the
method given in Jacquemard and Teixeira (2002), applied there in the case d = 0. Put
g(i, α, t, q0) = xi(γε(t)) with q0 = (α2, α3, α4), and α = εa. Necessary conditions to
have a one-periodic orbit are given by the equations:

t−1g(1, α, t, q0) = 0
q1 = (g(2, α, t, q0), g(3, α, t, q0), g(4, α, t, q0))
u−1g(1,−α, u, q1) = 0
g(2,−α, u, q1)− α2 = g(3,−α, u, q1)− α3 = g(4,−α, u, q1)− α4 = 0.
(2)
We can simplify these equations into algebraic ones since g(1, α, t, q0) (resp.
g(1,−α, u, q1)) is divisible by t (resp. u). We denote by (2′) the algebraic system obtained
from (2) via simplification and elimination of q1. We then consider the ideal I generated
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by the polynomials in the left-hand sides of (2′). The zero set of I is an algebraic variety
with strata of different dimension, two of these strata corresponding to the irrelevant val-
ues t = u = 0. We select the strata corresponding to u = 0 just by adding the polynomial
uu˜ − 1 to I . We then compute a Gro¨bner basis for I˜ = I ∪ {uu˜ − 1}, with lexicographic
order on the variables (t, u, u˜, α2, α3, α4, b, c, d, α). We get the following basis:
[α2 − 1, 2α3 + dα24, 12α2 + 4α34 + 3bα24, 2u˜α4 + α, u + 2α4α, t + 2α4α].
We then forget u˜ (projection of an algebraic set), split α2 − 1, and get the parametrization
of the semi-algebraic set of the solutions such that u = 0 of (2′):

α2 = −13α
3
4 −
b
4
α24 α3 = −
d
2
α24
t = u = −2αα4 α = ±1
α4 = 0

 . (3)
Hence (3) parametrizes the solutions of (2) which are relevant for our problem.
We then have to verify that (3) does give periodic orbits. This is a more compli-
cated problem, of semi-algebraic kind: we have in particular to prove that the return
times t, u are the smallest roots of the polynomial x1(γε(t)). There are two possi-
ble strategies to prove the existence of one-periodic orbits for d = 0. The first
one is global, via a cylindric algebraic decomposition (refer to Jacquemard et al., 1997;
Jacquemard and Teixeira, 2002). The second one, using directly Theorem 1.1 (case d = 0),
gives the following weaker result for small values of d . Here we restrict ourselves to
a = −1.
Proposition 5.1. Assume that b0, c0 satisfies c20 − b20 > 1 and c0 > 1. There exists
a neighbourhood V of (b0, c0, 0) in such a way that the vector field Z−1,b,c,d ∈ Wn
possesses a unique regular one-periodic orbit provided that (b, c, d) ∈ V . Moreover, γ
passes through (0,− 13 − b4 ,− d2 , 1).
Proof. From Theorem 1.1, if d = 0, there is a unique regular one-periodic orbit. Moreover,
Φ is well defined in a neighbourhood of (− 13 − b04 , 0, 1). By continuity, for (b, c, d) near
enough (b0, c0, 0) the trajectory starting from (0,− 13 − b4 ,− d2 , 1) is regular for at least two
switches. Conditions (2) are satisfied, so the trajectory closes at the second switch. 
6. Algebraic detection of two-periodic orbits
Our method for searching two-periodic orbits involves, as in Section 5, two steps.
We first determine semi-algebraic conditions corresponding to fix points of Φ2. The study
of the corresponding semi-algebraic variety is much more complicated than in Section 5.
We decompose this variety in Proposition 6.1. We then (in Section 7), study the existence
of two-periodic orbits and count them in some interesting cases.
6.1. Necessary conditions
We first consider algebraic necessary conditions for Φ2 to have a fix point. We also
assume here that a = −1. With the same notations as in Section 5 they are:
626 A. Jacquemard, M.A. Teixeira / Journal of Symbolic Computation 35 (2003) 617–636


t−1g(1, α, t, q0) = 0
q1 = (g(2, α, t, q0), g(3, α, t, q0), g(4, α, t, q0))
u−1g(1,−α, u, q1) = 0
q2 = (g(2,−α, u, q1), g(3,−α, u, q1), g(4,−α, u, q1))
v−1g(1, α, v, q2) = 0
q3 = (g(2, α, v, q2), g(3, α, v, q2), g(4, α, v, q2))
w−1g(1,−α,w, q3) = 0
g(2,−α,w, q3)− α2 = g(3,−α,w, q3)− α3 = g(4,−α,w, q3)− α4 = 0.
(4)
By Lemma 4.1 we can assume that α4 = 1. This corresponds to the case of positive
switching times. In this context, solutions of (4) satisfying t > 0, u > 0, v > 0, w > 0 are
said to be relevant. The rational equations in (4) can be simplified into polynomial ones,
provided we add the implicit condition tuvw = 0. We denote by (4′) the algebraic system
obtained after simplification and elimination of q1, q2, q3, evaluated at α4 = 1, α = −1.
Observe that if s = (x1, x2, x3, x4, b, c, d, t, u) = (s∗, t, u) satisfies (3), then s˜ =
(s∗, t, u, v,w) with t = u = v = w satisfies (4). We denote by P1 the set of such s˜ (which
correspond to the repetition of one-periodic orbits).
Proposition 6.1. The relevant solutions of (4′) not in P1 are defined by parametrizations
(5)–(11).
Pg2 :


α2 = − pg(u, w)48uqg(u, w)
α3 = (2 − w − u)(w
2 + (2u − 2)w − u2 − 2u)
8u
b = (u −w)(w − 2)(w
3 − (u + 4)w2 + (4 − 3u2)w − u3)
qg(u, w)
c = − rg(u, w)
qg(u, w)
d = 0 (u, w) ∈ G
t = (2 + u − w)(w + u)
2u
v = (w + u − 2)(w + u)
2u
(5)
where pg, qg, rg belong to Z[u, w] (see A.1), and G is the semi-algebraic domain (see
Fig. 6):
G = {(u, w) ∈ R2 | u > 0, w > 0, w > 2 − u, w < 2 + u}
Q12 :


α3 = − 12 d + 14 (u − 2)(1− d)+ 18 (u − 2)2(1 − d)
α2 = − 13 − 18 u(u − 2)(d − 1)
c = (u
2 + 12u + 4)(1 − d)
u2 + 4 b = 0
t = 1 + 12 u v = 1 + 12 u w = 2 0 < u u = 2
(6)
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Q22 :


α3 = − 12 d − 12 (u − 2)(1+ d)− 12 (u − 2)2(1 + d)
α2 = − 13 + 12 (u − 2)(1 + d)+ 12 (u − 2)2(1 + d)
c = (u
2 + 4u − 4)(1+ d)
u2 − 2u + 2 b = 0
w = u v = 2u − 2 t = 2 1 < u u = 2
(7)


α2 = − 112
(
√
2 − 1)pc(c, z)
(z2 + 2(√2 − 2)z + 2√2 − 3)(1+ z2)3
b = 1
14
(2
√
2 − 1)qc(c, z)
(z2 + 2(√2 − 2)z + 2√2 − 3)(1+ z2)
α3 = 12
(z2 − 2z − 1)(z2 + 2z − 1)
(1 + z2)2
d = 0 z = √2 − 1 1 −√2 < z < 1 +√2
v = w = 1 +√21 − z
2
1 + z2 t = u = 1 +
√
2
2z
1 + z2
(8)
where pc, qc are in Z[
√
2][c, z] (see A.2).

α2 = 112
ph(c, z)
(1 − z2)3(3z2 − 3√2z + 1) 0 < z < 1 z =
√
2
2
b = (2 + 3c)(z − 2
√
2)z3 + (7 + 9c)z2 − 3√2(c + 1)z + c
(z2 − 1)(3z2 − 3√2z + 1)
α3 = d = 0 t = w = 2 −
√
2z
1 − z2 v = u =
√
2z
1 − z2
(9)
where ph(c, z) ∈ Z[
√
2][c, z] (see A.4).

α2 = −18 (4 + 3b) α3 = ±
√
3
4
d = 0
c = 7
3
v = w = 3 ∓
√
3
2
t = u = 3 ±
√
3
2
(10)


α3 = d = 0 α2 =
(
3
√
3 − 6
4
)
b + 7
√
3 − 13
2
c = 73 v = u = 2
√
3 − 3 t = w = √3.
(11)
6.2. Proof of Proposition 6.1
Proof. A direct Gro¨bner basis computation is not suitable here, due to the complexity
of the algebraic variety defined by (4′). We proceed in the following way: we compute
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C
H
0
2
w
2u
Fig. 5. Locus {(u,w) | δ(u,w) = 0, u > 0, w > 0}: if d = 0, symmetric two-periodic orbits correspond to the
hyperbola H or the circle C , one-periodic orbits correspond to H ∩ C .
a generic basis Bg , that is a basis in Q(u, w)[α2, α3, b, c, d, t, v]. We immediately get a
triangular basis Bg corresponding to the generic solution (5); the semi-algebraic conditions
come from Lemma 6.1. Observe (d = 0) that (5) exists when the vector field is reversible.
To find all the relevant solutions of (4′)we first use Lemma 6.7: there is no relevant solution
of (4′) such that qg(u, w) = 0, and of course no relevant solution such that uqg(u, w) = 0.
So, for each relevant solution of (4′), uqg(u, w) = 0, and we can consider (5). Then,
Proposition 6.2 gives conditions under which (5) is the unique solution, and Proposition 6.3
enumerates all other cases. 
6.3. Particular solutions
Put (see Fig. 5):
δ(u, w) = −15 552u7w(w − 2)(w − 2 + u)(w − u)(w − 2 − u)
(w2 − 2w + 2wu − 2u − u2)(w2 − 2w − 2u + u2)(w + u)2qg(u, w)2.
Proposition 6.2. Solutions of (4′) such that δ(u, w) = 0 and solutions (5) such that
δ(u, w) = 0 coincide.
Proof. We replace in (4′) each variable x in the list (α2, α3, b, c, d, t, v) by:
(N(sx )+ x¯)
D(sx )
where N(sx ) (resp. D(sx )) is the numerator (resp. denominator) of the corresponding
right-hand side of (5). In this new system obtained from (4′), one equation is remarkable:
t¯ − v¯ = 0. We eliminate v¯, and observe that the equation u2t¯ = 0 appears. Hence, t¯ = 0.
Substituting t¯ = v¯ = 0 in the system, we now get a system (4′′) which is linear in the
indeterminates (α¯2, α¯3, b¯, c¯, d¯). The determinant of this system (4′′) is δ(u, w). So, when
δ(u, w) = 0, the unique solution of (4′′) is α¯2 = α¯3 = b¯ = c¯ = d¯ = 0. 
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Fig. 6. The curve {(u,w) | qg(u, w) = 0} and the domain G .
Proposition 6.3. The solutions of (4′) not in P1, and such that:
1. δ(u, w) = 0, w > 0, u > 0 and
(w − 2)(w − u)(w2 − 2w − 2u + u2)(w2 − 2w + 2wu − 2u − u2) = 0
are solutions (5).
2. w2 − 2w − 2u + u2 = 0 are solutions (8), (10).
3. w2 − 2w + 2wu − 2u − u2 = 0 are solutions (9), (11).
4. w = 2, u > 0, u = 2 are solutions (6).
5. w = u, u > 0, u = 2, are solutions (7).
Proof. Direct from Lemmas 6.2–6.7. 
6.4. Technical lemmas
Lemma 6.1. Each relevant solution of (4′) is such that (u, w) ∈ G.
Proof. From system (4), we observe that g(4,−α,w, q3) − α4 = −t + u − v + w and
substituting t = u − v +w in g(3,−α,w, q3)− α4 gives
2uv − u2 − 2wu −w2 + 2u + 2w = 0.
Hence, for u = 0:
t = (2 + u −w)(w + u)
2u
v = (w + u − 2)(w + u)
2u
.
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Since a = −1, we must have w > 0, u > 0, t > 0, v > 0. This implies that w < 2 + u
and w > 2 − u. 
In what follows ω (resp. ω˜) means the lexicographic ordering on the variables
(α2, α3, b, c, d, t, v, u, w) (resp. (α2, α3, b, c, d, t, v, u˜, u, w)).
Lemma 6.2. If w = 2, u = 2, all solutions of (4′) are given by (6).
Proof. We compute a factorized Gro¨bner basis with order ω (see Jacquemard and
Teixeira, 1998, 2000; Melenk et al., 1989, for details about factorized Gro¨bner basis).
We get three bases B12 , B
2
2 , B
3
2 (see A.3). B32 corresponds to P1, and B22 is irrelevant
(u < 0, t = v = 0). B12 defines an algebraic variety parametrized by (6) (solutions in
P1 correspond to u = 2). 
Lemma 6.3. If w = u, u = 2, all solutions of (4′) are given by (7).
Proof. We compute a factorized Gro¨bner basis with order ω and we get three cases.
Only one case is interesting for two-periodic orbits, it corresponds to (7) (solutions in
P1 correspond to u = 2). 
Lemma 6.4. If w2 − 2w − 2u + u2 = 0, all solutions of (4′) not in P1 are given by (8)
and by (10). Such solutions correspond to ϕ-symmetric orbits. They are invariant via the
mapping (t, u, v,w) → (v,w, t, u).
Proof. We compute a Gro¨bner basis of the system {(4′),w2−2w−2u+u2}, with order ω.
Two polynomials of the basis are factorized: u(v−w), and u2d(u − 2). But u = 2 implies
w2 − 2w = 0, reducible to the case w = 2, already treated in Lemma 6.2. Hence we
restrict ourselves to the case v − w = 0 (which implies t = u) and d = 0. We calculate a
basis for {(4′),w2 − 2w − 2u + u2, v − w, d}. After elimination of factors u, u − 2, w,
we get a subsystem SL involving linearly α2, α3, b, c. But the determinant is zero modulo
w2 − 2w − 2u + u2 = 0, and we can just solve α3 as a function of u as in (8). Hence we
parametrize the circle by:
w = 1 +√2 1 − z
2
1 + z2 u = 1 +
√
2
2z
1 + z2 .
After substitution in SL , we multiply by sufficient powers of 1 + z2 to get a polynomial
system. A Gro¨bner basis computation with lexicographic order on (α2, α3, b, c, z) yields a
polynomial with the factor c − 1. This factor c − 1 out, the system SL becomes solvable
in (α2, α3): if z = 2 −
√
2 ± (√6 −√3), we get solution (8), else solution (10) (we must
have 1 −√2 < z < 1 +√2 to have u > 0 and w > 0; solutions in P1 are obtained when
z = √2 − 1). If c = 1, we also get (8): this only indicates a singularity in the algebraic
variety corresponding to (4′). A simple computation shows that g(3,−α, u, q0) = 0,
α2 = g(2,−α, u, q1), g(3,−α, u, q1) = −α3, g(4,−α, u, q1) = 1. That means that
(0, q1) ∈ Fix(ϕ), and since the vector field is reversible (d = 0), the solution corresponds
to a ϕ-symmetric orbit. That also means that (0, q2) = ϕ((0, q0)). Since x4(q2) = 1,
q2 = q0 corresponds to another solution of (4′). We observe that if (t, u, v,w) corresponds
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to q0, then (v,w, t, u) corresponds to q2. Hence the mapping (t, u, v,w) → (v,w, t, u)
leaves invariant the solutions of (4′) such that w2 − 2w − 2u + u2 = 0. Remark that q0
and q2 correspond to the same orbit. 
Lemma 6.5. If w2 − 2w + 2wu − 2u − u2 = 0, all solutions of (4′) not in P1 are given
by (9) and by (11). Such solutions correspond to ϕ-symmetric orbits.
Proof. We consider the system {(4′),w2−2w−2u+u2, u˜u−1}, and compute a factorized
Gro¨bner basis with order ω˜. We also find three bases. Only one basis (see Bh in A.4, where
u˜ is removed) is relevant for two-periodic orbits. We then proceed as in Lemma 6.4: we
parametrize the hyperbola, and solve a linear system in (α2, α4, b, c). If z =
√
2
2 ±
√
6
6 , we
get (9). The case z =
√
2
2 +
√
6
6 corresponds to irrelevant values of (u, w). If z =
√
2
2 −
√
6
6
we get (11). Solutions in P1 are obtained for z =
√
2
2 . Observe that α3 = d = 0: the vector
field is reversible, and the solutions correspond to ϕ-symmetric orbits. 
Lemma 6.6. If w = 2 − u or if w = 2 + u or if w + u = 0, there is no relevant solution
of (4).
Proof. If w = 2 − u, we compute a Gro¨bner basis with order ω. The polynomial vu is in
the basis: there is no relevant solution. If w = 2 + u, then t = 0. And the case w + u = 0
is also irrelevant since we must have uw > 0. 
Lemma 6.7. If qg(u, w) = 0 there is no relevant solution to (4).
Proof. By Lemma 6.1, we must have (u, w) ∈ G. We claim that the polynomial qg is
never zero on G (see Fig. 6). This can be proved via a cylindric algebraic decomposition
of {(u, w) ∈ G | qg(u, w) = 0}:
1. The zeros of qg(u, w) on the boundary ∂G are B = (0, 2) and B ′ = (2, 0).
2. Local studies show that near B , B ′, no point of G satisfies qg(u, w) = 0.
3. There are no ovals of qg(u, w) = 0 interior to G: the discriminant of qg(u, w) with
respect to u has only one positive root (w = 0.180 36 . . .) distinct from 0 and 2, and
this corresponds to a point of qg(u, w) = 0 outside of G ∪ ∂G. 
7. Counting the two-periodic orbits
In the following, we put H 10 = H0 ∩ {x4 = 1}.
Proposition 7.1. There exists a neighbourhood V of (4, 0) such that if (c, d) ∈ V and
d = 0 then Z−1,0,c,d ∈ Wn has the following properties:
1. There exist two (resp. 0) two-periodic orbits of type (6) passing through H 10 if
c < 4(1− d) (resp. c ≥ 4(1− d)).
2. There exist two (resp. 0) two-periodic orbits of type (7) passing through H 10 if
c < 4(1+ d) (resp. c ≥ 4(1+ d)).
The periods of the two-periodic orbits have the common estimate 8 + o(c − 4, d).
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Proof. We consider solutions (6) and (7). Since we have (c, d) near (4, 0), we have to
study the function u → c of these parametrizations in a neighbourhood of u = 2. We get
the following estimations:
case (6): c = (1 − d)(4 − 38 (u − 2)2 + o((u − 2)2))
case (7): c = (1 + d)(4 − 32 (u − 2)2 + o((u − 2)2)).
(12)
So, in case (6), there exist two solutions if c < 4(1 − d), and no solution if c > 4(1 − d).
Moreover, there exists a regular one-periodic orbit for (c, d) near (4, 0), which appears
by continuity in (6) for the value u = 2 of the parameter. We conclude as in Lemma 7.2.
Case (7) is similar. By Lemma 7.1, the orbits are distinct. The estimate of the periods is
straightforward from (12). 
Lemma 7.1. There exists a neighbourhood V of (4, 0) such that if (c, d) ∈ V and d = 0
then (6) and (7) correspond to distinct two-periodic orbits of Z−1,0,c,d ∈ Wn.
Proof. The two possible solutions of (6) have different periods 4 + 2u: from estimation
(12) of c, there is no double root u = 2 near 2. The same occurs for (7). We now have to
prove that (6) and (7) do not have solutions corresponding to the same period provided that
d = 0. Call u1 (resp. u2) the time corresponding to (6) (resp. (7)). The period is 4 + 2u1
for (6), 4u2 for (7). We consider the system:

4 + 2u1 = 4u2
(u21 + 12u1 + 4)(1− d)
u21 + 4
= (u
2
2 + 4u2 − 4)(1+ d)
u22 − 2u2 + 2
.
We convert it to a polynomial system, add dd˜ − 1, and compute a Gro¨bner basis. We get
[dd˜ − 1, u42 + 2u32 − 10u22 + 16u2 − 8, u1 − 2u2 + 2] which has no solution with (u1, u2)
near (2, 2) (which corresponds to (c, d) near (4, 0)). 
Remark. Consider ρp > 0, ρt > 0 arbitrarily small. Observe that when (c, d) is near
enough (4, 0) the orbits defined by (6) correspond to distinct values u1, u2 in )2−ρt , 2+ρt(.
The distinct trajectories γ1, γ2 pass through H 10 at points q(u1), q(u2) arbitrarily near
(0,− 13 ,− d2 , 1). We can choose ρt such that for all t ∈ [0, 4+ 2ρt ], max1≤i≤4 |xi(γ1(t))−
xi (γ2(t))| < ρp . So the distinct orbits corresponding to γ1 and γ2 are arbitrarily close if
(c, d) is near enough (4, 0).
Proposition 7.2. Let Z−1,0,c,0 ∈ Wn. Two-periodic orbits corresponding to solutions
provided by (5) are asymmetric, appear in pairs (via ϕ). Two-periodic orbits corresponding
to solutions (8), (9) are ϕ-symmetric. The total number of two-periodic orbits passing
through H0 ∩ {x4 = 1} is exactly seven.
Proof. There is a partition in the set of the relevant solutions of (4) not in P1 such that:
1. Orbits for (5) are not symmetric: by Lemma 7.4, (5) is equivalent to (6), (7); we
then observe that solutions (6) correspond to asymmetric orbits since the product
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x3(q0)x3(q1)x3(q2) is non-zero provided that u = 2, u = 0; the same argument
holds for (7).
2. Orbits for (8) and (9) are ϕ-symmetric.
3. A solution of (9) passes through Fix(ϕ) ∩ {x4 = 1}, which is never the case of a
solution of (8).
The two solutions of (6) are different: for a given c = 4 the solutions are such that
u1 = u2, so their periods 2 + 2u1, 2 + 2u2 are different. If γ is a two-periodic trajectory,
then t → γ (−t) is also a two-periodic trajectory, of same period. Hence to an orbit
corresponding to a solution of (6) corresponds an orbit for (7). By Lemma 7.2, (9) gives
two different orbits and by Lemma 7.3, (8) gives only one orbit. 
7.1. Lemmas for Proposition 7.2
Lemma 7.2. Let Z−1,0,c,0 ∈ Wn.
1. If c > 4 there are no ϕ-symmetric two-periodic orbits given by (9).
2. There exists η > 0 such that if 4−η < c < 4 there are two ϕ-symmetric two-periodic
orbits given by (9). Their periods have the estimate 8 + o(c − 4).
Proof. Put pb(c, z) = (2+3c)(z−2
√
2)z3+(7+9c)z2−3√2(c+1)z+c. Its discriminant
with respect to z is 4(2+ 3c)(c− 4)(3c2 − 10c− 9)2. Put c0 = 9+10
√
2
7 . A simple analysis
shows that pb(c, z) (and therefore the equation b = 0) has two distinct real roots in )0, 1( if
and only if c0 < c < 4, no real root if c > 4. Observe that when c → 4 the solutions z1, z2
of b = 0 are near
√
2
2 , and the corresponding points (0, α2, α3, 1) are near (0,− 13 , 0, 1). By
Proposition 5.1, Φ2 exists in a neighbourhood of (− 13 , 0, 1), and provided that η is small
enough, the trajectory is regular and switches at least four times. Since it satisfies (4), it is
a two-periodic orbit. Moreover, the periods are 4(1 − z21)−1 = 4(1 − z22)−1 (so the orbits
are different), and 4(1− z2i )−1 = 8 + o(c − 4) for i = 1, 2. 
Remark. Observe that a more precise study (quite long) will prove that two ϕ-symmetric
two-periodic orbits given by (9) exist when c0 < c < 4, that one ϕ-symmetric two-periodic
orbit exists when
√
2 < c < c0, and no ϕ-symmetric two-periodic orbit exists when
c <
√
2.
Lemma 7.3. Let Z−1,0,c,0 ∈ Wn.
1. If c > 4 there is no two-periodic orbit given by (8).
2. There exists η such that if 4 − η < c < 4 then there exists one ϕ-symmetric two-
periodic orbit given by (8). The period has the estimate 8 + o(c − 4).
Proof. We solve the equation b = 0. The discriminant of qc with respect to z is (up to a
constant) (c − 4)(3c + 2)(3c2 − 10c − 9)2. A simple analysis shows that b = 0 has two
distinct real roots in )1−√2, 1+√2 ( if 0 < c < 4, no real root if c > 4. From Lemma 6.4,
the two distinct roots correspond to the same orbit. We then finish as in Lemma 7.2. 
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Lemma 7.4. In (5), solutions such that b = 0 are all in (6), (7). Moreover {q ∈ Q12 | d =
0} = {q ∈ Pg2 | w = 2} and {q ∈ Q22 | d = 0} = {q ∈ Pg2 | t = 2}.
Proof. w3− (u+4)w2+ (4−3u2)w−u3 has no root in G (same proof as in Lemma 6.7).
Set equalities are straightforward. 
7.2. Proof of Theorem 2.1
Proof. By Proposition 5.1, there exists a one-periodic orbit passing through H 10 . We then
determine two-periodic orbits passing through H 10 . If d = 0, we apply Proposition 7.1.
If d = 0, we apply Proposition 7.2. We then apply Lemma 4.1 to get the required families
of periodic orbits. 
7.3. Proof of Theorem 2.2
Proof. By Proposition 6.1, there are no solutions corresponding to two-periodic orbits
such that b d = 0. We just apply Proposition 5.1. 
7.4. Proof of Theorem 2.3
Proof. We first consider two-periodic orbits passing through H 10 . In (6), the equation c = 1
has the solutions u = 0, u = +∞, and we have the estimations c = 1 + 3u + o(u),
c = 1+12u−1+o(u−1). In (7), the equation c = 1 has the solutions u = 1, u = +∞, and
we have the estimations c = 1+ 6(u − 1)+ o(u − 1), c = 1+ 6u−1 + o(u−1). This gives
at most four solutions. To prove that these solutions correspond to real orbits, we cannot
use Theorem 2.1 (u is not near 2). But, in solution (6), simple Taylor expansions for u near
zero show that:
1. The polynomial z−1g(1, α, z, q0) has three real roots which have the estimations
1+ u2 , 2− 2u + o(u), 1+ 3u2 + o(u). For u > 0 small enough, 1+ u2 is the smallest
root.
2. The polynomial z−1g(1, α, z, q2) has three real roots which have the estimations
1 + u2 , −u + o(u), −1 + 5u2 + o(u). Just 1 + u2 is positive.
3. The polynomials z−1g(1,−α, z, q1), z−1g(1,−α, z, q3) have just one real root
(given in (6)) provided that u is small.
We proceed in the same way when u is near +∞. Hence, provided that c is near enough 4,
the time-parameters u in solution (6) are the smallest positive roots of x1(γi (t)), where γi is
the trajectory such that γi (0) = qi . The solutions of (6) correspond to orbits which switch
at least four times, and they close because (4) is satisfied. The period is t+u+v+w, that is
4+2u. But u = 13 (c−1)+o(c−1) for an orbit γ ′, and u = 12(c−1)−1− 13 (c−1)+o(c−1)
for the other orbit γ ′′. Series expansion of the solutions around c = 1 leads to:
T (γ ′) = 4 + 23 (c − 1)+ o(c − 1),
T (γ ′′) = 24(c − 1)−1 + 4 − 23 (c − 1)+ o(c − 1).
We proceed in the same way in the case of (7). Solutions (6) are in correspondence with
solutions (7) via ϕ, and they are asymmetric (see Proposition 7.2).
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In the case of (8), a simple computation shows that the polynomial v−1g(1, α, v, q2)
has a simple root v1 such that 0 < v1 < v∗ where v∗ is the value of v given in (8). For c
near 1 this situation persists. Hence there is no periodic orbit given by (8) for c near 1. The
case of (9) is similar. So, there exists η such that c < 1 + η implies that no ϕ-symmetric
two-periodic orbit exists. There is also a one-parameter family of one-periodic orbits by
Proposition 5.1. We then apply Lemma 4.1 to get the required families of two-periodic
orbits. 
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Appendix A. Computation results
A.1. Polynomials involved in solution (5)
pg(u, w) = 3w8 − (15u + 24)w7 + (72− 21u2 + 144u)w6
+ (21u3 + 144u2 − 528u − 96)w5
+ (21u4 − 144u3 − 360u2 + 928u + 48)w4
− u(9u4 + 72u3 − 360u2 − 416u + 784)w3
− u(3u5 − 48u4 − 48u3 + 384u2 + 224u − 256)w2
+ u2(3u5 − 72u3 + 128u + 32)w + 32u3(u2 − 1)
rg(u, w) = qg(u, w)− 2u(w3 − (u + 4)w2 + (4 − 3u2)w − u3)
qg(u, w) = w4 − 4(u + 1)w3 + 4(4u + 1)w2 − 4u(u + 4)w − u2(u2 − 4).
A.2. Polynomials involved in solution (8)
pc(c, z) = (1 − 3c − 5
√
2)z8 + 2(2√2 + 3c√2 + 3 + 3c)z7
+ 2(14+√2 − 18c − 6c√2)z6 + 6(1 + 6√2 + c − c√2)z5
+ 6(5c − 7)z4 + 6(6√2 − 1 − c√2 − c)z3
+ 2(6c√2 − 18c + 14−√2)z2 + 2(3c√2 − 3c − 3 + 2√2)z
+ 1 + 5√2 − 3c
qc(c, z) = (9 − 7c − 10
√
2)z4 + 2(11√2 − 12+ 4c + c√2)z3
+ 2(3−√2 + 3c√2 − 9c)z2 + 2(7√2 + 5c√2 − 8c)z
+ 8√2 − 3 − 11c + 6c√2.
A.3. Gro¨bner bases involved in Lemma 6.2
B12 =


24α2 + 3du2 − 6du − 3u2 + 6u + 8
8α3 + du2 − 2du + 4d − u2 + 2u
4cu˜ + cu˜ + 4du˜ + du˜ + 12d − 4u˜ − u − 12
cu2 + 4c + du2 + 12du + 4d − u2 − 12u − 4
b, 2t − u − 2, 2v − u − 2, w − 2, u˜u − 1


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B22 = [6α2 + 3c + 2, 2α3 + c + d, b, t, v,w − 2, 2u˜ + 1, u + 2]
B32 = [12α2 + 3b + 4, 2α3 + d, t − 2, v − 2, w − 2, 2u˜ − 1, u − 2].
A.4. Data for Lemma 6.5
Bh :=


w2 − 2w + 2wu − 2u − u2, v − u, t −w, d, α3,
2u3c − 4u3 − wu2c + 6u2c − 3wu2 + 2u2b − 4u2 − 11wu
− 9wuc + 12bu + 6u + 12uc + 2w + 6wc − 6c − 6b − 4,
4wb − 2bu − 6b + 9wuc + 2wc − 4u2c − 10uc
− 6c + 7wu + 2w − 2u2 − 6u − 4,
48α2 − 18bu + 18b + 24wu2c + 27wuc − 6wc − 12u3c − 36u2c
− 42uc + 6c + 12wu2 + 21wu + 6w − 6u2 − 18u + 4


ph(c, z) = 3(2 + 3c)z8 − 12
√
2(2 + 3c)z7 + (71 + 111c)z6
− 3√2(11+ 27c)z5 + 30(2c − 1)z4 + 18√2(1 − c)z3
+ 3(11+ 7c)z2 − 3√2(7 + 3c)z + 4 + 3c.
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