A Fortran program package is introduced for the rapid evaluation of the screened Coulomb interactions of N particles in three dimensions. The method utilizes an adaptive oct-tree structure, and is based on the new version of fast multipole method in which the exponential expansions are used to diagonalize the multipole-to-local translations. The program and its full description, as well as several closely related packages are also available at http://www.fastmultipole.org/. This paper is a brief review of the program and its performance. 
Introduction
In this paper, we introduce a software package for calculating the long range screened Coulomb interactions of N particles using the new version of fast multipole method (FMM) . Given N charged particles each carrying a charge q i located at x i = (x i , y i , z i ) and λ ∈ R + , we want to efficiently evaluate the potential field
and the corresponding force field F = ∇Φ. This calculation is required in various problems in physics, chemistry, and biology, when Coulomb forces are damped by screening effects. In nuclear physics, the Green's function is referred to as the Yukawa potential, and the corresponding partial differential equation
occurs in implicit marching schemes for the Navier-Stokes equations and parabolic equations, in Debye-Huckel theory, and is referred to as the linearized Poisson-Boltzmann equation in biophysics and biochemistry [9, 11, 15] .
Notice that direct calculation of the N -body interactions in Eq. (1) requires prohibitive O(N 2 ) operations. In the last two decades, however, several novel fast summation algorithms have been developed to reduce the cost to O(N log N ) or the asymptotically optimal O(N ). These algorithms include the hierarchical "tree code" [1, 2] , fast Fourier transform (FFT) based algorithms such as the precorrected FFT (pFFT) [14] and the particle-mesh Ewald (PME) methods [5] , the hierarchical SVD method [10] , and FFT on multipoles [12, 13] . Further improvements show that asymptotically optimal O(N ) complexity can be achieved by using the wavelet techniques or the fast multipole method (FMM) [6] . However, as revealed by previous numerical experiments, although asymptotically optimal, the original FMM [6] turns out to be less efficient for problem sizes of current interest when compared with the tree code and FFT based O(N log N ) techniques, due to the huge prefactor in O(N ). In 1997, Greengard and Rokhlin introduced a new version of FMM [7] for the Laplace equation to further accelerate the performance of the FMM. Compared with the original FMM, the plane wave expansion based diagonal translation operators dramatically reduce the prefactor in the O(N ) new version FMM, especially in three dimensions where a break-even point of approximately N = 750 for three digits precision is numerically observed. In this paper, we generalize the new version of fast multipole method to Eq. (1) and introduce the software package FMM-Yukawa. Perhaps due to the complexity in theory and programming, we are unaware of any previous open source implementations of the new version FMM for the Yukawa potential. This paper is organized as follows. In Section 2, we summarize the classical theory of multipole, local, and plane wave expansions for screened Coulomb potentials, and introduce the translation operators. In Section 3, we present the pseudo-code to explain the overall algorithm structure, and provide installation instructions and a sample driver file. In Section 4, we illustrate the performance of the FMM-Yukawa solver with several numerical examples.
Theoretical Background
Assuming all particles are located inside the unit box centered at the origin, which is referred to as refinement level 0, we can build an oct-tree structure consisting of a hierarchy of boxes. In the structure, refinement level l + 1 is obtained from level l by subdividing each box at level l (which contains more than a prescribed number s of particles) into eight cubic boxes of equal size. We remove the empty child boxes and recursively refine the oct-tree structure until each childless box contains no more than s particles. When the particles are nearly uniformly distributed, the oct-tree has roughly log N levels for N source particles. In the oct-tree structure, a box c is said to be a child of box b, if box c is obtained by a single subdivision of box b. Box b is said to be the parent of box c.
For particles inside each box in the oct-tree structure, a multipole expansion can be constructed to account for its contribution to "far-field" boxes. Assume box c centered at the origin contains J particles of strengths q 1 , q 2 , · · · , q J , then the potential at a point x = (r, θ, φ) outside box c is given by a multipole expansion
where the multipole coefficients are
In the formulas, Y 
P m n is the associated Legendre function defined using the usual Legendre polynomial P n (x) by the Rodrigues' formula
and the modified spherical Bessel and modified spherical Hankel functions i n (r), k n (r) are defined in terms of the usual Bessel function
is the Green's function for the modified Helmholtz equation (up to a constant). In the numerical simulations, the expansion in Eq. (2) must be truncated. For a prescribed accuracy requirement, the number of terms in the expansion usually depends on the ratio of x to the box size. When x locates in boxes at the same level of c which do not share a boundary point with c (the so-called "well-separated" or "far-field" boxes of c in the oct-tree structure), 21 terms in the first summation usually guarantees 7 digits accuracy, while 42 terms for double precision accuracy.
The multipole expansion of box c collects contributions from particles in c to the far-field boxes. Alternatively, suppose J sources of strengths q 1 , q 2 , · · · , q J are located at the points
respectively. Then, for any point x in box c with coordinates (r, θ, φ), the potential Φ(x) generated by the "far-field" sources q 1 , q 2 , · · · , q J can be represented as a local expansion of c as in
where
Furthermore, for a prescribed accuracy requirement, the number of terms in the truncated local expansion is similar to that in the multipole expansions.
In the original fast multipole method [6] , a divide-and-conquer strategy is applied to form all the multipole and local expansions for the boxes in the oct-tree structure. First, an upward sweep (from finest level to refinement level 0) is performed to form all the multipole expansions. For childless boxes, Eqs. (2-3) are applied to directly form the multipole expansion about the box center using the particles inside the box. For each parent box, instead of communicating with the particles, the multipole expansion is derived by shifting and merging its children's multipole expansions, using the following "multipole-to-multipole" (T M M ) translation operator: 
where (r , θ , φ ) are the spherical coordinates of the vector x − x 0 . Then, the field can also be described by a shifted multipole expansion:
The linear operator mapping the old multipole coefficients {O
After forming all the multipole expansions in the upward sweep, a downward sweep (from refinement level 0 to finest level) is performed to form the local expansion for each box which contains its far-field particle contributions. For a box c at level l, a translation is first performed to shift its parent b's local expansion (which contains particles information from b's far-field) to an equivalent local expansion centered at box c's center, using the "local-to-local" (T LL ) operator as follows: 
Assume box c is centered at x 0 = (ρ, α, β), then the local expansion of c is given by
where ( In the second step of the downward pass, box c receives contributions from particles which are located in a region formed by subtracting its parent b's far-field from its far-field. Box in this region is usually referred to as the "interaction list" box. Instead of directly communicating with particles in the interaction list, a "multipole-to-local" translation is performed to convert the multipole expansions of interaction list boxes directly to a local expansion which will be merged to c's local expansion. The T M L translation operator is defined as follows:
an interaction list box of c, and its multipole expansion is given by the same formula as in Eq. (7). Then for any point x = (r, θ, φ) in c centered at the origin, the potential due to charges in b can be described by a local expansion
The linear operator mapping the multipole coefficients {M
After the downward sweep, we evaluate the local expansion for particles in each childless box, and compute the "near-field" (neighbor) interactions directly. Notice that the particles are only used at the finest level, and interactions are accounted for through the O(N ) boxes at higher levels, the fast multipole method is therefore asymptotically optimal O(N ) in operations. However, as the "multipole-to-local" translation requires prohibitive 189p 4 operations for each box (189 is the number of boxes in its interaction list, and we assume p 2 terms are used in each expansion), the huge prefactor makes the original FMM less competitive with the tree code and other FFT based methods. Instead, similar to the new version of FMM introduced by Greengard and Rokhlin [7] for the Laplace equation. We introduce the plane wave expansions in the FMM-Yukawa solver to "diagonalize" the T M L operator. In three dimensional space, six different exponential expansions are introduced for the six directions of a box c. For the interaction boxes in the "upward" direction (particles in the region defined by 1 ≤ z ≤ 4, 0 ≤ √ x 2 + y 2 ≤ 4 √ 2, assuming the size of box c is rescaled to 1), the multipole expansion of c can be translated to an exponential expansion by the "multipole-to-exponential" (T M E ) translation operator as follows (other directions are similar and we omit the details):
Definition 4 (T M E Translation) For a point X in the "upward" direction with spherical coordinates (r, θ, φ), assume the potential Φ(X) is approximated by the truncated multipole expansion (due to charges in box c centered at the origin) with error bound ε
Then with error bound O(ε), Φ(X) can be approximated by
where (x, y, z) are the Cartesian coordinates of X, the coefficients W (k, j) is given by
.., M k , and the weights w k and nodes u k are derived using the generalized Gaussian quadrature as discussed in [16] . In general, the total number of exponential terms
less than the number of terms in the multipole and local expansions. The linear mapping from O m n to W (k, j) is referred to as the T M E translation operator.
Notice that shifting the exponential expansion centered at the origin to the new center X 0 = (x 0 , y 0 , z 0 ) of an interaction list box is "diagonal", as described by the "exponential-to-exponential" (T EE ) operator as follows:
Definition 5 (T EE Translation) For the exponential expansion in Eq. (12) of box c centered at the origin and a box in the interaction list centered at X 0 = (x 0 , y 0 , z 0 ), the shifted exponential expansion for any point (x, y, z) is given by
The linear operator mapping the coefficients {W (k, j)} to the coefficients {V (k, j)} is denoted by T EE . As the corresponding matrix is diagonal, T EE is referred to as a diagonal operator.
Once a box collects all the exponential expansions from its interaction list boxes, the exponential expansion can be translated to a local expansion using the "exponential-to-local" operator as follows:
Definition 6 (T EL Translation) Suppose that the potential for X = (x, y, z) (collected from the "upward" exponential expansions) is given by
Then there exists an integer p, such that
where (r, θ, φ) are the spherical coordinates of X with respect to the box center and 
approximately 2p
operations are necessary. For 7 digits accuracy (p = 21), the new version using the diagonal translation can be orders of magnitude more efficient than the original version. Further notice that the exponential expansions of c and its siblings can be merged before being sent to their common interaction list boxes, and one can use the "point-and-shoot" technique to reduce the 2p 4 operations to approximately 6p 3 or less [7] , in our FMM-Yukawa solver, the original 189p Instead of further discussions of the translation operators and their derivations, we refer interested readers to [8] for further details, and to [7] where the new version of FMM was discussed for the Laplace equation. We also want to mention the recent work of Boschitsch, Fenley, and Olson [3] , who give (to the best of our knowledge) the first detailed description of an FMM for (1) . Their scheme, however, does not take into account the plane wave representation and relies only on classical multipole and local expansions.
Software Structure and Installation Instructions

Algorithm Description
We present the pseudo-code to explain the structure of the algorithm.
FMM-Yukawa: an adaptive FMM solver for Screened Coulomb Interactions
Step 1: Initialization Generate an adaptive oct-tree structure and the precomputed table of coefficients for different translation operators.
Comment [ l max denotes the maximum refinement level in the adaptive octtree structure determined by the prescribed number s representing the maximum allowed number of particles in a childless box. ] if using the "point-and-shoot" technique [4] ), where M is the number of nodes (boxes) in the oct-tree structure. ]
Step 3: Downward Pass initialize the local expansion for the coarsest level based on different boundary conditions.
for l = 1, . . . , l max for all boxes j on level l shift the local expansion of j's parent to j itself using T LL operator. collect interaction list contribution using the T M E , T EE , and T EL translations. 
Installation instructions
After the package is downloaded and extracted to local computer, the user will find the following directories:
• doc: contains license and readme.txt.
• source: source files and makefile.
The package has been successfully compiled using the Intel c compiler for Linux and GNU c F95 compiler. The compiled executable is called "fmm" which can be changed by modifying "Makefile". One function which may be machine dependent is the subroutine for getting the current CPU clock information for timing purposes. The users should check their computer platform and modify "second.f".
The main driver for FMM-Yukawa is called "adapyukdriver.f". The main function is FMMYUK-A in file "fmmadapyuk.f", which calls the subroutine D3MSTRCR to generate the adaptive tree structure, and YADAPFMM for calculating the force field and potential. There are three important variables defined in the header file "parm-ayuk.h". NBOX is the maximum allowed number of particles (=s) in a childless box, NTERMS is the number of terms in first summation of the multipole and local expansions, and NLAMBDA is the number of terms in the first sum of the exponential expansion. Currently only 3 digits and 6 digits accuracies are allowed. More options will be added in future versions. Input variables include the frequency BETA, the number of charges NATOMS, charge locations ZAT (3, NATOMS) , and the charge CHARGE(NATOMS) each particle carries. FMM-Yukawa will calculate and output the potential POT(NATOMS) and the field FIELD(3,NATOMS).
A Sample Driver File
In the following, we provide a sample driver to explain how FMM-Yukawa can interface with other codes.
A driver file for FMM-Yukawa 
Test run description
In this section, we present two numerical examples to show the efficiency and accuracy of our algorithm. In our simulation, we use a T9400 @ 2.53 GHz Lenovo T500 Laptop with 3 GB memory. The results of our experiments are summarized in Tables 1-4 with all timings given in seconds and storage measured in megabytes.
In our first example, we consider the case when charges were uniformly distributed in the unit box [−0.5, 0.5] 3 ; results are reported in Tables 1-2 . In our second example, we consider the case when charges were distributed randomly in the polar angles θ and φ on the surface of a shpere of radius 0.5, centered at the origin; results are reported in Tables 3-4 . In both examples, the frequency of the equation was set to be 0.1.
For each geometry, the numerical tests were performed with three-and six-digit accuracy. For each N tested, we run the tests with multiple choices of maximum number of charges allowed in a childless box and the optimal time observed was reported. The timings produced by the adaptive FMM algorithm were compared with those obtained by direct calculation. Because of obvious CPU considerations, it is not practical to apply the direct scheme to large-scale ensembles of particles. Thus, the direct algorithm was used to evaluate the potentials at 400 particle locations (for N > 400), and the resulting CPU time was extrapolated. Similarly, the accuracy of the algorithm was calculated at those 400 locations via the formula 
Conclusions and Acknowledgements
We have described a software package for evaluating the screened Coulomb interactions. It uses an adaptive new version of FMM based on a diagonal form for the multipole-to-local translation operator, which extends the "modern" FMM for the Laplace equation [4, 7] . Numerical experiments show that our algorithm is asymptotically linear in operations and memory storage for nearly uniform particle distributions, with optimized prefactors. This packaged can be applied to particle method simulations and the efficient solution of integral equation methods for many physical systems.
