. We investigate simple random walks on graphs generated by repeated barycentric subdivisions of a triangle. We use these random walks to study the diffusion on the self-similar fractal, the Strichartz hexacarpet, which is generated as the limit space of these graphs. We make this connection rigorous by establishing a graph isomorphism between the hexacarpet approximations and graphs produced by repeated Barycentric subdivisions of the triangle. This includes a discussion of various numerical calculations performed on the these graphs, and their implications to the diffusion on the limiting space. In particular, we prove that equilateral barycentric subdivisions -a metric space generated by replacing the metric on each 2-simplex of the subdivided triangle with that of a scaled Euclidean equilateral triangle -converge to a self-similar geodesic metric space of dimension log(6)/ log(2), or about 2.58. Our numerical experiments give evidence to a conjecture that the simple random walks on the equilateral barycentric subdivisions converge to a continuous diffusion process on the Strichartz hexacarpet corresponding to a different spectral dimension (estimated numerically to be about 1.74).
The goal of this paper is to investigate the relation between simple random walks on repeated barycentric subdivisions of a triangle and the self-similar fractal Strichartz hexacarpet. We explore a graph approximation to the hexacarpet in order to establish a graph isomorphism between the hexacarpet and Barycentric subdivisions of the triangle. After that we discuss various numerical calculations performed on the approximating graphs. We prove that the equilateral barycentric subdivisions converge to a self-similar geodesic metric space of dimension log(6)/log(2) ≈ 2.58 but, at the same time, our mathematical experiments give evidence to a conjecture that the simple random walks converge to a continuous diffusion process on the Strichartz hexacarpet corresponding to the spectral dimension ≈ 1.74.
In Section 2 we develop the framework and basic results pertaining to barycentric subdivision. This is a standard object, intrinsic to the study of simplicial complexes, see [16] (and such classics as [23, 25, 28] ). We define a metric on the set of edges of nth-iterated barycentric subdivision of a 2-simplex, and use this to define a new limiting self-similar metric on the standard Euclidean equilateral triangle.
In Section 3, we turn to the theory of self-similar structures, as developed in [19] . Using this theory we introduce a fractal structure, which we call the Strichartz hexacarpet, or hexacarpet for short. The hexacarpet is not isometrically embeddable into two dimensional Euclidean space, but otherwise resembles other self-similar infinitely ramified fractals with Cantor-set boundaries, such as the octacarpet (which is sometimes referred to as the octagasket, see [6] and references therein), the Laakso spaces (see [27, 29] and references therein), and the standard and generalized Sierpinski carpets (see [3] and references therein).
We draw a connection between the hexacarpet and barycentric subdivisions in Section 4, in which we prove that the approximating graphs to the hexacarpet are isomorphic to the graphs created by barycentric subdivisions (where the 2-simplexes of the n-times subdivided triangle become graph vertices, connected by a graph edge of the simplexes that share a common face).
Section 5 discusses properties of the approximating graphs of the hexacarpet to contrast and illuminate connections between the hexacarpet and the limiting structure on the triangle defined in Section 2. In particular, we examine the growth properties of the graph distance metric. We prove a proposition which heuristically places the diameter (in the sense of the usual graph distance) of the nth level graph as somewhere between O(2 n ) and O(n2 n ). Our numerical analysis supports a conjecture for the formulas of the diameter and radius of these graphs.
Finally in Section 6 we briefly describe numerical analysis of the spectral properties of the approximating graphs to the hexacarpet. Primarily we calculate eigenvalues of the Laplacian matrix for the first 8 levels of the approximating graphs. This allows us to approximate the resistance scaling factor of the hexacarpet, and suggests that there is a limit resistance. We also plot approximations to the hexacarpet in 2-and 3-dimensional eigenfunction coordinates.
The experimental results in Section 6 strongly suggest that the simple random walks on the barycentric subdivisions converge to a diffusion process on K (most efficiently this can be shown by analyzing harmonic functions and eigenvalues and eigenfunctions of the Laplacian). Thus, our theoretical and numerical results support the following conjecture, which is explanationed in Section 6. We note that our data on spectral dimension is not inconsistent with the (random) geometry of the numerical approximations used in the theory of quantum gravity, according to the work of Ambjørn, Jurkiewicz, and Loll (see [1] ) at small time asymptotics: d S = 1.8 ± 0.25. This reference as well as [26] use triangulations similar to those in our study to approximate quantum gravity. Therefore one can conclude that, with the present state of numerical experiments, fractal carpets may represent a plausible (although simplified) model of sample geometries for the quantum gravity.
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The process of subdividing the 2-simplex using its barycentric coordinates is useful in order to establish an isomorphism of graphs in later sections. Information on barycentric subdivision of more general n-simplexes can be found in [16] . We adapt Hatcher's notation slightly, which is outlined in the following definitions.
Consider any 2-simplex (triangle) T 0 in the plane, defined by the vertices [v 0 , v 1 , v 2 ] which do not all lie on a common line. The sides of T 0 are the 1-simplexes:
Definition 2.1. We perform barycentric subdivision (BCS) on T as follows: First, we append the vertex set with the barycenters of the 1-simplexes
and label them b 01 , b 02 , b 12 , respectively. Also append the barycenter of T 0 which is the point in the plane given by 1 3 (v 0 + v 1 + v 2 ), which we denote b. Thus, b ij is the midpoint of the segment [v i , v j ]. Any 2-simplex in the collection of 2-simplexes formed by the set N = {v 0 , v 1 , v 2 , b 01 , b 02 , b 12 , b} is said to be minimal if its edges contain no points in N other than its three vertices. Let B(T 0 ) denote this collection of minimal 2-simplexes. Note that these six triangles are of the form [v i , b ij , b] where i = j ∈ {1, 2, 3} .
We define the process of performing repeated barycentric subdivision on T 0 as follows: For a collection C of 2-simplexes, we define B(C) = c∈C B(c) to be the collection of minimal 2-simplexes obtained by performing BCS on each element of C. In this way we define the n th level barycentric subdivision of T 0 inductively by B n (T 0 ) = B(B n−1 (T 0 )).
Definition 2.2.
We call the elements of B n (T 0 ) the level n offspring of T 0 where T 0 is the level n ancestor of its 6 n offspring in B n (T 0 ). Similarly, for any triangle T obtained from repeated BCS of 3 T 0 , we may consider the level n offspring of T to be the collection B n (T ). We use the terms child, (resp. grandchild) to denote the level 1 (resp. level 2) offspring of T . Likewise, we use the terms parent, (resp. grandparent) to denote the level 1 (resp. level 2) ancestor of T . We will use t ⊂ T to denote that t is a child of T , and when necessary t ⊂ T ⊂ T to denote that t is a child of T and a grandchild of T . If s and t are both children of T , then we say that s and t are siblings. A level k offspring t of T is said to be a boundary triangle for T or on the boundary of T if a side of t lies on ∂T . For a given triangle T , we say that a level k offspring of T is special with respect to T if it is on the boundary of T and contains a vertex of T . Note that all 1st level offspring are special with respect to T , and that every special offspring has exactly on special offspring. Note that each application of BCS on any triangle T produces six new offspring, so we have |B(C)| = 6·|C| for any collection of 2-simplexes C. Similarly, starting with T 0 we have inductively that |B n (T 0 )| = 6 n . Thus, there are 6 n level n offspring of T 0 . Also, we see that each triangle in
is adjacent to at most three other triangles in B n (T 0 ) and that if t ∈ B n (T ) is not on the boundary of T , then t is adjacent to exactly three other members of B n (T ). On the other hand, if t ∈ B n (T ) is on the boundary of T , then t is adjacent to exactly two other members of B n (T ), namely its vertex adjacent sibling and side adjacent sibling, and possibly one other triangle not in B n (T ) but adjacent to T . . 4 Proof. We choose a particular triangle T 0 = [v 0 , v 1 , v 2 ] and construct a metric d ∞ on T 0 by approximating with metrics d n on ∂B n (T 0 ), the union of edges of the triangles in B n (T 0 ). We have that ∂B n (T 0 ) is a 1-simplicial complex, a quantum graph, and a one dimensional manifold with junction points at the vertexes of B n (T 0 ). There is a unique geodesic metric d n (x, y) on ∂B n (T 0 ) such that the length of each edge is 2 −n . It is easy to see that for any x, y ∈ ∂B n (T 0 ) and any k > 0 we have
Moreover, by induction one can show that, if x, y vertices of B n (T 0 ) and k > 0, then we have the compatibility condition d n (x, y) = d n+k (x, y). Therefore on the union ∪ ∞ n=0 ∂B n (T 0 ) there is a unique geodesic metric d ∞ (x, y) such that each edge of each triangle in the subdivision B n (T 0 ) is a geodesic of length 2 −n . Since the diameter, in the Euclidean metric, of 2-simplexes of r-times repeated barycentric subdivided equilateral triangle is bounded by (2/3)
is dense in T 0 with respect to the Euclidean topology (see Chapter 2, Section 1 of [16] ). Thus d ∞ can be extended to T 0 by continuity.
Next we notice that, with the metric
, then the map of simplexes f sending v i → a i , and extending by linearity, is a homeomorphism with (2), we note that it is enough to show that for, x a corner of T 0 , and y a vertex of B n (T 0 ) on the side of T 0 opposite x, d ∞ (x, y) = 1. This is sufficient because of self-similarity and that such vertexes become dense in the side of T 0 which is opposite x. Any such y can be connected to a barycenter of a 2-simplex of B n−1 (T 0 ), call this barycenter x n−1 , by an edge of length 2 −n . In turn,
x n−1 can be connected to x n−2 , a barycenter of a 2-simplex of B n−2 (T 0 ) by an edge of length 2 −n . In turn x n−2 can be connected to a barycenter of a 2-simplex of B n−3 (T 0 ), called x n−3 , by a path of length 2
. Proceeding by induction we get that x can be connected to y by a path of length
This is precisely d ∞ (x, y) because it can be shown that any path from x to y on ∂B n (T 0 ) has to pass through at least 2 n − 1 vertexes. This argument implies, in particular, that the diameter of T 0 in the metric d ∞ is equal to 1, and so the metric is finite even when continued from ∪ ∞ n=0 ∂B n (T 0 ) to T 0 . The same kind of argument also proves (3). If y is a vertex of B n (T 0 ), then it is a vertex of B n+k (T 0 ) for all k 0, and the collection of paths described above differ depending on our choice of n and k. It is then easy to construct infinitely many geodesics with the same length between arbitrary distinct points of T 0 .
To prove (1), we use the insight into the properties of d ∞ described above. In particular, the d ∞ ball of radius 2 −n centered at x, a vertex of B n (T 0 ), is contained in the union of all 2-simplexes of B n (T 0 ), which contain x as a vertex. The union of these triangles clearly contains a Euclidean open set containing x, and is contained in the Euclidean ball around x of radius (2/3)
is dense in both metrics, this proves that the metrics are equivalent in the sense that they induce the same topology. This proves (1) , and has the added bonus of proving that T 0 is compact with respect to d ∞ , and thus d ∞ is complete.
The compactness of T 0 with respect to d ∞ proves (4) because T 0 is the union of the 6 contraction maps from T 0 onto each 2-simplex of B 1 (T 0 ), and so it is a self-similar structure (see the next section). Each of these maps has contraction ratio 1/2, and thus using a calculation found in [10] , one discovers that the self-similarity and Hausdorff dimension of T 0 is log(6)/ log(2), which proves (5).
S -S S
First we introduce some notation that we will use. We denote X = {0, 1, . . . , N − 1}, called an alphabet, and X n = {x 1 x 2 · · · x n | x i ∈ X} will be the words of length n. Also, we take
Naturally, the set X has discrete topology, and Σ is given the product topology (i.e. the topology whose basis is sets of the form
There is even a natural metric on Σ, defined below.
Proposition. Fix a number
n where n = min { : w = v } with the convention that δ r (w, w) = 0. Then δ r is a metric on Σ. Additionally, the maps σ i (w) = iw, for i ∈ X, is a contraction with Lipschitz constant r.
This is proven as Theorem 1.2.2 in [19] . The work [19] introduces the the theory of self-similar structures and is developed in the context of contractions on metric spaces. We also use the definition of self-similar structure set forth in the above paper. In the rest of this section, we shall take δ = δ 1/2 , to be the metric that makes σ i contractions with Lipschitz constants 1/2. Proposition 3.1. Let K be a compact metrizable space, let X be a finite indexing set for
We call the triplet L = (K, X, {F i } i∈X ) a self-similar structure on K if there is a continuous surjection π : Σ → K such that the relation
In particular, if K is some quotient space of Σ, where π is the quotient map where σ i 's are constant on the fibres of π for all i ∈ X, then we can define
, creating a self-similar structure. It is in this way we shall define a fractal.
We define the equivalence relation ∼ by the following relations: Let X = {0, 1, . . . , 5} where x is any element in X * and v ∈ {0, 5} ω . Suppose i, j ∈ X and j = i + 1 mod 6. Then, if i is odd, xi3v ∼ xj3v and xi4v ∼ xj4v.
If i is even (j is still i + 1 mod 6), then xi1v ∼ xj1v and xi2v ∼ xj2v.
We may also define K in an alternate way, which we shall callK. The equivalence relation oñ K is defined by xiy ∼ xjz for x ∈ X * , i, j ∈ X, and z, y ∈ Σ, where and, if i is odd, then
and if i is even, then
Proof. Since x ∼ y implies that σ i (x) ∼ σ i (y) for all x, y ∈ Σ and i ∈ X (this can be seen in the definition of ∼), σ i : K → K is well defined. The only thing left to check is that K is metrizable. This follows because we can define a metric δ on K by
This metric is well defined because the equivalence classes of ∼ contain at most 2 elements. Proof. We show that there is a self homeomorphism f : Σ → Σ which transforms the equivalence in 3.1 and 3.2 into the equivalence 3.3 and 3.4. This map f is given by f (u) = v, where
where α k = k j=1 u j . This map is continuous, since how f acts on the nth letter is independent of any future letters, δ(x, y) ≤ (f (x), f (y)). In fact, since f acts bijectively on X n (which is easy to 7 check by induction), this means that f is an isometry with respect to δ r , and is thus a bijection as a map of from Σ to itself. Moreover, f also descends to an isometry with respect to δ, but to see this we need to know that f preserves the equivalence relation, which we will show shortly.
Another way of seeing that f is bijective comes from that fact that we can define an inverse
For the remainder of the proof, all equalities are assumed to be mod 6. Now suppose that u
is of the form xi3w and u (2) is of the form xj3w where the j = i + 1 and i is odd, as in 3.1, and we assume that the i and j are in the nth position. Finally we assume, letting α
n−1 is odd. We need to vary all of the above for various cases of equivalence.
Let
k , and v
n is odd, so v
n + 3, and v
n − 2 mod 6, this is consistent with 3.3.
For k > n + 1, if we have u
k−1 . The first instance (if it happens at all) where u
n + 3 will be odd, so v
n + 2 and α
n + 3 will be even, so v 
n − 2 respectively. This shows that v
(1) ∼ v (2) in the sense of 3.3. It is in this way that all cases can be checked.
We define the shift map σ : Σ → Σ by σ(x 1 x 2 x 3 · · · ) = x 2 x 3 · · · . In this way, the concatenation maps σ i can be seen as branches of the inverse of σ.
Lemma 3.4.
If we use the definition of K from equation 3.1 and 3.2, the shift map σ descends to a well defined map from K to K, which we also call σ.
The proof of the above is a matter of showing, for x, y ∈ Σ that x ∼ y if and only if σ(x) ∼ σ(y). This is easily verified to be true in the equivalences in 3.1 and 3.2.
We turn to topological properties of the space, a natural question is what does the intersection of two neighboring cells look like. Proof. The set σ i (K) consists of infinite words beginning with the letter i, the intersection with σ j (K) is the set of words which begin with an i which are equivalent to the words which start with a j. If i = j ± 1, then this intersection is empty, Since there is no loss in generality, we assume that j = i + 1, if we further assume that i is odd, then 3.1 tells us that σ i (K) ∩ σ j (K) is given by the words i3v ∼ j3v or i4v ∼ j4v where v ∈ Σ is an infinite word consisting of 0's and 5's. By ignoring the leading i or j, this set is naturally homeomorphic to the shift space of {0, 1} -which is in turn homeomorphic to the middle third Cantor set (see, for example, [19] ). The case where i is even follows the exact same argument.
If we examine planar realizations of the approximating graphs, we see a large "hole" in the center. We see that this hole consists of truncation of the elements of the set C consisting of words of the form ijv where i, j ∈ X where i is any letter and j is a 3 or 2, and v ∈ Σ is a word consisting of 0's and 1's.
Proposition 3.6. The set C is homeomorphic to the circle.
Proof. If we consider C ∩ σ i (K) (the subset starting in i), then we have that i210 ∼ i310 and ix3010 ∼ ix3110. for any finite word x. The shift space of {0, 1} with x010 ∼ x110 is homeomorphic to the unit interval (this is seen in the limit space of the Grigorchuk group, see [24] section 3.5.3).
In this homeomorphism, the endpoints of the interval are 0 and 10. So we have two copies of the unit interval corresponding to the sets starting with i2 and i3, which are identified at one of the endpoints. This shows that each set C ∩ σ i (K) is itself isomorphic to the interval. These intervals are in turn identified at their endpoints, i20 ∼ k20 and i30 ∼ 30, where k = i ± 1 and = i ∓ 1, depending on whether i is odd or even.
From the results above we obtain, in particular, the following theorem.
Theorem 3.7. The self-similar set K, defined above and called the Stichartz hexacarpet, is an infinitely ramified fractal not homeomorphic to T 0 .
Proof. This follows by proposition 3.5. Since K can be disconnected into arbitrarily small pieces by removing a topological Cantor set, it must be topologically one dimensional. On the other hand, T 0 is topologically 2 dimensional, thus the spaces cannot be homeomorphic. The general theory of topological dimension can be found in [11] (in particular see Definitions 1.1.1 and 1.6.7, Theorems 1.4.5, 4.1.4 and 4.1.5).
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In this section we show that the self-similar structure from the last section can be approximated by graphs constructed from repeated barycentric subdivision of a 2-simplex.
We make this precise by constructing approximating graphs to the hexacarpet K. Taking X = {0, 1, . . . , 5} as in the last section, we define the graph G n = (X n , E n ) with X n as the set of vertices. We define the edge relations E n where two words u and w are connected if there are x, y ∈ Σ such that the concatenated words wx ∼ uy according to the equivalence defining K, as in equations (3.1) and (3.2). We can alternatively define the the set of vertices to be the set of n th level cells of K, where (K w , K u ) are in the edge relation if K w ∩ K u = ∅. In this way, we can think of the vertices of G n as being nth level cells of K.
We now exhibit partitions of the vertex set X n and edge set E n which will be useful in discussing edge relations: Let W 1 = {x 1 x 2 · · · x n | x i ∈ {0, 5} , 2 ≤ i ≤ n} be the set of words of length n whose second through last letters are 0's or 5's. For each x = x 1 x 2 · · · x n ∈ X n \W 1 there is at least one i ∈ {2, 3, · · · , n} such that x i / ∈ {0, 5}. So we may define the function l :
These are the words which end in exactly (n − k) 0s and 5s.
From the equivalence relation ∼ defined on Σ we recover the following edge relations on X n by truncating the relations after the n th coordinate:
, for 2 ≤ k ≤ n. We simplify the edge relations by writing {xiαv, xjαv}. Here α ∈ {3, 4} is the same in both components of the relation when i odd, j = i + 1 mod 6. We take α ∈ {1, 2} to be the same on both sides when i even, j = i + 1 mod 6.
We now collect some information about the cardinalities of the vertex and edge sets.
Proposition 4.1. The following are apparent from our construction: Proof. First we note that each vertex x = x 1 x 2 · · · x n has exactly two edge relations in F 1 , namely {x 1 x 2 · · · x n−1 y, x} and {x, x 1 x 2 · · · x n−1 z} where y = x n − 1 mod 6 and z = x n + 1 mod 6.
In addition, for all 2 ≤ k ≤ n each vertex in W k has one additional edge relation in F k . By construction, the vertices in W 1 do not have any edge relations in F k for all k = 1.
We now collect our information on the graph approximation of the hexacarpet and the graph constructed using repeated Barycentric subdivision of the 2-simplex in order to establish an isomorphism between them. We begin by introducing some information which will be useful in the proof of Theorem 4.7 at the end of this section.
Proposition 4.3. There exists a labeling of B
n (T 0 ) with the strings in X n that establishes a bijection between the two sets.
Proof. Label B(T 0 ) with the elements in the alphabet X = {0, 1, 2, 3, 4, 5} cyclically so that we have the edge adjacencies {1, 2} , {3, 4} , {5, 0} and the vertex adjacencies {0, 1} , {2, 3} , {4, 5}. We call this construction a standard labeling of the offspring of T 0 with the letters of the alphabet X. We note that there are six standard labelings of the offspring of T 0 , and each is uniquely determined by labeling any one child.
We choose an arbitrary child of T 0 to be labeled 0 and construct a standard labeling of the remaining children. Thus we have labeled the triangles of B(T 0 ) bijectively with the words in X 1 via the standard labeling map Φ 1 : B(T 0 ) → X. For n ≥ 2, we shall define an inductive labeling of B n (T 0 ) with the words in X n and establish the bijection Φ n : B n (T 0 ) → X n . By assumption, for each triangle t ∈ B n−1 (T 0 ) we have an associated unique word,
is a bijection). We will label the offspring of t with the words x0, x1, x2, x3, x4, x5 as follows (where x0 denotes the word of length n, x 1 x 2 · · · x n−1 0 ∈ X n ): Let T be the parent of t. From above we know that exactly one child of t is special with respect to T . We assign this triangle the word x0 and label the other children of t according to the standard labeling fixed by x0. Therefore, to each element of B n (T 0 ) we have associated a word of X n . 10 To show that this is an injective labeling, assume that there are two level n offspring s and t of T 0 which have the same label, say x 1 x 2 · · · x n ∈ X n . By the induction assumption, there is exactly one triangle T ∈ B n−1 (T 0 ) with the labeling x 1 x 2 · · · x n−1 . This means that s and t are both children of T which have the same label x n by the standard labeling of the children of T . Thus, s and t are the same triangle. So we have Φ n is an injective map between the finite sets B n (T 0 ) and X n . Since
, we see that Φ n is a bijection as desired. 
Proof.
are not equal by assumption. Also by assumption, s n and t n are adjacent. Therefore, by induction we see that the final statement of the proposition holds.
Lemma 4.6. Let s and t be adjacent level n offspring of T 0 with s ⊂ S ⊂ S and t ⊂ T ⊂ T . Then exactly one of the following is true of the labeling of s and t.
(1) If S = T has the label x ∈ X n−1 , then, either s has label xi and t has label xj for some i ∈ X, j = i + 1 mod 6, or t has label xi and s has label xj. So the addresses of s and t differ only in their last letter by 1 mod 6. (2) If S = T and S = T has the labeling x ∈ X n−2 , then s is labelled xiα and t is labelled xjα. If i is even, then α is either a 1 or 2 (in the addresses of both s and t) and if i is odd, then α is either a 3 or 4 (in both addresses). (3) If S = T and S = T , then the addresses for s and t end in the same letter, which is either a 0 or 5.
Proof. The proof of (1) is immediate from the standard labeling procedure. We have forced the children of every triangle to observe the adjacencies {i, j} for all j = i + 1 mod 6.
For (2), we see that S and T satisfy the hypothesis of (1), therefore without loss of generality we may assume S = xi and T = xj for some j = i + 1 mod 6. Now i is either even or odd. If i is even, then we have S and T are vertex adjacent siblings (this was also forced by our construction). Thus, their common edge is of the form u = [v k , b], k ∈ {0, 1, 2}, where v k (resp. b) is a vertex (resp. the barycenter) of S = T . By the standard labeling of the offspring of S and T , we see that the labels of s and t end in either a 1 or 2. Assume for contradiction that the last coordinate of s and t are different. Thus, without loss of generality, we have that s = xi1 and t = xj2. We see that
where b u is the barycenter of the segment u and b S (resp. b T ) is the barycenter of S (resp. T ). Since s and t have only one vertex in common, it is impossible for s and t to be adjacent. Now we see that the address for s is xiα and the address for t is xjα where α ∈ {1, 2} is the same in both addresses. If i is odd, then S and T are side adjacent siblings and the proof follows as in the case when i is even. 
is a side of s and t we see that s and t are each special with respect to their respective grandparent, S and T . Thus, the last letter in the addresses of both s and t must be 0 by construction. On the other hand, if [m, b 01 ] is the common side of s and t, we see that s and t are both side adjacent to their siblings who received a label of 0. Thus, the last letter in the addresses of s and t must be 5 by the standard labeling construction.
We are now in a position to define the desired isomorphism of graphs. Proof. We already have that Φ n : B n (T 0 ) → X n is a bijection between the vertex sets of the two graphs. It remains to show that Φ n preserves the adjacency structure of the two graphs. Most of the hard work was done in Lemma 4.6. We must now show in particular that if s, t ∈ B n (T 0 ) are adjacent triangles, then Φ n (s) and Φ n (t) satisfy an edge relation in F k for some 1 ≤ k ≤ n.
Let s = s n ⊂ s n−1 ⊂ · · · ⊂ s 1 ⊂ s 0 = T 0 and t = t n ⊂ t n−1 ⊂ · · · ⊂ t 1 ⊂ t 0 = T 0 be the family trees for s and t, respectively, and let m be maximal with respect to s m = t m . Assume
. Then, by part (1) of Lemma 4.6, without loss of generality we have Φ n (s) = x 1 x 2 · · · x n−1 i and Φ n (t) = x 1 x 2 · · · x n−1 j where j = i + 1 mod 6. Thus, {Φ n (s), Φ n (t))} ∈ F 1 , as desired. Now suppose that m = n − 2 and Φ n−2 (s n−2 ) = Φ n−2 (s n−2 ) = x ∈ X n−2
. We apply part (1) of Lemma 4.6 to s n−1 and t n−1 to obtain Φ n−1 (s n−1 ) = xi and Φ n−1 (t n−1 ) = xj, where j = i + 1 mod 6 and i is either even or odd. We apply part (2) of Lemma 4.6 to s n and t n to see that Φ n (s) = x 1 x 2 · · · x n−2 iα and Φ n (t) = x 1 x 2 · · · x n−2 jα, where j = i + 1 mod 6, α is the same in the addresses of both s and t, and α as above. Thus, {Φ n (s), Φ n (t))} ∈ F n , as desired. 12 Finally, suppose that m ≤ n−3. From parts (1) and (2) of Lemma 4.6, we know that Φ m+2 (s m+2 ) = xiα and Φ m+2 (t m+2 ) = xjα, where Φ m (s m ) = Φ m (t m ) = x ∈ X m , j = i + 1 mod 6, and α is as above. For 3 ≤ k ≤ n − m, we see that s m+k and t m+k satisfy the conditions of part (3) of Lemma 4.6. Thus, the last label in the addresses of both s m+k and t m+k is either 0 or 5. Inductively we have Φ n (s) = xiαv and Φ n (t) = xjαv, where j = i + 1 mod 6, α is as above, and v ∈ {0, 5} n−m−2 . Thus, {Φ n (s), Φ n (t))} ∈ F m+2 , as desired. We now see that to each edge in B n (T 0 ) there corresponds an edge in E n . We verify from Propositions 2.5 and 4.1 that the number of edges in each graph is the same. Therefore, we have an isomorphism of graphs given by Φ n .
G D
Each G n inherits a natural planar embedding from B n (T 0 ), see figure 4.1. Two interesting features of these embeddings are their central hole and outer border. Figure 5 .1, generated by the computer program Mathematica, shows a deformed embedding, accentuating these features. In this section we use the isomorphism established in Theorem 4.7 to derive formulas for the length of paths that follow the outer border and the central hole. We call these paths outer and inner circumference paths.
F
. . Graph G 4 , with typical radius (left) and diameter (right) paths highlighted.
Definition 5.1. Let Y n denote the collection of level n boundary triangles of T 0 defined in Definition 2.1. Define the extended level n boundary triangles of T 0 as the set of all t ∈ B n (T 0 ) such that t intersects ∂T 0 in exactly one point. We denote the collection of extended level n boundary triangles of T 0 by Z n . Define the outer circumference path of T 0 , Out n , to be the cycle that crosses each triangle in Y n and Z n . Define the inner circumference path of T 0 , Inn n , to be the cycle that crosses each triangle containing the barycenter b of T 0 as a vertex.
Proposition 5.2.
We have the following formulas for the length of Out n and Inn n :
Proof. We count inductively the length of the outer circumference of T 0 and inner circumference of T 0 . The statements about G n follow from the isomorphism. When we subdivide any triangle, exactly two of its children contain any one vertex of the parent. In particular, we have that for each level n triangle in Z n exactly two of its children are in Z n+1 . Similarly, for each level n triangle containing b exactly two of its children contain b. Since |Inn 1 | = 6, it follows inductively that |Inn n | = 6 · 2 n−1 = 3 · 2 n . Note that when we subdivide any triangle in Y n , exactly two of its children are in Y n+1 and exactly two more of its children are in Z n+1 . From Proposition 2.5, we know that |Y n | = 6 · 2 n−1 = 3 · 2 n , thus
Next we recall some standard definitions regarding distance on an arbitrary finite graph G = (V, E), see [9, 12] for references.
Definition 5.3. The graph or geodesic distance d(x, y) between two vertices x, y ∈ V is the length of the shortest edge path connecting them. The eccentricity E(x) of a vertex x ∈ V is defined as E(x) := max{d(x, y) : y ∈ V }. Now the diameter and radius of a finite graph G can be defined
. If the length of the shortest edge path connecting a central vertex to another vertex equals the radius of a graph, then we call that path a radius path. A diameter path is defined analogously. Note that a radius or diameter path connecting two vertices need not be unique.
Using Mathematica's graph utilities package we were able to compute the radius and diameter of G n for 1 ≤ n ≤ 9 and to plot radius and diameter paths. See figure 5.1 for some examples. On observing these paths we noticed that the typical radius path of G n+1 is composed of a partial path along Inn n+1 and an approximate diameter path of G n . This suggests the equation
| is the length of the partial path along Inn n+1 and Dadj n is the adjustment needed for agreement with our data. Similarly, the well known fact that R(G) ≤ D(G) ≤ 2R(G) for any finite graph G suggests the equation
where Radj n is the adjustment needed for agreement with our data. Both adjustments and |P Inn n+1 | appear to obey simple recurrence relations, see tables 5.1 and 5.2. Solving these relations using the standard techniques gives the likely formulas
Combining equations (5.1) through (5.5) yields the recurrence relation
Solving this recurrence relation results in explicit formulas for R(G n ) and D(G n ).
Conjecture 5.4. We conjecture the following formulas for the radius and diameter of G n : (1) R(G n ) = 1 18 (2 n+1 (13 + 3n) + (−1) n − 9) (2) D(G n ) = 
(2 n − (−1) n − 3) T . . Observed relation between R(G n+1 ), |P Inn n+1 |, and D(G n ).
N D , C
From Theorem 4.7, the level n hexacarpet G n and the nth Barycentric offspring of a triangle are isomorphic. The following results assume that we are working with vertices from G n , but without loss of generality, we can assume they are cells of B n (T 0 ). We look to solve the eigenvalue on the hexacarpet on G n (6.1) − ∆ n u(x) = λu(x) at every vertex in G n . For a finite graph, G n , the graph Laplacian −∆ n u(x) is given as we venture Conjecture 1.1 part (1) and (2) in the possibility that a Laplacian and its corresponding diffusion process exist on the limit object, the hexacarpet. The best estimate for ρ will come from our estimates for the lowest nonzero eigenvalue, thus giving us an estimate of ρ ≈ 1.3064. The hexacarpet has six contraction mappings, and the natural contraction ratio from Section 2 is 1/2. With τ = 6ρ, our calculation above suggests that the spectral dimension is 2 log(6)/ log(τ ) ≈ 1.74. Part (3) of Conjecture 1.1 comes from the fact that the hexacarpet has well defined reflection symmetries, which make it plausible to apply the methods of [4, 3] . Moreover, we expect logarithmic corrections because the approximating graphs have diameters which seem to grow on the order of There is an extensive literature on heat kernel estimates and their relation to functional inequalities (see [4, 3, 13, 14, 15, 21, 30] and references therein), which provides general framework and background for our calculations and conjectures. . 19 The reasoning for part (4) of the conjecture is illustrated in Figure 6 .3, as gaps in the spectrum correspond to flat intervals in the eigenvalue counting function. It is a worthwhile point of investigation because of [31, 17] . Finally, part (5) of the conjecture is ventured because of recent work on spectral zeta functions [8] (see [22, 32] for background).
