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Abstract
Remote sensing techniques involving hyperspectral imagery have applications in a
number of sciences that study some aspects of the surface of the planet. The analysis of
hyperspectral images is complex because of the large amount of information involved and
the noise within that data. Investigating images with regard to identify minerals, rocks,
vegetation and other materials is an application of hyperspectral remote sensing in the
earth sciences. This thesis evaluates the performance of two classification and clustering
techniques on hyperspectral images for mineral identification. Support Vector Machines
(SVM) and Self-Organizing Maps (SOM) are applied as classification and clustering tech-
niques, respectively. Principal Component Analysis (PCA) is used to prepare the data to
be analyzed. The purpose of using PCA is to reduce the amount of data that needs to be
processed by identifying the most important components within the data. A well-studied
dataset from Cuprite, Nevada and a dataset of more complex data from Baffin Island
were used to assess the performance of these techniques. The main goal of this research
study is to evaluate the advantage of training a classifier based on a small amount of data
compared to an unsupervised method. Determining the effect of feature extraction on
the accuracy of the clustering and classification method is another goal of this research.
This thesis concludes that using PCA increases the learning accuracy, and especially so in
classification. SVM classifies Cuprite data with a high precision and the SOM challenges
SVM on datasets with high level of noise (like Baffin Island).
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Chapter 1
Introduction
Remote sensing refers to the technique of obtaining information about a remote lo-
cation without any physical contact with it [74]. Some remote sensing processes utilize
several images taken from the same target with different sensors which have different
sensitivity levels. Each of these sensors records a narrow band of spectra. Hyperspec-
tral imagery is a relatively new technology which greatly aids remote sensing [50]. The
surface of almost every terrain on Earth could theoretically be mapped by hyperspectral
images. There are, however, some complications associated with this technology. Ob-
taining these images requires specific weather conditions. Time and expertise are needed
in order to interpret the data. Images captured by sensors with different sensitivity levels
provide massive amount of information in the form of an image cube. Because each pixel
covers a specific area, which may be composed of different materials, some pixel spectra
are comprised of a mixture of spectral signatures of those materials. In addition to the
large amount of data, noise will also affect the results. These factors make it difficult to
analyze the data manually. The noiseless signature of a material is called the endmem-
ber of that material [74]. Several techniques are regularly used to interpret the raw data
and predict the existing materials or estimate the distribution of different minerals on a
hyperspectral image. These techniques work quite well on simple data. In more com-
1
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plicated cases with numerous different materials, however, it is not possible to recognize
the identity of each single pixel of the image. There are many applications for remote
sensing. Exploring different rocks and minerals within an area are some of these remote
sensing applications [72]. In many cases, examining constitutive materials of a region of
earth is too difficult for logistic reasons, and therefore remote sensing can contribute in
identifying the minerals, rocks and other materials of that area.
Mineral identification problems can be stated as a classification problem or a clus-
tering one. In this research study, Support Vector Machines (SVM) and Self-Organizing
Maps (SOM) are applied as classification and clustering techniques. SVM is one of the
most popular classification methods used for hyperspectral classification [57] and it has
been used in different variations in this field of study [12, 66]. Many potential improve-
ments can be applied to increase its performance. Improving this powerful classification
method for hyperspectral data by paring it with Principal Component Analysis (PCA) and
applying Error-correcting output codes (ECOC) on it, is the motivation for this research
study.
SOM is not a widely used technique in hyperspectral mineral identification. There are
statistical and geometrical approaches due to unmixing and clustering hyperspectral data
[7]. In this study, SOM is selected as the unsupervised learning method [42] to assess the
advantage of supervised learning versus unsupervised learning. When SVM is applied
to real data as a classification method, it is important to use the least possible number of
samples for training. Extracting the most useful aspects of the spectra is another important
matter. Principal Component Analysis (PCA) is applied due to extract useful spectral
features. One of the goals of this thesis is to extract the most informative features and
increase the accuracy of classification on small training sizes. Cuprite data which is a
well-defined hyperspectral dataset [61] is used as benchmark. A hyperspectral dataset
from Baffin island represents a less ideal dataset used for evaluating the proposed method.
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1.1 Goals
The main goal of this research study is to evaluate a classification method against a
clustering technique. SVM is a common classifier that has been used in this field [28, 24,
2, 81]. We try to improve the common SVM structure by applying ECOC. Self-organizing
maps (SOM) are frequently introduced as a fairly strong clustering method in situations in
which the number of clusters is not known in advance [42]. Three approaches contribute
towards the main goals of this research:
1. Improving support vector machines implementation.
2. Applying self-organizing maps.
3. Comparing the results of the classifier and the clustering method with the improved
classification approach.
1.2 Thesis Structure
The structure of this thesis is as follows. Chapter 2 explains background information
on hyperspectral remote sensing. This chapter also reviews literature for different feature
extraction and classification methods that have been used in the area of hyperspectral
classification. Chapter 3 describes the implemented methodology in detail. Chapter 4
explains the data and all of the experiments and analysis the results from different runs and
finally, Chapter 5 presents the conclusions and describes future research opportunities.
Chapter 2
Background and Literature Review
In this chapter, background information on the aspects of earth science and com-
puter science used throughout this research is reviewed. The earth science terminology is
needed to describe the problem this work aims to solve. The machine learning tools will
also be discussed in the following chapters.
2.1 Remote Sensing
Remote sensing is a field of study which acquires information from an object without
physical contact with it [74]. This is done by sensing the emitted electromagnetic energy,
and processing and analyzing the data [38]. The field of remote sensing is broad and
encompasses vision, astronomy, observing Earth from a distance, sonar and even medi-
cal imaging. Remote sensing can be addressed as an instrument-based technology used
to acquire and measure spatially organized data on electromagnetic energy reflected by
objects on the Earth’s surface. In this thesis, the discussions and applications of remote
sensing will be restricted to applications within earth sciences. Hyperspectral imaging
is a type of spectral imaging which has been used broadly in remote sensing. It collects
4
CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 5
Figure 2.1: Graphic representation of hyperspectral data [21].
and demonstrates information from across the electromagnetic spectrum [13]. Human
eyes see visible light in wavelengths between 380 nm and 750 nm. This bandwidth is
pretty narrow compared to some hyperspectral imaging instruments which record infor-
mation in the wavelength range of 380 nm to 2500 nm [70]. This range is divided into
narrower ranges, each with a restricted wavelength, referred to as spectral band. The
three-dimensional representation of these images constructs a hyperspectral image cube,
which is used for processing and analysis. A two-dimensional representation of a hyper-
spectral cube is shown in Figure 2.1. One of the common airborne sensors is NASAs
Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) which is able to acquire more
than 200 bandwidths for a single location [30]. Figure 2.2 shows the schematic of hyper-
spectral imaging. For a specific object, each of the spectrometers records the reflectance
in a narrow range. Putting these narrow wavelength slices together reconstruct the entire
spectra of the target. Each material exhibits unique absorption characteristics. Hence,
its spectrum could be considered as a signature for it. In earth sciences, the reflection
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Figure 2.2: Hyperspectral imaging schema [27].
characteristics of each mineral measured with precise instruments in laboratory is called
endmember of that mineral [74].
Cuprite is a standard hyperspectral case study in earth sciences. Cuprite is an area lo-
cated in Nevada, US and its information have been captured by AVIRIS. Figure 2.3 shows
a false colour RGB image and the reflectance image at 2229 nm bandwidth. AVIRIS and
other hyperspectral imaging devices consist of hundreds of spectrometers where each of
them is sensitive to a specific reflectance wavelength. Hyperspectral imaging produces
a large amount of information and it has its advantages and disadvantages [5]. The data
provided by hyperspectral imaging helps to identify constituent materials of an area. On
the other hand, finding relevant and helpful information is difficult due to an issue known
as the “curse of dimensionality” [4]. This refers to issues that arise in analyzing data in
high-dimensional spaces that do not occur in low-dimensional data. Increasing the di-
mensionality of data increases the volume of the space, so the available data becomes
sparse [3]. Another problem is the effect of noise. There are two effects, which add noise
to the radiance spectrum: sensor offset and atmospheric scattering. As the sensors are
not perfectly precise, sensor offset, which is the internal instrument noise adds some lev-
els of error to the procedure of acquiring images. Particles suspended in the atmosphere
cause redirection of energy which is called atmospheric scattering. The wavelength of in-
coming radiation and the depth of atmosphere that the radiation must travel through, the
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number of particles in the atmosphere and the size of the particles affect the atmospheric
scattering.
One way of extracting information is via machine learning with the cooperation of
the scientists in both fields (computer science and earth sciences). Biederman’s work [6]
could be mentioned as one of the first examples of this collaboration. Removing the noise
and finding the important and useful features is the main issues that computer science
contributes to hyperspectral remote sensing [62, 34].
2.2 Pattern Recognition Tools
Different pattern recognition techniques and tools are used in the experiments dis-
cussed here. These techniques and the relevant concepts are explained in this section and
will be addressed in the methodology section.
(a) False-colour RGB image. (b) AVIRIS image, 2229 nm.
Figure 2.3: Cuprite, Nevada and its AVIRIS image 2229 nm.
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2.2.1 Feature Extraction
In most of real pattern recognition applications, the data needs to be transformed into
a new space of variables to make problem-solving easier [8]. The purpose of extracting
features is to retrieve the features which best represent the objects. Feature extraction
naturally leads to dimensionality reduction [75]. There are some problems which make
feature selection essential as a part of preprocessing. Large numbers of features, redun-
dant features and less informative features are problems, which will reduce the accuracy
of later processes. Feature extraction encompasses a wide range of algorithms and tech-
niques. Feature extraction techniques are mostly defined as transformations. The ex-
tracted feature can be a linear combination of raw features or a non-linear combination in
more complicated feature extractors.
2.2.1.1 Principal Component Analysis
Principal component analysis (PCA) is a widely used feature extraction method,
which has found application in many fields such as face recognition [40] and hyperspec-
tral image compression [22], and is a common technique for identifying patterns in data
of high dimension [8]. PCA represents the data in a specific way to distinguish their
similarities and differences. Since graphical representation for data with more than three
dimensions is not available and patterns in high-dimension data can be hard to find, PCA
is a powerful tool to make the data understandable and easier to analyze. The main advan-
tage of PCA is that it compresses the data and avoids redundant features with minimum
loss [17]. Following five step represents how PCA can be applied to a set of data:
• Step 1: Subtracting the mean: This produces data with mean of zero in all di-
mensions.
• Step 2: Calculating the covariance matrix: Each element of this matrix shows
the correlation of two dimensions of the dataset.
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• Step 3: Calculating the eigenvectors and eigenvalues of the covariance matrix:
Since the covariance matrix is square, calculating the eigenvectors for this matrix
is possible.
• Step 4: Choosing components and forming a feature vector: The feature di-
mensions with larger eigenvalues contain more information and are considered as
principal components. Dimensions with smaller eigenvalues carry less informa-
tion. The eigenvectors need to be ordered by eigenvalues. By choosing a subset of
eigenvectors, the data is compressed and will be reduced. In this way the dimen-
sions which are not carrying much information will be ignored.
• Step 5: Transferring data to the new space: By multiplying the data into the
matrix of selected eigenvectors the data will be transformed to the new space.
2.2.2 Support Vector Machines (SVM)
In the supervised classification process a portion of data samples is used to model the
data. This set of data is called a training set, and it is given to the learning algorithm
to create a data model. The two-class classification problem is the easiest classification
problem. In these cases classification algorithms should find a line or a curve (in one or
two dimensional data) or a hyperplane to separates the class samples. Support vector ma-
chines (SVM) [10] were introduced to the statistical learning domain [78] for regression
and classification two decades ago. They have also been used for classification of hyper-
spectral data [31, 56, 49]. This technique finds an optimal separation surface between the
class samples. Generally there are lots of surfaces, which can separate the classes. Despite
of similar classification methods (multilayer perceptrons) SVM tries to find the optimal
hyperplane with the most generalization ability. SVM finds the hyperplane, which has
the most distance with support vectors. Support vectors are the training samples which
are nearest to the other class’s samples. They are located at the border of their class. The
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mathematical formulation of SVM is available in [10, 77].
2.2.2.1 Basic SVM
Basic SVM, as proposed by Vapnik in [78], provides a solution for a linearly separable
two-class problem. The SVM defines a hyperline, which has the maximum generalization
ability. This classifier has the widest margin. The margin is defined as the distance of the
hyperplane to the nearest support vector. Basic SVM cannot be applied for non-linearly
separable or multiclass problems. Figure 2.4 shows a representation of a maximum
margin separating hyperplane.
Figure 2.4 shows a set of n data samples of two classes. In this sample two classes are
linearly separable. The procedure of finding the maximum margin classifier (by support
vector machine) for this data isasn follows: Any hyperplane could be described as a set
of points x satisfying w.x − b = 0,. The parameter b‖w‖ is the offset of the hyperplane.
Considering the data is linearly separable, there are two hyperplanes that separate the
Figure 2.4: Support vector machine schema [16].
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data, and there are no points between them. SVM tries to maximize their distance. The
area bounded by these hyperplanes is called “the margin”. These two hyperplanes can be
written by the equations w.x − b = 1 and w.x − b = −1. The distance between these
two hyperplanes is
2
‖w‖ . As the data points are not supposed to fall into the margin, the
following constraint should be a added:{
w.xi − b ≥ 1 for xi of the first class
w.xi − b ≤ −1 for xi of the seond class
or it can be restated as yi(w.xi − b) ≥ 1, for all 1 ≤ i ≤ n. Therefore the problem
of finding the hyperplane w.x − b = 0 with maximum margin is reduced to minimize
‖(w, b)‖. In this optimization problem ‖w‖ could be replaced by 1
2
‖w‖2. This is a
quadratic programming optimization problem: min
(w,b)
1
2
‖w‖2 subject to the constraint (for
any i = 1, · · · , n) yi(w.xi − b) ≥ 1. Lagrange multiplier is a strategy to find the mini-
mum or maximum of a function with equality constraints [80]. By introducing Lagrange
multipliers α, this constrained problem can be expressed as
min
(w,b)
max
α≥0
{1
2
‖w‖2 −∑ni=1 αi[yi(w.xi − b)− 1]}
At this point one saddle point is the required answer. This is a standard quadratic program-
ming problem and according to the Karush-Kuhn-Tucker’s conditions [44] the solution is
a linear combination of data samples.
w =
n∑
i=1
αiyixi (2.1)
Only a few αi will be greater than zero. The corresponding xi are the support vectors,
which lie on the margin and satisfy yi(w.xi − b) = 1. as the yi = ±1 and nonzero,
therefore
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w.xi − b = 1/yi ⇐⇒ b = w.xi − yi
And (w, b) indicates the separator hyperplane with maximum margin.
2.2.2.2 Non-linear separability
In non-linearly separable data, there is not any line which can separate classes. To
enable SVM to classify non-linearly separable data, two general approaches are used:
soft margin SVM and kernel SVM.
In soft margin SVMs there is a limited tolerance of error in order to converge to a
separation hyperplane [82]. In this approach, the classifier is not a curve but by accepting
some samples located in the margin makes it possible to attain a separation hyperline.
The generalization ability of this classifier is less than that for basic SVMs.
Another technique to handle non-linearly separable classification problems is to use
kernel SVMs. Kernel transfers data from input set S into an inner product space V . The
data in new space has more dimensions compared to the original space. A suitable kernel
makes the data linearly separable in the new space [9, 60]. Effect of a general kernel K
on vectors xi and xj from set S can be expressed as
K(xi, xj) = 〈ϕ(xi), ϕ(xj)〉 (2.2)
Using a kernel produces new dimensions for the data. This transformation to a higher
dimension space increases the chance of finding a dimension which the data is linearly
separable on it. Figure 2.5 shows a general representation of applying a kernel on a non-
linearly separable data. In this figure, the left image shows the data in the original space
and the right image shows two dimensions of data in the new feature space.
The polynomial (homogeneous) kernel could be mentioned as the simplest kernel for
SVM. This kernel is defined as
K(xi, xj) = (xi.xj)
d (2.3)
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Figure 2.5: Mapping non-linearly data using kernel function [1].
2.2.2.3 Multi-class SVM
There are numerous binary classification methods like decision trees [73], Bayesian
networks [37] and SVMs which are successful in binary classification. But SVM classifi-
cation ability is not limited to two-class problems. There are algorithms to extend binary
classifiers to multiclass classification. The one-vs-all classification [68] and one-vs-one
classification [35, 33] are two popular and simple algorithms for this purpose.
One-vs-all strategy consists of constructing a SVM for each class. These SVMs are
trained to distinguish a class from all other classes. One-vs-all converts a C−class prob-
lem to C binary classification problems. According to one-vs-all strategy, SVMi which
separates class i from other classes considers class label of 1 for data samples belong to
class i and 0 for all other samples.
One-vs-one strategy converts C−class problem to C(C − 1)/2 binary classification
problems. In this method there is one SVM to distinguish each class from another. Ac-
cording to this strategy there is one SVMij to separate class i from class j. The other
class samples do not considered in training this SVM. This approach is more accurate
than one-vs-all because it separates each two classes specifically. Although the number
of SVMs getting trained is much more in one-vs-one strategy, but each of these SVMs
should solve easier problems. Therefore, the runtime of one-vs-one strategy is less than
one-vs-all [59].
Error-correcting output codes (ECOC) [20] is the multiclass strategy that has been
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used in this research study. ECOC is more complicated than the other strategies, but it is
more efficient. Similar to other multiclass strategies, ECOC generates a bit vector for each
class. This process is best explained using an example. Table 2.1 contains an example
of an ECOC code generated for a four-class problem. In order to classify a four-class
problem with a binary classifier (like SVM) using ECOC, seven classifiers are needed.
Table 2.1 shows the regular labeling and ECOC class labeling for each class. In this
table, the bit vector assigned to each class label shows what each classifier is given as
class label for the set of data. For example, in the first row, the first class is introduced to
the first three classifiers as class one and has been introduced to 4th and 7th classifier as
class 0. In this way each of these seven binary classifiers should separate 1s from 0s.
The most important advantage of this coding system over the two other strategies is
error correction. Each class bit vector is different by other class bit vectors at least in three
bits, and it helps to identify the class label of a data sample, even if one of the classifiers
made a wrong decision about it. An example demonstrates the benefit of this feature.
Consider a data sample that belongs to the first class. If the first classifier misclassifies it,
the generated code will be different by the first class’s bit vector in one bit. However, it
will still be different to the other three bit vectors in two bits, and thus there is only one
closest code to it. Therefore ECOC enables the decision system to make a right decision
even though one classifier misclassified it.
Table 2.1: Binary codes generated by ECOC for a four-class problem.
Regular labels ECOC labels
1 1 1 1 0 1 1 0
2 1 0 0 1 0 1 0
3 0 0 1 1 0 1 1
4 1 1 0 1 1 0 1
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2.2.3 Self-organizing Maps
Unsupervised learning refers to finding a hidden structure in unlabeled data. In un-
supervised learning, which is also called clustering, learning processes consists of input
data without corresponding target values [8]. Clustering categorizes the data into groups
based on the similarities and differences of features.
The self-organizing map (SOM) [41], which is also called a Kohonen map, is an
unsupervised neural network learns based on winner-take-all learning strategy. In this
competitive strategy, each neuron inhibits others in order to stay active [52]. Producing a
two dimensional visualization of data is one of SOM’s advantages. SOM’s most important
feature is that it categorizes the data without knowing the actual number of categories
(clusters) [42].
A SOM consists of a number of nodes (neurons). In addition to having specific coor-
dinates, each node has some weights. There are as many weights as dimensions of input
for each node. The weights are initiated randomly. During the training process, each
data sample chooses the best matching unit (BMU). BMU is the node which its weights
has the minimum distance with the input vector. Euclidean distance is usually used for
calculating the distance:
dist(x,w) =
∑n
i=1(wi − xi)
where x is the n−dimensional input vector and w is the given node’s weight vector.
The weight on the BMU and its neighbors are adjusted toward the input vector. This
adjustment is done using a learning rate. The learning rate and neighborhood size are
decreased during the training process. Adjusting process of weights can be expressed as:
wi(t+ 1) = learningrate(t)× (wi(t)− xi)
where wi(t) is the ith weight of node at time t.
The pseudo code for the SOM is as follows:
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Input : InputVectors, iterationsmax, learnRate0, neighborhoodSize0, latticewidth, latticeheight
Output: WeightVectors
WeightVectors← InitializeWeightVectors( latticewidth, latticeheight, InputVectors)
For(i = 1 to iterationsmax)
learnRatei← CalculatingLearningRate(i, learnRate0)
neighborhoodSizei← CalculateNeighborhoodSize(i, neighborhoodSize0)
V ectori← SelectInputVector(InputVectors)
Bmui← SelectBestMatchingUnit(V ectori, WeightVectors)
Neighborhood← Bmui
Neighborhood← SelectNeighbors(Bmui, WeightVectors, neighborhoodSizei
For(Weight(i) ∈ Neighborhood)
For(Weight(i)attribute ∈ V ectori)
Weight(i)attribute←Weight(i)attribute + learnRatei ∗ ((V ector(i)attribute -
(Weight(i)attribute)
end
end
end
Return(WeightVectors)
2.3 Literature Review
During the last two decades several machine learning approaches have been applied
to classify hyperspectral images [13]. These algorithms can be divided into two main
categories: (i) feature extraction algorithms and (ii) classification algorithms. Feature
extraction algorithms try to deal with the curse of dimensionality corresponding to large
numbers of noisy features. Classification algorithms have been applied to identify the
contents of all pixels or tracing some particular material in hyperspectral data [53].
2.3.1 Feature Extraction Methods
Different versions of PCA are popular feature extraction methods for high-
dimensional data [39]. The coordinates of the eigenvector elements are called principal
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components. The directions of the first n eigenvectors corresponding to the biggest n
eigenvalues cover as much variance as possible by n orthogonal directions. Since the
transformed features are sorted by the variance of data in them, in many applications the
first features contain the most interesting information. For instance, in data compression,
data is projected onto the directions with largest variance to retain as much information
as possible. Moreover, in de-noising small variances are deliberately discarded [58, 19].
In addition to the basic PCA, there are new generations of PCA which are designed to
improve the performance of feature extraction in more complicated cases. As outlined
below, these have been broadly applied to hyperspectral datasets.
2.3.1.1 Noise-adjusted Principal Component Analysis
One type of PCA is noise-adjusted principal components (NAPC). NAPC tries to
handle noisy data. In order to do so the signal-to-noise ratio (SNR) is taken into account
as well as the variance. The principal components resulting from a maximum variance-
based PCA do not necessarily represent image quality. Applying maximum noise fraction
(MNF) will cause the PCA to sort features by signal-to-noise ratio rather than variance
[29]. The MNF was presented later in [46] as a noise-whitening processing. One of the
major disadvantages of this approach is that the noise covariance matrix must be estimated
accurately from a priori knowledge, which is not possible in most cases. Another issue
is that the factor of interference is not taken into account in MNF or NAPC in which the
interfering effect tends to be more serious than the noise in hyperspectral images [14, 48].
2.3.1.2 Kernel PCA
The kernel PCA, as a nonlinear feature extractor, has been proven to be a powerful
preprocessing tool for classification algorithms. It can also be considered as a natural
generalization of linear principal component analysis. Kernel PCA first maps the data
onto a new domain using the kernel. By choosing a suitable kernel, extracting features in
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new space would be easier. As PCA basically is a linear transformation, using a nonlinear
transformation as a kernel would be significantly helpful in hyperspectral data classifi-
cation [54]. Applying a kernel to transfer features to a new space is essential for hyper-
spectral data and other high-dimensional data. Kernel PCA is a useful method to extract
features for nonlinearly separable data. However, using kernel classifiers like SVM is
another alternative for transforming data.
2.3.2 Classification Methods
2.3.2.1 Artificial Neural Networks
Artificial neural networks [69, 47] are modeling systems inspired by the brain’s struc-
ture. They learn patterns from experiences and predict new cases. The most popular
artificial network is the multi-layer perceptron (MLP) [71]. MLP is a supervised learning
tool. The simplest structure for an MLP consists of one input layer, one output layer and
at least a hidden layer of neurons in the middle. The number of neurons in the input layer
is the same as number of features and all of them are connected to the neurons in hidden
layer with coefficients called weights. In fact these weights regulate the intensity effect of
each feature in the decision process. Artificial neural networks have always been popular
classifiers [11, 51]. They have been successful in modeling the distribution of land cover
or vegetation based data in remote sensing [64, 25]. They have been applied in other
remote sensing studies. Species richness [32], biomass, productivity [45] or conservation
priority of habitats [23] are some examples of the wide application of MLP in remote
sensing.
One important advantage of MLP is their non-parametric nature. This feature made
them able to deal with almost all kinds of data without considering its statistical proper-
ties. On the other hand, the results of neural networks are sometimes costly to interpret.
The output of the network cannot represent the data clearly. Another disadvantage of ar-
tificial neural networks is the high risk of over-fitting. Over-learning (over-fitting) means
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that the classifier becomes adapted to the training samples. Therefore it loses the gener-
alization ability. This usually happens in large networks with complex functions [76].
2.3.2.2 Genetic Programming
Genetic programming (GP) is an evolutionary algorithm inspired from biological sys-
tem. GP not only is an optimization tool but also it could be used as a classifier. GP is
a specialization of genetic algorithm (GA) [26] proposed by Koza [43]. One successful
approach is training a single GP for each class [70]. In this experiment it is applied to
Cuprite data, there is one GP system for each class. It means that each GP system con-
siders samples of one class as positive samples and the other samples as negative ones.
One specific feature of GP which makes it suitable for hyperspectral classification, is its
ability in evaluating the usability of features and increasing or decreasing the effect of
each feature in classification process.
2.3.2.3 Support Vector Machines
A Support Vector Machine (SVM) proposed by Vapnik in 1979 [79] is a classifica-
tion technique. Similar to artificial neural networks, SVMs are non-parametric learn-
ing technique, and so there is no need for priori knowledge of data distribution. SVMs
have recently been widely used for the classification of hyperspectral images [63], which
SVM is used as the major classification tool in remote sensing applications. Assigning
weights to the misclassified samples and minimizing the total error was one practical
way to apply SVMs on hyperspectral data [49]. SVM appears to be a robust alternative
for pattern recognition with hyperspectral data. Since the method is based on a geomet-
ric point of view, no statistical estimation is necessary. SVM outperforms the classical
supervised classification algorithms, such as maximum likelihood, when the number of
spectral bands increase or the number of training samples is limited. Among different
common pattern recognition methods such as maximum likelihood, K-NN and neural
CHAPTER 2. BACKGROUND AND LITERATURE REVIEW 20
network (RBF and MLP), SVMs have shown the best performance in solving the remote-
sensing problems [36, 56, 57].
Chapter 3
Methodology
The implemented system consists of several steps, including receiving raw data, pre-
processing, machine learning processes, and post-processing stages. This chapter pro-
vides a detailed explanation of these steps.
3.1 Data Preprocessing
The following proposed method is applied to hyperspectral data. These data were
provided in the format of multiple 8 bit (0-255) images, one for each spectral band, with
the same X/Y dimension. The measured reflection intensity within each band is scaled
to a value between 0 and 255 in each image. This way the gray level intensity of each
pixel in each image shows the measured feature of the corresponding area. For one of the
data sets (Cuprite) there is one RGB image containing information about the class, which
corresponds to each pixel. This image is referred to as the ground truth image. In the
first step, the data is extracted from raw images. Each data sample consists of the pixel
intensity values of every pixel located in the same relative position in all images. Reading
all the images and saving the information as a set of feature vectors, creates a dataset.
21
CHAPTER 3. METHODOLOGY 22
In this dataset all data samples have the same number of features (corresponding to the
number of images).
In the first step, data is normalized. Since the minimum and maximum possible val-
ues for each feature is 255, by dividing all values by 255 the data will be normalized.
The minimum and maximum values of some feature dimensions may be different and
dividing them by 255 may change the variance of the data in those feature spaces. Nev-
ertheless, this makes it possible to retrieve the original data in case if necessary. It should
be mentioned that only pixels or samples for which a classification is known are used
in the experiments because only these pixels can be used to evaluate the accuracy of the
methods. This means that pixels with a zero value (black) are not included.
3.2 Feature Extraction Using PCA
The hyperspectral data typically have more than one hundred features (spectral
bands). Such a large number of features will cause some restrictions for machine learn-
ing algorithms. Some classifiers (even strong ones like SVM) are very sensitive to the
number of features. In order to reduce the number of features and also identify the in-
formative ones, PCA is used on these data. Matlab’s 2011 [55] “statistics Toolbox” is
employed for the implementation of PCA algorithm. Specifically princpmp function of
Matlab performed the PCA transformation for this experiment. By applying PCA, in
addition to transformation of data, eigenvalues will also be calculated. Eigenvalues act
like indexes to measure the usability and importance of each feature dimension. The data
in the first dimensions of PCA is more distributed than the features in dimensions with
smaller eigenvalues. The classification method will be applied on PCA-transformed data.
SVM is the selected classifier for this purpose. SVMs are highly sensitive to the number
of features and failure in finding separator line in even one feature space prevents it from
converging to a hyperplane. Therefore applying such a feature extractor is essential. In
order to find the best set of features, various numbers of them were considered in different
CHAPTER 3. METHODOLOGY 23
experiments (for classification and clustering). A comprehensive set of features carries
informative features and also avoid redundant information.
3.3 Classification Using SVM
Classifying a multiclass dataset using SVM has several steps. It could be stated as a 5
step process:
1. Assigning binary class labels: In order to classify multiclass data, a set of SVMs
should be trained. Data samples need to have binary class labels. The ECOC has been
used to generate the binary class labels for each class according to the generated labels. It
is also responsible for regrouping the class samples to prepare a two-class classification
problem for each SVM.
ECOC algorithm assigns a bit vector to each class label. In each bit vector, the ith
bit shows the new class label of each class for ith classifier. The classes with label 1 are
considered as one group and the ones with label 0 are considered as another group. The
number of needed SVMs depends on the length of bit vectors generated by ECOC. The
ECOC algorithm was implemented in Matlab 2011.
2. Training and test sets: For each experiment there is a training set and a test set. The
portion of data that is the training set is excluded from the eventual testing. All samples
not part of the training set are considered as the test set. Various sizes of training sets
have been tried, which is explained later in Chapter 4.
3. Finding kernel: Considering the fact that the data is not linearly separable, finding
an appropriate kernel is an important task. Even using soft margin SVMs, the classifier
tolerates certain amount of errors. If an inappropriate kernel has been chosen, the SVM
fails to converge to any separator. Among the kernels provided for SVM in Matlab Bioin-
formatics Toolbox (linear, quadratic, polynomial, MLP and RBF) RBF is the only kernel
CHAPTER 3. METHODOLOGY 24
which showed acceptable results.
Gaussian radial basis function kernel (RBF) is the most popular kernel for SVM [15].
RBF kernel simply shows the similarity of two vectors. RBF which is also known as
squared Euclidean distance between two feature vectors is defined as:
K(xi, xj) = exp(−‖xi − xj‖
2
2σ2
) (3.1)
where σ is a free parameter.
4. Optimization solution algorithm: As explained in chapter 2, finding a hyper-
plane could be defined as a optimization problem. There are common algorithms such
as quadratic programming (QP), least squares error (LS) and sequential minimal opti-
mization (SMO) for solving optimization problems.
QP is a very time consuming (about 25 times more than SMO) and in numerous cases
the program doesn’t converge to a hyperplane in an acceptable time. It also expensive
in case of computer hardware especially RAM. LS achieves to a hyperplane but is is not
successful (as LS does not support soft margin).
SMO is the selected algorithms to find the best separating hyperplane. It is much
faster than QP and doesn’t need much computer memory. It also supports soft margin.
According to SMO, the quadratic programming problem of training a SVM could be
expressed as
max
α
n∑
i=1
αi − 1
2
n∑
i=1
n∑
j=1
yiyjK(xi, xj)αiαj, (3.2)
subject to 0 ≥ αi ≥ C, for i = 1, 2, · · · , n, and
∑n
i=1 yiαi = 0.
which C is a SVM parameter andK(xi, xj) is the kernel function and αi are the Lagrange
multipliers.
After selecting suitable kernel and optimization algorithm, SVMs get trained on the
training sets.
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5. Evaluating classifier: After training the SVM set and getting the results of the test
set, the accuracy of the classifier on each class is measured. For each testing sample, each
SVM returns a bit as class estimation. The results of all SVMs create a bit vector for
each sample. The answer vector and the target vector (assigned by ECOC) are compared.
If they are the same or different in one bit, those samples will be considered as correct
answers. ECOC guarantees that the target bit vectors are different at least in three bits.
Therefore, one misclassification could be corrected. This feature helps to increase the
overall accuracy of the classification result.
The overall performance of the classification system is the average accuracy of
classification on all classes regardless of the number of samples belonging to each class.
The accuracy of classification of each class is calculated by dividing the number of
correctly classified testing samples per each class by the size of testing set of that class.
The classification process is applied with different configurations on each data. These
different configurations consist of different sizes of training sets and different number of
features. In order to make sure that the results are reliable, 30 runs have been carried
out for each configuration set. In each run, the training set have been selected randomly
from data samples. svmtrain and svmclassify functions from Matlab 2011 “Bioinformat-
ics Toolbox” performed SVM classification. Table 3.1 summarized the configuration
parameters used for SVM.
3.4 Clustering Using SOM
In the clustering process, SOM will be applied to PCA transformed and to non-
transformed data. The SOM Algorithm was implemented in Matlab 2011. The SOM
algorithm is simple and does not contain many variables. The number of initial nodes and
the structure can be changed. SOMs with different numbers of initial nodes and different
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Table 3.1: SVM parameter values.
Parameter Value
Maximum tries 100,000
Kernel function RBF
Optimization solution algorithm SMO
RBF sigma 1
numbers of features were used in order to evaluate their ability in categorizing data with-
out the knowledge of the number of classes. The number of iterations selected was 200.
Best matching unit (BMU) refers to the node selected as the best matching for each data
sample. In order to find BMU, Euclidean distance function is applied. Euclidean distance
function is given as:
Dist =
√∑i=n
i=0 (w
2
i − xi)
where x is the current input vector and w is the node’s weight. The radius of a node’s
neighborhood changes throughout the iterations. The neighborhood radius shrinks over
the time. The neighborhood at iteration t is noted by σ(t) and changes as
σ(t) = σ0 exp
(
− t
λ
)
where σ0 denoted as the initial width of lattice and λ = (200/ log(σ)). The learning rate
at each iteration is denoted by leariningRate(t) and the decay of learning calculated as
learningRate(t) = learningRate0 × exp
(
− t
λ
)
and learningRate0 is set as 0.1 in this experiment.
Table 3.2 summarizes the values of parameters which have been used in SOM. The
values of maximum iterations and initial learning rate are chosen based on initial results
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Table 3.2: SOM parameter values.
Parameter Value
Maximum Iterations 200
Distance function Euclidean
Initial learning rate 0.1
Initial neighborhood size 3
of SOM. For distance function and initial neighbourhood size, the default values are used
[18].
After finishing the SOM’s training phase, the accuracy of the categorization will be
evaluated. As the actual class label of each data sample is available it is sufficient to find
a category that estimate each class the best. This is done by a maximal matching process
between categories obtained by SOM and actual classes. In order to do this, one category
should be assigned to each class. The method which is employed in this experiment is as
follows. A class will be assigned to a category if that category is the best representative
of the class in question. In other words, the category should contain more of the class’s
samples than all other categories making that category the best representative of that class.
This process is repeated for all classes.
Figure 3.1 represents different stages of the methodology in this research study.
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Figure 3.1: Methodology flowchart
Chapter 4
Datasets, Experimental Results and
Discussions
This chapter is divided into two sections. In the first section, the hyperspectral datasets
which have been used are discussed. The second section presents and discusses the ex-
perimental results, starting with a summary of experiments carried out.
4.1 Hyperspectral Datasets
The classification and clustering algorithms introduced in the methodology chapter
have been applied to two datasets for evaluation. The Cuprite data is a well-studied bench-
mark [67] to test hyperspectral classification tools and the Baffin Island data represents a
realistic Canadian earth science problem.
4.1.1 Cuprite Dataset
Cuprite Data is derived from the AVIRIS hyperspectral data set by Neville at al. [61] in
1998. The original data was obtained from Cuprite, Nevada on June 12, 1996. It includes
29
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Figure 4.1: Spectra for alunite (AL), kaolinite (KA), and buddingtonite (BU) [70].
wavelength regions from 0.38 to 2.50 microns with the interval of 16.2 microns. The
mineral fraction map derived from this data was analysed by Nevile [61]. In this dataset
three clay minerals, alunite (AL), kaolinite (KA) and buddingtonite (BU) are identified.
Figure 4.1 shows the laboratory spectra of these three minerals. Ross et al [70] selected
168 bands in the range of 0.48 microns to 2.438 for their experiments. These 168 bands
of data are used in this experiment. Figure 4.2 shows a false-colour composite image of
the area (left) and the mineral fraction map also known as the ground truth (right). The
mineral fraction map is also the target image for the experiments applied in this study.
It is an RGB image in which the value of a pixel (red, green and blue) demonstrates
the intensity of alunite (AL), kaolinite (KA) and buddingtonite (BU) respectively in that
area. Having a channel dedicated to each class made it an appropriate benchmark for
classification methods. Most of the pixels in Figure 4.2 are impure and composed of a
mixture of several minerals. Because each mineral is assigned to a separate channel, it
is possible to choose pixels with specific levels of purity. The difference of the intensity
of the major mineral from the other minerals in each pixel is considered the purity index.
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In order to take advantage of this, four separate datasets were extracted from Cuprite
data with different thresholds based on the purity index. Each dataset includes the pixels
with purity indices higher than the threshold set for that dataset. This creates datasets
with different classification difficulties. The purity index has been used to test the ability
of methods to deal with different classification difficulties. Four thresholds, arbitrarily
chosen were used in this experiment. The concept of setting thresholds comes from the
similar work of Ross [70]. In that experiment he considered samples with purity indexed
more than a certain amount as positive samples for samples’ major class. The major
mineral of pi is signified as pi,max
pixeli = (pi,1, pi,2, pi,3) (4.1)
(a) False-colour RGB image. (b) Mineral distribution ground truth.
Figure 4.2: Cuprite, Nevada and its mineral distribution ground truth.
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Table 4.1: Cuprite derived datasets’ information.
Name Threshold Total Buddingtonite Kaolinite Alunite
samples samples samples samples
Cuprite
Dataset1
256 3065 360 2636 69
Cuprite
Dataset2
192 7551 972 6452 127
Cuprite
Dataset3
128 15860 2007 13435 418
Cuprite
Dataset4
64 81482 5346 28206 47923
and
pi,max = max(pi,1, pi,2, pi,3) (4.2)
The datasetd will contain the samples if:
3∑
j=1
(pi,max − pi,j) > thresholdd (4.3)
and the pi,max will be considered as its class. Based on this definition and using
256,192,128 and 64 as different thresholds, four datasets are acquired. The informa-
tion about these derived datasets are represented in Table 4.1. Each of these datasets is
considered as an independent benchmark to test the proposed method.
4.1.1.1 Cuprite Dataset1
Cuprite dataset1 includes a small number of samples compared to the original Cuprite
data. The threshold on the samples in this dataset is 256. It means that in all of these
samples the difference of the channel intensity of major class with the other classes in
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Table 4.2: Cuprite dataset1 class distribution.
Class BU KA AL
Number 360 (11.74%) 2636 (86%) 69 (2.26 %)
each pixel is 256 or more. These samples are also the most pure of all data sets. This
converts the problem to a small size sampling problem (as a classification problem). The
data is highly unbalanced. Table 4.2 shows the number of samples per class in this dataset
and the Figure 4.3 shows the distribution of the data.
Figure 4.3: Cuprite dataset1 class distribution.
4.1.1.2 Cuprite Dataset2
This dataset includes the samples which their major minerals’ intensity are at least 192
larger than the other minerals’ intensity. Figure 4.4 shows the distribution of classes in
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Figure 4.4: Cuprite dataset2 class distribution.
Table 4.3: Cuprite dataset2 class distribution.
Class BU KA AL
Number 972 (12.78%) 6452 (85.44%) 127 (1.68 %)
this dataset. This dataset includes larger number of mixed and noisy samples compared
to the previous dataset (Cuprite dataset1). This dataset includes 7,551 samples and the
number and percentage of different classes in it is shown in the Table 4.3.
4.1.1.3 Cuprite Dataset3
Cuprite dataset3 consists of the samples which their major minerals’ intensity is at
least 128 more than the other minerals’ intensity. This dataset has 15,850 samples and
Table 4.4 presents the number of samples in each class and Figure 4.5 shows the distri-
bution of classes on this dataset.
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Table 4.4: Cuprite dataset3 class distribution.
Class BU KA AL
Number 2007 (12.66%) 13435 (84.76%) 418 (2.63 %)
Figure 4.5: Cuprite dataset3 class distribution.
4.1.1.4 Cuprite Dataset4
Cuprite dataset4 includes the samples which their major mineral’s intensity in at least 64
more than the other minerals. This dataset includes 81482 samples and Table 4.5 presents
the number of samples in each class and Figure 4.6 shows the distribution of classes in
this dataset.
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Table 4.5: Cuprite dataset4 class distribution.
Class BU KA AL
Number 5346 (6.56%) 28206 (34.61%) 47923 (58.82 %)
Figure 4.6: Cuprite dataset4 class distribution.
4.1.2 Baffin Island Dataset
Baffin Island Dataset contains hyperspectral data which was obtained from southern
Baffin Island, Nunavut in summer of 2004 by the probe-1 hyperspectral sensor. The
Probe-1 is a whiskbroom style instrument. It collects data in cross-track direction by me-
chanical scanning. These data are provided by P. Budkewitsch from the Canada Center
for Remote Sensing (CCRS). The acquired data includes bands from wavelengths ranging
from 0.433 to 2.513 microns with the ground sampling interval of 0.0165 microns. A to-
tal of 127 bands were selected by P. Budkewitsch, while the other bands which contained
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primary water/atmosphere noise were removed. Consequently, there are 127 8-bit tiff im-
ages each of which demonstrates the absorption and reflection behaviour of the existing
materials at a particular spectrum. Each image is considered as a feature dimension. Fur-
thermore, the pixel intensity corresponding to each data sample is its value in that specific
feature domain. The corresponding ground truth image for this data set was obtained
from the published open file report for that survey [65]. The Baffin Island data is a noisy
dataset. The samples in this dataset belong to four major classes. This data has been
processed by the Geological Survey of Canada and they classified three rock components
(psamite, carbonate and granitoid) [65]. In addition to these three rocks, water is con-
sidered as forth component in this experiment because the water is clearly identified on
the published map. The main three classes are rocks and composed of mixtures multiple
minerals. This means that the data is composed if inherently more complicated spectral
mixes than the Cuprite data in which each class consists of an individual mineral, close to
their library spectra. The Baffin Island dataset is more realistic than Cuprite data because
Cuprite, Nevada is a desert with little vegetation while Baffin Island is rocky, where much
of the rock surfaces are covered with lichen, making it inherently more difficult. Table
4.6 shows the number of data samples in each class and Figure 4.7 represents the distri-
bution of classes over the image based. In Figure 4.7 the left image is showing Baffin’s
RGB image and the right one shows the distribution of classes in it. In the distribution
map light blue, brown, dark blue and purple represents water, psammite, carbonate rocks
and granitoid, respectively. Black pixels represent unknown samples and are not studied
in this experiment.
Table 4.6: Number of different classes.
Class Water Psammite (Ps) Carbonate rocks (Cr) Granitoid (Gr)
Number 118511 24037 22864 21133
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(a) Baffin Island RGB image (b) Baffin class distribution map
Figure 4.7: Baffin data representation. In figure (b) light blue, brown, dark blue and
purple represents water, psammite, carbonate rocks and granitoid, respectively.
4.2 Experimental Results and discussion
This section presents the results of applying the algorithm on the datasets discussed
in the previous section. The results are reported and the algorithm’s performance is dis-
cussed.
4.2.1 Classification
In this part of the experimental results section, the results of applying SVM in clas-
sifying datasets are presented. In order to find the best results of the SVM the effect of
numbers of features and also number of samples for training is studied. Trying different
numbers of features helps to evaluate the efficiency of PCA in extracting informative fea-
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tures. On the other hand, choosing different training sizes evaluates the functionality of
the SVM on obtaining good results based on smaller training sizes.
4.2.1.1 Cuprite Dataset1
In the first step, SVM is applied on the PCA-transformed data. PCA returns the sorted
transformed data. Sorting is based on eigenvalues. Therefore, feature selection is also
performed. The eigenvalue is an index to show how informative the data is in each di-
mension. Considering this fact, the number features are important. The implemented
classification system tries to use different numbers of features and samples. Each of the
reported classification accuracies is the average of 30 runs with the same configuration but
different random seeds. Different random seeds resulted in different training and testing
sets.
Table 4.7 show the results of applying the classification method on the Cuprite
dataset1 test set. The size of training set is indicated in the first row of each column
in Table 4.7. This table demonstrates the average performance of multi-SVM classifier
system in classifying data with different number of training samples and different num-
ber of features over 30 runs. Five SVMs were trained based on class labels generated
by ECOC algorithm. In order to evaluate the performance of the classification system on
Table 4.7: Accuracy percentage of SVM on classifying Cuprite Dataset1 test set (average
of 30 runs).
Features 303 766 1532 102
(10% of each
class)
(25% of each
class)
(50% of each
class)
(10% of the
smallest class)
5 96.03 97.82 98.39 97.52
12 74.18 89.03 95.05 98.24
25 33.38 33.95 35.26 41.90
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Cuprite dataset1, an accuracy comparison of different SVM configurations is necessary.
Table 4.8 summarizes the results of classification with three different feature sets and four
different sizes for training sets. The samples of each training set are selected in different
ways with different sizes. In the first three columns the number of training sets which
have been selected from each class is a percentage of the number of total samples of that
class. However in the last column the training set contains equal number of samples for
all three classes. The classification results based on using 25 features are obviously not
acceptable compared to the other two sets of features (5,12). The set of 5 features showed
better performance in three cases out of four. Furthermore, the best performance was
obtained by using 5 features and using 50 percent of each class’s samples for training.
As the results are competitive and the accuracy of different configurations are similars
a t-test can determine the significance of one classifier over another. A t-test with a con-
fidence level of 95% has been done on classification results of five best PCA-transferred
features and 12 best PCA-transferred features. Table 4.8 show the resulting p-value of
each comparison. According to the t-test results, the first three experiments using fine
features are significantly better than those using 12 features. Conversely, in the fourth
experiment using 12 resulted in better performance than five features. As shown in the
table, the best performance is obtained based on a training set that includes 50 percent of
the samples and using the first five features (PCA-transformed).
Figure 4.8 visualizes the best, worst and mean runs of this classifier and compares
Table 4.8: Comparison of using different feature sets for classification on Cuprite dataset1
based on t-test with %95 confidence.
features - training size 5-303 5-766 5-1532 5-102
12-303 7E-36 ↑ - - -
12-766 - 4.34E-17 ↑ - -
12-1532 - - 4.54E-7 ↑ -
12-102 - - - 0.008←
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them with the ground truth image. In this image the red, green and blue colours show
pixels corresponding to AL, KA and BU which have been classified correctly. Black
colour shows the background. It is worth mentioning again that these pixels (samples)
have not been studied in this experiment. The white pixels show the misclassified samples.
The results of this experiment is competitive with the other one which was trained on 10
percent of each class and using 12 features for each sample.
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(a) Ground truth image (b) Best answer (99.87%)
(c) Average answer(98.97%) (d) Worst answer(96.91%)
Figure 4.8: Best, mean and worst performance of best multiSVM configuration on Cuprite
dataset1.
Figure 4.9 shows the percentage and distribution of best run of multi-SVM trained
based on 1,532 samples and using five PCA-transformed features. As in all the other fig-
ures in this chapter, in Figure 4.9 black pixels represent samples which were not involved
in this experiment because no classification for these pixels in the answer image. White
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(a) Buddingtonite (%99.99) (b) Kaolinite (%99.21) (c) Alunite (99.99%)
Figure 4.9: Best performance of best multiSVM configuration on Cuprite dataset1.
pixels represent classification errors and all other samples are correctly classified.
4.2.1.2 Cuprite Dataset2
Table 4.9 shows the results of applying classification method on PCA-transformed
data. Table 4.9 demonstrates the average performance of multi-SVM classifier system
Table 4.9: SVM results on Cuprite Dataset2 test set (average of 30 runs).
Features 754 1888 3776 192
(10% of each
class)
(25% of each
class)
(50% of each
class)
(10% of the
smallest class)
5 89.66 93.65 95.04 94.93
12 72.98 87.97 93.62 96.33
25 33.35 33.6 34.31 42.60
in classifying data with different number of training samples and features over 30 runs.
Five SVMs are trained based on class labels generated by ECOC algorithm. Training
classifiers based on 25 features do not yield good results in any of the four training sizes.
However, in order to compare the results of using 5 features and 12 features, the t-test
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Table 4.10: Comparison of using different feature sets for classification on Cuprite
dataset2 based on t-test with %95 confidence.
features - training size 5-754 5-1888 5-3776 5-192
12-754 3.9E-30 ↑ - - -
12-1888 - 1.96E-17 ↑ - -
12-3776 - - 2.14E-4 ↑ -
12-192 - - - 4.96E-8←
is needed to test if one is significantly better. Table 5.8 includes the p-value of the t-test
with 95% confidence. If one classifier’s accuracy is significantly better than the other,
an arrow points to the better classifier. For the p-values larger than 0.05 none of the
classifier’s performance is better than another.
Based on the t-test results which were presented in Table 4.10, the first three ex-
periment using 5 features is significantly better than training the same classifier with 12
features. But in the fourth experiment which the classifiers are trained based on a very
small number of data samples, using 12 features is significantly more accurate than using
5 features. Considering that the classifier has been trained using small samples of data,
using 5 features is not sufficient and the use of 12 features are more appropriate for these
experiments. Conversely, using more features does not improve the accuracy of the re-
sults. As it has been shown in the Table 4.9 the best performance is obtained using a
training set which consists of 10 percent of the samples and using the first 12 features
(PCA-transformed).
Figure 4.10 presents the best, worst and mean run of this classifier and compares
them with the answer image. In this image the red, green and blue colours represent
pixels corresponding to AL, KA and BU which have been classified correctly. Black
colour shows the background and these pixels (samples) have not been studied in this
experiment. The white pixels show the misclassified samples. Figure 4.11 shows the
percentage and distribution of results of best run multi-SVM classifier. This classifier is
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(a) Ground truth image (b) Best answer (98.36%)
(c) Average answer (96.32%) (d) Worst answer (94.04%)
Figure 4.10: Best, mean and worst performance of best multiSVM configuration on
Cuprite dataset2.
trained based of 192 training samples and using the best 12 PCA-transformed features.
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(a) Buddingtonite (%100) (b) Kaolinite (%95.83) (c) Alunite (%99.92)
Figure 4.11: Best performance of best multiSVM configuration on Cuprite dataset2.
4.2.1.3 Cuprite Dataset3
The average performance of the classification method over 30 runs has been shown in
Table 4.11. The classifier trained on 12 features of 209 samples of each class obtained the
best results. This training set included almost 4 percent of all data. Although the overall
best answer is obtained by using first 12 PCA-transformed features, however in the first
two experiments (1541 training samples and 3966 training samples) the average of the
classifier which was trained based on 5 features seems better. In order to evaluate these
classifiers precisely, t-test with 95% confidence level is carried out.
Table 4.12 shows the resulting P-values. Considering the p-values presented in Table
Table 4.11: SVM results on Cuprite Dataset3 test set (average of 30 runs).
Features 1541 3966 7931 627
(10% of each
class)
(25% of each
class)
(50% of each
class)
(10% of the
smallest class)
5 89.51 92.66 94.03 93.63
12 78.07 87.98 93.02 96.35
25 33.34 33.70 34.31 47.99
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Table 4.12: Comparison of using different feature sets for classification on Cuprite
Dataset3 based on t-test with %95 confidence.
features - training size 5-1541 5-3966 5-7931 5-627
12-1541 2.7E-37 ↑ - - -
12-3966 - 1.19E-23 ↑ - -
12-7931 - - 2.64E-6 ↑ -
12-627 - - - 1.77E-19←
4.12 using 5 features is significantly better for the unbalanced training sets. Also using
12 features is significantly better for training a classifier with small number of training
samples.
The results reported in Table 4.11 are the average performance of the classification
system over 30 runs. The output of the best, mean and worst run of the best configuration
(209 training samples from each class and using the best 12 PCA-transformed features)
is demonstrated in the Figure 4.12.
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(a) Ground truth image (b) Best answer (%97.81)
(c) Average answer (%92.38) (d) Worst answer (%91.89)
Figure 4.12: Best, mean and worst performance of best multiSVM configuration on
Cuprite dataset3.
Figure 4.13 shows the distribution (and accuracy percentage) of results of best run
multi-SVM classifier on Cuprite Dataset3 test set. this classifier is trained based of 627
training samples and using the best 12 PCA-transformed features.
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(a) Buddingtonite (%99.91) (b) Kaolinite (%94.83) (c) Alunite (%99.9)
Figure 4.13: Best performance of best multiSVM configuration on Cuprite dataset3.
4.2.1.4 Cuprite Dataset4
The average performance of the classification method over 30 runs has been shown in
Table 4.13. Table 4.14 includes the p-values resulting from applying t-test on the results
Table 4.13: SVM results on Cuprite Dataset4 test set (average of 30 runs).
Features 8148 20371 40742 1602
(10% of each
class)
(25% of each
class)
(50% of each
class)
(10% of the
smallest class)
5 88.37 93.38 93.76 93.34
12 84.14 94.84 95.06 95.53
25 33.38 73.65 77.34 57.52
of using 5 features and 12 features in each experiment. It is necessary to check if one of
them showed a significantly better performance compared to the other classifier. Table
4.14 indicates whether in each experiment there is a classifier significantly better than
another (with 95% confidence). For first 3 experiments 5 features is significantly better
than 12 features. However for classifiers which use small number of samples for training,
12 features is significantly better. The classifier which was trained on 534 samples of each
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Table 4.14: Comparison of using different feature sets for classification on Cuprite
dataset4 based on t-test with %95 confidence.
features - training size 5-8148 5-20371 5-40742 5-1602
12-8148 5.9E-39 ↑ - - -
12-20371 - 5.5E-18 ↑ - -
12-40742 - - 2.8E-41 ↑ -
12-1602 - - - 4.2E-40←
class demonstrated the best results. This classifier used the best 12 features of data. The
best, mean and worst performance of this classifier have been compared with the answer
image in Figure 4.14.
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(a) Ground truth image (b) Best answer (93.4 %)
(c) Average answer (92.38 %) (d) Worst answer (91.89 %)
Figure 4.14: Best, mean and worst performance of best multiSVM configuration on
Cuprite dataset4.
Figure 4.15 shows the distribution (and accuracy percentage) of the results of the
best run of the multi-SVM classifier on Cuprite Dataset4 test set. Each column shows the
results of classifier on one class. The first column of images is dedicated to showing the
accuracy of best SVM run on classifying buddingtonite. In this column red pixels are the
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buddingtonite samples which are correctly classified. In the first image, the pixels which
belong to buddingtonite but classified as kaolinite are differentiated with green colour. In
the second image of this column, the buddingtonate samples which are misclassified as
alunite are differentiated with blue colour. And the last image of this column colours all
misclassified samples (of buddingtonite) with white. The other two columns show mis-
classified samples of kaolinite and alunite in the same format. As it is clear in the second
column, almost all of the kaolinites misclassified samples are classified as buddingtonite,
and similarly for alunite. As it can be seen it the third column there are not a lot of alunite
samples that have been classified as kaolinite and the major alunies misclassified samples
are classified as buddingtonite. This classifier is clearly biased towards buddingtonite.
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(a) Bu classified as Ka (Green) (b) Ka classified as Bu (Red) (c) Al classified as Bu (Red)
(d) Bu classified as Al (Blue) (e) Ka classified as Al (Blue) (f) Al classified as Ka (Green)
(g) Buddingtonite (99.18%) (h) Kaolinite (86.73%) (i) Alunite (95.71%)
Figure 4.15: Best performance of best multiSVM configuration on Cuprite dataset4.
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4.2.1.5 Baffin Island Dataset
PCA-transformed data is used for classification. In classification process 7 SVMs
have been trained to classify 4 classes. The binary class labels are generated by ECOC.
Table 4.15 shows the binary label of each class for each SVM. The set of SVMs which
Table 4.15: Binary codes generated by ECOC for multiSVM system (4 classes).
Class SVMs
1 1 1 1 0 1 1 0
2 1 0 0 1 0 1 0
3 0 0 1 1 1 1 1
4 1 1 0 1 1 0 1
were trained based on this coding classified the data. The accuracy of the SVMs trained
on different numbers of samples and using different numbers of features are presented in
Table 4.16. Table 4.17 includes the p-values resulting from applying t-test (with 95%
confidence) on the results of classifiers trained on 5 and 12 PCA-transformed features.
According to Table 4.17 the first two experiments using 5 features are significantly better
and the fourth experiment (using 7044 samples per each class) using 12 features is sig-
nificantly better than 5 features and 25 features. Classifiers which were trained based on
2817 samples per each class. Using 12 features or 5 features is not making any significant
Table 4.16: SVM results on Baffin Island test set (average of 10 runs).
Features 18653 46598 8452 21132
(10% of each
class)
(25% of each
class)
(10% of the
smallest class)
(25% of the
smallest class)
5 53.49 54.69 55.35 56.28
12 49.02 52.06 55.70 60.71
25 25.60 26.72 36.94 41.44
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Table 4.17: Comparison of using different feature sets for classification on Baffin Island
dataset based on t-test with %95 confidence.
features - training size 5-18653 5-46598 5-8452 5-21132
12-18653 8.31E-33 ↑ - - -
12-46598 - 2.49E-32 ↑ - -
12-8452 - - 0.066 -
12-21132 - - - 1.3E-13←
difference. The best results are acquired by the multi-SVM system which used the 12 best
features provided by PCA and used only 25 percent of samples of each class for training.
Figure 4.16 represents the accuracy of this classifier. The white pixels show misclassified
samples.
(a) Ground truth image (b) Best classification results
Figure 4.16: Representation of the best SVM results on Baffin data.
Figure 4.17 shows the distribution (and accuracy percentage) of results of the multi-
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SVM classifier (the best run) on Baffin Island test set. Each column shows the results of
classifier on one rock. The images of first column belong to psammite. In the first image
of this column, pixels which belong to psammite class but are classified as carbonate
are coloured blue. The first two images of each column show the pixels misclassified
as another rock and the last image (of each column) shows the result of classification of
each rock’s pixels. In the images in the third row white pixels represent misclassified
pixels of each rock. As water could be removed by thresholding before classification, the
distribution of errors over water is not presented in this figure. This classifier is trained
based of 21132 training samples and using the best 12 PCA-transformed features.
The first column of Figure 4.17 presents the errors of the classifier on classifying
psammite samples. Most of the misclassified psammite samples are classified as carbon-
ate rocks. The second column of images shows that the classifier classified carbonate
rocks more accurate rather than the other two classes. As the first two images of the last
column are showing, most of the misclassified granitoid samples are classified as carbon-
ate rocks. Accounting to the images in 4.17 this classifier is based towards the carbonate
rocks. As a result, the accuracy of classifying carbonate rocks is significantly higher than
the other classifiers. Also most of the misclassified samples of psamite and granitoid are
classified as carbonate rocks.
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(a) Ps classified as Cr (blue) (b) Cr classified as Ps (brown) (c) Gr classified as Ps (brown)
(d) Ps classified as Gr (purple) (e) Cr classified as Gr (purple) (f) Gr classified as Cr (blue)
(g) Psammite (58.45%) (h) Carbonate rocks (86.73%) (i) Granitoid (63.28%)
Figure 4.17: Results of best multi-SVM configuration on Baffin Island testing data.
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4.2.2 Clustering
In this section the performance of the selected clustering algorithm is evaluated. The
effect of using different numbers of features on the performance of self-organizing maps
is examined. Another important variable is the number of initial nodes on the SOM as in
many cases the number of existing clusters are not specified. Similar to the classification
experiments, the black pixels are representing the samples that are not included in the
experiment.
4.2.2.1 Cuprite Dataset1
Table 4.18 contains the results of clustering Cuprite Dataset1 with different config-
urations. In Table 4.18 each column shows the effect of different number of features
on performance of an SOM with a constant structure. In the first three rows the SOMs
used different subsets of PCA-transformed features and the last row shows the results of
using all features without applying any feature extraction methods. According to this ta-
ble selecting various sets of features does not result in significant changes. However, the
number of initial nodes is important. Figure 4.20 shows the areas and pixels categorized
correctly and compares the results of the SOM with the answer map. In the image the
coloured areas are the ones which are correctly clustered.
Table 4.18: Self-organizing maps results on Cuprite Dataset1.
Features Initial Nodes
3 5 9
5 PCA 51.27 47.6 30.37
12 PCA 50.72 47.53 30.64
168 PCA 50.77 47.76 30.85
168 non-PCA 50.85 47.77 30.9
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(a) Ground truth image (b) Best Self-organizing map
Figure 4.18: Performance of best self-organizing maps on Cuprite Dataset1.
Figure 4.19 represents the performance accuracy and the distribution of clustering
Cuprite Dataset1 by SOM. In this experiment which gained the best results, SOM uses
the best 5 PCA-transformed data.
(a) Buddingtonite (70.69%) (b) Kaolinite (5284%) (c) Alunite (46.33%)
Figure 4.19: Performance of the best SOM configuration on Cuprite Dataset1.
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4.2.2.2 Cuprite Dataset2
Here, the SOM’s ability in unsupervised categorizing is evaluated on Cuprite
Dataset2. Table 4.19 presents the results of SOM with different number of feature and
different number of initial nodes. According to Table 4.19 the accuracy of SOM for
this dataset depends on the number of initial nodes. Conversely, the number of features
does not help much to improve the results. Similar to the Cuprite Dataset1 the cluster-
ing results based on non-transformed features are worse compared to the transformed
data. Figure 4.20 represents the performance of SOM with the best configuration on the
Cuprite Dataset2.
Table 4.19: Self-organizing maps results on Cuprite Dataset2.
Features Initial Nodes
3 5 9
5 PCA 47.44 40.73 25.10
12 PCA 47.40 40.90 25.30
168 PCA 47.40 40.65 25.38
168 non-PCA 33.02 32.42 24
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(a) Answer map (b) Best Self-organizing map
Figure 4.20: Performance of best self-organizing maps on Cuprite Dataset2.
Figure 4.21 represents the performance accuracy and the distribution of clustering
Cuprite Dataset2 by SOM. In this experiment which gained the best results, SOM uses
the best 5 PCA-transformed data.
(a) Buddingtonite (61.29%) (b) Kaolinite (46.76%) (c) Alunite (38.62%)
Figure 4.21: Performance of the best SOM configuration on Cuprite Dataset2.
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4.2.2.3 Cuprite Dataset3
To evaluate the SOM’s ability to learn this data, the SOM is applied to Cuprite
Dataset3 with different configurations. These differences are in two main areas: using
various feature sets and also different numbers of initial nodes. Three sets of PCA-
transformed data as well as all features of non-transformed data have been considered
as different feature sets. This experiment also evaluated the usability of PCA feature ex-
traction. Different numbers of initial nodes have been used to determine if SOM is able
to categorize the data without knowing the actual number of groups. Table 4.20 shows
the results of different SOM configurations on Cuprite Dataset3. According to the Table
Table 4.20: Self-organizing maps results on Cuprite Dataset3.
Features Initial Nodes
3 5 9
5 PCA 41.06 36.72 25.27
12 PCA 41.05 36.74 25.95
168 PCA 41.04 36.70 26.10
168 non-PCA 33.02 32.42 24
4.20, SOM’s accuracy is highly sensitive to the number of initial nodes. By changing the
number of nodes from 3 to 5 the accuracy of SOM is reduced around 5%. On the other
hand, the PCA transformed data positively affected the SOM’s results. Using different
numbers of PCA-transformed features didn’t make any difference in clustering accuracy.
However, non-transformed features showed lower performance, regardless of number of
initial nodes. Although the advantage of using PCA-transformed data is more sensible in
SOM with 3 initial nodes.
Figure 4.22 compares the obtained results of the SOM with 3 initial nodes and used
5 features which showed the better performance compared to the other configurations.
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(a) Answer map (b) Best Self-organizing map
Figure 4.22: Performance of best SOM on Cuprite Dataset3.
Figure 4.23 represents the performance accuracy and the distribution of clustering
Cuprite Dataset3 by SOM with the same configuration as the one in Figure 4.22. Figure
4.23 presents the performance of SOM on each data class separately. As it is shown in
this figure, SOM obtained its best results on clustering kaolinite and alunite appeared as
the hardest class for SOM to be categorized.
(a) Buddingtonite (36.64%) (b) Kaolinite (45.59%) (c) Alunite (23.18%)
Figure 4.23: Performance of the best SOM configuration on Cuprite Dataset3.
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4.2.2.4 Cuprite Dataset4
Table 4.18 represents the results of SOM’s different configurations Cuprite Dataset4.
According to the results of different configurations of SOM in categorizing Cuprite
Dataset4, the most important factor in SOM’s accuracy is the number of initial nodes.
The SOM with 3 initial nodes (the same as class numbers) shows significantly better re-
sults. The next important factor is feature extraction. In the SOM with 3 initial nodes,
PCA-transformed data showed significantly better results comparing to non-transformed
data. It also concluded that using different numbers of PCA-transformed data does not
affect SOM accuracy on clustering Cuprite datraset4. Figure 4.24 shows the results of
the SOM with 3 initial nodes which used all 168 PCA-transformed features (best SOM
configuration).
Table 4.21: Self-organizing maps results on Cuprite Dataset4.
Features Initial Nodes
3 5 9
5 PCA 63.35 33.75 33.14
12 PCA 63.35 33.78 33.22
168 PCA 63.36 33.86 33.30
168 non-PCA 55.17 43.03 26.06
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(a) Answer map (b) Best Self-organizing map
Figure 4.24: Performance of best self-organizing maps on Cuprite Dataset4.
Figure 4.25 represents the performance accuracy and the distribution of clustering
Cuprite Dataset4 by SOM with the same configuration as the on in 4.24. Figure 4.25
presents the performance of SOM on each data class separately. SOM categorized bud-
dingtonate significantly better than other two classes. Alunite appeared as the hardest
class of Cuprite dataset4 to be identified.
(a) Buddingtonite (81.71%) (b) Kaolinite (46.90%) (c) Alunite (61.51 %)
Figure 4.25: Performance of the best SOM configuration on Cuprite Dataset4.
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4.2.2.5 Baffin Island Dataset
SOMs also have been applied on Baffin data. Different numbers of initial nodes and
various sets of features are considered in the experiment to find the best SOM configu-
ration. The ability of SOMs to identify the data without having information about the
number of categories is examined. Table 4.22 shows the results of different SOM config-
urations on Baffin data. Figure 4.26 represents the accuracy of the best SOM which used
the best 12 features provided by PCA and 4 initial nodes.
Table 4.22: Self-organizing maps results on Baffin data.
Features Initial Nodes
4 6 9
5 PCA 46.79 36.68 26.59
12 PCA 46.82 36.48 26.57
168 PCA 46.80 36.47 28.61
168 non-PCA 46.81 36.90 28.59
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(a) Baffin answer map (b) best SOM results
Figure 4.26: Respresentation of the best SOM results on Baffin data.
Figure 4.27 shows accuracy with the best configuration on each class separately. It
also demonstrates the distribution of mis-clustered samples. SOM showed the best results
in categorizing water and granitoid rocks and the worst results on carbonate rocks. In case
of water, the SOM successfully identified the samples of large body of water, which are
very similar. But the small areas of water are not identified. The distribution of clustering
error on psammite and carbonate rocks are also similar. The scattered samples which are
the noisy ones are mostly missed in clustering process. A large portion of granitoid rocks’
errors are located in the middle of image.
CHAPTER 4. DATASETS, EXPERIMENTAL RESULTS AND DISCUSSIONS 68
(a) Water (53.91%) (b) Psammite (40.95%)
(c) Granitoid roks (55.92%) (d) Carbonate rocks (35.69%)
Figure 4.27: Performance of best SOM configuration on Baffin data.
Chapter 5
Conclusion and Future Work
5.1 Conclusion
This thesis presents both supervised learning and unsupervised learning techniques
on hyperspectral remote-sensing data. Another subject which was discussed in this thesis
is the effect of principal component analysis in reducing the noise and useless features.
According to the results of classification and clustering methods, PCA increased the ac-
curacy of learning. The best operation of learning methods was obtained with a small
number of transformed features. In the classification process performed by multi-SVM
systems, results for Cuprite data show that increasing the number of included samples
adds more noise to the data. The number of features needed to gain the best result in-
creases from 5 to 12. Although the first five transformed features by PCA contain the
most informative feature spaces, that information was not sufficient to separate different
classes. On the other hand, adding more features deteriorated the SVMs performance in
separating the classes. The reason is that classification on spaces with data that are not
separable, forces SVMs to make more exceptions in order to be able to converge to a
separator. This effect reduces the generalization ability of SVMs.
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Using error-correction output codes (ECOCs) helped to correctly classify the samples
which have been misclassified by just one classifier. The one advantage of this multi-class
SVM strategy compared to the other strategies like “one against one and “one against all.
Using the appropriate PCA-transformed data improved the accuracy of SVMs. It also
reduced the processing time, which is very important. One of the disadvantages of an
SVM kernel like QP is that it is very time consuming. Reducing the dimensions of data
is one way to make QP feasible. One important difference between the Cuprite data set
and the Baffin Island data is that the ground truth image is essentially a binary image:
e.g. a pixel is classified as a psammite or not. Hence no experiments based on the purity
of a pixel can be performed. This fact could be one of the reasons that SVM showed
significantly better performance on Cuprite data compared to the Baffin Island data.
The self-organizing maps showed noticeably better performance on the Baffin data.
Considering the fact that during the classification process a portion of samples are used
for training and that class labels are needed for the data, clustering appears to be more
independent and general. However, for the same reason, the expectation for the results
of clustering are normally lower than for classification methods. In Baffin Island data,
which is a hard case for classification, SOM shows good results and challenged the SVMs
performance. Although it should be noted that the accuracy of SOM is dependent to the
number of initial nodes more than other variables. This fact questions the ability of SOM
to perform properly without having at least an idea of the number of categories of the data.
As the cost of labeling a part of data (training set) is considerable, SOM could be used an
acceptable alternative for classification. Although choosing a different number of features
did not make considerable improvement in the clustering process, SOM performed better
with PCA-transformed data compared to regular data on the Cuprite dataset. Although
choosing different sets of features or transforming the data did not improve the SOMs
performance significantly. SOM did not succeed in clustering with the wrong number of
initial nodes. It means that SOM works well if the approximate number of categories is
known.
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5.2 Future Work
There are many possible directions of future research in hyperspectral remote sensing
for mineral identification. Noise and large number of features are the natural properties
of the problems in this field of study. For future work there are many aspects of our
algorithm that could be improved:
• Feature extraction: Applying new feature extraction methods to unmix the samples.
By reducing the general effect of noise, extracting the initial vectors (mineral’s
feature vectors) is possible. Linear discriminant analysis is a successful feature
extractor for binary-class problems.
• Feature selection: PCA by returning eigenvalues gives an index to select best fea-
tures. Several feature selection methods could be applied. The genetic algorithm is
one popular method which could be employed for this problem.
• Clustering: SOM only succeeded in clustering if the original number of categories
was approximately known. K-nearest neighbour is another clustering technique. It
is not able to estimate the number of clusters. Rather, it is a powerful clustering
algorithm.
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