We present preliminary results obtained using a time domain wave-based reconstruction algorithm for an ultrasound transmission tomography scanner with a circular geometry. While a comprehensive description of this type of algorithm has already been given elsewhere, 1, 2 the focus of this work is on some practical issues arising with this approach. In fact, wave-based reconstruction methods suffer from two major drawbacks which limit their application in a practical setting: convergence is difficult to obtain and the computational cost is prohibitive. We address the first problem by appropriate initialization using a ray-based reconstruction. Then, the complexity of the method is reduced by means of an efficient parallel implementation on graphical processing units (GPU). We provide a mathematical derivation of the wave-based method under consideration, describe some details of our implementation and present simulation results obtained with a numerical phantom designed for a breast cancer detection application. The source code of our GPU implementation is freely available on the web at www.usense.org.
INTRODUCTION
When an ultrasound wave propagates through an object, it is modified as a function of the internal structure of the object. Therefore, information about the physical (acoustic) properties of the object can be obtained by carefully quantifying these modifications. This forms the basis of ultrasound transmission tomography, a powerful imaging modality which has been successfully applied in medicine, industrial non-destructive testing, seismology and oil exploration.
The imaging setup typically consists of a number of transducers surrounding the object of interest. For each transmitted signal, a set of received signals are recorded, each characterized by a different shape, amplitude and delay. These signals are generally used to produce two images: the sound speed image and the attenuation image. The focus of this work is on imaging sound speed in breast tissue in order to detect cancerous lesions. Early breast cancer detection, as an important application, relies on the ability to detect small masses (typically a few millimeters) and to accurately render the shape of the lesions as a means to distinguish benign from malign tissues.
3 Therefore, it is important to reconstruct sound speed variations with high precision. A number of reconstruction methods in ultrasound tomography rely on a simplified model for sound propagation, referred to as the ray model. It assumes that the inhomogeneities in the medium are much larger compared to the probing wavelength such that energy propagation is well described by the ray theory. In this case, the only information needed to reconstruct the sound speed image are time of flight estimates, that is, propagation times between pairs of transducers. Although the reconstruction involves solving a non-linear problem, ray-based methods have a reasonable complexity. However, they fail to resolve small masses and to accurately render the star-like shape of some cancerous lesions. A lot of diagnosis information may thus be lost by this lack of spatial resolution. Resolution can be improved by considering a more accurate model for sound propagation, more precisely, by solving the two-dimensional wave equation. Ultrasound tomography methods based on solutions of the wave equation have been investigated by various authors, most notably in seismology 4 and in medical imaging. 2 In these contexts, various reconstruction algorithms have been proposed. In particular, the reconstruction method described in this paper is a variation on a time domain inversion technique previously proposed in Ref. 2 . The common difficulties in all these methods are twofold: convergence is difficult to obtain and their computational complexity is prohibitive.
The goal of this work is to address these two shortcomings as a means to use the method in practical settings. To solve the first problem we use an estimate of the sound speed obtained from a ray-based approach (see Ref. 5) as the starting point of the wave-based method. Then, the complexity of the method is reduced by means of an efficient time domain parallel implementation using GPUs. We run numerical simulations to assess the accuracy of the reconstruction. The results show that we successfully reconstruct the sound speed image with a resolution very close to its theoretical limit, and that a significant speedup can be achieved using GPUs.
The outline is as follows. In Section 2, we state the wave-based reconstruction problem and explain an iterative method to solve it. Section 3 details the GPU implementation. Some results obtained using a numerical breast phantom are presented in Section 4. Finally, conclusions are given in Section 5.
WAVE-BASED RECONSTRUCTION
We first start with a mathematical statement of the wave-based reconstruction problem (Section 2.1) and then describe a method to solve it (Section 2.2).
Problem Statement
Let us consider an array of M ultrasound transducers with emit and receive capabilities, uniformly spaced on a circle Γ. This circular setup surrounds a medium whose properties need to be imaged. In our case, we estimate the speed of sound propagation inside this medium. In the domain of simulation Ω, the sound is assumed to propagate following the two-dimensional wave equation
where u(x, t) denotes the sound pressure field at position x = (x 1 , x 2 ) T ∈ Ω and time t, c(x) the sound speed, and s(x, t) the source signal. The setup is illustrated in Figure 1 Typically, the field is excited at emitter m with position x m by a pulse s(t), such that s(x, t) can be replaced by
for m = 0, 1, . . . , M − 1. In this case, the induced wave field which is the solution to the wave equation (1) is denoted by u m (x, t). The pulse s(t), and therefore the fields u m (x, t), are assumed to be zero for t < 0. In the rest of the discussion, we will find it more convenient to express results in terms of the object function f (x) defined as
where c 0 denotes the (constant) sound speed outside a compact subset of the domain of interest Ω. The effect of propagation on the source signal s m can then be expressed as a non-linear operator R m , defined as
which maps the object function f to the signal g m recorded on the circle Γ over the time interval (0, T ). The notation L 2 (Ω) denotes the set of square integrable functions over Ω. It thus hold that for m = 0, 1, . . . , M − 1. The goal of the reconstruction method is to solve the above non-linear system of equations, that is, to recover the object function f from the recorded signal g m . Let us now describe the details of the method.
Method
In order to solve the non-linear system of equations (2), we follow a slightly different strategy as that adopted in Ref. 2 and minimize the following cost function
To this end, we consider the Fréchet derivative of the function C m defined as the first order term of the difference 
where in the equalities (a) and (b) we use the Taylor expansion
and the fact that the involved terms are real valued. The Fréchet derivative of the function C m is thus given by
which, using the definition of the adjoint operator R(f ), g = f, R * (g) , reduces to
Algorithm 1 Wave-based Reconstruction 1. Start with an initial estimate f 0 .
For each source m,
• propagate the signal s m using the current estimate f k to obtain the field u m ,
• compute the residual between the measured signal g m and the simulated signal R m (f k ),
• propagate the residual in a time-reversed manner to obtain the field z m .
3. Compute the update f k+1 using (4) and (5).
4. If |f k+1 − f k | < for a prescribed threshold , stop. Otherwise, go to step 2.
To decrease the cost function C m , the above quantity must be negative. Therefore, the update direction should be opposite to (
By linearity, the overall cost function (3) can thus be minimized using the update equation
where α is a step size that can be chosen using a line search method, such as the backtracking line search algorithm. 6 Other update rules are of course possible. In particular, the updates provided by each source can be applied sequentially, as proposed in Ref. 2 , instead of being summed up as we do here.
The above update relies on the computation of two main quantities. The term R m (f ) simply corresponds to the signals recorded on the circle Γ when the source s m propagates with sound speeds given by f . It can thus be obtained by simulation using a finite difference method. The computation of the adjoint operator (R m (f )) * is more involved. It can be shown 2 (see details in Appendix A) that for any g Γ ∈ L 2 (Γ, (0, T )), the following relation holds
where z m (x, t) is the solution to the wave equation
with z m (x, t) = 0 for t < 0. The signal g(x, t) is the distribution defined by
for all ϕ ∈ L 2 (Ω, (0, T )). The above equations mean that the quantity (R m (f )) * (g Γ ) can be computed from two different wave fields: (i) the field u m induced by the source s m , and (ii) the field z m induced by the source g emitted in a time-reversed manner. As apparent in the update (4), the source g is equal, on the circle Γ, to the residual between the measured signal g m and the signal R m (f k ) simulated using the current sound speed values. Of course, in practice we can only measure g m at a finite number of transducer locations. Hence, some approximation is involved. For example, the unknown values can be interpolated from the existing ones or simply set to zero. The method is summarized in Algorithm 1. Note that this method requires to compute two wave fields using finite difference methods. This operation must be performed many times and can quickly become prohibitive when using a fine simulation grid. In the next section, we propose to use the parallel computing power of GPUs to reduce simulation time.
GPU PROCESSING
We now describe the GPU implementation of our wave-based reconstruction algorithm. We first provide some generalities on GPU processing (Section 3.1). Details on the time domain finite difference method are then given (Section 3.2). Finally, we describe the chosen absorbing boundary conditions (Section 3.3) and comment on some further implementation details that can be used to speed up computations (Section 3.4).
Overview
Graphical processing units have been designed for the rendering of complex graphic scenes that involve a very large amount of highly parallel computations. More precisely, the GPU computing architecture is particularly well suited to solve problems with high arithmetic intensity, defined as the ratio of arithmetic operations to memory operations. 7 Quite recently, NVIDIA released a programming architecture, referred to as CUDA, that enables general purpose computations on GPUs using a high-level programming language such as C. While a comprehensive description of this framework is beyond the scope of this paper, we review a few important concepts that need to be understood to efficiently use the computing power available on GPUs. For a more detailed exposition, we refer to the available literature on this subject.
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In CUDA, a GPU program is simply a C program running on the CPU that makes a number of calls to the GPU for parallel execution. For this reason, the CPU is referred to as the host, and the GPU as the device. A call to the device takes the form of a function, referred to as a kernel, which is executed in parallel by all the threads available on the GPU. To this end, each thread has a unique identifier used inside the kernel to index operations. For example, to add two vectors using parallel computations, each thread can add up the component indexed by its own identifier. The host and device each have their own memory. Therefore, the data read by kernels must be transferred from the host to the device. Conversely, the result of a kernel execution should be copied from the device to the host. GPU threads are grouped into blocks whose size is limited by the hardware (e.g., 16 × 16 blocks). Each thread has access to its private local memory. The treads of the same block have access to a common shared memory. Finally, all the threads have access to the same global memory. The global memory is large (e.g., 1GB) and its state is persistent across kernel launches. Shared memory is much smaller (e.g., 16KB), its state is reset every kernel call and its content cannot be directly copied from/to the host memory. However, read and write operations in shared memory are typically two order of magnitude faster than in global memory. 9 This memory size, persistency and access speed trade-off is an important aspect of GPU programming and should be optimized carefully.
The computational burden of our wave-based reconstruction algorithm lies in the simulation of propagating wave fields using a finite difference method. More precisely, two fields u m and z m must be simulated for each source. In practice, however, this is not exactly true. The computation of z m requires the values of u m on the circle Γ. In other words, the two fields must be evaluated sequentially. In order to compute the integral (5), we thus need to store the values of u m at every position and every time instant. This is unfortunately not practical. Instead, once the propagation of u m has been computed, one can simultaneously simulate the propagation of z m as well as propagate the field u m back in time such that, at every time instant, the term inside the integral (5) can be evaluated. This approach thus requires the simulation of three different wave fields. This is achieved using an efficient finite difference method implemented on GPUs, as proposed in Ref. 9 , which we now describe in more details.
Finite Difference Computation
The fields are discretized in time with an interval Δt, and in space using a grid with cells of dimension Δx × Δy. The field value at time n and position (i, j) is thus given by
where x i,j = (iΔx, jΔy). Approximating the differential operators using finite differences leads to the following discrete version of the wave equation (1) 
Note that the above discretization is often referred to as the leapfrog scheme. 2 Assuming that Δx = Δy and defining the matrices C 2 and U n such that (C 2 ) i,j = c 2 i,j and (U n ) i,j = u n i,j , respectively, the above update can be conveniently written in matrix form as
where denotes the element-wise product, * the two-dimensional convolution operator and H the filter matrix defined as
The formulation (8) reveals that the computationally intensive part of the update is the filtering operation: for every grid point, a weighted average must be computed. At each time instant, all these operations can fortunately be performed in parallel using GPU. An important observation is that a grid point is involved in the update of four of its neighbors. The same value must thus be accessed five times. The approach proposed in 9 is to update the whole field on a block by block basis (stencil computation), where each block is processed by a different thread block. The field values are first copied from global memory to shared memory such that subsequent memory accesses can be significantly faster. The field update is computed in the shared memory and the global memory is then updated with the new field values. This strategy reduces redundant access to global memory and thus increases the data processing throughput.
9 Using this approach, we observed a speedup of about an order of magnitude compared to an optimized CPU implementation.
Our implementation follows the aforementioned strategy but considers instead a discretization of the wave equation using the Optimal Nearly Analytic Discrete Method (ONADM). 10, 11 In this case, the update equation can be derived as
where U n , V n and W n are matrices whose components (i, j) are given by u 
Similarly, the update of the matrix W n can be computed using the filters
Note that the ONADM approach additionally requires the computation and storage of the first order derivatives of the field in space. However, it allows to significantly reduce the numerical dispersion that appears when the grid is too coarse. In other words, the cell size Δx can be increased while still keeping the same amount of numerical dispersion as that of the leapfrog scheme.
Absorbing Boundary Conditions
In many practical scenarios, the ultrasound waves are assumed to propagate in an unbounded medium, that is, reflections on the parts of the ultrasound tomography scanner are neglected. In other words, waves should travel freely outside of the domain of simulation. This can be modeled by imposing absorbing conditions at the boundary of the domain. To this end, let us consider the propagation of a plane wave in a rectangular domain Ω and let us derive the corresponding absorbing condition on the left border (i.e., for positions x = (x 1 , x 2 ) T with x 1 = 0, or grid points (i, j) with i = 0). 12 The other cases follow similarly. A plane wave can be expressed as
where ω is the temporal frequency and k = (k 1 , k 2 ) T is the wave vector satisfying k = ω/c. The derivative in the horizontal direction x 1 satisfies 
The update equation follows as
u n+1 0,j = u n 1,j + Δx − cΔt Δx + cΔt (u n 0,j − u n+1 1,j ) .
Further Implementation Details
In order to further increase the speed of simulation, we propose two simple strategies. The first one is based on the observation that wave fields travel at a finite speed. Thus, a region at a distance d 0 from the emitter will not observe any fluctuations before time instant t 0 = d 0 /c max , where c max is the maximum assumed speed of propagation. Therefore, the strategy amounts to update the field only after time t 0 . This can be easily implemented on GPU by storing the time instants t 0 for every thread block and every emitter. Since an additional parameter needs to be read from global memory, this approach will provide large gains only if a significant portion of the updates could be avoided. The second strategy amounts to copy the field values from global memory to shared memory, but to only apply the update equations if at least one value of the block exceeds a prescribed threshold. Below this threshold, we avoid a number of write operations in the global memory. Varying this threshold hence provides a trade-off between simulation accuracy and computational complexity.
RESULTS
As a means to assess the reconstruction accuracy of the proposed scheme, we present a number of synthetic results obtained using our GPU implementation and the numerical breast phantom shown in Figure 2 We observe that the higher spatial resolution provided by the wave-based method allows to recover the shape of the masses with a much higher accuracy.
phantom, the inclusions have diameters ranging from 4 to 8 mm. We consider an array of M = 256 ultrasound transducers, uniformly spaced on a circle Γ with radius 10 cm. The source signal s(t) is of the form
where τ = 1/(2f c ). The center frequency is set to f c = 150 kHz which corresponds to a bandwidth of b = 134 kHz. Here the bandwidth is defined as the decay of the spectrum of s(t) to 1/e of its central value. It can be computed as b = 2 √ 2f c /π. Simulations were performed on a 0.22 × 0.22 square meter area using a 402 × 402 grid. The pixel size Δx is thus approximatively 0.55 mm. In order to ensure stability of the ONADM method, we chose the sampling interval Δt such that The original numerical breast phantom is depicted in Figure 2 (a). In Figure 2 (c), we show the reconstruction obtained by the proposed wave-based implementation. The initial sound speed estimate is obtained using a ray-based algorithm 5 and is depicted in Figure 2(b) . For illustration purpose, we also plot in Figure 3 (a) the difference, in absolute value, between the original and its reconstruction. The reconstruction quality is good but it is apparent that the scheme is not able to recover the high spatial frequencies that arise at the edges of the inclusions. In other words, the reconstruction is a lowpass version of the original one. This is further illustrated in Figure 3(b) , where the squared magnitude of the ratio between the reconstructed and original bi-dimensional spectrums is depicted. We clearly observe the lowpass effect of the reconstruction scheme. The bandwidth of this filter is proportional to the maximum frequency of the input signal. Note that the strong frequency components at the zero horizontal and vertical frequencies are due to the rectangular tilling used in our experiments.
In Figure 4 , we show the squared magnitude of the bi-dimensional spectrum of the original phantom, together with those obtained at different stages of the iterative reconstruction algorithm. We clearly observe that, as the number of iterations increases, the method is able to capture higher and higher spatial frequencies. We thus expect the corresponding reconstruction to exhibit sharper and sharper edges. Accordingly, the root mean squared error of the reconstruction decreases with the number of iterations, as depicted in Figure 5 . This shows that the method converges properly. This convergence however requires a fairly good initial estimate. For example, choosing a constant sound speed as the starting point does not lead to convergence in this case.
To further illustrate the lowpass effect of the method, we plot in Figure 6 (a) a one-dimensional cut of the phantom together with its reconstruction. We observe a Gibb's phenomenon around the points of discontinuity. A zoomed version of this cut is depicted in Figure 6(b) , where the approximation obtained at different iterations is also plotted. This clearly illustrates the ability of the wave-based method to better capture singularities and thus better reconstruct sharp edges. Zoomed version with, in addition, the sound speeds used as the starting point of the iterative method and those estimated after the first iteration. We observe that the reconstruction is a lowpass approximation of the original piecewise constant sound speed profile. Furthermore, the wave-based method allows for a significant sharpening of the edges compared to the initial estimate obtained using a ray-based method.
CONCLUSIONS
We have shown some preliminary results obtained using a wave-based reconstruction method and a numerical phantom designed for a breast cancer detection application. A detailed derivation of the algorithm has been provided and an efficient GPU implementation has been described. Future work will focus on the application of this method to the reconstruction of physical phantoms as well as patient data obtained from an ultrasound scanner prototype. 13 Then, the computational complexity of the method will be further decreased to make it usable in a clinical environment.
APPENDIX A. ADJOINT OPERATOR
We provide a detailed derivation of the adjoint operator (R (f )) * (h). Let us first compute the Fréchet derivative operator R (f ). It is defined as the first order term of the difference R(f + h) − R(f ). We have that R(f ) is equal to the solution u(x, t) of the wave equation In integral form, this translates to
