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Abstract—Variational autoencoder (VAE) is a widely used
generative model for learning latent representations. Burda et
al. [3] in their seminal paper showed that learning capacity
of VAE is limited by over-pruning. It is a phenomenon where
a significant number of latent variables fail to capture any
information about the input data and the corresponding hidden
units become inactive. This adversely affects learning diverse
and interpretable latent representations. As variational graph
autoencoder (VGAE) extends VAE for graph-structured data, it
inherits the over-pruning problem. In this paper, we adopt a
model based approach and propose epitomic VGAE (EVGAE),
a generative variational framework for graph datasets which
successfully mitigates the over-pruning problem and also boosts
the generative ability of VGAE. We consider EVGAE to consist
of multiple sparse VGAE models, called epitomes, that are groups
of latent variables sharing the latent space. This approach
aids in increasing active units as epitomes compete to learn
better representation of the graph data. We verify our claims
via experiments on three benchmark datasets. Our experiments
show that EVGAE has a better generative ability than VGAE.
Moreover, EVGAE outperforms VGAE on link prediction task
in citation networks.
Index Terms—Graph autoencoder , Variational graph autoen-
coder, Graph neural networks, Over-pruning, VAE, EVGAE.
I. INTRODUCTION
Graphs are data structures that model data points via nodes
and the relations between nodes via edges. A large number
of real world problems can be represented in terms of graphs.
Some prominent examples are protein-protein interactions [6],
social and traffic networks [9], [17] and knowledge graphs [8].
Deep learning applications related to graphs include but are
not limited to link prediction, node classification, clustering
[26], [28] and recommender systems [1], [11], [21].
Kipf and Welling [18] introduced variational graph autoen-
coder (VGAE) by extending the variational autoencoder (VAE)
model [5]. Like VAE, VGAE tends to achieve the following
two competing objectives:
1) An approximation of input data should be possible.
2) The latent representation of input data should follow
standard gaussian distribution.
There is, however, a well-known issue with VAE in general:
The latent units, which fail to capture enough information
about the input data, are harshly suppressed during training.
As a result the corresponding latent variables collapse to
the prior distribution and end up simply generating standard
gaussian noise. Consequently, in practice, the number of latent
§Equal contribution
units, referred to as active units, actually contributing to
reconstruction of the input data are quite low compared to
the total available latent units. This phenomenon is referred
to as over-pruning ( [2], [3], [23]). Several solutions have
been proposed to tackle this problem for VAEs. For instance,
adding dropout can be a simple solution to achieve more
active units. However, this solution adds redundancy rather
than encoding more useful information with latent variables
[27]. [14] proposes division of the hidden units into subsets
and forcing each subset to contribute to the KL divergence.
[2] uses KL cost annealing to activate more hidden units. [27]
uses a model based approach where latent units are divided
into subsets with only one subset penalized for a certain data
point. These subsets also share some latent variables which
helps in reducing the redundancy between different subsets.
VGAE, being an extension of VAE for graph datasets, is
also susceptible to the over-pruning problem. This greatly
reduces the modeling power of pure VGAE and undermines its
ability to learn diverse and meaningful latent representations
As demonstrated in detail in Sec. III. To suppress this issue,
the authors of [18] simply reduce the weight of the second
objective by the number of nodes in training data. For instance,
PubMed dataset1 has ∼20k nodes, so the second objective is
given 20,000 times less weight than the first objective. Sur-
prisingly, this factor is not mentioned in their paper, although
it is present in their code [15]. Since the second objective is
the one enforcing standard gaussian distribution for the latent
variables, reducing its weight adversely affects the generative
ability of VGAE and effectively reduces it to non-variational
graph autoencoder. We discuss this further in Sec. IV.
In this work, we refer to VGAE without any weighted
objective as pure VGAE to distinguish it from VGAE [18].
In order to attain good generative ability and mitigate over-
pruning, we adopt a model based approach called epitomic
VGAE (EVGAE). Our approach is motivated by a solution
proposed for tackling over-pruning problem in VAE [27].
We consider our model to consist of multiple sparse VGAE
models, called epitomes, that share the latent space such that
for every graph node only one epitome is forced to follow
prior distribution. This results in a higher number of active
units as epitomes compete to learn better representation of the
graph data. Our main contributions are summarized below:
1PubMed is a citation dataset [22], widely used in deep learning for graph
analysis. Details of the dataset are given in experiments Sec. VI-A
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• We identify that VGAE [18] has poor generative ability
due to the incorporation of weights in training objectives.
• We show that pure VGAE (without any weighted objec-
tives) suffers from the over-pruning problem.
• We propose a true variational model EVGAE that not
only achieves better generative ability than VGAE but
also mitigates the over-pruning issue.
II. PURE VARIATIONAL GRAPH AUTOENCODER
Given an undirected and unweighted graph G consisting
of N nodes {x1,x2, · · · ,xN} with each node having F
features. We assume that the information in nodes and edges
can be jointly encoded in a D dimensional real vector space
that we call latent space. We further assume that the respective
latent variables {z1, z2, · · · , zN} follow standard gaussian
distribution. These latent variables are stacked into a matrix
Z ∈ RN×D. For reconstructing the input data, this matrix
is then fed to the decoder network pθ(G|Z) parameterized by
θ. The assumption on latent representation allows the trained
model to generate new data, similar to the training data, by
sampling from the prior distribution. Following VAE, the joint
distribution can be written as
p(G,Z) = p(Z)pθ(G|Z), (1)
where
p(Z) =
N∏
i=0
p(zi) (2)
p(zi) = N (0, diag(1)) ∀i. (3)
For an unweighted and undirected graph G, we follow [18] and
restrict the decoder to reconstruct only edge information from
the latent space. The edge information can be represented by
an adjacency matrix A ∈ RN×N where A[i, j] refers to the
element in ith row and jth column. If an edge exists between
node i and j, we have A[i, j] = 1. Thus, the decoder is given
by
pθ(A|Z) =
(N,N)∏
(i,j)=(1,1)
pθ(A[i, j] = 1|zi,zj), (4)
with
pθ(A[i, j] = 1|zi,zj) = σ(< zi,zj >), (5)
where < . , . > denotes dot product and σ(.) is the logistic
sigmoid function.
The training objective should be such that the model is able
to generate new data and recover graph information from the
embeddings simultaneously. For this, we aim to learn the free
parameters of our model such that the log probability of G is
maximized i.e.
log
(
p(G)
)
= log
(∫
p(Z)pθ(G|Z) dZ
)
= log
(∫ qφ(Z|G)
qφ(Z|G)p(Z)pθ(G|Z) dZ
)
= log
(
EZ∼qφ(Z|G)
{p(Z)pθ(G|Z)
qφ(Z|G)
})
, (6)
where qφ(Z|G), parameterized by φ, models the recognition
network for approximate posterior inference. It is given by
qφ(Z|G) =
N∏
i
qφ(zi|G) (7)
qφ(zi|G) = N
(
µi(G),diag(σ2i (G))
)
(8)
where µi(.) and σ2i (.) are learnt using graph convolution
networks (GCN) [17] and samples of qφ(Z|G) are obtained
from mean and variance using the reparameterization trick [5].
In order to ensure computational tractability, we use
Jensen’s Inequality [25] to get ELBO bound of Eq. (6). i.e.
log
(
p(G)
)
≥ EZ∼qφ(Z|G)
{
log
(p(Z)pθ(G|Z)
qφ(Z|G)
)}
(9)
= EZ∼qφ(Z|G)
{
log
(
pθ(G|Z)
)}
+ EZ∼qφ(Z|G)
{
log
( p(Z)
qφ(Z|G)
)}
(10)
= −BCE−DKL
(
qφ(Z|G)||p(Z)
)
(11)
where BCE denotes binary cross-entropy loss between input
edges and the reconstructed edges. DKL denotes the Kullback-
Leibler (KL) divergence. By using (2), (3), (7) and (8), the loss
function of pure VGAE can be formulated as negative of (11)
i.e.
L = BCE
+
N∑
i=1
DKL
(
N
(
µi(G),σ2i (G)
)
|| N (0, diag(1))
)
(12)
III. OVER-PRUNING IN PURE VGAE
Burda et al. [3] showed that learning capacity of VAE is
limited by over-pruning. Several other studies [2], [14], [23],
[27] confirm this and propose different remedies for the over-
pruning problem. They hold the KL-divergence term in the
loss function of VAE responsible for over-pruning. This term
forces the latent variables to follow standard gaussian dis-
tribution. Consequently, those variables which fail to encode
enough information about input data are harshly penalized.
In other words, if a latent variable is contributing little to
the reconstruction, the variational loss is minimized easily
by “turning off” the corresponding hidden unit. Subsequently,
such variables simply collapse to the prior, i.e. generate stan-
dard gaussian noise. We refer to the hidden units contributing
to the reconstruction as active units and the turned-off units as
inactive units. The activity of a hidden unit u was quantified
by Burda et al. [3] via the statistic
Au = Covx(Eu∼q(u|x){u}). (13)
A hidden unit u is said to be active if Au ≥ 10−2.
VGAE is an extension of VAE for graph data and loss
functions of both models contain the KL-divergence term.
Consequently, pure VGAE inherits the over-pruning issue.
We verify this by training VGAE with Eq. (12) on Cora
dataset2. We employ the same graph architecture as Kipf and
2Details of Cora dataset are given in experiments Sec. VI-A
(a) KL-divergence of latent variables in pure VGAE
(b) Unit activity of 16 hidden units in pure VGAE
Fig. 1: (a) show that only one out of 16 hidden units is actively
encoding input information required for the reconstruction.
This is confirmed by the plot of unit activity in (b).
Welling [18]. The mean and log-variance of 16-dimensional
latent space are learnt via Graph Convolutional Networks [17].
From Fig. 1(a), we observe that 15 out of 16 latent variables
have KL-divergence around 0.03, indicating that they are very
closely matched with standard gaussian distribution. Only one
latent variable has managed to diverge in order to encode the
information required by the decoder for reconstruction of the
input.
In other words pure VGAE model is using only one variable
for encoding the input information while the rest 15 latent
variables are not learning anything about the input. These
15 latent variables collapse to the prior distribution and are
simply generating standard gaussian noise. Fig. 1(b) shows
the activity of hidden units as defined in Eq. 13. It is clear
that only one unit is active, which corresponds to the latent
variable with highest KL-divergence in the Fig. 1(a). All other
units have become inactive and are not contributing in learning
the reconstruction of the input. This verifies the existence of
over-pruning in pure VGAE model.
(a) KL-divergence of latent variables: VGAE (β ≈ 0.0003 [18])
(b) Unit activity of 16 hidden units: VGAE (β ≈ 0.0003 [18])
Fig. 2: All the hidden units are active but KL-divergence is
quite high, indicating poor matching of learnt distribution with
prior, consequently affecting generative ability of the model.
IV. VGAE [18]: SACRIFICING GENERATIVE ABILITY FOR
HANDLING OVER-PRUNING
Kipf and Welling’s VGAE [18] employed a simple way
to get around the over-pruning problem by adding a penalty
factor to the KL-divergence in Eq. (12). That is
L = BCE + β DKL
(
q(Z|G)||p(Z)
)
. (14)
But a consequence of using the penalty factor β is poor
generative ability of VGAE. We verify this by training VGAE
on Cora dataset with varying β in Eq. (14). We call the penalty
factor β, as the loss of βVAE ( [4], [10] ) has the same
factor multiplied with its KL-divergence term. Specifically,
in βVAE, β > 1 is chosen to enforce better distribution
matching. Conversely, a smaller β is selected for relaxing
the distribution matching, i.e. the latent distribution is allowed
to be more different than the prior distribution. This enables
latent variables to learn better reconstruction at the expense
of the generative ability. In the degenerate case, when β = 0,
VGAE model is reduced to non-variational graph autoencoder
(GAE). VGAE as proposed by Kipf and Welling [18] has the
loss function similar to βVAE with β chosen as reciprocal of
number of nodes in the graph. As a result β is quite small i.e.
∼ 0.0001-0.00001.
Fig. 2 shows the KL-divergence and hidden unit activity
for original VGAE [18] model. We observe that all the hidden
units are active, i.e. Au ≥ 10−2. However, the value of KL-
divergence is quite high for all latent variables, indicating
poor matching of qφ(Z|G) with the prior distribution. This
adversely affects the generative ability of the model. Con-
cretely, the variational model is supposed to learn such a
latent representation which follows standard gaussian (prior)
distribution. Such high values of KL-divergence implies that
the learnt distribution is not standard gaussian. The reason
is that the KL-divergence term in (14) was responsible for
ensuring that the posterior distribution being learned follows
standard gaussian distribution. VGAE [18] model assigns
too small weight (β = 0.0003) to the KL-divergence term.
Consequently, when new samples are generated from standard
gaussian distribution p(Z) and then passed through the de-
coder pθ(A|Z), we get quite different output than the graph
data used for training.
Fig. 3 shows that Kipf and Welling’s [18] approach to deal
with over-pruning makes VAGE similar to its non-variational
counter-part i.e. graph autoencoder (GAE). As β is decreased,
VGAE model learns to give up on the generative ability and
behaves similar to GAE. This can be seen in Fig. 3 (a), where
the average KL-divergence per active hidden unit increases
drastically as β becomes smaller. On the other hand, we
observe from Fig. 3 (b) that decreasing β results in higher
number of active hidden units till it achieves the same number
as GAE.
We conclude that as the contribution of KL-divergence
is penalized in the loss function (Eq. 14), VGAE model
learns to sacrifice the generative ability for avoiding over-
pruning. Conversely, VGAE handles the over-pruning problem
by behaving like a non-variational model GAE [16].
V. EPITOMIC VARIATIONAL GRAPH AUTOENCODER
We propose epitomic variational graph autoencoder (EV-
GAE) which generalizes and improves the VGAE model.
EVGAE not only successfully mitigates the over-pruning issue
of pure VGAE but also attains better generative ability than
VGAE [18]. The motivation comes from the observation that
for a certain graph node, a subset of the latent variables
suffices to yield good reconstruction of edges. Yeung et al. [27]
proposed a similar solution for tackling over-pruning problem
in VAE. We assume M subsets of the latent variables called
epitomes. They are denoted by {D1, · · · ,DM}. Furthermore,
it is ensured that every subset shares some latent variables with
at least one other subset. We penalize only one epitome for
an input node. This encourages other epitomes to be active.
Let yi denote a discrete random variable that decides which
epitome is penalized for a node i. For a given node, the
prior distribution of yi is assumed to be uniform over all the
epitomes. y represents the stacked random vector for all N
nodes of the graph. So:
(a) Change in the active units of original VGAE [18]
(b) Change in the Average KL-divergence per active unit
Fig. 3: Effect of varying β on original VGAE [18]
p(y) =
N∏
i=0
p(yi); p(yi) = U(1,M), (15)
where U(·) denotes uniform distribution.
Let E ∈ RM×D denote a binary matrix, where each row
represents an epitome and each column represents a latent
variable. Fig. 4 shows E with M = 8 and D = 16 in a
D-dimensional latent space. The grayed squares of rth row
show the latent variables which constitute the epitome Dr.
We denote rth row of E by E[r, :].
1) Generative Model: of EVGAE is given by:
p(G,Z,y) = p(y)p(Z|y)pθ(G|Z), (16)
where
p(Z|y) =
N∏
i=0
p(zi|yi) (17)
p(zi|yi) =
D∏
j=1
(
E[yi, j] N (0, 1) + (1− E[yi, j])δ(0)
)
, (18)
Fig. 4: Example of eight epitomes in a 16-dimensional latent
space.
where E[yi, j] refers to jth component of epitome yi. Eq. (18)
shows that zi|yi follows standard gaussian distribution for the latent
variables j where E[yi, j] = 1 and for the rest it follows degenerate
distribution δ(0) located at 0.
2) Inference Model: uses the following approximate poste-
rior:
qφ(Z,y|G) = qφ(y|G)qφ(Z|G), (19)
with
qφ(y|G) =
N∏
i=1
qφ(yi|G) (20)
qφ(yi|G) = Cat(pii(G)) (21)
qφ(Z|G) =
N∏
i
qφ(zi|G) (22)
qφ(zi|G) = N
(
µi(G),diag(σ2i (G))
)
, (23)
where Cat(.) refers to the categorical distribution. pii(.),
µi(.) and σ2i (.) are learnt using two-layer GCN networks.
Specifically, pii(.) is obtained by learning a real vector which
is then passed through softmax layer to give probabilities.
Under the assumption that y and G are independent, given
Z; the objective function is given by
log
(
p(G)
)
= log
(∫ ∑
y
p(y)p(Z|y)pθ(G|Z) dZ
)
(24)
= log
(
E(Z,y)∼qφ(Z,y|G)
{p(y)p(Z|y)pθ(G|Z)
qφ(Z,y|G)
})
(25)
= log
(
E(Z,y)∼qφ(Z,y|G)
{p(y)p(Z|y)pθ(G|Z)
qφ(Z|G)qφ(y|G)
})
. (26)
By using Jensen’s inequality [25], the ELBO bound for log
probability becomes
log
(
p(G)
)
≥ E(Z,y)∼qφ(Z,y|G)
{
log
(p(y)p(Z|y)pθ(G|Z)
qφ(Z|G)qφ(y|G)
)}
(27)
= EZ∼qφ(Z|G)
{
log
(
pθ(G|Z)
)}
+ Ey∼qφ(y|G)
{
log
( p(y)
qφ(y|G)
)}
+ E(Z,y)∼qφ(Z,y|G)
{
log
( p(Z|y)
qφ(Z|G)
)}
. (28)
Following VGAE [18], we restrict the decoder to recover
only edge information from the latent space. Hence, the
decoder is the same as in Eq. (4). Thus, the first term in
Eq. (28) simplifies in a similar way as in VGAE i.e. binary
cross-entropy between input and reconstructed edges.
The second term in Eq. (28) is computed as:
Ey∼qφ(y|G)
{
log
( p(y)
qφ(y|G)
)}
= Ey∼qφ(y|G)
{ N∑
i=1
log
( p(yi)
qφ(yi|G)
)}
=
N∑
i=1
Eyi∼qφ(yi|G)
{
log
( p(yi)
qφ(yi|G)
)}
= −
N∑
i=1
DKL
(
qφ(yi|G)||p(yi)
)
= −
N∑
i=1
DKL
(
Cat(pii(G))|| U(1,M)
)
. (29)
The third term in Eq. (28) is computed as follows:
E(Z,y)∼qφ(Z,y|G)
{
log
( p(Z|y)
qφ(Z|G)
)}
=Ey∼qφ(y|G)
{
EZ∼qφ(Z|G)
{
log
( p(Z|y)
qφ(Z|G)
)}}
=
∑
y
qφ(y|G)EZ∼qφ(Z|G)
{
log
( p(Z|y)
qφ(Z|G)
)}
=
N∑
i=1
∑
y
qφ(y|G)Ezi∼qφ(zi|G)
{
log
( p(zi|yi)
qφ(zi|G)
)}
=
N∑
i=1
∑
yi
qφ(yi|G)Ezi∼qφ(zi|G)
{
log
( p(zi|yi)
qφ(zi|G)
)}
=−
N∑
i=1
∑
yi
qφ(yi|G)DKL
(
qφ(zi|G)||p(zi|yi)
)
(30)
We take motivation from [27] to compute Eq. (30) as:
−
N∑
i=1
∑
yi
qφ(yi|G)DKL
(
qφ(zi|G)||p(zi|yi)
)
=−
N∑
i=1
∑
yi
qφ(yi|G)
D∑
j=1
E[yi, j]DKL
(
qφ(z
j
i |G)||p(zji )
)
(31)
=−
N∑
i=1
∑
yi
pii(G)
D∑
j=1
E[yi, j]
DKL
(
N
(
µji (G), (σ2i )j(G)
)
||N (0, 1)
)
, (32)
where zji denotes j
th component of vector zi. In Eq. (32),
for each node, we sum over all the epitomes. For a given
epitome, we only consider the effect of those latent variables
which are selected by E for that epitome. This also implies
that the remaining latent variables have the freedom to better
learn the reconstruction. Consequently, EVGAE encourages
more hidden units to be active without penalizing the hidden
units which are contributing little to the reconstruction. The
final loss function is given by:
L = BCE +
N∑
i=1
DKL
(
Cat(pii(G))|| U(1,M)
)
+
N∑
i=1
∑
yi
pii(G)
D∑
j=1
E[yi, j]
DKL
(
N
(
µji (G), (σ2i )j(G)
)
||N (0, 1)
)
. (33)
TABLE I: Results of link prediction on citation datasets
Method Cora Citeseer PubMedAUC AP AUC AP AUC AP
DeepWalk 83.1± 0.01 85.0± 0.00 80.5± 0.02 83.6± 0.01 84.4± 0.00 84.1± 0.0
Spectral Clustering 84.6± 0.01 88.5± 0.00 80.5± 0.01 85.0± 0.01 84.2± 0.02 87.8± 0.01
GAE (VGAE [18]
with β = 0) 91.0± 0.02 92.0± 0.03 89.5± 0.04 89.9± 0.05 96.4± 0.00 96.5± 0.0
VGAE [18] (β ∼
10−4 − 10−5) 91.4± 0.01 92.6± 0.01 90.8± 0.02 92.0± 0.02 94.4± 0.02 94.7± 0.0
pure VGAE (β = 1) 79.44± 0.03 80.51± 0.02 77.08± 0.03 79.07± 0.02 82.79± 0.01 83.88± 0.01
EVGAE (β = 1) 92.96± 0.02 93.58± 0.03 91.55± 0.03 93.24± 0.02 96.80± 0.01 96.91± 0.02
Algorithm 1: EVGAE Algorithm
Input:
• G
• Epochs
• The matrix E to select latent variables
for each epitome.
Initialize model weights; i = 1
while e ≤ Epochs do
compute pii(.), µi(.) and σ2i (.) ∀i;
compute zi ∀i by reparameterization trick;
compute loss using Eq. (33);
update model weights using back propagation
end
VGAE model can be recovered from EVGAE model, if we
have only one epitome consisting of all latent variables. Hence
the model generalizes VGAE. The algorithm for training
EVGAE is given in Algo. 1.
VI. EXPERIMENTS
A. Datasets
We compare the performance of EVGAE with several
baseline methods on the link prediction task. We conduct the
experiments on three benchmark citation datasets [22].
Cora dataset has 2,708 nodes with 5,297 undirected and
unweighted links. The nodes are defined by 1433 dimensional
binary feature vectors, divided in 7 classes.
Citeseer dataset has 3,312 nodes defined by 3703 dimen-
sional feature vectors. The nodes are divided in 6 distinct
classes. There are 4,732 links between the nodes.
PubMed consists of 19,717 nodes defined by 500 di-
mensional feature vectors linked by 44,338 unweighted and
undirected edges. These nodes are divided in 3 classes.
B. Implementation Details and Performance Comparison
In order to ensure fair comparison, we follow the exper-
imental setup of Kipf and Welling [18]. That is, we train
the EVGAE and pure VGAE model on an incomplete version
of citation datasets. Concretely, the edges of the dataset are
divided in training set, validation set and test set. Following
[18], we use 85% edges for training, 5% for validation and
10% for testing the performance of the model.
We compare the performance of EVGAE with three strong
baselines, namely: VGAE [18], spectral clustering [24] and
DeepWalk [20]. We also report the performance of pure VGAE
(β=1) and GAE (VGAE with β=0). Since DeepWalk and
spectral clustering do not employ node features; so VGAE,
GAE and EVGAE have an undue advantage over them. The
implementation of spectral clustering is taken from [19] with
128 dimensional embedding and for DeepWalk, the standard
implementation is used [7]. For VGAE and GAE, we use the
implementation provided by Kipf and Welling [18]. EVGAE
also follows a similar structure with latent embedding being
512 dimensional and the hidden layer consisting of 1024
hidden units, half of which learn µi(.) and the other half for
learning log-variance. We select 256 epitomes for all three
datasets. Each epitome enforces three units to be active, while
sharing one unit with neighboring epitomes. This can also be
viewed as an extension of the matrix shown in Fig. 4. Adam
[13] is used as optimizer with learning rate 1e−3. Further
implementation details of EVGAE can be found in the code
[12].
For evaluation, we follow the same protocols as other recent
works [18] [20] [24]. That is, we measure the performance of
models in terms of area under the ROC curve (AUC) and
average precision (AP) scores on the test set. We repeat each
experiment 10 times in order to estimate the mean and the
standard deviation in the performance of the models.
We can observe from Table I that the results of EVGAE are
competitive or slightly better than other methods. We also note
that the performance of variational method pure VGAE is quite
bad as compared to our variational method EVGAE. Moreover,
the performance of methods with no or poor generative ability
(GAE and VGAE [18] with β ∼ 10−4−10−5) is quite similar.
C. EVGAE: Over-pruning and Generative Ability
We now show the learning behavior of EVGAE model on
our running example of Cora dataset. We select 8 epitomes,
each dictating three hidden units to be active. The config-
uration is shown in Fig. 4. Fig. 5 shows the evolution of
KL-divergence and unit activity during training of EVGAE
model. By comparing this figure with pure VGAE (Fig. 1),
we can observe that EVGAE has more active hidden units.
This demonstrates that our model is better than pure VGAE
at mitigating the over-pruning issue.
(a) KL-divergence of latent variables in EVGAE
(b) Unit activity of 16 hidden units of EVGAE
Fig. 5: Three hidden units are active and KL-divergence
of corresponding latent variables is quite low compared to
Fig. 2(a), indicating a good matching of learnt distribution
with prior, consequently improving the generative ability of
the model.
On the other hand, if we compare it to VGAE [18](Fig. 2),
we observe EVGAE have less active units in comparison. But
KL-divergence of the latent variables for VGAE is greater than
1 for all the latent variables (Fig. 2(a)). This implies that the
latent distribution is quite different from the prior distribution
(standard gaussian). In contrast, we observe from Fig. 5(a) that
EVGAE has KL-divergence around 0.1 for 13 latent variables
and approximately 0.6 for remaining 3 latent variables. This
reinforces our claim that VGAE achieves more active hidden
units by excessively penalizing the KL-term responsible for
generative ability.
In short, although EVGAE has less active units, the distribu-
tion matching is better compared to VGAE. VGAE is akin to
GAE due to such low weightage to KL-term, i.e. β = 0.0003.
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Fig. 6: Effect of changing latent space dimensions on active
units and their KL-divergence. It can be observed that EVGAE
has more active units compared to VGAE, and with better
generative ability
D. Impact of Latent Space Dimension
We now look at the impact of latent space dimension
on the number of active units and average KL-divergence
per active unit. We plot the active units for dimensions
D ∈ {16, 32, 64, 128, 256, 512}. Fig. 6 presents an overview
of this impact on our running example (Cora dataset). For all
values of D, the number of epitomes is set to D2 and one unit
is allowed to overlap with neighboring epitomes. Similar to
the configuration in Fig. 4 for D = 16. It is to be noted that
we kept the same configuration of epitomes for consistency
reasons. Choosing a different configuration of epitomes does
not affect the learning behavior of EVGAE.
It can be observed that the number of active units is quite
less compared to the available units for VGAE with β = 1
(pure VGAE). Concretely, for D = 512 only 48 units are
active. This shows that the over-pruning problem persists even
in high dimensional latent space.
Now we observe the behavior of VGAE with β = N−1
as proposed by Kipf and Welling [18], where N denotes
the number of nodes in the graph. All the units are active
irrespective of the dimension of latent space. In the case of
EVGAE, the number of active units is in between the two. i.e.
we are able to mitigate the over-pruning without sacrificing the
generative ability (β = 1). This results in better performance
in graph analysis tasks as shown in table I.
To demonstrate that EVGAE achieves better distribution
matching than VGAE, we compare the average KL-divergence
of active units for different latent space dimensions. Only
active units are considered when averaging the KL-divergence
because the inactive units introduce a bias towards zero in
the results. Fig. 6(b) shows how the distribution matching
varies as we increase the number of dimensions. We note
that when β = 1, the average KL-divergence for active units
is still quite small, indicating a good match between learned
latent distribution and the prior. Conversely, when β = N−1
the average KL-divergence per active unit is quite high. This
supports our claim that original VGAE [18] learns a latent
distribution which is quite different from the prior. Thus, when
we generate new samples from standard gaussian distribution
and pass it through the decoder, we get quite different output
than the graph data used for training. In the case of EVGAE,
the KL divergence is quite closer to the prior compared to
VGAE. For D = 512, it is almost similar to the case with
β = 1.
VII. CONCLUSION
In this paper we looked at the issue of over-pruning in
variational graph autoencoder. We demonstrated that the way
VGAE [18] deals with this issue results in a latent distribution
which is quite different from the standard gaussian prior. We
proposed an alternative model based approach EVGAE that
mitigates the problem of over-pruning by encouraging more
latent variables to actively play their role in the reconstruction.
EVGAE also has a better generative ability than VGAE [18]
i.e. better matching between learned and prior distribution.
Moreover, EVGAE performs comparable or slightly better
than the popular methods for the link prediction task.
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