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a b s t r a c t
Geometric routing by using virtual locations is an elegant way for solving network routing
problems. In its simplest form, greedy routing, amessage is simply forwarded to a neighbor
that is closer to the destination. Onemain drawback of this approach is that the coordinates
of the virtual locations require Ω(n log n) bits to represent, which makes this scheme
infeasible in some applications.
The essence of the geometric routing is the following: When an origin vertex u wants
to send amessage to a destination vertexw, it forwards the message to a neighbor t , solely
based on the location information of u, w and all neighbors of u. In the greedy routing
scheme, the decision is based on decreasing distance. For this idea to work, however, the
decision needs not be based on decreasing distance. As long as the decision is made locally,
this scheme will work fine.
In this paper, we introduce a version of greedy routing which we call generalized
greedy routing algorithm. Instead of relying on decreasing distance, a generalized greedy
routing algorithm uses other criteria to determine routing paths, solely based on local
information. We present simple generalized greedy routing algorithms based on st-
coordinates (consisting of two integers between 0 and n−1), which are derived from an st-
orientation of a 2-connected plane graph. We also generalize this result to arbitrary trees.
Both algorithms are natural and simple to be implemented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Geometric routing
Routing certainly is one of themost important algorithmic problems in networking. Extensive research has been devoted
to discover efficient routing algorithms; see monographs [5,32]. Previously, routing was done via routing protocols (e.g.,
see [5,32]). Such a solution is space inefficient and it requires considerable setup overhead, which makes it infeasible for
some networks such as wireless sensor networks (see [31] for how to efficiently obtain planar network topology from a
wireless sensor network). Recently, an alternative approach geometric routing has been proposed [4,16]. Geometric routing
uses geographical coordinates of the vertices to compute the routing paths. Geometric routing consists of two phases:
(1) greedy routing: the default behavior in which a node greedily forwards the message to one of its neighbors closer to
the destination than itself (the distance is measured by the metric of the metric space in which the network is embedded.
For example, it could be the Euclidean distance if the network is embedded in a Euclidean space); and (2) complementary
routing, which is used when a physical void position is encountered; that is, a node is reached such that it has no neighbor
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Fig. 1. No greedy drawing for K1,6 . u is at a void position.
closer to the destination than itself. (See Fig. 1 for such a void position u. There is no neighbor of uwhich is closer to v than u
itself in the embedding.) The advantages of geometric routing are as follows: it does not require the overhead ofmaintaining
path-level state, which is called as stateless routing. In addition, it is distributed in nature (each node only needs to know
information about its neighbors).
Geometric routing is simple, but also imposes some problems. First of all, a bad network topology and geographical
location of agents can lead to situations in which the greedy routing fails because a void position has been reached.
Different complementary algorithms have been proposed to solve the problem when greedy routing fails. Bose et al.
proposed GFG (i.e. greedy and face routing) [4]. Karp et al. [16] introduced GPSR (i.e. greedy and perimeter stateless routing).
Both uses perimeter routing to remediate the failures of greedy routing. Another set of geometric routing was introduced by
Kuhn et al. is known as AFR [21], which uses face routing (which explores the boundaries of faces of the planarized network
graph) to supplement the failure of greedy routing. GOAFR and GOAFR+ [19,20] were introduced by Kuhn et al. to improve
AFR. All these real-location based geographic routing algorithms have the following problems: location errors cause routing
failures; GPS is expensive for sensors, it increases energy consumption and it does not work in environment such as indoors
and it can be easily tampered with in hostile environment; furthermore, location inaccuracy cause problems in both greedy
and other complementary routing phases; when greedy routing fails, paths in complementary phases such as perimeter
routing or face routing is inefficient, they can be orders of magnitude longer than best available paths [17,27]. Nevertheless,
the properties of geographical routing are quite attractive to wireless sensor networks and numerous research has been
done [10,12,17,19,20,24,26].
The second problem of geometric routing is that the routing relies on the geographic locations of the nodes. GPS devices,
typically used to determine geometric coordinates, are expensive and increase the energy consumption of the agents (which
should be avoided, especially for sensor networks). To solve this problem, an elegant solution was proposed by Rao et al.
in [30]: for geometric routing of a graph G, one could ignore its pre-defined geometric coordinates (e.g., GPS coordinates
of smart sensors). Instead, one could use graph drawing, based on the structure of G, to compute virtual coordinates for the
vertices of G, and then geometric routing algorithms rely on such virtual coordinates rather than on the real geographic ones
to compute routes.
1.2. Virtual-location-based greedy routing via greedy drawing
Greedy drawing is introduced as a solution for virtual-location-based greedy routing. Simply speaking, a greedy drawing
is a drawing in which greedy routing works: first, greedy drawing is globally computed. Then each vertex determines a
routing path locally, solely based on pre-computed drawing coordinates. (The main concern of greedy drawing and greedy
routing is to find a routing path that is guaranteed to reach the destination. They do not consider the stretch factor of the
routing paths). Interestingly, the notion of greedy drawing connects graph drawing, and network routing, the two seemingly
totally unrelated fields together.
After [30], there has been intense research centering on greedy routing schemes that assign network nodes to virtual
coordinates in a naturalmetric space. The feasibility of the greedy routing depends heavily on the geometry of the underlying
metric space used to define the notion of ‘‘closer to the destination’’. Similar to the graphK1,6 in Fig. 1, it is easy to see that star
graphs (consisting of a central vertex adjacent to an arbitrarily large number of leaves) cannot support greedy geometric
routing in any fixed-dimensional Euclidean space [8]. By a simple packing argument, there must be two leaves in such a
graph, that are closer to each other than to the central vertex. Likewise, even for 2-connected or 3-connected planar graphs
embedded in the Euclidean plane R2, a networkmay have ‘‘holes’’ where greedy routing algorithms could get stuck in a local
metric minimum (e.g., see [13] for related work on hole detection in sensor networks). Alternatively, several researchers
(e.g., see [8,18,28]) have shown that greedy geometric routing is possible, for any connected graph, in fixed-dimensional
hyperbolic spaces. Obviously, people are especially interested in the cases where themetric spaces are the Euclidean spaces,
in particular R2, since this space more closely matches the geometry of wireless sensor networks.
In their inspiring work, Papadimitriou and Ratajczak [29] showed that any 3-connected planar graph can be embedded
in R3 so as to support greedy geometric routing, albeit with a non-standard metric function. They conjectured that such
embeddings are possible in R2. This conjecture has drawn a lot of interest [2,3,6,15,22,25,28]. Greedy embeddings in R2 were
first discovered only for graphs containing power diagrams [3], then for graphs containing Delaunay triangulations [25],
and then existentially (but not algorithmically) for plane triangulations [6]. Leighton and Moitra [22] eventually settled this
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conjecture positively by giving an algorithm to produce a greedy embedding of any 3-connected planar graph in R2. A similar
result was independently found by Angelini et al. [2]. However, neither of the two papers give the time efficiency analysis
of their algorithms.
Furthermore, as pointed out by Eppstein and Goodrich in [8], greedy routing is still not yet practically feasible, due to
the fact that in the worst case, the virtual coordinates, produced by greedy drawing and used in greedy routing, require
Ω(n log n) bits to represent them. Thus, these greedy approaches have the same space usage as traditional routing table
approaches. The main obstacle for the applicability of greedy routing is not only the existence of a greedy drawing, but
also the existence of a succinct greedy drawing, in which the virtual coordinates are represented in O(log n) bits. On the other
hand, Angelini et al. [1] proved that succinct greedy drawing does not always exist in R2. They proved that there are infinitely
many trees which are greedy drawable, but all greedy drawings need exponential size grids. This again shows that greedy
routingmay not be practically feasible even if such a drawing exists. In their recentwork [15], Goodrich and Strash show that
a succinct greedy drawing for the Euclidean metric in R2 is obtained, for 3-connected planar graphs, with coordinates that
can be represented succinctly with O(log n) bits. They introduce a sophisticated coordinate system for R2 for the purpose,
and no results on the running time of the algorithm is included in their paper.
1.3. Our contribution
In this paper, we consider virtual-location-based geometric routing algorithms for 2-connected plane graphs and
1-connected graphs. Let us first point out that, in contrast to 3-connected plane graphs,which always admit a greedydrawing
in R2, it is possible that a 2-connected plane graph does not admit any greedy drawing in any fixed dimension Euclidean
space. For example, consider the planar bipartite graph K2,l. It has two centers and l other nodes. When l is sufficiently large,
it is easy to argue that K2,l does not have greedy drawing in any fixed dimension Euclidean space Rm (otherwise, Kl/2 would
have a greedy drawing in Rm, a contradiction). Therefore, it is inevitable to consider other alternative routing algorithms for
2-connected plane graphs. We introduce a modified version of virtual-location-based greedy routing which we call
generalized greedy routing algorithm. Instead of relying solely on decreasing distance for routing decisions, a generalized
greedy routing algorithmuses other criteria, solely based on virtual coordinates, to determine routing paths. Our generalized
greedy routing algorithms are based on st-coordinates (consisting of two integers between 0 and n − 1), derived from an
st-orientation of a 2-connected plane graph. The st-coordinates can be computed in O(n) time. (In contrast, the run time for
computing drawing coordinates in previous work [2,22,15] were not specified.) In order to send a message from the origin
u to the destinationw, our routing algorithm determines the routing path from the st-coordinates of u,w and all neighbors
of u.
As one shall see in later section, our algorithm can be viewed as a complementary algorithm for virtual-location-based
geometric routing. Our algorithm will always apply greedy routing first whenever it is possible. When greedy routing
fails, our algorithm will use other criteria to determine the routing paths. To the best of our knowledge, this result is the
first complementary routing algorithm, when using virtual coordinates. As pointed out earlier in the preceding paragraph,
complementary routing algorithms are necessary for 2-connected plane graphs. We also generalize this complementary
routing algorithm to arbitrary connected graphs, including trees. Both algorithms are natural and simple to be implemented.
The current paper is organized as follows. In Section 2, we present preliminaries. In Section 3, we present a generalized
greedy routing algorithm for 2-connected plane graphs based on st-orientations. We also present a generalized greedy
routing algorithm for an arbitrary tree in Section 3. Section 4 concludes the paper.
2. Preliminaries
In this section, we give definitions and preliminary results. G = (V , E) denotes a graphwith n = |V | vertices andm = |E|
edges. G is 2-connected if it has no cut vertices. A planar graph G is a graph which can be embedded on the plane without
edge crossings. A plane graph is a planar graph with a fixed embedding. The embedding of a plane graph divides the plane
into a number of regions, called faces. The unbounded region is the exterior face. Other regions are interior faces. The vertices
and the edges on the exterior face are called exterior vertices and exterior edges. Other vertices and edges are called interior
vertices and interior edges. A path P of G is a sequence of distinct vertices u1, u2, . . . , uk such that (ui, ui+1) ∈ E for 1 ≤ i < k.
We also use P to denote the set of vertices in it. We abbreviate the words ‘‘counterclockwise’’ and ‘‘clockwise’’ as ccw and
cw, respectively.
An orientation of a graph G is a digraph obtained from G by assigning a direction to each edge of G. Wewill use G to denote
both the resulting digraph and the underlying undirected graph unless otherwise specified.
Let G be a plane graph with a distinguished exterior edge (s, t). An orientation of G is called an st-orientation (also known
as st-numbering, bipolar-orientation), if it is acyclic with s as the only source and t as the only sink. Lempel et al. [23] showed
that for every 2-connected plane graph G and any exterior edge (s, t), there exists an st-orientation with s as the only source
and t as the only sink. In addition, such an st-orientation can be computed in linear time [9,23].
Properties of st-orientations have been extensively studied [7,11]. Given an st-orientation of G, for each vertex v, the
incoming edges of v appear clockwise consecutively around v, and so do the outgoing edges of v. The face of G that separates
the incoming edges of v from the outgoing edges of v in clockwise direction is denoted by left(v). The face ofG that separates
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Fig. 2. Properties of an st-orientation.
Fig. 3. A 2-connected plane graph Gwith an st-orientation O.
the incoming edges of v from the outgoing edges of v in counterclockwise direction is denoted by right(v). The boundary
of every face of G consists of two directed paths. For each edge e of G, the face on the left (right, respectively) side of e is
denoted by left(e) (right(e), respectively) (see Fig. 2).
3. Generalized greedy routing algorithms based on st-orientations
3.1. Separation paths from an st-orientation
Let G be a 2-connected plane graph with two exterior vertices s and t . Without loss of generality, assume that (s, t) is an
exterior edge (otherwise, we add an edge (s, t) in the exterior face). Furthermore, we assume that the direction of the edge
(s, t) from s to t is in the counterclockwise direction along the facial cycle of the exterior face (otherwise, we flip the graph).
With the above two assumptions, we can always draw the graph G such that, s is placed at left, t is placed at right, and (s, t)
is placed at the ‘‘bottom’’ of the graph. (These two assumptions are not essential. We include them purely for the purpose
of presentation.) See Fig. 3 for an illustration. (Ignore the numbers in the parentheses for now. Their meaning will be clear
later.)
Let O be an st-orientation of G with s as the only source and t as the only sink. Consider two vertices u and v in an
st-orientation O of G. u di-reaches v, or v is di-reachable from u, if there exists a directed path from u to v in O. Fusy [14]
pointed out that, if u di-reaches v, the directed paths from u to v are not necessarily unique. When walking from u to v
along such directed paths, if we always pick the first feasible outgoing edge (i.e., the outgoing edge could still lead to the
vertex v) in counterclockwise direction at all its intermediate vertices in the path, then the path is unique and it is called
the rightmost path from u to v [14]. It is denoted by RP (u → v). Similarly, the leftmost path from u to v always chooses
the first feasible clockwise outgoing edge at all its intermediate vertices in the path [14]. It is denoted byLP (u → v). Note
that, for the exterior vertices s and t , RP (s → t) is the edge (s, t) and LP (s → t) is the other directed path from s to t
along the facial cycle of the exterior face. For example, in Fig. 3, LP (s → v5) = {s, v2, v3, v5},RP (v3 → t) = {v3, v5, t},
andLP (s → t) = {s, v2, v4, t}.
It is easy to see that subpaths of rightmost (leftmost, respectively) paths are rightmost (leftmost, respectively) paths. We
have the following technical lemmas regarding leftmost and rightmost paths.
Lemma 1. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Let u, v be two distinct vertices of G. Then one and only one of the following statements must hold (in the following, the
notationXP means that it is either alwaysRP , or alwaysLP ):
1.XP (s → u) is a proper subpath ofXP (s → v).
2.XP (s → v) is a proper subpath ofXP (s → u).
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3. There exists a unique vertexw satisfying the following: (1)XP (s → u) = XP (s → w)∪XP (w→ u); (2)XP (s → v) =
XP (s → w)∪XP (w→ v); and (3)XP (w→ u) andXP (w→ v) are non-trivial paths and they do not intersect except
atw.
Proof. We will prove the case whereXP consistently meansRP . The case whenXP means LP is symmetric. We have
the following three mutually exclusive cases:
1. Case 1: u is in the pathRP (s → v). Because a subpath of a rightmost path is still a rightmost path, therefore subpath
from s to u inRP (s → v) isRP (s → u). Since u, v are distinct. Hence,RP (s → u) is a proper subpath ofRP (s → v).
2. Case 2: v is in the pathRP (s → u). The proof is similar to Case 1.
3. Case 3: u is not inRP (s → v), nor is v inRP (s → u). Letw be the unique vertex such thatRP (s → w) is the longest
common subpath of bothRP (s → u) andRP (s → v) (in a degenerated scenario, w could be s). Obviously, we have:
(1) RP (s → u) = RP (s → w) ∪ RP (w → u); and (2) RP (s → v) = RP (s → w) ∪ RP (w → v). Note that,
none ofRP (w→ u) andRP (w→ v) can be trivial paths (otherwise, it would turn this case back to Case 1 or Case 2).
Hence, we only need to prove thatRP (w→ u) andRP (w→ v) do not intersect except atw.
Consider the edge (w, a) in RP (w → u) and the edge (w, b) in RP (w → v). Since RP (s → w) is the longest
common subpath of both RP (s → u) and RP (s → v), so a ≠ b. Suppose that, for the sake of contradiction,
RP (w → u) and RP (w → v) do intersect at a vertex c ≠ w. Since subpaths of rightmost paths are rightmost
paths. Therefore, there are two distinct rightmost paths from w to c . One is {(w, a)} ∪ RP (a → c). The other is
{(w, b)} ∪ RP (b → c). This contradicts the uniqueness of the path RP (w → c). Therefore, RP (w → u) and
RP (w→ v) are non-trivial paths and they do not intersect except atw. 
The proof of the following lemma is similar to the proof of Lemma 1 and hence it is omitted.
Lemma 2. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Let u, v be two distinct vertices of G. Then one and only one of the following must hold (in the following, the notationXP
means that it is either alwaysRP , or alwaysLP ):
1.XP (u → t) is a proper subpath ofXP (v → t).
2.XP (v → t) is a proper subpath ofXP (u → t).
3. There exists a unique vertexw satisfying the following: (1)XP (u → t) = XP (u → w)∪XP (w→ t); (2)XP (v → t) =
XP (v → w)∪XP (w→ t); and (3)XP (u → w) andXP (v → w) are non-trivial paths and they do not intersect except
atw.
Consider a vertex v of G. s always di-reaches v and t is always di-reachable from v. The concatenation of RP (s → v)
and LP (v → t) is called the x-separation path of v (we will see that the virtual x-coordinate of v are determined by
the x-separation path), and it is denoted by SPx(v). For the source s, its SPx(s) is the concatenation of RP (s → s) and
LP (s → t).RP (s → s) is degenerated as the vertex s. Hence, SPx(s) is nothing butLP (s → t). For the sink t , its SPx(t)
is the concatenation ofRP (s → t) andLP (t → t). Hence, SPx(t) is nothing but the edge (s, t).
Symmetrically, the concatenation of LP (s → v) and RP (v → t) is called the y-separation path of v (as the virtual
y-coordinate of v will be determined by the y-separation path), and it is denoted by SPy(v). It is easy to see that SPy(s) is
the edge (s, t) and SPy(t) isLP (s → t).
For example, in Fig. 3, x-separation path for v3 is SPx(v3) = {s, v3, v4, t}, y-separation path for v3 is SPy(v3) =
{s, v2, v3, v5, t}.
Note that SPx(v) and SPy(v) divides V − {v} into four non-intersecting subsets. Roughly speaking, each subset
corresponds to a quadrant of the plane. One set is the east-quadrant set of x, which includes all the vertices in the region
enclosed byRP (s → v) andLP (s → v) (including all the vertices on these two enclosing paths) except v. It is denoted by
E(v). The other set is the west-quadrant set of v, which includes all the vertices in the region enclosed by LP (v → t) and
RP (v → t) (including all the vertices on these two enclosing paths) except v, it is denoted byW(v). The north-quadrant
set of v includes all the vertices enclosed by LP (s → v) and LP (v → t), excluding all the vertices on the two enclosing
paths. It is denoted byN (v). The south-quadrant set of v includes all the vertices enclosed byRP (s → v) andRP (v → t),
excluding all the vertices on the two enclosing paths. It is denoted by S(v). Each of such set could be empty. Note that, for
any vertex v ≠ s, t , it is the only sink for E(v) ∪ {v} and the only source forW(v) ∪ {v}. For example, consider v3 in Fig. 3.
We haveN (v3) = ∅, S(v3) = {v1}, E(v3) = {s, v2} andW(v3) = {v4, v5, t}. v3 is the only sink for E(v3)∪{v3} and the only
source forW(v3) ∪ {v3}.
3.2. Virtual x-coordinates
Consider a vertex v. The set E(v) ∪ N (v) is called the left x-vertex set of v, denoted by Vxleft (v). The setW(v) ∪ S(v) is
called the right x-vertex set of v, denoted by Vxright (v). Note that, V − {v} = Vxleft (v) ∪ Vxright (v).
We have the following simple observation.
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Fig. 4. Proof of Case 3b.
Observation 1:
1. If u ≠ v di-reaches v, then u is in Vxleft (v).
2. If u ≠ v is di-reachable from v, then u is in Vxright (v).
We denote by Rxleft (v) the region bounded by SPx(v) and LP (s → t). Rxleft (v) − SPx(v) is defined as the left x-interior
vertex set of v, which is denoted by V oxleft (v). We denote by Rxright (v) the region bounded by SPx(v) and RP (s → t). The
set of vertices in Rxright (v) − SPx(v) is defined as the right x-interior vertex set of v, which is denoted by V oxright (v). The set
of vertices inRP (s → v) − {v} is defined as the left x-boundary vertex set, which is denoted byRP (s → v0). The set of
vertices in LP (v → t) − {v} is defined as the right x-boundary vertex set, which is denoted by LP (v0 → t). Note that,
Vxleft (v) = V 0xleft (v) ∪RP (s → v0); Vxright (v) = V 0xright (v) ∪LP (v0 → t).
We have the following observation:
Observation 2:
1. Vxleft (s) = ∅. Vxleft (t) = V − {t}. For any other vertex v, we have Vxleft (v) ⊂ Vxleft (t).
2. If u is in RP (s → v), then there are no incoming edges from V 0xright (v) to u (otherwise, RP (s → v) would not be the
rightmost path from s to v).
3. If u is inLP (v → t), there are no outgoing edges from u to V 0xleft (v) (otherwise,LP (v → t) would not be the leftmost
path from v to t).
Next, we present a technical lemma.
Lemma 3. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the counter-
clockwise direction of its exterior facial cycle. LetO be an st-orientation of G with s as the only source and t as the only sink. Then
for two distinct vertices u, v, we have the following:
1. u is in Vxleft (v) if and only if Vxleft (u) ⊂ Vxleft (v) (The notation⊂means proper subset).
2. u is in Vxright (v) if and only if Vxleft (v) ⊂ Vxleft (u).
3. The left x-vertex sets of all the vertices of G define a linear order, by using the proper subset operation between them. The
minimum element in the linear order is the left x-vertex set of s, which is ∅. The maximum element in the linear order is the
left x-vertex set of t, which is V − {t}.
4. If u di-reaches v, then Vxleft (u) ⊂ Vxleft (v). If u is di-reachable from v, then Vxleft (v) ⊂ Vxleft (u).
Proof. 1. We have the following claim:
Claim:
1: If u is in Vxleft (v), then Vxleft (u) ⊂ Vxleft (v).
2: If u is in Vxright (v), then Vxleft (v) ⊂ Vxleft (u).
Proof of Claim:
We will only prove statement 1 of the claim (the second one is symmetric). There are several cases to consider:
Case 1: v = s. Vxleft (s) = ∅. Hence there is no such vertex u in Vxleft (s).
Case 2: v = t . Then Vxleft (t) = V−{t}. Consider a vertex u ≠ t . u is in Vxleft (t). It is easy to see that Vxleft (u) ⊆ V−{u, t}.
Hence, Vxleft (u) ⊂ Vxleft (v).
Case 3: v ≠ s, t . Let u be a vertex in Vxleft (v). There are two subcases to consider:
Case 3a: u ≠ v is inRP (s → v0). Apparently,RP (s → v) = RP (s → u)∪RP (u → v). All vertices inLP (v → t)
are di-reachable from u, hence, according to Observation 1(2), all the vertices in LP (v → t) are in Vxright (u). Hence, no
vertex inLP (v → t) are in Vxleft (u). In addition, Vxleft (u)∪{u}∪RP (u0 → t) is contained in Vxleft (v)∪{v}∪LP (v0 → t).
Hence, we have Vxleft (u) ⊆ Vxleft (v) ∪ {v} ∪RP (v0 → t)− LP (v → t) = Vxleft (v). In addition, u is in Vxleft (v), but not
in Vxleft (u). Hence, Vxleft (u) ⊂ Vxleft (v).
Case 3b: u is in V 0xleft (v). ConsiderRP (s → u) andRP (s → v). According to Lemma 1, there exists a unique vertexw
inRP (s → u) such thatRP (s → u) = RP (s → w)∪RP (w→ u), andRP (s → v) = RP (s → w)∪RP (w→ v).
In addition,RP (w→ u) andRP (w→ v) do not intersect except at the vertexw.
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According to Lemma 2, there exists a unique vertex b in LP (u → t) such that LP (u → t) = LP (u → b) ∪ LP
(b → t), and LP (v → t) = LP (v → b) ∪ LP (b → t). In addition, LP (u → b) and LP (v → b) do not intersect
except at the vertex b.
u ≠ v, so w ≠ u, v. It is easy to see that according to Observation 3(2) and (3), the set RP (w0 → u) and the set
LP (u → b0)must be contained in V 0xleft (v); see Fig. 4 for an illustration.
All the vertices in LP (v → b0) are in V 0xright (u). All the vertices in LP (b → t) are included in RP (u0 → t).
Therefore, all the vertices in LP (v → t) are in Vxright (u). Hence, no vertex in LP (v → t) can be in Vxleft (u). Note that,
Vxleft (u) ∪ {u} ∪ RP (u0 → t) is contained in Vxleft (v) ∪ LP (v → t). In addition, u is in Vxleft (v) but not in Vxleft (u).
Therefore, Vxleft (u) ⊂ Vxleft (v).
End of proof of Claim.
Next, we show that if Vxleft (u) ⊂ Vxleft (v), then u is in Vxleft (v). Observe that, for each vertex v, we have V = Vxleft (v)∪ {v} ∪ Vxright (v). Assume that, for the sake of contradiction, u ≠ v is not in Vxleft (v), then u must be in Vxright (v). Then
according to statement 2 of the above claim, Vxleft (v) ⊂ Vxleft (u), a contradiction. Therefore, u is in Vxleft (v).
2. Symmetric to 2.
3. For any two distinct vertices u, v, either Vxleft (v) ⊂ Vxleft (u), or Vxleft (u) ⊂ Vxleft (v). Hence the left x-vertex sets of all the
vertices of G define a linear order, by using the proper subset operation between them. It is easy to see that theminimum
element in the linear order is the left x-vertex set of s, which is ∅. The maximum element in the linear order is the left
x-vertex set of t , which is V − {t}.
4. If u di-reaches v, then u is contained in Vxleft (v), So Vxleft (u) ⊂ Vxleft (v). On the other hand, if u is di-reachable from v, then
u is contained in Vxright (v), So Vxleft (v) ⊂ Vxleft (u). 
Definition 1. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the
only sink. For each v ∈ V , its virtual x-coordinate (or simply x-coordinate) is defined as the number of elements in Vxleft (v),
which is denoted by x(v).
Using Definition 1, Lemma 3 can be easily translated into the following:
Lemma 4. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Then the following statements hold:
1: x(u) < x(v) if and only if u is in Vxleft (v).
2: x(u) > x(v) if and only if u is in Vxright (v).
3: All the x-coordinates are from 0 to (n − 1). Different vertices have different x-coordinates. In particular, x(s) = 0, and
x(t) = n− 1.
4: If u di-reaches v, then x(u) < x(v). If u is di-reachable from v, then x(v) < x(u).
The x-coordinates of the vertices are shown as the first numbers inside the parentheses in Fig. 3. For example, we have
x(v3) = 2, x(v1) = 4.
Given an st-orientation O with s as the only source and t as the only sink, we construct a tree rooted at s as follows. For
each vertex v, let u be the unique vertex such that (u, v) is an incoming edge to v, and u is in the face right(v) (see Fig. 2). We
define u to be the parent of v. For t , we chose s as the parent of t . By doing so, every vertex v except s has a unique parent.
Therefore, the chosen edges form a tree, rooted at s. We denote this tree by Ts. For example, consider G in Fig. 3. Ts consists of
the following edges: {(v2, s), (v4, v3), (v3, s), (v1, s), (v5, s), (t, s)}. One can easily check that the ordering of each vertex v
in the pre-ordering traversal of Ts in clockwise direction (starting from integer 0) is nothing but x(v). In addition, it is easy to
see that Ts can be computed in linear time fromO. Therefore, we have the following technical lemma regarding the running
time of computing x-coordinates:
Lemma 5. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Then {x(v) : v ∈ V } can be computed in linear time from O.
3.3. Virtual y-coordinates
In this subsection, we define virtual y-coordinates (or simply y-coordinates). This subsection is parallel to Section 3.2.
Consider a vertex v. Consider a vertex v. The set E(v) ∪ S(v) is called the below-y vertex set of v, denoted by Vybelow (v).
The set W(v) ∪ N (v) is called the above-y vertex set of v, denoted by Vyabove(v). Note that, for each vertex v, we have
V − {v} = Vybelow (v) ∪ Vyabove(v).
We denote by Rybelow (v) the region bounded by SPy(v) and RP (s → t). The set of vertices in Ryabove(v) − SPy(v) is
defined as the below y-interior vertex set of v, which is denoted by V oybelow (v). We denote by Ryabove(v) the region bounded by
SPy(v) andLP (s → t). The set of vertices in Ryabove(v)− SPy(v) is defined as the above y-interior vertex set of v, which is
denoted by V oyabove(v). The set of vertices inLP (s → v)−{v} is defined as the below y-boundary vertex set, which is denoted
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byLP (s → v0). The set of vertices inRP (v → t)−{v} is defined as the above y-boundary vertex set, which is denoted by
RP (v0 → t). Note that, Vybelow (v) = V 0ybelow (v) ∪LP (s → v0); Vyabove(v) = V 0yabove(v) ∪RP (v0 → t).
The following observations correspond to Observations 1 and 2.
Observation 3:
1. If u ≠ v di-reaches v, then u is in Vybelow (v).
2. If u ≠ v is di-reachable v, then u is in Vyabove(v).
Observation 4:
1. Vxleft (s) = ∅. Vxleft (t) = V − {t}. For any other vertex v, we have Vybelow (v) ⊂ Vybelow (t).
2. If u is in LP (s → v), then there are no incoming edges from V 0yabove(v) to u (otherwise, LP (s → v) would not be the
leftmost path from s to v).
3. If u is inRP (v → t), there are no outgoing edges from u toV 0ybelow (v) (otherwise,RP (v → t)would not be the rightmost
path from v to t).
We have the following lemma, which corresponds to Lemma 3, and can be proved similarly.
Lemma 6. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Then for two distinct vertices u ≠ v, we have the following:
1. u is in Vybelow (v) if and only if Vybelow (u) ⊂ Vybelow (v).
2. u is in Vyabove(v) if and only if Vybelow (v) ⊂ Vybelow (u).
3. The below y-vertex sets of all the vertices of G define a linear order, by using the proper subset operation between them. The
minimum element in the linear order is the below y-vertex set of s, which is ∅. The maximum element in the linear order is the
below y-vertex set of t, which is V − {t}.
4. If u di-reaches v, then Vybelow (u) ⊂ Vybelow (v). If u is di-reachable from v, then Vybelow (v) ⊂ Vybelow (u).
Definition 2. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the
only sink. For each vertex v of G, its virtual y-coordinate (or simply y-coordinate) is defined as the number of elements in
Vybelow (v), which is denoted by y(v). (x(v), y(v)) is called the st-coordinate of v, which is derived from O.
Similarly, we have the following lemma, which is similar to Lemma 4:
Lemma 7. Let G = (V , E) be a plane graphwith a distinguished exterior edge (s, t), which is along the counterclockwise direction
of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only sink. Then the following
statements hold:
1: y(u) < y(v) if and only if u is in Vybelow (v).
2: y(u) > y(v) if and only if u is in Vyabove(v).
3: All the y-coordinates are from 0 to (n− 1). Different vertices have different y-coordinates. y(s) = 0, and y(t) = n− 1.
4: If u di-reaches v, then y(u) < y(v). If u is di-reachable from v, then y(v) < y(u).
Similarly, given an st-orientation O with s as the only source and t as the only sink, we construct a tree rooted at t as
follows. For each vertex v, let u be the unique vertex such that (v, u) is an outgoing edge from v, and u is in the face right(v)
(see Fig. 2). We can define u to be the parent of v. For s, (s, t) is the unique edge and t is the parent of s. By doing so, every
vertex v except t has a unique parent. Therefore, the chosen edges form a tree, rooted at s. We denote this tree by Tt . For
example, consider G in Fig. 3. Tt consists of the following edges: {(s, t), (v1, v5), (v2, v3), (v3, v5), (v5, t), (v4, t)}. Then one
can easily check that the ordering of each vertex v in the post-ordering traversal of Tt in the clockwise direction (starting
from integer 0) is nothing but y(v). In addition, it is easy to see that Tt can be computed in linear time from O. Therefore,
we have the following technical Lemma 8.
Lemma 8. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Then {y(v) : v ∈ V } can be computed in linear time from O.
The y-coordinates of the vertices are shown as the second numbers inside the parentheses in Fig. 3. For example, we have
y(v3) = 3. y(v1) = 1.
3.4. st-routing algorithm
Observe that, E(v) = Vxleft ∩Vybelow ;N (v) = Vxleft ∩Vyabove ;W(v) = Vxright ∩Vyabove ; and S(v) = Vxright ∩Vybelow . Therefore,
we have the following observation according to Observations 1 and 3.
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Observation 5:
1: u ∈ E(v) if and only if u di-reaches v.
2: u ∈ W(v) if and only if u is di-reachable from v.
The following lemma can be easily proved from Lemmas 4 and 7.
Lemma 9. Let G = (V , E) be a 2-connected plane graph with a distinguished exterior edge (s, t), which is along the
counterclockwise direction of its exterior facial cycle. Let O be an st-orientation of G with s as the only source and t as the only
sink. Then the following statements hold:
1. u is in E(v) if and only if x(u) < x(v) and y(u) < y(v).
2. u is inW(v) if and only if x(u) > x(v) and y(u) > y(v).
3. u is inN (v) if and only if x(u) < x(v) and y(u) > y(v).
4. u is in S(v) if and only if x(u) > x(v) and y(u) < y(v).
Next we present our generalized greedy routing algorithm:
st-routing algorithm:
Input: A 2-connected plane graph G, with a distinguished exterior edge (s, t), which is along the counterclockwise
direction of its exterior facial cycle.
1. Compute an st-orientation O of Gwith s as the only source and t as the only sink.
2. Compute x- and y-coordinates based on O.
3. Let u and v be two distinct vertices. Suppose that u has amessage for v. If v is a neighbor of u, then u forwards themessage
to v. Otherwise, we have the following four cases:
Case 1: x(u) < x(v) and y(u) < y(v). Then u is in E(v) and u di-reaches v. u simply forwards the message to a neighbor
w with x(u) < x(w) < x(v) and y(u) < y(w) < y(v).
Case 2: x(u) > x(v) and y(u) > y(v). Then v is inW(v) and u is di-reachable from v. u simply forwards the message to a
neighborw with x(u) > x(w) > x(v) and y(u) > y(w) > y(v).
Case 3: x(u) < x(v) and y(u) > y(v). Then u is in N (v). Note that, in this case, neither u nor v di-reaches the other. u
simply forwards the message to a neighborw with x(w) < x(u) and y(w) < y(u). By doing so, the message is forwarded
towards E(v). After one forwarding, it remains to be Case 3 or turns to Case 1. Eventually, the message would enter
E(v) and Case 3 would turn to Case 1 (one can choose to forward the message towardsW(v) as well, then Case 3 would
eventually turn to Case 2).
Case 4: x(u) > x(v) and y(u) < y(v). u. Then u is in S(v). Note that, in this case, neither u nor v di-reaches the other. u
simply forwards the message to a neighborw with x(w) < x(u) and y(w) < y(u). By doing so, the message is forwarded
towards E(v). After one forwarding, it remains to be Case 4 or turns to Case 1. Eventually, the message would enter
E(v) and Case 4 would turn to Case 1 (one can choose to forward the message towardsW(v) as well, then Case 4 would
eventually turn to Case 2).
For example in Fig. 3, a message from v2 to v5 would fall into Case 1, while a message from v5 to v2 would fall into Case 2;
amessage from v4 to v1 would fall into Case 3, while amessage from v1 to v4 would fall into Case 4. In each case, themessage
can be forwarded accordingly.
It is easy to see that Cases 3 and 4 would eventually turn into Case 1 (or Case 2, if one implements that way). Consider
a message from v4 to v1 in Fig. 3. It belongs to Case 3, thus the message is either forwarded to v2 or v3. Either way, it still
belongs to Case 3, then the message is forwarded to s, and it turns to Case 1.
Consider Case 1 (Case 2, respectively), the Manhattan distance between the neighborw and the destination v is smaller
than the distance between the origin u and the destination v. In addition, after one forwarding, the case still belongs to Case
1 (Case 2, respectively). Thus, Cases 1 and 2 would eventually halt. As a matter of fact, these two cases can be viewed as
greedy routings since the Manhattan distance always decreases, while Cases 3 and 4 can be viewed as a complementary
routing phase. Consider a message from v2 to v4 in Fig. 3. It belongs to Case 1, thus the message is forwarded to v3. It still
belongs to Case 1 and themessage is continued to be forwarded to the destination v5, and hence forwarding halts. Therefore,
we have the following theorem:
Theorem 1. For any two vertices u and v, st-routing algorithm always forwards a message from u to v.
3.5. Tree routing algorithm
In this subsection, we consider the case where a network connectivity is not even 2-connected (for example, consider a
wireless sensor network with many dead sensors due to bad batteries). For these graphs, st-routing algorithm does not
apply since they do not admit st-orientations [9] and hence do not have st-coordinates. Therefore, alternative virtual-
location-based complementary algorithms has to be sought. The goal is still to assign virtual coordinates to the nodes so that
routing algorithms (i.e., greedy routing plus complementary routing algorithms) guaranteeing delivery can be established.
Obviously, to guarantee delivery, we need to assume that the underlying network topology is connected. We will utilize a
spanning tree of the network to assign virtual coordinates in this subsection.
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Fig. 5. A tree T with computed x- and y-coordinates for its vertices.
Let T be tree with a specified root s. Let us draw T in the plane (so that one can travel the tree in counterclockwise and
clockwise pre-ordering, as we will need them). We then do the following to T : add an additional tail vertex t /∈ T into T ;
connect all the leaves of T to t; and then add an edge (s, t); orient the edges from parents to children and from leaves to t .
The resulting graph G is a 2-connected plane graph with an st-orientation, in which (s, t) can be placed as one exterior edge
along the counterclockwise direction along the exterior facial cycle of G. Therefore, we can apply st-routing algorithm of G
to compute x- and y-coordinates for all the vertices in G. It is easy to see that for any vertex v ∈ T , Vxleft (v) = {u: u comes
before v in the counterclockwise pre-ordering of T }. Vybelow (v) ={u: u comes before v in the clockwise pre-ordering of T }. In
addition, due to the fact that t /∈ T , when applying st-routing algorithm, for Case 3 and Case 4, we always choose to forward
the message towards E(v). Thus, both Case 3 and Case 4 would turn into Case 1. By doing so, t would never be used in any
routing path. Thus, we have the following routing algorithm for trees:
Tree routing algorithm:
Input: A tree T , with a specified root s.
1. Draw T in plane.
2. Compute the counterclockwise pre-ordering of the vertices of T (the ordering are numbered from 0 to n− 1), use them
as the x-coordinates for the vertices.
3. Compute the clockwise pre-ordering of the vertices of T (the ordering are numbered from 0 to n − 1), use them as the
y-coordinates for the vertices.
4. Let u and v be two vertices. Suppose that u have a message for v. If v is a neighbor of u, then u forwards the message to
v. Otherwise, we have the following four cases:
Case 1: x(u) < x(v) and y(u) < y(v). u simply forwards the message to a neighbor w with x(u) < x(w) < x(v) and
y(u) < y(w) < y(v).
Case 2: x(u) > x(v) and y(u) > y(v). u simply forwards the message to a neighbor w with x(u) > x(w) > x(v) and
y(u) > y(w) > y(v).
Case 3: x(u) < x(v) and y(u) > y(v). u simply forwards themessage to a neighborwwith x(w) < x(u) and y(w) < y(u).
Eventually, Case 3 would turn to Case 1.
Case 4: x(u) > x(v) and y(u) < y(v). u simply for forwards the message to a neighbor w with x(w) < x(u) and
y(w) < y(u). Eventually, Case 4 would turn to Case 1.
The proof of the correctness of the following Theorem 2 is similar to the proof of Theorem 1, and it is omitted:
Theorem 2. For any two vertices u and v in T , tree routing algorithm always forwards a message from u to v along the unique
path between u and v in T .
Fig. 5 presents a tree with s as its root. The x- and y-coordinates of the vertices are enclosed in the parentheses. For
example, if there is a message from v1 with coordinates (5, 1) to v4 with coordinates (3, 4), Case 4 would be applied. Hence,
the message would be forwarded to swith coordinates (0, 0). Then Case 1 would be applied until the message is forwarded
to v4. It is worth mentioning that for a connected network, the coordinates of its nodes can be computed using any of its
spanning tree. Greedy routing can still be applied first using theManhattan distance, onlywhen greedy routing fails, the four
cases of the tree routingwill be applied. For example, consider the network in Fig. 5, if in addition to the drawn spanning tree,
the network also have (v1, v5) and (v5, v4) as its edges. Then for a message from v1 to v4, the message would be forwarded
first to v5 (as the Manhattan distance between v1 and v4 |5 − 3| + |1 − 4| = 5, while the Manhattan distance between v5
to v4 is |4− 3| + |3− 4| = 2); then the message would be forwarded to its destination v4.
4. Conclusions
In this paper, we present st-routing algorithm for 2-connected plane graphs and tree routing algorithm for connected
plane graphs. The two routing algorithms serve as virtual-location-based complementary routing algorithms for plane
graphs when greedy routing fails. It would be interesting to study how to combine fully greedy routing algorithms for 3-
connected plane graph with the two complementary routing algorithms in this paper so that virtual-location-based routing
algorithms for plane graph would become more efficient, adaptive, and adjustable.
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