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ABSTRACT 
 
 The overcurrent protection principle is the most widely implemented in electrical 
networks. However, with the constant network upgrading aiming for optimal operation 
and cost (smart grid), distributed generations (DGs) as well as other elements have been 
integrated on to the network. The integration of DGs can cause degradation of 
overcurrent relay performance, which the worst case scenario is the loss of coordination 
between overcurrent relays. 
 Therefore, in this work, the algorithmic architecture of adaptive protection 
scheme (APS) has been proposed and developed to mitigate the impacts of DGs 
connected on smart grid and enhance overall sensitivity of directional overcurrent relays 
(DOCRs).  
 The proposed scheme consists of two stages: the first stage is responsible to 
execute the adaptive function which performs data transfer to and from the system, 
and a real time algorithm that execute the monitoring function and calculate input data 
for the second stage. 
 The second stage consists of an optimization algorithm which is responsible to 
optimize the input data provided by stage one and coordinate the DOCRs.  
 Studies have been carried out for different network topologies and load 
demands implementing APS. This shows the notable difference between the 
conventional coordination approach and the proposed on-line coordination approach. 
Then DGs are included in the analysis, such that the impacts of DG prior and after the 
application of APS are presented and a new mitigation scheme is proposed. The 
coordination loss and overreach effects due to DG penetration are clearly identified and 
the mitigation has been carried out successfully.  
 Also, comparisons among different versions of differential evolution algorithm 
(DE) for coordination of DOCRs in bigger and interconnected power systems are 
presented. The evaluation criteria consist of fitness value, number of violation and 
standard deviation. The outstanding DE algorithm has been enhanced in four aspects 
 viii 
(dial reduction scheme, elitism and mediocrity scheme, mutation index renew scheme, 
and population reduction scheme) for even more complex DOCR coordination problem. 
The enhanced DE shown best result (in terms of execution time, result quality, 
robustness and convergence ability) compared to all others in the IEEE 14 and 57 bus 
systems. The comparisons are based on 50 simulation runs of each algorithm. 
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1. CHAPTER 1 INTRODUCTION 
1.1 Introduction 
 The economic aspect of power system operation has been studied and valued in 
all extensions. Lately, air pollution and global warming surged the first class nations to 
take serious consideration and penalization of CO2 emitted by power generation plants. 
After all, "cost" will always be the major problem that all companies need to overcome. 
With proper scheduling and operation of generation resources (carbon, gas, petroleum, 
renewable energy etc), losses and pollutions can be reduced [1]. The proper scheduling 
and operation of generation resources is the implementation of so called "Smart Grid" 
[2-3]. The smart grid uses advanced information and communication technologies (land 
line, radio, internet etc) to improve power system operations. This lead to potential 
benefits such as: power quality, network reliability, line congestion relieve, reduce 
overall losses, reduce generation costs, allow more penetration of intermittent sources 
etc. As smart grid concept is employed in the electric power system, network load flow 
and topology changes intensively to meet the best generation-demand balancing point 
[4-6]. These changes must be accounted for the protection devices in order to enhance 
their performance while meeting the fundamental requirements of sensitivity, 
selectivity, reliability and speed [7]. Protective relay performs an important role in this 
context: security, voltage quality, lifetime of primary equipments etc. 
 Protection is widely used in all different voltage levels of the electrical power 
system: generation, transmission, sub-transmission and distribution etc. An overcurrent 
relay is a protection that is widely implemented in the sub-transmission and distribution 
systems due to its competing cost, its unique characteristic of temporal overloading 
tolerance and its coordination compatibility with downstream fuses and reclosers. 
Depending on the operative conditions and fault locations in a mesh system, the load or 
fault currents can circle in or out of the overcurrent relay's protective zone. Hence 
directional overcurrent relays are used to discriminate whether the fault is located in or 
out of the protective zone. The purpose of coordinating the overcurrent relays is to 
encounter settings that minimize the operation time for faults within the protective 
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zone and at the same time offering pre-specified timed backup for relays that are in the 
adjacent zones. So the maximum fault current that the relay detects in its protective 
zone must be greater than the fault currents in the adjacent zones. The above condition 
is met in radial systems, one source mesh systems and two source mesh systems where 
the sources are located symmetrically at the end. But the above condition is not always 
met in the multi-source mesh systems due to the numerous operative configurations. 
Since the systems cannot operate in the absence of protection, other protection 
principles must be used, i.e. impedance relay. It is then said that for certain operative 
configurations of mesh system, overcurrent protection principle is out of range or in 
other words reaches the limit of its protection principle. 
 Since the modern network is becoming more and more dynamic, one group of 
protective settings for the protective relays which performs correctly under different 
operating conditions has become difficult. There is a great probability that the 
protective relays suffer inadequate operations and coordination loss in certain 
scenarios.  
 Therefore, in this thesis a centralized adaptive protection scheme is proposed for 
the coordination of directional overcurrent relays by means of a real time and online 
optimization algorithm which offers better results such as: faster fault extinction, lower 
possibility of false tripping operation, lower index of fault extinction delay at different 
seasons of the year and also to operate adequately under the high penetration of 
distributed generations. 
   
1.2 State-of-The-Art 
 The directional overcurrent relay coordination is not an exact science, but in fact 
an Art that involves some degree of uncertainty due to its complexity and nonlinearity, 
hence it is difficult to claim that a global optimal result has been yield. Several 
optimization methods have surfaced in solving the coordination problem.  
 Coordination of DOCRs in the frame of deterministic optimization theory using 
linear programming (LP) has become the first approach reported in 1988. The problem 
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has been formulated as a linear function in which dials are computed for given values of 
pickup currents, linear programming (LP) [8-11]. Non-linear programming (NLP) [12-13] 
has been proposed as well. 
 Heuristic and evolutionary methods of the artificial intelligence (AI) family have 
quickly gained popularity in solving coordination problems: particle swarm optimization 
(PSO) [14-16], genetic algorithm (GA) [16,17-21], differential evolution (DE) [16,17,22-
26], seeker optimization algorithm (SOA) [16,27], teaching learning-based optimization 
(TLBO) [28-29], ant colony optimization (ACO) [30], improved group search optimization 
(IGSO) [31], biogeography-based optimization (BBO) [32], flower pollination algorithm 
(FPA) [33], harmony search algorithm (HS) [16,34], firefly algorithm (FA) [16,35-36], 
black hole algorithm (BHA) [16,37], artificial bee colony algorithm (ABC) [38], shuffled 
frog leaping algorithm (SFLA) [39] and other techniques such as break points [40], 
network splitting [41], binary integer programming [42], pattern search algorithm (PS) 
[43], enhanced backtracking search algorithm (EBSA) [44] and interior point method 
(IPM) [45]. These methods have been frequently reported in different literatures due to 
their simplicity, robustness and easy implementation. In this case, the problems are 
presented as a nonlinear function in which both the dial and the pickup current 
parameters are computed. 
 Hybrid methods have also arisen in solving the coordination problem. Their main 
attractions are the reduction of search space, execution time and the number of 
iterations required in encountering the solution. The hybrid GA-LP, GA-NLP and PSO-LP 
are newly developed methods that are combined with LP and NLP, in which their search 
space are drastically reduced by encoding only the pickup currents as input variable 
strings, leaving the dials as task for LP to solve [46-48]. In other words, these hybrid 
methods solve coordination problems by the linearization of the relay function. Also 
hybrid particle swarm optimization-gravitational search algorithm (hybrid PSO-GSA) [49] 
has recently been proposed. 
 Coordination of DOCRs considering different network topologies has been 
reported in different occasions [11,46,50]. A set of relay settings are encountered which 
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will satisfy the coordination constraints of different cases of the network topology. This 
proposal is based on the idea of robust coordination, but the major drawback is the 
increased number of coordination constraints and consequently the complexity of the 
problem and both algorithm execution time and relay operation time. Therefore, 
proposals of preprocessing of coordination constraints have arisen [51-52]. 
 On-line coordination of DOCRs has been proposed to enhance overall 
performance of relays due to load and/or topology variations [10,17,25,30,42,53-58]; 
coordination considering DGs has also been proposed [13,44]. 
 Due to the constant growing load demand and bi-directional load flow on 
distribution lines caused by DG penetration; protection engineers face new challenges 
to set and coordinate the relays for correct operation. Several solutions have been 
proposed to mitigate the impact of DG penetration on sub-transmission and distribution 
networks, like: disconnection of DGs immediately after fault detection [59], limitation of 
the installed DGs capacity [60-62], modification of the protection system by installing 
more breakers for sectionalization, reconfiguration of networks or the use of distance 
relays and/or directional overcurrent relays [63-66], installation of fault current limiters 
(FCLs) to preserve/restore the original relay settings [55,67-72], fault ride through 
control strategy of inverter based DGs [73], fault current control by solid-state-switch-
based field discharge circuit for synchronous DGs [74], and adaptive protection schemes 
(APS) [75-78]. 
 An overall view of the state-of-the-art of the coordination problem can be found 
in Table 1.1. 
 Offline: The coordination problem is carried out only once. 
 Online: The coordination problem is carried out for every change in the system. 
 Fixed: Refers to the single dominant topology under study. 
 Multiple: Refers to many topologies under study. 
 Dynamic: Refers to a dynamic topology under study. 
 Traditional: Traditional networks without DGs. 
 Modern: Modern networks with DGs. 
 CHAPTER 1                                                                                                   
PAGE 27 
Table 1.1: State-of-the-art of the coordination problem 
 
Year 
 
Proposals 
Off Line  
(Fixed) 
(Traditional) 
Off Line 
 (Multiple) 
(Traditional) 
Off Line  
(Fixed) 
(Modern) 
Online  
(Dynamic) 
(Traditional) 
Online  
(Dynamic) 
 (Modern) 
1988 LP [8] ○     
1996 LP [9] ○     
2006 MPSO [14] ○     
2007 MPSO [15] ○     
2008 GA [18] ○     
2010 MDE [22] ○     
2010 HS [34] ○     
2011 CGA [21] ○     
2011 GA-NLP [47] ○     
2011 GA-LP,PSO-LP 
[48] 
○     
2012 SOA [27] ○     
2013 ADE[26] ○     
2013 TLBO [28] ○     
2013 ABC [38] ○     
2014 IDE [23] ○     
2014 OCDE [24] ○     
2014 FA [35] ○     
2015 NLP [12] ○     
2015 GA, PSO, DE, 
HS, SOA [16] 
○     
2015 GA [19] ○     
2015 NSGA-II [20] ○     
2015 IGSO [31] ○     
2015 BBO [32] ○     
2015 BHA [37] ○     
2015 Break points 
[40] 
○     
2015 Network 
splitting [41] 
○     
2016 PSO,TLBO [29] ○     
2016 FPA [33] ○     
2016 CFA [36] ○     
2016 SFLA [39] ○     
2016 PS [43] ○     
2016 Interior point 
[45] 
○     
2016 PSO-GSA [49] ○     
2009 GA-LP [46] ○ ○    
2010 LP [11] ○ ○    
2015 NLP [13] ○  ○   
2016 EBSA [44] ○  ○   
1996 LP [10] ○   ○  
1997 LP [50] ○   ○  
2002 LP [54] ○   ○  
2007 Radial feeder, ○   ○  
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adaptive 
Ipickup by 
external 
temperature 
[53] 
2013 LP [58] ○   ○  
2014 GA [57] ○   ○  
2014* GA,ACO,DE 
[17] 
○   ○  
2015 Binary integer 
programming 
[42] 
○   ○  
2004 Relay-Fuse-
Recloser [75] 
○   ○ ○ 
2004 Radial feeder, 
adaptive 
Ipickup [78] 
○   ○ ○ 
2009 GAMS [55] ○   ○ ○ 
2009 DigSILENT [59] ○   ○ ○ 
2010 Multi-agent; 2 
setting groups 
(DG & no DG 
connection) 
[76] 
○   ○ ○ 
2011 2 setting 
groups (island 
& grid 
connection) 
[56] 
○   ○ ○ 
2012 Radial feeder 
protection [77] 
   ○ ○ 
2015* DE [25] ○   ○ ○ 
2015* ACO [30] ○   ○ ○ 
 
 Detailed explanation of the adaptive coordination proposals and proposed 
adaptive protection scheme are presented in sections 4.3 and 4.4 to clearly show the 
differences. In short, the proposed centralized adaptive protection scheme in this thesis 
has major advantage over the other proposals due to the global consideration of both 
steady and fault state contributions of DG for coordination in interconnected network 
without the use of fault current limiters (FCLs) and also re-coordinates all DOCRs for 
every change of network topology. The advantages by doing so are minimum relay 
operation time, increase of sensitivity, and the ability to withstand another unknown 
contingency. Moreover, the idea is to coordinate DOCRs online, which as a result 
enhances in meeting the fundamental requirements of the DOCRs. 
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 The proposals marked with "*" are results and published papers of this thesis. 
  
1.3 Justification 
 
 Large blackouts are often results of a complex sequence of events called 
cascading failure or rolling blackouts; which consist of component failures [79], 
equipment malfunctions [80], unintended operator actions [81], and human error [82]. 
 The protective relays are very important components involved in a cascading 
failure. The cascading effect originates from an outage of critical element due to correct 
or incorrect relay operation. This outage causes a new load flow redistribution which 
can overload the remaining elements. As this process repeats sequentially, the network 
becomes weaker and may generate further failures which lead to a possible large 
blackout. Therefore to avoid cascading failure, the adaptive protection scheme can be of 
great assistance for the rapid growth of DG penetration in smart grids. 
 DGs in the form of renewable energy have become one of the hottest topics 
nowadays. The scope to depart from traditional generation plants for long term 
economical and environmental benefits has made a massive increase of interests in DG 
technologies. Moreover, DGs can contribute to important aspects such as: network 
reliability, line congestion relief, overall loss reduction, and generation cost reduction in 
modern electrical networks. 
 Despite of the numerous advantages of having DGs installed in the network, DGs 
brought new challenges for protection engineers since standard relay settings of 
traditional system may no longer function properly under the new conditions of DGs. 
These challenges can be viewed as negative impacts on the protective overcurrent 
relays (OCRs). They are mainly increase of short-circuit current during fault condition 
and the bi-directional load flow in radial lines which the elements of the network are 
not designed to operate under these new conditions. Consequences to the protection 
system are false tripping, under/over reach of relays, and coordination loss between 
primary and backup relays [83-87]. The directional overcurrent relay (DOCR) which is 
the most implemented protection principle in the electrical network suffers severe 
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performance degradation in presence of DG. Therefore, this thesis proposes the 
mitigation of DG impact and overall sensitivity enhancement on DOCR coordination 
employing adaptive protection scheme (APS) using enhanced differential evolution 
algorithm (eDE).   
 The coordination of DOCRs is a highly constrained and non-linear optimization 
problem with many local minima solutions as the size of electrical network grows. And 
since many literatures tend to evaluate algorithms on relatively small electrical 
networks for the coordination problem, robustness and convergence aspects of the 
algorithms are not properly evaluated. 
 Different proposals have solved the coordination problem on 3, 6, 8, 9, 14, 15, 
30, 33 bus systems etc whether they are interconnected transmission networks or 
longitudinal distribution networks. But since the degree of difficulty in interconnected 
networks are several times higher than longitudinal networks, and also the complexity 
increases exponentially as the system becomes bigger and more meshed;  coordination 
may result undesired relay operation time and also violation of coordination constraints 
[18-20]. Therefore, one of the objectives of this thesis is to evaluate the performance of 
algorithms in bigger systems. Performance evaluations on different systems (14 and 30 
bus) among three optimization algorithms (GA, ACO, DE) have been analyzed in 2014 
[17]; DE has been concluded to be the most efficient out of the three for coordination of 
DOCRs. This is no coincidence as DE has once again become the outstanding algorithm 
in 2015 [16] which consisted of a comparative study on different systems (9, 15, 30 bus) 
among five metaheuristic algorithms (GA, PSO, DE, HS, SOA). The DE algorithm has been 
reported to be very effective in different literatures, and thus many DE proposals have 
emerged with their unique characteristics [22-26,88-94]. Therefore, a broader study 
among the different versions of DE is carried out in this thesis with the aim of finding 
suitable and robust algorithm that can find quality results for complex systems in 
reasonable time. Also the outstanding DE algorithm has been enhanced in four aspects 
to face the challenge of bigger interconnected network coordination problem. Hence 
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the enhanced DE algorithm (eDE) was developed to coordinate the highly 
interconnected IEEE 57 bus system. 
 The proposed APS and eDE can lead to shorter fault extinction time and 
improved sensitivity, therefore, avoid cumulative damage to the primary equipments, 
improve voltage quality and increase the detection of high impedance faults (HIF). 
 
 
1.4 Objective 
 
General Objective: 
 Obtain a robust solution for the directional overcurrent relays with 
reduced violation of coordination constraints; improving overall 
sensitivity and reducing relay operation times for the different dynamic 
conditions of smart grids compared to the conventional approach. 
 
Specific Objectives: 
 Establish the architecture for online coordination of directional 
overcurrent relays in highly interconnected smart grids including DG 
effects. 
 Obtain the formulation of a meta-heuristic optimization algorithm for the 
coordination problem with outstanding performance in terms of 
algorithm execution time, result quality, robustness and convergence 
ability. 
 Evaluate the implementation of online coordination approach in smart 
grids with load demand and topology variations and presence of DGs. 
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1.5 Hypothesis 
 
 The automatic and online re-setting of DOCRs according to the dynamic 
operations of smart grid permits the reduction of fault extinction time (relay operation 
time), increase of sensitivity, and the ability to tolerate another contingency.  
 
1.6 Methodology 
 
 The proposed methodology consists of two stages: the first stage is responsible 
to execute the adaptive function which consists of two platforms: the hardware and the 
software. The hardware platform consists of all the equipment structures such as the 
central processing unit, communication channels etc., basically all the infrastructure of 
smart grid; it is in charge of data transfer to and from the system. On the other hand, 
the software platform consists of a real time algorithm that is developed in this project 
to execute the monitoring function and build the admittance matrix in order to obtain 
information from the network (topology, load profile, generation capacity, DGs etc.). 
Calculate the actual ܫ݌݅ܿ݇ݑ݌  and  ܫݏܿ  currents according to system topology and network 
operation by means of power flow analysis, fault analysis, contingency analysis and 
sensitivity analysis. The calculated parameters are input data of the second stage. 
 The second stage consists of an optimization algorithm which is responsible to 
optimize the input data provided by stage one real time algorithm. In other words, the 
coordination of DOCRs is executed in this stage or the settings of distinct relays are 
optimized to obtain better performance of selectivity and sensitivity; which as a result 
offers better reliability and continuity for the system. For this stage, there is a need to 
perform a comparative study among different optimization algorithms, to evaluate the 
execution time of algorithm, results quality, and robustness and convergence capability. 
Many variants of DE family have been analyzed to select the most efficient algorithm for 
coordination problem. Also an Enhanced-DE has been developed with advantageous 
characteristics and superior performances compared to the other methods analyzed in 
this work.  
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1.7 Thesis Structure 
 
 This thesis is divided in seven chapters. In chapter one, general introduction, 
state-of-the-art, justification, objective, hypothesis and methodology of the thesis and 
coordination problems and difficulties are presented. 
 Chapter two presents the concepts of Smart Grid and Distributed Generation, 
mainly the Wind Turbine Generators. Its steady state and fault state modeling and the 
impacts of DG penetration on protective relay coordination. 
 Chapter three presents the general idea of Directional Overcurrent Relays 
(DOCRs), theoretical ideas of their fundamental requirements, pickup current setting, 
direction of relays, the relay characteristic curves and effects of each relay parameter, 
steps of manual coordination of DOCRs, and sensitivity analysis.  
 Chapter four presents the Adaptive Protection Scheme (APS) for online 
coordination of DOCRs on a Real Time basis. The proposals of different APS, the 
proposed APS and its architecture, and concepts of contingency analysis are presented. 
 Chapter five presents the formulation of coordination problem as optimization 
using the DE algorithm. The exponential and binomial crossover schemes, different DE 
algorithm variants, and a proposed enhanced DE algorithm are presented. 
 Chapter six presents the results and evaluation of the different contingency 
analysis techniques (accuracy and execution time analysis), evaluation and comparison 
of the different variants of DE algorithm (speed, result quality, robustness and 
convergence ability), comparison between DE and eDE on the IEEE 14 and 57 bus 
systems, evaluation of the proposed APS for load demand and topology variation and 
finally the evaluation of the proposed APS for DG penetration. 
 Chapter seven presents the general conclusion of the developed work, 
highlighted experiences, principal contributions of this thesis, and recommendations for 
future work. 
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2. CHAPTER 2 SMART GRID AND DISTRIBUTED GENERATION  
2.1 Introduction 
 
 For the past decades, traditional electric network has carried out its function 
appropriately with transmission lines, distribution lines, substations, and transformers 
etc which deliver energy from traditional power plants to industrial and domestic end 
users. However, with rapid increase of industries and population, the network is being 
overloaded, resulting in increased probability of failures and outage during peak load 
hours.  
 For the past 10 years, the changes and challenges of power control and dispatch 
have gone beyond the past decades. All external factors along with the growing 
complexity of power system demanded the proficiency of power control and dispatch 
analysts, testing the frontline operators rigorously. However, majority of the challenges 
and obstacles were faced and responded appropriately, thanks to the constant 
upgrading of network infrastructures and automated control schemes which maintained 
the power system under steady and secure operation with minimum records of wide 
area blackout events.  
 In addition, the traditional network suffers difficulties in accommodating 
renewable energy sources or distributed generation (DG; wind, solar). As the 
penetration index of DG increased in the network, multiple challenges have arisen which 
compromise the stability and reliability of the network. In this thesis, DG will be 
particularly analyzed since the presence of DG is a potential threat to protective devices.  
 Hence, the need of developing highly reliable, self-regulating and efficient 
network which allow the integration of large renewable energy sources maintaining 
stability has surfaced. This gave birth to the new scheme called "Smart Grid". 
 
2.2 Smart Grid 
 
 Smart Grid is a combination of concepts namely: technical, environmental and 
economical; and not just a marketing term. Since the electrical network is dynamic 
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interactive, Smart Grid consists of real time infrastructures which respond to the 
challenges of future power system operation.  
 The potential promises of smart grid are: network efficiency, improved power 
quality, improved reliability, improved security, reduction in peak demand, reduction of 
transmission congestion, self-healing, operation optimization, smart island micro-grid, 
smart generation scheduling of conventional and renewable energy plants, power 
system restoration optimization, wide-area oscillation monitoring, satellite based GPS 
synchronized monitoring systems, network stability with emerging renewable energy 
plants, ability to accommodate more renewable energy plants, recreation and recovery 
from abnormal events etc [95]. A comparison between traditional grid and smart grid is 
presented in Table 2.1. 
 
Table 2.1: Comparison between Traditional Grid and Smart Grid. 
Traditional Grid 
 
Smart Grid 
 
Electromechanical Digital, numerical 
One or two way communication (local) Two way communication (global) 
Centralized generation Distributed generation 
Limited protection and control Adaptive protection and control 
Manual; lack of monitoring  Digital; self monitoring 
Vulnerable to failures and blackouts Intelligent and adaptive for numerous events  
Local and manual control Robust and remote control  
Less energy efficient Energy efficient 
Low capability of DG penetration  High capability of Large scale DG penetration  
 
 Many definitions have surfaced to describe the term "Smart Grid" in their own 
perspective. A good and general definition can be taken from the webpage of Electric 
Power Research Institute (EPRI) Smart Grid Resource Center, "A Smart Grid is one that 
incorporates information and communications technology into every aspect of 
electricity generation, delivery and consumption in order to minimize environmental 
impact, enhance markets, improve reliability and service, and reduce costs and 
improve efficiency." [96]. 
 The key components of smart grid scheme are communication, integration and 
automation of the network. Therefore, smart grid can also be defined as the automated 
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and responsive electric network which integrates all the different behaviors of the 
connected supplies and loads through centralized and/or decentralized communication 
technologies. Smart grid is somehow more flexible compared to the traditional grid. An 
illustration of smart grid scheme is presented in Figure 2.1. 
 
 
Figure 2.1: Smart Grid energy network. 
 
 Modern topics and schemes closely related to smart grids are: Distribution 
Automation (DA), Distribution Management Systems (DMS), Automated Metering 
Infrastructure (AMI), Smart Homes (SH), Smart Appliances (SA) and Distributed Energy 
Resources (DER) or Distributed Generations (DG).  
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2.2.1 Motivations of Smart Grid 
 
 Some motivations of developing and solving the challenges of smart grid are 
presented as follows [95]: 
 
1. Majority of the actual power system has old infrastructure built half a century 
ago or earlier which are reaching the end of their useful life. 
2. Electricity demand has grown exponentially worldwide for the past decades 
overloading and overstressing primary equipments. 
3. Green organizations put pressure on governments to reduce CO2 emissions by 
using renewable energy resources. 
4. Large distance between generation plants and heavy load centers. 
5. New (distributed) renewable generation options in parallel operation with the 
conventional generation plants. 
6. The need of automatic intelligence on the grid to solve the natural intermittent 
and fluctuating characteristics of renewable energy (wind, solar etc). 
7. New electric elements with unique characteristic in the network (electric 
vehicles, smart homes, smart buildings). 
8. Increasing cost of raw materials and regulatory pressures. 
9. Increased energy marketing among interconnected utilities. 
10. The need of transparent consumption and pricing for the customers.  
11. A more competitive and lower energy prices. 
12. Integration of new information and communication technologies to react to new 
operational scenarios and challenges while making profits to invest in 
infrastructures. 
13. Efficiency and reliability of transmission and distribution networks. 
14. Sustainability. 
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2.3 Distributed Generation 
 
 The current annual worldwide energy consumption is estimated to be around 15 
TW and it is predicted to reach 30 TW by 2050 and 46 TW by the end of the century 
[97]. Recently, the energy as well as environmental issues has drawn full attention from 
experts all around the world. Therefore, the different types of renewable energies have 
become the hottest solutions to both energy and environment problems. The 
characteristic of benefits obtained through renewable energy is that it's free and clean. 
However, as much as the renewable energy benefits our community, multiple 
challenges arise from integrating them in the electrical network. One of the most 
efficient and impactful form of generating electrical energy from renewable resource is 
wind. And it has been noted that rapid increase of Wind Power Plant (WPP) projects are 
developed around the world. The major disadvantage of WPPs is that they are non-
dispatch-able for optimal power flow analysis and unit commitment due to the 
uncertainty of wind energy. 
 In only ten years, 2001-2010, the capacity of wind power plants have grown from 
less than 4GW to over 40GW [98] in United States. Moreover, they have an ambitious 
goal to achieve 20% of Wind Power Penetration by 2030 [99]. The WPPs have been 
growing exponentially; the impacts of operation are presented [100]. 
 According to the Mexican Secretary of Energy, due to the Reforma Energética, 
the installed wind energy capacity is around 1GW and vision to have 20GW by the year 
2020 (Chart 41 pg: 51) [101]. The concentration of the majority of potential wind power 
is located in the Oaxaca state. Therefore, there will be major redistribution of power 
flow and increase of fault current level which will become a potential challenge for the 
protection engineers. 
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2.3.1 Wind Turbine Generator Technology 
 
 Distributed generations (DG) are renewable energy generation plants located at 
different locations of the network apart from the traditional power plants. One of the 
most common DG at present day is the Wind Turbine Generator (WTG).  
 The WTGs normally operate at 480-690V and then elevated to 34.5KV by a step 
up transformer to the collector system. Then all power from the collector system is 
transferred to the transmission and/or sub-transmission system through a system 
substation transformer (34.5 to 69, 115, 230, 500 KV) at the Point of Interconnection 
(POI). It is difficult for the system operators to visualize the Wind Power Plant (WPP) in 
detail with hundreds of lines and WTGs. Hence a single equivalent turbine diagram is 
found by using equivalence methods [102-103]. 
 
 
Figure 2.2: Equivalence of WPP; typical single line diagram. 
 
 The short circuits can be analyzed at different levels: turbine level (terminal of 
generator), at the collector system level and at the POI level. In the system protection 
case, we are interested only at the POI level. The fault magnitude in pu are lower than 
the analysis of single turbine level, since for the short circuit currents to reach POI, it will 
need to pass impedance of the pad mount transformers, cables, system collector and 
substation transformer. 
 The notable difference of the WTG from the conventional generation is the use 
of induction generator connected directly to the network, or decoupled from the 
network through power electronic devices. These characteristics made the short-circuit 
behavior differ from the conventional generation plants employing synchronous 
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machines. Hence modeling the WTG correctly in order to determine the short circuit 
impact to the network is important, since this data is needed for verifying the 
interrupting capacity of the circuit breakers, coordination of protective relays and arc 
flash hazard analysis.  
 The typical short-circuit model [104] for a synchronous machine is presented in 
Figure 2.3. 
 
Figure 2.3: Synchronous machine short circuit equivalent. 
 
 For a synchronous machine, the short-circuit behavior is modeled as a Thevenin 
equivalent with a voltage source behind the impedance of the machine. The sub-
transient (Xd''), transient (Xd') or steady state (Xd, Xs) reactance can be used depending 
on the time type of fault analysis under study. The voltage is set to be 1pu to obtain the 
worst case scenario of short-circuit current contribution for relay coordination and 
breaker rating.  
 The different behavior between synchronous machine and induction machine is 
that the synchronous machine has an independent exciting field for the magnetizing 
flux, hence the electromagnetic force (EMF) can continue drive the fault currents during 
a fault. On the other hand, the magnetizing flux is depleted during fault therefore the 
fault currents vanish in a short duration of time (cycles). 
 Another notable difference between conventional power plant and wind power 
plants is the number of machines in a power plant. For instance, a conventional power 
plant of 100MW may consist of one or a few large generating units (3-4 units). On the 
other hand, a wind power plant of similar size will consist of many generating units (50 
add units).  The elements to be modeled for fault analysis of the conventional plants are 
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the generator and its step-up transformer. Whereas the elements to be modeled for the 
wind power plant are the wind turbines, their individual step-up transformers, a 
medium voltage collector system, and a substation transformer. The idea is presented in 
Figure 2.4. 
  
 
 
Figure 2.4: Typical wind power plant topology. 
 
 Multi-megawatt (hundreds or thousands) WTGs are connected to the 
transmission and sub-transmission systems, hence proper short circuit analysis need to 
be conducted. Small DGs connected to the low voltage distribution systems have little or 
no impact to the system in terms of power flow distribution and short circuit 
contribution. The modeling of WTGs is to correctly represent the worse case short 
circuit contributions. However, the main concern for network protection engineers are 
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the WTGs' effect at the Point of Interconnection (POI), hence detailed modeling of each 
WTG are omitted as it would become too complicated and time consuming. 
 The WTGs can be divided into four different types based on the different 
configurations for large MW rated machines. Section 2.3.2 will briefly describe the 
background and differences among Types I to IV WTGs [105]. 
 Peak and rate of decay of WTG fault contribution, the effect of fault types and 
location and control algorithm of the converters. The fault contribution of Type I and II 
will be determined by the physical characteristic of the induction machine and Type III 
and IV by the control algorithms of the converter. [106] 
  
 
2.3.2 Modeling of Wind Turbine Generators 
 
2.3.2.1 Type I WTG 
 
 The Type I WTG which is the first generation consists of a fixed speed Squirrel 
Cage Induction Generator (SCIG) which is connected directly to the network. The 
induction generator consumes reactive power in both motoring and generating 
operation. Multiple stage switch capacitor banks are installed near the terminals of WTG 
to switch in and out for poor power factor correction due to the operation of induction 
machine. But temporal reactive power imbalance may occur when there is a change of 
wind speed or network conditions. This configuration type was popular in the 1990's 
when large wind farms were starting to come online. The outline of Type I WTG is 
presented in Figure 2.5. 
  
 
Figure 2.5: Type I wind turbine generator. 
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 The major short-circuit behavior difference between induction and synchronous 
machine is the excitation method. The excitation in a synchronous machine is supplied 
from an independent DC source, hence the machine can continue contribute high short-
circuit current during fault condition. On the other hand, an induction machine will lose 
excitation under fault condition due to the voltage drop on transmission or sub-
transmission lines, causing the short-circuit contribution to extinct in a few cycles. The 
short-circuit current of most induction machines on the network can be neglected 
because they are normally of small capacity. However, the Type I WTGs normally have 
big capacity and must be considered in the fault analysis. The equivalent impedance is a 
sum of stator and rotor reactance as shown in Figure 2.6. 
 
 
 
Figure 2.6: Type I wind turbine generator: subtransient induction motor equivalent 
circuit. 
 
2.3.2.2 Type II WTG 
 
 The Type II WTG employs Wound Rotor Induction Generator (WRIG) in which the 
three phase rotor windings are connected to a power electronic component and three 
phase external resistance bank. This was done because of the disadvantage of the Type I 
WTG which suffers large torque swings due to turbulence of wind speed. Hence a more 
dynamic response to wind turbulence can be achieved by varying the resistance of the 
rotor windings by the fast external rotor resistance controller (ERRC) to change the 
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speed of generator rotor. The large torque swings are then compensated and the 
lifetime of mechanical components are expanded. The Type II WTG also needs capacitor 
banks for power factor correction. The outline of Type II WTG is presented in Figure 2.7. 
  
 
Figure 2.7: Type II wind turbine generator. 
 
 The design of Type II WTG has its rotor winding connected to an external 
resistance bank which will eventually sum to the equivalent impedance during fault 
condition. But the resistor is not applied constantly, since it will represent an additional 
loss of power generation during steady state. Hence the same short-circuit modeling of 
Type I WTG presented in Figure 2.6 can be used for Type II WTG since they have similar 
behavior. 
 
2.3.2.3 Type III WTG 
 
 The Type III WTG is also known as the Doubly-Fed Induction Generator (DFIG). It 
consists of a wound rotor design similar to Type II WTG, but instead of connecting the 
rotor windings to resistive bank, a power converter is installed between the rotor 
windings and the network. This design using a power converter has several advantages 
such as the compensation of large torque swings as Type II WTG without resistive loss, 
the ability to provide reactive power for voltage or power factor control independently 
and instantaneously without capacitor banks, and variable speed operation that allows 
for more efficient energy capture below rated wind speeds. The power converter can be 
sized up to 30% of the rated output of the WTG. However, the power electronic devices 
 CHAPTER 2                                                                                                   
PAGE 45 
are very sensitive to overcurrent scenarios. Hence devices such as "crowbar" and 
"chopper" circuit are employed to offer protection to the power converter. The type of 
device employed for protecting the power converter will have different impact on the 
short-circuit behavior of the DFIG.  The outline of Type III WTG is presented in Figure 
2.8. 
  
 
Figure 2.8: Type III wind turbine generator; DFIG. 
 
 Since the DFIG has power electronic devices that are very sensitive to 
overcurrent scenarios. The devices such as "crowbar" and "chopper" circuit are 
employed to offer protection to the power converter. Hence the short-circuit modeling 
of the DFIG will depend on the type of protective design. The outline of "crowbar" and 
"chopper" circuit for the DFIG is presented in Figure 2.9. 
 
  
(a) Crowbar Protection (b) Chopper Protection 
 
Figure 2.9: Type III wind turbine generator: (a) crowbar and (b) chopper protection for 
power converter. 
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 The primitive DFIG uses crowbar circuit and is activated during fault condition 
which diverts the fault current away from the power converter. The elimination of 
power converter during fault condition makes the DFIG behave similar to Type I and 
Type II WTGs, hence the short-circuit contribution will be determined by the equivalent 
impedance of the induction machine. Under this circumstance, the DFIG should be 
modeled as presented in Figure 2.6. 
 The latest and more common protective device for rotor converters is the 
chopper circuit. By employing this design, better network support, such as low voltage 
ride through, is achieved during fault condition by keeping the rotor converter active, 
but still limiting the currents to its maximum tolerated rating capacity to protect the 
sensitive power converters. Hence the modeling of DFIG using chopper circuit will 
behave like Type IV WTG. Under this circumstance, the DFIG should be modeled as 
presented in Figure 2.11. 
 
2.3.2.4 Type IV WTG 
 
 The Type IV WTG is the fourth generation full converter type WTG. Thanks to the 
advances and lowering cost of power electronics, the Type IV WTG is completely 
decoupled from the network through a power converter (with IGBT) that is designed to 
transfer full generation (100%) of the rated output of the turbine. The design of Type IV 
WTG has the same advantages as Type III which has the ability for variable speed 
operation and reactive power support. The control algorithms are often current 
regulated PWM which can be employed in both Type III and IV WTGs. Since the Type IV 
WTG is decoupled completely from the network, the stator windings can operate at 
variable frequencies. Hence different types of machines can be used: Permanent 
Magnet (PM), synchronous and squirrel cage induction machines are the most common. 
The short-circuit behavior of the Type IV WTG is determined by the power converter 
limit. The outline of Type IV WTG is presented in Figure 2.10. 
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Figure 2.10: Type IV wind turbine generator; Full Converter. 
 
 The power converter is the major element to dictate the behavior of Type IV 
WTG. Since the power electronic devices cannot withstand excess currents, protective 
cautions and designs are employed for the power converter and thus it is common to 
limit its output to 1.1 p.u of the rated capacity. Therefore, the modeling of Type IV WTG 
is represented by a simple current source of maximum rated capacity as presented in 
Figure 2.11. 
 
 
Figure 2.11: Type IV wind turbine generator: short circuit equivalent in constant current 
mode. 
 
2.4 Impacts of DG penetration on Protective Relay Coordination 
 
 Despite of the numerous advantages of having DGs installed in the network, 
there are also negative impacts on the protective relays. These impacts are mainly 
increase of short-circuit current during fault condition and the bi-directional load flow in 
radial lines which the elements of the network were not designed to operate under 
these new conditions. The direct impacts to the protection system are false tripping, 
under reach or sensitivity loss of relays, and coordination loss between primary and 
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backup relays [83-88]. These impacts are explained and illustrated in the following 
figures: 
 
2.4.1 False Tripping (Sympathetic trip) 
 
 
Figure 2.12: False tripping due to DG penetration. 
  
 A false trip or also called sympathetic trip is defined as a tripping action 
performed by certain relay for a fault that does not correspond to its protection zone. 
From Figure 2.12 it can be clearly seen that for a fault given at point F, the relay R5 
should be the responsible relay to take action but since there is a reverse flow of short 
circuit current due to the presence of DG which may false trip the relays R10 and R11, 
thus unnecessary lines are tripped. This will lead to undesired expanded outage area. 
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2.4.2 Under reach (Loss of Sensitivity) 
 
 
Figure 2.13: Under reach or loss of sensitivity due to DG penetration. 
 
 An under reach or also called loss of sensitivity is defined as a decrease of 
protection zone area due to the reduction of fault current sensed by certain relay. For a 
fault given at point F in Figure 2.13, it can be seen the fault F has contribution from both 
the system and the DG, thus the resulting F with DG is greater than the original scene 
when not having DG. In this case due to the integration of DG, the short circuit 
contribution from the system decreases, leading to a under reach or reduction of 
sensitivity for relay R10. Assuming that relay R8 did not clear the fault, and then the 
relay R10 (who is the backup of R8) may have a larger operation time than when the 
system was without DG. ܫݏܿܶ݋ݐ݈ܽ  ݋݈݀ = ܫݏܿݏݕݏݐ݁݉  ݋݈݀  ܫݏܿܶ݋ݐ݈ܽ  ݊݁ݓ = ܫݏܿݏݕݏݐ݁݉  ݊݁ݓ + ܫݏܿܦܩ  ܫݏܿݏݕݏݐ݁݉  ݊݁ݓ < ܫݏܿݏݕݏݐ݁݉  ݋݈݀  
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Figure 2.14: Under reach or loss of sensitivity illustration using relay characteristic curve. 
 
 
2.4.3 Coordination Loss 
 
 
Figure 2.15: Loss of coordination due to DG penetration. 
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 The loss of coordination is defined as the violation of CTI constraint between the 
primary and backup relay. For a fault given at point F in Figure 2.15, the coordination 
pairs to be analyzed in this scenery are R7-R8 and R7-R9 [primary-backup]. Due to the 
penetration of DG, relays R7, R8 and R9 all sense an increase of short circuit current. For 
R7, this is not critical as it is the primary relay. But for R8 and R9, their CTI with respect 
to R7 may not fulfill as when there were no presence of DG. Therefore, there is a loss of 
coordination between pairs R7-R8 and R7-R9. 
 
 
Figure 2.16: Loss of coordination illustration using relay characteristic curve. 
 
 
2.4.4 Intentional or Unintentional Islanding 
 
 With the presence of DGs, there can be intentional islanding operation (micro-
grid) performed by utility operators for optimal flow, cost or for maintenance. Under 
this circumstance, the protective relays of the micro-grid should re-adjust their settings 
in order to have appropriate operation under the new network operation and topology. 
But there may also be undesired islanding due to a correct operation to isolate a 
permanent fault circuit. Under this circumstance, the main system will have difficulty to 
close the circuit after the permanent fault is cleared due to the phase difference of the 
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main and island network. This situation which traditional networks (single source 
unidirectional flow) are not designed to operate with multiple sources must be treated 
carefully to avoid severe damage to the equipments.  
 
 
Figure 2.17: Inappropriate relay delay operations due to intentional or unintentional 
islanding (DG micro-grid). 
 
 For a fault given at point F in Figure 2.17, suppose that relay R10 successfully 
cleared the permanent fault by tripping the circuit breaker. Then the remaining circuit 
from bus 7 to 10 will form an island operation network (micro-grid) fed by the DG 
(assuming that the DG has sufficient capacity to do so). Under this network operating 
condition if a fault occurs at any point along the lines between buses 7 to 10; then both 
primary and backup relays will suffer significant time delay in clearing the fault due to 
the small fault current contribution by the DG. The relays can regain their operation 
speed if they were re-adjusted/re-coordinated for this new network operation and 
topology. ܫݏܿܦܩ < ܫݏܿݏݕݏݐ݁݉  
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 This can cause further problems such as load or source tripping. Because many 
industrial motors have under voltage protection trip, so if the fault takes long to clear 
then the voltage sag duration increases which may lead to a disconnection of the 
industrial loads. The same goes for some power sources (ie: wind turbine generators), 
which disconnect from the network after several seconds for small sag or immediately 
for big sag. 
 
Figure 2.18: Danish grid code demands for fault ride through for wind turbines 
connected at below 100 kV [56]. 
 
 
2.5 Proposals for solving impacts of DG penetration on Protective Relay Coordination 
 
 Several solutions were proposed to mitigate the effects of DG penetration on 
sub-transmission and distribution network: 
 
1. Disconnect the DGs immediately after fault detection [59] 
2. Limit the installed DGs capacity [60-62] 
3. Modify the protection system by installing more breakers for sectionalization, 
reconfiguration of networks or the use of 21 and/or 67 [63-66] 
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4. Install FCLs to preserve/restore the original relay settings [55,67-72] 
5. Fault ride through control strategy of inverter based DGs [73] 
6. Fault current control by solid-state-switch-based field discharge circuit for 
synchronous DGs [74] 
7. Adaptive protection schemes [75-78] 
  
 Although these methods can mitigate impacts of DGs penetration on 
performance of the protective relays, there are disadvantages as well. Disconnecting the 
DGs immediately after fault detection may lead to severe voltage sag as the 
contribution of reactive power from DGs will be gone. Also most faults are temporary, 
thus disconnecting the DGs isn't economically beneficial since the DGs will need to be 
reconnected to the network after the clearance of the temporal fault in order to profit 
from the renewable energy. Stability problem can occur if there were high penetrations 
of DGs in the network.  
 Limiting the DGs capacity is a provisional solution, since renewable energy are 
cheap, they should be fully exploited to gain more capital and also to avoid excess CO2 
contamination generated from the conventional plants.  
 Modifying the protection scheme by installing more breakers for 
sectionalization, reconfiguration of networks or change of protection principles is costly, 
and also the use of numerous protection principles in a certain area of the power 
system may lead to more complicated protection coordination scenery and post event 
analysis.  
 Installing FCLs to preserve/restore the original relay settings are practical since 
this device has almost zero impedance in steady state operation mode and inserts high 
impedance in series with the system when a fault occurs to limit the fault magnitude to 
its previous magnitude when DGs were not installed. But this implies an advanced study 
of optimal impedance and location of the FCLs. Moreover, the major drawback of broad 
implementation of FCLs is the additional and elevated cost which is undesirable for both 
utility and DG owners.  
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 Both the fault ride through control strategy of inverter based DGs and fault 
current control by solid-state-switch-based field discharge circuit for synchronous DGs 
are low-cost solution compared to the previous ones. The first consists of a 
commutation control strategy of the inverter switches in order to limit the fault current 
contribution. The second consists of installing a solid-state-switch-based field discharge 
circuit for synchronous DGs in order to drain the excess fault currents. But both are 
partial solutions to the problem since the first solution is only applicable for inverter 
based DGs (because not all DGs have inverters) and the second for only synchronous 
DGs.  This left us with only one last option, the adaptive protection scheme. In order to 
implement adaptive protection scheme, efficient and reliable communication 
infrastructures as well as fast processing units are required. These results in a new 
investment for the utility, but numerous advantages can be obtained for the protective 
relays such as: better sensitivity, better selectivity, and faster tripping speed and as a 
result more reliability for the system. This adaptive protection scheme can also solve the 
negative impacts of different types of DGs (inverter based, synchronous, induction) on 
protective relays.  Therefore, this method is very beneficial in the long term view.  
 
2.6 United States Wind Power Plant Operation Data 
 
 Many transmission and sub-transmission lines have been operating near 
maximum operation boundaries or maximum operation allowance due to contingency 
reasons which made the existing lines undesirable for transmitting high penetration of 
WPPs. A re-dispatch of generation near WPPs for reliability reasons is not the best 
solution. Hence, the construction of new transmission and sub-transmission lines for 
transmitting wind energy power along with installing Battery Energy Storage System 
(BESS) for wind energy storage during off peak hours will be the best long term solutions 
for interconnection of WPPs. 
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 A centralized wind forecasting system integrating the wind power generation 
into the utility's day ahead and real time software in order to predict and dispatch the 
output of WPPs and optimize its usage [107]. 
 The day ahead and real time software will execute the following [107]: 
1. Evaluate WPPs on a five minute basis to minimize amount of generation 
curtailments. 
2. Avoid human intervention 
3. Enhance reliability for the transmission lines 
  
 The updated wind forecast are updated every 15 minutes interval [107]. It is 
advantageous to have accurate day ahead wind forecast to perform a more efficient 
decision making of the generation resources for unit commitment. 
 
Figure 2.19: Wind power output, northern zones, NY (June 10, 2008) [107] 
 
 From Figure 2.19 it can be seen that large swings in WPP will lead to huge output 
swings which become challenges for power engineers as other generation resources 
need to ramp up or back down quickly in response of the high wind intermittency 
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events. As the penetration of WPPs grows, the more pronounced the effect will be on 
the system.  
 
 
Figure 2.20: Averaged hourly wind vs load profile in NY, June 2008 [107] 
 
 From Figure 2.20 it can be seen that the typical peak generation of wind power 
reaches late at night and drop to low generation during the day. On the other hand, 
energy price typically follows load pattern, with lowest costs at night and highest during 
the day. Therefore, in order to take advantage and obtain maximum profit from WPPs, 
BESS are needed for temporal storage and dispatch. 
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2.7 Conclusion  
 
 The combination of smart grid and distributed generation will certainly offer 
better power continuity. But the challenges must be solved before the actual benefit 
can become enjoyable for everyone. 
 The concept of smart grid and distributed generation are presented. As well as 
the motivation of smart grid and the steady and fault state modeling of DGs. The 
impacts of DG penetration on protective relays are explained: false tripping, under 
reach, coordination loss and islanding. Proposals for mitigating the impacts of DG are 
also presented. And finally power oscillation data of WPP in NY are presented to show 
highlight the complexity of welcoming DG in the network. 
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3. CHAPTER 3 DIRECTIONAL OVERCURRENT RELAY PROTECTION 
3.1 Introduction 
 
 Lines are protected by overcurrent, distance, or pilot relays, depending on the 
requirements. Overcurrent relay is the simplest and cheapest, the most difficult to 
apply, and the quickest to need readjustment or even replacement as a system changes. 
It is generally used for phase and ground fault protection on station service and 
distribution circuits in electric utility and in industrial systems, and on some sub- 
transmission lines where the cost of distance relay cannot be justified. It is also used for 
primary ground fault protection on most transmission lines where distance relays are 
used for phase faults, and for ground backup protection on most lines having pilot 
relaying for primary protection. 
 It is a general practice to use a set of two or three overcurrent relays for 
protection against inter-phase faults and a separate overcurrent relay for single phase 
to ground faults. Separate ground relays are generally favored because they can be 
adjusted to provide faster and more sensitive protection for single phase to ground 
faults than the phase relays can provide. However, the phase relays alone are 
sometimes relied on for protection against all types of faults. On the other hand, the 
phase relays must sometimes be made to be inoperative on the zero phase sequence 
component of ground fault current.  
 Overcurrent relay is well suited to distribution system protection for several 
reasons. Not only is overcurrent relay basically simple and inexpensive but also these 
advantages are realized in the greatest degree in many distribution circuits.  
 In electric utility distribution circuit protection, the greatest advantage can be 
taken of the inverse time characteristic because the fault current magnitude depends 
mostly on the fault location and is practically unaffected by changes in generation or in 
the high voltage transmission system. Not only may relays with extremely inverse curves 
be used for this reason but also such relays provide the best selectivity with fuses and 
reclosers. However, if ground fault current magnitude is severely limited by neutral 
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grounding impedance, as is often true in industrial circuits, there is little or no 
advantage to be gained from the inverse characteristic of a ground relay. 
 
3.2 Objectives of Protection Schemes 
 
 
 The fundamental objective of system protection is to isolate a problem area in 
the power system as soon as possible, so that the impact to the rest of the system is 
minimized and as much as possible is left intact [7]. There are four basic requirements of 
a protective relay that one shall take into account: sensitivity, selectivity, reliability and 
speed. Other factors such as simplicity and economic may be taken into account as well. 
In this case, the directional overcurrent relay should satisfy all or most of the four basic 
requirements. 
  
Sensitivity 
 
 Sensitivity is the capability of a relay to respond to a minimum fault in the 
adjacent zone [108]. A relay can reduce its sensitivity due to two cases, fault current 
location in the vertical asymptotic region or fault current is too close to pickup current. 
For the first case, one shall bear in mind that there are two asymptotic regions in the 
relay characteristic curve. The first asymptotic region is vertical, in which operation time 
is increased exponentially for any fault that occurs in this region, and the second 
asymptotic region is horizontal, in which operation time is minimum and constant for 
any fault that occurs in this region. So if a fault is located nearby or in the vertical 
asymptotic region its sensitivity reduces or losses. For the second case, as fault current 
tends to be equal to pickup current or vice versa, the operation time increases. Hence 
sensitivity is reduced or even lost.  
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Selectivity 
 
 Selectivity, which is also known as relay coordination, is the process in which the 
settings of the relays allow the relays to operate as fast as possible for faults within their 
primary zone, but have delayed operation in their backup zone. Consequently, 
selectivity or relay coordination is important to assure maximum service continuity with 
minimum system disconnection [7]. 
  
Reliability 
 
 Reliability has two important aspects, dependability and security. Dependability 
is defined as "the degree of certainty that a relay or relay system will operate correctly" 
(IEEE C 37.2). Security "relates to the degree of certainty that a relay or relay system will 
not operate incorrectly" (IEEE C37.2). In other words, dependability indicates the ability 
of the protection system to perform correctly when required, whereas security is its 
ability to avoid unnecessary operation during normal day-after-day operation, and faults 
and problems outside the designated zone of operation. Thus, the protection must be 
secure (not operate on tolerable transients), yet dependable (operate on intolerable 
transients and permanent faults) [7]. 
  
Speed 
 
 It is one of the objectives that the protection isolates the trouble zone as rapidly 
as possible. But even though a zero-time or very high speed protection is desirable, it 
may result in an increased number of undesired operations. As a broad generality, the 
faster the operation, the higher the probability of incorrect operation. So, a very small 
amount of time always remains as one of the best means of distinguishing between 
tolerable and intolerable transients [7]. 
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Simplicity 
 
 A protective relay system should be as simple and straightforward as possible 
while still accomplishing its intended goals. For every added unit which may enhance 
the protection scheme should be considered very carefully whether it is or not a basic 
need of the protection requirements. Because each added unit provides a potential 
source of trouble and added maintenance, therefore, more probability of failure 
operations. An incorrect operation may cause a catastrophic problem in the power 
system [7]. 
 
Economic 
 
 As cost is always a major factor, it is fundamental to obtain the maximum 
protection for the minimum cost. The cost of a protection scheme is relatively high, but 
it should not be evaluated alone due to the primary equipments it is protecting and cost 
of an outage through an improper protection. So one shall not save the cost of a 
protection scheme since it might result to a larger expense which is to repair or replace 
primary equipments damages [7]. 
 
3.3 Directional Overcurrent Relay 
 
 
Table 3.1: Comparison between Electromechanical and Numerical Relay. 
Characteristics 
 
Electromechanical  Numerical 
Coordination capability Good Better 
Operation speed  Fast (approx 2-3 cycles) Faster (approx 1.5 cycle) 
Operation mode Electromechanical Numerical  
Maintenance period Short Long 
Communication requirement Normal High 
Remote data assessment  ○ 
State of Event (SOE) record  ○ 
Meter function  ○ 
Auto-diagnosis  ○ 
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 From Table 3.1 it is observed that a numerical relay has many advantages over 
an electromechanical relay. For instance, a numerical relay has less vulnerability since it 
has communication schemes and can perform auto-diagnosis of self failure. On the 
other hand, electromechanical relays have a higher risk of a hidden failure than 
numerical relays, since they have a larger number of mechanical parts, and don't have 
self-checking capability like numerical relays. 
 
3.3.1 Concept and Polarization of Directional Overcurrent Relay 
 
 The overcurrent relay (OCR, 51) uses the input signals from a current 
transformer (CT) and compares the measured value (CT input current) with the pre-
specified value (Pickup current). If the input current exceeds the pre-specified value, 
then the relay will detect an overcurrent scenario and send a tripping signal to the 
breaker which opens its contact to disconnect the protected line. The OCR does not 
have directionality, thus this can only be implemented in radial lines. This overcurrent 
relay tripping logic scheme is presented in Figure 3.1. 
 
 
Figure 3.1: Overcurrent relay tripping logic scheme. 
 
 The directional overcurrent relays (DOCRs, 67) are designed to sense the actual 
operating conditions on an electrical circuit and trip circuit breakers when a fault is 
detected. Unlike the normal overcurrent relays (51), the DOCRs have directionality. Two 
important measuring instruments are needed for this matter: current transformers (CT) 
and potential transformers (PT). Each DOCR is polarized with the voltage signal from PT, 
which is used as a reference signal. Then when fault occurs, phase relationship of 
voltage and current are used to determine the direction of a fault [7,109]. The relay first 
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discriminates whether the fault is located in front of or behind the relay. If the fault is 
located behind the relay, then no operation will take place. But if the fault is located in 
front of the relay, a comparison of fault magnitude and reference current will take place 
in order to make the decision whether to operate or not. Therefore, in order to operate, 
the DOCR must satisfy both conditions: direction and magnitude. This is illustrated in 
Figure 3.2. 
  
 
Figure 3.2: Directional Overcurrent relay tripping logic scheme. 
 
 The direction of DOCR can be polarized in different ways; the most common one 
is illustrated in Figure 3.3. Most system voltages do not change their phase positions 
significantly during fault. In contrast, line currents can shift around 180 degrees 
(essentially reverse their direction or flow) for faults on one side of the circuit CTs 
relative to a fault on the other side of the CTs. Therefore DOCR is polarized with the 
voltage signal from PT, which is used as a reference signal. 
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Figure 3.3: Typical 30 degree type directional overcurrent relay characteristic [7]. 
 
 
 The reference quantity is also called polarizing quantity which in this case is the 
Vrs. The polarity marks in Figure 3.3 are the plus signs "+" as illustrated, this is the basic 
design characteristics of an individual relay. The "maximum-torque line" and "zero-
torque line" are terms used for the electromechanical relay designs; they are also 
known as operating lines or threshold in solid state relay designs. 
 In Figure 3.3 the maximum operating torque or energy occurs when the current 
flows from polarity to non-polarity (Ipq) and leads by 30 degrees the voltage drop from 
polarity to non-polarity (Vrs). The minimum pickup of the directional unit is specified as 
the maximum torque or operating condition. The unit will operate for current from 
almost 60 degrees lagging the reference voltage Vrs to almost 120 degrees leading. The 
operating (trip, contact close) zone is represented by red dashed half plane, and the non 
operating zone is represented by green dashed half plane. Higher current values will be 
required when Ipq deviates from the maximum torque line. The operating torque at any 
angle is a function of the cosine of the angle between the current (Ipq) and the 
maximum torque line, as well as the magnitudes of the operating quantities. 
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 A maximum torque angle of 45 degree leading can be used instead of 30 degrees 
leading. Both are widely used for phase fault protection. 
  
3.3.2 Transducers Selection 
 
 In order to select appropriate transducers for relaying and metering, a number 
of factors must be considered; transformer ratio, burden, accuracy class, and ability to 
withstand available fault currents [110]. 
 
3.3.2.1 Current Transformer Selection  
 CT ratio: CT should have rated secondary output at 110 to 125% of expected 
maximum load current at rated 5A secondary on steady state and no more than 100A 
secondary current at maximum primary fault current on fault state to avoid relaying 
element damage. Where more than one CT ratio may be required, CTs with tapped 
secondary windings or multi-winding secondary are available. 
 CT burden: CT burden is the maximum secondary load capacity, expressed in 
voltamperes (VA) or ohms impedance, to ensure accuracy. ANSI standards list burdens 
of 2.5 to 45VA at 90% power factor (PF) for metering CTs, and 25 to 200VA at 50% PF for 
relaying CTs. 
 CT accuracy class: ANSI accuracy class standards are +/- 0.3%, 0.6%, or 1.2%. 
Ratio errors occur because of ܫ2ܴ heating losses. Phase-angle errors occur because of 
magnetizing core losses. 
 CTs are marked with a dot or other polarity identification on primary and 
secondary windings so that at the instant current is entering the marked primary 
terminal it is leaving the marked secondary terminal. Polarity is not required for 
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overcurrent sensing but is important for differential relaying and many other relaying 
functions. 
3.3.2.2 Potential Transformer Selection  
 PT ratio: PT ratio selection is very simple. The PT should have a ratio so that, at 
the rated primary voltage, the secondary output is 120V. At voltages more than 10% 
above the rated primary voltage, the PT will be subject to core saturation, producing 
voltage errors and excess heating. 
 PT burden: PTs are available for burdens from 12.5VA at 10% PF to as high as 
400VA at 85% PF. 
 PT accuracy: Accuracy classes are ANSI standard +/- 0.3%, 0.6%, or 1.2%. PT 
primary circuits, and where feasible PT secondary circuits as well, should be fused. 
 CTs and PTs should have adequate capacity for the burden to be served and 
sufficient accuracy for the functions they are to perform. However, more burden or 
accuracy than necessary will merely increase the cost of the metering transformers. 
Numerical relays usually impose lower burdens than electromechanical relays. 
 
3.3.3 Settings of Overcurrent Relays 
3.3.3.1 Pickup Current Setting  
 The standard overcurrent relay is designed to operate from a ratio-type CT with 
a standard 5A secondary output. The output of the standard CT is 5A at the rated 
maximum primary load current, and the output is proportional to the primary current 
over a wide range. For example, a 100/5 ratio CT would have a 5A output when the 
primary current (the current being sensed and measured) is 100A. This primary-to-
secondary ratio of 20-to-1 is constant so that for a primary current of 10A, the 
secondary current would 0.5A; for 20A primary, 1.0A secondary; for 50A primary, 2.5A 
secondary; etc. For 1000A primary, the secondary current is 50A, and similarly for all 
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values of current up to the maximum that the CT will handle before it saturates and 
becomes nonlinear. 
 On the 50/51 overcurrent relay, the time-overcurrent-element (device 51) 
setting is made by means of a plug or screw inserted into the proper hole in a receptacle 
with a number of holes marked in CT secondary amperes, by an adjustable calibrated 
lever or by some similar method. This selects one secondary current tap (the total 
number of taps depends on the relay) on the pickup coil. The primary current range of 
the settings is determined by the ratio of the CT selected. 
 For example, assume that the CT has a ratio of 50/5A. Typical taps will be 4, 5, 6, 
7, 8, 10, 12, and 16A. The pickup settings would range from a primary current of 40A 
(the 4A tap) to 160A (the 16A tap). If a 60A pickup is desired, the 6A tap is selected. If a 
pickup of more than 160A or less than 40A is required, it would be necessary to select a 
CT with a different ratio or, in some cases, a different relay with higher or lower tap 
settings. 
 Various types of relays are available with pickup coils rated as low as 1.5A and as 
high as 40A. Common coil ranges are 0.5 to 2A, for low-current pickup such as ground-
fault sensing; 1.5 to 6A medium range; or 4 to 16A, the range usually chosen for 
overcurrent protection. CTs are available having a wide range of primary ratings, with 
standard 5A secondaries or with other secondary ratings, tapped secondaries, or 
multiple secondaries. 
 A usable combination of CT ratio and pickup coil can be found for almost any 
desired primary pickup current and relay setting. 
 The instantaneous trip (device 50) setting is also adjustable. The setting is in 
pickup amperes, completely independent of the pickup setting of the inverse-time 
element or, on some solid-state relays, in multiples of the inverse-time pickup point. For 
example, one electromechanical relay is adjustable from 2 to 48A pickup; a solid-state 
relay is adjustable from 2 to 12 times the setting of the inverse-time pickup tap. On 
most electromechanical relays, the adjusting means is a tap plug similar to that for the 
inverse-time element. With the tap plug, it is possible to select a gross current range. An 
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uncalibrated screw adjustment provides final pickup setting. This requires using a test 
set to inject calibration current into the coil if the setting is to be precise. On solid-state 
relays, the adjustment may be a calibrated switch that can be set with a screwdriver. 
 
 
3.3.4 Indicator of Fault Locations  
 
 The exceeding of actual sensed current from the reference current (ܫ݌݅ܿ݇ݑ݌ ) is 
called fault or short circuit current (ܫݏܿ ). It is an indicator used to identify the fault 
location. But the fault current depends on the pre-fault voltage and Thevenin's 
impedance at the fault point (distance). The further the fault is located from the source 
the bigger the impedance between the fault and the source, therefore, the smaller the 
fault magnitude. 
 
Figure 3.4: Indicator of fault locations: ܫݏܿ . 
 
 It is illustrated in Figure 3.4 that the fault F1 which is located nearby bus 2 has a 
fault magnitude of 13,000 A while fault F2 located nearby bus 3 has a fault magnitude of 
9,000 A. The fault is an indicator that indirectly reveals the fault location depending on 
its magnitude. As pre-fault voltage drops away from 1 per unit, the smaller the fault 
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magnitude becomes. Fault F1 is greater than F2 because it is closer to the source thus 
has smaller impedance from source to fault point than F2. 
 
 Figure 3.5 illustrates the idea that relays sense the same fault magnitude. Fault 
F1 which is located immediately after bus 2 has a fault magnitude of 11,000 A while 
fault F2 which is located nearby bus 3 has a fault magnitude of 9,000 A. Both relay A and 
B see the same fault magnitude for faults F1 and F2. This is very important, as this 
concept is latterly used in coordination of overcurrent relays in a radial system. Keep in 
mind that there are occasions when the primary and backup relays sense different fault 
magnitudes. This is due to infeed effect and will be presented afterwards. 
 
 
Figure 3.5: Relays and ܫݏܿ .  
  
 Note that faults F1 and F2 in Figure 3.4 and Figure 3.5 are not simultaneous and 
the relays used are non-directional due to the reason that they are employed in a single 
source longitudinal system.  
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3.3.5 Direction of Relays 
 
 The directional overcurrent relays will only operate for events "in front of" them 
and do not operate for events "behind" them. They are used in mesh systems in order 
to discriminate the fault location. On the contrary, non-directional overcurrent relays 
are commonly used in radial systems. 
 When the current is not in the direction of the relay it will not be seen, thus no 
operation will ever take place. The Figure 3.6 illustrates that relays A and D sense the 
load flow current while relays B and C do not because they are in opposite direction of 
the load flow current. If by any means, there was a fault located between relays C and D; 
relays A, C and D will see the fault and relay B won't because the fault is located behind 
B. Similarly, if there was a fault located between relays A and B, relays A, B and D will 
see the fault and relay C won't because the fault is located behind C. 
 
Figure 3.6: Direction of Relays. 
 
3.3.6 Primary and Backup Relays 
 
 The directional overcurrent relay is a relative selectivity protection, in other 
words, these relays can be coordinated, and they can function as primary (principal) and 
also as secondary (backup) protection as desired. A primary relay is the protection that 
should operate with minimum time to extinct a fault. Meanwhile a backup relay is the 
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protection that will operate with a pre-specified time delay to extinct a fault when the 
primary relay fails. 
 For fault F1 illustrated in Figure 3.7, relay C functions as primary while relay A 
functions as backup for relay C, they both see the fault contribution of source 1. On the 
other hand, relay D functions as primary for the fault contribution of source 2. Note that 
relay B does not see the fault due to the reason that the fault is situated behind relay B. 
 
Figure 3.7: Primary and backup relays (F1). 
 
 For fault F2 illustrated in Figure 3.8, relay B functions as primary while relay D 
functions as backup for relay B, they both see the fault contribution of source 2. On the 
other hand, relay A functions as primary for the fault contribution of source 1. Note that 
relay C does not see the fault due to the reason that the fault is situated behind relay C. 
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Figure 3.8: Primary and backup of relays (F2). 
 
3.3.7 Relay Characteristic Curve 
 
 The relays function accordingly to the relay characteristic curve (inverse time 
curve). This so called inverse time curve operates with less time as fault magnitude 
raises and more time as fault magnitude drops. It is given in equation (3.1) IEEE standard 
norm C37.112-1996. 
ݐ =  ܣ ܫݏܿ3∅݉ܽݔܫ݌݅ܿ݇ݑ݌  ݊−1 + ܤ ∗ ݈݀݅ܽ 
where: ݐ = ݎ݈݁ܽݕ ݋݌݁ݎܽݐ݅݋݊ ݐ݅݉݁ ܫݏܿ3∅݉ܽݔ = ݉ܽݔ݅݉ݑ݉ ݐ݄ݎ݁݁ ݌݄ܽݏ݁ ݏ݄݋ݎݐ ܿ݅ݎܿݑ݅ݐ ܿݑݎݎ݁݊ݐ  ܫ݌݅ܿ݇ݑ݌ = ݎ݈݁ܽݕ ݌݅ܿ݇ݑ݌ ݎ݂݁݁ݎ݁݊ܿ݁,  ܣ, ܤ, ݊ = ܿ݋݊ݏݐܽ݊ݐݏ ݋݂ ܫܧܧܧ ݏݐܽ݊݀ܽݎ݀ ݈݀݅ܽ = ݐ݅݉݁ ݈݀݅ܽ 
 ܫݏܿ3∅݉ܽݔ  is the maximum three phase short circuit current that the relay sees. 
(3.1) 
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ܫ݌݅ܿ݇ݑ݌  is the relay pickup reference current. It is normally between 1.4 to 2 times load 
current ݈ܫ ݋ܽ݀ . ݈݀݅ܽ is the factor that moves the characteristic curve on the vertical axis to a desired 
time and current conserving the same inversion grade.  
 The dial represents the journey of the disk (integral of the velocity with respect 
to time) in electromagnetic relays. It is also known as TDS time-dial setting or TMS time-
multiplier setting in different literatures. 
 
 For the relay to operate, the fault current (ܫݏܿ ) must be greater than the 
reference current (ܫ݌݅ܿ݇ݑ݌ ). In other words, the operation time is positive as in equation 
(3.1). While fault current tends to be equal or very close to reference current the 
operation time increases. On the contrary, the relay will not operate if the fault current 
(ܫݏܿ ) is smaller than the reference current (ܫ݌݅ܿ݇ݑ݌ ). In other words the operation time is 
negative as in equation (3.1). 
 
 The IEEE constants of the overcurrent relays are shown in Table 3.2. These are 
the conventional curves: moderate inverse (MI), very inverse (VI) and extremely inverse 
(EI). 
Table 3.2: IEEE standard constants. 
Norm Curve Type A B n 
IEEE 
Moderate Inverse 0.0515 0.114 0.02 
Very Inverse 19.61 0.491 2 
Extremely Inverse 28.2 0.1267 2 
 
 
3.3.7.1 Effects of Relay Parameters  
 
The effect of each parameter of equation (3.1) is presented in Figure 3.9: 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3.9: Effect of parameters ܫ݌݅ܿ݇ݑ݌ ,ܣ, ܤ, ݊ ܽ݊݀ ݈݀݅ܽ. 
 
 The variation of ܫ݌݅ܿ݇ݑ݌  affects the time-current curve by moving the curve left or 
right as shown in Figure 3.9 (a). The variation of  ݊, ܣ affect the curvature of the head of 
the time-current curve as shown in Figure 3.9 (b). The variation of ܤ affects the tail of 
the time-current curve as shown in Figure 3.9 (c). The ݈݀݅ܽ affects the time-current 
curve by moving the curve up or down as shown in Figure 3.9 (d). The different curves 
resulted by different dials are the curve family. 
 
 
3.4 Coordination of Directional Overcurrent Relays 
 
 "Coordination" can also be known as "selective setting". When the directional 
overcurrent relays (DOCRs) are implemented on the lines they can offer protection to 
adjacent lines, buses, transformers, motors etc. The overcurrent relays' settings must 
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ensure that the primary protection has enough time to clear the fault in its protected 
zone before the backup comes in. A backup device that should not trip "selects" with 
the downstream device that is close to the fault. The downstream device that is closer 
to the fault and should trip "coordinates" with the backup device that should not trip. 
Coordination on feeders or radial lines is the same, except that it moves only in one 
direction: from the power source to the loads [7]. The idea of coordination of DOCRs in 
radial system is illustrated in Figure 3.10. It can be observed that there is always a 
primary operation and a backup operation between the different pairs of relays: C-D, B-
C and A-B of the longitudinal system from downstream to upstream considering the left 
source. The coordination of each pair of relays respect the pre-specified coordination 
time interval (CTI) is also presented. The same logic goes for the relays W, X, Y and Z in 
reverse direction considering the right source. 
 
 
Figure 3.10: Coordination of DOCRs in a longitudinal system. 
 
 Coordination in an interconnected (ring) system will be explained using Figure 
3.11. Relays R12, R23 and R31 are in clockwise direction. R12 offers backup for R23, R23 
offers backup for R31 and R31 offers backup for R12. By doing so the clockwise 
coordination circle is closed. Meanwhile relays R21, R13 and R32 are in anticlockwise 
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direction. R21 offers backup for R13, R13 offers backup for R32 and R32 offers backup 
for R21. Then the anticlockwise coordination circle is closed too. Note that each relay 
functions as primary for faults in its own zone and backup for adjacent zone.  
 For convenience, the relay names are no longer named with alphabets A, B, C, D 
as in a longitudinal system but by location of each relay. This is due to the reason that a 
ring fed system can consist of hundreds of relays, so it will be very advantageous if each 
relay revels its location in the network. For example, R12 represents relay connected 
near bus 1 facing bus 2. Similarly, R21 represents relay connected near bus 2 facing bus 
1, and so on.  
 
Figure 3.11: Coordination of DOCRs in an interconnected (ring) system. 
 
 The idea is "to set the protection to operate as fast as possible for faults in its 
primary zone, and yet delay sufficiently for faults in its backup zones" [7]. 
 Or "the process to decide the sequence of the relay operations for each possible 
fault location and to provide sufficient coordination margins without excessive time 
delay, taking into account the desired protection qualities of selectivity, reliability, 
sensitivity, and speed". 
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 In a radial system it is recommended to start the coordination from the relay 
nearest to the load toward the source. On the other hand, there is no such 
recommendation in a mesh system but arbitrary choose a start point and coordinate the 
relays. This might result to a bad coordination at the moment closing the mesh system, 
meaning the last relay which must be coordinated with the first relay that was chosen as 
start point do not satisfy the coordination idea. In other words, the first relay that was 
chosen as the start point fails to offer backup for the last relay that was to be 
coordinated with at the moment of closing the ring fed system. This is very common 
scenery, so if it happens one must start the coordination all over again from selecting a 
new start point. As a result, optimization algorithms are implemented to avoid the 
repetitive and extreme time consumption of coordinating a mesh system. This will be 
discussed in detail in chapter 5. 
  
3.4.1 Procedure of Manual Coordination 
 
 The procedure of manual coordination is presented as followed: 
 
1. Select one of the IEEE conventional curves 
 
 Choose one of the following: moderate inverse (MI), very inverse (VI) or 
extremely inverse (EI). By doing so you will have the constants ܣ, ܤ and ݊. Other types 
of curves published by different standards or manufactures may be chosen as well. 
 
2. Propose a dial for the first primary relay 
 ݈݀݅ܽ݌ݎ݅݉ܽݎݕ = 0.5 
 It is recommended to start with a small or the smallest dial available of the relay 
so that the other relays that come after will not have a big operation time.  
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3. Calculate operation time of primary relay 
 
ݐ݌ݎ݅݉ܽݎݕ =    
 ܣ ܫݏܿ3∅݉ܽݔ  ݌ݎ݅݉ܽݎݕܫ݌݅ܿ݇ݑ݌ ݌ݎ݅݉ܽݎݕ  ݊−1 + ܤ   
 ∗ ݈݀݅ܽ݌ݎ݅݉ܽݎݕ  
 
 The three-phase fault current, pickup current and dial of the primary relay will be 
used in this calculation. 
 
4. Calculate operation time of backup relay 
 ݐܾܽܿ݇ݑ݌ = ݐ݌ݎ݅݉ܽݎݕ + ܥܶܫ 
 
 Calculate the backup time by adding a desired and pre-specified CTI to the 
primary time. The CTI is a pre-specified time called "Coordination Time Interval". It is a 
controlled time delay of each coordination pair. In that way, whenever the primary relay 
fails to extinct the fault the backup relay enters and tries to extinct the fault after the 
pre-specified delay. This CTI is the time summation of breaker operation, over journey 
of the electro-mechanic relay's disk and a security factor. It is normally between 0.2 and 
0.5 seconds, but 0.3 seconds is mostly used. In digital relays, the CTI normally lies 
between 0.2 and 0.3 seconds. 
 
5. Calculate dial of backup relay 
 ݈ܾ݀݅ܽܽܿ݇ݑ݌ = ݐܾܽܿ݇ݑ݌
   
 ܣ ܫݏܿ3∅݉ܽݔ  ܾܽܿ݇ݑ݌ܫ݌݅ܿ݇ݑ݌ ܾܽܿ݇ݑ݌  ݊−1 + ܤ   
  
 
(3.2) 
(3.3) 
(3.4) 
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 The three-phase fault current, pickup current and dial of the backup relay will be 
used in this calculation.  
 Steps 3, 4 and 5 are repeated continuously until the coordination task is 
accomplished while steps 1 and 2 are performed only once at the beginning. 
 Note that in a radial system with only one source both primary and backup relays 
sense the same three-phase fault current (ܫݏܿ3∅݉ܽݔ  ݌ݎ݅݉ܽݎݕ = ܫݏܿ3∅݉ܽݔ  ܾܽܿ݇ݑ݌ ). But in a 
mesh system where there are many sources located at different geographic points, the 
three-phase fault current that the backup sense is sometimes much more smaller than 
what the primary see (ܫݏܿ3∅݉ܽݔ  ݌ݎ݅݉ܽݎݕ ≠ ܫݏܿ3∅݉ܽݔ  ܾܽܿ݇ݑ݌ ). This is called the infeed effect 
and can often cause mal-coordination (loss of coordination). Hence the reason why it is 
necessary to specify which three-phase fault current it is in the equations above. The 
three-phase fault current of the backup relay is called "coordination current". This 
coordination current is defined as the maximum current that the coordination pair can 
see.  
 It is recommended to use the same curve type throughout the coordination 
process so as to avoid the intersection of time-current curves which might lead to 
coordination loss. But by using the same curve type throughout the whole coordination 
process does not guarantee that there will be no loss of coordination, therefore, it is 
justified to use different types of curves throughout the process as one wish to, due to 
the reason that they might give better results.  
 
3.5  Sensitivity Analysis 
 
3.5.1  Sensitivity of Relays 
 
 The sensitivity analysis is the examination of whether the backup relay has 
enough ability to detect and operate for minimum fault located at the far end of its 
primary relay protection zone [108]. This is computed for every coordination pair and is 
given in equation (3.5): 
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 ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕ = ܫݏܿ2∅ܾܽܿ݇ݑ݌݇ ∗ ݈ܫ ݋ܽ݀ ݉ܽݔ  
 
where ܫݏܿ2∅ܾܽܿ݇ݑ݌ is the current that the backup relay senses for the minimum fault 
simulated at the far end of its primary relay protection zone, ݇ is the temporal overload 
factor of the backup relay and ݈ܫ ݋ܽ݀ ݉ܽݔ  is the maximum load current of the backup relay. 
 The sensitivity analysis is a very important matter in the coordination study. For 
coordination pairs whose backup relays do not fulfill the requirement of sensitivity will 
lead to very high operation time. In other words, acceptable backup operation times are 
those coordination pairs whose backup relays fulfill the requirement of sensitivity. It is 
observed from Figure 3.12 that there is very high operation time for faults located near 
the vertical asymptotic relay characteristic curve, and infinitive operation time for fault 
which has the same magnitude as the vertical asymptotic curve (ܫݏܿ = ܫ݌݅ܿ݇ݑ݌ ). 
 
Figure 3.12: Sensitivity of relays. 
 
 Referring the relay characteristic curve on a log/log graph, the vertical 
asymptotic curve is located at 
      ܫݏܿ = ܯܫ݌݅ܿ݇ݑ݌ ;  ܯ = 1 
 where M represents multiples of base current. It should be clear that the region located 
to the left of ܯ = 1 is a dead zone which relay will never operate (ܫݏܿ < ܫ݌݅ܿ݇ݑ݌ ). The 
region located between the intervals 1 ൑ ܯ ൑ 1.5 is an undesired operation zone due 
to high operation time. And the rest of the region located to the right of ܯ = 1.5 is a 
desirable operation zone due to the reasonable operation time. Therefore, acceptable 
(3.5) 
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backup operation times are given when faults are located outside the vertical 
asymptotic region.  Hence the sensitivity factor ܯ = 1.5 is established to be used as a 
comparative reference for the sensitivity analysis. In other words, sensitivity is fulfilled 
for those coordination pairs whose backup two phase fault current is at least 1.5 times 
its pickup current [107]. The sensitivity constraint is given in equation (3.6): 
 ݏ݁݊ݏ݅ݐ݅ݒ݅ݐݕ ൒ 1.5 
 
 
3.5.2  Line Sectioned Sensitivity 
 
 
 The previous sensitivity analysis is based on covering 100% line of the primary 
relay protection zone. However, many coordination pairs are filtered due to the lack of 
sensitivity. Therefore the idea of this thesis is to enable as many coordination pairs as 
possible in order to reduce the number of unprotected lines. This is accomplished by 
establishing the idea of protecting only a certain line portion of the primary relay 
protection zone such as: only 80% or 60% line of the primary relay protection zone is 
offered protection. This idea is shown in Figure 3.13. 
 
 
Figure 3.13: Line portion sensitivity. 
 
 Note that after the sensitivity analysis, coordination pairs that do not fulfill 
requirement of sensitivity are omitted from the coordination study. These coordination 
pairs which have bad sensitivity directly reveal the lines that do not have backup 
protection. And the lines that are not protected by DOCRs as backups must be protected 
by other protection principle such as distance relay. Therefore, the sensitivity analysis 
also yields data about the lines that do not have backup protection; which at a posterior 
stage, a sub-routine can be implemented to coordinate distance relays as backup for 
(3.6) 
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those lines that do not have backup protection. The coordination of distance relays as 
mentioned above is not included in this work. 
 
3.6 Conclusion 
 
 Requirements such as sensitivity, selectivity, reliability, speed, simplicity and 
economic, that a DOCR need to fulfill are presented. The relay shall fulfill as many 
requirements as possible but due to the different network operations, DOCRs can never 
fulfill all at once. Transducer selection and pickup current setting are presented. 
 Indicator of fault locations for relays, directions of relays, primary and backup of 
relays, relay characteristic curves and the effects of each parameter are presented. The 
short circuit current is of great importance for the DOCRs. If the short circuit current 
(Isc) is too small in certain area of the network, then relays located in that area become 
insensitive. Under this circumstance, other protection principles must be implemented 
to replace the absence of DOCRs. DOCRs are implemented in the distribution network in 
order to discriminate the fault location. If a relay shall offer backup for more than one 
relay, it can just coordinate with the slowest primary relay, because by doing so, all 
other primary relays will have backup as well. 
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4. CHAPTER 4 ADAPTIVE PROTECTION SCHEME 
4.1 Introduction 
 
 Protective relays are very critical in the different stages of power system for 
reducing personal risks, minimizing equipment cumulative damages, and maintaining 
overall system stability. In traditional protection schemes, since settings of the 
protective relays do not change over time and must be suitable for a variety of network 
operating conditions, border conditions are taken into account. 
 To fulfill the requirements of better selectivity and better sensitivity, adaptive 
protection concept was introduced in 1980s [111-112]. The concept consists of re-
adjusting the protective relays automatically so that they become more attuned to the 
present network operating condition. Several protection principles were proposed to be 
adaptive, such as adaptive current differential protection [113-116], adaptive power 
differential protection [117-118], adaptive distance protection [119-122], overcurrent 
protection considering different network operations [11,46], and adaptive overcurrent 
protection [10,17,25,30,42,53-58]. Due to the increased penetration of DGs (inverter 
based, synchronous, and asynchronous) in the network, traditional protection schemes 
suffered malfunction. Therefore, adaptive protection concept can be implemented 
adequately.  
 The adaptive protection system (APS) consists of on-line re-adjustment of relay 
settings to favor the present network operating condition due to dispatch or natural 
phenomenon. Such changes are inputs and outputs of conventional generators or DGs 
and lines which affect the load flow and fault current distribution. 
 The APS may require a central host with powerful computer that is linked by 
channels to send/receive data to/from relays prior or after disturbance. Integration of 
substation control and data acquisition (SCADA) and energy management system (EMS) 
will be needed. 
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 The numerical relays have memory capacity and can be remotely re-adjusted 
through communication channels such as fiber optic technology [123] which offers 
wide-band and reliable communication.  
 Reliability can be divided in dependability and security, both are contradictory. 
Dependability is a measure of relay ability to correctly clear a fault while security is a 
measure of relay tendency not to trip incorrectly. Dependability and security can be 
controlled by the use of redundant protection schemes. 
 For example, suppose two different protective relays are used to protect the 
same line. If any of the two relays can trip the breaker (contacts connected in parallel) 
then this protective scheme is said to be more dependable. But if both relays must trip 
in order to open the breaker (contacts connected in series) then this protective scheme 
is said to be more secure [111]. 
 Most transmission and sub-transmission line redundant protections favor 
dependability. This is because transmission and sub-transmission networks are highly 
interconnected, thus the loss of a line may not cause severe problem. On the contrary, 
the fail to trip and clear a fault may lead to severe equipment damage or wide spread 
stability problem which may eventually lead to system collapse. However, this should be 
the opposite when dealing with radial sub-transmission and distribution lines, since all 
downstream loads will suffer blackout if a line is false tripped; therefore in this case, 
they favor security. 
 Since redundancy is not advantageous in the lines that implement overcurrent 
relay principle, security measurements need to be taken into account carefully. In other 
words, the DOCR should tolerate temporal overloading scenarios and only operate 
when the fault is located in its protection zone, and operate as fast as possible when the 
fault is determined. The temporal overloading capacity and operation time of relays can 
be dictated by the APS in an enhanced relay performance manner. 
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4.2 Behaviors of Smart Grid with Distributed Generations 
 
 Adaptive protection is the protection philosophy which permits and seeks to 
make adjustments in the protection scheme automatically in order to make them more 
attuned to present power system conditions. Adaptive protection requires digital relays. 
Digital relay functions are determined through software, allowing easy changes to relay 
settings. Digital relays are equipped with communications capabilities, which allow the 
relay to adapt settings sent from a central computer based on the state of the power 
system. 
 The sub-transmission and distribution systems are the most dynamic part of the 
power system. The protections directly suffer the consequences of the following 
changes: 
 
Dynamic Variations Consequences 
Ipickup Isc 
Input/output of DGs ○ ○ 
Input/output of distribution lines or islanding ○ ○ 
Input/output of loads ○  
Increase/decrease of DG generation ○ ○ 
Increase/decrease of load demand ○ ○ 
Table 4.1: Consequences of DGs in smart grid affecting the performance of DOCRs.  
 
  
4.2.1 Coordination Considering Distributed Generations without Adaptive Protection 
Scheme. 
 
 The intermittent sources, for example wind, solar, hydraulic powers are very 
dynamic in the aspect of energy generation, and no unit commitment can be performed. 
They connect to the system when they have energy and disconnect from the system 
when they don't; which consequently lead to constant re-distribution of load flow and 
changes of fault currents. Hence, the criteria of including the distributed generation are 
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critical. Since the aim is to avoid inappropriate relay operations, boarder conditions are 
considered.  
 The distributed generations of big capacity (wind, hydraulic etc) are considered 
to have maximum fault (as if they are generating at maximum to have maximum fault); 
and at the same time considered to have minimum generation (as if there is almost no 
wind or almost no water). These considerations are to avoid the loss of coordination for 
DOCRs that are located on the distributed generator bus which offer backup for relays 
on adjacent lines; and DOCRs of the system. 
 The distributed generations of small capacity (solar) can simply be omitted from 
the analysis, since their fault contribution and generation are very small compared to 
the fault contribution and generation of the entire system. They are insignificant. 
 The above considerations are needed for systems with DG penetration without 
APS. 
 
4.3 Proposals of Adaptive Protection Schemes  
 
 
 The common practice of conventional overcurrent protection coordination is 
done offline on the dominant/main network topology since this is the topology that the 
system is operated in the majority of time. But the use of dominant topology implies 
considering boundary (worst scenery) conditions, all generators, lines, transformers 
active, which is not true for planned or emergency scenarios which may change the 
network topology. As a result, the magnitude of the short circuit current varies as the 
topology changes. This may lead to a prolong fault extinction time which shorten the 
useful life of the equipments for a smaller magnitude fault. On the other hand, for a 
larger magnitude fault, the coordination of relays may be loss. Therefore, different 
proposals have addressed this issue by coordinating not only the dominate topology but 
to add even more possible topologies in the coordination study [15-16]. But the 
disadvantages of such practice are the increased execution time for the optimization 
algorithm to find feasible solution to all constraints (if they can all be satisfied, because 
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they may not be all satisfied!), the increased complexity for the coordination algorithm, 
and finally the use of greater dial to maintain coordination to satisfy all constraints (this 
lead to greater fault extinction time). Thus proposals of pre-processing of the numerous 
constraints are reported [17-18]. 
 From the previous disadvantages of the conventional and proposed methods 
described above and considering that power lines are operated many times below its 
rated load current, adaptive protection scheme may be implemented to enhance 
dependability or security requirements. Also the impacts of infeed and outfeed due to 
DG penetrations which causes over and under reach of relays, loss of coordination etc 
can be solved. 
 
1) Proposal 1 of Adaptive Protection Scheme  
 
 In paper [53] adaptive overcurrent protection scheme was proposed to aim to 
allow longer continuous service during overload conditions by adapting their settings to 
ambient and technical conditions for radial lines. The proposal consists of using a 
microprocessor which connects to a relay to receive and process the data such as 
conductor temperature, wind speed, emissivity and solar absorption. The proposal 
mentioned that it does not need a central computer since the studies are based on 
single line system. The adaptive scheme is presented in Figure 4.1. 
 
Figure 4.1: Architecture for adaptive line protection [53].  
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2) Proposal 2 of Adaptive Protection Scheme 
 Paper [54] proposed adaptive overcurrent protection scheme to gain optimal 
coordination. The proposal consists of monitoring the system operation through SCADA, 
and then when operational or topological changes are detected, the proposed scheme 
run load flow and coordinate for new relay settings, finally settings are sent to the 
relays. The optimization method used in this proposal is linear programming (LP), thus 
only 1 degree of freedom is optimized (time dial). The adaptive scheme is presented in 
Figure 4.2. 
 
Figure 4.2: Flow diagram for adaptive protection [54]. 
 
3) Proposal 3 of Adaptive Protection Scheme  
 
 Paper [55] proposed adaptive overcurrent protection scheme to overcome the 
effects due to DG penetration. The proposal is similar to the one reported in [54]. The 
difference is that when DGs are connected to the network, the proposed adaptive 
scheme analyzes the coordination constraints (CTI) of the relays due to the increase of 
short circuit current; the relays that suffer violations will be re-coordinated again leaving 
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the healthy relays untouched. This practice is only suitable for minimum penetration of 
DGs or that the DGs do not have substantial impact on the Isc contribution, so that only 
minimum amount of relays will suffer violation. This is because the coordination of 
overcurrent relays has to be done involving all relays at the same time; changing the 
setting of one relay may cause other relays to loss coordination, therefore in order to 
locally re-set some relays without modifying settings of the rest of the relays, the 
number of relays to be re-set must be minimum for this method to be possible. The 
adaptive scheme is presented in Figure 4.3. 
 
 
Figure 4.3: Proposed adaptive protection approach [55]. 
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4) Proposal 4 of Adaptive Protection Scheme  
 
 Paper [56] proposed adaptive overcurrent protection scheme for a portion of the 
network in island mode fed by DGs and grid connection mode. When a portion of 
network is operated in island mode, the previous relay coordination settings will no 
longer operate as fast as it was set due to the reason that the short circuit currents in 
island mode contributed by the DGs are much less compared to the contribution from 
the system. Since modern digital relays can have several setting groups stored in them, 
the proposal consist of switching the setting groups to the appropriate one as a state 
detection algorithm is used to detect if the portion of the network is currently operating 
on island mode or grid connection mode. Therefore, the proposal uses only local 
information (voltage measurement) for state detection and overcome this particular 
challenge of overcurrent protection in radial distribution network with DGs. The 
adaptive switching scheme is presented in Figure 4.4. 
 
Figure 4.4: Flow chart of the adaptive switching scheme for island mode or grid 
connection mode [56]. 
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5) Proposal 5 of Adaptive Protection Scheme  
 
 Paper [57] proposed similar adaptive overcurrent protection scheme as in [56]. 
But this time it is for peak and off peak operating conditions. Therefore the GA was used 
to coordinate the system during peak and off operations and the settings are stored. 
Then by using SCADA, actual power flow can be obtained and compared whether the 
system is operating under peak or off peak condition, and a decision will be made and 
switch to the corresponding set of relay settings. The adaptive switching scheme is 
presented in Figure 4.5. 
 
 
Figure 4.5: Flow chart of the adaptive switching scheme for peak or off peak operation 
[57]. 
 
6) Proposal 6 of Adaptive Protection Scheme  
 
 Paper [58] proposed adaptive overcurrent protection scheme to obtain optimal 
coordination of relays even for non-dominant topology. The technique is based on the 
estimation of the parameters of the equivalent circuit of the grid to obtain the 
appropriate short circuit current. This method is proposed to be installed effectively and 
locally in a substation where the online coordination of relays will not need 
telecommunication infrastructures; it will be enough to sample some voltage and 
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phasors on the high voltage side of the substation. It was reported that using this 
technique, overcurrent relays can be adjusted online for various grid topologies. The 
optimization problem is formulated in Linear Programming (LP) with 1 degree of 
freedom (time dial). Even though the paper studied meshed systems (9 bus test system), 
the focus of this proposal was on only the relays on one bus (one substation). As we all 
know the coordination of relays must be done globally, local re-adjustments can only be 
done with no loss of coordination with remote relays if the re-adjustments made are 
within small changes. The reason why the authors are studying just the relays at one 
substation is because they are analyzing the part that is the beginning of a radial feeder. 
Thus they are taking about coordination of relays of the origin of the feeder and not 
coordination of relays on the entire HV sub-transmission system. The adaptive scheme 
is proposed to be studied in a step-down substation presented in Figure 4.6. 
 
 
Figure 4.6: Topology where the adaptive protection scheme is proposed [58]. 
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4.4 Proposed Adaptive Protection Scheme (APS) 
 
 The architecture consists of a centralized computer scheme that communicates 
with the relays; it is assumed that this architecture will be the future tendency of smart 
grid developments. 
4.4.1 Adaptive Protection Scheme (APS) 
 
  
 
Figure 4.7: Centralized adaptive protection scheme. 
 
 In Figure 4.7, the idea of the centralized adaptive protection scheme is 
illustrated. The proposal concentrates only on the low voltage side of the transformer, 
where overcurrent protection principle (DOCRs) is employed. Figure 4.7 presents two 
typical distribution operations: the unidirectional load flow distribution system and the 
bidirectional load flow distribution system due to the penetration of DGs. Note that 
even though a distribution system can be radial, it does not guarantee a unidirectional 
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load flow due to the existence of DGs. For the above reason, distribution protection 
became a challenging task. 
 Figure 4.8 presents the detailed flow diagram of the proposed adaptive 
protection scheme (APS). This consists of a central processing server that analyzes and 
optimizes the data obtained from the system through SCADA (Supervisory Control and 
Data Acquisition). The routines of power flow calculation, fault, sensitivity and 
contingency analysis are within the principal server which interacts with the protection 
coordination algorithms.  
 
Figure 4.8: Flow diagram of the Adaptive Protection Scheme (APS). 
 
 The SCADA system monitors the network condition and identifies the 
operational and topological changes of the network. As soon as a change on the 
network is identified, the latest breaker and network configuration and/or the status of 
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DGs are input into the centralized processing server. Based on the network status data, 
the server performs load flow, fault, contingency and sensitivity analysis. Re-compute 
the pickup current of relays and optimizes the DOCR coordination. The new settings are 
updated to the DOCRs via communication network so that the DOCRs become best 
tuned to the present network operating condition. A single cycle is then completed. For 
every change of new operating condition, the cycle will be executed again. The 
frequency will also be in function of the wind and solar forecasting since DGs are 
intermittent sources. 
 The detailed description of the algorithm as presented in Figure 4.8 is as follows: 
first, the system's data is updated according to elements and network changes. Then, 
the Yďus is ĐoŶstƌuĐted oƌ ŵodified fƌoŵ the oďtaiŶed data. Neǆt, ďoth lists of ͞RelaǇ 
Names͟ aŶd ͞CooƌdiŶatioŶ Paiƌs͟ aƌe geŶeƌated autoŵatiĐallǇ. Afteƌ that, the load floǁ 
analysis is computed. Then, the Zbus is constructed. Finally, fault analysis is computed 
[124]. When all of the above are done, the algorithm will have defined the coordination 
pairs and computed the maximum load currents and fault currents (3-ph primary, 3-ph 
backup, 2-ph backup, 1-ph)Iload , Coordinationpairs , Isc 3∅principal , Isc 3∅backup , Isc 2∅backup  of 
each relay for the optimization algorithms of the original network topology. 
 However, to ensure that relay settings obtained from the posterior coordination 
algorithm are suitable for at least one element output without coordination loss, the 
maximum load and fault currents must be computed according to the different n-1 
contingency topologies. All elements are taken out one at a time and the simulation is 
carried out over and over again for the different n-1 contingency topologies. Only the 
maximum load and fault currents are stored as data for coordination use. 
 Finally, this algorithm performs a sensitivity filtration [107] before passing the 
data to the optimization algorithms which coordinate the overcurrent relays. This step 
ensures that all coordination pairs can be coordinated. The coordination pairs that do 
not satisfy the requirement of sensitivity analysis will be omitted from the coordination 
process. In this way, the optimization algorithms will not spend extra time on trying to 
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find settings for these insensitive pairs of relays, which have no settings that will suit 
them. 
 In order to offer protection to those lines whose coordination pairs were 
omitted, other protection schemes may be employed, such as negative sequence relays, 
distance or differential relays. This analysis is not included in the thesis since they do not 
alter the proposed idea of the thesis. The insufficient sensitivity of relays is a natural 
limitation of the overcurrent protection principle, and not a deficiency of the 
coordination algorithms. 
 The impacts and solutions of DGs in the coordination study had been evaluated 
in different studies as presented in sections 2.4 and 2.5. The main aspect of different 
studies was based on the increase of the fault currents (faulted state analysis) as 
presented in Figure 4.9. There may be loss of coordination because the pre-established 
CTI constraint between the pair of relays cannot be satisfied; this phenomenon is 
caused by the convergence of curves for very large currents. Since the DGs depend on 
the dynamic wind energy and/or the available insolation, due to their high intermittency 
characteristic it is difficult to correctly compute its fault current magnitudes. Besides, 
the maximum contribution of a three phase fault current by DGs is a very rare case since 
they must be operating at its full generation capacity; in addition, there must be 
maximum wind and/or maximum insolation during fault occurrence. Hence, wind 
contrail for wind turbines and shadow effect for photovoltaic panels must be accounted. 
The effect of the increasing current magnitude from point 1 to point 2 is located near 
the horizontal asymptotic curve; therefore it does not represent a substantial change of 
the relay operation time.  
 In this work the coordination study has focused on the analysis of the effect of 
DGs' load currents (steady state analysis). The presence of DGs created the opportunity 
to improve the sensitivity of DOCRs [108]. Increased sensitivity and decreased operation 
time may be obtained by re-setting the pickup current of the DOCRs through monitoring 
the network's load flow, as presented in Figure 4.9. Therefore, the study focused on the 
development of a scheme that contemplates both approach on the steady state analysis 
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and the faulted state analysis to offer a global solution package. The idea is to have 
adjustable steady state ܫ݌݅ܿ݇ݑ݌  and dynamic ܫݏܿ  updated from the system. 
 The objective of the proposal is to complement the related papers of this topic 
by considering the re-setting of DOCRs and the on-line coordination. The monitoring 
time interval (MTI) can be defined according to the desired resolution and the 
intermittency behavior of the DGs. 
  
 
 
Figure 4.9: The steady state and faulted state analysis. 
 
 
4.4.2 Evaluation and Comparison of Coordination Approaches 
 
 To evaluate and highlight the advantages of proposed APS, different 
coordination approaches were analyzed and compared, the conventional, discrete and 
continuous or real time. The overall scheme of continuous coordination and discrete 
interval coordination of DOCRs are presented in Figure 4.10.  
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Figure 4.10: Overall scheme of the coordination approaches: (Left) Conventional 
coordination flow diagram, (Center) Proposed discrete interval coordination flow 
diagram, (Right) Proposed continuous coordination flow diagram. 
 
 The conventional approach in Figure 4.10 (Left) is for comparison purpose only. 
Then the notable and important difference between the discrete and continuous 
approach is that the discrete interval coordination coordinates the DOCRs only once at 
the beginning for the N different network operation conditions and there is no more 
coordination later (as presented in Figure 4.10 (Center)), whereas the continuous 
coordination coordinates the DOCRs for every network operation and topology changes 
(as presented in Figure 4.10 (Right)). 
 For all approaches, however, to ensure that relay settings obtained from the 
posterior coordination algorithm are suitable for at least one element output without 
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coordination loss, the maximum load and fault currents must be computed according to 
the different n-1 contingency topologies. All elements are taken out one at a time and 
the simulation is carried out over and over again for the different n-1 contingency 
topologies. Only the maximum load and fault currents of each operation condition are 
stored as data for coordination use. 
 Also, the algorithms perform sensitivity filtration before passing the data to the 
optimization algorithms which coordinate the overcurrent relays. This step ensures that 
all coordination pairs can be coordinated. The coordination pairs that do not satisfy the 
requirement of sensitivity analysis will be omitted from the coordination process. In this 
way, the optimization algorithms will not spend extra time on trying to find settings for 
these insensitive pairs of relays, which have no settings that will suit them. 
 Detailed description of both proposed coordination approaches are presented in 
sections 4.2.2.2 and 4.2.2.3. 
 
4.4.2.1 Description of Conventional Coordination 
 
 The conventional coordination is the one that has been practiced for decades. 
The coordination is carried out offline considering the maximum load and fault currents 
and n-1 contingency. 
 
4.4.2.2 Description of Discrete Interval Coordination 
 
 The simple flow diagram of discrete interval coordination of DOCRs is presented 
in Figure 4.11.  
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Figure 4.11: Discrete interval coordination flow diagram. 
 
 The proposed discrete interval coordination as presented in Figure 4.11 first 
coordinates the system several times between its maximum and minimum demand 
operation bounds and establishes the different groups of settings for future dynamic 
setting updates. The groups of settings are computed and saved only once for each 
relay; after that there will be no more coordination. Afterwards, data are updated from 
the latest changes of the system, and then computes load flow and fault analysis in 
order to compare the currents and select the most suitable group of setting for the 
presented scenery. 
 Assume that the modern digital relay can store up to 8 groups of settings; then 
detailed description of the interval coordination is as follows and can be seen in Figure 
4.10 (Center): first, maximum and minimum load demand bounds are established. Then, 
the load demand operations are divided into eight equal steps including the maximum 
and minimum bounds. By doing so, there will be eight different network operation 
conditions. Neǆt, ďoth lists of ͞RelaǇ Naŵes͟ aŶd ͞CooƌdiŶatioŶ Paiƌs͟ aƌe geŶeƌated 
automatically. After that, run load flow and fault analysis for the eight different network 
operations. When all of the above are done, the algorithm will have defined the 
coordination pairs and computed the maximum load currents and fault currents (3-ph 
principal, 3-ph backup, 2-ph backup, 1-
ph)Iload , Coordinationpairs , Isc 3∅principal , Isc 3∅backup , Isc 2∅backup  of each relay for each of 
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the eight network operations for the optimization algorithms of the original network 
topology. Then, coordinate the system over and over again for the eight different 
network operations. There will be a total of 8 groups of setting for the eight different 
network operation conditions. 
 There will be a comparison element for each relay which compares the actual 
load current with the eight load demand step currents. If the actual measured current is 
smaller than the actual load demand step current, then compare if there is any other 
load demand step current that is smaller than the actual one but at the same time equal 
or bigger than the actual measure current; if the comparison is affirmative, then use 
that load demand step current's setting group.  
 On the other hand, if the actual measured current is bigger than the actual load 
demand step current, then compare the other load demand step currents and choose 
the one that is equal or immediate superior to the actual measured current; and use 
that load demand step current's setting group. Note that both the actual measured 
current and the load demand step currents include contingency analysis. 
 Even though the setting groups of relays are established by coordinating all 
relays simultaneously, each relay can enhance its performance by re-setting itself 
without having to re-set all other relays. This is because load demand can sometimes 
vary locally, so relays nearby the load can re-set themselves without having to do 
anything with remote relays at other parts of the network. 
 
4.4.2.3 Description of Continuous Coordination (Real Time) 
 
 The simple flow diagram of continuous coordination of DOCRs is presented in 
Figure 4.12. 
 
 CHAPTER 4                                                                                                   
PAGE 103 
 
Figure 4.12:  Continuous coordination flow diagram. 
 
 The detailed description of the continuous coordination presented in Figure 4.10 
(Right). The process has already been presented in section 4.4.1. There will be a total of 
only 1 group of settings for the actual network operation condition. 
 
4.5 Contingency Analysis  
 
4.5.1 System Monitoring 
   
 The prerequisite of performing online coordination of protective relays is the 
knowledge of the system states. Hence monitoring the system is the first step. There are 
many measurement devices dispersed throughout the system which help in getting the 
picture of the current operating state. These measurements can be in the form of power 
injections, power flows, voltage, current, status of circuit breakers, switches, 
transformer taps, generator output etc. which are telecommunicated to the control 
center. Usually a state estimator is used in the control center to process these 
telecommunicated data and compute the best estimates of the system states. Remote 
control of circuit breakers, disconnector switches, transformer taps etc is generally 
possible. The entire measurement and control system is commonly known as 
supervisory control and data acquisition (SCADA) system. With SCADA in the system, we 
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would know all the changes in the system which facilitates us to perform online 
coordination with regards to any operating condition.  
 However the protective relays will not coordinate itself just because of the 
existence of SCADA hardware. The core parts of the online coordination consist of 
software that computes the input data for coordination (online algorithm) and software 
that coordinate the relays (optimization algorithm). The online algorithm is of great 
importance, since coordinated relay settings will not function appropriately if the input 
data were not appropriate. Also the optimization algorithm is very important to aim for 
a close to global optimal solution that satisfies all coordination constraints for efficient 
relay operation. The online algorithm is in charge of computing load and fault currents. 
The relays are coordinated based on these parameters, hence contingency analysis need 
to be considered so that the relay settings may be robust. On the other hand, the 
optimization algorithm needs to outcome the issues of premature convergence, the 
violation of constraints, local minima solution and the execution time for online 
processing. 
 
 
4.5.2 System Security  
 
 Maintaining power system within its security constraints is a challenging task for 
power engineers. The security analysis is an important study which gives knowledge 
about the system state when a contingency event occurs. The contingency analysis 
technique has being widely used to predict the effects of scheduled and/or unscheduled 
outages of generators, lines, equipments etc, in order to take necessary actions to 
maintain the power system secure and reliable.  
 In earlier days, security assessment in power system was mainly offline in nature. 
Predefined set of rules were used to assist the operators in the decision-making process. 
However, due to the highly interconnected nature of modern power systems, and 
deregulated energy market scenarios, operating conditions and even the topology of 
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power system changes frequently. Offline techniques for security assessment are 
therefore no longer reliable in modern power systems. Online security assessment 
techniques use near real time measurements from different locations in a power system 
and continuously update the security assessment of the system. 
 The offline analysis to predict the effect of individual contingency is a tedious 
task as power systems contain large number of elements, not to mention online 
analysis. Practically, only selected contingencies will lead to severe conditions in power 
system. The process of identifying these severe contingencies is referred as contingency 
selection and this can be done by calculating performance indices for each 
contingencies. 
 
4.5.3 Concepts and Necessity of Contingency Analysis 
 
 The AC load flow (ACLF) methods such as Newton-Raphson, Fast Decoupled and 
Gauss-Seidel are used for analyzing the power system performance at a particular 
operation point [125]. However, apart from ensuring the satisfactory operation of the 
system at a particular point, it is also very important to operate the system with 
adequate level of security. The term "security" refers to the ability of the system to 
operate within system tolerated constraints in the event of outage (contingency) of any 
component (generator or line). The system constraints are: bus voltage magnitudes, 
currents and active/reactive power flow over the lines. If the system is operating at high 
loading condition, then the post-contingency system condition would be highly stressed. 
On the contrary, if the system is operating at light loading condition, then the post-
contingency system condition would be lightly stressed. Thus, the parameters (voltage, 
current, power flow) of the post-contingency scenario depend on the pre-contingency 
operating condition. For a post-contingency scenario: if there is no violation of 
operation constraints, the system is said to be operating securely; but if there is 
violation, then the system is said to enter an emergency operating condition. Hence the 
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detection of possible appearance of emergency conditions, analysis of post-contingency 
(contingency analysis) scenario needs to be carried out. 
 In our particular case of study, the magnitudes of current flows are the only 
parameters that matters to the coordination of DOCRs. Thus apart from the current 
flow; parameters such as voltage magnitude, reactive power flow are not considered, 
since the DOCRs are only sensitive to the magnitude of current flow. Contingency 
analysis will be carried out based on only n-1 single outage contingency.  Multiple 
contingency analyses will not be studied since it would require advance knowledge and 
happens less frequently as the operator tries to operate the system as ideal and as close 
to the base case as possible. Sometimes the behavior of a particular network will be 
needed to identify the particular elements that will cause severe security problem to the 
network; hence multiple contingency analyses will be carried out under such 
circumstances to design an event-based or response-based SPS. 
 To illustrate the importance of contingency analysis in the aspect of DOCR 
coordination, the study with and without contingency analysis will be presented here. A 
parallel line is an easy and effective way to show the importance of contingency 
analysis. The parallel lines between bus 1 and 2 of the IEEE 14 bus system is used as an 
example. Both lines between buses 1 and 2 have the same impedance value. Consider 
that k = 1.5. The importance of contingency analysis has been presented in [126-127]. 
 The relay names are not assigned as a number as was done conventionally, but 
generated automatically by the real time algorithm as a string of numbers. These relay 
names (string of numbers) consist of 3 digits. The first digit is the name of the nearby 
bus. The second digit is the name of the remote bus and the third digit represents the 
number of the lines (parallel lines) between two buses. For example, the relays between 
buses 1 and 2 that are nearby bus 1 are assigned as [1 2 1], [1 2 2] while the relays that 
are nearby bus 2 are assigned as [2 1 1] and [2 1 2] respectively. 
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Figure 4.13: Parallel lines of the IEEE 14 bus system. 
 
 The load and pickup currents of the relays between buses 1 and 2 are shown: 
Relay Iload Ipickup Iload Ipickup 
1 2 1 329 493 567 850 
1 2 2 329 493 567 850 
2 1 1 329 493 567 850 
2 1 2 329 493 567 850 
 
 The first two columns are load flow results without considering contingency 
analysis while the last two columns consider contingency analysis. These are load flow 
results based on maximum load operation.  
 
 Suppose that the DOCRs were coordinated without considering the contingency 
analysis. Then the pickup currents of the relays [1 2 1], [1 2 2], [2 1 1] and [2 1 2] will be 
493 A. If the line [1 2 2] is out of service due to maintenance, then relays [1 2 2] and [2 1 
2] will no longer exist in the new network topology; and thus a redistribution of load 
flow will occur. The new load flow distribution makes the relays [1 2 1] and [2 1 1] sense 
567 A. As a result, relays [1 2 1] and [2 1 1] will mal-operate because the actual load 
current is greater than the pickup current; 567 A > 493 A.  
 The mal-operation of relays wouldn't have happened if contingency analysis was 
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considered. It can be proved by comparing the actual load current when line [1 2 2] is 
out of service with the pickup current considering contingency analysis. The relay will be 
held steady and still and no mal-operation will take place because the actual load 
current is smaller than the pickup current; 567 < 850 A. Therefore, the n-1 contingency 
analysis is very important because it makes the system become more robust, in other 
words, the system can withstand at least 1 unaccounted contingency without 
coordination loss and mal-operation of relays.  
 
4.5.4 Linear Sensitivity Factor Technique   
 
 In the real world, power systems are of large size and have large number of 
elements. In order to perform contingency analysis, outage effects of each element 
need to be studied one by one corresponding to a particular operating condition. But 
since power systems changes its operating condition frequently, the contingency 
analysis will need to be carried out again for the new operating condition. Thus, to 
monitor the system security properly, large number of outage cases need to be 
simulated repeatedly over a short span of time. Ideally, these outage cases should be 
studied using ACLF, but analyzing thousands of outage cases with ACLF require 
significant amount of time which might not complete the entire exercise before the new 
operating condition emerges. Therefore, instead of using non-linear, iterative and time 
consuming ACLF analysis, linear sensitivity factors (LSF) are used to estimate the post-
contingency parameters in reasonable time [128-130]. The basic concept of sensitivity 
factors is presented as follows. Essentially, the linear sensitivity factor estimate the 
changes of line flows of the different lines for any particular outage condition (generator 
and/or line) without the need of full ACLF solution. There are basically two types of 
sensitivity factors and these are: 
 
1. Generation outage sensitivity factor (GOSF) 
2. Line outage sensitivity factor (LOSF) 
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 The GOSF is the relation of approximate change of power flow on line "i-j" 
(between bus "i" and "j") due to the outage of generator at bus "k"; whereas LOSF is the 
relation of approximate change of power flow on line "i-j" due to outage of line "m-n". 
 
The generation outage sensitivity factor is defined by: ߙ݆݅݇ = ∆݂݆݅∆ܲ݇  
 
where: ߙ݆݅݇  --> GOSF of line "i-j" for generation change at bus "k" ∆݂݆݅  --> change of power flow on line "i-j" ∆ܲ݇  --> change of generation at bus "k" 
 
 The factor ߙ݆݅݇  denotes the sensitivity of power flow on line "i-j" due to change of 
generation at bus "k". In equation (4.1), it is assumed that the generation lost at bus "k" 
would be exactly compensated by the reference or slack bus. Thus, if the generation at 
bus "k" had an amount of power equal to ܲ݇0, then to represent the outage condition, ∆ܲ݇ = −ܲ݇0. 
 Hence, the new power flow over the line "i-j" would be given as: 
 ݂݅ ݆݊ = ݂݆݅0 + ∆݂݆݅ = ݂݆݅0 + ߙ݆݅݇∆ܲ݇ = ݂݆݅0 − ߙ݆݅݇ ܲ݇0 
 
 The factor ߙ݆݅݇  would be pre-calculated and stored memory, since the values of ߙ݆݅݇  depends only on the network parameters, they are constant. However, it should be 
noted that for any particular line "i-j", the factors ߙ݆݅݇  and ߙ݆݅݉  (for generation outage at 
bus "m") are different and therefore need to be pre-calculated separately. Onces these 
factors are pre-calculated and stored, the new values of line flow over any line can easily 
be estimated quickly through equation (4.2).  
(4.1) 
(4.2) 
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 In equation (4.2), it is assumed that the generation loss at bus "k" would be 
taken up by the slack bus. However, it is also quite possible that the lost generation 
would be compensated by all the remaining "online" generators combinedly, in which 
each of the "online" generators would take up some fraction of the lost generation in 
some particular ratio. One of the most frequently used methods assumes that the 
"online" generators share the lost generation in proportion to their maximum MW 
rating. Thus, the proportion of generation pricked up by generation "g" is given by  
 ߛ݃݇ = ܲ݃݉ܽݔ ܲܽ݉ܽݔܽܯ=1≠݇ , ݃ ≠ ݇ 
where: ܯ --> Total number of generators in the system ߛ݃݇  --> proportionality factor for generation "g" to pick up generation when unit "k" fails ܲܽ݉ܽݔ  --> maximum MW rating for generator "a" 
 
 As the sensitivity factors shown in equation (4.1) are linear in nature, the effects 
of simultaneous generation change in several generators on a particular line can be 
obtained by following superposition principle. Hence, the new line flow over the line "i-
j" becomes: 
 ݂݅ ݆݊ = ݂݆݅0 + ߙ݆݅݇∆ܲ݇ −  ߙ݆݅ܽ  ∆ܲܽ  ߛܽ݇  ݉ܽ=1  
 In equation (4.4), it is assumed that no remaining "online" generator hits the 
generation limit. 
 
 The line outage distribution factors (LOSF) is presented: 
 ߚ݆݅ ,݉݊ = ∆݂݆݂݅݉ ݊(0) 
(4.3) 
(4.4) 
(4.5) 
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where: ߚ݆݅ ,݉݊ --> LOSF of line "i-j" under outage of line "m-n" ∆݂݆݅  --> change of power flow on line "i-j" ݂݉ ݊(0) --> power flow over line "m-n" in the pre-outage condition 
 
 Therefore, for the outage of line "m-n", the new flow over line "i-j" is given: 
 ݂݅ ݆݊ = ݂݆݅0 + ߚ݆݅ ,݉݊  ݂݉ ݊(0) 
 
 The factors ߚ݆݅ ,݉݊  are constant as they are dependent only on the line 
parameters. Therefore, they would be pre-calculated and stored in memory. As a result, 
for the outage of any line "m-n", the new power flows over all other lines can be 
estimated very quickly. 
 
 In APPENDIX B, the linear sensitivity factor technique and its assumptions are 
presented in detail. Result comparisons among Newton Raphson, Fast Decoupled and 
the sensitivity factor technique are also presented in Chapter 6 based on the IEEE 14 bus 
system with and without parallel lines effect. The comparisons and analysis are based 
on the result accuracy and algorithm execution time.  
 
 
4.6 Conclusion 
 
 In this chapter, the adaptive protection system (APS) which consists of on-line re-
adjustment of relay settings to favor the present network operating condition due to 
dispatch or natural phenomenon is presented. The proposed APS is designed for the 
integration of DGs without using FCLs or any other mitigation techniques. 
(4.6) 
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 Also, the natural behaviors of smart grid and integration of DG are presented, 
along with the coordination considerations with penetration of DG without the use of 
APS. Different proposals of APS for enhancement of DOCRs are presented. Afterwards, 
the proposed APS which include both the steady and fault state contribution of DG is 
presented. Finally, the concepts of contingency analysis are presented. 
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5. CHAPTER 5 FORMULATION OF PROTECTION COORDINATION USING OPTIMIZATION 
ALGORITHMS 
5.1 Introduction 
 
 One of the most fundamental principles in our world is the search for an optimal 
state. For example, biological principle of survival of the fittest [1940] which, together 
with the biological evolution, leads to better adaptation of the species to their 
environment. Here, a local optimum is a well-adapted species that dominates all other 
animals in its surroundings. Homo sapiens have reached this level, sharing it with ants, 
bacteria, flies, cockroaches, and all sorts of other creepy creatures. 
 As long as humankind exists, perfection is one of the objectives. People want to 
reach a maximum degree of happiness with least amount of effort. In the economy, 
profit and sales must be maximized and costs should be as low as possible. Therefore, 
optimization is one of the oldest of sciences which even extends into daily life. 
 Optimization is defined as "finding an alternative with the most cost effective 
or highest achievable performance under the given constraints, by maximizing desired 
factors and minimizing undesired ones" [131].  
 In other words, the goal is to find the values of controllable factors determining 
the behavior of a system (i.e. a production process, control of robots) that maximize 
productivity or minimize waste.  
 Some problems have many solutions while some have only one solution when 
optimization algorithms are implemented. Thus for problems which have many 
solutions, one must establish an objective function to evaluate the fitness value of the 
solution, whether the solution is a global or local best solution.  
 An objective function is an equation to be optimized given certain constraints 
and with controllable variables that need to be minimized or maximized. The objective 
function affects directly the quality of the optimization algorithm in getting a global or 
local solution. The global best solution is of course the most desirable solution because 
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it's the setting that will make the process carry out its function to the maximum or 
minimum. But one must take the simulation time into account and thus satisfy with a 
suitable solution. Practice of optimization is restricted by the lack of full information and 
the lack of time to evaluate what information is available.  
 Nowadays coordination of overcurrent relays is a very important subject in 
different networks. On the contrary to other kinds of relays, fuses and reclosers, 
overcurrent relays coordination has been presented in many methods. As of such 
techniques are optimal coordination methods that have advantages as compared to 
common coordination techniques. The operation of relays in network is considered 
linear and symmetrical attribute of ݈݀݅ܽ [132]. Whereas that isn't like this and the 
attributes of ݈݀݅ܽ and ܫ݌݅ܿ݇ݑ݌  are unknown quantities. Thus the objective function 
converts this problem into a nonlinear problem.  
 It is a very time consuming task coordinating hundreds of directional overcurrent 
relays manually in a meshed distribution system. Besides, for online (real time) 
coordination a powerful and adequate optimization algorithm must be implemented.  
  
5.2 Objective Function of the Optimization Algorithms 
 
 It is of great importance to establish the objective function that is going to 
evaluate the fitness of the settings, that is, the capability of a setting to meet 
requirements [133]. This objective function can be the sum of several objective 
functions. This objective function will directly impact the quality of result of the 
optimization algorithms. An indicator must give the information whether it is bad (not 
within satisfaction limit), good (within satisfaction limit) or ideal result of the settings so 
that they can be awarded or penalized before their evaluation in the objective function. 
This indicator in the case of coordination of relays is the time, CTI. 
 All the settings of each relay of the population must be evaluated first. This 
evaluation is to use equation (3.1) for both primary (ݐ݌ݎ݅݉ܽݎݕ ) and backup (ݐܾܽܿ݇ݑ݌ ) 
relays. The only data that differs now is the short circuit current that primary and 
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backup relays see. This procedure is different from the manual procedure presented in 
section 3.4.1, but even so, it has the same logic of CTI. Hence primary time will be 
subtracted from backup time to get real CTI as shown in equation (5.1).  
 ܥܶܫݎ݈݁ܽ = ݐܾܽܿ݇ݑ݌ − ݐ݌ݎ݅݉ܽݎݕ  
  
 This is the real CTI that the relays have and is also known as primary and backup 
relay constraint. Now subtract the pre-specified CTI from the real CTI and the indicator 
is obtained as shown in equation (5.2). 
 ܥܶ݅ܫ ݊݀݅ܿܽݐ݋ݎ = ܥܶܫݎ݈݁ܽ − ܥܶܫ݌ݎ݁−ݏ݌݂݁ܿ݅݅݁݀  
  
 The CTI indicator as presented before indicates whether the settings are bad (not 
within satisfaction limit), good (within satisfaction limit) or ideal result so that they can 
be awarded or penalized before entering the objective function. Due to the subtraction 
of two CTI, the CTI indicator can also be known as CTI error. If the error is zero then the 
settings are ideal, which is very hard to get so most of the relays will not have these 
ideal settings. In this case no penalization should take place. If the error is positive then 
the settings are good or tolerable, they maintain the coordination but with a higher time 
delay than the pre-specified. It is recommended to penalize this a little bit so as to help 
it converge to zero error (meeting the pre-specified CTI). If the error is negative then 
there is a loss of coordination and must be penalized heavily in order to avoid this mal-
coordination.  
 
 
(5.2) 
(5.1) 
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 The limits of the relay settings are given in equations (5.3) and (5.4). 
 
 ݈݀݅ܽ݉݅݊ ൑ ݈݀݅ܽ ൑ ݈݀݅ܽ݉ܽݔ  
 ܫ݌݅ܿ݇ݑ݌ ݉݅݊ ൑ ܫ݌݅ܿ݇ݑ݌ ൑ ݉݅݊(ܫݏܿ݉݅݊ , ܫ݌݅ܿ݇ݑ݌ ݉ܽݔ ) 
 
 
where ݈݀݅ܽ is the relay dial setting found within its maximum ݈݀݅ܽ݉ܽݔ  and minimum ݈݀݅ܽ݉݅݊  range. And ܫ݌݅ܿ݇ݑ݌  is the relay pickup current found within its maximum ܫ݌݅ܿ݇ݑ݌ ݉ܽݔ  and minimum ܫ݌݅ܿ݇ݑ݌ ݉݅݊  range. 
 The objective function of this thesis is the sum of number of violations, sum of 
primary and backup time, and also the sum of number of coordinated pairs CTI error. 
This objective function is used in all of the different mutation versions of DE algorithms. 
It is shown in equation (5.5). 
݂݅ݐ݊݁ݏݏ =  ܸܰܰܥܲ +   ݐ݌ݎ݅݉ܽݎݕ ܽܰܥܲܽ=1 ܰܥܲ  ∗ ߙ +   ݐܾܽܿ݇ݑ݌ ܾܰܥܾܲ=1 ܰܥܲ  ∗ ߚ +   ܧܥܶܫܮܰܥܲܮ=1  ∗ ߜ 
 
 Where ߙ, ߚ ܽ݊݀ ߜ are factors that increase or decrease the influence of each 
sub-objective function and will do for any other system. ܸܰ is the number of violation 
of coordination constraints, ܰܥܲ is the number of coordination pairs, ݐ݌ݎ݅݉ܽݎݕ ܽ is the 
primary operation time of relay a, ݐܾܽܿ݇ݑ݌ ܾ  is the backup operation time of relay b, and ܧܥܶܫܮ is the CTI error of L-th coordination pair. 
 The ݐܾܽܿ݇ݑ݌ ܾ  minimizes the backup operation time of relays, the ܧܥܶܫܮminimizes 
the CTI to as close to 0.3s as possible, the NV minimizes the number of violations to zero 
(avoid converging at local minimum) and the ݐ݌ݎ݅݉ܽݎݕ ܽ  , ݐܾܽܿ݇ݑ݌ ܾ , and NV are all scaled 
and divided by NCP to be able to sum together. These different values were included in 
the objective function because it was observed that the use of only ݐ݌ݎ݅݉ܽݎݕ ܽ  in the 
objective function for coordination in larger meshed systems may converge at a result 
(5.5) 
(5.3) 
(5.4) 
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where there may be higher backup time, higher CTI and may have violation of 
constraints. Therefore, the ݐܾܽܿ݇ݑ݌ ܾ , ܧܥܶܫܮ  and NV are included in the objective function 
to further improve the results while maintaining selectivity. 
 
5.3 Differential Evolution Algorithm 
 
5.3.1 Introduction 
 
 Differential Evolution algorithm (DE) is a part of the evolutionary algorithms; it is 
a metaheuristic search algorithm based on evolutionary ideas of natural selection of 
genes. 
 The idea of evolutionary computing was introduced in the 1960s by I. 
Rechenberg in his work "Evolution Strategies". His idea was then developed by other 
researchers. Differential Evolution Algorithm (DE) was first reported as a written article 
by R. Storn and K. V. Price in 1995.  
 The main advantages of using DE are:  
a) simplicity of the algorithm compared to many other evolutionary algorithms 
(main body of the algorithm can be written in only a few lines in any 
programming language); 
b) fine performance in terms of accuracy, convergence speed, and robustness 
(where finding quality result in reasonable computational time is weighted); 
c) the number of control parameters are very few (Cr, F and NP);   
d) low space complexity (low storage consumption), therefore are able to handle 
large scale and expensive optimization problems. 
 
5.3.2 Basic Description of Differential Evolution Algorithm 
 
 The Differential Evolution algorithm operates through similar computational 
steps as employed by a standard evolutionary algorithm (EA). However, unlike 
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traditional evolutionary algorithms, the differential evolution algorithm perturbs the 
current generation population members with the scaled differences of randomly 
selected and distinct population members. Therefore, no separate probability 
distribution has to be used for generating the offspring. This characteristic made the 
algorithm has less mathematical operations, hence less execution time compared to 
other algorithms. 
 Main stages of the DE algorithm are presented in Figure 5.1: 
 
 
Figure 5.1: Main stages of the DE algorithm. 
 
 In the Differential Evolution community, the individual trial solutions (which 
constitute the population) are called parameter vectors or genomes. Each parameter 
vector contains a set of possible solution information. 
 Crossover is a recombination (or reproduction). Sons or new individuals are 
formed by the recombination of the genes of certain parameter vectors called parents 
or target vectors.  The newly formed individuals (sons) are called trial vectors. 
 Mutation is a sudden change or perturbation with a random element. A mutant 
or donor vector is formed for each target vector. 
 Selection is the process that keep the population size constant over the 
subsequent generations by determine whether the target or trial vector survives to the 
next generation. 
 Search space is the space of all feasible solutions. Each point in the search space 
represents a feasible solution and each feasible solution can be marked by its fitness 
value for the problem. This feasible solution is then a maximum or a minimum. 
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 The algorithm is started with many sets of solutions, together all the parameter 
vectors form a population. Solutions from one population are taken and used to form a 
new population. And by employing the selection process, it guarantees the population 
to either get better (with respect to the minimization of the objective function) or to 
remain the same in fitness status, but never deteriorates. 
 The whole process is repeated until some condition (reached the number of 
maximum iterations, improvement of the best solution) is met. This is called stopping 
criteria. 
 The population size (NP) indicates how many parameter vectors are there in the 
population (in one generation). If there are too few parameter vectors, the algorithm 
will have very few possibilities to perform crossover and only a small part of the search 
space is explored. On the other hand, if there are too many parameter vectors, the 
algorithm will explore more variety of feasible solutions but the execution time is 
increased. 
 The three major control parameters in DE are ܨ, ܥݎ and ܰܲ. They are analyzed 
and tuned specifically for the coordination problem, but there are reported in the 
literatures to be able to make the DE algorithm become more efficient in both time and 
quality result aspect when using them in dynamic way.  
 The effect of the mutant parameter ܨ is that the algorithm will favor more 
exploitation or more exploration when the scalar value of ܨ  is set closer to 0 or 1 
respectively. The effect of crossover parameter ܥݎ is that the algorithm may be tuned to 
perform efficiently for different types of problem, mainly the complexity and 
multimodality.  
 
5.3.3 Main Stages of Differential Evolution algorithm 
 
5.3.3.1 Initial Population 
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 Create a new population randomly with reasonable genes. That is to create a 
new population which all genes of all parameter vectors are initialized somewhere in 
their feasible numerical range of the corresponding setting of overcurrent relay. Each 
row is a parameter vector and each column is a gene/variable/setting of a relay. The size 
of the population is (ܰܲ, ܦ ∗ ܴܰ) where ܰܲ represents number of parameter vectors, ܦ number of control variables and ܴܰ number of relays. For example if a system has 10 
relays with 1 degree of freedom (݈݀݅ܽ), then the size of the population for 10 
parameter vectors will be (10,10). On the other hand, if a system has 10 relays with 2 
degrees of freedom (݈݀݅ܽ ܽ݊݀ ݇), then the size of the population for 10 parameter 
vectors will be (10,20). But if a system has 10 relays with 3 degrees of freedom 
(݈݀݅ܽ, ݇ ܽ݊݀ ܣ, ܤ, ݊), then the size of the population for 10 parameter vectors will be 
(10,30), and there will be a total of 300 genes or settings of relays. As more degrees of 
freedom are added to the population, the population size increases. Bear in mind that 
the discrete settings ܣ, ܤ, ݊ are values taken from the IEEE standard in Table 3.2 and are 
considered all three together as 1 degree of freedom. This is because the three together 
form a different curve type and not one by one. The idea of population is shown in 
equation (5.6) below. 
 
P=  ݈݀݅ܽ(1,1) … ݈݀݅ܽ(1,ܴܰ)⋮ ⋱ ⋮݈݀݅ܽ(ܰܲ ,1) … ݈݀݅ܽ(ܰܲ ,ܴܰ) ݇(1,ܴܰ+1) … ݇(1,ܴܰ∗2)⋮ ⋱ ⋮݇(ܰܲ ,ܴܰ+1) … ݇(ܰܲ ,ܴܰ∗2) ܿݐ(1,ܴܰ∗2+1) … ܿݐ(1,ܴܰ∗3)⋮ ⋱ ⋮ܿݐ(ܰܲ,ܴܰ∗2+1) … ܿݐ(ܰܲ ,ܴܰ∗3)               
 
where ct represent the curve type by discrete values of 1, 2 and 3. For example 1 stands 
for moderate inverse (MI), 2 stands for very inverse (VI) and 3 stands for extremely 
inverse (EI). 
 First create the population randomly with values between 0 and 1 then the 
equation (5.7) is applied as presented below in order to let the narrow the initial 
random population to be within its superior and inferior limits. 
 ܲ ݌, ݍ =  ݈݅݉݅ݐ݈݋ݓ݁ݎ +  ݈݅݉݅ݐݑ݌݌݁ݎ − ݈݅݉݅ݐ݈݋ݓ݁ݎ  ∗ ܲ ݌, ݍ ݎܽ݊݀݋݉  (5.7) 
(5.6) 
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5.3.3.2 Mutation 
 
 Biologically, "mutation" means a sudden change in the gene characteristics of a 
chromosome. In the context of the evolutionary computing paradigm, however, 
mutation is also seen as a change or perturbation with a random element. In DE-
literature, a parent vector from the current generation is called target vector, a mutant 
vector obtained through the trigonometric mutation operation is known as donor vector 
and finally an offspring formed by recombining the donor with the target vector is called 
trial vector. Unlike the GA, mutation in DE is performed to all target vectors (parameter 
vectors, individuals) in every iteration. 
  
5.3.3.2.1 Difference Vectors Mutation DE (DE) 
 
 Three different vector numbers are randomly selected from the DE population 
for each target vector. Suppose that the selected population members are � ݎ1 ,ܩ,  � ݎ2 ,ܩ, 
 � ݎ3 ,ܩ  for the ݅-th target vector � ݅,ܩ . The indices ݎ1, ݎ2 and ݎ3 are generated only once for 
each mutant vector and are mutually exclusive integers randomly chosen from the 
range [1,NP], which are also different from the index ݅. The difference of any two of 
these three vectors is multiplied by a scalar F (which typically lies within [0.4, 1]), then 
the answer is added to the third vector in order to obtain the donor vector  ܸ ݅ ,ܩ . The 
difference vectors mutation scheme is outlined in equation (5.8). 
  ܸ ݅
,ܩ+1 =  � ݎ1 + ܨ  � ݎ2 −  � ݎ3       
 
5.3.3.3 Crossover (Binomial and Exponential) 
 
 The crossover or recombination operation is performed after creating the donor 
vector via mutation. This operation enhances the diversity of the population by 
(5.8) 
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exchanging the components of donor vector with the target vector  � ݅,ܩ  to generate the 
trial vector  ܷ ݅ ,ܩ = [ ݑ1,݅,ܩ ,  ݑ2,݅ ,ܩ ,  ݑ3,݅,ܩ , … ,  ݑܦ,݅ ,ܩ]. The DE family algorithms can use two 
kinds of crossover methods: exponential (or two-point modulo) and binomial (or 
uniform).  
5.3.3.3.1 Binomial Crossover 
 
 Binomial crossover scheme: whenever a randomly generated number between 0 
and 1 is less than or equal to the crossover rate ܥݎ value for each of the ܦ variables, 
binomial crossover is performed. Under this circumstance, there will be a nearly uniform 
distribution of number of parameters inherited from the donor vector. The binomial 
crossover scheme may be outlined as equation (5.9): 
 ݆ݑ ,݅ ,ܩ =  ݆ݒ ,݅,ܩ       if  ݎܽ݊݀݅,݆  0,1 ൑ ܥݎ or ݆ = ݆ݎܽ݊݀   ݆ݔ ,݅,ܩ                                                    otherwise   
 
where ݎܽ݊݀݅ ,݆  0,1  is an uniformly distributed random number. This random function is 
executed for each ݆-th component of the ݅-th parameter vector. Then a randomly 
chosen index ݆ݎܽ݊݀ ∈  1, 2, … , ܦ  ensures that the trial vector   ܷ ݅ ,ܩ  gets at least one 
component form the donor vector  ܸ ݅ ,ܩ .  
 The ܥݎ parameter is selected to be 0.5 in this thesis.  
5.3.3.3.2 Exponential Crossover 
 
 Exponential crossover scheme: choose an integer ݊݊ and ܮ randomly among the 
numbers [1, ܦ]. The integer ݊݊ denotes the starting point of the target vector, from 
where the exchange of components with the donor vector starts. ܮ stands for the 
number of components the donor vector actually contributes to the target vector. The 
exponential crossover scheme is presented in equation (5.10): 
 
(5.9) 
(5.10) 
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݆ݑ ,݅,ܩ =  ݆ݒ ,݅ ,ܩ              if  ݆ ൒ (݊݊)ܦ  and  ܮ ൒ ܮܿ   ݆ݔ ,݅ ,ܩ             for all other           ݆ ∈  1, ܦ   
 
where (݊݊)ܦ  is the starting point of crossover and ܮܿ  is the counter of ܮ which can be 
initially expressed as ܮܿ = 0, then ܮܿ = ܮܿ + 1 for every evaluation of ݆-th component; 
being that ܮ ൑ ܦ. 
 
5.3.3.4 Selection 
 
 The selection operation determines whether the trial or the target vector get 
through to the following generation, for example at generation ܩ + 1. The selection 
operation is presented in equation (5.11): 
 � ݅,ܩ+1 =   ܷ ݅ ,ܩ       if ݂(  ܷ ݅ ,ܩ) ൑ ݂(� ݅ ,ܩ)� ݅ ,ܩ       if ݂(  ܷ ݅ ,ܩ) > ݂(� ݅,ܩ)   
 
where ݂(� ) is the fitness of the target vector and ݂(  ܷ ) is the fitness of the trail vector. 
If a lower or equal value of fitness is obtained from the new trial vector, then the target 
vector will be replaced in the next generation; otherwise the target vector is kept in the 
population. By doing so, the population will never deteriorate since it either gets better 
or remains the same in fitness quality.  
 
5.3.4 Steps of Protection Coordination using Differential Evolution Algorithm 
 
1. Randomly generate the initial population in which each gene of the parameter 
vectors is found within the feasible solution for the problem, equation (5.6) and 
(5.7). 
2. Mutation: 
a. For each target vector, evaluate the fitness ݂ ݔ  of the three selected 
mutually exclusive parameter vectors. 
(5.11) 
 CHAPTER 5                                                                                                   
PAGE 124 
b. Execute the different mutation scheme according to the different DE 
variants.  
c. For each target vector, create the donor vector according to the different 
DE variants. 
3. Crossover: 
a. To form trial vectors, perform binomial or exponential crossover according 
to equation (5.9) or (5.10). 
4. Selection: 
a. For both target and trial vectors, evaluate their fitness ݂ ݔ  quality. 
b. Perform selection according to equation (5.11) in order to generate the 
new population. 
5. For the new population, evaluate the fitness ݂ ݔ  quality.  
6. Execute the algorithm anew using the new population. 
7. Execute all steps from 2 to 6 and terminate until the stopping criteria is met. 
 
5.4 Variants of Differential Evolution Algorithm 
 
 There are a variety of mutation schemes of DE family analyzed in this thesis. The 
basic DE of difference vectors mutation (DE) [88], the trigonometric mutation DE (DE-
Tri) [88-89], the opposition based DE (ODE) [88], the chaotic opposition based DE 
(OCDE1, OCDE2) [24], the either-or DE (Either-Or) [88], the neighborhood-based DE 
(DEGL) [88],  the self-adaptive DE (SDE) and (SaDE) [91-92], the self-adaptive population 
(DESAP) [93], the population size reduction DE (DESAP-R) [94]. 
 The following sections will address the unique characteristics of each variant of 
DE. Note that to avoid repetition of what has already been presented in section 5.3.2, 
only the unique characteristics will be presented. Hence for the different variants, they 
will need to be linked to the previous explanations to be able to function as a whole. 
 
1) Difference Vectors Mutation DE (DE) 
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 The version of difference vector mutation strategy has been presented in section 
5.3.3.2.1.   
 
2) Trigonometric Mutation DE (DE-Tri) 
 
 The trigonometric mutation operator was proposed by Fan and Lampinen to 
speed up the performance of the differential evolution algorithm. Three different vector 
numbers are randomly selected from the DE population for each target vector. Suppose 
that the selected population members are  � ݎ1 ,ܩ ,  � ݎ2 ,ܩ ,  � ݎ3 ,ܩ  for the ݅ -th target 
vector � ݅ ,ܩ. The indices ݎ1, ݎ2 and ݎ3 are generated only once for each mutant vector and 
are mutually exclusive integers randomly chosen from the range [1,NP], which are also 
different from the index ݅. Then three weighting coefficients are formed according to 
the following equations (5.13), (5.14) and (5.15): 
 ݌′ =  ݂( � ݎ1 ) +  ݂( � ݎ2 ) +  ݂( � ݎ3 )  
 ݌1 =  ݂( � ݎ1 ) /݌′   
 ݌2 =  ݂( � ݎ2 ) /݌′   
 ݌3 =  ݂( � ݎ3 ) /݌′   
 
where ݂() is the function to be minimized. The trigonometric mutation rate г is found 
within the interval (0,1) and  the trigonometric mutation scheme is presented in 
equations (5.16) and (5.17): 
  ܸ ݅
,ܩ+1 =  �  ݎ1 + �  ݎ2 + �  ݎ33 +  ݌2 − ݌1 ∗   � ݎ1 −  � ݎ2 +  ݌3 − ݌2 ∗   � ݎ2 −  � ݎ3 + ݌1 − ݌3 ∗   � ݎ3 −  � ݎ1                if rand[0,1]  ൑  г   
(5.12) 
(5.13) 
(5.14) 
(5.15) 
(5.16) 
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  ܸ ݅
,ܩ+1 =  � ݎ1 + ܨ  � ݎ2 −  � ݎ3      else  
 
The parameters г and ܨ are selected as 0.5 and 0.8 respectively in this thesis. 
 
3) Opposition Based DE (ODE) 
 
 The opposition based DE (ODE) concept was introduced by Tizhoosh. The 
conventional DE was enhanced by using opposition number based optimization concept 
in three areas: initial population, generation jumping and local improvement of best 
parameter vector. Since actual optimal solution is unknown, heuristic optimization 
algorithms often start with a randomly generated initial population. A chance of starting 
with better solution is by evaluating simultaneously the fitness of the opposite solution. 
Hence the fitter one (random parameter vector or opposite random parameter vector) 
can be chosen as the initial population. By doing so, faster convergence may be 
achieved. The same concept is employed continuously for every parameter vector on 
the current population. This potentially improves the diversity of the population 
solution and reduces the probability of being trapped in local minima. 
 The opposite real number can be defined as presented in equation (5.18): 
 ݔ = ܽ + ܾ − ݔ      
 
 The three stages of ODE for improving the DE performance are presented: 
Opposition based initial population: two population is created, the random population ܲ(ܰܲ) and the opposite random population ܱܲ ܰܲ . The ݇-th opposite parameter 
vector corresponding to ݇-th parameter vector ܲ(ܰܲ) is presented in equation (5.19): 
 
 ܱܲ݇ ,݆ = ܽ݇ ,݆ + ܾ݇ ,݆ − ܲ݇ ,݆    
 
(5.17) 
(5.18) 
(5.19) 
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where ݇ = 1, 2, 3 … , ܰܲ  and ݆ = 1, 2, 3 … , ܦ ; ܽ݇ ,݆  and ܾ݇ ,݆  represents the interval 
boundries of ݆-th parameter of ݇-th vector being that ݔ݇ ,݆ ∈ [ܽ݇ ,݆ , ܾ݇ ,݆ ]. Finally the 
fittest individuals are selected from the set  ܲ ܰܲ , ܱܲ ܰܲ    to form the initial 
population ܰܲ. 
Opposition based generation jumping: unlike the other versions of DE to generate new 
population by evolutionary process after each iteration, the opposite population is 
calculated with a predetermined probability ܬݎ(∈ (0,0.04))  and then the new ܰܲ 
population may be selected from the fittest individuals of the old population and its 
corresponding opposite population. 
Opposition based best individual jumping: this technique consists of first creating the 
difference offspring of the best individual of the current generation as presented in 
equation (5.20):  
 � ݊݁ݓܾ݁ݏݐ ,ܩ =  � ܾ݁ݏݐ ,ܩ + ܨ′  � ݎ1 ,ܩ −  � ݎ2 ,ܩ       
 
where ݎ1 and ݎ2 are mutually different random integers selected from  1, 2, 3 … , ܰܲ   
and ܨ′  is a real constant. Then the opposite of offspring is generated as � ݋݌݌ _݊݁ݓܾ݁ݏݐ ,ܩ . 
Finally the current best individual is replaced by the best candidate of the set   � ܾ݁ݏݐ ,ܩ , � ݊݁ݓܾ݁ݏݐ ,ܩ , � ݋݌݌݊݁ ݓܾ݁ݏݐ ,ܩ  as presented in equation (5.21): 
 
 � ݊݁ݓ _ܾ݁ݏݐ ,ܩ =  ݂  � ܾ݁ݏݐ ,ܩ , ݂ � ݊݁ݓܾ݁ݏݐ ,ܩ , ݂  � ݋݌݌݊݁ ݓܾ݁ݏݐ ,ܩ   
 
 The parameter ܬݎ is selected as 0.04 in this thesis. 
 
4) Opposition Based Chaotic DE (OCDE1, OCDE2) 
 
 The opposition based chaotic DE (OCDE1, OCDE2) are proposed to solve the 
coordination problem. Both variants use the concept of opposition based learning and 
chaotic scale factor to aim for obtaining better solution than the basic difference vectors 
(5.20) 
(5.21) 
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DE. The OCDE is a derived version of the ODE presented in the previous section. The 
major difference is the use of chaotic sequences instead of random sequences. This 
intends to diversify the population and avoid premature convergence to local minima. 
 The key to chaotic systems is that small changes in the parameters or starting 
values for the data, lead to vastly different behaviors, such as stable fixed points, 
periodic oscillations, bifurcations and ergodicity. The chaotic expression is presented in 
equation (5.22): 
 ݖ ݐ + 1 = ߟ ∗ ݖ ݐ ∗  1 − ݖ ݐ   
 
where ߟ is the chaos attractor within the chaos space [0, 1], and the behavior of 
equation (5.22) is greatly affected by the variation of ߟ. The value of ߟ determines 
whether ݖ stabilizes at a constant size, oscillates between a limited sequence of sizes, or 
behaves chaotically in an unpredictable pattern. A very small change in the initial value 
of ݖ will affect the subsequent iterations substantially. Since larger value of ܨ will help in 
exploration and smaller value of ܨ will help in exploitation, the use of chaotic ܨ can 
potentially improve the diversity of the population. The chaotic parameter ܨ of OCDE1 
is presented in equation (5.23): 
 ܨ ݐ + 1 = ߟ ∗ ܨ ݐ ∗  1 − ܨ ݐ   
 
 Unlike the OCDE1, the chaotic scale factor ܨ of OCDE2 is applied stochastically 
with a predefined probability ܲܿ. The chaotic parameter ܨ of OCDE1 is presented in 
equation (5.24): 
 
 ܨ =  ܨ                                                       if  ݎܽ݊݀(0,1) ൑ ܲܿ  
 ܨ ݐ + 1 = ߟ ∗ ܨ ݐ ∗  1 − ܨ ݐ                 otherwise   
 
 The parameters ߟ and ܲܿ are selected as 4 and 0.5 respectively in this thesis. 
(5.22) 
(5.23) 
(5.24) 
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5) Either-Or DE (Either-Or) 
 
 The either-or algorithm is proposed where the trial vectors that are pure 
mutants occur with a probability ݌ܨ and those that are pure crossover occur with a 
probability 1 − ݌ܨ . This version has shown to be more competitive than the basic DE 
with difference vectors. The trial vector generation scheme is presented in equation 
(5.25):  
  ܷ ݅
,ܩ =   � ݎ1 ,ܩ + ܨ  � ݎ2 ,ܩ −  � ݎ3 ,ܩ                   if  ݎܽ݊݀݅ 0,1 < ݌ܨ  
  � ݅,ܩ + ݇  � ݎ1 ,ܩ +  � ݎ2 ,ܩ − 2 � ݅,ܩ                          otherwise   
 
where recommended parameter values are ݇ = 0.5 ܨ + 1  and ݌ܨ = 0.4. Hence this 
scheme will perform effectively for functions that are best minimized by either mutation 
only ݌ܨ = 1 or crossover only ݌ܨ = 0, or functions that can be solved by adapting a 
random value form the interval 0 ൑ ݌ܨ ൑ 1.  
 The parameters ݌ܨ is selected as 0.4 in this thesis. 
 
6) Neighborhood Based Mutation DE (DEGL) 
 
 Most optimization algorithms depend extensively on their explorative and 
exploitative capacities in search of global optimal result. Exploration is the ability to 
introduce and test the new (search new regions) data in the population obtaining 
diversity and avoiding local minima stagnation. Exploitation, on the other hand, is the 
ability to access the current population data and guide the search direction toward the 
optimal result of the current available data, but the result may not be global optimal 
and may be trapped in local minima. The neighborhood based mutation DE (DEGL) is 
proposed for better balance between explorative and exploitative capacities, and has 
shown better performance than the basic DE with difference vectors. 
 For every vector � ݅,ܩ , define a neighborhood of radius ܴ (where ܴ is a non-zero 
integer from 0 to (NP-1)/2 as the neighborhood size must be smaller than the 
(5.25) 
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population size for 2ܴ + 1 ൑ ܰܲ ), consisting of vectors  � ݅−݇ ,ܩ , … ,  � ݅,ܩ , … ,  � ݅+݇ ,ܩ . 
Hence the vectors will be organized on a ring topology with respect to their indices, such 
that vectors  � ܰܲ,ܩ  and  � 2,ܩ  are the two immediate neighbors of vector � 1,ܩ .  
 A local donor vector is created for each member of the population by combining 
the fittest individual with two other randomly selected individuals within the radius. The 
scheme is presented in equation (5.26): 
 
 ܮ  ݅ ,ܩ =  � ݅,ܩ + ߩ � ݊_ܾ݁ݏݐ ,ܩ −  � ݅,ܩ + ߪ( � ݌ ,ܩ −  � ݍ ,ܩ) 
 
where � ݊_ܾ݁ݏݐ ,ܩ  is the fittest individual in the neighborhood of  � ݅,ܩ  and ݌, ݍ ∈ [݅ −݇, ݅ + ݇] where ݌ ≠ ݍ ≠ ݅.  
 The global donor vector is created using the scheme presented in equation 
(5.27): 
 
  ݃݅ ,ܩ =  � ݅,ܩ + ߩ � ݃_ܾ݁ݏݐ ,ܩ −  � ݅ ,ܩ + ߪ( � ݎ1 ,ܩ −  � ݎ2 ,ܩ) 
 
where � ݃_ܾ݁ݏݐ ,ܩ  is the fittest individual of the whole population in generation ܩ and ݎ1, ݎ2 ∈ [1, ܰܲ] where ݎ1 ≠ ݎ2 ≠ ݅. ߩ and ߪ are scaling factors. Then the actual donor 
vector of the DEGL is formed by using a scalar weight � ∈ (0,1), the donor vector 
scheme is presented in equation (5.28): 
  ܸ ݅
,ܩ = � ∗   ݃݅ ,ܩ + (1 − �)  ܮ  ݅ ,ܩ      
 
 For the local donor vector, since the vectors are affected by their neighbor and 
the fittest vector in the neighborhood, this potentially reduces the probability of being 
trapped in local minima and also greatly enhances the overall performance of the DEGL 
compared to the basic DE with difference vectors. 
 The parameters ߩ, ߪ and � are selected as 0.5, 0.8, 0.3 in this thesis. Also the 
radius ܴ is taken from 0 to (NP-1)/4. 
 
(5.26) 
(5.27) 
(5.28) 
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7) Self Adaptive DE (SDE) 
 
 DE has been widely studied and implemented. It has been considered to be 
reliable, accurate, robust and fast optimization technique. But like any other 
optimization method, parameter tuning may be a time consuming task and may also be 
difficult for new users. Hence self adaptive DE (SDE) is proposed where parameter 
tuning is no longer required. Studies have shown that SDE has a very competitive 
performance compared to the basic DE with difference vectors. 
 First of all, a scalar value vector is created such that for every parameter vector, 
there is a scalar value ݅ܨ . Then for each target vector � ݅,ܩ  , a trial vector  ܷ ݅ ,ܩ  is created 
by equation (5.29):  
  ܷ ݅
,ܩ =  � ݎ1 ,ܩ + ݅ܨ   � ݎ2 ,ܩ −  � ݎ3 ,ܩ       
 
where ݅ܨ =  ܨݎ1 + ܰ 0,0.5 ∗   ܨݎ2 −  ܨݎ3  and ܰ 0,0.5  is the normal distribution of 0 
and a standard deviation of 0.5. By varying the value of ݅ܨ  and obtaining trail vectors, 
studies have shown that improved performance is obtained.  
 The crossover rate ܥݎ has also been made variant, there will be a ܥݎ for every 
parameter vector according to equation (5.30): 
 ܥ݅ݎ =  ܰ 0.5,0.15  
 
where ܰ 0.5,0.15  is a normal distribution of 0.5 and standard deviation of 0.15. The 
intention of using normal distribution of 0.5 is because 0.5 is a more even crossover rate 
that enables the trail vectors to obtain from elements from both target and donor 
vectors. 
 Hence this scheme can favor both exploitation and exploration of the current 
population as the mutation scalar ݅ܨ  varies toward 0 or 1, and also varying the crossover 
rate ܥ݅ݎ  which predetermine how many parameter elements are to be changed to 
obtain improved performance.  
(5.29) 
(5.30) 
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8) Self-Adaptive DE (SaDE) 
 
  The self adaptive DE (SaDE) is proposed to solve optimization problems without 
tuning the parameters. This is similar to the SDE presented in the previous section 
varying the parameters ݅ܨ  and ܥݎ݅  for every individual ݅. But the difference is that 
instead of just using normal distribution and standard deviation, the ܥݎ will gradually 
self-adapt according to the learning experience to best suit the multimodal problems. 
The learning strategy of ܥݎ, which will affect the efficiency of the algorithm due to the 
problem's characteristic and complexity, is self-adapted using the previous learning 
experience. The SaDE will be able to manage problems with different properties 
(unimodal and multimodal). Hence the previous learning experience will be 
accumulated within a certain generation interval in order to adapt the value of ܥݎ to its 
suitable range. It is assumed that ܥݎ is normally distributed in a range with mean ܥ݉ݎ  
(initially set as 0.5) and standard deviation 0.1. This recalculation of normal distribution 
of ܥݎ is proposed to be performed every 5 iterations. For each iteration, the ܥݎ values 
associated with trial vectors successfully entering the next generation are recorded. 
Then, every 5 iterations, a new ܥݎ will be generated according to the experience of the 
previous 5 generations; the record is then eliminated and started over again for the next 
5 iterations to avoid long term accumulative effects. The scheme of ܨ and ܥݎ are 
presented in equations (5.31) and (5.32): 
 ݅ܨ =  ܰ 0.5,0.3  
 ܥ݅ݎ =  ܰ ܥ݉ݎ ݅ , 0.1  
 
where ܥ݉ݎ ݅ = ܰ(0.5,0.1). 
 
(5.31) 
(5.32) 
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9) Self-Adaptive Population DE (DESAP)  
 
  It is well known that selecting the appropriate population size for solving 
particular class of problem is challenging, due to the different characteristics of each 
optimization method and the nature of different types of problems. Many research 
works tend to adapt the NP to their problem and their algorithm according to their 
needs. But a self-adaptation of NP has not been widely studied. Hence the proposal of 
DESAP intend to perform self-adaptation of NP based on feedback of the algorithm 
search.  
 First create a random initial population of ܰܲ݅݊݅ݐ݈݅ܽ = (10 ∗ ܦ). Then population 
size parameter ߨ is initialized by ݎ݋ݑ݊݀(ܰܲ݅݊݅ݐ݈݅ܽ + ܰ(0,1)). Note that parameter ߨ is a 
vector; hence there is a size parameter for every individual. The procedures and 
equations of crossover, mutation and population size are presented sequentially in 
(5.33),(5.34) and (5.35): ߨ݄݈ܿ݅݀ = ߨݎ1 + ݅݊ݐ  ܨ ߨݎ2 − ߨݎ3   
 ߨ݄݈ܿ݅݀ = ߨ݄݈ܿ݅݀ + ݅݊ݐ ܰ 0.5,1   
When the population size is M, calculate new population size 
 
ܯ݊݁ݓ = ݎ݋ݑ݊݀   ߨ ܯ ܯ
1
  
 If ܯ݊݁ݓ ൑ ܯ then: carry forward only the first ܯ݊݁ݓ  current individuals into the 
next generation; otherwise: carry forward all current individuals into the next 
generation and add the remaining (ܯ݊݁ݓ − ܯ) individuals by cloning the best individual 
from the current population. 
(5.33) 
(5.34) 
(5.35) 
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5.5 Proposed Enhanced Differential Evolution Algorithm (eDE-Tri) 
 
 The trigonometric DE was observed to have best performance among the 
different variants of DE in terms of speed and accuracy; hence it was chosen and 
enhanced (eDE-Tri) in 4 aspects specifically for the optimization of coordination problem. 
 
5.5.1 Dial Reduction Scheme 
 
 This idea is based on the automatic reduction of dial parameter when the 
program has encountered a solution with no violation. So for every improvement on the 
fitness function, the algorithm will reduce the superior limit of dial parameter to reduce 
the search area, hence ease and speed up the algorithm convergence. This is presented 
in (5.36): 
 ݈݀݅ܽݑ݌݌݁ݎ ,ܩ+1 =  max⁡(݈݀݅ܽ ܤ݅݊݀  ܩ)     if  ݂(ܤ݅݊݀ )ܩ ൑ ݂(ܤ݅݊݀ )ܩ−1  and ܸܰ = 0݈݀݅ܽݑ݌݌݁ݎ ,ܩ−1                                                                otherwise   
 
 
where ݈݀݅ܽݑ݌݌݁ݎ ,ܩ+1 is the superior limit of dial for the next generation, ݈݀݅ܽݑ݌݌݁ݎ ,ܩ−1 is 
the superior limit of dial of the past generation, ܤ݅݊݀  is the best individual, 
max⁡(݈݀݅ܽ ܤ݅݊݀  ܩ) is the maximum dial used in the best individual of the present 
generation, ݂(ܤ݅݊݀ )ܩ  is the fitness function of the best individual of the present 
generation and ݂(ܤ݅݊݀ )ܩ−1 is the fitness function of the best individual of the past 
generation. 
 
5.5.2 Elitism and Mediocrity Scheme 
 
 This idea is based on copying the best individual of the past generation to the 
present population in a certain percentage of individuals to give a boost in the 
(5.36) 
 CHAPTER 5                                                                                                   
PAGE 135 
exploitation of the algorithm, while simultaneously generate certain percentage of 
random new individuals for the present population to improve the exploration of the 
algorithm and avoiding the loss of gene diversity. The rest of the population is kept 
untouched. This is presented in (5.37): 
 ܲܩ+1 ܯ% =                                  ܤ݅݊݀  ܩ  ܲܩ+1 ܰ% = ݎܽ݊݀ ܲ ݈݋ݓ݁ݎ, ݑ݌݌݁ݎ   ܲܩ+1 ܱ% =                               ܲܩ(ܱ%) 
 
where ܲ is the population, ܲܩ+1 ܯ%  is the M% of individuals of the population for the 
next generation, ܲܩ+1 ܰ%  is the N% of individuals of the population for the next 
generation, ܲܩ+1 ܱ%  is the O% of individuals of the population for the next 
generation,  ܤ݅݊݀  ܩ  is the best individual in the present population, ݎܽ݊݀ ܲ ݈݋ݓ݁ݎ, ݑ݌݌݁ݎ   is the generation of new individuals for the population within 
the feasible upper and lower limits, ܲܩ(ܱ%) is the O% of individuals of population of 
the present generation. The percentages used in this article M%, N%, O% are 50%, 30%, 
20% respectively. 
 
 
5.5.3 Mutation Index Renew Scheme 
 
 The idea is based on renewing the trigonometric mutation indices ݎ1, ݎ2 and ݎ3 
that are used in the DE algorithm in every generation. So that the algorithm can boost 
its capacity in the exploration of solutions. The indices  ݎ1 , ݎ2  and ݎ3  are mutually 
exclusive integers randomly chosen from the range [1,NP], which are also different from 
the index ݅, these indices are now generated and renewed in every generation for the 
mutant vectors. 
 
(5.37) 
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5.5.4 Population Reduction Scheme 
 
 The idea is based on the reduction of population so that the algorithm can 
execute faster with less individuals who at the same time guarantee good results. This 
can be achieved by reducing the population when there is no violation of constraints. 
This is only done once throughout the whole process of the algorithm and it is 
presented in (5.38): 
 ܰ ܲܩ+1 =  ܰܲ݊ ݁ݓ      if(ܸܰ = 0)ܰ ܲܩ          otherwise   
 
where ܰ ܲܩ+1 is the size of the new population (next generation), ܰܲ݊ ݁ݓ  is the size of 
new and reduced population (with less individuals) and ܰ ܲܩ  is the size of present 
population. In this article, the populations ܰ ܲܩ  and ܰܲ݊ ݁ݓ  are 500 and 100 individuals 
respectively. 
 The eDE-Tri can be outlined as shown in Figure 5.2: 
 
 
Figure 5.2: Outline of the Enhanced DE algorithm. 
 
5.6 Conclusion 
 
 In this chapter, optimization of DOCR coordination is presented. The objective 
function and coordination constraints are presented. The formulation of different 
variants of DE family is presented. This is due to the review of state of the art that DE 
has resulted as the best algorithm for coordination of DOCRs. And finally the proposed 
enhanced DE algorithm with dial reduction scheme, elitism and mediocrity scheme, 
mutation index renew scheme and population reduction scheme is presented. 
(5.38) 
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6. CHAPTER 6 RESULTS AND EVALUATIONS  
6.1 Introduction 
 
 In this chapter, results of contingency analysis, optimization algorithms and 
adaptive protection schemes are presented. 
 Several comparison analyses of contingency methods among Newton-Raphson 
(NR), Fast Decoupled (FD) and Linear Sensitivity Factors (LSF) are presented. This is to 
aim for an efficient method for the real time algorithm. 
 Also, different optimization algorithms have been implemented to coordinate 
the DOCRs, but there will always be some performance advantages that one algorithm 
has over another. Due to this purpose, several variants of DE algorithms are 
programmed and compared in this thesis. The GA is used as benchmark reference 
(because it is the most widely known in the protection area), then the DE variants are 
programmed and compared with the GA. An enhanced version of DE has been 
proposed. The DE was chosen because it has been reported to have outstanding 
performance in different literatures.  
 Lastly, comparison analyses of conventional, discrete and continuous (real time 
adaptive) coordination approaches are presented to highlight the proposed APS scheme 
with presence of DG. 
 
 
6.2 IEEE Systems and Data for Simulations 
 
 Los sistemas estándares de la IEEE (Institute of Electrical and ElectronicEngineers), 
la IEEE 6, 14, 30 y 57 buses se presentan a continuación: 
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Figure 6.1: IEEE 6 Bus System 
 
 
Figure 6.2: IEEE 14 Bus System 
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Figure 6.3: IEEE 30 Bus System 
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Figure 6.4: IEEE 57 Bus System 
  
 The IEEE 6, 14, 30 and 57 bus test systems were chosen to test the different 
variants of DE, the proposed eDE and analyze the proposed APS for dynamic operations 
in the system including DGs. The systems are shown in Figure 6.1, Figure 6.2, Figure 6.3 
and Figure 6.4. All relays are considered to have very inverse time characteristic curve.  
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 The fault currents are calculated with the remote bus opened. This was done due 
to two considerations, to obtain the maximum fault current that the relay senses and 
the very small probability for the remote end relay to mal-operate. Bear in mind that as 
elements' operation or network topology changes, load flow and fault analysis must be 
computed again through real time algorithm. 
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6.3 Evaluation of Linear Sensitivity Contingency Analysis Technique 
 
 The performance of each algorithm is tested in this section using the IEEE 14-bus 
test system, advantages and disadvantages of each technique are highlighted. Their 
performance is based on the execution time, result quality of each technique. 
 
6.3.1 Evaluation of Outage of Generator (GOSF vs. ACLF)   
 
 The IEEE 14 bus system will be used as example using the sensitivity factors. In 
this system apart from the slack bus, there is only one more generator located at bus 2 
(refer Table I). The real power flows of all the lines have been calculated with both Gen1 
and Gen2 in operation and are shown in column 2 of Table 6.1 (under the heading 
"P(orig)"). The GOSFs for Gen2 have been calculated using equation (10.5) and are 
shown in column 3 of Table 6.1 (under "GOSF"). From Table 6.1 it can be seen that the 
capacity of Gen2 is 40MW. Hence, following the argument from equation (4.2) ∆ 2ܲ = −0.40 (݌. ݑ) (on a 100 MVA base) as shown in column 4. With these information, 
the estimated line flows after outage of Gen2 are calculated using equation (4.2) and 
are shown in column 5. Lastly, full AC load flow (Newton-Raphson) have been carried 
out by removing Gen2 (modeling it as PQ bus after reducing their real power generation 
to zero) and the results of line flow (obtained with full ACLF) are shown in column 6. 
From columns 5 and 6 it is observed that the post-outage line flows estimated by 
sensitivity analysis technique match quite closely with those obtained by full ACLF 
method. 
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Table 6.1: Approximation of power flow using GOSF due to outage of Gen2 
Lines P(orig) GOSF P(Gen2) P aprox P (ACLF) 
1 2 1.5699 -0.8499 -0.4 1.9099 1.9222 
1 5 0.7574 -0.1658 -0.4 0.8237 0.8343 
2 3 0.7239 0.0257 -0.4 0.7136 0.7102 
2 4 0.5665 0.0562 -0.4 0.5440 0.5412 
2 5 0.4200 0.0766 -0.4 0.3894 0.3883 
3 4 -0.2428 0.0282 -0.4 -0.2541 -0.2563 
4 5 -0.6206 0.0810 -0.4 -0.6529 -0.6529 
4 7 0.2794 0.0019 -0.4 0.2787 0.2757 
4 9 0.1649 -0.0034 -0.4 0.1663 0.1623 
5 6 0.4379 -0.0155 -0.4 0.4441 0.4445 
6 11 0.0721 -0.0029 -0.4 0.0733 0.0757 
6 12 0.0773 -0.0004 -0.4 0.0775 0.0781 
6 13 0.1765 -0.0015 -0.4 0.1771 0.1786 
7 8 0.0000 -0.0166 -0.4 0.0066 0.0000 
7 9 0.2794 -0.0207 -0.4 0.2877 0.2757 
9 10 0.0536 0.0029 -0.4 0.0525 0.0501 
9 14 0.0957 0.0019 -0.4 0.0950 0.0929 
10 11 -0.0365 0.0029 -0.4 -0.0377 -0.0400 
12 13 0.0156 -0.0004 -0.4 0.0158 0.0164 
13 14 0.0550 -0.0019 -0.4 0.0558 0.0578 
 
 
6.3.2 Evaluation of Outage of Line (LOSF vs. ACLF)   
 
 The IEEE 14 bus system is chosen again to estimate the line flows in order to 
compare with the ACLF. The results are presented in Table 6.2, where the pre-outage 
real power flows of lines are shown in column 2. The values of LOSF are shown in 
column 3 for the outage of line [1-5]. Using these LOSF, the estimated values of power 
flow of the lines are tabulated in column 5. Finally, the actual power flows in the lines 
obtained with full ACLF (after removing the line under consideration) are shown in 
column 6. From this table, it is observed that the estimated and calculated values are 
reasonably close to each other, thereby establishing the usefulness of the LOSF.  
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Table 6.2: Approximation of power flow using LOSF due to outage of Line [1-5] 
Lines P(orig) LOSF P[1-5] P aprox P (ACLF) 
1 2 1.5699 1.0073 0.7574 2.3328 2.4141 
1 5 0.7574 ---- 0.7574 ---- ---- 
2 3 0.7239 0.1711 0.7574 0.8535 0.8570 
2 4 0.5665 0.3569 0.7574 0.8368 0.8469 
2 5 0.4200 0.4813 0.7574 0.7845 0.7906 
3 4 -0.2428 0.1699 0.7574 -0.1141 -0.1216 
4 5 -0.6206 0.4929 0.7574 -0.2472 -0.2680 
4 7 0.2794 0.0210 0.7574 0.2954 0.2982 
4 9 0.1649 0.0180 0.7574 0.1786 0.1741 
5 6 0.4379 -0.0089 0.7574 0.4311 0.4101 
6 11 0.0721 -0.0178 0.7574 0.0586 0.0555 
6 12 0.0773 -0.0026 0.7574 0.0753 0.0748 
6 13 0.1765 -0.0092 0.7574 0.1695 0.1678 
7 8 0.0000 0.0229 0.7574 0.0173 0.0000 
7 9 0.2794 0.0511 0.7574 0.3182 0.2982 
9 10 0.0536 0.0178 0.7574 0.0671 0.0701 
9 14 0.0957 0.0118 0.7574 0.1047 0.1072 
10 11 -0.0365 0.0178 0.7574 -0.0230 -0.0202 
12 13 0.0156 -0.0026 0.7574 0.0136 0.0131 
13 14 0.0550 -0.0118 0.7574 0.0461 0.0438 
 
 
 Some results of power in p.u in columns 5 and 6 are negative; it only indicates 
the direction of power flow. As we are concern only of the magnitude of line flow, the 
negative sign can be omitted from the results.  
 
6.3.3 Evaluation of Contingency Analysis Techniques (LSF vs. ACLF)   
 
 The above studies presented in Table 6.1 and Table 6.2 are single contingency (n-
1) of one particular generator and line. Hence, now the contingency analysis will be 
studied completely by outage of all elements one by one (generator and lines) using 
Newton-Raphson method (NR), Fast-Decoupled method (FD) and Linear Sensitivity 
Factor technique (LSF). These studies are presented in Table 6.3 and Table 6.4. The 
purpose is to compare the result accuracy obtained by these three methods as well as 
their execution time.  
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6.3.3.1 Accuracy Analysis 
 
 The result accuracy is analyzed because of the proper approximation error and 
the current calculation error; since the currents obtained from ACLF are calculated from 
MVA while the currents obtained from sensitivity technique are calculated from MW 
using argument and equation (10.2). The currents of ACLF are calculated directly using ܫ = ܵ 3  ܸܮ  to avoid using ܫ = ܲ 3  ܸܮ  ݌݂  which will require an extra power factor 
calculation. And the currents of sensitivity technique are calculated from MW using the 
argument of ܲ = ܫ in p.u for the DC analysis. Therefore, base current of each line are 
previously calculated and then multiplied to the current in p.u to obtain the current in 
amperes. 
 
Table 6.3: Comparison of power flow of each relay using Newton-Raphson, fast-
decoupled and sensitivity technique 
Relays Contingency Gen+Line (MW p.u) Contingency Gen+Line (Ampere) 
NR FD LSF NR FD LSF 
1 2 1 2.4141 2.4096 2.3328 1016.90 1009.17 975.99 
2 1 1 2.4141 2.4096 2.3328 1016.90 1009.17 975.99 
1 5 1 2.6385 2.6416 2.3619 1135.23 1138.77 988.13 
5 1 1 2.6385 2.6416 2.3619 1135.23 1138.77 988.13 
2 3 1 0.9919 0.9912 0.9694 435.60 434.88 405.56 
3 2 1 0.9919 0.9912 0.9694 435.60 434.88 405.56 
2 4 1 0.9531 0.9538 0.8998 406.97 408.01 376.47 
4 2 1 0.9531 0.9538 0.8998 406.97 408.01 376.47 
2 5 1 0.7906 0.7898 0.7845 331.10 330.87 328.23 
5 2 1 0.7906 0.7898 0.7845 331.10 330.87 328.23 
3 4 1 0.9420 0.9420 0.9749 402.04 402.04 407.87 
4 3 1 0.9420 0.9420 0.9749 402.04 402.04 407.87 
4 5 1 1.3532 1.3536 1.4093 597.78 597.14 589.62 
5 4 1 1.3532 1.3536 1.4093 597.78 597.14 589.62 
6 11 1 0.1947 0.1946 0.1623 340.65 337.37 271.59 
11 6 1 0.1947 0.1946 0.1623 340.65 337.37 271.59 
6 12 1 0.1949 0.1951 0.1928 339.96 340.33 322.73 
12 6 1 0.1949 0.1951 0.1928 339.96 340.33 322.73 
6 13 1 0.2558 0.2554 0.2510 467.58 467.12 419.96 
13 6 1 0.2558 0.2554 0.2510 467.58 467.12 419.96 
9 10 1 0.3310 0.3307 0.2830 558.51 559.68 473.61 
10 9 1 0.3310 0.3307 0.2830 558.51 559.68 473.61 
9 14 1 0.2746 0.2747 0.2473 463.14 464.41 413.83 
14 9 1 0.2746 0.2747 0.2473 463.14 464.41 413.83 
10 11 1 0.2378 0.2375 0.1928 399.84 398.50 322.72 
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11 10 1 0.2378 0.2375 0.1928 399.84 398.50 322.72 
12 13 1 0.1294 0.1288 0.1311 223.20 222.33 219.48 
13 12 1 0.1294 0.1288 0.1311 223.20 222.33 219.48 
13 14 1 0.1532 0.1533 0.1507 274.60 274.63 252.25 
14 13 1 0.1532 0.1533 0.1507 274.60 274.63 252.25 
 
 It can be seen that there is a very good accuracy despite the reason that ACLF 
and sensitivity technique use different ways to calculate current. All three methods have 
very similar results.  
 
 Results presented in Table 6.3 didn't have the parallel line effect. But to examine 
if the sensitivity factor technique also works for parallel lines, the 14 bus system is 
simulated again. The conditions are all the same as when simulated for Table 6.3, the 
only difference is the parallel line between bus 1 and bus 2, hence now there are two 
more relays [1 2 2] and [2 1 2] as presented in Table 6.4. All three methods are 
simulated in order to compare among them. 
 
Table 6.4: Comparison of power flow of each relay using Newton-Raphson, fast-
decoupled and sensitivity technique 
Relays Contingency Gen+Line (MW p.u) Contingency Gen+Line (Ampere) 
NR FD LSF NR FD LSF 
1 2 1 1.3769 1.3769 1.3568 576.13 576.13 567.65 
2 1 1 1.3769 1.3769 1.3568 576.13 576.13 567.65 
1 2 2 1.3769 1.3797 1.3568 576.13 580.56 567.65 
2 1 2 1.3769 1.3797 1.3568 576.13 580.56 567.65 
1 5 1 0.9612 0.9610 0.9769 420.10 421.04 408.69 
5 1 1 0.9612 0.9610 0.9769 420.10 421.04 408.69 
2 3 1 0.9919 0.9912 0.9697 435.60 434.88 405.71 
3 2 1 0.9919 0.9912 0.9697 435.60 434.88 405.71 
2 4 1 0.9583 0.9597 0.9003 415.83 417.61 376.64 
4 2 1 0.9583 0.9597 0.9003 415.83 417.61 376.64 
2 5 1 0.7924 0.7924 0.7857 332.92 333.49 328.70 
5 2 1 0.7924 0.7924 0.7857 332.92 333.49 328.70 
3 4 1 0.9420 0.9420 0.9753 402.04 402.04 408.02 
4 3 1 0.9420 0.9420 0.9753 402.04 402.04 408.02 
4 5 1  1.0225 1.0232 0.9930 436.91 437.50 415.45 
5 4 1 1.0225 1.0232 0.9930 436.91 437.50 415.45 
6 11 1 0.1963 0.1960 0.1656 379.72 368.25 277.17 
11 6 1 0.1963 0.1960 0.1656 379.72 368.25 277.17 
6 12 1 0.2019 0.2017 0.1963 360.91 360.61 328.58 
12 6 1 0.2019 0.2017 0.1963 360.91 360.61 328.58 
6 13 1 0.2561 0.2563 0.2507 468.54 468.91 419.57 
13 6 1 0.2561 0.2563 0.2507 468.54 468.91 419.57 
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9 10 1 0.3344 0.3335 0.2835 559.69 558.21 474.38 
10 9 1 0.3344 0.3335 0.2835 559.69 558.21 474.38 
9 14 1 0.2742 0.2743 0.2463 458.93 459.42 412.11 
14 9 1 0.2742 0.2743 0.2463 458.93 459.42 412.11 
10 11 1 0.2410 0.2402 0.1934 422.03 414.90 323.61 
11 10 1 0.2410 0.2402 0.1934 422.03 414.90 323.61 
12 13 1 0.1359 0.1364 0.1346 242.01 242.32 225.22 
13 12 1 0.1359 0.1364 0.1346 242.01 242.32 225.22 
13 14 1 0.1534 0.1533 0.1507 275.13 274.92 252.27 
14 13 1 0.1534 0.1533 0.1507 275.13 274.92 252.27 
 
 
 From Table 6.4  it can be seen that the sensitivity factor technique is suitable 
even for parallel lines, since the results of this technique result very closely compared to 
both Newton-Raphson and Fast-Decoupled methods. 
 
6.3.3.2 Execution Time Analysis 
 
 Now let us analyze the execution time of these three techniques since we aim to 
find the suitable technique for the online implementation. The IEEE 14, 30, 57 and 118 
bus systems are analyzed to see their execution time performance. This is presented in 
Table 6.5. 
 
Table 6.5: Comparison of power flow of each relay using Newton-Raphson, Fast-
Decoupled and sensitivity technique 
Systems Characteristics of System Execution time (s) 
Gen Lines nCont NR FD LSF 
14 2 20 21 0.25 0.23 0.0400 
30 2 41 42 1.67 1.05 0.0490 
57 4  80 83 15.00 11.00 0.0560 
118 18 186 203 284.00 175.00 0.1652 
 
 
 The number of generators (Gen) is only the ones that have real power 
contribution and hence synchronous machines working as compensators were not 
accounted. This is because the DOCRs are sensitive only to the real power current and 
not reactive power current, thus reactive analysis is not contemplated. The number of 
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lines (Lines) is the number of combined lines without considering parallel lines. And the 
number of contingencies (nCont) is the sum of ܩ݁݊ + ܮ݅݊݁ݏ − 1; this is because we 
assume that the slack bus will always be there.  
 From Table 6.5 it can be seen that the time grows exponentially as the number 
of contingencies grows for Newton-Raphson and Fast-Decoupled methods. On the 
contrary, the sensitivity factor technique seems to be very fast and has insignificant 
increase of time as the number of contingencies grows. A visual comparison is 
presented in Figure 6.5. 
 
 
Figure 6.5: Visual Comparison of Execution Time. 
 
  
6.4 Evaluation of Optimization Algorithms 
 
 In this section, comparisons among different versions of differential evolution 
algorithm (DE) for coordination of DOCRs using bigger and meshed power systems are 
presented. The evaluation criteria consist of fitness value, number of violation and 
standard deviation. The outstanding DE algorithm has been enhanced in four aspects 
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and population reduction scheme) for even more complex DOCR coordination problem. 
The enhanced DE shown best result (in terms of execution time, result quality, 
robustness and convergence ability) compared to all others in the IEEE 14 and 57 bus 
systems. The comparisons are based on 50 simulation runs of each algorithm. 
6.4.1 Parameter Settings  
 
Table 6.6: Parameter settings of DE algorithm.  
Parameters DE 
CTI 0.3 
dial [0.05:10.0] 
k [1.4:1.6] 
dial step continuous 
k step continuous г 0.5 
F 0.8 
Cr 0.5 �� 0.04 �� 0.4 � 0.5 � 0.8 � 0.3 
individual 500, 100 
iterations 1000, 5000 
 
 The self adaptive DE parameter settings are not listed in Table 6.6, since they are 
not constant parameters. Details of each adaptive parameter can be found in their 
corresponding sub-sections of 5.4. 
 The range of dial is normally selected by running the particular test system 
several times and by observing the results, one concludes the range where the results 
are located, and hence narrow the search space for obtaining better results and 
speeding up the algorithm convergence. However, this practice does not fully evaluate 
the robustness and convergence ability of the algorithms, hence in this work the dial 
parameter is set to its fullest limit. 
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6.4.2 Evaluation of Differential Evolution Algorithm Variants  
 In this section, comparisons among different DE family algorithms were 
analyzed. The basic DE of difference vectors mutation (DE) [88], the trigonometric 
mutation DE (DE-Tri) [88-89], the opposition based DE (ODE) [88], the either-or DE 
(Either-Or) [88], the neighborhood-based DE (DEGL) [88], the chaotic opposition based 
DE (OCDE1, OCDE2) [24], the self-adaptive DE (SDE) and (SaDE) [91-92], the self-
adaptive population (DESAP) [93], the population size reduction DE (DESAP-R) [94]. The 
study was carried out using both binomial and exponential crossover schemes. 
 The performance of each DE algorithm has been tested in this section using the 
IEEE 14-bus test system; the outstanding DE family was highlighted bold. Their 
performance comparisons were based on the execution time, result quality, robustness 
and convergence ability of each algorithm.  
 Table 6.7 and  Table 6.8 are presented to compare among the DE algorithms and 
GA. GA is used as reference since this is a well known algorithm in many fields. Table 6.7 
presents the averaged results and comparison among DE algorithms using binomial 
crossover and Table 6.8 presents averaged results and comparison among DE algorithms 
using exponential crossover. 
 
Table 6.7: Time, fitness, number of violations and standard deviation of the DE family 
using binomial crossover for the 14 bus system. 
Algorithm t(sec) f(x) NV t-SD f(x)-SD NV-SD 
GA 4028 11.64 0.80 538.89 0.67 0.42 
DE 64 67.45 0.24 2.72 84.59 0.43 
DE-Tri 90 1.27 0.00 6.81 0.00 0.00 
ODE 66 5.50 0.00 1.32 1.55 0.00 
OCDE1 86 4.32 0.00 3.42 2.17 0.00 
OCDE2 121 446.98 2.32 7.11 96.72 0.55 
Either-Or 23 361.91 1.66 1.02 145.09 0.75 
DEGL 102 1.40 0.00 3.67 0.24 0.00 
SDE 111 1.75 0.00 2.51 1.17 0.00 
SaDE 83 3.40 0.00 2.09 2.88 0.00 
DESAP 22 1.51 0.00 2.34 0.08 0.00 
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Table 6.8: Time, fitness, number of violations and standard deviation of the DE family 
using exponential crossover for the 14 bus system. 
Algorithm t(sec) f(x) NV t-SD f(x)-SD NV-SD 
GA 4028 11.64 0.80 538.89 0.67 0.42 
DE 36 607.36 2.80 2.42 146.58 0.78 
DE-Tri 48 18.85 0.04 2.68 40.09 0.20 
ODE 66 5.50 0.00 1.32 1.55 0.00 
OCDE1 71 5.39 0.00 8.57 1.32 0.00 
OCDE2 104 481.86 2.34 3.40 134.23 0.77 
Either-Or 24 334.35 1.46 1.02 121.21 0.65 
DEGL 72 28.44 0.12 3.44 65.30 0.33 
SDE 53 7.57 0.00 4.38 1.80 0.00 
SaDE 55 14.36 0.02 6.79 29.23 0.14 
DESAP 11 8.15 0.02 2.95 28.11 0.14 
 
where t represents the averaged execution time of the algorithm in seconds, f(x) 
represents the averaged fitness value, NV represents the averaged number of violation 
of coordination constraints, t-SD represents the averaged standard deviation of the 
execution time, f(x)-SD represents the averaged standard deviation of fitness value and 
NV-SD represents the averaged standard deviation of the number of violations of 
coordination constraints. 
 From these two tables it can be seem that the DE family using binomial 
crossover give better results than using exponential crossover. Although GA converged 
at a better result than some of the DE family, it is still not the best; and also it has a 
great execution time. Four algorithms of DE family from Table 6.7 have averaged fitness 
value below 2, while none has averaged less than 2 from Table 6.8; hence these four 
algorithms are presented in a chart form in Figure 6.6 for comparison. 
 
 
Figure 6.6: Comparison among 4 best DE versions using binomial crossover. 
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Figure 6.7: Tendencies of primary, backup operation time and CTI for all 45 coordination 
pairs of the 14 bus system.  
  
 From Figure 6.6, it is observed that the DE-Tri using binomial crossover is the 
most outstanding algorithm from the rest of the DE family, based on its balance on the 
quickness, result quality and almost zero standard deviation of fitness for the different 
simulation runs. The primary and backup operation times as well as CTI of one 
simulation of DE-Tri are very acceptable numbers, since they averaged 0.2999 sec, 
0.6726 sec and 0.3727 sec respectively. The tendencies of all 45 coordination pairs of 
the 14 bus system are presented in Figure 6.7. 
 The threshold line is a visual representation of the pre-established CTI of 0.3sec. 
It is observed from Figure 6.7 that the CTI of all 45 coordination pairs satisfy the 
constraint presented in equation (5.1). The coordination of different pairs of relays 
fulfills the expectation of good selectivity since the majority of CTI values are found 
between 0.3-0.5 sec. It is also observed that the primary and backup operation times of 
posterior coordination pairs tend to be greater than the anterior pairs. This is 
reasonable because the fault currents magnitude of the posteriors are minor compared 
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to the anterior (this is due to the natural topology and locations of the generators in the 
network). Also, all primary, backup and CTI are very reasonable values. 
 
6.4.3 Evaluation of Enhanced Differential Evolution Algorithm on IEEE 14 Bus System 
  
 The performance of the conventional trigonometric mutation DE and the 
enhanced trigonometric mutation DE are outlined by employing then on the IEEE 14 bus 
system. The advantages and disadvantages of each of them are highlighted. The 
performances are based on analyzing their execution time, result quality, robustness 
and convergence ability. 
 The objective of this section is to compare the performance of the two 
algorithms according to the four points presented previously. Therefore, the analysis of 
operation time of relays (primary and backup) and CTI are neglected temporally. Hence 
the execution time of the algorithms and fitness convergence are the topics of interest 
in this section.  
 
Study Cases: 
 Case 1: The conventional trigonometric mutation DE (DE-Tri) is analyzed on the 
14 bus system with ܰܲ = 100 and ݈݀݅ܽ = [0.05: 3]. 
 Case 2: The conventional trigonometric mutation DE (DE-Tri) is analyzed on the 
14 bus system with ܰܲ = 100 and ݈݀݅ܽ = [0.05: 10]. 
 Case 3: The conventional trigonometric mutation DE (DE-Tri) is analyzed on the 
14 bus system with ܰܲ = 500 and ݈݀݅ܽ = [0.05: 10]. 
 Case 4: The enhanced trigonometric mutation DE (eDE-Tri) is analyzed on the 14 
bus system with ܰܲ = 500 then reduced to ܰܲ = 100 and ݈݀݅ܽ = [0.05: 10]. 
 
Results and Comparison:  
 The results of the four cases are presented in Table 6.9 where execution time of 
the algorithm on the 14 bus system, the fitness value and number of violations are 
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shown and compared. The results are averaged values of 30 simulation runs for each 
case in order to visualize creditable results tendency. 
 
Table 6.9: Comparison of fitness value among the 4 cases. 
Case t (s) f(x) NV 
1 17 1.62 0 
0 2 18 4.43 
3 83 2.02 0 
4 21 1.18 0 
 
 Standard deviations of the 30 simulation runs are presented in Table 6.10 for the 
four cases. This is to observe the performance of the algorithm with more certainty, 
whether the algorithm under certain study case managed to converge close to the 
averaged fitness for every run. 
 
Table 6.10: Comparison of standard deviation among the 4 cases of the fitness value. 
Case t (s) f(x) NV 
1 0.66 0.53 0 
0 2 1.35 3.16 
3 5.17 1.01 0 
4 0.66 0.02 0 
 
 From Table 6.9 it is observed that for case 1 the trigonometric mutation DE 
managed to find good quality result with a reduced search space of ݈݀݅ܽ  using ܰܲ = 100.  
 From Table 6.9 it is observed that for case 2 the trigonometric mutation DE could 
not manage to find good quality result with a open search space of ݈݀݅ܽ using only ܰܲ = 100. 
  From Table 6.9 it is observed that for case 3 the trigonometric mutation DE 
managed to find good quality result with a open search space of ݈݀݅ܽ but using ܰܲ = 500. Nevertheless, the execution time of the algorithm is greatly increased. 
 From Table 6.9 it is observed that for case 4 the enhanced trigonometric 
mutation DE managed to find good quality result (the best of all four cases) with a open 
search space of ݈݀݅ܽ using only ܰܲ = 100.  
 From case 4, it is observed that the enhanced trigonometric mutation DE has 
better performance compared to the conventional trigonometric mutation DE in the 
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cases 1, 2 and 3. Which is capable of finding good quality result with reduced population 
(is faster). 
  
 From the previous observations, it can be concluded that the eDE-Tri has better 
performance in terms of execution time of the algorithm, result quality, robustness and 
convergence ability. 
 Figure 6.8 presents a tabular form of the comparison between case 3 and 4 to 
highlight the difference. Both cases are simulated with maximum ݈݀݅ܽ range, hence they 
can be compared. 
 
 
 
Figure 6.8: Comparison between case 3 (DE-Tri) and case 4 (eDE-Tri). 
 
 It is observed from Figure 6.8 that the conventional DE took four times execution 
time compared to the eDE-Tri; the proposed enhanced DE is faster (employing the 
population reduction scheme presented in section 5.5.4). The eDE-Tri converged at 
better fitness value and has less standard deviation of the fitness value in 30 simulation 
runs. Hence it can be concluded that the eDE-Tri has better performance.  
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Figure 6.9: Global performance of eDE-Tri. 
 
 The global performance of the eDE-Tri is presented in Figure 6.9. It is observed 
that the dial reduction scheme (as presented in section 5.5.1) is carrying out its function 
on the superior part of the figure, and good convergence ability of the fitness function 
which is result of elitism and mediocrity scheme and the mutation index renew scheme 
(as presented in section 5.5.2 and 5.5.3) on the inferior part of the figure. 
  
 
6.4.4 Evaluation of Enhanced Differential Evolution Algorithm on IEEE 57 Bus System 
 
  
Table 6.11 presents the comparison between DE-Tri and eDE-Tri. 
 
Table 6.11: Time, fitness, number of violations and standard deviation of the DE-Tri and 
eDE-Tri for the 57 bus system. 
Family t(sec) f(x)    NV    t-SD f(x)-SD NV-SD 
DE-Tri 2040 7.910 0.0 1079 5.520 0.0 
eDE-Tri 364 1.933 0.0 73 0.018 0.0 
 
 From Table 6.11 the improvements on speed and result quality can be easily 
seemed. The eDE-Tri has lesser execution time and much better fitness value with very 
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small standard deviation compared to the DE-Tri. Also DE-Tri tends to suffer premature 
convergence for the highly constraint system.  
 A graphical comparison of relay operation time between DE-Tri and eDE-Tri is 
presented in Figure 6.10. This is to observe the notable difference in relay operation 
time from the two averaged fitness values: 7.910 and 1.933.  The DE-Tri converged at 
large operation times while eDE-Tri converged at very acceptable operation times. The 
performance of the eDE-Tri is presented in Figure 6.11. From Figure 6.11 it is observed 
that the fitness value converged as the dial parameter and the number of violations 
reduced. 
  
 
Figure 6.10: Graphical comparison of averaged execution time, fitness and relays' 
primary, backup operation time and CTI of all 188 coordination pairs between DE-Tri 
and eDE-Tri in 50 runs for the 57 bus system. 
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Figure 6.11: Convergence of fitness value and reduction of dial parameter of one run of 
the eDE-Tri algorithm for the 57 bus system. 
 
 The tendencies of all 188 coordination pairs of the 57 bus system are presented 
in Figure 6.12. 
 
Figure 6.12: Tendencies of primary, backup operation time and CTI of one run for all 188 
coordination pairs of the 57 bus system. 
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 The green threshold line in Figure 6.12 (c) is a visual representation of the pre-
established CTI of 0.3sec. It is observed from Figure 6.12 (c) that the CTI of all 188 
coordination pairs satisfy the constraint presented in equation (5.1). Even though the 
IEEE 57 bus system has numerous coordination pairs (high degree of difficulty), the 
coordination of different pairs of relays fulfills the expectation of good selectivity since 
the majority of CTI values are found between 0.3-0.8 sec. Countable pairs have CTI 
greater than 1 sec, but that is due to the natural behavior of the network and not a 
deficiency of the algorithm since relay coordination depends on the initial network load 
and fault analysis determined by the network characteristic and topology. Also, all 
primary and backup operation times are very acceptable values as presented in Figure 
6.12 (a) and (b). 
 The detailed results of primary and backup operation time, CTI and the 
corresponding relay settings of one simulation using DE-Tri for the 14 bus system, as 
well as using eDE-Tri for the 57 bus system are presented in Table 12.1, Table 12.2, 
Table 12.3 and Table 12.4 respectively in Appendix D. The near-end fault current data 
are also presented.  
 
6.5 Evaluation of Adaptive Protection Scheme 
 
6.5.1 Evaluation of Alternative Coordination Approaches 
 
 In this section the different coordination approaches are evaluated without the 
presence of DG. This is to see the performance improvement of DOCRs implementing 
APS when network operating condition changes. 
 
6.5.1.1 Considerations 
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6.5.1.1.1 Conventional Coordination Approach 
 
 The conventional coordination is in fact the universal practice that all 
coordination experts do, which is the coordination, based on maximum load and fault 
currents. Therefore, both networks (14 and 57) were simulated operating at maximum 
load condition (ܽ = 1) using DE with the corresponding parameters presented in 
previous section.  
6.5.1.1.2 Discrete Interval Coordination Approach 
 
 The relays of the system can have faster operation time and better sensitivity if 
discrete interval coordination is implemented. Hence, the idea of discrete interval 
coordination is implemented for the different load demands of day and seasons of both 
systems. The first discrete step factor is the same as the conventional coordination 
(ܽ = 1), then the demand factor decreases until ܽ = 0.5 with step size of 1/14. This lead 
to a total of eight discrete steps which are presented in the vector: ܽ = [1.000, 0.9286, 
0.8571, 0.7857, 0.7143, 0.6429, 0.5714, 0.5000]. 
 
6.5.1.1.3 Continuous Coordination Approach 
 
 The advantage of continuous (real time) coordination compared to the discrete 
interval coordination can easily be understood. While the discrete interval coordination 
has a finite number of setting groups, the real time coordination has an infinite number 
of setting groups. This made the real time coordination more advantageous because the 
setting groups can be continuous. In addition, the discrete interval coordination includes 
n-1 contingency analysis of the original network; while the real time coordination also 
includes n-1 contingency analysis of the original network but will also do for a network 
who has already suffered certain contingency. Only the finite and infinite comparison 
will be illustrated here because the idea of multiple contingency is something very easy 
to understand. 
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6.5.1.2 Evaluation of Different Coordination Approaches on IEEE 14 Bus System 
 
6.5.1.2.1 Conventional Coordination Approach Simulation 
 
 There are a total of 38 relay coordination pairs after the sensitivity filter. The 
averaged relay settings and operation time, as well as CTI and sensitivity of conventional 
coordination are presented in Table 6.12.  
 
Table 6.12: Averaged relay settings, operation time, CTI and sensitivity of network 
operation at maximum load.  
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
1 a=1.000 0.6844 1.4094 0.4915 1.5018 1.0104 2.6886 
 
 Note that there were 0 violations of coordination constraints, which means all 
coordination pairs were coordinated. 
 
6.5.1.2.2 Discrete Interval Coordination Approach Simulation 
 
 The results presented in section 6.5.1.2.1 are computed based on the maximum 
load currents (conventional approach). The variation of total relay coordination pairs 
after the sensitivity filter is presented in Table 6.13. 
 
Table 6.13: Number of coordination pairs of the eight network operation conditions 
between maximum and minimum bounds. 
Setting 
Groups 
Discrete 
Step 
100% 80% 60% NCP 
1 a=1.0000  27 10 1 38/62 
2 a=0.9286 29 10 3 42/62 
3 a=0.8571 34 5 4 43/62 
4 a=0.7857 37 5 3 45/62 
5 a=0.7143 41 1 3 45/62 
6 a=0.6429 42 1 4 47/62 
7 a=0.5714 43 2 3 48/62 
8 a=0.5000 44 3 2 49/62 
 
 The "discrete step" represents the different discrete network operation 
conditions (load demand variation) which indirectly reveal the different setting groups; 
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the step size is 1/14. The "100%, 80% and 60%" represent the line percentage of primary 
relay protection zone that its backup relay covers as presented previously in section 
3.5.2; each of these columns indicate the number of coordination pairs that corresponds 
to the different protected primary line portions for the different network operation 
conditions. The "NCP" is the number of coordination pairs or in other words, selectivity. 
This column indicates the number of coordination pairs after sensitivity analysis for the 
different network operation conditions. It is also the ratio indicator of "the number of 
sensitive coordination pairs" (after sensitivity filtration) out of "the total number of 
coordination pairs" (before sensitivity filtration). A graphical representation of the 
selectivity improvement is presented in Figure 6.13. 
 
 
Figure 6.13: Visual representation of selectivity improvement of the IEEE 14 bus system. 
 
 From Table 6.13 and Figure 6.13 it is observed that there is a very remarkable 
improvement of selectivity as the discrete step factor decreased: first, the number of 
relay coordination pairs after sensitivity filter increased or the NCP ratio increased; 
second, more coordination pairs are capable of offering a 100% backup for primary relay 
by its backup relay. Since there is a total of 62 coordination pairs, but only 38 of them 
are sensitive under maximum load operation but as the load decreased and employing 
discrete coordination approach, the number of coordination pairs increased to 49. 
Therefore, it is concluded that the selectivity can be greatly enhanced as different 
setting groups of the discrete interval coordination are implemented. This is very 
important because this means that with the same protection principle (overcurrent), 
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more areas of the system are protected. 
 The averaged relay settings and operation time, as well as CTI and sensitivity of 
the 8 setting groups are presented in Table 6.14.  
 
Table 6.14: Averaged relay settings, operation time, CTI and sensitivity of network 
operation conditions between maximum and minimum bounds. 
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
1 a=1.0000  0.6844 1.4094 0.4915 1.5018 1.0104 2.6886 
2 a=0.9286 0.6594 1.4156 0.4592 1.5422 1.0830 2.7326 
3 a=0.8571 0.6938 1.4125 0.4479 1.4531 1.0051 2.8184 
4 a=0.7857 0.7156 1.4062 0.4395 1.4616 1.0221 3.0229 
5 a=0.7143 0.7406 1.4312 0.4225 1.2778 0.8553 3.1255 
6 a=0.6429 0.7781 1.4219 0.4388 1.2176 0.7788 3.3407 
7 a=0.5714 0.8469 1.4281 0.4667 1.0806 0.6138 3.6046 
8 a=0.5000 1.0406 1.4562 0.5869 1.2181 0.6312 3.8944 
 Note that there were 0 violations of coordination constraints for the different 
network operation conditions, which means all coordination pairs were coordinated for 
the different conditions. 
 It is observed from Table 6.14 that as the load demand decreased, the primary 
and backup operation time decreased as well. This is very easy to understand, but the 
reduction of primary and backup time stopped at ܽ = 0.7143 and started to increase at ܽ = 0.6429. This seems to be very unreasonable but it is in fact the truth. This was due 
to two reasons: first, because of the increased NCP, so the relays that were once not 
sensitive became sensitive, these relays have bigger operation time; second, because of 
the increase of dial parameter. The dial parameter tends to increase as the discrete step 
factor decreases, this is reasonable because the dial is the major factor that affects the 
operation time. When load current decreases the relay operation time decreases (faster 
operation) as well, so the dial increases to maintain coordination. On the contrary, if the 
load current increases, the dial decreases. The CTI and sensitivity improved as the 
discrete step factor decreased.  A graphical representation of the selectivity 
improvement is presented in Figure 6.13. 
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Figure 6.14: Visual representation of sensitivity improvement of the IEEE 14 bus system. 
 
 The previous idea of increased NCP (selectivity) coincides with the increase of 
sensitivity in Table 6.14 and Figure 6.13. It is observed that the averaged sensitivity of 
the DOCRs in the system increased from 2.6886 to 3.8944. This is a very important since 
as more sensitive the protective devices are, the faster they respond when fault occurs 
which at the same time increase the probability to detect high impedance fault. 
 It can be concluded that discrete interval coordination is better than the 
conventional coordination. From Table 6.14, notable difference (improvement) of 
primary and backup time, CTI and sensitivity can be observed. The nature of load 
demand is rising and dropping throughout the day and year. So by using discrete 
interval coordination, different setting groups can be assigned and then re-set the relay 
to its most suitable setting according to the actual load demand (actual measured load 
current).  
  
6.5.1.2.3 Continuous Coordination Approach Simulation 
 
  
 Suppose that the system was operating at ܽ = 0.7143 (setting group no. 5), and 
then all loads tend to increase simultaneously to ܽ = 0.7343. Under this circumstance, 
the relays that use discrete interval coordination will take a jump and re-set themselves 
to ܽ = 0.7857 (setting group no. 4). While the real time coordination can coordinate 
the relays to encounter new setting group for the exact ܽ = 0.7343 load operation 
condition. Data are presented in Table 6.15 for ܽ = 0.7857 (setting group no. 4) and the 
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exact ܽ = 0.7343 (RT) load operation condition. 
 
Table 6.15: Averaged relay settings, operation time, CTI and sensitivity comparison 
between real time and discrete interval coordination. 
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
4 a=0.7857 0.7156 1.4062 0.4395 1.4616 1.0221 3.0229 
RT a=0.7343 0.7688 1.4156 0.4271 1.1497 0.7226 3.3998 
    
It can be observed from Table 6.15 that using real time coordination, a new 
setting group for the relays are encountered which gives better result (0.4271<0.4395, 
1.1497<1.4616, 0.7226<1.0221 for primary, backup time and CTI respectively) and more 
sensitivity (3.3998>3.0229)  than the discrete interval coordination. A graphical 
representation of the overall improvement is presented in Figure 6.15 and Figure 6.16. 
 
  
Figure 6.15: Improvements of tp, tb and 
CTI using RT compared to setting group 
number 4. 
 
Figure 6.16: Improvement of sensitivity 
using RT compared to setting group 
number 4. 
 
 
6.5.1.3 Evaluation of Different Coordination Approaches on IEEE 57 Bus System 
6.5.1.3.1 Conventional Coordination Approach Simulation 
 There are a total of 170 relay coordination pairs after the sensitivity filter. The 
averaged relay settings and operation time, as well as CTI and sensitivity of conventional 
coordination are presented in Table 6.16.  
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Table 6.16: Averaged relay settings, operation time, CTI and sensitivity of network 
operation at maximum load. 
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
1 a=1.0000 0.4414 1.4066 0.3403 0.8438 0.5035 3.1301 
 
Note that there were 0 violations of coordination constraints, which means all 
coordination pairs were coordinated. 
6.5.1.3.2 Discrete Interval Coordination Approach Simulation 
  
 
The results presented in section 6.5.1.3.1 are computed based on the maximum load 
currents (conventional approach). The variation of total relay coordination pairs after 
the sensitivity filter is presented in Table 6.17. 
 
Table 6.17: Number of coordination pairs of the eight network operation conditions 
between maximum and minimum bounds. 
Setting 
Groups 
Discrete 
Step 
100% 80% 60% NCP 
1 a=1.0000  151 11 8 170/194 
2 a=0.9286 158 11 6 175/212 
3 a=0.8571 166 8 5 179/215 
4 a=0.7857 175 6 4 185/215 
5 a=0.7143 179 6 3 188/215 
6 a=0.6429 185 6 1 192/215 
7 a=0.5714 197 1 2 200/215 
8 a=0.5000 201 3 1 205/215 
 
 A graphical representation of the selectivity improvement is presented in Figure 
6.17. 
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Figure 6.17: Visual representation of selectivity improvement of the IEEE 57 bus system. 
 
 From Table 6.17 and Figure 6.17 it is observed that there is a very remarkable 
improvement of selectivity as the discrete step factor decreased: first, the number of 
relay coordination pairs after sensitivity filter increased or the NCP ratio increased; 
second, more coordination pairs are capable of offering a 100% backup for primary relay 
by its backup relay; third the total number of coordination pairs increased as well, this 
means that the relays that were once non-active became active. Since there is a total of 
194 coordination pairs, but only 170 of them are sensitive under maximum load 
operation but as the load decreased and employing discrete coordination approach, the 
number of coordination pairs increased to 205, and total coordination pairs also 
increased to 215. Therefore, it is concluded that the selectivity can be greatly enhanced 
as different setting groups of the discrete interval coordination are implemented. This is 
very important because this means that with the same protection principle 
(overcurrent), more areas of the system are protected. 
 
 The averaged relay settings and operation time, as well as CTI and sensitivity of 
the 8 setting groups are presented in Table 6.18.  
Table 6.18: Averaged relay settings, operation time, CTI and sensitivity of network 
operation conditions between maximum and minimum bounds. 
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
1 a=1.0000  0.4414 1.4066 0.3403 0.8438 0.5035 3.1301 
2 a=0.9286 0.4587 1.4181 0.3491 0.8577 0.5086 3.2346 
3 a=0.8571 0.5500 1.4071 0.4219 0.9579 0.5359 3.4509 
4 a=0.7857 0.6077 1.4119 0.4378 1.0144 0.5766 3.6440 
5 a=0.7143 0.7725 1.4173 0.5502 1.1541 0.6039 3.9104 
6 a=0.6429 0.8649 1.4133 0.6068 1.2047 0.5979 4.2031 
7 a=0.5714 1.1074 1.4088 0.7287 1.4087 0.6800 4.5247 
8 a=0.5000 1.1780 1.4094 0.7642 1.4801 0.7160 4.9302 
 Note that there were 0 violations of coordination constraints for the different 
network operation conditions, which means all coordination pairs were coordinated for 
the different conditions. 
 A graphical representation of the selectivity improvement is presented in Figure 
6.18. 
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Figure 6.18: Visual representation of sensitivity improvement of the IEEE 57 bus system. 
 
 The previous idea of increased NCP (selectivity) coincide with the increase of 
sensitivity in Table 6.18 and Figure 6.18. It is observed that the averaged sensitivity of 
the DOCRs in the system increased from 3.1301 to 4.9302. This is a very important since 
as more sensitive the protective devices are, the faster they respond when fault occurs 
which at the same time increase the probability to detect high impedance fault. 
 It is observed from Table 6.18 that as the load demand decreased, the primary 
and backup operation time increased. This seems to be very unreasonable but it is in 
fact the truth. This was due to two reasons: first, because of the increased NCP, so the 
relays that were once not sensitive became sensitive, these relays have bigger operation 
time; second, because of the increase of dial parameter. The dial parameter tends to 
increase as the discrete step factor decreases, this is reasonable because the dial is the 
major factor that affects the operation time. When load current decreases the relay 
operation time decreases (faster operation) as well, so the dial increases to maintain 
coordination. On the contrary, if the load current increases, the dial decreases. The 
sensitivity improved as the discrete step factor decreased.   
 Apparently one will say that the discrete interval coordination is no better than 
the conventional coordination since both primary and backup times are rising as load 
demand decreases. But one must bear in mind that the NCP increased from 170 to 205 
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which is a very big benefit for the system. This huge increase of NCP contributed to the 
increase of relay operation time because the same relays that were coordinated with 
small dial which resulted in small operation time needs to coordinate with other relays 
that have just gained sufficient sensitivity, therefore lead to larger operation time. The 
idea is simple, if a relay appears only once in a coordination pair, then it may use 
minimum dial setting since there is only one constraint for this relay; but if this same 
relay appears in many other coordination pairs, then this relay as well as the other 
relays will use bigger dial setting in order to fulfill the diversity of constraints 
simultaneously (global satisfaction for all). The nature of load demand is rising and 
dropping throughout the day and year. So by using discrete interval coordination, 
different setting groups can be assigned and then re-set the relay to its most suitable 
setting according to the actual load demand (actual measured load current).  
 
6.5.1.3.3 Continuous Coordination Approach Simulation 
  
 The comparison will be based on global tendency. Suppose that the system was 
operating at ܽ = 0.5714 (setting group no. 7), and then all loads tend to increase 
simultaneously to ܽ = 0.5734. Under this circumstance, the relays that use discrete 
interval coordination will take a jump and re-set themselves to ܽ = 0.6429 (setting 
group no. 6). While the real time coordination can coordinate the relays to encounter 
new setting group for the exact ܽ = 0.5734  load operation condition. Data are 
presented in Table 6.19 for ܽ = 0.6429 (setting group no. 6) and the exact ܽ = 0.5734 
load operation condition. 
 
Table 6.19: Averaged relay settings, operation time, CTI and sensitivity comparison 
between real time and discrete interval coordination. 
Setting 
Groups 
Discrete 
Step 
Dial k tp  tb CTI Sen 
6 a=0.6429 0.8649 1.4133 0.6068 1.2047 0.5979 4.2031 
RT a=0.5734 1.0556 1.4114 0.7031 1.4358 0.7327 4.5360 
    
It can be observed from Table 6.19 that using real time coordination, a new 
setting group for the relays are encountered but the relay operation time have slightly 
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increased which showed no improvement compared to setting group no. 6. The 
improvement in this illustration is not the operation time, but instead the NCP 
(sensitivity). On Table 6.20, NCP of setting group no. 6 and the real time coordination is 
presented. It can be observed that the real time coordination coordinating at the exact ܽ = 0.5734 load operation condition has more NCP, therefore, is a more desirable 
result than the discrete interval coordination because more lines are offered protection. 
And also, more coordination pairs are covering 100% of the line that they are offering 
protection. A visual comparison is presented in Figure 6.19 and Figure 6.20. 
 
Table 6.20: Number of coordination pairs: comparison between real time and discrete 
interval coordination. 
Setting 
Groups 
Discrete 
Step 
100% 80% 60% NCP 
6 a=0.6429 185 6 1 192/215 
RT a=0.5734 195 2 2 199/215 
 
 
  
Figure 6.19: Deterioration of tp, tb and CTI 
using RT compared to setting group number 
6. 
 
Figure 6.20: Improvement of sensitivity 
using RT compared to setting group 
number 6. 
 
 
6.5.1.4 Implementation Discussion 
  
 According to the results presented above, the continuous approach outstand the 
discrete approach. Therefore, it is the number one option to implement in the network. 
But as investors try to minimize the cost of smart grid while operating it in a tolerable 
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way, the continuous approach will not always be the first option. Performance and cost 
tendency of the three approaches for future Smart Grid implementation is compared in 
Table 6.21. 
 
Table 6.21: Performance and cost tendency among conventional, discrete and 
continuous approaches. 
Coordination 
Approach 
Cost in 
Radial  
Network 
Cost in 
Interconnected 
Network 
Performance 
Enhancement in 
Smart Grid 
Conventional ○ ○ -- 
Discrete ○ ○○ ○ 
Continuous ○○ ○○ ○○ 
 
  
 The proposed discrete and continuous coordination in smart grid function 
differently and may need different infrastructures. In an interconnected network, both 
of them need advanced communication scheme to communicate the relays to a master 
computer. This master computer accesses the data of actual load current and topology, 
and computes the load and fault currents including n-1 contingency. For discrete 
approach, the computed data are sent to each relay in order to be compared and select 
the most suitable setting group. While for continuous approach, the computed data are 
used to re-coordinate all relays again in the master computer, then the new settings are 
sent to each relay after coordination.  
 In a radial network, the discrete approach needs neither communication scheme 
nor master computer. Because the setting groups saved in each relay are base on n-0 
contingency, so each relay in the discrete approach carries out the comparison (to select 
the suitable setting group) by using only the load current data accessed from its current 
transformer. While the continuous approach needs the entire communication scheme 
and master computer as in interconnected network, due to the continuous re-
coordination of all relays for every network operation condition.   
 Therefore, discrete and continuous approaches have equal cost when 
implemented in an interconnected network; while discrete approach is far less costly 
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than continuous approach when implemented in a radial network as presented in Table 
6.21.  
 Concluding the idea presented in Table 6.21; the cost of conventional approach 
is the same in radial and interconnected network, and there is no performance 
enhancement when implemented in smart grid. The cost of discrete approach is much 
less costly in radial than in interconnected network, and there is possible performance 
enhancement when implemented in smart grid compared to the conventional 
approach. The cost of continuous approach is the same in radial and interconnected 
network, but there is even better possible performance enhancement when 
implemented in smart grid than the discrete approach. 
 Therefore, from the observations made above and as presented in Table 6.21; 
for radial networks of smart grid the recommendation is to implement the discrete 
coordination approach, which is much less costly compared to continuous approach and 
at the same time offer better performance than the conventional approach. And for 
interconnected networks of smart grid the recommendation is to implement continuous 
coordination approach, which cost the same as discrete approach and at the same time 
better performance than the discrete approach. 
 The penetration of distributed generation is allowed since criteria of considering 
the DG are included in this proposal, therefore any generation units (excluding Slack 
Generator) of the simulated 14 or 57 IEEE systems can be renewable energy. Or simply, 
there can be generation sources in these systems which are intermittent apart from the 
traditional ones. The proposal has a substantial improvement on DOCRs performance 
for this specific issue (penetration of DG), since both time and sensitivity can be 
enhanced. 
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6.5.2 Evaluation of Adaptive Protection Scheme with DG Penetration on Small System 
 
6.5.2.1 Considerations 
 
 Unlike sections 6.3 and 6.4, which are testing the algorithms, there is a need to 
use complex and big system to evaluate the algorithms appropriately. Here in this 
section, a small interconnected 6 bus system was chosen to study the impacts of DGs on 
relay coordination. The impacts of DGs on the relays are the same in radial and 
interconnected systems. But as the system under study becomes bigger, the impacts of 
DGs may not be clearly seen since the fault contribution of the system is several times 
greater than the contributions of DGs. In other words, DG effects may be compensated 
by the system naturally. Also, the use of smaller system can let u see the results with 
more details instead of seeing the averaged results. 
 The fault currents are calculated with the remote bus breaker opened. The 
system consists of 10 active phase relays and 16 coordination pairs.  
 A DG farm of 10 MW and 20 MW will be connected on bus 6. 
 The three cases before employing APS are presented: the base case (DOCRs are 
coordinated in this case including contingency analysis), the DG10 case (10MW DG 
inserted on bus 6 with Xd' 0.5 used for comparison purpose only, no coordination was 
carried out) and DG20 case (20MW DG inserted on bus 6 with Xd' 0.3 used for 
comparison purpose only, no coordination was carried out). The DG10 and DG20 cases 
run power flow and fault analysis including the penetration of DG on bus 6 without 
contingency analysis and without performing coordination. Then, the relay settings of 
base case are used to determine the new operation time of the relays (influenced by DG 
penetration) in order to evaluate the performance of the relays.  
 The same three cases are presented after employing APS. All three cases are 
then coordinated including contingency analysis. 
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6.5.2.2 Impacts of DGs on Directional Overcurrent Relay Coordination 
 
 The CTI results and short circuit currents for the cases before and after the 
insertion of DGs are presented in Figure 6.21 and Figure 6.22.  
 The threshold line is a visual representation of the pre-established CTI of 0.3sec. 
It is observed from Figure 6.21 (a) and Figure 6.22 (a) that the CTI of all 16 coordination 
pairs of the base case satisfy the constraint presented in equation (5.1). The 
coordination of different pairs of relays for the base case fulfills the expectation of good 
selectivity since the majority of CTI values are found between 0.3-0.5 sec. But this is not 
true for the cases DG10 and DG20. From Figure 6.21 (a) and Figure 6.22 (a) it is observed 
that several coordination pairs for the cases DG10 and DG20 are found below the 
threshold value which means that there are violations of constraints when DGs are 
inserted to the system. 
 
Figure 6.21: Tendencies of CTI and primary short circuit currents of the three cases for 
all 16 coordination pairs. 
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Figure 6.22: Tendencies of CTI and backup short circuit currents of the three cases for all 
16 coordination pairs. 
 
 Figure 6.21 (b) and Figure 6.22 (b) are scaled on the vertical axis to have a clearer 
view of the changes of primary and backup short circuit currents respectively. Also they 
are plotted with the CTI results of the same scale on the horizontal axis to observe the 
infeed and coordination loss effects.  
 From Figure 6.21 (a) the infeed effect of DG penetration can be observed. 
Whenever there is a significant increase of primary short circuit current, the CTI 
increases. This is due to the location of DG in the system; the coordination pairs that 
suffered infeed effect are pairs: number 7, 8, 12, 14 and 15 as can be observed from 
Figure 6.21 (a). These pairs suffered infeed effect because the DG is coincidentally 
located in between the two relays. Hence the primary relay will sense more current 
magnitude than the base case while the backup relay will sense no change of the 
current magnitude. The latter idea can be observed from Figure 6.22 (b) for the pairs: 
number 7, 8, 12, 14 and 15 the short circuit current didn't increase. 
 The infeed effect is not a critical issue since the selectivity is still maintained. The 
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worst scenario is the coordination loss which can be seen from Figure 6.22 (a) for the 
pairs that have CTI values below the threshold. For the cases DG10 and DG20 the pairs: 
number 1, 2, 3, 4, 6, 10, 13 and 16 suffered coordination loss. The cause of coordination 
loss effect due to the over reach of backup relay is that the DG is located behind both 
relays, hence both relays sense an increase of short circuit current, but since the 
primary relay is situated near the horizontal asymptotic region of the operation 
characteristic curve; the operation time of the primary relay is barely affected. On the 
contrary, the backup relay is situated further from the horizontal asymptotic region; the 
operation time of the backup relay is significantly affected. For the pairs: number 1, 2, 3, 
4, 6, 10, 13 and 16 it can be seen from Figure 6.22 (b) and Figure 6.21 (b) that there is a 
significant increase on both the backup and primary short circuit currents; hence the 
(CTI) coordination is lost for those pairs. 
 The numbers of violations and percentage of violations for the three cases are 
presented in Table 6.22. From Table 6.22 it is clearly seen that as the capacity of the DG 
penetration increases, the percentage of number of violations increases as well. 
 
Table 6.22: Number of violations: comparison among base case, DG10 case and DG20 
case. 
Cases NV %NV 
Base 0 0 
DG10 7 43.7 
DG20 8 50.0 
 
 A graphical visualization of coordination loss based on relay characteristic curve 
is presented on Figure 6.23 to illustrate the idea of violation of coordination constraint 
from Figure 6.21 (a) and Figure 6.22 (a). 
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Figure 6.23: Visualization of coordination loss using relay characteristic curve. 
 
6.5.2.3 Mitigating the Impacts of DGs and Sensitivity Improvement of Directional 
Overcurrent Relay Coordination using Adaptive Protection Scheme 
 
 The averaged dial, averaged sensitivity and sensitivity improvement percentage 
for the three cases are presented in Table 6.23. From Table 6.23 it is clearly seen that as 
the capacity of the DG penetration increases, the average sensitivity of the coordination 
pairs increases as well. 
 
Table 6.23: Averaged dial, sensitivity and sensitivity improvement percentage: 
comparison among base case, DG10 case and DG20 case. 
 
Cases dial Sen % Sen  
Base 0.52 2.8708 ---- 
DG10 0.76 3.3561 16.91 
DG20 0.97 3.6937 28.66 
 
The CTI results for the three cases after the insertion of DGs using adaptive 
protection scheme are presented in Figure 6.24. The results of two-phase short circuit 
currents, pickup currents and sensitivity are presented Figure 6.25. 
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Figure 6.24: Tendencies of CTI of the three cases for all 16 coordination pairs employing 
adaptive protection scheme. 
 It is observed from Figure 6.24 that by employing the adaptive protection 
scheme; mitigation of coordination loss due to penetration of DG is successfully 
executed since there is no violation of coordination constraints for the DG10 and DG20 
cases. 
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Figure 6.25: Tendencies of two-phase short circuit currents, pickup currents and 
sensitivities of the three cases for all 16 coordination pairs employing adaptive 
protection scheme. 
 
 When adaptive protection scheme is employed for the mitigation of DG 
penetration impacts, additional benefit can be obtained other than maintaining 
selectivity for all coordination pairs; namely the increase of sensitivity. From Figure 6.25 
(a) it is observed that the 2-phase short circuit current increases as the capacity of DG 
increases. Also from Figure 6.25 (b) it is observed that the pickup current tend to 
decrease as the capacity of DG increases. The resulting effect of the observations drawn 
from Figure 6.25 (a) and (b) is the improvement of overall sensitivity as presented in 
Figure 6.25 (c) which coincides with equation (3.5) and (3.6). 
 The reason why cases DG10 and DG20 have greater CTI values compared to base 
case, as observed in Figure 6.24, is because of the combined effect of increasing short 
circuit current and decreasing pickup current caused by DG penetration; as shown in 
Figure 6.23 and equation (3.1) that this will lead to faster operation time. But since the 
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relays need to be coordinated as primary and backup among them, higher dial are used 
to maintain selectivity which as a result leads to longer operation time and CTI as shown 
in Table 6.23. 
 
6.5.3 Evaluation of Adaptive Protection Scheme with DG Penetration on a 24hrs basis 
 In this section, an evaluation of the APS on IEEE 14 bus system including DG of 10 
MW on bus 13 is presented. The intention is not to show advantage of prior and after 
the implementation of APS in a system with DG for mitigation of certain effects (this has 
been shown clearly in section 6.5.2), but instead to show the overall possible 
improvement of sensitivity during the 24 hours day. 
 The relation of 24 hour load profile is taken from the national interconnected 
system (SIN) demand Centro Nacional de Control de Energía (CENACE) on the 3rd of 
April 2016 [134]. With this 24 hour relation, it is applied to the IEEE 14 bus system to 
approximate the real behavior of the system. The 24 hour load profile of the IEEE 14 bus 
system is presented in Figure 6.26. 
 
 
Figure 6.26: 24 hour load profile of the IEEE 14 bus system. 
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Figure 6.27: Tendencies of sensitivity 24 hour load profile of the IEEE 14 bus system: A 
comparison between fixed/conventional relay sensitivity and APS sensitivity. 
 
 From Figure 6.27 it can be observed that the fixed sensitivity (conventional 
coordination approach) has a constant sensitivity throughout 24 hours. On the other 
hand, the sensitivity of relays using APS increases as the load profile decreases, which as 
a result yield much better relay sensitivity than using the conventional approach. Since 
the conventional coordination approach uses maximum load profile to coordinate the 
relays, the coordination will be maintained for the different load variations as long as 
the actual load flow does not exceed the maximum load profile. But as it is observed 
from Figure 6.27, the peak of load profile is rather short; hence substantial overall 
sensitivity enhancement may be achieved if APS is implemented. The use of maximum 
load profile as reference for the coordination of protective relays is a prudent approach 
since advanced communication and control schemes are not available decades ago. 
However, modern technology permits the implementation of proposed APS which can 
potentially improve different aspects of relay performance. Hence APS is proposed and 
viewed as the tendency of future protective schemes. The sensitivity tendencies in 
Figure 6.27 have been scaled in order to visualize them with the load profile. 
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6.6 Conclusion 
 
 In this chapter, three coordination approaches are analyzed and compared 
among them; the conventional, discrete and continuous. The main contribution of this 
research work is the proposal of alternative coordination approaches other than the 
conventional one. The advantages of implementing the alternative coordination 
approaches are: first, the enhancement of relays on both time and sensitivity; second, 
the improvement of network power quality as voltage sag duration decreases; third, the 
lifetime extension of primary equipments as fault duration decreases; and finally, the 
increased probability of detecting high impedance fault as sensitivity increases.  
 A visual and illustrative presentation and comparison between the overall 
sensitivity of conventional and proposed adaptive approach is presented. 
 Performance enhancement in smart grid and their rough cost tendency among 
the three coordination approaches are also analyzed. 
 Out of the many DE variants analyzed in this work, the DE-Tri becomes 
outstanding algorithm for the coordination problem. Hence this is enhanced and results 
have shown that the eDE-Tri is capable of even better fitness results in much lesser 
execution time for the large IEEE 57 bus system.  
 Also the Linear Sensitivity Factor technique for contingency analysis has shown 
very fine results in the IEEE 14, 30, 57 and 118 bus systems in comparison with the 
Newton-Raphson and Fast-Decoupled methods. 
  
. 
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7. CHAPTER 7 CONCLUSION AND RECOMMENDATION 
7.1 Summary 
 
 APS has been proposed to mitigate the impacts of DG and increase sensitivity of 
DOCRs. It is observed from the results that the proposed scheme is a robust and global 
solution for modern electrical networks (smart grid) equipped with DGs. Therefore, the 
objective of the research has been accomplished. 
 One of the important contributions of this work is adopt and implement DE-Tri 
for the highly complex and non-linear relay coordination problem. At the same time 
proposing improvements to the original DE-Tri (automatic dial reduction scheme, elitism 
and mediocrity scheme, mutation index renew scheme and population reduction 
scheme), which results better performance in execution time of the algorithm, result 
quality, robustness and convergence ability even for large and highly interconnected 
systems. 
 
7.2 General Conclusion 
  
 Protecting the dynamic system with a fixed group of relay settings has always 
been controversial. Hence, the proposal used different load currents according to the 
different network operating conditions for the computation of pickup current settings; 
results have shown improved coordination, as well as reduced primary and backup 
operation time. The resetting of the protective devices improves the electric service 
quality and increase the useful lifetime of the primary equipments. 
 Integration of DG in the network surely brought many operational advantages, 
but at the same time degrades the performance of existing relays. Therefore, exploiting 
the advanced features of digital relays and with the help of SCADA system, APS using 
eDE algorithm is proposed for mitigating DG impacts on smart grid. Likewise, the 
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proposed APS adequately consider both impacts of steady-state load current and fault-
state short circuit current contributed by DGs. The under/over reach and coordination 
loss of relays are successfully avoided. 
 The proposed scheme offers multiple advantages such as: automatic online 
coordination, fulfillment of selectivity requirement and overall sensitivity improvement, 
which at the same time increases the probability of high impedance fault detection. The 
scheme is robust for future system operational and topological changes. 
 The linear sensitivity factor (LSF) technique has outperformed the other 
methods: Newton-Raphson (NR) and Fast-Decoupled (FD) for contingency analysis in 
terms of execution time analysis. The LSF managed to reduce 99.94% of algorithm 
execution time compared to NR and 99.90% compared to FD. Hence this technique is 
suitable for online (real time) contingency analysis. 
 Ten variants of DE family using both binomial and exponential crossover have 
been adapted, implemented, tested and compared among them for the coordination 
optimization problem. The results have shown that the several DE algorithms except for 
a few are capable of finding acceptable results for the complicated protection 
coordination problem. However, the trigonometric mutation DE with binomial crossover 
(DE-Tri) has shown superior performance compared to all others analyzed in this work. 
Moreover, it managed to reduce 97% of the algorithm execution time compared to GA 
on the IEEE 14 bus system. 
 Finally, an enhanced trigonometric mutation DE with binomial crossover (eDE-
Tri) has been proposed and compared with DE-Tri. The results have shown that the eDE-
Tri managed to reduce 80% of the algorithm execution time compared to DE-Tri on the 
IEEE 57 bus system with very remarkable fitness value. This made the eDE-Tri the most 
favorite candidate for real time application on larger systems. 
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7.3 Good Coordination Practice  
 
 Manual Coordination Tips 
1. In a radial system, start the coordination process from the furthest DOCR from 
the source. Eventually, the last DOCR to be coordinated is the one nearest to the 
source. 
2. In a mesh system, choose a starting point and coordinate the system. If the 
DOCRs are not coordinated when closing the ring system, then choose another 
starting point and coordinate again. Repeat until the mesh system is 
coordinated. 
 
7.4 Contributions 
 
1. The online adaptive protection scheme has been proposed as a robust and 
general solution to mitigate the impacts of DGs on smart grid. Both the steady 
and fault state contributions of DGs are considered, and the scheme does not 
require additional investment or optimal allocation of fault current limiters on 
the system. 
2. The proposed online adaptive protection scheme is not limited to the type of 
wind turbine generator technology, it works for WTGs with synchronous and 
asynchronous machines, partial converter and full converter based technologies. 
3. The proposed online adaptive protection scheme enhances the overall sensitivity 
of the coordinated directional overcurrent relays. 
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4. Three coordination approaches have been analyzed, and compared among them. 
The continuous approach or online adaptive protection scheme results as the 
best.  
5. A rough performance and cost tendency have been discussed in section 6.5.1.4. 
For radial system, it would be cost beneficial if the discrete coordination 
approach is implemented and for interconnected system, it would need the 
continuous coordination approach or online adaptive protection scheme. 
6. Linear Sensitivity Technique has been implemented and compared to Newton-
Raphson and Fast-Decoupled methods for real time contingency analysis.  
7. Performance evaluations and comparisons among different mutation versions of 
DE algorithm using two types of crossover schemes (binomial and exponential) 
are analyzed. 
8. The DE-Tri algorithm has been enhanced specifically for the coordination 
problem in four critical aspects (automatic dial reduction scheme, elitism and 
mediocrity scheme, mutation index renew scheme and population reduction 
scheme). 
9. The eDE-Tri is capable of finding close to global optimal results in reduced 
execution time even though larger systems are analyzed. 
 
7.5 Recommendations for Future Work 
 
1. The proposed online adaptive protection scheme can use non-conventional 
curves to reduce the operation time of relays. 
2. The proposed APS can include downstream feeder relay, recloser and fuse 
coordination. In such ways that fuse saving is maintained. 
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3. Apart from DGs, smart grids have modern elements such as FCLs and BESS 
(Battery Energy Storage System), they should be contemplated as well in the 
proposed APS. Since they will become the common elements found in the smart 
grid for limiting the fault currents under breaker rating capacity (50KA) and for 
energy storage for optimal energy exploitation and dispatch. 
4. For real time purpose, even though the proposed eDE-Tri has outperformed all 
other DE variants in this work, an even more efficient algorithm should be 
developed. This coordination algorithm should contain the advantageous 
characteristic of heuristic optimization avoiding the need of modeling the 
differential equations of the electrical system but at the same time efficient in 
algorithm execution time which does not need a population in search of result. 
After reviewing the different literatures, the compact DE seems very attractive. 
5. For obtaining better results due to the natural behavior of the coordination 
problem (multiobjective, complex and non-linear), a specific multiobjective 
optimization method can be proposed to solve this problem aiming to find better 
solutions without using weighting parameters for each sub-objective functions, 
but rather have different objectives separated completely. After reviewing 
different literatures, the NSGA-II seems very attractive. 
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9. APPENDIX A - ILLUSTRATION OF MANUAL COORDINATION 
 
9.1 Radial Coordination  
 
 The radial system that was illustrated in Figure 9.1 will be studied as an example 
of coordination. Consider k = 1.5 and CTI = 0.3. Note that the purpose of this example is 
to show the process of manual coordination; therefore, contingency analysis is not 
considered. 
 
 
 
Figure 9.1: Coordination of DOCRs in a longitudinal system. 
 
 The short circuit data of each bus are given: 
Bus Isc 3ph Primary 
1 2000 
2 1500 
3 1000 
4 500 
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 The load and short circuit current data of each relay are given: 
Relay Isc 3ph Primary Isc 3ph Backup Iload Ipickup 
A 2000 1500 80+70+50 300 
B 1500 1000 70+50 180 
C 1000 500 50 75 
D 500 -- 50 75 
 
The three phase backup current of the relays are also called coordination current. The 
pickup current is the product of load current times the factor k. 
 
 Now the system shown in Figure 9.1 is manually coordinated as presented in 
section 3.4.1. 
 
1. Select one of the IEEE conventional curves 
 
 The very inverse (VI) curve is selected. The constants  ܣ , ܤ  and  ݊  are as 
presented in Table 3.2 which are 19.61, 0.491 and 2 respectively. 
 
2. Propose a dial for the first primary relay 
 ݈ܴ݀݅ܽܦ = 0.5 
  
3. Calculate operation time of relay D 
 
ݐܴܦ =     
 ܣ ܫݏܿ3∅ܴܦܫ݌݅ܿ݇ݑ݌ ܴܦ ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽܦ =  19.61 500
75
 2 − 1 + 0.491 ∗ 0.5 = 0.4712 
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4. Calculate operation time of backup relay 
 ݐܴܥ = ݐܴܦ + ܥܶܫ = 0.4712 + 0.3 = 0.7712 
  
5. Calculate dial of backup relay 
 ݈ܴ݀݅ܽܥ = ݐܴܥ
   
 ܣ ܫݏܿ3∅ܴܥܫ݌݅ܿ݇ݑ݌ ܴܥ ݊−1 + ܤ   
 = 0.7712 19.61 500
75
 2−1 + 0.491 = 0.8273 
 
6. Calculate primary operation time of relay C 
 
ݐܴܥ =     
 ܣ ܫݏܿ3∅ܴܥܫ݌݅ܿ݇ݑ݌ ܴܥ ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽܥ =  19.61 1000
75
 2 − 1 + 0.491 ∗ 0.8273 = 0.4980 
 
7. Calculate operation time of backup relay 
 ݐܴܤ = ݐܴܥ + ܥܶܫ = 0.4980 + 0.3 = 0.7980 
  
8. Calculate dial of backup relay 
 ݈ܴ݀݅ܽܤ = ݐܴܤ
   
 ܣ ܫݏܿ3∅ܴܤܫ݌݅ܿ݇ݑ݌ ܴܤ  ݊−1 + ܤ   
 = 0.7980 19.61 1000
180
 2−1 + 0.491 = 0.6953 
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9. Calculate primary operation time of relay B 
 
ݐܴܤ =     
 ܣ ܫݏܿ3∅ܴܤܫ݌݅ܿ݇ݑ݌ ܴܤ ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽܤ =  19.61 1500
180
 2 − 1 + 0.491 ∗ 0.6953 = 0.5406 
 
10. Calculate operation time of backup relay 
 ݐܴܣ = ݐܴܤ + ܥܶܫ = 0.5406 + 0.3 = 0.8406 
  
11. Calculate dial of backup relay 
 ݈ܴ݀݅ܽܣ = ݐܴܣ
   
 ܣ ܫݏܿ3∅ܴܣܫ݌݅ܿ݇ݑ݌ ܴܣ  ݊−1 + ܤ   
 = 0.8406 19.61 1500
300
 2−1 + 0.491 = 0.6426 
 
12. Calculate primary operation time of relay A 
 
ݐܴܣ =     
 ܣ ܫݏܿ3∅ܴܣܫ݌݅ܿ݇ݑ݌ ܴܣ ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽܣ =  19.61 2000
300
 2 − 1 + 0.491 ∗ 0.6426 = 0.6056 
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 The primary and backup operation time of relays are shown: 
Relay tp tb dial 
A 0.6056 0.8406 0.6426 
B 0.5406 0.7980 0.6953 
C 0.4980 0.7712 0.8273 
D 0.4712 -- 0.5 
 
9.2 Mesh Coordination  
 
 The mesh system that was illustrated in Figure 9.2 will be studied as an example 
of coordination. Consider k = 1.5 and CTI = 0.3. The X'd of generators 1 and 2 are 1 and 1 
respectively. Note that the purpose of this example is to show the process of manual 
coordination; therefore, contingency analysis is not considered. 
 
Figure 9.2: Coordination of DOCRs in an interconnected (ring) system 
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 The load and short circuit current data of each relay are given: 
Relay Isc 3ph Primary Isc 3ph Backup Iload Ipickup 
1 2 8051 4020 589 883 
2 1 8072 4088 589 883 
2 3 8515 5716 255 382 
3 2 7957 3582 255 382 
1 3 8508 7723 826 1239 
3 1 5934 3664 826 1239 
 
The three phase backup current of the relays are also called coordination current. The 
pickup current is the product of load current times the factor k. 
  
 Now the system shown in Figure 9.2 is manually coordinated as presented in 
section 3.4.1. 
 
1. Select one of the IEEE conventional curves 
 
 The very inverse (VI) curve is selected. The constants  ܣ , ܤ  and  ݊  are as 
presented in Table 3.2 which are 19.61, 0.491 and 2 respectively. 
 
Clockwise coordination: 
2. Propose a dial for the first primary relay 
 ݈ܴ݀݅ܽ31 = 0.5 
  
3. Calculate primary operation time of relay ܴ31  
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ݐܴ31 =     
 ܣ ܫݏܿ3∅ܴ31ܫ݌݅ܿ݇ݑ݌ ܴ31  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ31 =  19.61 5934
1239
 2 − 1 + 0.491 ∗ 0.5 = 0.6924 
 
 
4. Calculate operation time of backup relay 
 ݐܴ23 = ݐܴ31 + ܥܶܫ = 0.6924 + 0.3 = 0.9924 
  
5. Calculate dial of backup relay 
 ݈ܴ݀݅ܽ23 = ݐܴ23
   
 ܣ ܫݏܿ3∅ܴ23ܫ݌݅ܿ݇ݑ݌ ܴ23  ݊−1 + ܤ   
 = 0.9924 19.61 5716
382
 2−1 + 0.491 = 1.714 
 
6. Calculate primary operation time of relay ܴ23  
 
ݐܴ23 =     
 ܣ ܫݏܿ3∅ܴ23ܫ݌݅ܿ݇ݑ݌ ܴ23  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ23 =  19.61 8515
382
 2 − 1 + 0.491 ∗ 1.714 = 0.9094 
 
7. Calculate operation time of backup relay 
 ݐܴ12 = ݐܴ23 + ܥܶܫ = 0.9094 + 0.3 = 1.2094 
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8. Calculate dial of backup relay 
 ݈ܴ݀݅ܽ12 = ݐܴ12
   
 ܣ ܫݏܿ3∅ܴ12ܫ݌݅ܿ݇ݑ݌ ܴ12  ݊−1 + ܤ   
 = 1.2094 19.61 4020
883
 2−1 + 0.491 = 0.8143 
 
9. Calculate primary operation time of relay ܴ12  
 
ݐܴ12 =     
 ܣ ܫݏܿ3∅ܴ12ܫ݌݅ܿ݇ݑ݌ ܴ12  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ12 =  19.61 8051
883
 2 − 1 + 0.491 ∗ 0.8143 = 0.5942 
 
10. Calculate backup operation time of relay ܴ31  
 
ݐܴ31 =     
 ܣ ܫݏܿ3∅ܴ31ܫ݌݅ܿ݇ݑ݌ ܴ31  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ31 =  19.61 3664
1239
 2 − 1 + 0.491 ∗ 0.5 = 1.5115 
 
Anticlockwise coordination: 
11. Propose a dial for the first primary relay 
 ݈ܴ݀݅ܽ21 = 0.8094 
  
12. Calculate primary operation time of relay ܴ21  
 
ݐܴ21 =     
 ܣ ܫݏܿ3∅ܴ21ܫ݌݅ܿ݇ݑ݌ ܴ21  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ21 =  19.61 8072
883
 2 − 1 + 0.491 ∗ 0.8094 = 0.5896 
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13. Calculate operation time of backup relay 
 ݐܴ32 = ݐܴ21 + ܥܶܫ = 0.5896 + 0.3 = 0.8896 
  
14. Calculate dial of backup relay 
 ݈ܴ݀݅ܽ32 = ݐܴ32
   
 ܣ ܫݏܿ3∅ܴ32ܫ݌݅ܿ݇ݑ݌ ܴ32  ݊−1 + ܤ   
 = 0.8896 19.61 3582
382
 2−1 + 0.491 = 1.241 
 
15. Calculate primary operation time of relay ܴ32  
 
ݐܴ32 =     
 ܣ ܫݏܿ3∅ܴ32ܫ݌݅ܿ݇ݑ݌ ܴ32  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ32 =  19.61 7957
382
 2 − 1 + 0.491 ∗ 1.241 = 0.6655 
 
16. Calculate operation time of backup relay 
 ݐܴ13 = ݐܴ32 + ܥܶܫ = 0.6655 + 0.3 = 0.9655 
  
17. Calculate dial of backup relay 
 ݈ܴ݀݅ܽ13 = ݐܴ13
   
 ܣ ܫݏܿ3∅ܴ13ܫ݌݅ܿ݇ݑ݌ ܴ13  ݊−1 + ܤ   
 = 0.9655 19.61 7723
1239
 2−1 + 0.491 = 0.9568 
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18. Calculate primary operation time of relay ܴ13  
 
ݐܴ13 =     
 ܣ ܫݏܿ3∅ܴ13ܫ݌݅ܿ݇ݑ݌ ܴ13  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ13 =  19.61 8508
1239
 2 − 1 + 0.491 ∗ 0.9568 = 0.8763 
 
19. Calculate backup operation time of relay ܴ21  
 
ݐܴ21 =     
 ܣ ܫݏܿ3∅ܴ21ܫ݌݅ܿ݇ݑ݌ ܴ21  ݊ − 1 + ܤ   
  ∗ ݈ܴ݀݅ܽ21 =  19.61 4088
883
 2 − 1 + 0.491 ∗ 0.8094 = 1.1742 
 
 
 The primary and backup operation time of relays are shown: 
Relay tp tb dial 
1 2 0.5942 1.2094 0.8143 
2 1 0.5896 1.1742 0.8094 
2 3 0.9094 0.9924 1.7140 
3 2 0.6655 0.8896 1.2410 
1 3 0.8763 0.9655 0.9568 
3 1 0.6924 1.5115 0.5000 
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 These results are obtained simulating DE in matlab. Hence the reason why all 
relays are coordinated at the first try. The coordination pairs and the CTIs of DOCRs are 
shown: 
 
Coordination 
pairs 
tp tb CTI 
[1 2]  [2 3] 0.9094 1.2094 0.3000 
[2 1]  [1 3] 0.8763 1.1742 0.3000 
[2 3]  [3 1] 0.6924 0.9924 0.3000 
[3 2]  [2 1] 0.5896 0.8896 0.3000 
[1 3]  [3 2] 0.6655 0.9655 0.3000 
[3 1]  [1 2] 0.5942 1.5115 0.9173 
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10. APPENDIX B- LINEAR SENSITIVITY FACTORS 
 
10.1 DC Power Flow Concepts and Outage Sensitivity Factors (OSF) 
 
 From FDLF method, we know ∆ܲ = [ܤ′]∆ߠ, where each element of matrix [ܤ′] is 
negative of the imaginary parts of the corresponding elements of Ybus. In DC power 
flow analysis, apart from using the above decoupled relation between ∆ܲ and ∆ߠ, 
several other simplifying assumptions are also taken into account: 
 
a) The system is lossless (line resistance is neglected), therefore each line is 
represented by its reactance only. 
b) The voltage of each bus is maintained at the rated voltage: 1.0 p.u. 
c) For any line "m-n", the angular difference between its terminal buses is quite 
small, and hence, cos ߠ݉ ≈ cos ߠ݊  (as ߠ݉ ≈ ߠ݊ ) and sin(ߠ݉ − ߠ݊) ≈ (ߠ݉ − ߠ݊) 
rad (as ߠ݉ − ߠ݊ ≈ 0). 
 
 With these assumptions, the power flow over a line becomes: 
 ܲ݅ ݆ = ܸ݅ ܸ݆ݔ݆݅ sin(ߠ݅ − ݆ߠ ) ≈ 1ݔ݆݅  ߠ݅ − ݆ߠ      ݌. ݑ  
 
 In equation (10.1), the quatity ݔ݆݅  denotes the reactance of the line "i-j". From 
this equation it is observed that the line power flow is basically a linear combination of 
the terminal bus voltage angles. Moreover, the current flow over the line "i-j" is given: 
 ܫ݆݅ = ܸ݅−ܸ݆݆ ݔ݆݅  
=
 ܸ݅ cos ߠ݅ − ܸ݆ cos ݆ߠ   + ݆ ܸ݅ sin ߠ݅ − ܸ݆ sin ݆ߠ   ݆ݔ݆݅  
(10.1) 
(10.2) 
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=
1ݔ݆݅  sin ߠ݅ − sin ݆ߠ   = 1ݔ݆݅  ߠ݅ − ݆ߠ   
 
 Equation (10.2) has been written under an added assumption that both the 
angles ߠ݅  and ݆ߠ  are individually quite small in magnitude. From equations (10.1) and 
(10.2) it is observed that in DC power flow model, the expressions of line power flow 
and line current are same in per unit. This factor will be used for computing LOSF. 
 
10.2 Generator Outage Sensitivity Factor (GOSF) 
 
 From FDLF we know that ∆ܲ = [ܤ′]∆ߠ or ∆ߠ = [�]∆ܲ where  � = [ܤ′]−1. Or,  
 ∆ߠ2∆ߠ3⋮∆ߠ݊ =  
X22 X23 … X2n
X32 X33 … X3n⋮
Xn2
⋮
Xn3
⋱ ⋮… Xnn   
∆ 2ܲ∆ 3ܲ⋮∆ܲ݊   
 
 In equation (10.3), the matrix  �  is of size  ݊ − 1 × (݊ − 1) and any element 
Xij  is actually located in the location ݅ − 1 , (݆ − 1). As the matrix [ܤ′] is a constant real 
matrix dependent only on the line parameters, matrix  �  is also a constant real matrix 
dependent on the line parameters. Furthermore, in equation (10.3), the quantity ∆ߠ1 is 
not included in the vector ∆ߠ due to the reason that the reference angle does not 
change with any outage in the system. (Note: the first row & first column need to be 
moved to the last row and column then perform Kron method to eliminate the row & 
column of Gen1-Slack, while maintaining its effects on the matrix � in equation (10.3); u 
cannot just eliminate row 1 & column 1 of Slack without maintaining its effects in the 
network, the results will be different/wrong). 
 Thus to calculate the GOSF for outage of generator at bus "k", the perturbation 
at bus "k" is set to ∆ܲ݇  and the perturbation at the slack bus is set to −∆ܲ݇  (assuming 
that the entire lost generation is taken up by the slack bus) while keeping the 
perturbations at the other buses equal to zero. Therefore, the perturbed values of the 
bus angles can be given as: 
(10.3) 
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∆ߠ݅ = Xik∆ܲ݇    for    ݅ = 2, …݊ 
  
 From equation (10.1), the change in power flow over line "i-j" is given in: ∆ܲ݅ ݆ = 1ݔ݈  ∆ߠ݅ − ∆݆ߠ  = 1ݔ݈  Xik − Xjk ∆ܲ݇ , where ݔ݈ = ݔ݆݅  is the primitive reactance of 
the line "i-j".  Therefore,  ߙ݆݅݇ = ∆ܲ݅ ݆∆ܲ݇ = Xik − Xjkݔ݈  
 
From equation (10.5) it is observed that the GOSF is dependent only on the line 
parameters. 
 
  
10.3 Thevenin's Equivalent Impedance 
 
 I = YV where I, V and Y are the vector of bus injection currents, vector of bus 
voltages and the admittance matrix respectively. Hence, V = ZI where Z is the bus 
impedance matrix and is the inverse of admittance matrix Z =   Y  −1. As the matrix Z is 
a constant matrix, the relation V = ZI denotes a linear equation connecting V and I and 
hence, for incremental changes in V and I the same relation also holds good, ∆V = Z∆I. 
Expanding this relation we get: 
 
    
 ∆ܸ1∆ܸ2⋮∆ܸ݊    
 
=     
 Z11 Z12 … Z1n
Z21 Z22 … Z2n⋮
Zn1
⋮
Zn2
⋱ ⋮… Znn     
 
    
 ∆ܫ2∆ܫ3⋮∆ܫ݊    
 
 
 Now, suppose that there is an incremental change in the current of bus "k" only 
while the there are zero changes on all other buses. Hence, ∆ܫ݇ ≠ 0 and ∆ܫ݅ = 0 for ݅ = 1, …݊; ≠ ݇. Hence, from equation (10.6), the changes in bus voltages are given: 
(10.5) 
(10.4) 
(10.6) 
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∆ܸ݅ = ܼ݅݇∆ܫ݇  for ݅ = 1, …݊. Hence, the initial bus voltage is ܸ݇(0), then the final voltage 
after perturbation is given in: ܸ݇ = ܸ݇(0) + ܼ݇݇∆ܫ݇  
 
 Equation (10.7) can be represented as an equivalent circuit as shown in Figure 
10.1, which shows the Thevenin's equivalent circuit at bus "k". From this circuit, the 
Thevenin's equivalent impedance of the system (looking from bus "k") is equal to ܼ݇݇ . 
 
 
Figure 10.1: Thevenin Equivalent circuit from bus k. 
 
 
10.4 Line Outage Sensitivity Factor (LOSF) 
 
 The section above explained the Thevenin's impedance of the system looking 
from a particular bus "k". Now the Thevenin's equivalent impedance of any system 
between bus "m" and bus "n" will be explained.  Assume that the incremental currents ∆ܫ݉  and ∆ܫ݊  are injected at bus "m" and "n" respectively (the incremental current at all 
the other buses are zero). Consequently, from equation (10.6) the changes in the bus 
voltages (∆ܸ݉  and ∆ܸ݊ ) can be given as: ∆ܸ݉ = Zmm ∆ܫ݉ + Zmn ∆ܫ݊  ∆ܸ݊ = Znm ∆ܫ݉ + Znn ∆ܫ݊  
 
 Therefore, the new bus voltages are: 
 
(10.7) 
(10.8) 
(10.9) 
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ܸ݉ = ܸ ݉0 + ∆ܸ݉  
= ܸ݉(0) + Zmm ∆ܫ݉ + Zmn ∆ܫ݊  
= ܸ݉(0) +  Zmm − Zmn  ∆ܫ݉ + Zmm  ∆ܫ݉ + ∆ܫ݊  
 ܸ݊ = ܸ ݊0 + ∆ܸ݊  
= ܸ݊(0) + Znm ∆ܫ݉ + Znn∆ܫ݊  
= ܸ݊(0) + Znm  ∆ܫ݉ + ∆ܫ݊ +  Znn − Znm  ∆ܫ݊ … . (17) 
 
 
 From equations (10.10) and (10.11), the equivalent circuit of the power system 
looking form bus "m" and bus "n" can be drawn as shown in Figure 10.2. 
 
 
Figure 10.2: Equivalent circuit between bus "m" and bus "n". 
 
 From Figure 10.2 it is observed that the open-circuit voltage between bus "m" 
and bus "n" is ܸ ݉0 − ܸ ݊0  and the Thevenin's equivalent impedance between bus "m" 
and bus "n" is given: 
 ܼ݄ܶ ,݉݉ = ܼ݉݉ + ܼ݊݊ − 2ܼ݉݊  
  
 From Figure 10.2 it is also observed that the Thevenin's equivalent impedance 
between bus "m" and reference is  Zmm − Zmn + Znm  = Zmm  and that between bus 
(10.10) 
(10.11) 
(10.12) 
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"n" and reference is  Znn − Znm + Znm  = Znn  which is in complete agreement with 
the results already obtained in equation (10.7). Also from Figure 10.2 it can be readily 
seen that if a line having an impedance Zb  is connected between bus "m" and bus "n", 
then the current through this line is given in: 
 
 ܫܾ = ܸ ݉0 − ܸ ݊0 ܼ݄ܶ ,݉݉ + ܼܾ  
 
 Now, consider the case when a line or transformer having impedance Zb  is 
removed from the system. Assume that this branch is removed between bus "m" and 
bus "n". The removal of this branch can be represented by addition of impedance −Zb  
between bus "m" and bus "n". The situation is shown in Figure 10.3. 
 
 
Figure 10.3: Removal of a branch between bus "m" and bus "n". 
 
 
 From Figure 10.3 it can be seen that the current ܫܽ  flows in the added 
impedance −Zb  and this current is given by: 
 ܫܽ = ܸ ݉0 − ܸ ݊0 ܼ݄ܶ ,݉݉ + ܼܾ  
 
(10.13) 
(10.14) 
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 This current ܫܽ  flows "out" of bus "m" and flows "into" bus "n". Therefore, 
because of the addition of impedance −Zb , the injected current changes at bus "m" by ∆ܫ݉ = −ܫܽ  and that changes at bus "n" by ∆ܫ݊ = ܫܽ . However, at all the other buses 
(not equal to "m" and "n"), the voltages at all the buses will get changed. The changes in 
voltages at any bus "p" and "q" can be given as: ∆ܸ݌ = ܼ݌݉∆ܫ݉ + ܼ݌݊∆ܫ݊ =  ܼ݌݊ − ܼ݌݉  ܫܽ  ∆ܸݍ = ܼݍ݉∆ܫ݉ + ܼݍ݊∆ܫ݊ =  ܼݍ݊ − ܼݍ݉  ܫܽ  
 
 Therefore, change in current flow in line "p-q" can be given as: ∆ܫ݌ݍ = ∆ܸ݌ − ∆ܸݍܼܿ =  ܼ݌݊ − ܼ݌݉  −  ܼݍ݊ − ܼݍ݉  ܼܿ ܫܽ  
 In equation (10.17) the quantity ܼܿ  is the impedance of line "p-q". Combining 
equations (10.14) and (10.17) we get: 
∆ܫ݌ݍ =  ܼ݌݊ − ܼ݌݉  −  ܼݍ݊ − ܼݍ݉  ܼܿ  ܸ ݉0 − ܸ ݊0 ܼ݄ܶ ,݉݉ + ܼܾ  
 If the impedance of the line "m-n" is ܼܾ , then the pre-outage current in line "m-
n" is given by: ܫ݉݊ = ܸ ݉0 − ܸ ݊0 ܼܾ  
 From equation (10.18) we get: ∆ܫ݌ݍ = ܼܾܼܿ   ܼ݌݊ − ܼ݌݉  −  ܼݍ݊ − ܼݍ݉  ܼ݄ܶ ,݉݉ − ܼܾ   ܸ ݉0 − ܸ ݊0 ܼܾ  
 ∆ܫ݌ݍܫ݉݊ = ܼܾܼܿ   ܼ݌݊ − ܼ݌݉  −  ܼݍ݊ − ܼݍ݉  ܼ݄ܶ ,݉݉ − ܼܾ   
 
(10.15) 
(10.16) 
(10.17) 
(10.18) 
(10.19) 
(10.20) 
(10.21) 
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 From equations (10.1) and (10.2), it have been seen that under the assumptions 
of DC power flow method, the expressions of power flow and current flow in a line are 
same in per unit. Therefore, the same assumptions that are used in DC power flow 
method are considered in equation (10.21), so all the impedances are replaced by the 
corresponding reactances. Also ∆ܫ݌ݍ  and ܫ݉݊  will be replaced by ∆ ݌ܲݍ  and ܲ݉ ݊  
respectively. Therefore, the LOSF (ߚ݆݅ ,݉݊ ) is given: 
 ߚ݆݅ ,݉݊ =  ∆ ݌ܲݍܲ݉ ݊ = ݔܾݔܿ   �݌݊ − �݌݉  −  �ݍ݊ − �ݍ݉  �݄ܶ ,݉݉ − �ܾ   
 
10.5 Contingency Ranking and Selection 
 
 From Tables 1, 2 ,3 and 6 it can be observed that the sensitivity factor technique 
give reasonably close estimates of real power flows in the lines in the event of outage of 
generator and/or line. However, the sensitivity factor technique gives the estimate of 
only the real power flows over the lines. On the hand, in several situations, it is also 
equally important to consider the bus voltage variations as well as the reactive power 
flows over the lines in the event of any outage. In these situations, the full ACLF analysis 
needs to be carried out as the sensitivity factor technique is no longer an option for the 
estimation of changes of bus voltage and reactive power flows over lines. However, the 
ACLF analysis is considerably slower than the sensitivity factor technique (as presented 
in Table 4 and 5) and hence are not suitable for implementation within narrow time 
frame required by fast online contingency analysis. 
 The situation become contradicting. Therefore, for fast evaluation of 
contingencies, sensitivity factor technique needs to be used whereas, for accurate 
estimation (voltage magnitude and reactive power flow) of certain outage, slower full 
ACLF methods need to be used. To break this dilemma, a middle path is followed. First, 
all the outage studies are carried out using the sensitivity factor technique. Based on the 
results of sensitivity analysis, all the outage cases are ranked according to a suitably 
(10.22) 
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chosen performance index (PI). Once the outage cases are ranked and sequentially 
arranged in decreasing order of the performance index, the top few outage cases are 
analyzed further in detail using the ACLF analysis. The different ranking and selection 
methods are not presented nor studied here, since our objective of online coordination 
of DOCRs needs only current parameter and not voltage nor reactive power flow. 
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11. APPENDIX C- PARAMETER TUNING 
 
11.1 Parameter Tuning of the Objective Function 
 
 In this section, parameter tuning (ߙ, ߚ ܽ݊݀ ߜ) of the proposed objective function 
in equation (5.5) is carried out. The parameters ߙ, ߚ ܽ݊݀ ߜ are evaluated [0.25:0.25:2]. 
Therefore, there is a total of 512 combinations. Each test or combination is evaluated in 
50 simulation runs using the eDE-Tri on the IEEE 14 bus system in 1,000 iterations; then 
the averaged fitness, number of violations and their corresponding standard deviation 
as well as averaged primary, backup and CTI time are presented in Table 11.1. For space 
saving, the combination of the best tuning of ߙ, ߚ ܽ݊݀ ߜ (2,1,2) is presented for the 
proposed objective function, from which other combinations are selected/pivoted to 
form the pareto frontier graph which is presented in Figure 11.1, Figure 11.2 and Figure 
11.3. 
 
 
Table 11.1: Evaluation of ߙ, ߚ ܽ݊݀ ߜ for parameter tuning of the objective function. 
 
 
Test 
ߙ ߚ ߜ f(x) f(x)-SD NV NV-SD tp tb CTI 
tp 
0.25 1 2 8.71 0.72 0.00 0.00 2.91 7.90 5.00 
0.5 1 2 9.04 0.62 0.00 0.00 2.77 7.58 4.81 
0.75 1 2 9.39 0.66 0.00 0.00 2.62 7.34 4.73 
1 1 2 9.05 0.76 0.00 0.00 2.35 6.63 4.28 
1.25 1 2 8.08 0.66 0.00 0.00 1.95 5.57 3.61 
1.5 1 2 6.22 0.69 0.00 0.00 1.41 4.02 2.61 
1.75 1 2 2.96 0.45 0.00 0.00 0.64 1.78 1.15 
2 1 2 0.98 0.01 0.00 0.00 0.21 0.56 0.36 
tb 
2 0.25 2 7.06 0.56 0.00 0.00 2.42 8.56 6.14 
2 0.5 2 9.22 0.79 0.00 0.00 2.52 8.20 5.68 
2 0.75 2 8.34 0.61 0.00 0.00 1.94 5.86 3.92 
2 1 2 0.98 0.01 0.00 0.00 0.21 0.56 0.36 
2 1.25 2 12.08 1.00 0.00 0.00 2.18 6.12 3.94 
2 1.5 2 15.16 1.29 0.00 0.00 2.40 6.85 4.45 
2 1.75 2 17.85 1.28 0.00 0.00 2.63 7.16 4.53 
2 2 2 19.67 1.74 0.00 0.00 2.65 7.14 4.49 
 
2 1 0.25 11.89 6.73 0.00 0.00 2.34 7.21 4.87 
2 1 0.5 3.48 0.72 0.00 0.00 0.74 1.99 1.25 
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CTI 2 1 0.75 2.18 0.28 0.00 0.00 0.46 1.25 0.79 
2 1 1 1.48 0.27 0.00 0.00 0.31 0.85 0.54 
2 1 1.25 1.25 0.16 0.00 0.00 0.26 0.72 0.46 
2 1 1.5 1.10 0.14 0.00 0.00 0.23 0.63 0.41 
2 1 1.75 1.02 0.04 0.00 0.00 0.21 0.59 0.38 
2 1 2 0.98 0.01 0.00 0.00 0.21 0.56 0.36 
 
 
 
 
Figure 11.1: Pareto Frontier of the ߙ value and the tendency of primary operation time. 
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Figure 11.2: Pareto Frontier of the ߚ  value and the tendency of backup operation time. 
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Figure 11.3: Pareto Frontier of the ߜ  value and the tendency of CTI operation time. 
 
 
 
 
 
 
11.2 Parameter Tuning of the DE algorithm 
 
 In this section, parameter tuning (ܥݎ ܽ݊݀ ܨ) of the DE algorithm is carried out. 
The parameters ܥݎ ܽ݊݀ ܨ are evaluated [0.1:0.1:1]. Therefore, there is a total of 100 
combinations. Each test or combination is evaluated in 50 simulation runs using the 
eDE-Tri on the IEEE 14 bus system in 1,000 iterations; then the averaged fitness, number 
of violations and their corresponding standard deviation are presented in Table 11.2. 
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Table 11.2: Evaluation of ܥݎ ܽ݊݀ ܨ  for parameter tuning of the DE algorithm. 
 
 
Test 
ܥݎ ܨ Averaged 
f(x) 
f(x)-SD Averaged 
NV 
NV-SD 
1 0.1 0.1 1.055 0.0157 0 0 
2 0.1 0.2 1.0687 0.0149 0 0 
3 0.1 0.3 1.0824 0.0205 0 0 
4 0.1 0.4 1.0888 0.0165 0 0 
5 0.1 0.5 1.1142 0.0189 0 0 
6 0.1 0.6 1.1324 0.0231 0 0 
7 0.1 0.7 1.151 0.0274 0 0 
8 0.1 0.8 1.1737 0.0272 0 0 
9 0.1 0.9 1.1909 0.0241 0 0 
10 0.1 1 1.2139 0.0325 0 0 
11 0.2 0.1 1.0163 0.0118 0 0 
12 0.2 0.2 1.0125 0.0134 0 0 
13 0.2 0.3 1.0062 0.0116 0 0 
14 0.2 0.4 1.007 0.0098 0 0 
15 0.2 0.5 1.0062 0.0125 0 0 
16 0.2 0.6 1.0173 0.0113 0 0 
17 0.2 0.7 1.0326 0.0147 0 0 
18 0.2 0.8 1.0481 0.0139 0 0 
19 0.2 0.9 1.0721 0.0202 0 0 
20 0.2 1 1.0925 0.0198 0 0 
21 0.3 0.1 1.0916 0.033 0 0 
22 0.3 0.2 1.0609 0.0222 0 0 
23 0.3 0.3 1.0289 0.0185 0 0 
24 0.3 0.4 1.0059 0.0176 0 0 
25 0.3 0.5 0.9838 0.0143 0 0 
26 0.3 0.6 0.9775 0.0121 0 0 
27 0.3 0.7 0.9876 0.0119 0 0 
28 0.3 0.8 0.9936 0.0098 0 0 
29 0.3 0.9 1.0035 0.0114 0 0 
30 0.3 1 1.0168 0.0086 0 0 
31 0.4 0.1 1.3135 0.0753 0 0 
32 0.4 0.2 1.2212 0.0678 0 0 
33 0.4 0.3 1.1323 0.0456 0 0 
34 0.4 0.4 1.0789 0.0484 0 0 
35 0.4 0.5 1.015 0.0262 0 0 
36 0.4 0.6 0.9805 0.02 0 0 
37 0.4 0.7 0.977 0.0127 0 0 
38 0.4 0.8 0.9806 0.0104 0 0 
39 0.4 0.9 0.9868 0.0101 0 0 
40 0.4 1 0.9909 0.0075 0 0 
41 0.5 0.1 1.7571 0.1648 0 0 
42 0.5 0.2 1.5811 0.1295 0 0 
43 0.5 0.3 1.3782 0.1022 0 0 
44 0.5 0.4 1.2188 0.0928 0 0 
45 0.5 0.5 1.0823 0.0433 0 0 
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46 0.5 0.6 1.0045 0.0284 0 0 
47 0.5 0.7 0.9837 0.0229 0 0 
48 0.5 0.8 0.9775 0.0111 0 0 
49 0.5 0.9 0.9807 0.0129 0 0 
50 0.5 1 0.9852 0.0081 0 0 
51 0.6 0.1 2.569 0.2991 0 0 
52 0.6 0.2 2.1318 0.2382 0 0 
53 0.6 0.3 1.7985 0.1651 0 0 
54 0.6 0.4 1.5272 0.1503 0 0 
55 0.6 0.5 1.2671 0.1277 0 0 
56 0.6 0.6 1.0683 0.054 0 0 
57 0.6 0.7 0.9939 0.0239 0 0 
58 0.6 0.8 0.9865 0.0149 0 0 
59 0.6 0.9 0.982 0.0106 0 0 
60 0.6 1 0.9817 0.0135 0 0 
61 0.7 0.1 3.4149 0.3789 0 0 
62 0.7 0.2 3.0141 0.2737 0 0 
63 0.7 0.3 2.4708 0.2914 0 0 
64 0.7 0.4 1.8958 0.2432 0 0 
65 0.7 0.5 1.5007 0.2164 0 0 
66 0.7 0.6 1.1794 0.1082 0 0 
67 0.7 0.7 1.0305 0.0481 0 0 
68 0.7 0.8 1.0015 0.0329 0 0 
69 0.7 0.9 0.9935 0.0273 0 0 
70 0.7 1 1.0132 0.1028 0 0 
71 0.8 0.1 4.6312 0.4324 0 0 
72 0.8 0.2 4.0328 0.5107 0 0 
73 0.8 0.3 3.3408 0.3604 0 0 
74 0.8 0.4 2.6026 0.3796 0 0 
75 0.8 0.5 1.934 0.2872 0 0 
76 0.8 0.6 1.3698 0.1835 0 0 
77 0.8 0.7 1.1266 0.0927 0 0 
78 0.8 0.8 1.0501 0.07 0 0 
79 0.8 0.9 1.0356 0.0686 0 0 
80 0.8 1 1.0413 0.0842 0 0 
81 0.9 0.1 10.3506 29.6586 0.02 0.1414 
82 0.9 0.2 13.7881 41.2415 0.04 0.1979 
83 0.9 0.3 4.9235 0.5225 0 0 
84 0.9 0.4 3.9939 2.5577 0 0 
85 0.9 0.5 2.7046 0.5047 0 0 
86 0.9 0.6 1.9055 0.3509 0 0 
87 0.9 0.7 1.4281 0.2394 0 0 
88 0.9 0.8 1.2555 0.2397 0 0 
89 0.9 0.9 1.175 0.139 0 0 
90 0.9 1 1.1602 0.1433 0 0 
91 1 0.1 112.5326 103.791 0.48 0.5047 
92 1 0.2 104.5596 102.3762 0.44 0.5014 
93 1 0.3 42.0858 71.7659 0.14 0.3505 
94 1 0.4 18.1468 29.0517 0.02 0.1414 
95 1 0.5 19.0547 28.7739 0.02 0.1414 
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96 1 0.6 18.9811 28.7414 0.02 0.1414 
97 1 0.7 15.1178 2.2703 0 0 
98 1 0.8 13.9973 2.0584 0 0 
99 1 0.9 12.8135 2.1937 0 0 
100 1 1 16.358 28.5095 0.02 0.1414 
 
 
 From Table 11.2 it is observed that test numbers 26, 37 and 48 (in red colors) 
with the parameters [0.3,0.6], [0.4,0.7], [0.5,0.8] respectively have the best fitness value 
and standard deviation of fitness value out of the one hundred test sets. A closer look is 
presented in Table 11.3. 
 
Table 11.3: Best test evaluation of ܥݎ ܽ݊݀ ܨ  for parameter tuning of the DE algorithm. 
 
 
Test 
ܥݎ ܨ Averaged 
f(x) 
f(x)-SD Averaged 
NV 
NV-SD 
26 0.3 0.6 0.9775 0.0121 0 0 
37 0.4 0.7 0.977 0.0127 0 0 
48 0.5 0.8 0.9775 0.0111 0 0 
 
 From Table 11.3 it is observed that the three test sets have very similar averaged 
fitness value in 50 simulation runs, each with very small standard deviation. Hence any 
of the three sets is considered good parameter for the DE algorithm. But in this thesis, 
the set number 48 of parameters ܥݎ ܽ݊݀ ܨ using 0.5 and 0.8 has been chosen due to 
the least standard deviation of the three sets. 
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12. APPENDIX D- EXTENDED RESULTS 
 
12.1 Simulation Results of IEEE 14 Bus System using DE-TRI 
 
 
Table 12.1: Operation time and CTI of DE-Tri for the 14 bus system  
 
Primary 
Relay 
Backup 
Relay 
DE-Tri Primary 
Isc (A) 
Backup 
Isc (A) tp(s) tb(s) CTI(s) 
2_ 1_2 1_ 2_1 0.1516 0.5259 0.3742 20721.19 6536.89 
2_ 3_1 1_ 2_1 0.1436 0.5512 0.4077 22951.35 6131.44 
2_ 4_1 1_ 2_1 0.1935 0.5505 0.3571 22892.80 6141.35 
2_ 5_1 1_ 2_1 0.2481 0.5496 0.3016 22815.56 6154.67 
1_ 2_2 2_ 1_1 0.1711 0.4744 0.3033 46967.23 4950.22 
1_ 5_1 2_ 1_1 0.1674 0.5210 0.3536 47726.06 4513.90 
2_ 1_1 1_ 2_2 0.2670 0.5724 0.3054 18084.37 3034.37 
2_ 3_1 1_ 2_2 0.1436 0.6869 0.5433 22951.35 2698.99 
2_ 4_1 1_ 2_2 0.1935 0.6851 0.4916 22892.80 2703.35 
2_ 5_1 1_ 2_2 0.2481 0.6827 0.4346 22815.56 2709.22 
1_ 2_1 2_ 1_2 0.3469 0.6506 0.3038 45223.17 2535.12 
1_ 5_1 2_ 1_2 0.1674 1.0163 0.8489 47726.06 1986.97 
5_ 2_1 1_ 5_1 0.0447 0.5195 0.4748 4035.44 1726.08 
5_ 4_1 1_ 5_1 0.2166 0.5208 0.3042 4175.68 1723.04 
3_ 4_1 2_ 3_1 0.1402 0.4454 0.3053 1989.03 1886.70 
4_ 3_1 2_ 4_1 0.0341 0.5045 0.4704 4577.24 1902.22 
4_ 5_1 2_ 4_1 0.1876 0.4907 0.3031 3405.25 1943.92 
5_ 1_1 2_ 5_1 0.0384 0.5618 0.5234 4049.58 1883.07 
5_ 4_1 2_ 5_1 0.2166 0.5228 0.3062 4175.68 2007.36 
2_ 1_1 5_ 2_1 0.2670 0.5679 0.3009 18084.37 608.59 
2_ 1_2 5_ 2_1 0.1516 0.6774 0.5258 20721.19 569.44 
2_ 3_1 5_ 2_1 0.1436 0.5522 0.4086 22951.35 615.29 
4_ 5_1 3_ 4_1 0.1876 0.4976 0.3099 3405.25 962.80 
5_ 1_1 4_ 5_1 0.0384 0.3414 0.3030 4049.58 2012.70 
4_ 3_1 5_ 4_1 0.0341 0.3406 0.3065 4577.24 2471.24 
11_10_1 6_11_1 0.4961 0.8013 0.3053 3496.38 3474.31 
6_12_1 11_ 6_1 0.5186 1.0191 0.5005 7211.22 1484.19 
6_13_1 11_ 6_1 0.6215 0.9321 0.3106 7032.77 1585.04 
12_13_1 6_12_1 0.3432 0.6504 0.3073 3294.25 3263.36 
6_13_1 12_ 6_1 0.6215 0.9332 0.3116 7032.77 733.44 
13_12_1 6_13_1 0.3992 0.8154 0.4162 5321.71 3866.50 
13_14_1 6_13_1 0.5343 0.8463 0.3120 4680.62 3669.93 
6_11_1 13_ 6_1 0.6499 0.9545 0.3046 6314.06 1133.07 
6_12_1 13_ 6_1 0.5186 1.1469 0.6283 7211.22 1039.64 
10_11_1 9_10_1 0.5958 0.9032 0.3074 5081.67 5022.14 
9_14_1 10_ 9_1 0.4028 0.7048 0.3020 7231.58 1725.26 
14_13_1 9_14_1 0.3454 0.6562 0.3108 3258.66 3175.38 
9_10_1 14_ 9_1 0.7595 1.0679 0.3083 6874.96 1297.84 
11_ 6_1 10_11_1 0.4880 0.7917 0.3037 3138.93 3116.58 
10_ 9_1 11_10_1 0.3758 0.6806 0.3048 2501.91 2435.34 
13_14_1 12_13_1 0.5343 0.8680 0.3337 4680.62 947.98 
12_ 6_1 13_12_1 0.1517 0.4536 0.3020 2867.83 2825.91 
14_ 9_1 13_14_1 0.4096 0.7430 0.3333 2340.66 2250.58 
13_ 6_1 14_13_1 0.1878 0.5789 0.3911 3595.26 1640.36 
13_12_1 14_13_1 0.3992 0.7108 0.3116 5321.71 1382.48 
AVERAGE 0.2999 0.6726 0.3727 -- -- 
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Table 12.2: Dial and pickup current results of DE-Tri for the 14 bus system  
 
Relays 
 
Relay Settings 
dial k Iload(A) Ipickup(A) 
1_ 2_1 0.6988 1.4617 513.06 749.94 
2_ 1_1 0.5103 1.4271 513.06 732.21 
1_ 2_2 0.3452 1.4017 513.06 719.16 
2_ 1_2 0.2946 1.4021 513.06 719.38 
1_ 5_1 0.3400 1.4255 271.35 386.81 
5_ 1_1 0.0539 1.5772 271.35 427.98 
2_ 3_1 0.2884 1.4839 287.07 426.00 
2_ 4_1 0.3898 1.4051 268.55 377.35 
2_ 5_1 0.5010 1.4731 225.61 332.35 
5_ 2_1 0.0730 1.4039 225.61 316.73 
3_ 4_1 0.1031 1.4409 284.34 409.71 
4_ 3_1 0.0511 1.5257 284.34 433.81 
4_ 5_1 0.2224 1.4766 306.47 452.54 
5_ 4_1 0.3092 1.4011 306.47 429.42 
6_11_1 1.1909 1.4523 229.34 333.06 
11_ 6_1 0.6971 1.4056 229.34 322.36 
6_12_1 0.9877 1.4188 211.68 300.34 
12_ 6_1 0.2157 1.4013 211.68 296.64 
6_13_1 1.0970 1.4000 311.29 435.81 
13_ 6_1 0.2367 1.4237 311.29 443.18 
9_10_1 1.2164 1.4096 400.89 565.10 
10_ 9_1 0.2287 1.4702 400.89 589.40 
9_14_1 0.6999 1.4294 331.48 473.81 
14_ 9_1 0.3157 1.4036 331.48 465.26 
10_11_1 0.9768 1.4020 281.47 394.61 
11_10_1 0.6655 1.4056 281.47 395.64 
12_13_1 0.6068 1.4675 138.12 202.69 
13_12_1 0.7698 1.4447 138.12 199.54 
13_14_1 0.9623 1.4548 183.91 267.54 
14_13_1 0.5465 1.4970 183.91 275.30 
AVERAGE 0.5198 1.4397 -- -- 
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12.1 Simulation Results of IEEE 57 Bus System using eDE-TRI 
 
 
Table 12.3: Operation time and CTI of the enhanced DE-Tri for the 57 bus system  
 
Primary 
Relay 
Backup 
Relay 
Enhanced DE-Tri Primary 
Isc (A) 
Backup 
Isc (A) tp(s) tb(s) CTI(s) 
2_ 3_1 1_ 2_1 0.3862 0.6862 0.3000 21477.46 21234.61 
3_ 4_1 2_ 3_1 0.8195 1.1195 0.3000 8371.66 3598.53 
3_15_1 2_ 3_1 0.5166 1.0535 0.5369 6577.47 3759.31 
2_ 1_1 3_ 2_1 0.3016 0.6016 0.3000 2846.87 2590.91 
4_ 5_1 3_ 4_1 0.6433 0.9433 0.3000 5785.45 4546.64 
4_ 6_1 3_ 4_1 0.5385 0.9413 0.4028 5625.34 4572.64 
3_ 2_1 4_ 3_1 0.2001 1.1476 0.9475 5857.57 1178.22 
3_15_1 4_ 3_1 0.5166 0.8178 0.3012 6577.47 1452.35 
5_ 6_1 4_ 5_1 0.5057 0.8057 0.3000 1934.33 1918.32 
4_ 3_1 5_ 4_1 0.6175 1.2617 0.6442 1777.54 673.65 
4_ 6_1 5_ 4_1 0.5385 0.8385 0.3000 5625.34 928.22 
6_ 7_1 4_ 6_1 0.2634 1.2039 0.9405 3748.41 1324.69 
6_ 8_1 4_ 6_1 0.0861 1.2134 1.1274 3855.70 1316.11 
6_ 5_1 4_ 6_1 0.6734 0.9734 0.3000 3965.38 1606.74 
4_ 3_1 6_ 4_1 0.6175 1.1994 0.5819 1777.54 941.46 
4_ 5_1 6_ 4_1 0.6433 0.9433 0.3000 5785.45 1108.32 
7_ 8_1 6_ 7_1 0.1172 0.4172 0.3000 2533.15 1859.55 
6_ 4_1 7_ 6_1 0.3763 0.9574 0.5812 3670.19 1247.20 
6_ 5_1 7_ 6_1 0.6734 0.9734 0.3000 3965.38 1232.68 
8_ 9_1 6_ 8_1 0.3464 1.0667 0.7203 3540.92 859.39 
8_ 7_1 6_ 8_1 0.2831 0.5832 0.3000 5271.71 1090.44 
6_ 4_1 8_ 6_1 0.3763 0.9894 0.6132 3670.19 1107.24 
6_ 7_1 8_ 6_1 0.2634 0.5634 0.3000 3748.41 1452.29 
6_ 5_1 8_ 6_1 0.6734 1.0142 0.3408 3965.38 1095.27 
9_10_1 8_ 9_1 0.6542 0.9542 0.3000 5707.24 2070.52 
9_11_1 8_ 9_1 0.5750 0.9211 0.3461 5519.44 2103.56 
8_ 6_1 9_ 8_1 0.1211 0.6190 0.4979 5366.17 2604.14 
8_ 7_1 9_ 8_1 0.2831 0.5831 0.3000 5271.71 2683.68 
10_12_1 9_10_1 0.4827 0.7827 0.3000 2246.94 1627.40 
9_ 8_1 10_ 9_1 0.2437 0.9285 0.6847 4531.86 836.91 
9_11_1 10_ 9_1 0.5750 0.8751 0.3000 5519.44 892.39 
9_12_1 10_ 9_1 0.4234 0.8717 0.4482 5739.09 896.29 
9_13_1 10_ 9_1 0.4404 0.8781 0.4377 5551.70 888.94 
11_13_1 9_11_1 0.3480 0.6480 0.3000 2744.11 2508.59 
9_ 8_1 11_ 9_1 0.2437 0.9608 0.7171 4531.86 1264.36 
9_10_1 11_ 9_1 0.6542 0.9542 0.3000 5707.24 1275.57 
9_12_1 11_ 9_1 0.4234 0.9638 0.5403 5739.09 1259.52 
9_13_1 11_ 9_1 0.4404 0.8707 0.4303 5551.70 1448.51 
12_10_1 9_12_1 0.6045 1.3874 0.7829 7543.51 656.91 
12_13_1 9_12_1 0.7163 1.0163 0.3000 6125.78 825.42 
12_16_1 9_12_1 0.2692 1.7818 1.5126 6716.36 560.60 
12_17_1 9_12_1 0.1698 1.7819 1.6121 6724.26 560.59 
9_ 8_1 12_ 9_1 0.2437 1.0796 0.8359 4531.86 756.70 
9_10_1 12_ 9_1 0.6542 0.9542 0.3000 5707.24 827.30 
9_11_1 12_ 9_1 0.5750 0.9848 0.4098 5519.44 808.12 
9_13_1 12_ 9_1 0.4404 0.9869 0.5465 5551.70 806.90 
13_14_1 9_13_1 0.4647 1.5269 1.0623 7078.40 784.93 
13_15_1 9_13_1 0.3458 1.5413 1.1954 6905.17 780.20 
13_11_1 9_13_1 0.8084 1.1084 0.3000 7623.89 983.52 
13_12_1 9_13_1 0.5951 1.1308 0.5357 6204.33 968.53 
9_ 8_1 13_ 9_1 0.2437 1.0077 0.7640 4531.86 1212.91 
9_10_1 13_ 9_1 0.6542 0.9952 0.3411 5707.24 1227.81 
9_11_1 13_ 9_1 0.5750 0.8762 0.3011 5519.44 1406.28 
9_12_1 13_ 9_1 0.4234 1.0068 0.5834 5739.09 1213.93 
14_15_1 13_14_1 0.2286 0.5286 0.3000 4544.64 3670.76 
13_ 9_1 14_13_1 0.5159 1.1159 0.6000 7635.06 1759.13 
13_15_1 14_13_1 0.3458 0.8840 0.5382 6905.17 2329.99 
13_11_1 14_13_1 0.8084 1.1084 0.3000 7623.89 1771.45 
13_12_1 14_13_1 0.5951 1.0849 0.4898 6204.33 1811.55 
15_ 1_1 13_15_1 0.0918 1.5160 1.4242 6080.32 1351.19 
15_ 3_1 13_15_1 0.6756 1.3478 0.6722 7107.75 1446.73 
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15_14_1 13_15_1 0.6406 0.9406 0.3000 9063.08 1823.39 
13_ 9_1 15_13_1 0.5159 1.1125 0.5966 7635.06 1870.62 
13_14_1 15_13_1 0.4647 0.8244 0.3598 7078.40 2376.49 
13_11_1 15_13_1 0.8084 1.1084 0.3000 7623.89 1875.71 
13_12_1 15_13_1 0.5951 1.0800 0.4849 6204.33 1911.41 
15_13_1 1_15_1 0.4073 1.0259 0.6186 9002.03 3834.75 
15_ 3_1 1_15_1 0.6756 0.9756 0.3000 7107.75 3962.71 
15_14_1 1_15_1 0.6406 1.0274 0.3868 9063.08 3831.19 
1_ 2_1 15_ 1_1 0.6038 0.9038 0.3000 44478.74 1695.84 
16_12_1 1_16_1 0.6685 0.9685 0.3000 1910.47 1900.71 
17_12_1 1_17_1 0.3535 0.6535 0.3000 3518.75 3493.24 
15_13_1 3_15_1 0.4073 0.9386 0.5312 9002.03 3020.03 
15_ 1_1 3_15_1 0.0918 0.9040 0.8122 6080.32 3120.02 
15_14_1 3_15_1 0.6406 0.9406 0.3000 9063.08 3014.52 
3_ 2_1 15_ 3_1 0.2001 1.1468 0.9467 5857.57 3319.17 
3_ 4_1 15_ 3_1 0.8195 1.1195 0.3000 8371.66 3395.56 
6_ 4_1 5_ 6_1 0.3763 0.6763 0.3000 3670.19 1283.04 
6_ 7_1 5_ 6_1 0.2634 0.9333 0.6699 3748.41 950.90 
6_ 8_1 5_ 6_1 0.0861 0.9408 0.8548 3855.70 944.80 
5_ 4_1 6_ 5_1 0.4581 0.7581 0.3000 2388.71 2373.16 
7_ 6_1 8_ 7_1 0.4097 0.7100 0.3003 3206.76 2618.20 
12_ 9_1 10_12_1 0.3514 1.5491 1.1978 7604.55 775.44 
12_13_1 10_12_1 0.7163 1.0163 0.3000 6125.78 1021.76 
12_16_1 10_12_1 0.2692 1.9248 1.6556 6716.36 685.00 
12_17_1 10_12_1 0.1698 1.9249 1.7551 6724.26 684.98 
10_ 9_1 12_10_1 0.5321 0.8321 0.3000 2785.03 2179.08 
13_ 9_1 11_13_1 0.5159 0.8712 0.3553 7635.06 1022.63 
13_14_1 11_13_1 0.4647 1.1904 0.7257 7078.40 838.58 
13_15_1 11_13_1 0.3458 1.2216 0.8757 6905.17 825.85 
13_12_1 11_13_1 0.5951 0.8951 0.3000 6204.33 1004.04 
11_ 9_1 13_11_1 0.6396 0.9402 0.3006 3341.23 3131.56 
13_ 9_1 12_13_1 0.5159 1.1078 0.5919 7635.06 2541.38 
13_14_1 12_13_1 0.4647 1.1340 0.6693 7078.40 2474.97 
13_15_1 12_13_1 0.3458 1.1367 0.7909 6905.17 2468.32 
13_11_1 12_13_1 0.8084 1.1084 0.3000 7623.89 2539.94 
12_ 9_1 13_12_1 0.3514 0.9211 0.5698 7604.55 2618.90 
12_10_1 13_12_1 0.6045 0.9045 0.3000 7543.51 2674.88 
12_16_1 13_12_1 0.2692 0.9648 0.6956 6716.36 2487.85 
12_17_1 13_12_1 0.1698 0.9648 0.7950 6724.26 2487.77 
16_ 1_1 12_16_1 0.0496 0.3496 0.3000 2906.69 2887.25 
12_ 9_1 16_12_1 0.3514 1.0535 0.7021 7604.55 1274.88 
12_10_1 16_12_1 0.6045 1.0521 0.4476 7543.51 1276.11 
12_13_1 16_12_1 0.7163 1.0163 0.3000 6125.78 1309.58 
12_17_1 16_12_1 0.1698 1.0173 0.8475 6724.26 1308.62 
17_ 1_1 12_17_1 0.1182 0.4182 0.3000 1744.80 1710.04 
12_ 9_1 17_12_1 0.3514 1.0613 0.7099 7604.55 1275.19 
12_10_1 17_12_1 0.6045 1.0596 0.4552 7543.51 1276.40 
12_13_1 17_12_1 0.7163 1.0163 0.3000 6125.78 1309.55 
12_16_1 17_12_1 0.2692 1.0173 0.7481 6716.36 1308.78 
15_ 1_1 14_15_1 0.0918 1.1243 1.0325 6080.32 1294.37 
15_ 3_1 14_15_1 0.6756 0.9756 0.3000 7107.75 1393.10 
14_13_1 15_14_1 0.6554 0.9554 0.3000 4739.45 3765.87 
23_24_1 22_23_1 0.3307 0.6307 0.3000 5075.40 5051.99 
22_21_1 23_22_1 0.0247 1.6353 1.6107 5992.64 765.34 
22_38_1 23_22_1 0.6421 0.9422 0.3000 1299.92 966.44 
24_25_1 23_24_1 0.3776 0.7300 0.3524 3041.91 1684.50 
24_25_2 23_24_1 0.4303 0.7303 0.3000 3044.16 1684.04 
23_22_1 24_23_1 0.8773 1.1773 0.3000 999.20 973.60 
25_24_2 24_25_1 0.0292 0.6114 0.5822 1783.52 1134.20 
25_30_1 24_25_1 0.4033 0.7033 0.3000 1986.68 983.32 
25_24_1 24_25_2 0.0319 0.6240 0.5922 1747.95 1097.81 
25_30_1 24_25_2 0.4033 0.7033 0.3000 1986.68 944.95 
28_29_1 27_28_1 0.3659 0.6659 0.3000 2101.86 2038.83 
27_26_1 28_27_1 0.0370 0.3370 0.3000 5236.08 5177.77 
29_52_1 28_29_1 0.3180 0.6180 0.3000 11475.02 1693.30 
28_27_1 29_28_1 0.2426 0.5426 0.3000 7754.85 7697.60 
30_31_1 25_30_1 0.2547 0.5547 0.3000 1606.10 1562.25 
31_32_1 30_31_1 0.1498 0.4498 0.3000 1111.13 1031.48 
30_25_1 31_30_1 0.3131 0.6132 0.3000 712.16 662.91 
32_33_1 31_32_1 0.0263 0.3263 0.3000 1893.04 662.55 
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31_30_1 32_31_1 0.3652 0.6652 0.3000 864.66 786.47 
35_34_1 36_35_1 0.0295 0.3295 0.3000 2690.29 2654.09 
37_38_1 36_37_1 0.4859 0.7859 0.3000 858.98 598.54 
37_39_1 36_37_1 0.0253 0.9085 0.8833 4037.16 564.85 
36_35_1 37_36_1 0.2956 0.5956 0.3000 3384.14 3075.83 
36_40_1 37_36_1 0.0251 0.5909 0.5658 3354.00 3122.96 
38_22_1 37_38_1 0.8354 1.1354 0.3000 6976.39 600.63 
37_36_1 38_37_1 0.5394 0.8394 0.3000 3843.55 3537.13 
37_39_1 38_37_1 0.0253 0.8473 0.8221 4037.16 3480.71 
38_37_1 22_38_1 0.6539 1.0492 0.3953 7319.30 1007.89 
38_44_1 22_38_1 0.2951 1.1494 0.8543 6121.30 965.45 
38_49_1 22_38_1 0.6775 1.2043 0.5267 6988.56 944.88 
38_48_1 22_38_1 0.8103 1.1104 0.3001 5821.42 981.14 
22_21_1 38_22_1 0.0247 0.9123 0.8877 5992.64 5235.37 
22_23_1 38_22_1 0.6036 0.9037 0.3002 5667.89 5367.56 
42_56_1 41_42_1 0.4120 0.7120 0.3000 3736.68 3578.87 
41_43_1 42_41_1 0.0396 1.5456 1.5061 5180.92 1064.06 
41_56_1 42_41_1 0.3727 0.6727 0.3000 7863.23 1530.15 
44_45_1 38_44_1 0.0353 0.3353 0.3000 4179.06 4143.32 
38_37_1 44_38_1 0.6539 1.2263 0.5724 7319.30 1966.92 
38_22_1 44_38_1 0.8354 1.2118 0.3764 6976.39 1987.40 
38_49_1 44_38_1 0.6775 1.1980 0.5204 6988.56 2007.62 
38_48_1 44_38_1 0.8103 1.1103 0.3000 5821.42 2152.51 
48_49_1 47_48_1 0.7308 1.1000 0.3691 6655.15 3108.96 
48_38_1 47_48_1 0.7605 1.0605 0.3000 5682.20 3240.62 
47_46_1 48_47_1 0.0471 0.3471 0.3000 4619.11 4473.69 
49_50_1 48_49_1 0.2155 1.1894 0.9740 6314.36 1939.69 
49_38_1 48_49_1 0.7097 1.0097 0.3001 6444.75 2415.08 
48_47_1 49_48_1 0.3205 1.2383 0.9178 5295.43 1980.17 
48_38_1 49_48_1 0.7605 1.0605 0.3000 5682.20 2467.80 
50_51_1 49_50_1 0.0299 0.3299 0.3000 3093.81 2971.93 
49_48_1 50_49_1 0.7947 1.0947 0.3000 6156.31 1226.39 
49_38_1 50_49_1 0.7097 1.1201 0.4105 6444.75 1211.12 
52_53_1 29_52_1 0.3586 0.6587 0.3000 4646.38 4582.30 
53_54_1 52_53_1 0.2139 0.5139 0.3000 3787.41 3497.19 
52_29_1 53_52_1 0.1799 0.4799 0.3000 2290.18 2222.94 
54_55_1 53_54_1 0.1601 0.4601 0.3000 2351.96 2303.32 
53_52_1 54_53_1 0.3502 0.6502 0.3000 2639.87 2348.76 
41_42_1 56_41_1 0.4275 0.7275 0.3000 7826.18 1554.92 
41_43_1 56_41_1 0.0396 1.4362 1.3966 5180.92 1055.92 
56_42_1 41_56_1 0.4362 0.7362 0.3001 5078.43 2276.11 
56_57_1 41_56_1 0.0874 1.0380 0.9506 5157.25 1732.93 
42_41_1 56_42_1 0.2263 0.5263 0.3000 2992.76 2828.85 
56_41_1 42_56_1 0.2488 0.5488 0.3000 5040.66 2181.12 
56_57_1 42_56_1 0.0874 0.6873 0.5999 5157.25 1695.84 
49_48_1 38_49_1 0.7947 1.0949 0.3002 6156.31 2045.87 
49_50_1 38_49_1 0.2155 1.4874 1.2720 6314.36 1510.99 
38_37_1 49_38_1 0.6539 1.7364 1.0825 7319.30 1362.14 
38_22_1 49_38_1 0.8354 1.7202 0.8848 6976.39 1372.16 
38_44_1 49_38_1 0.2951 1.6263 1.3312 6121.30 1435.05 
38_48_1 49_38_1 0.8103 1.1103 0.3000 5821.42 2086.68 
48_47_1 38_48_1 0.3205 1.0887 0.7682 5295.43 3321.11 
48_49_1 38_48_1 0.7308 1.0308 0.3000 6655.15 3579.35 
38_37_1 48_38_1 0.6539 1.1433 0.4894 7319.30 2924.46 
38_22_1 48_38_1 0.8354 1.1354 0.3000 6976.39 2946.58 
38_44_1 48_38_1 0.2951 1.0762 0.7811 6121.30 3130.47 
38_49_1 48_38_1 0.6775 0.9935 0.3159 6988.56 3458.84 
AVERAGE 0.4328 0.9584 0.5257 -- -- 
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Table 12.4: Dial and pickup current results of enhanced DE-Tri for the 57 bus system  
Relays 
 
Relay Settings 
dial k Iload(A) Ipickup(A) 
1_ 2_1 1.1805 1.5066 954.41 1437.90 
2_ 1_1 0.0500 1.4000 954.41 1336.18 
2_ 3_1 0.7456 1.4642 544.03 796.58 
3_ 2_1 0.2283 1.4951 544.03 813.35 
3_ 4_1 1.5641 1.4927 229.61 342.75 
4_ 3_1 0.4852 1.5156 229.61 348.00 
4_ 5_1 1.2696 1.5950 102.54 163.56 
5_ 4_1 0.7990 1.5063 102.54 154.46 
4_ 6_1 1.0199 1.4984 162.94 244.14 
6_ 4_1 0.6558 1.4603 162.94 237.93 
6_ 7_1 0.4366 1.4772 191.49 282.86 
7_ 6_1 0.6453 1.4297 191.49 273.77 
6_ 8_1 0.1053 1.4932 330.41 493.35 
8_ 6_1 0.1837 1.4978 330.41 494.90 
8_ 9_1 0.1856 1.4000 647.44 906.42 
9_ 8_1 0.1713 1.4905 647.44 965.05 
9_10_1 1.3093 1.4529 82.43 119.75 
10_ 9_1 1.0053 1.4916 82.43 122.95 
9_11_1 1.1327 1.5140 106.32 160.96 
11_ 9_1 1.1950 1.4907 106.32 158.48 
9_12_1 0.8378 1.4108 110.26 155.55 
12_ 9_1 0.7015 1.5458 110.26 170.43 
9_13_1 0.8546 1.4889 131.24 195.41 
13_ 9_1 1.0254 1.4454 131.24 189.70 
13_14_1 0.8987 1.4354 179.52 257.69 
14_13_1 1.1884 1.4645 179.52 262.90 
13_15_1 0.6181 1.4660 277.94 407.48 
15_13_1 0.7678 1.4525 277.94 403.70 
1_15_1 0.5712 1.5048 636.55 957.87 
15_ 1_1 0.0924 1.5107 636.55 961.62 
1_16_1 0.5120 1.4973 327.76 490.75 
16_ 1_1 0.0500 1.4002 327.76 458.92 
1_17_1 0.6933 1.4240 368.06 524.12 
17_ 1_1 0.0500 1.4000 368.06 515.28 
3_15_1 0.8297 1.4991 358.20 536.96 
15_ 3_1 1.1154 1.5131 358.20 541.98 
5_ 6_1 0.7623 1.4842 121.64 180.54 
6_ 5_1 1.2757 1.4119 121.64 171.74 
7_ 8_1 0.0500 1.4000 531.57 744.19 
8_ 7_1 0.3154 1.4135 531.57 751.37 
10_12_1 0.7126 1.5057 144.79 218.01 
12_10_1 1.1893 1.5441 144.79 223.58 
11_13_1 0.5460 1.4858 158.95 236.16 
13_11_1 1.5921 1.4000 158.95 222.53 
12_13_1 1.2962 1.4560 235.52 342.92 
13_12_1 1.0707 1.5118 235.52 356.07 
12_16_1 0.5116 1.4954 190.34 284.63 
16_12_1 0.7596 1.4000 190.34 266.48 
12_17_1 0.3123 1.4862 234.28 348.18 
17_12_1 0.5180 1.4766 234.28 345.92 
14_15_1 0.3256 1.4621 320.72 468.91 
15_14_1 1.1730 1.4960 320.72 479.79 
22_21_1 0.0500 1.4113 43.48 61.37 
22_23_1 1.0170 1.5152 269.73 408.69 
23_22_1 0.2037 1.4952 269.73 403.31 
23_24_1 0.5767 1.4433 227.54 328.41 
24_23_1 0.3682 1.4902 227.54 339.07 
24_25_1 0.6938 1.4754 107.39 158.45 
25_24_1 0.0500 1.4000 107.39 150.35 
24_25_2 0.8181 1.4669 87.50 128.35 
25_24_2 0.0500 1.4000 87.50 122.50 
27_26_1 0.0500 1.4000 418.87 586.44 
27_28_1 0.1823 1.4000 542.59 759.63 
28_27_1 0.3432 1.4915 542.59 809.24 
28_29_1 0.0723 1.5081 606.07 914.01 
29_28_1 0.7228 1.4522 606.07 880.11 
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25_30_1 0.3483 1.4854 242.56 360.31 
30_25_1 0.0500 1.4001 242.56 339.61 
30_31_1 0.2565 1.4011 181.07 253.70 
31_30_1 0.1416 1.4813 181.07 268.22 
31_32_1 0.1260 1.5064 136.76 206.01 
32_31_1 0.3670 1.4450 136.76 197.62 
32_33_1 0.0500 1.4461 54.87 79.35 
35_34_1 0.0500 1.5101 126.78 191.46 
36_35_1 0.4927 1.4967 168.12 251.64 
36_37_1 0.1171 1.4486 202.74 293.69 
37_36_1 0.8962 1.4213 202.74 288.15 
37_38_1 0.1204 1.4314 234.83 336.14 
38_37_1 1.2178 1.5069 234.83 353.87 
37_39_1 0.0500 1.4008 77.12 108.03 
36_40_1 0.0500 1.4029 57.12 80.13 
22_38_1 0.2539 1.4846 268.68 398.86 
38_22_1 1.5007 1.5002 268.68 403.07 
41_42_1 0.7212 1.4869 378.15 562.27 
42_41_1 0.1839 1.5089 378.15 570.60 
41_43_1 0.0500 1.4000 454.34 636.08 
38_44_1 0.5324 1.4967 232.10 347.39 
44_38_1 1.1031 1.4844 232.10 344.52 
47_46_1 0.0500 1.4139 489.65 692.32 
47_48_1 1.2493 1.5197 285.48 433.84 
48_47_1 0.5189 1.4859 285.48 424.18 
48_49_1 1.4033 1.4955 173.34 259.23 
49_48_1 1.5160 1.4605 173.34 253.16 
49_50_1 0.3738 1.4876 279.50 415.78 
50_49_1 0.4025 1.4016 279.50 391.76 
50_51_1 0.0500 1.5059 151.16 227.63 
29_52_1 0.5211 1.4751 604.95 892.38 
52_29_1 0.0500 1.4000 604.95 846.94 
52_53_1 0.3379 1.4935 523.07 781.23 
53_52_1 0.1484 1.4889 523.07 778.79 
53_54_1 0.1710 1.5267 479.21 731.60 
54_53_1 0.2748 1.4479 479.21 693.87 
54_55_1 0.0500 1.4000 585.46 819.66 
44_45_1 0.0500 1.4229 305.84 435.17 
56_41_1 0.4105 1.4079 273.49 385.04 
41_56_1 0.6932 1.4000 273.49 382.89 
56_42_1 0.8064 1.4269 179.28 255.81 
42_56_1 0.6972 1.4841 179.28 266.07 
56_57_1 0.1577 1.5097 193.70 292.42 
38_49_1 1.3016 1.4792 183.20 271.00 
49_38_1 1.3513 1.4667 183.20 268.70 
38_48_1 1.3809 1.4329 283.29 405.93 
48_38_1 1.2737 1.4713 283.29 416.82 
AVERAGE 0.5903 1.4651 -- -- 
 
 
 
 
