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Re´sume´ – La relation entre la loi de probabilite´ des intervalles et celle des comptages dans les processus ponctuels est connue
dans le cas stationnaire mais son extension au cas non-stationnaire conduit a` des calculs errone´s dus au fait de ne pas avoir
conside´re´ les distances entre points comme des variables ale´atoires conditionnelles. Partant de cette remarque, le calcul complet
et exact est pre´sente´ aussi bien pour le temps de survie que pour celui de vie. Ce calcul qui retrouve e´videmment les re´sultats
connus du cas stationnaire est applique´ a` divers cas particuliers en particulier ceux des processus de Poisson stricts ou compose´s.
Abstract – The relationship between the probability law of time intervals between points and of counting is well known in the
stationary case. However its extension to the non-stationary case yields to erroneous calculations. This is due to the fact that
distances between points are not considered as conditional random variables. Starting from this remark, the complete and exact
calculation is presented. It is valid as well for the life or the residual times. This calculation yields of course the results known
in the stationary case but also some new results especially for pure or compound non-stationary Poisson processes.
1 Introduction
Les processus ponctuels jouent un roˆle important dans
de nombreuses questions de traitement du signal. Ils appa-
raissent a` l’e´chelle microscopique par exemple pour de´crire
l’eﬀet de grenaille e´lectronique ou le bruit en transmis-
sion optique de l’information, mais aussi a` l’e´chelle macro-
scopique dans l’e´tude des proble`mes de traﬁc et d’encom-
brement des syste`mes de communications.
Il y a deux manie`res traditionnelles de les analyser. La
premie`re fait intervenir les comptages de points dans des
intervalles, les syste`mes physiques correspondants utili-
sant essentiellement des compteurs. La seconde fait in-
tervenir les intervalles entre points et se re´alise expe´ri-
mentalement a` l’aide de convertisseurs temps-amplitude.
La relation entre comptages et intervalles est bien e´tablie
dans le cas stationnaire [1][2]. Par contre son extension au
cas non stationnaire pose des proble`mes qui sont le point
de de´part de cet expose´.
L’ide´e fondamentale consiste a` noter que les intervalles
de temps entre points d’un processus ponctuels doivent
eˆtre conside´re´s comme des variables ale´atoires (VA) con-
ditionnelles. En eﬀet, alors que pour un processus sta-
tionnaire de densite´ non nulle il y a toujours des points
poste´rieurs a` n’importe quel instant, ceci n’a aucune rai-
son d’eˆtre vrai dans le cas non-stationnaire. De`s lors tous
les calculs de loi des intervalles doivent eˆtre conditionne´s
au fait que l’e´ve´nement e´tudie´ peut se produire, c’est a`
dire qu’il y a des points poste´rieurs dont les intervalles les
se´parant peuvent eˆtre analyse´s.
Apre`s avoir pre´cise´ cette ide´e pour le cas du temps de
survie d’ordre 1 on pre´sente le calcul complet des lois de
probabilite´ des temps de survie et de vie exprime´es en
fonction de la loi des nombres de points dans des inter-
valles quelconques. Les re´sultats sont illustre´s par divers
exemples lie´s aux processus de Poisson stricts ou com-
pose´s.
2 Origine du proble`me
Pour expliquer l’ide´e de base, commenc¸ons par l’exem-
ple le plus simple du temps de survie dans les processus
de Poisson non-stationnaires. Ce cas est e´tudie´ dans des
ouvrages de base [3][4][5] qui introduisent un re´sultat er-
rone´ fonde´ sur le raisonnement suivant. Soit L la variable
ale´atoire (VA) e´gale a` la distance entre un instant quel-
conque pris comme origine du temps et le premier point
du processus poste´rieur a` cet instant (temps de survie).
Pour calculer la densite´ de probabilite´ (ddp) p(l) de L on
part de l’e´ve´nement que l’intervalle [0, l[ ne contient aucun
point du processus et que l’intervalle [l, l + dl[ en contient
au moins 1. Ces intervalles e´tant disjoints, les nombres de
points associe´s sont des VA inde´pendantes, ce qui est la
proprie´te´ de base d’un processus de Poisson, et de`s lors la
ddp cherche´e s’e´crirait
f(l) = u(l) exp
{
−
∫ l
0
λ(θ)dθ
}
λ(l), (1)
ou` λ(t) est la densite´ du processus et u(.) la fonction
e´chelon unite´. Dans le cas stationnaire on retrouve la loi
exponentielle u(l)λ exp(−λl). Mais il est facile de ve´riﬁer
que f(l) donne´e par (1) n’est pas ne´cessairement norme´e
et il ne s’agit donc pas d’une vraie ddp. Bien entendu le
meˆme proble`me se pose dans le cas du temps de vie qui est
la distance entre deux points successifs du processus. L’er-
reur du raisonnement apparaˆıt aussi lorsque l’on traite de
la meˆme manie`re des processus qui ne sont pas de Poisson.
Il faut donc reprendre l’ensemble du proble`me.
L’ide´e de base qui n’a jamais e´te´ remarque´e est que la
VA L doit eˆtre conside´re´e comme une VA conditionnelle.
En eﬀet elle n’est de´ﬁnie que s’il existe au moins un point
du processus ponctuel poste´rieur a` 0. Cet e´ve´nement est
presque suˆr dans le cas stationnaire, mais n’a aucune rai-
son de l’eˆtre dans le cas non stationnaire, ce qui est l’o-
rigine de l’erreur. La fonction de re´partition (fr) F (l) de
L est donc une probabilite´ conditionnelle de´ﬁnie par
F (l)

= P [L ≤ l] = P (A¯|D¯) = P (A¯D¯)
P (D¯)
, (2)
ou` A¯ est l’e´ve´nement qu’il y a au moins un point dans
l’intervalle [0, l[ et D¯ celui qu’il y a au moins un point
poste´rieur a` 0. Soit alors pi(l) la probabilite´ qu’il y ait i
points dans [0, l[ (loi des comptages) et πi celle qu’il y ait
i points du processus poste´rieurs a` 0. On a e´videmment
πi = pi(+∞) et P (D¯) = 1 − π0. De plus on a P (A¯D¯) =
P (A¯)P (D¯|A¯). Mais il est e´vident que P (D¯|A¯) = 1. On a
donc P (A¯D¯) = P (A¯) = 1 − p0(l), ce qui donne F (l) =
[1−π0]−1[1−p0(l)]. Il est facile de ve´riﬁer qu’il s’agit bien
d’une fr (fonction non de´croissante variant de 0 a` 1 quand
l varie de 0 a` l’inﬁni), de sorte que la ddp cherche´e vaut
f(l) =
−1
1− π0
dp0(l)
dl
=
−1
1− p0(+∞)
dp0(l)
dl
, (3)
qui est toujours norme´e, contrairement a` (1), et valable
quel que soit le processus ponctuel conside´re´. Cette e´qua-
tion e´tablit bien la relation cherche´e entre la loi des comp-
tages et celle du temps de survie. En fait seule la proba-
bilite´ p0 pour qu’un intervalle soit vide est utilise´e.
Dans le cas d’un processus de Poisson non-stationnaire
de densite´ λ(t) la relation (3) s’e´crit
f(l) =
1
1− e−M e
−m(l) λ(l), (4)
ou` m(l) =
∫ l
0
λ(θ)dθ et M = m(∞). C’est ce dernier terme
de normalisation qui est oublie´ dans (1).
3 Temps de survie d’ordre n
Reprenant la meˆme ide´e dans le cas plus complexe de
la VA Ln distance entre l’origine et le nie`me point du
processus ponctuel poste´rieur a` 0 on obtient sa fr par la
relation
Fn(l)

= P [Ln ≤ l] = P (A¯n|D¯n) = P (A¯nD¯n)
P (D¯n)
, (5)
ou` A¯n est l’e´ve´nement qu’il y a au moins n points dans
l’intervalle [0, l[ et D¯n celui qu’il y a au moins n points
poste´rieurs a` 0. Comme pre´ce´demment on a P (A¯nD¯n) =
P (A¯n) et de plus P (A¯n) = 1 −
∑n−1
i=0 pi(l). Compte-tenu
d’une relation similaire pour P (D¯n), on obtient
Fn(l) =
1
1−∑n−1i=0 πi
[
1−
n−1∑
i=0
pi(l)
]
. (6)
La ddp s’obtient par de´rivation, soit
fn(l) =
−1
1−∑n−1i=0 pi(∞)
n−1∑
i=0
dpi(l)
dl
. (7)
Cette relation montre que pour calculer la ddp du temps
de survie d’ordre n il faut connaˆıtre les lois des comptages
de 0 a` n− 1 points.
Dans le cas d’un processus de Poisson non stationnaire
de densite´ λ(t) cette relation peut se mettre sous la forme
fn(l) =
1
1− dn(M) e
−m(l) m
n−1(l)
(n− 1)! λ(l), (8)
ou` m(l) et M ont e´te´ de´ﬁnis apre`s (4) et
dn(m)

=
n−1∑
i=0
pi = e−m
[
1 + m + ... +
mn−1
(n− 1)!
]
. (9)
C’est ce dernier terme, ge´ne´ralement oublie´, qui assure la
normalisation de fn(l).
Conside´rons maintenant le cas des processus de Poisson
compose´s. Ce sont des processus de Poisson dont la den-
site´ λ(t) est ale´atoire. Ils jouent un roˆle fondamental en
optique statistique [6]. La ddp du temps de vie d’ordre n
est calcule´e a` partir de (8) ou` dn(M) est remplace´ par son
espe´rance mathe´matique et ou` l’on prend l’espe´rance par
rapport a` λ(t) du nume´rateur, ce qui donne
fn(l) =
1
(n− 1)!
E{[m(l)]n−1λ(l)e−m(l)}
1− E[dn(M)] . (10)
Dans le cas ou` λ(t) est stationnaire on a E[dn(M)] = 0, et
l’on retrouve alors l’expression classique valable pour les
processus de Poisson compose´s stationnaires.
4 Temps de vie
C’est la distance entre deux points successifs ou non du
processus. Comme ci-dessus cette distance doit eˆtre con-
side´re´e comme une VA conditionnelle dans le meˆme sens
que pour le temps de survie. Mais l’existence d’un point
du processus a` l’origine de l’intervalle complique sensible-
ment les calculs et l’on pre´sente tout d’abord leur principe
dans le cas le plus simple du temps de vie d’ordre 1.
Le raisonnement aboutissant a` (3) est encore valable,
a` condition de remplacer p0 et π0 par des probabilite´s
conditionnelles a` l’existence d’un point du processus a` l’o-
rigine de´nomme´e ici t puisqu’il n’est plus possible de la
ﬁxer a` l’avance. Il convient de noter que pour un proces-
sus re´gulier la probabilite´ qu’il y ait un point en un instant
donne´ est nulle. Il faut donc conside´rer un intervalle in-
ﬁnite´simal au voisinage de t. Soit alors p0(t, l), t < l, la
probabilite´ pour qu’il n’y ait aucun point du processus
dans l’intervalle [t, l[, t < l. On fait une partition de cet
intervalle en posant I = [t, t + ∆t[ et A = [t + ∆t, l[. Soit
A0 et I0 respectivement les e´ve´nements que A et I ne
contiennent aucun point. Comme ∆t est tre`s petit, I ne
peut contenir que 0 ou 1 point, ce dernier e´ve´nement e´tant
note´ I1. De plus P (I1) = µ(t)∆t ou` µ(t) est la densite´ du
processus ponctuel. La probabilite´ conditionnelle pˆ0(t, l)
qui doit eˆtre inse´re´e dans (3) est pˆ0(t, l) = P (A0|I1) =
P (A0I1)/P (I1). Mais comme I1 est le comple´mentaire de
I0 on a
P (A0I1) = P (A0)− P (A0I0) = ∂p0(t, l)
∂t
∆t. (11)
En faisant le meˆme calcul pour πˆ0 = pˆi(t, +∞) on obtient
la fr du temps de vie par
g1(t, l) =
µ(t)− ∂∂tp0(t, l)
µ(t)− ∂∂tp0(t,∞)
. (12)
On en de´duit la ddp par de´rivation, soit
g1(t, l) =
−1
µ(t)− ∂∂tp0(t,∞)
∂2p0(t, l)
∂t∂l
. (13)
Il est facile de voir que cette quantite´ est bien norme´e
lorsque l varie de t a` l’inﬁni. Il importe de bien voir la
signiﬁcation de cette relation. Il s’agit de la ddp d’une VA
L(t) distance entre un point du processus a` l’instant t et le
premier point poste´rieur a` t. Il est e´vident que cette ddp
de´pend de t et de l. Mais il convient de remarquer que,
comme pour le temps de survie, la loi de probabilite´ du
temps de vie ne de´pend que de la probabilite´ p0(t, l) pour
que l’intervalle [t, l[ soit vide.
Le calcul peut se ge´ne´raliser a` l’ordre n mais ne´cessite
quelques pre´cautions. La fr Gn(t, l) se de´duit de (6) en
remplac¸ant les probabilite´s marginales pi par les probabi-
lite´s conditionnelles pˆi. Comme pour pˆ0(t, l) on peut e´crire
pˆi(t, l) = P (Ai|I1) = P (AiI1)/P (I1). Le de´nominateur
s’e´crit toujours P (I1) = µ(t)∆t et il reste donc a` calculer
le nume´rateur. Pour ceci on part du fait que l’intervalle I
ne peut contenir que 0 ou 1 point, ce qui donne
P (AiI1) = P (Ai)− P (AiI0). (14)
Soit alors H l’intervalle [t, l[= I ∪A. Il est alors clair que
l’e´ve´nement Hi peut se de´composer en la somme Hi =
AiI0 + Ai−1I1 d’ou` il re´sulte
P (Hi) = P (AiI0) + P (Ai−1I1). (15)
Combine´ avec la relation pre´ce´dente, ceci donne
P (AiI1) = P (Ai)− P (Hi) + P (Ai−1I1). (16)
On peut re´pe´ter cette ope´ration pour arriver a` la relation
(11) P (A0I1) = P (A0)− P (H0). Ceci donne donc
P (AiI1) =
i∑
k=0
[P (Ai)− P (Hi)]. (17)
Mais il re´sulte de la de´ﬁnition de Hi que
P (Ai)− P (Hi) = ∂p0(t, l)
∂t
∆t. (18)
En inse´rant ces relations dans (6) on obtient
Gn(t, l) =
µ(t)−∑n−1i=0 ∑ik=0 ∂∂tpo(t, l)
µ(t)−∑n−1i=0 ∑ik=0 ∂∂tpo(t,∞) . (19)
En prenant la de´rive´e par rapport a` l on obtient la ddp
qui vaut
gn(t, l) =
−1
D
n−1∑
i=0
i∑
k=0
∂2pk(t, l)
∂t∂l
. (20)
ou` D est le de´nominateur apparaissant dans (19).
Cette formule e´tablit bien la relation entre la loi des
comptages caracte´rise´e par les pi(t, l) et celle de la dis-
tance entre un point du processus et le nie`me qui lui est
poste´rieur.
Malgre´ son apparence complexe elle donne pour les pro-
cessus de Poisson purs ou compose´s non stationnaires des
re´sultats tre`s maniables.
On peut d’ailleurs la simpliﬁer en notant que
n−1∑
i=0
i∑
k=0
∂2pk(t, l)
∂t∂l
=
n−1∑
k=0
(n− k)∂
2pk(t, l)
∂t∂l
. (21)
5 Exemples
5.1 Processus de Poisson purs non-stationnaires
Soit un processus de Poisson dont la densite´ vaut λ
dans l’intervalle [0, T [ et 0 ailleurs. La ddp de la variable
ale´atoire Ln, temps de survie d’ordre n est donne´e par (8)
qui devient
fn(l) =
1
1− dn(M)
(λl)n−1
(n− 1)! λe
−λl , 0 ≤ l ≤ T, (22)
et 0 ailleurs. On peut aise´ment calculer la moyenne de Ln
qui vaut
E(Ln) =
n
λ
1− dn+1(M)
1− dn(M) =
n
λ
cn(M), (23)
ou` dn and M ont e´te´ de´ﬁnis pre´ce´demment. Lorsque T →
∞, cn(M) → 1 et le processus tend a` devenir stationnaire.
Dans ce cas E(Ln) tend vers la valeur n/λ, ce qui est bien
en accord avec le fait que pour un processus de Poisson sta-
tionnaire de densite´ λ les distances entre points successifs
sont des variables ale´atoires IID de valeur moyenne 1/λ.
Ainsi le dernier terme cn(M) peut eˆtre conside´re´ comme
un facteur de correction lie´ a` la non-stationnarite´ du pro-
cessus. Il est repre´sente´ sur la ﬁgure 1 en fonction de M
pour diverses valeurs de n. Il est clair que le facteur de
normalisation 1− dn(M) est fondamental pour obtenir la
vraie valeur de la moyenne.
La diﬀe´rence entre les processus de Poisson station-
naires ou non a` densite´ constante est particulie`rement im-
portante quand la densite´ λ devient tre`s petite. Dans le
cas stationnaire la moyenne 1/λ tend vers l’inﬁni. Ceci est
e´videmment impossible dans le cas e´tudie´ ici ou` le pro-
cessus est limite´ a` l’intervalle ﬁni [0, T [. Pour λ → 0, la
moyenne E(Ln) de´ﬁnie par (23) tend vers T [n/(n + 1)].
Par exemple pour n = 1 ceci donne T/2, qui peut aussi
s’obtenir a` partir de le ddp f1(l) qui tend vers 1/T indi-
quant que Ln est uniforme´ment distribue´ dans l’intervalle
[0, T [.
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Figure 1. Terme de correction cn(M) en fonction de M
pour n = 1, 2, 3, 4, 5.
5.2 Processus de Poisson compose´s
La loi du temps de survie est donne´e par (10). Inte´-
ressons-nous donc a` celle du temps de vie. Pour l’ordre
1 (intervalles entre points successifs) on part de la for-
mule ge´ne´rale (12). Comme p0(t, l) = E{exp[−m(t, l)]} ou`
m(t, l) est la VA de´ﬁnie par
m(t, l) =
∫ l
t
λ(θ)dθ, (24)
on obtient par de´rivation de cette fonction
g1(t, l) =
1
µ(t)− E[λ(t)e−M ] E[λ(t)λ(l)e
−m(t,l)]. (25)
Dans le cas stationnaire µ(t) = µ et E[λ(t)e−M ] = 0. On
retrouve alors une formule classique. Les termes λ(t) et
λ(l) sont relie´s a` l’existence d’un point aux voisinages de
t et l.
Dans le cas ge´ne´ral, un calcul non reproduit ici donne
le re´sultat suivant
gn(t, l) =
1
µ(t)− E[λ(t)e−M ] E
[
λ(t)
m(t, l)n−1
(n− 1)! λ(l)e
−m(t,l)
]
(26)
ou` m(t, l) est la VA de´ﬁnie par (24). Cette formule, bien
que plus complique´e a` obtenir que (25) s’interpre`te de
manie`re identique.
5.3 Processus stationnaires
Dans ce cas T → ∞ et µ(t) = µ. Le de´nominateur de
(20) devient µ et compte tenu de (21) on obtient
gn(t, l) =
−1
µ
n−1∑
k=0
(n− k)∂
2pk(t, l)
∂t∂l
. (27)
Mais dans le cas stationnaire pk(t, l) ne de´pend que de
l − t, soit fk(l − t). Ceci donne une autre forme de (27)
s’e´crivant
gn(t, l) =
1
µ
n−1∑
k=0
(n− k)f ′′k (l − t). (28)
On retrouve ainsi la relation (81) apparaissant dans [1].
Toutefois l’usage de (27) et (28) requiert une certaine at-
tention et, pour simpliﬁer, ceci va eˆtre analyse´ pour la
ddp g1(t, l) d’un processus de Poisson compose´. Pour un
tel processus on a
p0(t, l) = E
{
exp[−
∫ l
t
λ(θ)dθ]
}
(29)
qui est eﬀectivement une fonction de l− t seulement parce
que λ(t) est un signal ale´atoire stationnaire. L’application
de (27) donne
g1(t, l) =
1
µ
E
{
λ(t)λ(l) exp[−
∫ l
t
λ(θ)dθ]
}
, (30)
ou` µ = E[λ(t)]. Cette relation peut d’ailleurs eˆtre obtenue
directement a` partir des proprie´te´s des processus de Pois-
son compose´s (voir p. 181 de [5]).
Par contre l’application de (28) donne
g1(t, l) =
1
µ
E
{
[−λ′(l) + λ2(l)] exp[−
∫ l
t
λ(θ)dθ]
}
.
(31)
Il n’est pas e´vident de montrer l’identite´ de ces deux
expressions. Cependant il est clair que (30) est beaucoup
plus facile d’usage car on n’utilise pas la de´rive´e de la fonc-
tion ale´atoire λ(t). Mais son interpre´tation est e´galement
plus claire car, comme on l’a de´ja` note´, λ(t) et λ(l) sont
directement lie´s a` la pre´sence d’un point en t et l, tandis
que le terme exponentiel indique l’absence de points entre
ces deux instants.
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