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ON FINITE FREE FISHER INFORMATION FOR EIGENVECTORS OF A MODULAR
OPERATOR
BRENT NELSON
Abstract. Suppose M is a von Neumann algebra equipped with a faithful normal state ϕ and generated
by a finite set G = G∗, |G| ≥ 2. We show that if G consists of eigenvectors of the modular operator ∆ϕ
with finite free Fisher information, then the centralizer Mϕ is a II1 factor and M is either a type II1 factor
or a type IIIλ factor, 0 < λ ≤ 1, depending on the eigenvalues of G. Furthermore, (M
ϕ)′ ∩M = C, Mϕ
does not have property Γ, and M is full provided it is type IIIλ, 0 < λ < 1.
Introduction
Given random variables x1, . . . , xn in a non-commutative probability space (M,ϕ), it is natural to ask what
information about the distribution of a polynomial p ∈ C 〈x1, . . . , xn〉 can be gleaned from the distributions
of x1, . . . , xn. If p = x1+ x2 or p = x1x2 with x1 freely independent from x2, the theory of free additive and
multiplicative convolutions tells us everything about the distribution of p, but (until recently) without the
strict regularity condition of free independence little could be deduced about the distribution of a general
polynomial.
Shlyakhtenko and Skoufranis studied the distributions of matrices of polynomials in freely independent
random variables x1, . . . , xn and their adjoints, and in particular showed that if x1, . . . , xn were semicircular
random variables, then any self-adjoint polynomial has diffuse spectrum [24]. Mai, Speicher, and Weber later
improved upon this result by showing that if x1, . . . , xn are self-adjoint random variables, not necessarily
freely independent or having semicircular distributions but instead having finite free Fisher information, then
x1, . . . , xn are algebraically free, any non-constant self-adjoint polynomial p ∈ C 〈x1, . . . , xn〉 has diffuse spec-
trum, and W ∗(x1, . . . , xn) contains no zero divisors for C 〈x1, . . . , xn〉 [17]. Charlesworth and Shlyakhtenko
further improved on this result by weakening the assumption of finite free Fisher information to having full
free entropy dimension, and showed that under stronger assumptions on x1, . . . , xn one can assert that the
spectral measure of p ∈ C 〈x1, . . . , xn〉 is non-singular [3]. These techniques have since been applied by Hart-
glass to show that certain elements in C∗-algebras associated to weighted graphs have diffuse spectrum [15].
In this paper, these techniques are brought to bear on non-tracial von Neumann algebras.
We consider a von Neumann algebra M with a faithful normal state ϕ, and a finite generating set G.
We will further assume that G has finite free Fisher information with respect to the state ϕ, and that each
y ∈ G is an “eigenoperator”; that is, scaled by the modular automorphism group: σϕt (y) = λity y for some
λy > 0. Under these assumptions, we obtain a criterion for when polynomials C 〈G〉 in the centralizer Mϕ
have diffuse spectrum (cf. Corollary 5.10). Our context is inspired by Shlyakhtenko’s free Araki-Woods
factors, which are non-tracial von Neumann algebras generated by generalized circular elements (operators
scaled by the action of the modular automorphism group, cf. [21, Section 4]).
Regularity conditions on x1, . . . , xn can also have consequences on the von Neumann algebra generated by
these operators. Indeed, Dabrowski [12] showed that if x1, . . . , xn in a tracial non-commutative probability
space have finite free Fisher information, then these operators generate a factor without property Γ. The
non-tracial analogue of this result, which considers the centralizer Mϕ as well as M , is the content of the
two main results of this paper. The first is concerned with factoriality:
Theorem A. Let M be a von Neumann algebra with a faithful normal state ϕ. Suppose M is generated by a
finite set G = G∗, |G| ≥ 2, of eigenoperators of σϕ with finite free Fisher information. Then (Mϕ)′∩M = C.
In particular, Mϕ is a II1 factor and if H < R
×
+ is the closed subgroup generated by the eigenvalues of G
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then
M is a factor of type


III1 if H = R
×
+
IIIλ if H = λ
Z, 0 < λ < 1
II1 if H = {1}.
Lacking property Γ is, for tracial von Neumann algebras, equivalent to the more general property of a von
Neumann algebra being “full” (cf. Subsection 1.2). Consequently, the following theorem is the other half of
the non-tracial analogue to Dabrowski’s result:
Theorem B. Let M be a von Neumann algebra with a faithful normal state ϕ. Suppose M generated by a
finite set G = G∗, |G| ≥ 2, of eigenoperators of σϕ with finite free Fisher information. Then Mϕ does not
have property Γ. Furthermore, if M is a type IIIλ factor, 0 < λ < 1, then M is full.
The structure of the paper is as follows. In Section 1 we recall various notions relevant to the study
of non-tracial von Neumann algebras. We also recall the definition of Dirichlet and completely Dirichlet
forms. The context of our results is established in Section 2, wherein eigenoperators are defined and studied.
In Section 3 we analyze derivations on the non-tracial von Neumann algebra M , conjugate variables, and
free Fisher information. Of particular interest are “µ-modular” derivations, namely those derivations that
interact nicely with the modular automorphism group σϕ. Section 4 is dedicated to the study of closable
µ-modular derivations. In order to show that these closures are still derivations when restricted to the
centralizer Mϕ, we study Dirichlet forms arising from µ-modular derivations. This is also used to establish
a type of Kaplansky’s density theorem for operators in the domain of a µ-modular derivation. Contraction
resolvents associated to these derivations are also considered here. In Section 5 we produce a criterion
for when polynomials C 〈G〉 in Mϕ are diffuse, and deduce when monomials in Mϕ have an atom at zero
and of what size. Section 6 combines the analysis of the previous two sections to show that derivations
associated to y ∈ G give rise to derivations (enjoying many of the same properties) that are related to the
polar decomposition of y. Furthermore, the derivations associated to |y| for y ∈ G are in some sense tracial
derivations, which we exploit in the proofs of our main theorems in Section 7. Theorem A is proven using a
contraction resolvent argument similar to the one used in [12]. The type classifications of these von Neumann
algebras are deduced using the well-known invariants recalled in Section 1. Theorem B is proven by using the
derivations associated to |y| for y ∈ G to appeal to a tracial result of Curran, Dabrowski, and Shlyakhtenko
from [11].
Acknowledgments. I would like to thank Dimitri Shlyakhtenko for the initial idea of this paper and his
guidance in the early stages. I am indebted to Yoann Dabrowski, who greatly accelerated the progress of
this paper with discussions we had while at Mathematisches Forschungsinstitut Oberwolfach, and suggested
proofs that significantly improved Theorem B. Fabio Cipriani also helped immensely by guiding me through
the literature on Dirichlet forms. Thanks to Ian Charlesworth, Michael Hartglass, and Benjamin Hayes who
all provided an abundance of support and advice. Finally, I would also like to thank the anonymous referee
for their helpful comments and suggestions.
1. Preliminaries
Throughout the paper, M will denote a von Neumann algebra with a faithful normal state ϕ.
1.1. Arveson spectrum and Connes’s S(M) invariant. SupposeM is a factor. We recall some invariants
for later use in establishing the type classification ofM in Theorem A. The following exposition can be found
in greater generality in [26, Chapter XI].
Identify R×+ as the dual group of R via the pairing
R⊗ R×+ ∋ (t, λ) 7→ λit,
so that the Fourier transform F on L1(R) is defined
(Ff)(λ) =
∫
R
λ−itf(t) dt, f ∈ L1(R).
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Denote by A(R×+) := F(L1(R)), and for f ∈ A(R×+) let fˇ denote its inverse image under the Fourier transform.
When f is integrable this can be computed by the inverse Fourier transform:
fˇ(t) =
∫
R
×
+
λitf(λ) dλ f ∈ A(R×+) ∩ L1(R×+).
The following definitions are due to Arveson (cf. [1]), but we use the notation from [26, Chapter XI]. For
all x ∈M and f ∈ A(R×+), denote
σf (x) =
∫
R
fˇ(−t)σϕt (x) dt.
Define for each x ∈M
I(x) = {f ∈ A(R×+) : σϕf (x) = 0}.
The σϕ-spectrum of x is defined
Spσϕ(x) := {λ ∈ R×+ : f(λ) = 0, f ∈ I(x)},
and the Arveson spectrum of σϕ is defined
Sp(σϕ) :=
{
λ ∈ R×+ : f(λ) = 0, f ∈
⋂
x∈M
I(x)
}
.
Lemma 1.1 ( [26, Lemma XI.1.3.(v)]). For an open subset U ⊂ R×+ define Mσ
ϕ
0 (U) as the weak
∗ closed
subspace of M spanned by {
σϕf (x) : x ∈M, f ∈ A(R×+) with supp(f) ⊂ U
}
.
Then λ ∈ R×+ belongs to Sp(σϕ) if and only if Mσ
ϕ
0 (U) 6= {0} for every open neighborhood U of λ.
Given a projection p ∈ Mϕ, the restriction of σϕ to pMp is denoted (σϕ)p. The Connes spectrum of
σϕ [8, Definition 2.2.1] is defined
Γ(σϕ) :=
⋂
p
Sp((σϕ)p),
where the intersection is over non-zero projections p ∈Mϕ.
Lemma 1.2 ( [8, Proposition 2.2.2.(c)]). If M is a factor with faithful normal state ϕ such that Mϕ is a
factor, then Γ(σϕ) = Sp(σϕ).
For a faithful semi-finite normal weight ψ on M , let Sψ denote the closure of the map M ∋ x 7→ x∗ when
viewed as a densely defined operator on L2(M,ψ). The polar decomposition Sψ = Jψ∆
1/2
ψ yields an anti-
linear isometry Jψ and the modular operator ∆ψ, which is a positive non-singular (unbounded) operator
densely defined on L2(M,ψ). Suppose M is a factor. Denoting the set of all faithful semi-finite normal
weights on M by W0, the modular spectrum of M [8, Definition 3.1.1] is defined
S(M) :=
⋂
ψ∈W0
spectrum(∆ψ).
If S(M) = {1}, then M is semi-finite. Otherwise M is a type III factor and S(M) determines its type
classification:
M is of type


III0 if S(M) = {0, 1}
IIIλ if S(M) = {0} ∪ λZ for 0 < λ < 1
III1 if S(M) = [0,+∞).
Lemma 1.3 ( [8, Theorem 3.2.1, Corollary 3.2.7]). If M is a factor with faithful normal state ϕ then
S(M) ∩ R×+ = Γ(σϕ), and if Mϕ is a factor then S(M) = spectrum(∆ϕ).
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1.2. Full von Neumann algebras. Let Aut(M) denote the group of automorphisms onM , and let Int(M)
denote the group of inner automorphisms (i.e. those automorphisms implemented via conjugation by a
unitary u ∈ M). On Aut(M) we consider the topology of point-wise norm convergence in M∗: a net
{αι} ⊂ Aut(M) converges to α ∈ Aut(M) if for every φ ∈M∗ we have
0 = lim
ι
‖φ ◦ (αι − α)‖M∗ = lim
ι
sup
x∈M
|φ(αι(x) − α(x))|
‖x‖ .
Definition 1.4 ( [9, Definition 3.5]). A von Neumann algebra M with separable predual M∗ is full when
Int(M) is closed in Aut(M) with respect to the above topology.
Given φ ∈M∗ and x ∈M we define [x, φ] ∈M∗ by [x, φ](y) := φ([y, x]).
Definition 1.5. For φ ∈M∗, an operator-norm-bounded sequence (zj)j∈N in M is said to be in the asymp-
totic centralizer with respect to φ if ‖[zj, φ]‖M∗ → 0.
Theorem 3.1 of [9] tells us the following two conditions are equivalent for a von Neumann algebraM with
separable predual:
(i) M is full.
(ii) Whenever a bounded sequence (zj)j∈N in M is in the asymptotic centralizer with respect to φ for
all φ ∈M∗, there exists a bounded sequence of scalars (cj)j∈N so that zj − cj → 0 ∗-strongly.
For any faithful normal state ψ, we define a norm on M by
‖x‖♯ψ :=
√
‖x‖2ψ + ‖x∗‖2ψ x ∈M,
and recall that for uniformly bounded sequences in M convergence with respect to this norm coincides with
∗-strong convergence. It is an easy exercise to see that the sequence of scalars in condition (ii) can be replaced
with (ψ(zj))j∈N for any faithful normal state ψ on M . Moreover, zj can be replaced with zj −ψ(zj) so that
we need only consider ψ-centered sequences. Finally, when M is a II1 factor this condition is equivalent to
not having property Γ.
1.3. Entire elements and a bimodule structure for L2(M,ϕ). While L2(M,ϕ) is a left M -module,
unlike in the tracial case, the right action of M on itself does not in general extend to a bounded action on
L2(M,ϕ). However, there is a ∗-subalgebra of M containing the centralizer Mϕ for which the right action
extends to a bounded action on L2(M,ϕ).
Recall that a map from a complex domain valued in a Banach space is analytic if it can locally be expressed
as a norm-convergent power series with coefficients in the Banach space. Such a map is entire if the domain
is C.
Definition 1.6 ( [26, Definition VIII.2.2]). An element x ∈ M is said to be entire if the M -valued map
R ∋ t 7→ σϕt (x) has an extension to an entire function, denoted by fx : C → M . The set of entire elements
will be denoted M∞.
Given x ∈M∞ and a ∈M , we compute
‖ax‖ϕ = ‖Jϕax‖ϕ = ‖∆1/2ϕ x∗a∗‖ϕ ≤ ‖fx∗(−i/2)‖‖∆1/2ϕ a∗‖ϕ = ‖fx∗(−i/2)‖‖a‖ϕ.
Thus this right action of M∞ extends to L2(M,ϕ) and L2(M,ϕ) is an M -M∞ bimodule.
Remark 1.7. We note that for ξ ∈ L2(M,ϕ) and x ∈M∞ the right action we are considering is equivalent
to
ξ · x = (Jϕσϕi/2(x)∗Jϕ)ξ = Sϕx∗Sϕξ,
whereas the usual right action ofM on L2(M,ϕ) is given by Jϕx
∗Jϕξ. We make this adjustment for the sake
of the derivations; that is, so that when ξ ∈M , the action of x is simply right-multiplication. In Section 5.1
we will make use of the usual right action.
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1.4. Dirichlet forms. We refer the reader to [4, Section 4] and [5, Section 4] for further details. We begin
with a discussion of standard forms of a von Neumann algebra. Dirichlet forms are defined in terms of a
certain monotonicity condition on Hilbert spaces, and hence require a choice of positive cone. In our context,
the Hilbert space will be L2(M,ϕ) and a standard form offers a convenient choice of positive cone.
Since M ⊂ dom(Sϕ) = dom (∆1/2ϕ ), we have M ⊂ dom(∆1/4ϕ ). Let L2+(M,ϕ) = ∆1/4ϕ M+, then
(M,L2(M,ϕ), L2+(M,ϕ), Jϕ) is a standard form of M . A vector ξ ∈ L2(M,ϕ) is Jϕ-real if Jϕξ = ξ; we
let L2s.a.(M,ϕ) denote the closed subspace of Jϕ-real vectors. We note that
L2s.a.(M,ϕ) = ∆
1/4
ϕ Ms.a..
We will consider complex-valued, sesquilinear forms (linear in the right entry)
E : dom (E )× dom(E )→ C,
defined on a dense subspace dom(E ) ⊂ L2(M,ϕ), along with the associated quadratic form E [ξ] := E (ξ, ξ),
ξ ∈ dom(E ). The quadratic form is Jϕ-real if Jϕdom (E ) ⊂ dom (E ) and E [Jϕξ] = E [ξ] for all ξ ∈ dom(E ).
We will restrict our attention to the case when E [·] is valued in [0,∞). Such forms are closed if dom (E ) is
a Hilbert space with the inner product
〈ξ, η〉
E
:= 〈ξ, η〉ϕ + E (ξ, η),
and are closable if the identity map from dom(E ) to L2(M,ϕ) extends injectively to the Hilbert space
completion of dom (E ) with respect to ‖ · ‖E . Equivalently, E is closed if whenever {ξn}n∈N ⊂ dom (E ) is a
Cauchy sequence with respect to ‖ · ‖E and ξn → ξ with respect to ‖ · ‖ϕ, then ξ ∈ dom (E ) and ξn → ξ with
respect to ‖ · ‖E . E is closable if whenever {ξn}n∈N ⊂ dom (E ) is a Cauchy sequence with respect to ‖ · ‖E
and ξn → 0 with respect to ‖ · ‖ϕ, then limn E [ξn] = 0. In particular, if E [ξ] = ‖Tξ‖2ϕ for some operator T
with dom (T ) = dom (E ), then E is closed (resp. closable) if and only if T is closed (resp. closable).
If one extends a closed form E to all of L2(M,ϕ) by letting E ≡ +∞ outside of dom(E ), then E is lower
semicontinuous: whenever {ξn}n∈N ⊂ dom (E ) converges to ξ ∈ L2(M,ϕ) we have
E [ξ] ≤ lim inf
n→∞
E [ξn].
In this case, to show ξ ∈ dom (E ) (for the unextended form) it suffices to show E [ξ] < +∞.
Consider the following closed, convex set:
C = {∆1/4ϕ x : x ∈Ms.a., x ≤ 1}
‖·‖ϕ
For ξ ∈ L2s.a.(M,ϕ), we let ξ ∧ 1 denote the projection of ξ onto C.
A quadratic form (E , dom(E )) is Markovian if for every Jϕ-real ξ ∈ dom (E ), ξ ∧ 1 ∈ dom (E ) with
E [ξ ∧ 1] ≤ E [ξ].
A Dirichlet form is a closed Markovian form.
For any n ∈ N, one has a canonical extension of E to L2(Mn(M), 1nϕ ◦Tr) in terms of the quadratic form
E
(n) defined on the subspace {[ξi,j ]ni,j=1 : ξi,j ∈ dom (E ), 1 ≤ i, j ≤ n} by
E
(n)[[ξi,j ]
n
i,j=1] =
n∑
i,j=1
E [ξi,j ].
A form is completely Markovian (resp. completely Dirichlet) if E (n) is Markovian (resp. Dirichlet) for every
n ≥ 1.
2. Eigenoperators
We will assume that M is reasonably well-behaved under the action of the the modular automorphism
group σϕ; that is, M is generated by operators for whom the action of σϕ is merely multiplication by a
scalar. Such operators will be known as “eigenoperators” of σϕ. We begin with some equivalent conditions
for having such generators and the analytic implications of their existence.
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2.1. Regarding the generators. We begin with a proposition that, given a finitely generated von Neumann
algebra M with faithful normal state ϕ and minimal assumptions on the generators, will allow us to freely
switch to generators with more convenient behavior under the modular operator ∆ϕ.
Proposition 2.1. Let M be a von Neumann algebra with a faithful normal state ϕ. Then the following are
equivalent:
(i) M is generated by {e1, . . . , en} ⊂Ms.a. such that ∆ϕej ∈ span{e1, . . . , en} for each j = 1, . . . , n.
(ii) M is generated by {x1, . . . , xn} ⊂Ms.a. such that ∆ϕxj =
∑n
k=1[A]jkxk for each j = 1, . . . , n where
A ∈ Mn(C) is a positive definite matrix of the form A = diag(A1, . . . , Ak, 1, . . . , 1) where for each
j = 1, . . . , k
Aj =
1
2
(
λj + λ
−1
j −i(λj − λ−1j )
i(λj − λ−1j ) λj + λ1j
)
for some λj ∈ (0, 1). Furthermore, the covariance of these generators is given by
ϕ(xkxj) =
[
2
1 +A
]
jk
.
(iii) M is generated by {c1, c∗1, . . . , ck, c∗k, z2k+1, . . . , zn} where ∆ϕcj = λjcj for some λj ∈ (0, 1), j =
1, . . . , k, and zj are self-adjoint elements satisfying ∆ϕzj = zj, j = 2k + 1, . . . , n.
Moreover, elements of GL(n,C) linearly relate the three sets of generators in the following sense. If V =
(v1, . . . , vn) and W = (w1, . . . , wn) are n-tuples formed by two sets of the above generators, then there is a
Q ∈ GL(n,C) such that V = QW .
Consequently the modular automorphism group {σϕt }t∈R of ϕ can be extended to σϕz , z ∈ C, on
C 〈e1, . . . , en〉 = C 〈x1, . . . , xn〉 = C 〈c1, c∗1, . . . , ck, c∗k, z2k+1, . . . , zn〉 .
In particular, for any z ∈ C we have
σϕz (xj) =
∑n
k=1[A
iz ]jkxk ∀j ∈ {1, . . . , n},
σϕz (cj) = λ
iz
j cj ∀j ∈ {1, . . . , k}, and
σϕz (zj) = zj ∀j ∈ {2k + 1, . . . , n}.
Proof. We first note that (iii)⇒(i) is clear.
(i)⇒(ii). Since ϕ is faithful, we assume without loss of generality that {e1, . . . , en} ⊂ L2(M,ϕ) is a linearly
independent set. Furthermore, Re 〈·, ·〉ϕ is a positive definite symmetric bilinear form and so by a Gram-
Schmidt process we may assume 〈ej , ek〉ϕ ∈ iR when j 6= k and ‖ej‖ϕ = 1 while still maintaining ej = e∗j for
each j = 1, . . . , n.
Now, the modular operator ∆ϕ is a positive, non-singular operator on L
2(M,ϕ). The condition on
{e1, . . . , en} implies that span{e1, . . . , en} is a ∆ϕ-invariant subspace. Define A ∈Mn(C) by
∆ϕej =
n∑
k=1
[A]jkek ∀j = 1, . . . , n.
We first claim that A = A∗. Let Λ ∈Mn(C) be the covariance matrix: [Λ]jk := 〈ek, ej〉ϕ for all j, k = 1, . . . , n.
Note that Λ is positive definite since {e1, . . . , en} is a linearly independent set. Also,
[ΛTΛ]jk =
n∑
l=1
[Λ]lj [Λ]lk =
n∑
l=1
〈ej, el〉ϕ 〈ek, el〉ϕ
=
n∑
l=1
〈el, ej〉ϕ〈el, ek〉ϕ
=
n∑
l=1
−〈el, ej〉ϕ · − 〈el, ek〉ϕ = [ΛΛT ]jk,
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which implies ΛTΛ−1 = Λ−1ΛT . Now, recall Sϕ = Jϕ∆
1/2
ϕ = ∆
−1/2
ϕ Jϕ, where Jϕ is an anti-linear isometry.
We have for each j, k ∈ {1, . . . , n}
[AΛ]jk =
n∑
l=1
[A]jl 〈ek, el〉ϕ =
〈
ek,
n∑
l=1
[A]jlel
〉
ϕ
= 〈ek,∆ϕej〉ϕ
= 〈Jϕ∆ϕej , Jϕek〉ϕ =
〈
∆−1/2ϕ Jϕ∆
1/2
ϕ ej , Jϕek
〉
ϕ
= 〈Sϕej, Sϕek〉ϕ
= 〈ej , ek〉ϕ = [ΛT ]jk,
so that A = ΛTΛ−1 = Λ−1ΛT . By a similar computation we have ΛA∗ = ΛT or A∗ = Λ−1ΛT = A. We also
note that this computation also shows
A = Λ−1/2ΛTΛ−1/2
AT = (Λ−1)TΛ = (Λ−1ΛT )−1 = A−1,
hence A is positive definite with inverse A−1 = AT .
Thus for each t ∈ R, Ut := Ait is a unitary matrix because A > 0 and an orthogonal matrix because
UTt = (A
it)T = A−it = U−1t .
Hence, the entries of Ut are real and t 7→ Ut is an orthogonal representation of R on Rn. It follows that up to
conjugating by some orthogonal matrix with real entries, ∀t ∈ R we have Ut = diag(R1(t), . . . , Rk(t), 1, . . . , 1)
where for each j = 1, . . . , k
Rj(t) =
(
cos(t logλj) − sin(t logλj)
sin(t logλj) cos(t logλj)
)
for some λj ∈ (0, 1]. Using the formula
i log(A)tv = lim
t→0
1
t
(Ut − 1)v ∀v ∈ Cn,
we see that A has the desired form up to conjugation by an orthogonal matrix with real entries. Redefine
A to be the desired conjugated form and let x1, . . . , xn ∈ Ms.a. be the image of {e1, . . . , en} under this
orthogonal change of basis. Then clearly {x1, . . . , xn} generate M and we have ∆ϕxj =
∑n
k=1[A]jkxk for
each j = 1, . . . , n.
Redefine Λ to be the covariance matrix of {x1, . . . , xn}. Note that {x1, . . . , xn} is orthonormal with
respect to Re 〈·, ·〉ϕ since these elements are obtained from {e1, . . . , en} by an orthogonal change of basis.
Hence [
Λ + ΛT
]
jk
= 2Re 〈xk, xj〉ϕ = [2]jk,
so that 1 + ΛTΛ−1 = 2Λ−1. By the same computation as above we have that ΛTΛ−1 = A. It follows that
Λ =
2
1 +A
.
(ii)⇒(iii). Define Q ∈Mn(C) by Q = diag(Q1, . . . , Qk, 1, . . . , 1) where for each j = 1, . . . , n
Qj =
1√
2
(
1 −i
1 i
)
.
Then it is easy to check that QAQ∗ = diag(λ1, λ−11 , . . . , λk, λ
−1
k , 1, . . . , 1). Write X = (x1, . . . , xn) and define
the new generators as the entries of the n-tuple QX . If we write
(c1, b1, . . . , ck, bk, z2k+1, . . . , zn) = QX,
then because x1, . . . , xn are self-adjoint it is clear from the definition of Q that bj = c
∗
j , j = 1, . . . , k, and
zj = z
∗
j , j = 2k + 1, . . . , n. Furthermore,
∆ϕcj =
n∑
k=1
∆ϕ[Q]jkxk =
n∑
k,l=1
[Q]jk[A]klxl =
n∑
l=1
λj [Q]jlxl = λjcj ,
for each j = 1, . . . , k. A similar computation yields ∆ϕzj = zj for each j = 2k + 1, . . . , n.
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It is clear from their constructions that the various sets of generators are linearly related by invertible
matrices.
Finally, the extension of the modular automorphism group is given by
σϕz (x) := ∆
iz
ϕ x∆
−iz
ϕ .
The action of ∆ϕ on the vectors xj , cj , and zj then implies the claimed formulas. 
Remark 2.2. The relationship between the sets of generators in (ii) and (iii) is precisely the relationship
between quasi-free semicircular random variables and generalized circular elements (cf. [21, Section 4] and
[19, Section 3]).
Remark 2.3. If k = 0 in either condition (ii) or (iii), then all of the generators are fixed points of ∆ϕ and
hence ϕ is a trace.
Remark 2.4. Suppose y ∈ M ⊂ L2(M,ϕ) is an eigenvector of ∆ϕ with eigenvalue λ > 0. Then y∗ is also
an eigenvector with eigenvalue λ−1 because ∆ϕSϕ = Sϕ∆−1ϕ . Therefore if y = y
∗ then λ = 1. Hence if M is
generated by a finite set G = G∗ of eigenvectors of ∆ϕ, then G is of the form in condition (iii).
Definition 2.5. If y ∈ M ⊂ L2(M,ϕ) is an eigenvector of ∆ϕ with eigenvalue λ > 0, we say that y is an
eigenoperator of the modular automorphism group σϕ = {σϕt }t∈R with eigenvalue λ.
Observe that every element ofMϕ is an eigenoperator with eigenvalue 1. In particular, if ϕ = τ is a trace,
then every element of M is an eigenoperator.
Proposition 2.6. Let M be a von Neumann algebra with faithful normal state ϕ. Suppose y ∈ M is a
eigenoperator of σϕ with eigenvalue λ. If y = v|y| is the polar decomposition, then |y| ∈ Mϕ and v is an
eigenoperator with eigenvalue λ.
Proof. We note that
σϕt (y
∗y) = σϕt (y)
∗σϕt (y) = λ
−ity∗λity = y∗y.
Thus y∗y ∈Mϕ, and consequently |y| = √y∗y ∈Mϕ. It follows that y = λ−itσϕt (v)|y|, and so by uniqueness
of the polar decomposition we have σϕt (v) = λ
itv. 
Henceforth M will be a von Neumann algebra with a faithful normal state ϕ, which is generated by a
finite set G = G∗ of eigenoperators of σϕ. By Remark 2.4 we may use Proposition 2.1 to call on generators
{x1, . . . , xn} of the form in (ii). We will often switch between these two generating sets depending on
convenience, but will always denote generators of the form in (ii) by x1, . . . , xn whereas elements of G will
generally be denoted by y. Denote
P := C 〈G〉 = C 〈x1, . . . , xn〉 .
We also note thatM has a separable predual since it can be faithfully represented on L2(M,ϕ) and is finitely
generated.
Remark 2.7. The formulas at the end of Proposition 2.1 imply P ⊂ M∞ with fp(z) = ∆izϕ p∆−izϕ = σϕz (p)
for p ∈ P . Furthermore, using the density of P in L2(M,ϕ) and its invariance under ∆izϕ for every z ∈ C,
one can deduce from the proof of [26, Lemma VI.2.3] that fx(z) = ∆
iz
ϕ x∆
−iz
ϕ for every x ∈M∞.
2.2. Implications of eigenoperators as generators. Observe that since σϕ−i is a homomorphism, any
product of eigenoperators is again an eigenoperator. In particular, any monomial in C 〈G〉 is an eigenvector
of ∆ϕ and so the modular operator ∆ϕ can be written
∆ϕ =
∑
λ∈R×
+
λπλ,
for pairwise orthogonal projections {πλ}λ∈R×
+
on L2(M,ϕ); that is, ϕ is almost periodic (cf. [7]). Moreover,∑
λ∈R×
+
πλ converges strongly to the identity. For each λ ∈ R×+, let Eλ denote πλL2(M,ϕ), the eigenspace
of ∆ϕ corresponding to the eigenvalue λ.
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For each λ ∈ R×+, define a map Eλ on B(L2(M,ϕ)) by
Eλ(T ) =
∑
µ∈R×
+
πλµTπµ.
Using the orthogonality of the projections πλ, it is easy to see that Eλ(T ) is bounded with ‖Eλ(T )‖ ≤ ‖T ‖
and that Eλ ◦ Eλ = Eλ. Moreover, since each πλ ∈ (Mϕ)′ ∩ B(L2(M,ϕ)), Eλ is left and right Mϕ-linear.
Lemma 2.8. Let λ ∈ R×+. If p ∈M is an eigenoperator of σϕ with eigenvalue µ ∈ R×+, then Eλ(p) = δλ=µp.
Furthermore, Eλ(M) ⊂M .
Proof. If ξ ∈ Eν , then clearly pξ ∈ Eµν and therefore πλνpξ = δλ=µpξ, establishing the first claim. Now,
given x ∈ M , we can use Kaplansky’s density theorem to find xn ∈ C 〈G〉 converging strongly to x and
satisfying ‖xn‖ ≤ ‖x‖; in particular, xn converges σ-strongly to x. We claim that Eλ(xn) converges strongly
to Eλ(x). Indeed, we fix ξ ∈ L2(M,ϕ) and compute
‖Eλ(x− xn)ξ‖2ϕ =
∑
µ∈R×
+
‖πλµ(x− xn)πµξ‖2ϕ ≤
∑
µ∈R×
+
‖(x− xn)πµξ‖2ϕ.
This tends to zero by the σ-strong convergence of xn to x since∑
µ∈R×
+
‖πµξ‖2ϕ = ‖ξ‖2ϕ <∞.
Since each xn is a sum of eigenoperators of σ
ϕ, Eλ(xn) ∈ C 〈G〉 by the above discussion. Hence Eλ(x) ∈ M
as the strong limit of polynomials. 
From this lemma we can deduce that Eλ(M) consists of all eigenoperators in M with eigenvalue λ and
that ϕ ◦ Eλ = δλ=1ϕ on M . We think of Eλ as a “conditional expectation” onto Eλ(M), but recognize that
Eλ(M) is not an algebra for λ 6= 1. However, E1 = Eϕ, which is the actual conditional expectation onto the
centralizer Mϕ.
Corollary 2.9. (Mϕ)′ ∩M = (Mϕ)′ ∩Mϕ.
Proof. Let x ∈ (Mϕ)′ ∩M . Without loss of generality, we may assume x is self-adjoint. Since
‖x− Eϕ(x)‖2ϕ =
∑
λ6=1
‖Eλ(x)‖2ϕ,
it suffices to show Eλ(x) = 0 for all λ 6= 1. Moreover, because Eλ(x)∗ = Eλ−1(x), we need only consider λ > 1.
Fix such a λ, and note that Eλ(x) ∈ (Mϕ)′ ∩M since Eλ is left and rightMϕ-linear. Let Eλ(x) = v|Eλ(x)| be
the polar decomposition, so that v is an eigenoperator with eigenvalue λ by Proposition 2.6. Observe that
for a ∈Mϕ,
v∗av|Eλ(x)| = v∗aEλ(x) = v∗Eλ(x)a = |Eλ(x)|a.
Thus, if we define θ : Mϕ →Mϕ by θ(a) := v∗av, then
ϕ(|Eλ(x)|a) = ϕ(θ(a)|Eλ(x)|) = ϕ(|Eλ(x)|θ(a)) = · · · = ϕ(|Eλ(x)|θk(a))
for any k ∈ N. Consequently,
‖Eλ(z)‖2ϕ = ϕ(|Eλ(x)||Eλ(x)|) = ϕ
(|Eλ(x)|θk(|Eλ(x)|))
= ϕ
(
σϕi (v
k)|Eλ(x)|(v∗)k|Eλ(x)|
)
= λ−kϕ(vk|Eλ(x)|(v∗)k|Eλ(x)|)
= λ−k
〈
vk|Eλ(x)|(v∗)k, |Eλ(x)|
〉
ϕ
≤ λ−k‖vk|Eλ(x)|(v∗)k‖‖Eλ(x)‖ϕ
≤ λ−k‖Eλ(x)‖‖Eλ(x)‖ϕ.
Letting k →∞ we see ‖Eλ(z)‖ϕ = 0. Thus x = Eϕ(x) ∈Mϕ. 
For a subset I ⊂ R×+, let
πI :=
∑
λ∈I
πλ
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and
EI = span{Eλ : λ ∈ I} = πIL2(M,ϕ).
We define
M0 := {x ∈M : x ∈ E[1/n,n] for some n ∈ N},
which is easily seen to be a ∗-algebra containing Mϕ and P , and hence is strongly dense in M . Clearly
M0 ⊂M∞.
We will use the following lemma frequently to simplify the analysis of the modular operator.
Lemma 2.10. Let D ⊂M be an algebra generated by eigenoperators, and assume D is dense in L2(M,ϕ).
Then for every z ∈ C, D is a core of ∆zϕ.
Proof. Since ∆zϕ is closed, its graph G(∆zϕ) has the following orthogonal decomposition:
G(∆zϕ) = G(∆zϕ |D)⊕ G(∆zϕ |D)⊥.
Thus, it suffices to show G(∆zϕ |D)⊥ = 0. If ξ ∈ dom (∆zϕ) satisfies
〈ξ, x〉ϕ +
〈
∆zϕξ,∆
z
ϕx
〉
ϕ
= 0, ∀x ∈ D,
then
〈
ξ,
(
1 + ∆
2Re (z)
ϕ
)
x
〉
ϕ
= 0 for all x ∈ D. Noting that
(
1 + ∆
2Re (z)
ϕ
)
D = D (since an eigenoperator
with eigenvalue λ is simply scaled by 1 + λ2Re (z)), the density of D in L2(M,ϕ) implies ξ = 0. 
Remark 2.11. An easy consequence of this lemma when z = 14 is that D
‖·‖♯ϕ ⊂ dom (∆1/4ϕ ). In fact,
‖∆1/4ϕ x‖2ϕ =
〈
x,∆1/2ϕ x
〉
ϕ
≤ ‖x‖ϕ‖x‖
implies that ∆
1/4
ϕ xn → ∆1/4ϕ x so long as xn → x ∈ L2(M,ϕ) and {xn}n∈N is uniformly bounded.
From this remark we can somewhat simplify our later analysis of Dirichlet forms. Recall that for ξ ∈
L2s.a.(M,ϕ), ξ ∧ 1 is the projection of ξ onto the closed, convex set
C = {∆1/4ϕ x : x ∈Ms.a., x ≤ 1}
‖·‖ϕ
.
Lemma 2.12. For x ∈Mϕ be self-adjoint, [∆1/4ϕ x] ∧ 1 = ∆1/4ϕ f(x), where f(t) = min{t, 1} for t ∈ R.
Proof. Since x ∈ Mϕ, we have ∆1/4ϕ x = x and ∆1/4ϕ f(x) = f(x) in L2s.a.(M,ϕ). Note that f(x) ∈ C.
By [2, Theorem 5.2], the projection x ∧ 1 is characterized by
〈x− x ∧ 1, x ∧ 1− ξ〉 ≥ 0 ∀ξ ∈ C. (1)
Note that by the functional calculus we have x− f(x) ∈ L2+(M,ϕ) and that
〈x− f(x), f(x)〉ϕ = 〈x− f(x), 1〉ϕ .
So for a ∈Ms.a. with a ≤ 1, we have ∆1/4ϕ (1− a) ∈ L2+(M,ϕ) and hence〈
x− f(x), f(x)−∆1/4ϕ a
〉
ϕ
= 〈x− f(x), 1 − a〉ϕ ≥ 0.
Since such elements a are dense in C, this proves that f(x) satisfies (1). 
3. Non-tracial Differential Calculus
In the tracial case, derivations on a von Neumann algebra have proven to be powerful tools in both Popa’s
deformation/rigidity theory and free probability. Provided the modular automorphism group interacts with
the derivation in a nice way, one should expect similar results in the non-tracial case. Here we study, in
particular, the notion of “µ-modularity,” and give several examples of derivations exhibiting this behavior.
We will also examine derivations previously considered in [18], which will be used to prove an L2-homology
type result in Subsection 5.1.
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3.1. Non-tracial derivatives, µ-modularity, conjugate variables, and free Fisher information.
All of the derivations we consider will be valued in M ⊗Mop or L2(M⊗¯Mop, ϕ ⊗ ϕop), so we begin with
some conventions on these spaces. First, we shall usually denote the latter space simply by L2(M⊗¯Mop),
as the only GNS representation of M⊗¯Mop we will consider is the one with respect to ϕ ⊗ ϕop. For
elements x◦ ∈ Mop, we will also usually suppress the “◦” notation, and use the notation # for the natural
multiplication on this space:
(a⊗ b)#(c⊗ d) = (ac)⊗ (db).
On M ⊗Mop we consider three involutions:
(a⊗ b)∗ := a∗ ⊗ b∗
(a⊗ b)† := b∗ ⊗ a∗
(a⊗ b)⋄ := b⊗ a.
The first involution is used in the definition of 〈 · , · 〉HS:
〈a⊗ b, c⊗ d〉HS := ϕ⊗ ϕop((a⊗ b)∗#c⊗ d).
The second involution corresponds to the adjoint on HS(L2(M,ϕ)) when we identify it with L2(M⊗¯Mop)
via the map
Ψ(a⊗ b) := aP1b,
where P1 ∈ B(L2(M,ϕ)) is the projection onto the cyclic vector 1 ∈ L2(M,ϕ). The third involution arises
as the composition of the first two.
Note that
x · (a⊗ b) := (xa)⊗ b
(a⊗ b) · y := a⊗ (by)
extend to operator-norm-bounded left and right actions of M on L2(M⊗¯Mop).
Definition 3.1. Let B ⊂M be a ∗-subalgebra. A derivation is a C-linear map δ : B →M ⊗Mop satisfying
the Leibniz rule:
δ(ab) = δ(a) · b+ a · δ(b).
We call B the domain of δ and write dom(δ) := B. The conjugate derivation to δ, denoted by δˆ, is a
derivation with dom (δˆ) = dom (δ) defined by δˆ(x) = δ(x∗)† for x ∈ dom(δ).
Given the required codomain, this definition is more restrictive than the usual definition of a derivation,
but is sufficiently general for our present work. Note that if C ⊂ dom (δ), the Leibniz rule implies δ(z) = 0
for all z ∈ C.
Most of the derivations we consider will, by virtue of the regularity conditions imposed on the generators
of M , interact nicely with the modular automorphism group. We give this property the following name.
Definition 3.2. Suppose B ⊂ M∞, and that δ : B →M∞ ⊗Mop∞ is a derivation. For µ > 0, we say that δ
is µ-modular if it satisfies
δ ◦ σϕz (x) = µiz(σϕz ⊗ σϕz ) ◦ δ(x) ∀z ∈ C, x ∈ B. (2)
Remark 3.3. Note that if δ is µ-modular, then its conjugate derivation δˆ is µ−1-modular.
We will assume initially that G is an algebraically free set: no non-trivial polynomial is zero. However,
we will see that this assumption is in fact redundant in the context of our main results (cf. Remark 3.8).
Note that the linear relation between G and {x1, . . . , xn} implies that x1, . . . , xn are algebraically free as
well. For each y ∈ G, we define
δy(y
′) = δy=y′1⊗ 1,
then extend δy to P by the Leibniz rule and linearity. Then δy : P → P⊗Pop is a derivation. If λy > 0 is the
eigenvalue of y, then using the formulas at the end of Proposition 2.1 it is easy to see that δy is λy-modular.
Also, the conjugate derivation δˆy is simply δy∗ .
When ϕ is a trace (and consequently y = y∗ for each y ∈ G), the derivations δy are examples of Voiculescu’s
free difference quotients (cf. [28]). When ϕ is not a trace, we still consider them to be free difference quotients,
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but under the following slightly more general definition (the main difference being that the defining variable
a need not be self-adjoint).
Definition 3.4. Given a ∗-subalgebra B ⊂ M , let a ∈ M be algebraically free from B and denote by B[a]
the ∗-algebra generated by B and a. If a is not self-adjoint further assume a∗ is algebraically free from a.
The free difference quotient with respect to a is a derivation
δa : B[a]→ B[a]⊗B[a]op
defined by
δa(a) = 1⊗ 1,
δa(b) = 0 ∀b ∈ B,
and the Leibniz rule. If a is not self-adjoint, we also set δa(a
∗) = 0.
When a = a∗ we have δˆa = δa, and when a is not self-adjoint we have δˆa = δa∗ , provided the latter
derivation is well-defined. If B ⊂M∞, then δa is µ-modular if a is an eigenoperator with eigenvalue µ.
In the spirit of [29, Definitions 3.1 and 6.1], we make the following definitions.
Definition 3.5. For a derivation δ, the conjugate variable to δ with respect to ϕ is defined to be a vector
ξ ∈ L2(W ∗(dom (δ)), ϕ) such that
〈ξ, x〉ϕ = 〈1⊗ 1, δ(x)〉ϕ⊗ϕop ∀x ∈ dom(δ), (3)
provided such a vector exists. Note that the conjugate variable is uniquely determined by (3). Also, observe
that δ∗(1⊗ 1) is the conjugate variable to δ provided 1⊗ 1 ∈ dom (δ∗) when
δ : L2(W ∗(dom (δ)), ϕ)→ L2(M⊗¯Mop)
is viewed as a densely defined operator. For a free difference quotient δa, a ∈ M , with dom(δa) = B[a], we
denote the conjugate variable by Jϕ(a : B).
Definition 3.6. For a ∈ M algebraically free from a subalgebra B ⊂ M , the free Fisher information for a
over B with respect to ϕ is defined as
Φ∗ϕ(a : B) := ‖Jϕ(a : B)‖2ϕ
when Jϕ(a : B) exists, and as +∞ otherwise. For multiple elements a1, . . . , an ∈ M that are algebraically
free over B, let B[ak : k 6= j] denote the ∗-algebra generated by B and the elements {ak}k 6=j . Then the free
Fisher information for a1, . . . , an over B is defined as
Φ∗ϕ(a1, . . . , an : B) :=
n∑
j=1
Φ∗ϕ(aj : B[ak : k 6= j])
when Jϕ(aj : B[ak : k 6= j]) exists for each j = 1, . . . , n, and as +∞ otherwise. When a1, . . . , an are just
algebraically free (over C), then the free Fisher information for a1, . . . , an is defined
Φ∗ϕ(a1, . . . , an) := Φ
∗
ϕ(a1, . . . , an : C).
Remark 3.7. Notions of conjugate variables and free Fisher information for non-tracial von Neumann
algebras were previously considered by Shlyakhtenko in [23]. We will see in Section 5.1 that our current
definitions are strongly related (cf. Remark 5.1).
Remark 3.8. When ϕ = τ is a trace, [17, Theorem 2.5] implies that finite free Fisher information for
a1, . . . , an (or equivalently the existence of the conjugate variables to their free difference quotients) guaran-
tees that a1, . . . , an are algebraically free. In fact, the proof of this theorem never invokes the trace condition
on τ and therefore holds when ϕ is merely a faithful normal state, as in our context. Thus we will not require
in our results that G be algebraically free, as this will be a consequence of Φ∗ϕ(G) <∞.
For each y ∈ G, we let ξy denote the conjugate variable to δy with respect to ϕ, provided it exists. One
immediate consequence of the existence of conjugate variables is that the derivation is closable, as we shall
see in the following lemma. In fact, when we assume that the free Fisher information is finite, it is usually
to make use of this property.
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Lemma 3.9. Let δ : dom (δ) → M∞ ⊗ Mop∞ be a derivation with dom (δ) ⊂ M∞ dense in L2(M,ϕ). If
η ∈ dom (δ∗) when viewed as a densely defined map δ : L2(M,ϕ)→ L2(M⊗¯Mop), then for a, b ∈ dom (δ) we
have a · η, η · b ∈ dom (δ∗) with
δ∗(a · η) = a · δ∗(η) − (ϕ⊗ σϕ−i)
[
η#(σϕ−i ⊗ σϕi )
(
δˆ(a)⋄
)]
δ∗(η · b) = δ∗(η) · σϕ−i(b)− (1⊗ ϕ)
[
η#(σϕ−i ⊗ σϕi )
(
δˆ(b)⋄
)]
.
In particular, if the conjugate variable ξ to δ exists then dom (δ)⊗ dom (δ)op ⊂ dom (δ∗) with
δ∗(a⊗ b) = a · ξ · σϕ−i(b)−m(1⊗ ϕ⊗ σϕ−i)(1 ⊗ δˆ + δˆ ⊗ 1)(a⊗ b)
(where m(a⊗ b) = ab), and δ is closable.
Proof. Let η ∈ dom(δ∗), b ∈ dom(δ), and x ∈ dom (δ). We compute
〈η · b, δ(x)〉HS = 〈η, (1 ⊗ b∗)#δ(x)〉HS
= 〈η, δ(xb∗)− x · δ(b∗)〉HS
= 〈δ∗(η), xb∗〉ϕ −
〈
η#(σϕ−i ⊗ σϕi )(δ(b∗)∗), x⊗ 1
〉
HS
=
〈
δ∗(η) · σϕ−i(b)− (1 ⊗ ϕ)
[
η#(σϕ−i ⊗ σϕi )(δˆ(b)⋄)
]
, x
〉
ϕ
.
A similar computation yields the formula for δ∗(a · η).
Now, if the conjugate variable ξ to δ exists, recall that ξ = δ∗(1 ⊗ 1). So applying the previous two
formulas we have for a, b ∈ dom (δ):
δ∗(a⊗ b) = aδ∗(1⊗ b)− (σϕ−i ⊗ ϕ)
[
(σϕi ⊗ σϕ−i) ◦ δˆ(a)#b ⊗ 1
]
= a
[
ξ · σϕ−i(b)− (ϕ⊗ 1)
[
(σϕi ⊗ σϕ−i) ◦ δˆ(b)
]]
− (1 ⊗ ϕ)
[
δˆ(a)#σϕ−i(b)⊗ 1
]
= a · ξ · σϕ−i(b)− (ϕ⊗ σϕ−i)
[
a⊗ 1#δˆ(b)
]
− (1⊗ ϕ)
[
δˆ(a)#σϕ−i(b)⊗ 1
]
= a · ξ · σϕ−i(b)−m(1⊗ ϕ⊗ σϕ−i)(1⊗ δˆ + δˆ ⊗ 1)(a⊗ b).
Thus δ is closable since dom (δ∗) contains the dense set dom (δ)⊗ dom (δ)op. 
We conclude this subsection by noting that µ-modularity forces the conjugate variable to a derivation to
be well-behaved under the modular operator. In particular, this will apply to ξy , y ∈ G, when they exist.
Lemma 3.10. Let δ be a µ-modular derivation for some µ > 0, with dom (δ) a ∗-algebra generated by
eigenoperators that is dense in L2(M,ϕ). If the conjugate variable ξ to δ exists, then ξ ∈ dom (∆zϕ) for all
z ∈ C with
∆zϕξ = µ
zξ. (4)
Furthermore, ξ ∈ dom (Sϕ) with
Sϕξ = µξˆ, (5)
where ξˆ is the conjugate variable to δˆ, which exists if and only if ξ does. In particular,
∆ϕSϕξ = ξˆ. (6)
Proof. For x ∈ dom (δ) we compute〈
ξ,∆z¯ϕx
〉
ϕ
=
〈
1⊗ 1, δ ◦ σϕ−¯iz(x)
〉
HS
=
〈
1⊗ 1, µz¯(σϕ−¯iz ⊗ σ
ϕ
−¯iz) ◦ δ(x)
〉
HS
= 〈µz1⊗ 1, δ(x)〉HS
= 〈µzξ, x〉ϕ .
This computation suffices since dom(δ) is a core of ∆z¯ϕ by Lemma 2.10.
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Since dom (Sϕ) = dom (∆
1/2
ϕ ), the previous argument implies ξ ∈ dom(Sϕ). So we compute for x ∈
dom (δ):
〈Sϕξ, x〉ϕ =
〈
Jϕ∆
1/2
ϕ x,∆ϕξ
〉
ϕ
= 〈x∗, µξ〉ϕ
= µ 〈δ(x∗), 1⊗ 1〉HS
= µϕ⊗ ϕop(δˆ(x)⋄)
= µϕ⊗ ϕop(δˆ(x))
=
〈
µ1⊗ 1, δˆ(x)
〉
HS
,
which shows ξˆ exists and equals µ−1Sϕξ. Finally, (6) follows from combining (4) for z = 1 and (5). 
3.2. Quasi-free difference quotients. Let A be the matrix from Proposition 2.1. For each j = 1, . . . , n
we define
∂j(xk) =
[
2
1 +A
]
kj
1⊗ 1,
and then extend ∂j to P by the Leibniz rule and linearity. Then ∂j is a derivation with conjugate derivation
∂ˆj determined by
∂ˆj(xk) =
[
2
1 +A
]
jk
1⊗ 1.
Furthermore, it follows from
(
2
1+A
)T
= 21+A−1 that for p ∈ P
(σϕi ⊗ σϕi ) ◦ ∂j ◦ σϕ−i(p) = ∂ˆj(p). (7)
If we let δj denote the free difference quotient with respect to xj , j = 1, . . . , n, then the {∂j}nj=1 and {δj}nj=1
are linearly related as follows:
∂j =
n∑
k=1
[
2
1 +A
]
kj
δk and ∂ˆj =
n∑
k=1
[
2
1 + A
]
jk
δk.
Such derivations have been previously considered in [18], and we formally define them here.
Definition 3.11. Suppose a1, . . . , an ∈M∞ are self-adjoint and that there is an n× n matrix A > 0 which
determines the covariance and action of the modular operator:
ϕ(akaj) =
[
2
1 +A
]
jk
σϕ−i(aj) =
n∑
k=1
[A]jkak.
If a1, . . . , an are algebraically free then the quasi-free difference quotients are defined on C 〈a1, . . . , an〉 as
∂aj :=
n∑
k=1
[
2
1 +A
]
kj
δak .
The conjugate variables to ∂aj with respect to ϕ are defined as in Definition 3.5 and denoted by J
A
ϕ (aj : C[ak : k 6=
j]), provided they exist.
The conjugate variables to ∂1, . . . , ∂n will be denoted ξ1, . . . , ξn, respectively. All quasi-free difference
quotients satisfy the corresponding version of (7). One consequence of this is the following lemma, analogous
to part of Lemma 3.10.
Lemma 3.12. If ξ ∈ L2(M,ϕ) is the conjugate variable to a quasi-free difference quotient ∂, dom (∂) = P,
then ξ ∈ dom (Sϕ) with Sϕξ = ξ.
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Proof. Recall that Sϕ = Jϕ∆
1/2
ϕ = ∆
−1/2
ϕ Jϕ. We compute for p ∈ P〈
∆1/2ϕ Jϕp, ξ
〉
ϕ
=
〈
∆ϕJϕ∆
1/2
ϕ p, ξ
〉
ϕ
=
〈
σϕ−i(p
∗), ξ
〉
ϕ
=
〈
∂ ◦ σϕ−i(p∗), 1 ⊗ 1
〉
HS
=
〈
(σϕ−i ⊗ σϕ−i) ◦ ∂ˆ(p∗), 1⊗ 1
〉
HS
=
〈
∂ˆ(p∗), 1⊗ 1
〉
HS
= ϕ⊗ ϕop(∂(p)⋄)
= ϕ⊗ ϕop(∂(p)) = 〈ξ, p〉ϕ .
Now, the adjoint of Sϕ, Jϕ∆
−1/2
ϕ , has domain dom (∆
−1/2
ϕ ). Recall from Lemma 2.10 that P is a core of
∆
−1/2
ϕ (and hence of Jϕ∆
−1/2
ϕ ). Therefore the above computation shows ξ ∈ dom(Sϕ) with the claimed
formula. 
Remark 3.13. Recall from Proposition 2.1 that there exists Q ∈ GL(n,C) such that
(c1, c
∗
1, . . . , ck, c
∗
k, z2k+1, . . . , zn) = Q · (x1, . . . , xn).
It follows that the free difference quotients are related by (Q−1)T :
(δc1 , δc∗1 , . . . , δck , δc∗k , δz2k+1 , . . . , δzn) = (Q
−1)T · (δx1 , . . . , δxn).
Moreover, the conjugate variables {Jϕ(xj : C[xk : k 6= j])}nj=1 exist if and only if the conjugate variables
{ξy}y∈G exist, and are related by (Q−1)∗:
(ξc1 , ξc∗1 , . . . , ξck , ξc∗k , ξz2k+1 , . . . , ξzn) = (Q
−1)∗ · (Jϕ(x1 : C[xk : k 6= 1]), . . . , Jϕ(xn : C[xk : k 6= n])) .
Consequently Φ∗ϕ(x1, . . . , xn) is finite if and only if Φ
∗
ϕ(G) is finite. Similarly, the linear relation between
the quasi-free difference quotients ∂j and the free difference quotients δj implies {ξj}nj=1 exist if and only if
{Jϕ(xj : C[xk : k 6= j])}nj=1 exist, and are related by
ξj =
n∑
k=1
[
2
1 +A
]
jk
Jϕ(xk : C[xℓ : ℓ 6= k]). (8)
4. Closable µ-Modular Derivations
In order to gain insights into the von Nuemann algebra M (as opposed to just the ∗-algebra P) we must
necessarily consider µ-modular derivations δ which are closable, such as when the conjugate variable exists.
By employing the theory of Dirichlet forms, we will see that the restriction of δ¯ to Mϕ satisfies the Leibniz
rule. This result will allow us to establish a type of Kaplansky’s density theorem (cf. Theorem 4.8), as well
as some bounds for δ¯ (when the conjugate variable exists) that imply the domain of δ∗ is in fact quite large.
4.1. Some preliminary observations. Any closable operator is assumed to have dense domain. In order
to simplify the exposition, for any (unbounded) closed operator T : H1 → H2, we denote
‖ξ‖T =
√
‖ξ‖2H1 + ‖Tξ‖2H2 ξ ∈ dom(T ).
We first observe that µ-modularity for a closable derivation has implications for how the closure restricts to
the eigenspaces of ∆ϕ.
Lemma 4.1. Let δ : L2(M,ϕ) → L2(M⊗¯Mop) be a closable µ-modular derivation for some µ > 0, with
dom (δ) generated by eigenoperators of σϕ. If we denote the closure by δ¯, then for I, J ⊂ R×+ disjoint subsets
(i) πIdom (δ¯) ⊂ dom (δ¯);
(ii) dom (δ) ∩ EI is a core of δ¯ |πIdom (δ¯); and
(iii) δ¯(πIdom (δ¯)) ⊥ δ¯(πJdom (δ¯)).
Furthermore, if the conjugate derivation δˆ is closable with closure
¯ˆ
δ, then Sϕ(πIdom (δ¯)) ⊂ dom (¯ˆδ) with
¯ˆ
δ ◦ Sϕ ◦ πI(·) = [δ¯ ◦ πI(·)]† for any subset I ⊂ R×+ bounded above.
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Proof. Since dom (δ) is generated by eigenoperators, πIdom(δ) = dom(δ) ∩ EI for any I ⊂ R×+. The µ-
modularity implies that if p ∈ dom (δ)∩EI and q ∈ dom(δ)∩EJ for disjoint sets I and J , then 〈δ(p), δ(q)〉HS =
0. Now, given ξ ∈ dom (δ¯), let {pn}n∈N ⊂ dom(δ) approximate ξ in the ‖ · ‖δ¯-norm. Then
‖ξ − pn‖2ϕ = ‖πI(ξ − pn)‖2ϕ + ‖(1− πI)(ξ − pn)‖2ϕ
implies πIpn converges to πIξ in L
2(M,ϕ). Also, since 1− πI = πJ for J = R×+ \ I, µ-modularity implies
‖δ(pn − pm)‖2ϕ = ‖δ(πI(pn − pm))‖2ϕ + ‖δ((1− πI)(pn − pm))‖2ϕ.
So δ(πIpn) is a Cauchy sequence and must converges to some η ∈ L2(M⊗¯Mop); that is, πIξ ∈ dom (δ¯). This
establishes (i), and our proof establishes (ii) and (iii).
Finally, let I ⊂ R×+ be bounded above by λ > 0. Then clearly EI ⊂ dom (∆1/2ϕ ) = dom (Sϕ). Given
ξ ∈ πIdom (δ¯), let {pn}n∈N ∈ πIdom(δ) approximate ξ in the ‖ · ‖δ¯-norm. Since ∆ϕ is bounded on EI (and
hence so is Sϕ = Jϕ∆
1/2
ϕ ), Sϕpn converges to Sϕξ. Since † is an isometry we have that δˆ(p∗n) = δ(pn)†
converges to δ¯(ξ)†. 
From the above lemma, we obtain an immediate (albeit partial) extension of the Leibniz rule, which we
shall use later to obtain a more robust result. Recall that Mϕ acts boundedly on L
2(M,ϕ) as SϕM∞Sϕ.
Lemma 4.2. Let δ : L2(M,ϕ) → L2(M⊗¯Mop) be a closable µ-modular derivation, for some µ > 0, with
dom (δ) generated by eigenoperators of σϕ. Then δ¯ is defined on the products dom (δ¯) · dom (δ) and dom (δ) ·(
πIdom (δ¯)
)
, I ⊂ R×+ bounded above, and satisfies the Leibniz rule on these products. Moreover, δ¯ is defined
on ker(δ) · dom (δ¯) · ker(δ) and satisfies the Leibniz rule on this product.
Proof. For ξ ∈ dom(δ¯), let {xn}n∈N ⊂ dom(δ) approximate ξ in the ‖ · ‖δ¯-norm. Then for p ∈ dom (δ) we
have
‖ξ · p− xnp‖ϕ ≤ ‖σϕi/2(p)‖‖ξ − xn‖ϕ → 0.
Similarly, say δ(p) =
∑
j aj ⊗ bj ∈M∞ ⊗Mop∞ (a finite sum) then
‖(ξ − xn) · δ(p)‖HS ≤
∑
j
‖[(ξ − xn) · aj ]⊗ bj‖HS ≤
∑
j
‖σϕi/2(aj)‖‖ξ − xn‖ϕ‖b∗j‖ϕ → 0.
Therefore it is clear that
‖δ¯(ξ) · p+ ξ · δ(p)− δ(xnp)‖HS = ‖δ¯(ξ) · p+ ξ · δ(p)− δ(xn) · p− xn · δ(p)‖HS → 0,
so that ξ · p ∈ dom (δ¯) with δ¯(ξ · p) = δ¯(ξ) · p+ ξ · δ(p).
For ξ ∈ πIdom (δ¯), I ⊂ R×+ bounded above, the proof of the final assertion in Lemma 4.1 shows that if
{xn}n∈N ⊂ dom (δ)∩EI approximates ξ in the ‖ · ‖δ¯-norm, then in fact ‖ξ− xn‖#ϕ → 0. Thus if p ∈ dom(δ)
and δ(p) =
∑
j aj ⊗ bj , then
‖δ(p) · (ξ − xn)‖HS ≤
∑
j
‖aj‖ϕ‖Sϕbj · (ξ − xn)‖ϕ ≤
∑
j
‖aj‖ϕ‖σϕ−i/2(bj)‖‖Sϕ(ξ − xn)‖ϕ → 0.
We of course also have
‖p · ξ − pxn‖ϕ → 0, and ‖p · δ¯(ξ)− p · δ(xn)‖HS → 0,
so that p · ξ ∈ dom (δ¯) with δ¯(p · ξ) = δ(p) · ξ + p · δ¯(ξ).
Finally, for p, q ∈ ker(δ) ⊂ dom (δ) and ξ ∈ dom(δ¯) ‖ · ‖δ¯-approximated by {xn}n∈N ⊂ dom (δ), we easily
observe that pxnq ‖ · ‖δ¯-approximates p · ξ · q since δ(pxnq) = p · δ(xn) · q. 
We will also frequently make use of the following lemma, which is a variation of [6, Lemma 7.2]. We first
establish some notation. Let a ∈ M be self-adjoint with spectrum contained in a compact interval I ⊂ R.
We consider a representation LRa of C(I)⊗ C(I) = C(I × I) in C∗(a)⊗ C∗(a)op defined by
LRa(f ⊗ g) = f(a)⊗ g(a)
for f, g ∈ C(I). In particular, if h ∈ C(I × I) factors as h(s, t) = f(s)g(t), then LRa(h) = f(a)⊗ g(a). For
f ∈ C1(I), denote
f˜(s, t) :=
{
f ′(t) if t = s
f(t)−f(s)
t−s otherwise
∈ C(I × I).
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Lemma 4.3. Let δ : L2(M,ϕ)→ L2(M⊗¯Mop) be a closable derivation with closure δ¯ and dom (δ) a unital
∗-algebra. If a = a∗ ∈ dom (δ) has spectrum contained in a compact interval I ⊂ R, then for every f ∈ C1(I)
we have f(a) ∈ dom (δ¯) with δ¯(f(a)) = LRa(f˜)#δ(a). Moreover, if g ∈ C(I) is Lipschitz with constant C,
then g(a) ∈ dom (δ¯) with ‖δ¯(g(a))‖HS ≤ C‖δ(a)‖HS.
Proof. The proof of the first part is identical to that in [6, Lemma 7.2], but we note that δ(1) = 0 allows us
to consider f ∈ C1(I) with f(0) 6= 0. For Lipschitz functions, approximate by functions in C1(I). 
4.2. Dirichlet forms arising from non-tracial derivations. Fix a µ-modular derivation δ with dom(δ)
a ∗-algebra generated by eigenoperators of σϕ. We consider the following quadratic form on L2(Mϕ, ϕ):
E [ · ] := ‖δ( · )‖2HS + ‖δˆ( · )‖2HS,
with dom (E) =Mϕ ∩ dom(δ). If δ = δˆ, E is defined by the above formula divided by a factor of two. While
(Mϕ, ϕ) is a tracial von Neumann algebra, the results of this section are not entirely subsumed by the tracial
case since δ may be valued outside of Mϕ ⊗ (Mϕ)op.
We claim that E is Jϕ-real. Indeed, recall that Jϕ |Mϕ= Sϕ |Mϕ and that † is an isometry for ‖ · ‖HS. So,
for p ∈ dom (E ) we have
E [Jϕp] = ‖δ(p∗)‖2HS + ‖δˆ(p∗)‖2HS
= ‖δˆ(p)†‖2HS + ‖δ(p)†‖2HS = E [p].
We also note that if the conjugate variables to either δ or δˆ exist (and hence both exist by Lemma 3.10),
then clearly E is closable, say with closure E¯ . One has that ξ ∈ dom(E¯ ) if and only if ξ ∈ L2(Mϕ, ϕ) ∩
dom (δ¯) ∩ dom(¯ˆδ) and there exists a sequence (pn)n∈N ⊂Mϕ ∩ dom(δ) such that pn → ξ in L2(Mϕ, ϕ) and
simultaneously δ(pn)→ δ¯(ξ) and δˆ(pn)→ ¯ˆδ(ξ) in L2(M⊗¯Mop).
Proposition 4.4. Let δ : dom (δ) → M∞ ⊗Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable to δ exists so that E is closable with closure
E¯ . Then E¯ is a completely Dirichlet form on L2(Mϕ, ϕ).
Proof. Let η = Jϕη ∈ dom (E¯ ), and let (pn)n∈N ⊂ dom (E ) be a sequence converging to η with respect to
‖ · ‖E¯ . By replacing pn with pn+Jϕpn ∈ dom (E ), we may assume each pn is Jϕ-real. Since Jϕ |Mϕ= S |Mϕ ,
each pn is self-adjoint, and so by Lemma 2.12 pn ∧ 1 = f(pn) where f(t) = min{t, 1}. We first claim
pn ∧ 1 ∈ dom (E¯ ) with
E¯ [pn ∧ 1] ≤ E [pn].
Indeed, let I ⊂ R be an interval containing 1 and the spectrum of pn. Then there exists a sequence {gk}k∈N of
polynomials with real coefficients such that gk approximate f uniformly on I, and g
′
k are uniformly bounded
by say 1 + 1k on I. Then {gk(pn)}k∈N is a sequence of self-adjoint operators in dom(E ) that by Lemma 4.3
satisfy
E [gk(pn)] ≤
(
1 +
1
k
)2
E [pn].
Moreover, gk(pn) → f(pn) in L2(Mϕ, ϕ). Extending E¯ to all of L2(Mϕ, ϕ) by letting E¯ ≡ +∞ outside of
dom (E¯ ), we have
E¯ [pn ∧ 1] = E¯ [f(pn)] ≤ lim inf
k→∞
E [gk(pn)] ≤ E [pn]
from the lower semicontinuity guaranteed by E¯ being closed. In particular, E¯ [pn ∧ 1] < +∞ so that pn ∧ 1 ∈
dom (E¯ ).
Now, since (·) ∧ 1 is a projection onto a closed convex set, we know (pn ∧ 1)n∈N converges to η ∧ 1 with
respect to ‖ · ‖ϕ. Thus, using lower semicontinuity again we have
E¯ [η ∧ 1] ≤ lim inf
n→∞ E¯ [pn ∧ 1] ≤ lim infn→∞ E [pn] = E¯ [η].
Thus, E¯ is Markovian and hence Dirichlet.
Given n ∈ N, we note that the canonical extension E¯ (n) is defined for T ∈Mn(dom (E¯ )) by
E¯
(n) [T ] =
∥∥(δ¯ ⊗ In) (T )∥∥21
n (ϕ⊗ϕop)◦Tr
+
∥∥∥(¯ˆδ ⊗ In) (T )∥∥∥2
1
n (ϕ⊗ϕop)◦Tr
.
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If ξ is the conjugate variable to δ, let ξˆ denote the conjugate variable to δˆ, which exists by Lemma 3.10. It
is easy to see that δ ⊗ In and δˆ ⊗ In are derivations on Mn(dom(E )) with conjugate variables ξ ⊗ In and
ξˆ ⊗ In, respectively. Consequently, by the same argument preceding the proposition, we see that E¯ (n) is
closed. The argument showing that E¯ is a Dirichlet form relied only on the functional calculus, hence we
repeat the argument to see that E¯ (n) is also a Dirichlet form. Thus E¯ is completely Dirichlet. 
Using the proof of [5, Proposition 4.7], we obtain the following as an immediate corollary.
Corollary 4.5. Let δ : dom (δ) → M∞ ⊗ Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable to δ exists so that E is closable with
closure E¯ . Then the set Mϕ ∩ dom (E¯ ) is a ∗-algebra.
For the remainder of this section, we will assume that the conjugate variable to δ exists, so that the
conjugate variable to δˆ also exists and both δ and δˆ are closable with closures δ¯ and
¯ˆ
δ, respectively. We
define dom (δ⊕ δˆ) to be the subspace of elements in dom(δ¯)∩dom(¯ˆδ) that can be approximated by elements
of dom(δ) simultaneously in the ‖ · ‖δ¯ and ‖ · ‖¯ˆδ norms. When δ = δˆ, this set is simply dom (δ¯).
Proposition 4.6. Let δ : dom (δ) → M∞ ⊗Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable to δ exists. Then the set Mϕ∩dom (δ⊕ δˆ)
is a ∗-algebra on which both δ¯ and ¯ˆδ satisfy the Leibniz rule.
Proof. Since Mϕ ∩ dom (δ ⊕ δˆ) = Mϕ ∩ dom (E¯ ) by the remarks preceding Proposition 4.4, we see this set
is a ∗-algebra by Corollary 4.5.
Let a, b ∈ Mϕ ∩ dom(δ ⊕ δˆ). We will show δ¯(ab) = δ¯(a) · b + a · δ¯(b) (the proof for ¯ˆδ being similar). Let
(pn)n∈N ⊂Mϕ∩dom (δ) approximate a in the ‖ ·‖δ¯-norm. Since L2(M,ϕ) and L2(M⊗¯Mop) admit bounded
right actions of M∞ we have
‖pnb− ab‖ϕ → 0 and ‖δ(pn) · b− δ¯(a) · b‖HS → 0.
Also, since ‖p∗n−a∗‖ϕ = ‖pn−a‖ϕ → 0, pn·δ¯(b) converges to a·δ¯(b) weakly againstM∞⊗Mop∞ ⊂ L2(M⊗¯Mop).
Thus δ(pn)·b+pn·δ¯(b) converges weakly to δ¯(a)·b+a·δ¯(b) againstM∞⊗Mop∞ . On the other hand, from Lemma
4.2 we know pnb ∈ dom (δ¯) with δ¯(pnb) = δ(pn) · b+ pn · δ¯(b). Consequently, for any η ∈ dom (δ)⊗ dom(δ)op
(which also lies in dom(δ∗) by Lemma 3.9) we have〈
δ¯(a) · b+ a · δ¯(b), η〉
HS
= lim
n→∞
〈
δ(pn) · b+ pn · δ¯(b), η
〉
HS
= lim
n→∞
〈
δ¯(pnb), η
〉
HS
= lim
n→∞
〈pnb, δ∗(η)〉ϕ
= 〈ab, δ∗(η)〉ϕ =
〈
δ¯(ab), η
〉
HS
.
Since dom(δ)⊗ dom(δ)op is dense, we have δ¯(ab) = δ¯(a) · b+ a · δ¯(b). 
One particular consequence of this proposition is that for any x ∈ Mϕ ∩ dom(δ ⊕ δˆ), we have p(x) ∈
Mϕ ∩ dom (δ ⊕ δˆ) for any polynomial p. By the same argument as in Lemma 4.3 we obtain the following
corollary.
Corollary 4.7. Let δ : dom (δ) → M∞ ⊗ Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable to δ exists. Let a = a∗ ∈Mϕ∩dom (δ⊕ δˆ)
with spectrum contained in a compact interval I ⊂ R. Then for any f ∈ C1(I), f(a) ∈ Mϕ ∩ dom (δ ⊕ δˆ)
with δ¯(f(a)) = LRa(f˜)#δ¯(a) (and similarly for
¯ˆ
δ). Moreover, if g ∈ C(I) is Lipschitz with constant C, then
g(a) ∈Mϕ ∩ dom (δ ⊕ δˆ) with ‖δ¯(g(a))‖HS ≤ C‖δ¯(a)‖HS (and similarly for ¯ˆδ).
We conclude with the following analogue of [12, Proposition 6], which we obtain via the same proof. This
result is a version of Kaplansky’s density theorem for elements in the domain of a closed derivation.
Theorem 4.8. Let δ : dom (δ) → M∞ ⊗ Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable to δ exists so that δ and δˆ are closable
with closures δ¯ and
¯ˆ
δ, respectively. For any x ∈Mϕ ∩ dom (δ ⊕ δˆ), λ > 0, there exists a sequence (pn)n∈N ⊂
Mϕ ∩ dom (δ) converging ∗-strongly to x and approximating x simultaneously in the ‖ · ‖δ¯ and ‖ · ‖¯ˆδ norms
such that ‖pn‖ ≤ ‖x‖ for all n ∈ N.
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4.3. Norm boundedness of δ∗. By exhibiting some boundedness conditions for a derivation δ, we will be
able to see that the domain of δ∗ is in fact quite large. The following proposition is the non-tracial analogue
of [12, Lemma 12].
Proposition 4.9. Let δ : dom (δ) → M∞ ⊗Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume the conjugate variable ξ to δ exists so that δ and δˆ are closable
with closures δ¯ and
¯ˆ
δ, respectively. Then for u ∈Mϕ ∩ dom (δ ⊕ δˆ) unitary
‖u · ξ − (1⊗ ϕ)(¯ˆδ(u))‖ϕ = ‖ξ‖ϕ, and
‖ξ · u− (ϕ⊗ σϕ−i)(¯ˆδ(u))‖ϕ = ‖ξ‖ϕ.
For a ∈Mϕ ∩ dom (δ ⊕ δˆ) self-adjoint we have
‖a · ξ − (1⊗ ϕ)(¯ˆδ(a))‖ϕ ≤ ‖a‖‖ξ‖ϕ, and
‖ξ · a− (ϕ⊗ σϕ−i)(¯ˆδ(a))‖ϕ ≤ ‖a‖‖ξ‖ϕ.
For any x ∈Mϕ ∩ dom (δ ⊕ δˆ) we have
‖x · ξ − (1⊗ ϕ)(¯ˆδ(x))‖ϕ ≤ 2‖x‖‖ξ‖ϕ, and
‖ξ · x− (ϕ⊗ σϕ−i)(¯ˆδ(x))‖ϕ ≤ 2‖x‖‖ξ‖ϕ.
Consequently, for x ∈Mϕ ∩ dom (δ ⊕ δˆ) we have
‖(1⊗ ϕ)(¯ˆδ(x)‖ϕ ≤ 3‖x‖‖ξ‖ϕ, and (9)
‖(ϕ⊗ σϕ−i(¯ˆδ(x))‖ϕ ≤ 3‖x‖‖ξ‖ϕ.
Moreover, for any λ ∈ R×+ and any p ∈ Eλ(dom (δ)) we have
‖(1⊗ ϕ)(¯ˆδ(p)‖ϕ ≤ 3‖p‖‖ξ‖ϕ, and
‖(ϕ⊗ σϕ−i(¯ˆδ(p))‖ϕ ≤ 3λ1/2‖p‖‖ξ‖ϕ.
Proof. It is clear that the estimates in (9) follow immediately from the previous ones (along with the well
known inequality ‖wx‖ϕ ≤ ‖σϕ−i/2(x∗)‖‖w‖ϕ), which we now prove.
For notational simplicity, we write b(x) := (1 ⊗ ϕ)
[
¯ˆ
δ(x)
]
for x ∈ Mϕ ∩ dom (δ ⊕ δˆ). We first establish
the inequalities which involve b. We let ξˆ denote the conjugate variable to δˆ, which exists by Lemma 3.10.
First, we consider p ∈ dom(δ). Using Lemma 3.9 we have
‖b(p)‖2ϕ =
〈
b(p)⊗ 1, δˆ(p)
〉
HS
=
〈
b(p)ξˆ − (1⊗ ϕ)(δ(b(p))), p
〉
ϕ
=
〈
b(p)ξˆ − (1⊗ ϕ⊗ ϕ)(δ ⊗ 1)(δˆ(p)), p
〉
ϕ
=
〈
b(p)ξˆ − (1⊗ ϕ⊗ ϕ)(1 ⊗ δˆ)(δ(p)), p
〉
ϕ
=
〈
b(p)ξˆ − (1⊗ ϕ)(δ(p)#1 ⊗ Sϕ(ξˆ)), p
〉
ϕ
=
〈
b(p)ξˆ − (1⊗ ϕ)(δ(p) · ξ), p
〉
ϕ
= 〈b(p), pξ〉ϕ − 〈δ(p), p⊗ (Sϕξ)〉HS ,
where we have used (6) in the final two equalities. We can obtain the equality of the first and last expressions
for any x ∈Mϕ ∩ dom (δ⊕ δˆ) by applying Theorem 4.8 to approximate x by polynomials p with ‖p‖ ≤ ‖x‖.
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We next compute
‖b(x)‖2ϕ = 〈b(x), xξ〉ϕ −
〈
δ¯(x), x ⊗ (Sϕξ)
〉
HS
= 〈b(x), xξ〉ϕ −
〈
x∗ · δ¯(x), 1 ⊗ (Sϕξ)
〉
HS
= 〈b(x), xξ〉ϕ −
〈
δ¯(x∗x), 1 ⊗ (Sϕξ)
〉
HS
+
〈
δ¯(x∗) · x, 1 ⊗ (Sϕξ)
〉
HS
.
We focus on the third term above:〈
δ¯(x∗) · x, 1⊗ (Sϕξ)
〉
HS
=
〈
¯ˆ
δ(x)†, 1⊗ Sϕ(xξ)
〉
HS
=
〈
(xξ) ⊗ 1, ¯ˆδ(x)
〉
HS
= 〈xξ, b(x)〉ϕ .
Thus we have shown
‖b(x)‖2ϕ = 2Re 〈b(x), xξ〉ϕ −
〈
δ¯(x∗x), 1 ⊗ Sϕ(ξ)
〉
HS
,
and consequently
‖xξ − b(x)‖2ϕ = ‖xξ‖2ϕ −
〈
δ¯(x∗x), 1 ⊗ Sϕ(ξ)
〉
HS
. (10)
Now, if x = u is a unitary then the above reduces to
‖uξ − b(u)‖2ϕ = ‖uξ‖2ϕ = ‖ξ‖2ϕ.
For self-adjoint x = a, let α > 1 and write aα‖a‖ =
u1+u2
2 as a sum of two unitaries u1, u2. In particular,
u1 =
a
α‖a‖ + i
√
1− a
2
α2‖a‖2
u2 =
a
α‖a‖ − i
√
1− a
2
α2‖a‖2 .
Then u1, u2 ∈Mϕ ∩ dom (δ ⊕ δˆ) by Corollary 4.7 and by the first part of the proof we have
‖aξ − b(a)‖ϕ ≤ α‖a‖
2
(‖u1ξ − b(u1)‖ϕ + ‖u2ξ − b(u2)‖ϕ) = α‖a‖‖ξ‖2ϕ.
Letting α → 1 yields the desired inequality. Finally, for generic x simply write it as the sum of its real and
imaginary parts, use the triangle inequality, and apply the previous bound.
Towards proving the inequalities without b, we recall that the Tomita operator Sϕ has the polar decom-
position Sϕ = Jϕ∆
1/2
ϕ , where Jϕ is an anti-linear isometry and ∆ϕ is the modular operator. In particular,
1 = SϕSϕ = Jϕ∆
1/2
ϕ Sϕ. Hence for x ∈Mϕ ∩ dom (δ ⊕ δˆ) we have
ξx− (ϕ⊗ σϕ−i)(¯ˆδ(x)) = Jϕ∆1/2ϕ
[
x∗µξˆ − (σϕi ⊗ ϕ)(δ¯(x∗))
]
= Jϕ
[
σϕ−i/2(x
∗)µ∆1/2ϕ ξˆ − (1⊗ ϕ)(σϕi/2 ⊗ σϕ−i/2)(δ¯(x∗))
]
= Jϕµ
1/2
[
σϕ−i/2(x
∗)ξˆ − (1⊗ ϕ)(δ¯(σϕi/2(x∗)))
]
= Jϕµ
1/2
[
x∗ξˆ − (1⊗ ϕ)(δ¯(x∗))
]
where we have used (4) with z = −i/2 in the second-to-last equality. Consequently
‖ξx− (ϕ⊗ σϕ−i)(¯ˆδ(x))‖ϕ = µ1/2‖x∗ξˆ − (1⊗ ϕ)(δ¯(x∗))‖ϕ (11)
If x = u is unitary, then this and the previously established equality for unitaries yields
‖ξu− (ϕ⊗ σϕ−i)(¯ˆδ(u))‖ϕ = µ1/2‖ξˆ‖ϕ = ‖ξ‖ϕ
where the last equality follows from a simple computation using (5) and (4).
The inequalities for a, x ∈ Mϕ ∩ dom (δ ⊕ δˆ) self-adjoint and generic, respectively, also follow from (11)
by using the previously established inequalities and µ1/2‖ξˆ‖ϕ = ‖ξ‖ϕ.
ON FINITE FREE FISHER INFORMATION FOR EIGENVECTORS OF A MODULAR OPERATOR 21
Now, fix λ ∈ R×+, and let p ∈ Eλ(dom (δ)). Then (10) holds for p:
‖pξ − b(p)‖2ϕ = ‖pξ‖2ϕ − 〈δ(p∗p), 1⊗ Sϕ(ξ)〉HS
= ‖pξ‖2ϕ −
〈
ξ ⊗ 1, δ(p∗p)†〉
HS
= ‖pξ‖2ϕ − 〈ξ, b(p∗p)〉HS .
Then, since p∗p ∈Mϕ, we can use (9) to obtain
‖pξ − b(p)‖2ϕ ≤ ‖pξ‖2ϕ + ‖ξ‖ϕ3‖p∗p‖‖ξ‖ϕ
≤ 4‖p‖2‖ξ‖2ϕ.
Hence
‖b(p)‖ϕ ≤ ‖pξ‖ϕ + ‖pξ − b(p)‖ϕ ≤ 3‖p‖‖ξ‖ϕ
The final estimate then follows from
(ϕ⊗ σϕ−i)(¯ˆδ(p)) = Jϕ∆1/2ϕ (σϕi ⊗ ϕ)(δ¯(p∗))
= Jϕ(1⊗ ϕ)(σϕi/2 ⊗ σϕi/2)(δ¯(p∗))
= Jϕµ
1/2(1⊗ ϕ)(δ¯(σϕi/2(p∗)))
= Jϕµ
1/2λ1/2(1⊗ ϕ)(δ¯(p∗)),
and the fact that µ1/2‖ξˆ‖ϕ = ‖ξ‖ϕ. 
Corollary 4.10. Let δ : dom (δ) → M∞ ⊗Mop∞ be a µ-modular derivation for some µ > 0, with dom (δ)
generated by eigenoperators of σϕ. Assume that the conjugate variable ξ to δ exists. Then the closures of
the densely defined maps (1 ⊗ ϕ) ◦ δˆ and (ϕ ⊗ σϕ−i) ◦ δˆ on L2(M,ϕ) (both with domain dom (δ)) satisfy for
any λ ∈ R×+ and x ∈ Eλ(M) ∥∥∥(1⊗ ϕ) ◦ δˆ(x)∥∥∥
ϕ
≤ 3‖x‖‖ξ‖ϕ, and
‖(ϕ⊗ σϕ−i) ◦ δˆ(x)‖ϕ ≤ 3λ1/2‖x‖‖ξ‖ϕ.
Furthermore, for every λ, γ ∈ R×+ we have Eλ(M)⊗ Eγ(M)op ⊂ dom (δ∗).
Proof. Denote the two above maps by B and C, respectively. We first show B and C are closable by showing
the L2-dense set dom (δ) lies in the domain of their adjoints. Given p, x ∈ dom (δ) we have
| 〈p,B(x)〉ϕ | = |ϕ(p∗(1⊗ ϕ)(δˆ(x)))|
= |ϕ⊗ ϕop((p∗ ⊗ 1)#δˆ(x))|
= |
〈
p⊗ 1, δˆ(x)
〉
ϕ
|
≤ ‖δˆ∗(p⊗ 1)‖ϕ‖x‖ϕ,
and hence p ∈ dom (B∗). Similarly, we have
| 〈p, C(x)〉ϕ | = |ϕ(p∗(ϕ⊗ σϕ−i)(δˆ(x)))|
= |ϕ((ϕ ⊗ 1)(δˆ(x))p∗)|
= |ϕ⊗ ϕop((1 ⊗ p∗)#δˆ(x))|
≤ ‖δˆ∗(1⊗ p)‖ϕ‖x‖ϕ,
so that p ∈ dom (C∗). Thus B and C are closable, and we let B¯ and C¯ denote their closures.
Let x ∈ Eλ(M) for some λ ∈ R×+, then by Kaplansky’s density theorem we can find a sequence (pn)n∈N ⊂
dom (δ) which converges to x in L2(M,ϕ) and satisfies ‖pn‖ ≤ ‖x‖ for each n. By replacing pn with Eλ(pn)
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for each n ∈ N, we may assume pn ∈ Eλ(dom (δ)). For w ∈ dom(B∗), using the final bounds in Proposition
4.9 we have
| 〈x,B∗(w)〉ϕ | = limn→∞ | 〈pn, B
∗(w)〉ϕ |
= lim
n→∞
|
〈
(1⊗ ϕ)(δˆ(pn), w
〉
ϕ
|
≤ lim sup
n→∞
3‖pn‖‖ξ‖ϕ‖w‖ϕ
≤ 3‖x‖‖ξ‖ϕ‖w‖ϕ,
which shows that x is in the domain of (B∗)∗ = B¯ with ‖B¯(x)‖ϕ ≤ 3‖x‖‖ξ‖ϕ. Similarly, we have x ∈ dom (C¯)
with ‖C¯(x)‖ϕ ≤ 3λ1/2‖x‖‖ξ‖ϕ.
Now, for λ, γ ∈ R×+ let a ∈ Eλ(M) and b ∈ Eγ(M). As above, we let (pn)n∈N ⊂ Eλ(dom (δ)) and (qn)n∈N ⊂
Eγ(dom (δ)) be sequences converging to a and b in L2(M,ϕ), respectively, and satisfying ‖pn‖ ≤ ‖a‖ and
‖qn‖ ≤ ‖b‖ for all n ∈ N. Since Sϕ is bounded on Eγ , we note that (q∗n)n∈N converges to b∗ in L2(M,ϕ).
Consequently, (pn ⊗ qn)n∈N converges to a ⊗ b in L2(M⊗¯Mop). Using the formula in Lemma 3.9, we have
for any w ∈ dom (δ¯)〈
a⊗ b, δ¯(w)〉
HS
= lim
n→∞
〈
pn ⊗ qn, δ¯(w)
〉
HS
= lim
n→∞
〈
pnξσ
ϕ
−i(qn)−B(pn)σϕ−i(qn)− pnC(qn), w
〉
ϕ
≤ lim sup
n→∞
[
‖σϕ−i/2(qn)‖‖pnξ‖ϕ + ‖σϕ−i/2(qn)‖‖B(pn)‖ϕ + ‖pn‖‖C(qn)‖ϕ
]
‖w‖ϕ
≤ lim sup
n→∞
7γ1/2‖qn‖‖pn‖‖ξ‖ϕ‖w‖ϕ ≤ 7γ1/2‖b‖‖a‖‖ξ‖ϕ‖w‖ϕ,
Thus a⊗ b ∈ dom(δ∗). 
4.4. Contraction resolvent arising as deformations of δ∗δ¯. Let δ : L2(M,ϕ) → L2(M⊗¯Mop) be a
closable µ-modular derivation, for some µ > 0, with dom (δ) generated by eigenoperators of σϕ. One of the
key steps in the proofs of our main theorems will be to show that certain central elements z lie in ker(δ¯), and
so it will be useful to have a way to approximate such z with elements from dom (δ¯). Towards this end, in
this subsection we replicate in Mϕ the analysis of contraction resolvents given in [12, Section 1]. The lemma
we prove shows that we can in fact approximate such z with similarly central elements in dom (δ¯). We refer
the reader to [16, Chapter I] for a more general treatment of contraction resolvents.
We consider L := δ∗δ¯, a self-adjoint operator with dense domain. For each t > 0 define Tt := e−tL. Then
{Tt}t>0 is a strongly continuous contraction semigroup with infinitesimal generator −L. For each α > 0
define ηα = α(α + L)
−1. Proposition 1.10 of [16] implies
ηα = α
∫ ∞
0
e−αsTs ds,
and that { 1αηα}α>0 is a strongly continuous contraction resolvent (cf. [16, Definition 1.4]). In particular:
(1) For all α > 0, ηα is a ‖ · ‖ϕ-contraction; and
(2) ηα converges strongly to the identity as α→∞ .
Moreover, Range(ηα) = dom (L) ⊂ dom (δ¯) (cf. the proof of [16, Proposition 1.5]).
Define ζα := (ηα)
1/2. Then we have by [20, Lemma 3.2]
ζα =
1
π
∫ ∞
0
1√
t
ηα(t+ ηα)
−1 dt =
1
π
∫ ∞
0
1√
t(1 + t)
ηα(1+t)/t dt. (12)
Furthermore, Range(ζα) = dom(L
1/2) = dom (δ¯), where the latter equality follows from ‖L1/2(x)‖ϕ =
‖δ¯(x)‖ϕ for all x ∈ dom (L1/2). Consequently, δ¯ ◦ ζα defines a bounded operator. For x ∈ L2(M,ϕ) we have
lim
α→∞
‖x− ζα(x)‖ϕ = lim
α→∞
∥∥∥∥ 1π
∫ ∞
0
1√
t(1 + t)
(
x− ηα(1+t)/t(x)
)
dt
∥∥∥∥
ϕ
≤ lim
α→∞
1
π
∫ ∞
0
1√
t(1 + t)
∥∥x− ηα(1+t)/t(x)∥∥ϕ dt.
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Using property (1) above, we see that the integrand is dominated by 1√
t(1+t)
2‖x‖ϕ and so the dominated
convergence theorem implies
lim
α→∞
‖x− ζα(x)‖ϕ = 0. (13)
Recalling that L2(M,ϕ) admits bounded left and right actions of Mϕ, we have the following lemma.
Lemma 4.11. For x ∈ ker(δ) ∩ ker(δˆ) ∩Mϕ and ξ ∈ L2(M,ϕ)
ζα(ξ · x) = ζα(ξ) · x and ζα(x · ξ) = x · ζα(ξ).
Proof. First note that δ(x) = 0 implies L(x) = 0, and so using δˆ(x) = 0, Lemma 3.9, and Lemma 4.2 we
have L(ξ · x) = L(ξ) · x and L(x · ξ) = x · L(ξ) for all ξ ∈ dom (L). We next claim ηα(ξ · x) = ηα(ξ) · x and
ηα(x · ξ) = x · ηα(ξ) for all ξ ∈ L2(M,ϕ). Suppose η = ηα(ξ · x) and η′ = ηα(ξ), which we note are contained
in dom (L) ⊂ dom (δ¯). Then
1
α
(α+ L)(η − η′ · x) = ξ · x− η′ · x− 1
α
L(η′) · x = ξ · x− 1
α
(α + L)(η′) · x = ξ · x− ξ · x = 0,
hence ηα(ξ · x) = η = η′ · x = ηα(ξ) · x. Similarly, ηα(x · ξ) = x · ηα(ξ). Finally, using (12) we have
ζα(ξ · x) = ζα(ξ) · x and ζα(x · ξ) = x · ζα(ξ). 
5. Diffuse Elements in the Centralizer
In this section we will show that there is an abundance of diffuse elements in the centralizer Mϕ. Recall
our notation from Section 2:
P = C 〈G〉 = C 〈x1, . . . , xn〉 ,
where G = G∗ consists of eigenoperators of σϕ and x1, . . . , xn are generators of the form in Proposition
2.1.(ii). Then, more precisely, we will give a condition for when elements in C 〈G〉 ∩Mϕ are diffuse. We
begin by replicating [10, Theorem 4.4] in our non-tracial context.
5.1. An L2-homology estimate. Let P1 ∈ B(L2(M,ϕ)) denote the projection onto the cyclic vector. We
let Ψ: M ⊗Mop → FR(L2(M,ϕ)) be the isometry into the finite-rank operators defined by
Ψ(a⊗ b)ξ = aP1bξ, a, b ∈M, ξ ∈ L2(M,ϕ).
For the matrix A ∈ Mn(C) as in Proposition 2.1, let Γ(Rn, Ait)′′ be the free Araki-Woods factor cor-
responding to the orthogonal group {Ait}t∈R (cf. [21]). It is generated by quasi-free semicircular elements
s1, . . . , sn and admits a free quasi-free state ϕA satisfying for each j = 1, . . . , n
σϕz (sj) =
n∑
k=1
[Aiz ]jksk.
The covariance of the system is given by ϕA(sjsk) =
[
2
1+A
]
kj
.
Let HA = L2(Γ(Rn, Ait)′′, ϕA), then HA can be identified with a Fock space on which each sj = ℓ(ej) +
ℓ(ej)
∗ is a sum of left creation and left annihilation operators for an orthonormal basis {e1, . . . , en} of Rn
obliquely embedded in Cn. Letting rj := r(ej), j = 1, . . . , n, be the corresponding right creation operators,
we have that
[sj, rk] = 〈ej, ek〉HA P1 = 〈sj , rk〉ϕA P1 =
[
2
1 +A
]
kj
P1.
We say that {r1, . . . , rn} is a quasi-dual system to {s1, . . . , sn} with covariance 21+A .
We consider the free product (M, θ) = (M,ϕ)∗ (Γ(Rn, Ait)′′, ϕA). Then, by using the right regular repre-
sentation for r1, . . . , rn on L
2(M, θ) = (L2(M,ϕ), 1)∗(HA,Ω), we can realize these operators in B(L2(M, θ)),
where they satisfy [x, rk] = 0 for all x ∈M .
Remark 5.1. Observe that Γ(Rn, Ait)′′ ∼= Γ(Ms.a. ⊂M)′′ since s1, . . . , sn have the same covariance as the
generators x1, . . . , xn and also vary under the modular operator in the same way. Consequently, the maps
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P ∋ p 7→ δj(p)#sj , j = 1, . . . , n, are exactly the derivations considered in [23], in which Shlyakhtenko defined
the conjugate variable to this derivation as an element ξ ∈ L2(M,ϕ) satisfying
〈ξ, p〉ϕ = 〈sj , δj(p)#sj〉θ ∀p ∈ P ,
provided it exists. The freeness condition implies that for a, b ∈M we have
〈sj , asjb〉θ = θ(sjasjb) = ϕ(a)ϕ(b)ϕ(s2j ) = 〈1⊗ 1, a⊗ b〉HS .
Thus if Jϕ(xj : C[xk : k 6= j]) exists then
〈Jϕ(xj : C[xk : k 6= j]), p〉ϕ = 〈1⊗ 1, δj(p)〉HS = 〈sj , δj(p)#sj〉θ .
Hence Jϕ(xj : C[xk : k 6= j]) is also a conjugate variable in the sense of [23]. Moreover, since ‖xj‖ϕ = 1 for
each j = 1, . . . , n, this also implies Φ∗ϕ(x1, . . . , xn) equals the free Fisher information from [23, Definition
2.5].
For each ǫ > 0 and j = 1, . . . , n define xj(ǫ) = xj +
√
ǫsj and let Mǫ = W
∗(xj(ǫ) : j = 1, . . . , n) ⊂ M.
Since xj and sj vary linearly in the same way under the action of σ
θ, it is easy to see that ∀ǫ > 0Mǫ is globally
invariant under σθ. Therefore, by [26, Theorem IX.4.2], there is a conditional expectation Eǫ : M→Mǫ. For
each ǫ > 0 let pǫ denote the orthogonal projection from L
2(M, θ) to L2(Mǫ, θ) so that for x ∈ M we have
pǫxpǫ = Eǫ(x)pǫ. Define for each j = 1, . . . , n rj(ǫ) = pǫ 1√ǫrjpǫ so that
[xj(ǫ), rk(ǫ)] = pǫ
1√
ǫ
[xj +
√
ǫsj , rk]pǫ = pǫ[sj , rk]pǫ =
[
2
1 +A
]
kj
P1,
where we have used the fact that Mǫ is unital to conclude P1 = pǫP1pǫ. Hence {r1(ǫ), . . . , rn(ǫ)} is a
quasi-dual system to {x1(ǫ), . . . , xn(ǫ)} with covariance 21+A .
We will associate the following quantity to x1, . . . , xn, which can be thought of as a type of free entropy
dimension:
d⋆A(x1, . . . , xn) := n− lim inf
ǫ→0
ǫ
n∑
j=1
∥∥JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j])∥∥2θ .
This is the non-tracial analogue of the quantity δ⋆ that appears in the tracial case as the result of formally
applying L’Hoˆpital’s rule to the free entropy dimension δ∗ (cf. [10, Section 4.1]). We note that we present
this quantity merely as a convenient notation. Since our only examples are those where the lim inf in the
definition of d⋆A is zero, and since we do not have a corresponding non-tracial non-microstates free entropy to
compare this quantity with, it is unclear if this is really the correct definition for a non-tracial free entropy
dimension. In any case, the following lemma, which is proved using arguments from [29, Propositions 3.6
and 3.7] adapted to the present context, tells us that d⋆A(x1, . . . , xn) = n in the situations we will consider.
Lemma 5.2. For each ǫ > 0 and j ∈ {1, . . . , n},
JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j]) =
1√
ǫ
Eǫ(sj),
and if JAϕ (xj : C[xk : k 6= j]) exists then
JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j]) = pǫJAϕ (xj : C[xk : k 6= j]).
In particular, when JAϕ (xj : C[xk : k 6= j]) exists for each j = 1, . . . , n, we have d⋆A(x1, . . . , xn) = n.
Proof. We first note that for any p ∈ C 〈x1(ǫ), . . . , xn(ǫ)〉 and any j ∈ {1, . . . , n}
∂xj(ǫ)(p) =
1√
ǫ
∂sj (p)
Consequently,
JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j]) =
1√
ǫ
pǫJ
A
θ (sj : C[xk(ǫ) : k 6= j]).
Next, we claim that
JAθ (sj : C[xk(ǫ) : k 6= j]) = JAϕA(sj : C[sk : k 6= j]) = sj .
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The last equality follows by [18, Proposition 2.2]. Thus to show the first equality we must demonstrate
〈sj , p〉θ =
〈
1⊗ 1, ∂sjp
〉
θ⊗θop ∀p ∈ C 〈x1(ǫ), . . . , xk(ǫ)〉 .
By expanding each xk(ǫ) = xk +
√
ǫsk, it suffices to show
〈sj , c0p1c1 · · · pmcm〉θ =
m∑
k=1
θ ⊗ θop(c0p1c1 · · · ck−1∂sj (pk)ck · · · pmcm), (14)
where c0, . . . , cm ∈ P and p1, . . . , pm ∈ C 〈s1, . . . , sn〉. We proceed by induction on m. Recalling that
θ(sj) = ϕA(sj) = 0 and using free independence (twice) we have
〈sj , c0p1c1〉θ = ϕ(c0)ϕ(c1)ϕA(sjp1)
= ϕ(c0)ϕ(c1)ϕA ⊗ ϕopA (∂sj (p1))
= θ ⊗ θop(c0∂sj (p1)c1).
Let m ≥ 2 and suppose (14) holds for elements of the form c0p1c1 · · · pℓcℓ with ℓ < m. For a ∈ M, write
a˚ = a−θ(a). Upon writing pk = p˚k+θ(pk) for each k = 1, . . . ,m and ck = c˚k+θ(ck) for each k = 1, . . . ,m−1
and expanding, it suffices by the induction hypothesis to consider the case when p1, . . . , pm and c1, . . . , cm−1
are centered with respect to θ. We then have by free independence
〈sj , c0p1 · · · pmcm〉θ = θ(sj c˚0p1 · · · pmcm) + θ(c0)θ(sjp1 · · · pmcm) = 0.
On the other hand, if we write ∂sj (pk) =
∑
ℓ a
k
ℓ ⊗ bkℓ for each k = 1, . . . ,m then
m∑
k=1
∑
ℓ
θ(c0p1c1 · · · ck−1akℓ )θ(bkℓ ck · · · pmcm).
The factors θ(c0p1c1 · · · ck−1akℓ ) vanish if k ≥ 2, while the factors θ(bkℓ ck · · · pmcm) vanish if k ≤ m− 1. Since
m ≥ 2, at least one of these conditions always holds and we have proved the claim.
That
JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j]) = pǫJAϕ (xj : C[xk : k 6= j]),
holds via a similar argument. Hence, when JAϕ (xj : C[xk : k 6= j]) exists for each j = 1, . . . , n, we have
lim inf
ǫ→0
ǫ
n∑
j=1
∥∥JAθ (xj(ǫ) : C[xk(ǫ) : k 6= j])∥∥2θ ≤ limǫ→0 ǫ
n∑
j=1
∥∥JAϕ (xj : C[xk : k 6= j])∥∥2ϕ = 0.
Thus d⋆A(x1, . . . , xn) = n. 
We let 1 denote the cyclic vector in L2(M, θ). Define Sθ to be the closure of the operator y1 7→ y∗1,
densely defined on M1 ⊂ L2(M, θ), with polar decomposition Sθ = Jθ∆1/2θ . The restrictions of Sθ to the
subspaces L2(M,ϕ) and HA yield Sϕ = Jϕ∆1/2ϕ and SϕA = JϕA∆1/2ϕA , respectively.
For T ∈ B(L2(M, θ)) we define
ρ(T ) := JθT
∗Jθ,
which we recall from Remark 1.7 is the usual right action of M on L2(M, θ), but differs from the one we
have been considering thus far. An easy computation shows that ρ is an isometry on Ψ(M ⊗Mop) with
respect to the Hilbert-Schmidt norm. We also note that for a, b ∈M , f, g ∈M∞, and ξ ∈ L2(M,ϕ)
ρ(f)aP1bρ(g)ξ = 〈1, bρ(g)ξ〉ϕ ρ(f)a1
= 〈g∗Jϕbξ, 1〉ϕ aJϕf∗1
= 〈Jϕg1, bξ〉ϕ aσϕ−i/2(f)1
=
〈
σϕ−i/2(g
∗)1, bξ
〉
ϕ
aσϕ−i/2(f)1
= aσϕ−i/2(f)P1σ
ϕ
i/2(g)bξ,
thus we define the actions
ρ(f) · (a⊗ b) · ρ(g) := aσϕ−i/2(f)⊗ σϕi/2(g)b. (15)
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Lemma 5.3. For x ∈M and rj , sj as above, we have ρ(rj)x1 = 0. If a, b ∈M∞ we have
ρ(aρ(rj)b)1 = σ
ϕ
−i/2(a)sjσ
ϕ
−i/2(b)1.
Proof. For x ∈M , we have Jθx1 = Jϕx1 = ∆1/2ϕ x∗1 ∈ L2(M,ϕ). Therefore
ρ(rj)x1 = Jθr
∗
j (∆
1/2
ϕ x
∗1) = 0.
Next, we note the following identity for c ∈M∞:
Jθc1 = ∆
1/2
θ Sθc1 = ∆
1/2
ϕ c
∗1 = σϕ−i/2(c
∗)1.
We compute
ρ(aρ(rj)b)1 = Jθb
∗JθrjJθa∗Jθ1 = Jθb∗Jθrjσ
ϕ
−i/2(a)1
= Jθb
∗Jθ
[
σϕ−i/2(a)⊗ ej
]
= Jθb
∗
[
∆1/2ϕA ej ⊗ a∗
]
= Jθ
[
b∗ ⊗∆1/2ϕA ej ⊗ a∗
]
= σϕ−i/2(a)⊗ ej ⊗ σϕ−i/2(b)
= σϕ−i/2(a)sjσ
ϕ
−i/2(b)1,
as claimed. 
Lemma 5.4. For all x ∈M and T ∈ B(L2(M, θ)) we have
Tr(P1[T1, ρ(x)]) =
〈
ρ(x∗)1,
(
∆
−1/2
θ ρ(T )− T
)
1
〉
θ
Proof. We simply compute
Tr(P1[T, ρ(x)]) = 〈1, T ρ(x)1− ρ(x)T 1〉θ
= 〈T ∗1, ρ(x)1〉θ − 〈ρ(x)∗1, T 1〉θ
= 〈x∗1, JθT ∗1〉θ − 〈ρ(x∗)1, T 1〉θ
=
〈
∆
−1/2
θ Jθx1, JθT
∗1
〉
θ
− 〈ρ(x∗)1, T 1〉θ
=
〈
ρ(x∗)1, (∆−1/2θ ρ(T )− T )1
〉
θ
.

Lemma 5.5. Let δ > 0. Given T =
∑
ℓ aℓP1bℓ ∈ Ψ(M⊗Mop), there exists ǫ0 > 0 so that for each ǫ ∈ (0, ǫ0)
we can find xℓ, yℓ ∈Mǫ such that if
T (ǫ) :=
∑
ℓ
xℓP1yℓ,
then
‖T − T (ǫ)‖HS ≤ ‖T − T (ǫ)‖1 < δ.
Proof. This follows from exactly the same argument as in [10, Lemma 4.2], except we must note that
‖aP1b‖1 = sup
‖T‖∞=1
| 〈T, aP1b〉Tr |
= sup
‖T‖∞=1
|Tr(P1bT ∗aP1)|
= sup
‖T‖∞=1
| 〈Tb∗1, a1〉ϕ | = ‖a‖ϕ‖b∗‖ϕ.
So we must approximate b∗ (rather than b) by polynomials in the ‖ · ‖ϕ-norm. 
Note that for a, b ∈Mǫ and ξ ∈ L2(M, θ) we have
aP1bpǫξ = 〈b∗1, pǫξ〉θ a1 = 〈b∗1, ξ〉θ pǫa1 = pǫaP1bξ,
so that [T (ǫ), pǫ] = 0 for T (ǫ) ∈ Ψ(Mǫ ⊗Mopǫ ) as in the previous lemma.
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Proposition 5.6. With the notation as above, suppose that d⋆A(x1, . . . , xn) = n. Then any set {Tjk}nj,k=1 ⊂
Ψ(M∞ ⊗Mop∞ ) such that
∑n
j=1[Tjk, ρ(xj)] = 0 for each k = 1, . . . , n satisfies
n∑
j,k=1
〈
P1, Tjk
[
2
1 +A
]
kj
〉
HS
= 0.
Proof. For each 1 ≤ j, k ≤ n we can write
Tjk =
∑
ℓ
ajkℓ P1b
jk
ℓ ,
for some aijℓ , b
ij
ℓ ∈M∞. We compute
n∑
j,k=1
〈
P1,
[
2
1 +A
]
kj
Tjk
〉
HS
=
n∑
j,k=1
Tr
(
Tjkρ
([
2
1 +A
]
kj
P1
))
=
n∑
j,k=1
Tr(Tjkρ([xj(ǫ), rk(ǫ)]))
=
n∑
j,k=1
Tr([ρ(xj(ǫ)), Tjk]ρ(rk(ǫ)))
=
n∑
j,k=1
Tr([ρ(
√
ǫsj), Tjk]ρ(rk(ǫ)))
=
n∑
j,k=1
Tr(Tjk[
√
ǫρ(rk(ǫ)), ρ(sj)]).
Let δ > 0, then by Lemma 5.5 there exists ǫ0 > 0 such that if ǫ < ǫ0 then for each Tij we can find
Tij(ǫ) ∈ Ψ(Mǫ ⊗Mopǫ ) satisfying ‖Tij − Tij(ǫ)‖1 ≤ δ. Then since
‖[√ǫρ(rk(ǫ)), ρ(sj)]‖ =
∥∥∥∥√ǫJθ[pǫ 1√ǫr∗j pǫ, sj ]Jθ
∥∥∥∥ ≤ 2‖r∗j ‖‖sj‖ ≤ 4,
we have
∣∣∣∣∣∣
n∑
j,k=1
〈
P1,
[
2
1 +A
]
kj
Tjk
〉
HS
∣∣∣∣∣∣ ≤ 4n2δ +
∣∣∣∣∣∣
n∑
j,k=1
Tr(Tjk(ǫ)[
√
ǫρ(rk(ǫ)), ρ(sj)])
∣∣∣∣∣∣ .
We focus on the latter term. Note that [pǫ, Jθ] = 0 and denote ξj(ǫ) =
1√
ǫ
pǫsjpǫ. We have
n∑
j,k=1
Tr(Tjk(ǫ)[
√
ǫρ(rk(ǫ)), ρ(sj)]) =
n∑
j,k=1
Tr(Tjk(ǫ)[ρ(rk), ρ(
√
ǫξj(ǫ))]).
Using ‖√ǫξj(ǫ)‖ ≤ ‖sj‖ ≤ 2 and switching back to Tij from Tij(ǫ) we have
∣∣∣∣∣∣
n∑
j,k=1
〈
P1,
[
2
1 +A
]
kj
Tjk
〉
HS
∣∣∣∣∣∣ ≤ 8n2δ +
∣∣∣∣∣∣
n∑
j,k=1
Tr(Tjk[ρ(rk), ρ(
√
ǫξj(ǫ))])
∣∣∣∣∣∣ .
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Now, we have that JθxJθ ∈ M′ ∩ B(L2(M, θ)) for x ∈ M so ajkℓ and bjkℓ commute with ρ(
√
ǫξj(ǫ)). Hence
considering the last term in the above inequality we have
n∑
j,k=1
Tr(Tjk[ρ(rk), ρ(
√
ǫξj(ǫ))]) =
n∑
j,k=1
∑
ℓ
Tr(P1[b
jk
ℓ ρ(rk)a
jk
ℓ , ρ(
√
ǫξj(ǫ))])
=
n∑
j,k=1
∑
ℓ
〈
ρ(
√
ǫξj(ǫ)
∗)1,
(
∆
−1/2
θ ρ(b
jk
ℓ ρ(rk)a
jk
ℓ )− bjkℓ ρ(rk)ajkℓ
)
1
〉
θ
=
n∑
j,k
∑
ℓ
〈
ρ(
√
ǫξj(ǫ)
∗)1,∆−1/2θ σ
ϕ
−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
〉
θ
=
n∑
j,k
∑
ℓ
〈
∆
−1/2
θ Jθ
√
ǫξj(ǫ)1, σ
ϕ
−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
〉
θ
=
n∑
j,k
∑
ℓ
〈√
ǫξj(ǫ)1, σ
ϕ
−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
〉
θ
where we have used Lemmas 5.4 and 5.3, and that ∆
−1/2
θ Jθξj(ǫ)1 = Sθξj(ǫ)1 = ξj(ǫ)1 since sj is self-adjoint.
So by applying the Cauchy–Schwarz inequality to our previous computation we obtain∣∣∣∣∣∣
n∑
j,k=1
Tr(Tjk[ρ(rk), ρ(
√
ǫξj(ǫ))])
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
n∑
j=1
〈
√
ǫξj(ǫ)1,
n∑
k=1
∑
ℓ
σϕ−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
〉
θ
∣∣∣∣∣∣
≤

ǫ n∑
j=1
‖ξj(ǫ)‖2θ


1/2
 n∑
j=1
∥∥∥∥∥
n∑
k=1
∑
ℓ
σϕ−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
∥∥∥∥∥
2
θ


1/2
Thus we have shown so far that∣∣∣∣∣∣
n∑
j,k=1
〈
P1,
[
2
1 +A
]
kj
Tjk
〉
HS
∣∣∣∣∣∣ ≤ 8n2δ +

ǫ n∑
j=1
‖ξj(ǫ)‖2θ


1/2
 n∑
j=1
∥∥∥∥∥
n∑
k=1
∑
ℓ
σϕ−i/2(b
jk
ℓ )skσ
ϕ
−i/2(a
jk
ℓ )1
∥∥∥∥∥
2
θ


1/2
.
Since d⋆A(x1, . . . , xn) = n, the first factor in the second term above tends to zero as ǫ → 0. Thus we have
the desired equality after first letting ǫ tend to zero and then δ. 
Corollary 5.7. Let M be a von Neumann algebra with faithful normal state ϕ. Suppose M is generated by a
finite set G = G∗ of eigenoperators of σϕ with finite free Fisher information. If T1, . . . , Tn ∈ Ψ(M∞ ⊗Mop∞ )
satisfy
∑n
j=1[Tj, ρ(xj)] = 0, then T1 = · · · = Tn = 0.
Proof. Let M, θ, and Mǫ be as above. Lemma 5.2 implies d⋆A(x1, . . . , xn) = n. We compute
n∑
j=1
‖Tj‖2HS =
n∑
j,m=1
[1]mj 〈Tm, Tj〉HS
=
n∑
j,k,m=1
[
1 +A
2
]
mk
[
2
1 + A
]
kj
〈Tm, Tj〉HS
=
n∑
j,k,m=1
〈[
1 +A
2
]
km
Tm,
[
2
1 +A
]
kj
Tj
〉
HS
We can write for each k and m [
1 +A
2
]
km
Tm =
∑
ℓ
akmℓ P1b
km
ℓ ,
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for some akmℓ , b
km
ℓ ∈M , so that
n∑
j=1
‖Tj‖2HS =
n∑
j,k
〈
P1,
[
2
1 +A
]
kj
n∑
m=1
∑
ℓ
(akmℓ )
∗Tj(bkmℓ )
∗
〉
HS
.
We note that since ρ(xj) ∈M ′ ∩ B(L2(M,ϕ)), we have for each k = 1, . . . , n
0 =
(
n∑
m=1
∑
ℓ
(akmℓ )
∗ ⊗ (bkmℓ )∗
)
#
n∑
j=1
[Tj , ρ(xj)] =
n∑
j=1
[
n∑
m=1
∑
ℓ
(akmℓ )
∗Tj(bkmℓ )
∗, ρ(xj)
]
.
Thus if we set Tjk :=
∑n
m=1
∑
ℓ(a
km
ℓ )
∗Tj(bkmℓ )
∗ for each k = 1, . . . , n then {Tjk}nj,k=1 satisfies the hypothesis
of Proposition 5.6 and hence
n∑
j=1
‖Tj‖2HS =
n∑
j,k
〈
P1,
[
2
1 +A
]
kj
n∑
m=1
∑
ℓ
(akmℓ )
∗Tj(bkmℓ )
∗
〉
HS
= 0,
implying Tj = 0 for each j = 1, . . . , n. 
5.2. The existence of diffuse elements in the centralizer. Whenever we refer to a monomial in this
section, we mean a monomial in C 〈G〉. To avoid confusion, we will temporarily return to using the notation
C 〈G〉 in place of P . We also remind the reader that the notations Eλ, EI , and Eλ were defined in Subsection
2.2.
We define
E∞≤1 = {x ∈ C 〈G〉 : [(ϕ⊗ 1) ◦ δy1 ] · · · [(ϕ⊗ 1) ◦ δym ](x) ∈ E(0,1], ∀n ≥ 0 and y1, . . . , ym ∈ G}.
Observe that for x = y1 · · · ym ∈ C 〈G〉 a monomial, x ∈ E∞≤1 is equivalent to yj · · · ym ∈ Eλj (M) with λj ≤ 1
for each j = 1, . . . ,m. If wj ∈ C
〈
cj , c
∗
j
〉∩E∞≤1 are monomials for each j = 1, . . . , n then a monomial formed
by any interleaving of the factors in w1, . . . , wn is also in E
∞
≤1.
Lemma 5.8. For x ∈ Eλ(M), λ ≤ 1, if xp = 0 for some non-zero projection p ∈ M , then there exists a
non-zero projection q ∈Mϕ such that qx = 0.
Proof. If x = v|x| is the polar decomposition, then v ∈ Eλ(M) by Proposition 2.6. Now, xp = 0 implies
pker(x), the projection onto the kernel of x, is non-zero. Moreover, if pran(x) and pran(x∗) are the projections
onto the closures of the ranges of x and x∗, respectively, then we have
pker(x) = 1− pran(x∗) = 1− v∗v
pker(x∗) = 1− pran(x) = 1− vv∗.
Hence
ϕ(pker(x∗)) = 1− ϕ(vv∗) = 1− ϕ(v∗σϕ−i(v)) = 1− λϕ(v∗v) = (1− λ) + λϕ(pker(x)) > 0.
So letting q = pker(x∗) 6= 0, we have x∗q = 0 or qx = 0, and q = 1− vv∗ ∈Mϕ. 
Theorem 5.9. Assume Φ∗ϕ(G) < ∞. Suppose for x ∈ C 〈G〉 there is a monomial x0 of highest degree with
non-zero coefficient such that x0 ∈ E∞≤1. Then there is no non-zero projection p ∈Mϕ such that xp = 0.
Proof. Suppose, towards a contradiction, p ∈Mϕ is a non-zero projection such that xp = 0. Let λ1 ∈ (0, 1]
be such that x0 ∈ Eλ1(M). Then
0 = ‖xp‖2ϕ = ‖πλ1xp‖2ϕ + ‖(1− πλ1)xp‖2ϕ,
and hence 0 = πλ1xp = Eλ1(xp) = Eλ1(x)p. Lemma 5.8 implies there is a non-zero projection q1 ∈Mϕ such
that q1Eλ1(x) = 0. Thus
0 = (q1 ⊗ p)#(Eλ1 (x)⊗ 1− 1⊗ Eλ1(x)) = (q1 ⊗ p)#
∑
y∈G
δy(Eλ1(x))#(y ⊗ 1− 1⊗ y).
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Setting Ty := (σ
ϕ
−i/2 ⊗ σϕi/2) [(q1 ⊗ p)#δy(Eλ1(x))] for each y ∈ G and applying σϕ−i/2 ⊗ σϕi/2 to each side of
the above equality yields
0 =
∑
y∈G
Ty#(σ
ϕ
−i/2(y)⊗ 1− 1⊗ σϕi/2(y)) =
∑
y∈G
[ρ(y), Ty],
by (15). So by Corollary 5.7, Ty = 0 for each y ∈ G and hence (q1 ⊗ p)#δy(Eλ1(x)) = 0 for each y ∈ G.
Let x0 = y1 · · · ym for y1, . . . , ym ∈ G. Then in particular,
(ϕ⊗ 1)(q1 · δy1(Eλ1(x)))p = 0.
The condition on x0 implies that yℓ · · · ym ∈ E(0,1] for each ℓ ∈ {2, . . . ,m}, and so iterating the above
argument we can find λ2, . . . , λm ∈ (0, 1] and non-zero projections q2, . . . , qm so that for each ℓ ∈ {2, . . . ,m}
if (ϕq)(·) = ϕ(q·) then
[(ϕqm)⊗ 1] ◦ δym ◦ Eλm ◦ · · · ◦ [(ϕq1)⊗ 1] ◦ δy1 ◦ Eλ1(x)p = 0.
But since x0 is of highest degree in x, say with coefficient α 6= 0, we have
0 = [(ϕqm)⊗ 1] ◦ δym ◦ Eλm ◦ · · · ◦ [(ϕq1)⊗ 1] ◦ δy1 ◦ Eλ1(x)p = αϕ(qm) · · ·ϕ(q1)p,
a contradiction. 
Corollary 5.10. Assume Φ∗ϕ(G) <∞. Suppose for x ∈ C 〈G〉 there is a monomial x0 of highest degree with
non-zero coefficient such that x0 ∈ E∞≤1.
(1) If x ∈ Eλ(M) for λ ≤ 1, then x has no atoms at zero.
(2) If x ∈Mϕ, then x is diffuse.
Proof. If x ∈ Eλ(M), λ ≤ 1, had an atom at zero, then there would be a non-zero projection p such
that xp = 0. Hence we may apply Theorem 5.9 with pker(x) = 1 − v∗v ∈ Mϕ, v coming from the polar
decomposition of x, to obtain a contradiction. For x ∈ Mϕ, we simply apply (1) to each translation
x− α ∈ E1(M) =Mϕ, α ∈ C. 
Corollary 5.11. Assume Φ∗ϕ(G) < ∞. For y1, . . . , ym ∈ G, let λj be the eigenvalue of yj · · · ym for each
j = 1, . . . ,m, and suppose
λ1 = max
1≤j≤m
λj .
Then the element x = y∗m · · · y∗1y1 · · · ym ∈ (Mϕ)+ is diffuse when λ1 ≤ 1 and otherwise has exactly one
atom, which is at zero and of size 1− 1λ1 .
Proof. Define λ0 = λm+1 = 1. First suppose λ1 ≤ 1. For each j = 1, . . . ,m, the eigenvalues of yj · · · ym and
y∗j · · · y∗1y1 · · · ym are easily seen to be λj and λj+1, respectively. Each of these is less than one by assumption,
so x ∈ E∞≤1 and is diffuse by Corollary 5.10.
Now suppose λ1 > 1 and consider x˜ := y1 · · · ymy∗m · · · y∗1 ∈ (Mϕ)+. For each j = 1, . . . ,m, the eigenvalues
of y∗j · · · y∗1 and yj · · · ymy∗m · · · y∗1 are λj+1λ1 and
λj
λ1
, respectively. By assumption, each of these is less than
λ1
λ1
= 1, so x˜ ∈ E∞≤1 and hence is diffuse. Now, for any d ≥ 1 we have
ϕ(xk) = ϕ(σϕi (y1 · · · ym)xk−1y∗m · · · y∗1) =
1
λ1
ϕ(x˜k).
Consequently, for any polynomial p with p(0) = 0, we have ϕ(p(x)) = λ−11 ϕ(p(x˜)). By approximating a
Dirac mass δt for t ∈ (0,∞) by such polynomials, we see that x has no atoms away from zero since x˜ is
diffuse. On the other hand, by approximating 1− δ0 by such polynomials we see that x must have an atom
of size 1− 1λ1 at zero. 
Example 5.12. Let y ∈ G have eigenvalue λ ≤ 1. Then by Corollary 5.11, y∗y is diffuse and yy∗ has an
atom of size 1− λ at zero.
Remark 5.13. One application of Corollary 5.10 is to operators arising from loops on a weighted graph
which begin and end on a vertex of minimal weight. Following [14, Section 4], given an oriented bipartite
graph Γ = (V,E), one can associate to each edge e ∈ E a generalized circular operator c(e) acting on a
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Fock space FΓ associated to the graph. Let ϕΓ denote the vacuum state on B(FΓ), then the action of its
associated modular automorphism group σϕΓ on the operators c(e) is known:
σϕΓz (c(e)) =
(
µ(t(e))
µ(s(e))
)iz
, z ∈ C,
where s(e), t(e) ∈ V are the source and target vertices for e, respectively, and µ is the weighting given by the
Perron–Frobenius eigenvector of the adjacency matrix of Γ. It then follows that c(e1)c(e2) · · · c(em) is always
an eigenoperator of σϕΓ , and in particular is in the centralizer with respect to ϕΓ whenever e1e2 · · · em is a
loop in Γ. Fix a loop e1 · · · em in Γ and observe that the eigenvalue of c(ej) · · · c(em), 1 ≤ j ≤ m, is
µ(t(ej)))
µ(s(ej)))
µ(t(ej+1))
µ(s(ej+1))
· · · µ(t(em))
µ(s(em))
=
µ(t(em))
µ(s(ej))
,
since t(ek) = s(ek+1). Thus if t(em) = s(e1) has minimal µ-weight amongst all vertices traversed by the
loop, then c(e1) · · · c(em) is diffuse by Corollary 5.10. A more direct proof of this result as well as a broader
consideration of graphs and weightings µ can be found in [15].
6. Derivations From The Polar Decomposition
Recall that for y ∈ G, δy is the free difference quotient with respect to y, which is λy-modular. When it
exists, we denote by ξy the conjugate variable to δy. From these derivations and the polar decomposition of
y we will construct new derivations. In particular, we will construct a derivation associated to |y| which can
be restricted to the tracial context of (Mϕ, ϕ).
6.1. The derivations δ|y| and δv. For y ∈ G with y 6= y∗ and polar decomposition y = v|y|, we now consider
two new derivations δ|y| and δv. Set dom(δ|y|) = dom (δv) = P and for p ∈ P define these derivations by
δ|y|(p) := δy(p)#(v ⊗ 1) + δy∗(p)#(1 ⊗ v∗),
δv(p) := δy(p)#(v ⊗ |y|)− δy∗(p)#(|y| ⊗ v∗).
Observe that δ|y| and δv are 1-modular, since v ∈ Eλy (M). Also δˆ|y| = δ|y| and δˆv = −δv.
Lemma 6.1. Fix y ∈ G with polar decomposition y = v|y|, and suppose y 6= y∗ and that ξy exists. Then
1⊗ 1 ∈ dom (δ∗|y|) ∩ dom (δ∗v) so that δ|y| and δv are closable as densely defined maps
δ|y|, δv : L2(M,ϕ)→ L2(M⊗¯Mop).
Furthermore, |y|, |y∗| ∈ dom (δ¯|y|) with
δ¯|y|(|y|) = v∗v ⊗ 1 + 1⊗ v∗v − v∗v ⊗ v∗v and δ¯|y|(|y∗|) = v ⊗ v∗,
and |y|, |y∗|, v, v∗ ∈ dom (δ¯v) with
δ¯v(|y|) = 0, δ¯v(|y∗|) = [v ⊗ v∗, |y∗|], δ¯v(v) = v ⊗ v∗v, and δ¯v(v∗) = −v∗v ⊗ v.
Proof. We compute for p ∈ P〈
1⊗ 1, δ|y|(p)
〉
HS
= 〈1⊗ 1, δy(p)#v ⊗ 1〉HS + 〈1⊗ 1, δy∗(p)#1⊗ v∗〉HS
=
〈
λ−1y v
∗ ⊗ 1, δy(p)
〉
HS
+ 〈λy1⊗ v, δy∗(p)〉HS .
Now, Corollary 4.10 implies v∗ ⊗ 1 ∈ dom (δ∗y) and 1⊗ v ∈ dom (δ∗y∗). Thus〈
1⊗ 1, δ|y|(p)
〉
HS
=
〈
λ−1y δ
∗
y(v
∗ ⊗ 1) + λyδ∗y∗(1 ⊗ v), p
〉
ϕ
,
which implies 1⊗ 1 ∈ dom (δ∗|y|). Hence δ|y| is closable by Lemma 3.9. The proof for δv is similar.
We note that
δ|y|(y∗y) = (1 ⊗ y)#(1⊗ v∗) + (y∗ ⊗ 1)#(v ⊗ 1)
= 1⊗ (v∗y) + (y∗v)⊗ 1
= 1⊗ |y|+ |y| ⊗ 1,
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since v∗v = 1− pker(y) = 1− pker(|y|). Let I ⊂ [0,∞) be a compact interval containing the spectrum of y∗y,
and let µ be the spectral measure of y∗y. For each α > 0, consider the function
fα(t) =
√
t+ α2 ∈ C1(I).
By Lemma 4.3, fα(y
∗y) ∈ dom (δ¯|y|) and δ¯|y|(fα(y∗y)) is identified (via the functional calculus) with
fα(t)− fα(s)
t− s (
√
t+
√
s) =
√
t+
√
s√
t+ α2 +
√
s+ α2
,
which by Lebesgue’s dominated convergence theorem (DCT) converges in L2(I × I, µ × µ) to the function
1 − χ{(0,0)}(t, s), where χE denotes the characteristic function on a set E. Since v∗v = 1 − pker(y∗y) =
χ(0,∞)(y∗y) and
1− χ{(0,0)}(t, s) = χ(0,∞)(t) + χ(0,∞)(s)− χ(0,∞)(t)χ(0,∞)(s),
this limit is identified via the Borel functional calculus for y∗y with
v∗v ⊗ 1 + 1⊗ v∗v − v∗v ⊗ v∗v.
Thus δ¯|y|(fα(y∗y))→ v∗v⊗1+1⊗v∗v−v∗v⊗v∗v in L2(M⊗¯Mop). Since fα(t) converges to
√
t uniformly on I,
it follows that fα(y
∗y)→ |y| in L2(M,ϕ). Hence, |y| ∈ dom(δ¯|y|) with δ¯|y|(|y|) = v∗v⊗1+1⊗v∗v−v∗v⊗v∗v.
Now let I ⊂ [0,∞) be a compact interval containing the spectrum of |y|, and let µ be the spectral measure
of |y|. For each α > 0, consider the function
gα(t) =
t
(t+ α)2
∈ C1(I).
Since |y∗| = v|y|v∗ and v is an eigenoperator with eigenvalue λy, we have
‖ygα(|y|)y∗ − |y∗|‖ϕ = λy‖|y|gα(|y|)|y| − |y|‖ϕ.
So ygα(|y|)y∗ → |y∗| in L2(M,ϕ) since t2gα(t) → t in L2(I, µ) by Lebesgue’s DCT. By Corollary 4.7 we
have gα(|y|) ∈ dom(δ¯|y|). Then, since gα(|y|) ∈ Mϕ and y, y∗ ∈ M0 we have by Proposition 4.6 that
ygα(|y|)y∗ ∈ dom (δ¯|y|) with
δ¯|y|(ygα(|y|)y∗) = v ⊗ gα(|y|)y∗ + y · LR|y|(g˜α) · y∗ + ygα(|y|)⊗ v∗.
We claim that this converges to v ⊗ v∗ in L2(M⊗¯Mop). Let p = v∗v = 1 − pker(|y|), then a straightforward
computation shows
‖v ⊗ gα(|y|)y∗+y · LR|y|(g˜α) · y∗ + ygα(|y|)⊗ v∗ − v ⊗ v∗‖HS
= ‖p⊗ gα(|y|)|y|+ |y| · LR|y|(g˜α) · |y|+ |y|gα(|y|)⊗ p− p⊗ p‖HS.
It is readily seen (after computing g˜α) that p⊗gα(|y|)|y|+ |y| ·LR|y|(g˜α)· |y|+ |y|gα(|y|)⊗p−p⊗p corresponds
via the Borel functional calculus for |y| to
χ(0,∞)(t)sgα(s)+(α
2 − ts)gα(t)gα(s) + tgα(t)χ(0,∞)(s)− χ(0,∞)(t)χ(0,∞)(s)
=
[
χ(0,∞)(t)−
t2
(t+ α)2
] [
s2
(s+ α)2
− χ(0,∞)(s)
]
+
tα
(t+ α)2
sα
(s+ α)2
.
This converges to zero in L2(I×I, µ×µ) by Lebesgue’s DCT. Hence |y∗| ∈ dom(δ¯|y|) with δ¯|y|(|y∗|) = v⊗v∗.
Seeing that |y| ∈ dom (δ¯v) is much easier. Indeed,
δv(y
∗y) = −(|y| ⊗ v∗) · y + y∗ · (v ⊗ |y|)
= −|y| ⊗ (v∗v|y|) + (|y|v∗v)⊗ |y| = 0,
so by Lemma 4.3 fα(y
∗y) ∈ dom (δ¯v) with δ¯v(fα(y∗y)) = 0 for all α > 0. This, in turn, implies |y| ∈ dom (δ¯v)
with δ¯v(|y|) = 0.
Towards showing v ∈ dom (δ¯v), we consider the elements y(α+ |y|)−1, α > 0, which we claim converge to
v in L2(M,ϕ) as α → 0. Once again let I ⊂ [0,∞) be a compact interval containing the spectrum of |y|,
and let µ be the spectral measure of |y|. Noting that
‖y(α+ |y|)−1 − v‖ϕ = ‖|y|(α+ |y|)−1 − v∗v‖ϕ,
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we see that the convergence follows because |y|(α+ |y|)−1−v∗v corresponds via the Borel functional calculus
of |y| to the function t(α + t)−1 − χ(0,∞)(t), which converges to zero on L2(I, µ) by Lebesgue’s DCT.
Furthermore, (α+ |y|)−1 ∈ dom (δ¯v) with δ¯v((α+ |y|)−1) = 0 by Lemma 4.3. So by the first part of Lemma
4.2 we have
δ¯v(y(α+ |y|)−1) = (v ⊗ |y|) · (α+ |y|)−1,
which converges to v ⊗ v∗v as α → 0. Thus v ∈ dom(δ¯v) with δ¯v(v) = v ⊗ v∗v. The proof for v∗ is similar
using (α+ |y|)−1y∗ to approximate v∗.
Finally, observe that since δˆv = −δv we have dom(δv ⊕ δˆv) = dom(δ¯v). Thus Proposition 4.6 implies
|y∗| = v|y|v∗ ∈ dom(δ¯v) with
δ¯v(|y∗|) = v ⊗ v∗v|y|v∗ − v|y|v∗v ⊗ v∗ = v ⊗ v∗|y∗| − |y∗|v ⊗ v∗ = [v ⊗ v∗, |y∗|]
as claimed. 
Remark 6.2. Consider the derivation
δ˜v := δy#(vv
∗ ⊗ v|y|)− δy∗#(|y|v∗ ⊗ vv∗) = δv#(v∗ ⊗ v).
In light of Lemma 6.1, we can see
δ˜v(v) = vv
∗ ⊗ v
δ˜v(v
∗) = −v∗ ⊗ vv∗,
which is exactly the derivation defined in [22, Section 2.3]—the inspiration for δv.
The primary benefit of the derivation δ¯|y|, is that it gives us a derivation on the tracial von Neumann
algebraMϕ. By composing this with Eϕ⊗Eopϕ , we can consider an exclusively tracial context. In the following
lemma, we check a few details for these derivations that will be relevant for the proofs of Theorems A and
B.
Lemma 6.3. For y ∈ G satisfying y 6= y∗ and λy ≤ 1, assume ξy exists. Let Y1 = |y|, Y2 = |y∗|, and
D = P [Y1, Y2] ∩Mϕ (a dense subset of L2(Mϕ, ϕ)). Then
δj := (Eϕ ⊗ Eopϕ ) ◦ δ¯Yj |D j = 1, 2
are 1-modular derivations valued in Mϕ ⊗ (Mϕ)op that satisfy for j = 1, 2:
(i) 1⊗ 1 ∈ dom (δ∗j ) with δ∗j (1 ⊗ 1) ∈ L2(Mϕ, ϕ);
(ii) δj is closable;
(iii) (1⊗ ϕ) ◦ δj extends to a bounded map from Mϕ to L2(Mϕ, ϕ).
Moreover,
δj(Yk) = δj=kUj
for j, k = 1, 2, where U1 := 1⊗ 1 and U2 := vv∗ ⊗ 1 + 1⊗ vv∗ − vv∗ ⊗ vv∗. Also, δj#Uj = δj for j = 1, 2.
Proof. Note that P ∩Mϕ = Eϕ(P) is dense in L2(Mϕ, ϕ): P is dense in L2(M,ϕ) and
‖ξ − p‖2ϕ = ‖ξ − Eϕ(p)‖2ϕ + ‖(1− Eϕ)(p)‖2ϕ ∀ξ ∈ L2(Mϕ, ϕ), p ∈ P .
Consequently, D is dense.
Lemma 6.1 and Proposition 4.6 imply that δ¯|y| and δ¯|y∗| are 1-modular derivations on D. Since D ⊂Mϕ
we see that δ1 and δ2 satisfy the Leibniz rule and are therefore 1-modular derivations valued inM
ϕ⊗(Mϕ)op.
Lemma 6.1 implies that 1⊗ 1 ∈ dom(δ∗|y|) with ξ|y| := δ∗|y|(1⊗ 1) ∈ L2(M,ϕ). Then Lemma 3.10 implies
ξ|y| is invariant under ∆ϕ and therefore contained in L2(Mϕ, ϕ). Since Eϕ ⊗ Eopϕ (1 ⊗ 1) = 1 ⊗ 1, it follows
that 1⊗ 1 ∈ dom (δ∗1) with δ∗1(1⊗ 1) = δ∗|y|(1⊗ 1) = ξ|y|. Similarly for |y∗| and δ2. This establishes (i). Since
the conjugate variables exist, Lemma 3.9 implies δ1 and δ2 are closable. Thus (ii) is established, and (iii)
follows from Corollary 4.10.
Note that λy ≤ 1 implies y∗y is diffuse by Corollary 5.10. Hence v∗v = 1 and the formula for δj(Uk),
j, k = 1, 2, follows from Lemma 6.1. Now, δ1#U1 = δ1#(1⊗1) = δ1 is clear, and towards showing δ2#U2 = δ2
observe that
δ2#U2 = (Eϕ ⊗ Eopϕ )
(
δ¯Y2 |D #U2
)
.
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So it suffices to show δ¯|y∗|#U2 = U2. Recall that
δ|y∗| = δy∗#(v∗ ⊗ 1) + δy#(1 ⊗ v).
Since (v∗ ⊗ 1)#U2 = v∗ ⊗ 1, and similarly for 1 ⊗ v, we have δ|y∗|#U2 = U2. Let ξ ∈ dom (δ¯|y∗|) be
approximated by {pn}n∈N ⊂ P in the ‖ · ‖δ¯|y∗|-norm. Then for any η ∈ L2(M⊗¯Mop) we have〈
δ¯|y∗|(ξ)#U2, η
〉
HS
=
〈
δ¯|y∗|(ξ), η#U∗2
〉
HS
= lim
n→∞
〈
δ|y∗|(pn), η#U
∗
2
〉
HS
= lim
n→∞
〈
δ|y∗|(pn)#U2, η
〉
HS
= lim
n→∞
〈
δ|y∗|(pn), η
〉
HS
=
〈
δ¯|y∗|(ξ), η
〉
HS
,
where we have used U2 ∈Mϕ ⊗ (Mϕ)op. Thus δ¯|y∗|#U2 = δ¯|y∗| and the desired formula holds. 
We are very grateful to Yoann Dabrowski who suggested to us the following lemma, which is a modified
version of [11, Proposition 3.21].
Lemma 6.4. For y ∈ G satisfying y 6= y∗ and λy ≤ 1, assume ξy exists. With the same notations as in the
previous lemma, consider δ0 : D →Mϕ ⊗ (Mϕ)op defined for p ∈ D by
δ0(p) :=
2∑
j=1
δj(p)#(Yj ⊗ 1− 1⊗ Yj)− [p, 1⊗ 1].
Then 1⊗ 1 ∈ dom (δ∗0) with
δ∗0(1⊗ 1) =
2∑
j=1
[Yj , δ
∗
j (1⊗ 1)].
In particular, δ0 is a closable operator, with closure δ¯0 satisfying L
2(C[Y1, Y2], ϕ) ⊂ ker(δ¯0). Moreover, for
any x ∈ dom (δ¯0) ∩Mϕ we have
‖[x, U2]‖2HS =−
〈
δ¯0(x), [x, 1 ⊗ 1]
〉
HS
+
2∑
j=1
(〈
[x, Yj ], [x, δ
∗
j (Uj)]
〉
ϕ
+ 2Re
〈
(ϕ⊗ 1− 1⊗ ϕop) ◦ δ¯j(x), [x, Yj ]
〉
ϕ
)
. (16)
Proof. For p ∈ D note that ϕ⊗ ϕop([p, Uj]) = 0 for j = 1, 2. Thus, we have〈
2∑
j=1
[Yj , δ
∗
j (1⊗ 1)], p
〉
ϕ
=
2∑
j=1
〈1⊗ 1, δj([Yj , p])〉HS
=
2∑
j=1
〈1⊗ 1, [Uj, p]〉HS + 〈Yj ⊗ 1− 1⊗ Yj , δj(p)〉HS
=
2∑
j=1
〈1⊗ 1, δj(p)#(Yj ⊗ 1− 1⊗ Yj)〉HS
= 〈1⊗ 1, δ0(p)〉HS .
So 1⊗ 1 ∈ dom (δ∗0) with the claimed image. Hence δ0 is closable by Lemma 3.9.
For p ∈ C[Y1, Y2], δ0(p) = 0 since U2#(Y2⊗1−1⊗Y2) = Y2⊗1−1⊗Y2. It follows that L2(C[Y1, Y2], ϕ) ⊂
dom (δ¯0) with δ0 identically zero on this subspace.
We now establish (16). First note that Uj ∈ dom(δ∗k) for j, k = 1, 2 by Corollary 4.10, and so the right-
hand side is well-defined. Also, by Theorem 4.8 it suffices to establish this formula for p ∈ D. We have
δj([p, Yj ]) = [δj(p), Yj ] + [p, Uj]. So
‖[p, Uj]‖2HS = 〈δj([p, Yj ]), [p, Uj ]〉HS − 〈[δj(p), Yj ], [p, Uj]〉HS =: Ij − IIj .
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We compute
Ij = 〈[p∗, δj([p, Yj ])], Uj〉HS
= 〈δj([p∗, [p, Yj ]]), Uj〉HS − 〈[δj(p∗), [p, Yj ]], Uj〉HS
=
〈
[p, Yj ], [p, δ
∗
j (Uj)]
〉
HS
+ 〈δj(p∗), [Uj , [p∗, Yj ]]〉HS
Focusing on the second term, we use δˆj = δj and U
†
j = Uj to observe that
〈δj(p∗), [Uj , [p∗, Yj ]]〉HS = 〈[Uj , [p∗, Yj ]], δj(p)†〉HS
= ϕ⊗ ϕop([Uj , [p∗, Yj ]]∗#δj(p)†)
= ϕ⊗ ϕop(([Uj , [p∗, Yj ]]†)∗#δj(p))
=
〈
[Uj , [p
∗, Yj ]]†, δj(p)
〉
HS
= 〈[[Yj , p], Uj], δj(p)〉HS
= 〈[Uj , [p, Yj ]], δj(p)〉HS .
Thus we have shown
Ij =
〈
[p, Yj], [p, δ
∗
j (Uj)]
〉
HS
+ 〈[Uj , [p, Yj ]], δj(p)〉HS .
Next, using that ϕ is a trace on Mϕ, we have
IIj = 〈δj(p), [[p, Uj ], Yj ]〉HS = 〈δj(p), [p, [Uj , Yj ]]〉HS − 〈δj(p), [Uj , [p, Yj ]]〉HS .
Note that [Uj, Yj ] = 1⊗ Yj − Yj ⊗ 1. So considering [p, [Uj , Yj ]] appearing in the first term above, we have
[p, [Uj , Yj ]] = (p⊗ 1− 1⊗ p)#[Uj , Yj ]
= [p, 1⊗ 1]#[Uj , Yj ]
= [p, 1⊗ 1]#(1⊗ Yj − Yj ⊗ 1).
Since ϕ⊗ ϕop is tracial on Mϕ ⊗ (Mϕ)op we have
2∑
j=1
〈δj(p), [p, [Uj, Yj ]]〉HS =
2∑
j=1
〈δj(p)#(1 ⊗ Yj − Yj ⊗ 1), [p, 1⊗ 1]〉HS
= 〈−δ0(p)− [p, 1⊗ 1], [p, 1⊗ 1]〉HS
= −〈δ0(p), [p, 1⊗ 1]〉HS − ‖[p, 1⊗ 1]‖2HS.
Thus we have shown
2∑
j=1
−IIj = 〈δ0(p), [p, 1⊗ 1]〉HS + ‖[p, 1⊗ 1]‖2HS +
2∑
j=1
〈δj(p), [Uj , [p, Yj ]]〉HS
Combining this with out previous observations about Ij , we have
2∑
j=1
‖[p, Uj]‖2HS =
2∑
j=1
(〈
[p, Yj ], [p, δ
∗
j (Uj)]
〉
HS
+ 2Re 〈δj(p), [Uj , [p, Yj ]]〉HS
)
+ 〈δ0(p), [p, 1⊗ 1]〉HS + ‖[p, 1⊗ 1]‖2HS.
Subtracting ‖[p, U1]‖2HS = ‖[p, 1⊗ 1]‖2HS from each side gives the desired formula, provided we show
〈δj(p), [Uj , [p, Yj ]]〉HS = 〈(ϕ⊗ 1− 1⊗ ϕop) ◦ δj(p), [p, Yj ]〉ϕ .
We compute
〈δj(p), [Uj , [p, Yj ]]〉HS = (ϕ⊗ ϕop)(δj(p)∗#(1⊗ [p, Yj ]− [p, Yj ]⊗ 1)#Uj)
= (ϕ⊗ ϕop)(Uj#δj(p)∗#(1 ⊗ [p, Yj ]− [p, Yj ]⊗ 1))
= (ϕ⊗ ϕop)(δj(p)∗#(1⊗ [p, Yj ]− [p, Yj ]⊗ 1)),
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where we have used Lemma 6.3 to assert δj#Uj = δj in the last equality. Continuing, we obtain
〈δj(p), [Uj , [p, Yj ]]〉HS = (ϕ⊗ ϕop)(δj(p)∗#(1 ⊗ [p, Yj ]− [p, Yj ]⊗ 1))
= ϕ
(
[p, Yj ](ϕ⊗ 1)(δj(p)∗)− (1⊗ ϕop)(δj(p)∗)[p, Yj ]
)
= ϕ
(
(ϕ⊗ 1)(δj(p))∗[p, Yj ]− (1⊗ ϕop)(δj(p))∗[p, Yj ]
)
= 〈(ϕ⊗ 1− 1⊗ ϕop) ◦ δj(p), [p, Yj ]〉ϕ ,
as claimed. 
6.2. Extending δ¯|y| via the predual (M⊗¯Mop)∗. Fix y ∈ G with λy ≤ 1, so that |y| is diffuse by Corollary
5.11. Though we won’t use it to prove either of our main theorems, there does exist a closed extension of
δ¯|y| that is defined on v and v∗ and sends both to zero. To see this extension, though, one must first expand
the codomain of the derivations to the predual (M⊗¯Mop)∗.
Let M be a von Neumann algebra with faithful normal state ψ. Recall that L2(M, ψ) can be embedded
into M∗ the predual of M via
L2(M, ψ) ∋ ξ 7→ ωξ ∈ M∗,
where ωξ(x) = 〈1, xξ〉ψ for x ∈M.
Lemma 6.5. Suppose a ∈M satisfies |a| ∈ Mψ. Then ‖ωa‖ ≤ ψ(|a|).
Proof. If ψ is a trace, then this follows by [25, Equation V.2.(2)]. The proof presented here is identical
modulo the additional non-tracial hypothesis.
Suppose a has polar decomposition a = v|a|, and let x ∈M have polar decomposition x = w|x|. Then
|ωa(x)|2 = |ψ(xa)|2 = |ψ(|a| 12w|x| 12 |x| 12 v|a| 12 )|2
≤ ψ(|a| 12w|x|w∗|a| 12 )ψ(|a| 12 v∗|x|v|a| 12 ).
But
w|x|w∗ = |x∗| ≤ ‖x‖1 , and
v∗|x|v ≤ ‖x‖v∗v ≤ ‖x‖1,
so that continuing our previous estimate we have |ωa(x)|2 ≤ ‖x‖2ψ(|a|)2. 
Using the above embedding, we think of δ|y| as a densely defined map
δ|y| : L2(M,ϕ)→ (M⊗¯Mop)∗
with adjoint
δ⋆|y| : M⊗¯Mop → L2(M,ϕ).
Proposition 6.6. Fix y ∈ G with λy ≤ 1 and polar decomposition y = v|y|, and suppose y 6= y∗ and that ξy
exists. Then δ|y| is closable as a densely defined map
δ|y| : L2(M,ϕ)→ (M⊗¯Mop)∗,
say with closure δ
1
|y|, and v, v
∗ ∈ dom (δ1|y|) with δ
1
|y|(v) = δ
1
|y|(v
∗) = 0.
Proof. The same proof as in Lemma 6.1 shows that δ⋆|y|(1⊗1) ∈ L2(M,ϕ) exists and that P⊗Pop ⊂ dom (δ⋆|y|).
We claim that the weak density of P⊗Pop inM⊗¯Mop suffices to establish closability of δ|y|. Indeed, suppose
dom (δ|y|) ∋ xn → 0 in L2(M,ϕ) and δ|y|(xn)→ ω ∈ (M⊗¯Mop)∗. Given ǫ > 0, let ζ ∈ P ⊗Pop be such that
‖ω‖ ≤ |ω(ζ)|+ ǫ.
Then, we have
‖ω‖ ≤ lim
n→∞
| 〈1⊗ 1, ζ#δ|y|(xn)〉HS |+ ǫ
= lim
n→∞
|
〈
δ⋆|y|(ζ
∗), xn
〉
ϕ
|+ ǫ = ǫ.
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Thus ω = 0 and δ|y| is closable as a map into (M⊗¯Mop)∗. Denote this closure by δ1|y| and note that it is an
extension of δ¯|y| by the aforementioned embedding.
Recall from the proof of Lemma 6.1, that y(α+ |y|)−1 converges in L2(M,ϕ) to v as α→ 0. Furthermore,
(α+ |y|)−1 ∈ dom (δ¯|y|) ⊂ dom (δ1|y|) by Corollary 4.7. The computation
1
α+t − 1α+s
t− s =
−1
(α + t)(α+ s)
along with the formulas in Lemma 6.1 imply
δ
1
|y|((α + |y|)−1) = −
[
(α+ |y|)−1 ⊗ (α+ |y|)−1]#δ¯|y|(|y|) = −(α+ |y|)−1 ⊗ (α+ |y|)−1
(note v∗v = 1 since λy ≤ 1). By Lemma 4.2, y(α+ |y|)−1 ∈ dom (δ¯|y|) ⊂ dom(δ1|y|) with
δ
1
|y|(y(α+ |y|)−1) = v ⊗ (α+ |y|)−1 − y(α+ |y|)−1 ⊗ (α+ |y|)−1
= v
[
1− |y|(α+ |y|)−1]⊗ (α+ |y|)−1
= vα(α + |y|)−1 ⊗ (α+ |y|)−1
= v
√
α(α+ |y|)−1 ⊗√α(α + |y|)−1,
It is easy to see that
|v√α(α+ |y|)−1 ⊗√α(α+ |y|)−1| = √α(α+ |y|)−1 ⊗√α(α + |y|)−1 ∈ (M⊗¯Mop)ϕ⊗ϕop ,
which can be identified with the function
gα(t, s) =
√
α
α+ t
√
α
α+ s
.
Now, let I ⊂ [0,∞) be a compact interval containing the spectrum of |y|, let µ be the spectral measure of
|y|, and let m be the Lebesgue measure. Since δ¯|y|(|y|) = 1 ⊗ 1, δ¯|y| is the free difference quotient for |y|,
and hence 1 ⊗ 1 ∈ dom(δ∗|y|) implies that |y| has finite free Fisher information. Consequently, [27] and [29]
imply that p := dµ/dm ∈ L3(R,m). Thus, by Ho¨lder’s inequality we have
‖gα‖L1(I×I,µ×µ) ≤ ‖gα‖L 32 (I×I,m×m)‖p‖
2
L3(I,m)
An easy computation shows ‖gα‖L3/2(I×I,m×m) → 0 as α→ 0. Lemma 6.5 then implies δ
1
|y|(y(α+|y|)−1)→ 0
in (M⊗¯Mop)∗ as α→ 0, and hence v ∈ dom(δ1|y|) with δ
1
|y|(v) = 0. The proof for v
∗ is similar, but does use
that y and v belong to the same eigenspace Eλ. 
Remark 6.7. Note that unless the spectrum of |y| is bounded away from zero, gα(s, t)2 does not converge to
zero in L
3
2 (I× I,m×m). This means the above argument cannot show that gα(s, t)→ 0 in L2(I × I, µ×µ).
Let δ¯|y| denote the closure of δ|y| as a map into L2(M⊗¯Mop). By the above proposition, we can consider
an extension d|y| of δ¯|y| defined on span{C 〈v, v∗〉 ∪ dom(δ¯|y|)} so that d|y|(v) = d|y|(v∗) = 0, the rest of its
definition being determined by the Leibniz rule and δ¯|y|. As a map into (M⊗¯Mop)∗, it is clear that d|y| is
closable with closure δ
1
|y|; however, this also implies that d|y| is closable as a map into L
2(M⊗¯Mop). Indeed,
if (xn)n∈N ⊂ dom (d|y|) converges to zero in L2(M,ϕ) and (d|y|(xn))n∈N converges to some η ∈ L2(M⊗¯Mop),
then (since ‖ωζ‖ ≤ ‖ζ‖HS for ζ ∈ L2(M⊗¯Mop)) it follows that (d|y|(xn))n∈N converges to ωη as elements of
(M⊗¯Mop)∗. Hence ωη = 0, since δ1|y| is closed, which then implies η = 0 because
〈a, η〉HS = ωη(a∗) = 0 ∀a ∈M⊗¯Mop.
Thus, as maps into L2(M⊗¯Mop), the closure of d|y| is a closed extension of δ¯|y| with the claimed properties
regarding v, v∗.
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7. Main Results
We conclude with the proofs of our main results. We also include a few easy corollaries that minimize the
hypotheses.
Theorem A. Let M be a von Neumann algebra with a faithful normal state ϕ. Suppose M is generated by a
finite set G = G∗, |G| ≥ 2, of eigenoperators of σϕ with finite free Fisher information. Then (Mϕ)′∩M = C.
In particular, Mϕ is a II1 factor and if H < R
×
+ is the closed subgroup generated by the eigenvalues of G
then
M is a factor of type


III1 if H = R
×
+
IIIλ if H = λ
Z, 0 < λ < 1
II1 if H = {1}.
Proof. By Corollary 2.9, (Mϕ)′ ∩M = (Mϕ)′ ∩Mϕ. Also M ′ ∩M ⊂M ′ ∩Mϕ ⊂ (Mϕ)′ ∩Mϕ, so it suffices
to showMϕ is a factor. Fix z ∈ (Mϕ)′∩Mϕ. Pick y ∈ G such that y 6= y∗ (if no such y exists thenMϕ =M
and we simply appeal to the tracial result [12, Theorem 1]). By replacing y with y∗ if necessary, we may
assume λy ≤ 1 so that y∗y is diffuse by Corollary 5.10. Let δ := δ2 be as in Lemma 6.3 with Y2 = |y∗|. Then
δ(y∗y) = Eϕ ⊗ Eopϕ (v∗ ⊗ y + y∗ ⊗ v) = 0
where y∗ = v∗|y∗| is the polar decomposition. Let {ζα}α>0 be the maps derived from the contraction
resolvent associated to L = δ∗δ¯. Then by Lemma 4.11 we have
0 = ζα([z, y
∗y]) = [ζα(z), y∗y],
Then Proposition 4.6 implies
0 = δ¯([ζα(z), y
∗y]) = [δ¯ ◦ ζα(z), y∗y].
Hence δ¯ ◦ ζα(z) is a Hilbert–Schmidt operator commuting with a diffuse operator, implying δ¯ ◦ ζα(z) = 0
for all α > 0. Since limα→∞ ζα(z) = z by (13) we see that z ∈ dom(δ¯) with δ¯(z) = 0. But then, invoking
Proposition 4.6 again as well as the computations in Lemma 6.1, we have
0 = δ¯([z, |y∗|]) = [z, p⊗ 1 + 1⊗ p− p⊗ p],
where p = vv∗. Applying 1⊗ ϕ yields
zp+ z(1− p)ϕ(p) = pϕ(z) + (1− p)ϕ(pz).
Multiplying both sides by p and applying ϕ reveals that ϕ(zp) = ϕ(z)ϕ(p). So we can rewrite the above
equation as:
zp+ z(1− p)ϕ(p) = pϕ(z) + (1 − p)ϕ(p)ϕ(z).
Then multiplying by p+ 1ϕ(p) (1− p) yields
zp+ z(1− p) = ϕ(z)p+ ϕ(z)(1 − p),
or z = ϕ(z) ∈ C as claimed.
Now, Mϕ is a factor containing the diffuse element y∗y; that is, Mϕ is a II1 factor. As for the type
classification of M , first note that if H = {1} then G ⊂Mϕ and hence M =Mϕ is a II1 factor. Otherwise,
we appeal to the modular spectrum S(M).
Recall the notation established in Subsection 1.1. Since M and Mϕ are factors, S(M) ∩ R×+ = Γ(σϕ)
by Lemma 1.3 and Γ(σϕ) = Sp(σϕ) by Lemma 1.2. Thus, by Connes’s classification it suffices to show
H = Sp(σϕ). Let λ be an eigenvalue for some non-zero monomial p ∈ C 〈G〉 (hence λ ∈ H). Then for any
f ∈ ⋂x∈M I(x) we have
0 = σϕf (p) =
∫
R
fˇ(−t)σϕt (p) dt =
∫
R
fˇ(−t)λit dt · p = f(λ)p.
Hence f(λ) = 0 and therefore λ ∈ Sp(σϕ). Since the Arveson spectrum is closed, this implies H ⊂ Sp(σϕ). If
H = R×+, then this forces equality. Otherwise, given µ ∈ R×+ \H there is an open set U ⊂ R×+ \H containing
µ. Suppose f ∈ A(R×+) satisfies supp(f) ⊂ U . Then any monomial p ∈ C 〈G〉 has an eigenvalue λ 6∈ U and
hence
σϕf (p) = f(λ)p = 0.
Consequently Mσ
ϕ
0 (U) = {0}, and so µ 6∈ Sp(σϕ) by Lemma 1.1. 
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Other than in the type classification of M , the above proof only required that the other generators
G \ {y, y∗} were annihilated by δy and δy∗ . Consequently, we have the following corollary.
Corollary 7.1. Suppose M is a von Neumann algebra with a faithful normal state ϕ. Let y ∈ M be an
eigenoperator of σϕ and B ⊂M a unital ∗-subalgebra which is globally invariant under σϕ. Letting N denote
the von Neumann algebra generated by B and y, if Φ∗ϕ(y, y
∗ : B) <∞ then Nϕ|N is a II1 factor and N is a
factor.
We note that Φ∗ϕ(y, y
∗ : B) < ∞ in particular implies that y and y∗ are distinct elements which are
algebraically free over B.
Theorem B. Let M be a von Neumann algebra with a faithful normal state ϕ. Suppose M generated by a
finite set G = G∗, |G| ≥ 2, of eigenoperators of σϕ with finite free Fisher information. Then Mϕ does not
have property Γ. Furthermore, if M is a type IIIλ factor, 0 < λ < 1, then M is full.
Proof. Pick y ∈ G such that y 6= y∗ (if no such y exists, then Mϕ =M and we simply appeal to the tracial
result [12, Theorem 13]). By replacing y with y∗ if necessary, we may assume λy ≤ 1 so that y∗y is diffuse
by Corollary 5.10. Letting y = v|y| be the polar decomposition, it follows that v∗v = 1.
Let Y1 = |y|, Y2 = |y∗|, δ1 and δ2 as in Lemma 6.3, and δ0 as in Lemma 6.4. We claim that W ∗(Y1, Y2)
does not have property Γ and consequently is non-amenable. Suppose (zn)n∈N ⊂W ∗(Y1, Y2) is a uniformly
bounded, asymptotically central sequence. Without loss of generality, we may assume ϕ(zn) = 0 for all
n ∈ N. By Lemma 6.4, δ¯0(zn) = 0 for all n ∈ N and so (16) implies
‖[zn, U2]‖2HS =
2∑
j=1
(〈
[zn, Yj ], [zn, δ
∗
j (Uj)]
〉
ϕ
+ 2Re
〈
(ϕ⊗ 1− 1⊗ ϕ) ◦ δ¯j(zn), [zn, Yj ]
〉
ϕ
)
.
Thus by the uniform boundedness of (zn) and Corollary 4.10, we have ‖[zn, U2]‖2HS → 0. Let p = vv∗ then
one easily checks that
‖[zn, U2]‖2HS = ‖znp+
√
ϕ(p)zn(1− p)‖2ϕ + ‖pzn +
√
ϕ(p)(1− p)zn‖2ϕ + 2| 〈p, zn〉ϕ |2. (17)
Therefore
‖zn‖2ϕ =
∥∥∥∥∥
(
p+
1√
ϕ(p)
(1− p)
)(
pzn +
√
ϕ(p)(1 − p)zn
)∥∥∥∥∥
2
ϕ
≤
∥∥∥∥∥p+ 1√ϕ(p) (1 − p)
∥∥∥∥∥
2
‖[zn, U2]‖2HS,
which tends to zero. Thus W ∗(Y1, Y2) does not have property Γ, and consequently is non-amenable.
Now, as W ∗(Y1, Y2) is non-amenable, it admits a non-amenability set (see [13, Definition 2.4]). That is,
there exists S ⊂W ∗(Y1, Y2) and constant K > 0 such that
‖η‖HS ≤ K
∑
x∈S
‖[x, η]‖HS ∀η ∈ L2(W ∗(Y1, Y2)⊗¯W ∗(Y1, Y2)). (18)
Let {ζα}α>0 be the maps derived from the contraction resolvent associated to L0 := δ∗0 δ¯0. For ω a free
ultra-filter, let (zn)n∈N ∈ W ∗(Y1, Y2)′ ∩ (Mϕ)ω, which we can assume satisfies ϕ(zn) = 0 for all n ∈ N. Fix
α > 0, then for each n ∈ N (16), Corollary 4.10, and (18) imply
‖[ζα(zn), U2]‖2HS ≤
2∑
j=1
‖[ζα(zn), Yj ]‖ϕ‖zn‖
(
2‖δ∗j (Uj)‖ϕ + 12‖δ∗j (1⊗ 1)‖ϕ
)
+K‖[ζα(zn), 1⊗ 1]‖HS
∑
x∈S
‖[x, δ¯0 ◦ ζα(zn)]‖HS.
Lemma 6.4 implies that W ∗(Y1, Y2) ⊂ ker(δ¯0). So by Lemma 4.11 we have [ζα(zn), Yj ] = ζα([zn, Yj ]) for j =
1, 2, and [x, δ¯0◦ζα(zn)] = δ¯0◦ζα([x, zn]) for all x ∈ S. Thus the above estimate implies limn ‖[ζα(zn), U2]‖2HS =
0. By [20, Theorem 4.3], {ηα}α>0 converges uniformly on (W ∗(Y1, Y2)′ ∩ (Mϕ)ω)1. By (12), {ζα}α>0 also
converges uniformly. Using (17) we therefore have
lim
n→∞ ‖[zn, U2]‖
2
HS = limn→∞ limα→∞ ‖[ζα(zn), U2]‖
2
HS = limα→∞ limn→∞ ‖[ζα(zn), U2]‖
2
HS = 0.
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From this and the same computation which showedW ∗(Y1, Y2) does not have property Γ, we have ‖zn‖2ϕ → 0.
Thus W ∗(Y1, Y2)′ ∩ (Mϕ)ω = C, and in particular Mϕ does not have property Γ.
As discussed in Subsection 1.2, M is full if and only if any uniformly bounded sequence (xn)n∈N of ϕ-
centered elements of M in the asymptotic centralizer with respect to φ for all φ ∈ M∗ converges ∗-strongly
to zero. Recall that on uniformly bounded subsets of M the ∗-strong topology coincides with the topology
defined by the norm ‖x‖#ϕ := ϕ(x∗x+ xx∗)1/2, x ∈M .
Let (xn)n∈N ⊂M be a sequence satisfying the above hypothesis. From the proof of Theorem A, we know
that if M is of type IIIλ, 0 < λ < 1, then S(M) = {0} ∪ λZ. So by Lemma 1.3, spectrum(∆ϕ) = {0} ∪ λZ
and hence 1 is isolated in the spectrum of ∆ϕ. Thus we may apply [9, Proposition 2.3.(2)] to assert that
‖xn−Eϕ(xn)‖#ϕ → 0. So, it suffices to show ‖Eϕ(xn)‖#ϕ =
√
2‖Eϕ(xn)‖ϕ → 0. We will show that (Eϕ(xn))n∈N
is asymptotically central and therefore converges to zero in L2(Mϕ, ϕ) since Mϕ does not have property Γ.
Fix z ∈Mϕ and set an := [Eϕ(xn), z]. Then
‖[Eϕ(xn), z]‖2ϕ = ϕ(a∗nEϕ(xn)z − a∗nzEϕ(xn))
= ϕ([a∗n, Eϕ(xn)]z)
= ϕ([a∗n, xn]z) + ϕ([a
∗
n, Eϕ(xn)− xn]z).
Letting φ(·) := ϕ(·z) ∈M∗, we see that the first term in the last expression above is bounded by ‖a∗n‖‖[xn, φ]‖,
which tends to zero since (xn)n∈N is uniformly bounded and in the asymptotic centralizer with respect to φ.
Thus it suffices to bound the second term:
ϕ([a∗n, Eϕ(xn)− xn]z) = ϕ((Eϕ(xn)− xn)[z, a∗n])
≤ ‖Eϕ(xn)− xn‖#ϕ ‖[z, a∗n]‖ϕ
≤ ‖Eϕ(xn)− xn‖#ϕ 4‖Eϕ(xn)‖‖z‖2.
This tends to zero and completes the proof. 
We are again grateful to Yoann Dabrowski who suggested the above proof showing that Mϕ does not
have property Γ. In particular, this allowed us to replace the hypothesis |G| ≥ 3 with |G| ≥ 2.
As with Corollary 7.1, we used only that G \ {y,y∗} is annihilated by δy and δy∗ . Hence we have the
following corollary.
Corollary 7.2. Suppose M is a von Neumann algebra with a faithful normal state ϕ. Let y ∈ M be an
eigenoperator of σϕ and B ⊂M a unital ∗-subalgebra which is globally invariant under σϕ. Letting N denote
the von Neumann algebra generated by B and y, then Nϕ|N does not have property Γ, and if 1 is isolated in
the spectrum of ∆ϕ|N then N is full.
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