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Abstract
We study the effect of structural variation in graph data on the predictive perfor-
mance of graph kernels. To this end, we introduce a novel, noise-robust adaptation
of the GraphHopper kernel and validate it on benchmark data, obtaining modestly
improved predictive performance on a range of datasets. Next, we investigate the
performance of the state-of-the-art Weisfeiler-Lehman graph kernel under increas-
ing synthetic structural errors and find that the effect of introducing errors depends
strongly on the dataset.
1 Introduction
Graph-structured data are abundant, e.g. in social networks, bioinformatics, chemoinformatics and
computer vision. In these settings, it is natural to expect structural variation even in samples with
similar properties. For instance, graphs encoding image content may have additional or missing
nodes due to occlusion, and social subnetworks of similar subjects will not be identical. However,
classical graph mining algorithms quantify graphs as ”similar” only if they contain many identical
subgraphs, which is contrary to this intuition of natural variation. This leads to the question of
whether structural variation in graphs reduces the predictive power of ”frequent subgraph” features,
and whether increased stability can be expected by encoding structural variation in the model.
Seeking to improve robustness in the face of structural variation, we introduce a gappy version of
the GraphHopper kernel [5]. The gappy GraphHopper kernel measures similarity between gappy [7]
shortest paths as opposed to regular shortest paths, see Ex. 1. The gappy GraphHopper kernel can be
efficiently computed, and modestly improves performance on a range of datasets. Our experiments
indicate that the achievable improvement is limited as synthesizing structural errors in the graph does
not severely degrade predictive performance – meaning there is also not much to regain.
Example 1 Gappy Shortest Paths. Consider the shortest paths
starting in a for the graph G shown in (i). There are four such
paths, shown in (ii): pi1 = a; pi2 = [a, b]; pi3 = [a, b, c] and
pi4 = [a, b, c, d]. By skipping one or more nodes in these paths
we may add additional ”gappy” paths to our pool of shortest paths
rooted in a. For maximal gap size s = 1 we may add the paths
pi′1 = [a, c] and pi
′
2 = [a, c, d] by skipping b and pi
′
3 = [a, b, d]
by skipping c, as shown in (iii). For s ≥ 2 we may also add
pi′4 = [a, d] by skipping both b and c.
This gives a richer set of features, which in this example would be
robust to the case where either b or c is not present in otherwise
similar graphs in the dataset. This is a situation that frequently
occurs in graphs describing e.g. image content or social interactions.
∗Authors contributed equally to this work.
31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
ar
X
iv
:1
80
6.
11
37
7v
1 
 [c
s.L
G]
  2
9 J
un
 20
18
2 A noise-robust graph kernel: The gappy GraphHopper kernel
The GraphHopper kernel is an R-convolution kernel [6]
kGH(G,G
′) =
∑
pi∈P
∑
pi′∈P ′
kp(pi, pi
′),
where P and P ′ are the families of shortest paths in the two graphs G = (V,E) and G′ = (V ′, E′),
respectively. We assume graphs to be undirected with edge lengths l(v, u) > 0 for (v, u) ∈ E. A
path pi = (v1, v2, .., vN ) ∈ ΠG with ith node pi(i) and |pi| = N is a sequence of nodes such that the
edge (vi, vi+1) ∈ E for 1 ≤ i < N . The length of pi is defined as l(pi) =
∑N−1
i=1 l(vi, vi+1) and a
shortest path pi = (v, .., u) is then a path of minimal length from v to u. We denote the diameter of
G by δ = arg maxpi∈P |pi|.
In order to model structural variation we introduce the feature set P s containing gappy shortest paths,
with each gap skipping at most s ≥ 0 nodes (see Ex. 1). We define the gappy GraphHopper kernel
kGH(G,G
′) as a sum of path kernels kp(pi, pi′) over gappy shortest paths pi ∈ P s, pi′ ∈ P ′s:
kGH(G,G
′) =
∑
pi∈P s
∑
pi′∈P ′s
kp(pi, pi
′), (1)
where the path kernel kp(pi, pi′) between paths with |pi| = |pi′| is a sum of node kernels kn(v, v′) over
each pair pi(i), pi′(i) for 1 ≤ i < N , i.e.
kp(pi, pi
′) =
{∑|pi|
i=1 kn(pi(i), pi
′(i)) for |pi| = |pi′|,
0 otherwise.
(2)
Note that a gappy shortest path with s = 0 is a regular shortest path such that P 0 = P , such that (1)
reduces to the original, gap-free GraphHopper kernel [5] for s = 0.
An efficient algorithm for computing the gappy kernel follows from a series of observations, in a
similar fashion as in the original kernel [5]. The first observation is that kGH can be written as a
weighted sum of node kernels over pairs of vertices from the two graphs:
kGH(G,G
′) =
∑
v∈V
∑
v′∈V ′
w(v, v′)kn(v, v′). (3)
where w(v, v′) is the number of times kn(v, v′) appears in Eq. 2. The second observation is that
P s =
⋃
a∈V P
s
a , where P
s
a = {pi ∈ P s|pi(1) = a}. Using this property to decompose the kernel (1),
we obtain
kGH(G,G
′) =
∑
pi∈P s
∑
pi′∈P ′s kp(pi, pi
′)
=
∑
a∈V
∑
a′∈V ′
∑
pi∈P sa
∑
pi′∈P ′s
a′
kp(pi, pi
′)
=
∑
a∈V
∑
a′∈V ′
∑
v∈V
∑
v′∈V ′ wa,a′(v, v
′)kn(v, v′)
=
∑
v∈V
∑
v′∈V ′
∑
a∈V
∑
a′∈V ′ wa,a′(v, v
′)kn(v, v′),
(4)
where wa,a′ is the number of times kn(v, v′) appears in 2 s.t. pi(1) = a and pi′(1) = a′. For pi(1) = a
we say that pi is rooted a and define the subset of shortest paths rooted in a as P sa = {pi ∈ P s|pi(1) =
a}. From this expression, we obtain
w(v, v′) =
∑
a∈V
∑
a′∈V ′
wa,a′(v, v
′), (5)
The third observation is that the paths pi ∈ P sa form a gappy shortest path directed acyclic graph
(DAG), similarly to the DAGs defined in [5], which allows us to efficiently compute wa,a′(v, v′). The
DAG formed by pi ∈ P sa is denoted Gsa = (V sa , Esa) and said to be rooted in a (Fig 1).
Figure 1: From the left: First: A simple graph G. Second: The shortest path DAG Ga rooted in a.
Third: G1a with gaps of size s ≤ 1. Fourth: G2a with gaps of size s ≤ 2.
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The fourth observation is that wa,a′ can be efficiently computed through message-passing on the
shortest path DAGs Gsa, G
′s
a′ . Let d
v
a(i) be the count of paths in G
s
a from a to v with discrete length i
and let ova(i) be the count of paths in G
s
a starting in v of discrete length i. The count of v appearing
as the ith node in a shortest path pi ∈ P sa with |pi| = j is then ova(i) · dva(j − i + 1) and we may
decompose wa,a′(v, v′) as follows
wa,a′(v, v
′) =
∑δ
i=1 ] {(pi, pi′) ∈ P sa × P ′sa′ s.t. |pi| = |pi′| and pi(i) = v and pi′(i) = v′}
=
∑δ
j=1
∑j
i=1 ] {(pi, pi′) ∈ P sa × P ′sa′ s.t. |pi| = |pi′| = j and pi(i) = v and pi′(i) = v′}
=
∑δ
j=1
∑j
i=1 (o
v
a(i) · dva(j − i+ 1)) (ov
′
a′(i) · dv
′
a′(j − i+ 1))
(6)
As in [5], the vectors dva and o
v
a can be efficiently computed using message passing on G
s
a in
subquadratic time. Using a binary heap implementation of the Dijkstra algorithm for computing
shortest path DAGs in [5] and assuming connected graphs, the complexity of comparingN graphs with
the gap-free GraphHopper kernel becomes O (N2(n2(d+ δ2)) +N (n(m log n+mδ) + n2δ2)),
where n = |V |,m = |E|, δ is the graph diameter and d is the node feature dimension. The updated
term is shown in green.
The gappy DAG Gsa is extended from the regular DAG G
0
a before computing d
v
a and o
v
a. In doing so,
we traverse at most s levels up through the ancestors of each node in the DAG; bypassing up to s
descendants. The amount of parents of a node is naturally limited by its degree (the number of edges
adjacent to the node) – as such, it is limited by the maximum degree ∆ of the graph. A single node
may then add at most ∆s+1 new edges to the DAG and adding gaps for each node in each DAG for
one graph is then O(n2∆s+1). Adding edges to the shortest path DAG Ga will affect the complexity
of computing ova and d
v
a as the number of edges are no longer bound by m but m+ n∆
s+1. For N
graphs, this gives the updated complexity
O (N2(n2(d+ δ2)) +N (n(m log n+ (m+ n∆s+1) δ) + n2δ2 + n2∆s+1)) . (7)
The exponential worst-case complexity of the new term seems daunting, but in practice s should be
relatively low and chosen from a short range of values as to limit growth of the parameter space.
3 Experiments, results and discussion
Experimental setup. Classification experiments were carried out on the following datasets: EN-
ZYMES_SYMM [1, 12], COLLAB [14], MSRC9 [8], AIDS, COIL-RAG [10, 11], IMDBbinary [14],
Letter-high [10], Letter-low [10], Letter-med [10], Mutagenicity [10], PROTEINS [1,4], MUTAG [3],
MSRC_21 [8] and MSRC_21C [8]. See Table 1 for their properties. Those graph datasets that did
not have discrete node labels, were endowed with node degree as a discrete node label.
Experiments were performed with the GraphHopper (GH) kernel without and with gaps, as well
as with the Weisfeiler-Lehman (WL) kernel [13], which is the state-of-the-art frequent subgraph
kernel for discretely labeled and unlabeled graphs. The GH kernel allows free choice of node
kernel; a Dirac kernel was used when only discrete node labels were available, and a product
of the Dirac and Gaussian node kernels when continuous-valued node attributes were available.
The Gaussian bandwidth parameter was heuristically set to λ = 1d , where d is the dimension of
the continuous node attributes. All kernel matrices were normalized using the standard formula
knormalized(G,G
′) = k(G,G′)/
√
k(G,G)k(G′, G′). Classification was done with LibSVM [2]
using nested 10-fold cross validation. The SVM c-parameter and the s parameter of the gappy
GH kernel were set using grid search in the inner loop, selecting c-parameters from the interval
[10−9, 10−7, . . . , 109] and s from the interval [0, 1, . . . , 5]. All classification experiments were
repeated 10 times, reporting the average accuracy.
Results and discussion. Fig. 2 (left) shows the mean accuracies of the three considered kernels in
the benchmark datasets; note how the gappy GH is often a little better than the original GH, but
note also that the effect is relatively small. This may in part be explained by our results in Fig. 2
(right), showing the mean classification accuracy of the WL and gap-free GH kernels with increasing
synthetically added noise in the form of x|V | randomly added nodes per graph, where x ∈ [0, 0.5].
Note how some datasets are severely affected by the increased noise level, while others are not
affected at all. Note also how the effect is the same with both the subgraph feature (WL) and the
shortest-path feature (GH).
3
020
40
60
80
100
EN
ZY
M
ES
_S
YM
M
CO
LL
AB
M
SR
C_
9
AI
DS
CO
IL
_R
AG
IM
DB
_b
in
ar
y
Le
tte
r_
lo
w
M
ut
ag
en
ici
ty
PR
OT
EI
NS
M
UT
AG
M
SR
C_
21
M
SR
C_
21
C
original GH
gappy GH
WL
ENZYMES_SYMM
MSRC_9
AIDS
Mutagenicity
MUTAG
IMDB_binary
0
10
20
30
40
50
60
70
80
90
100
Synthetically added noise level in %
WL kernel performance
Ac
cu
ra
cy
GH kernel performance (no gaps)
10 20 30 40 50 10 20 30 40 50
Figure 2: Left: Mean classification accuracies for the GH kernel with and without gaps, as well as
the WL kernel. Right: Classification accuracy of WL kernel as a function of synthetically added
noise in selected datasets.
This difference in robustness may be caused by the ”triviality” of some graph datasets [9]: If the
discriminative signal is isolated in a few nodes, or if the node labels and graph structure are correlated,
then the signal is likely to be robust in the presense of smaller structural alterations to the graphs.
Note that the experimental setup above is not optimal for many of the datasets, as different choices of
node kernels often give better classification accuracies. Note also that the WL kernel only utilizes
discrete labels, and therefore in some cases uses less information than the GH kernels. However, as
we are interested in the effect of modelling structural errors, we chose to only cross validate gap size
and keep all other parameters fixed, as this was the only approach that scaled to the largest dataset
COLLAB.
We note that while our investigation is performed in the context of graph kernels, the types of
discriminative features used are generally the same across learning algorithms, and we thus expect
our findings to generalize e.g. to neural networks on graphs.
4 Conclusion
We have investigated the effect of structural variation on graph mining performance by two means:
First, we introduced a gappy shortest path feature which allows shortest paths to skip nodes along
the way, and used these to develop a scalable gappy GraphHopper (GH) kernel. We compared
the performance of the gappy GH to the original GH, and find improvement on several datasets,
although mostly on a small scale. Next, to investigate why the improvement is small, we record the
performance of the state-of-the-art WL kernel as a function of increasing synthetic noise. Here, we
find different effects on different datasets – on some, performance drops as one might expect, but on
others, performance is retained or, in some cases, even get better. This difference in behavior may be
related to the complexity of the graph datasets or the correlation between graph structure and node
labels/attributes, and would be an interesting topic of discussion at the workshop.
Table 1: Properties of the used datasets.
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Mean |V | 32.6 40.6 3.0 74.5 19.8 39.1 15.7 4.7 4.7 4.7 30.3 17.9 40.6 40.3
Mean |E| 62.1 97.9 3.0 2457.8 96.5 72.8 16.2 4.5 3.1 4.5 30.8 19.8 198.3 96.6
Density 0.16 0.12 0.93 0.51 0.52 0.21 0.19 0.58 0.42 0.43 0.09 0.14 0.07 0.12
Discrete labels? Yes Yes No No No Yes Yes No No No Yes Yes Yes Yes
Vector attributes? 18 No 64 No No 1 No 2 2 2 No No No No
Dimension?
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