Multi-Modal Biometric Authentication with Cohort-Based Normalization. by Merati, A.
Multi-Modal Biometric Authentication with 
Cohort-Based Normalization
A. Merati
Subm itted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
Centre for Vision, Speech and Signal Processing 
Faculty of Engineering and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, U.K.
September 2011
©  A. Merati 2011
ProQuest Number: 27693962
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uest
ProQuest 27693962
Published by ProQuest LLO (2019). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Summary
Cohort Information, User-Specific parameters and Quality Measures are the three 
sources of information that can be used to improve the performance of uni-modal and 
multi-modal biometric authentication.
In this thesis a novel method for cohort-based normalization is presented. We show 
that the distribution of scores produced by cohort models ordered with respect to 
their similarity to the template show a discriminative pattern for genuine and impostor 
claims. Using this novel finding, we propose to model the cohort scores profile as a 
polynomial function of rank order. The polynomial coefficients fitted through cohort 
scores are used as features to combine with the raw score using a machine learning- 
based approach. Experimental results show the superior performance of the proposed 
cohort-based normalization method with respect to the state of art cohort normalization 
methods. Based on the theory developed in the thesis, explaining the variance of 
the coefficients of a line fitted through cohort scores as a function of the rank order, 
we propose a strategy for selecting a subset of cohort models in order to reduce the 
computational complexity of polynomial regression-based normalization. We show that 
by including cohort models of the least and highest rank order, the performance of the 
polynomial regression-based cohort normalization is improved.
This thesis investigates the merit of different combinations of the aforementioned in­
formation sources in uni-modal and multi-modal biometric systems. We show the 
performance of a combination of any two information sources is better than that of 
using one of them alone. We also show that the performance of combining all three 
information sources is better than that of any combination of two information sources. 
We propose two frameworks for combining information sources in multi-modal fusion: 
(1) Joint Fusion (2) Naive Bayesian Fusion. The Naive Bayesian fusion is derived using 
the assumption of independence between expert outputs as well as information sources. 
We also show that the Naive Bayesian fusion outperforms the Joint fusion in all com­
binations. The difference between these two strategies becomes more significant when 
the number of experts involved in the fusion increases.
K ey words: Biometric Authentication, Cohort Information, Quality Measures, User- 
Specific parameters
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Introduction
There is an ever increasing demand for verifying the identity of people who need to 
access different systems such as public transport; automated teller machines (ATM); 
access control to buildings; logging into a computer; unlocking a device (mobile phone, 
laptop, etc.); and many more. In all these applications, there is a need to ensure that 
only authorised users can access the system. There are three approaches for identity 
verification:
1. Possession: the use of an ID card.
2. Knowledge: the use of a PIN number or password.
3. Biometric: the use of a person’s physical or behavioural characteristics.
The first two approaches are widely used. However, the tokens such as ID cards can 
be stolen, lost, duplicated or left at home. For the second approach, one needs to 
remember many passwords which is a difficult task for many people. Further, in these 
two approaches, the person identity is verified based on what he/she knows or possesses 
rather than who he/she is. These reasons make the first two approaches susceptible 
to fraudulent attacks. These issues have motivated growing interest in the use of 
biometrics as a new way of establishing identity of a person.
1
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1.1 M u lti-M od al B iom etric  A u th en tica tion  System s
1.1.1 V erification versus Identification
A biometric system can operate in the following two modes:
• Identification
• Verification
Identification is the process of determining the identity of a person of unknown identity. 
Verification is the process of accepting or rejecting an identity claim made by a person. 
The other major difference is that in identification mode, an input query data sample is 
compared with the data of all enrolled subjects to find the identity of the query sample, 
(a one to many comparison), whereas in verification mode, the input query data sample 
is compared to the data of the subject of claimed identity to accept/reject the claim, ( 
a one to one comparison). Authentication is also referred to as verification. The focus 
of this thesis is on the authentication application.
1.1 .2  B iom etric  M od alities
Biometric measurements capture two types of person characteristics for identity au­
thentication:
• Physical: face, fingerprint, palm-print, hand geometry, ear-shape, iris, etc.
• Behavioural: signature, keyboard dynamics, gait, speech, etc.
However, some of the aforementioned characteristics such as speech or gait can be 
considered to be in both groups. For example, speech is a physiological characteristics 
because every person has a different vocal tract, but speaker recognition also reflects 
the way a person speaks, commonly classified as a behavioral characteristic. In 
biometric literature [42], these attributes are referred to as traits, indicators, identifiers 
or modalities. Biometric systems are considered as uni-modal or multi-modal depending 
on whether they are exploiting one or more modalities.
1.1. Multi-Modal Biometric Authentication Systems
1.1 .3  M odules and O perational P h ases
A generic multimodal biometric authentication system is essentially a pattern recogni­
tion system consisting of two operational phases and four main modules [42]. The two 
operational phases include:
1. Enrolment.
2. Authentication.
And the four main modules are as follows:
• Sensor module
• Quality assessment and feature extraction module
• M atching and decision-making module
• System  database module
During enrolment, raw biometric data of each user is acquired by a sensor. To obtain 
face images, for example, a digital camera may be used to capture a high quality 
image of an individual. The sensor is the interface between human and machine. It is, 
therefore, pivotal to the performance the biometric system. A poorly designed sensor 
can result in high error rate and, consequently, lower user acceptability. The quality of 
the raw data is effected by the attributes of the sensor.
The suitability of the raw data for further processing is assessed using its measured 
quality. The quality of signal is typically improved by applying enhancement algo­
rithms. However, if the quality of the raw data is very poor, the user is asked to 
provide a biometric sample again.
A set of prominent discriminatory features are extracted from each biometric sample 
using a feature extraction module. The type of extracted features is dependent on the 
type of biometric modality. Local Binary Patterns (LBP) [59] and the position and 
orientation of minutiae points are two examples of features extracted from the face
Chapter 1. Introduction
and the fingerprint modalities. This set of features is projected into a discriminative 
subspace. For modalities such as speech, a statistical model such as Gaussian Mixture 
Model is trained using features extracted from a number biometric samples. The statis­
tical model is used to characterise the distribution of the extracted features belonging 
to a specific person. The approach of using a statistical model can also be used for the 
face modality. The discriminative features, or the parameters of the statistical model 
are referred to as the reference or template. They are stored in the database module of 
the biometric system during enrolment phase. The reference is stored along with other 
information of the user such as name, address or PIN(Personal Identification Number).
During the verification phase, a data sample of the user, claiming an identity, is ac­
quired. This data sample is also referred to as query sample. Salient features are 
extracted from the query sample, using the feature extraction module. Note that, the 
type of extracted features in this phase is the same as those extracted in the enrolment 
phase. The features of the query sample are compared with the reference of the claimed 
identity. The process of comparison of the query sample with the template and the out­
put score of the process are referred to as matching and a matching score, respectively. 
The type of matching score is either similarity or distance expressing the similarity or 
dissimilarity of the query sample to the template. The decision of accepting or rejecting 
the identity claim is made by comparing the matching score with a threshold. The op­
timized threshold is determined on a development set using a criterion specified by the 
system. The problem of threshold selection and performance evaluation is presented 
in detail in Chapter 3. The four main modules of a generic multi-modal biometric 
authentication system are shown in Figure 1.1.
1.1 .4  M u lti-B iom etr ic  Fusion and Score N orm alization
The biometric systems using a single source of information are subject to limitations 
such as the lack of uniqueness and non-universality of the chosen biometric modality, 
noisy data and spoof attacks [77, 57]. The fusion of different information sources has 
been widely used to overcome these limitations as well as to improve the recognition 
performance [15] [84]. The information sources may include those in a multi-biometric
1.1. Multi-Modal Biométrie Authentication Systems
Identity Enrolment phase
Feature
Sensor
Extraction database
Feature
Sensor
Extraction database
Feature
Sensor
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Claimed Identity Verification phase
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Figure 1.1: Block diagram of a multi-modal biometric authentication system, showing 
three modalities (i.e., the fingerprint, the iris and the face). The system consists of four 
modules (i.e., sensor, feature extraction, matching and database). It is applied in two 
operational phases(i.e., enrolment and verification). The system shows a widely used 
score level fusion.
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system such as (i) different sensors to acquire the same biometric modality (e.g., fin­
gerprint captured using optical and thermal sensors), (ii) different representations or 
different algorithms for the same biometric modality (e.g., face matchers based on LBP 
or 2D LPGT), (iii) different instances of the same biometric trait (e.g., left and right 
index fingers) (iv) different samples of the same biometric modality (e.g., two images of 
a person face with the same sensor), and (v) different biometric traits in a multi-modal 
biometric system (e.g., the face and the fingerprint). In the first four scenarios, the 
information sources relate to the same biometric modality, whereas in the fifth scenario, 
the information sources are derived from different biometric modalities. Such systems 
are known as multi-modal biometric systems, a special case of multi-biometric systems. 
Multi-biometric fusion can be performed at four levels;
• Sensor Level Fusion
• F ea tu re  Level Fusion
• Score Level Fusion
• Decision Level Fusion
The first two approaches are known as pre-matching fusion whereas the last two ap­
proaches are known as post-matching fusion [41]. In sensor level fusion, the raw data 
acquired from either the samples of the same modality with compatible sensors or mul­
tiple instances of the sample modality and the same sensor are fused together. For 
example, multiple 2D face images obtained from different viewpoints can be stitched 
together to form a 3D model of the face[55] or a panaromic face mosaic[22]. In fea­
ture level fusion, the extracted features are fused together. When the feature sets are 
homogeneous (e.g., multiple fingerprint impressions of a users finger), a single resul­
tant feature set can be calculated as a weighted average of the individual feature sets 
(e.g., mosaicing of fingerprint minutiae[2]). When the feature sets are non-homogeneous 
(e.g., feature sets of different biometric modalities like face and hand geometry), we 
can concatenate them to form a single feature set.
In score level fusion, the output matching scores of different biometric matchers are 
fused together to produce a final fused score. The decision is made using the fused score.
1.1. Multi-Modal Biometric Authentication Systems
Examples of score level fusion are weighted sum, weighted product or post-classifier ap­
proaches (the conventional machine-learning algorithms such as SVMs, MLPs, GMMs).
In decision level fusion, the matching score of each biometric system is converted into a 
hard decision by comparing it with the threshold tuned for that matcher. The output 
decisions are then fused together to make the final decision. Examples of decision 
level fusion are majority vote. Borda count, Behavioral Knowledge Space [83], Bayes 
fusion [52] or the AND and OR rule.
There is a trade-off between the information content and the simplicity of the fusion 
process as a function of the level of fusion. It is difcult to consolidate information at the 
feature level because the feature sets used by different biometric modalities may either 
be inaccessible or incompatible. Fusion at the decision level is too rigid since only a 
limited amount of information is available at this level. Therefore, integration at the 
matching score level is generally preferred due to the ease of accessing and combining 
matching scores[41]. Therefore we are concerned with score level-fusion in this thesis.
One challenge in performing score level fusion in multi-modal biometric systems is that 
matching score of different modalities or matchers are heterogeneous. Score normaliza­
tion is needed to transform the raw scores into a common domain, prior to combining 
them [41]. Score normalization refers to changing the location and scale parameters of 
the matching score distributions at the outputs of the individual matchers as a pre­
processing step before fusion. A number of normalization techniques such as minmax, 
z-score, and tanh normalization schemes have been compared in [43]. The aim of ap­
plying the mentioned score normalization methods is not to improve the performance 
of uni-biometric systems. However, there is another group of normalization methods 
such as T-norm [8], Z-norm [8] or F-norm [63] that have been successfully used even to 
improve the performance of uni-modal biometric systems.
Auxiliary Information Sources
Normalization techniques may exploit auxiliary information sources to improve the 
recognition performance. These include:
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• Q uality  M easures: such as the number of minutiae points in fingerprint im­
pression or frontalness of facial image
• C ohort M odels: The reference models other than the reference model of claimed 
identity.
In addition to the auxiliary information sources, U ser-Specific p a ram ete rs  as an­
other source of information has also been used for score normalization.
Q uality  M easures: Biometric data samples are frequently affected by degrading fac­
tors during acquisition process [68] such as noise, e.g., a change in thermal noise of a 
microphone; the manner of interaction between the user and the device, e.g., a change 
of pose; environmental (external) factors, e.g., illumination conditions; and the natural 
physiological or behavioural change of biometrics principally induced by the user him­
self/herself, e.g., different face expressions. These factors degrade the performance of 
the biometric system.
One approach to compensate the effect of these factors is to measure the variation in 
the raw biometric signal through a quality assessment module. This measurement is 
referred to as Quality Measure. Quality measures have been extensively exploited in 
biometric systems [24, 12, 49, 48, 25, 58]. There are two main approaches to exploiting 
quality measures [68]: as a control parameter or as a feature. In the first approach, 
quality measures are used to modify the contribution of a modality or a matcher in 
a multi-modal quality-dependent fusion system. In the second approach, the qual­
ity measures are directly combined with the matcher outputs in a machine-learning 
based approach [47]. Both approaches can be used to improve the performance of uni­
biometric systems and can be viewed as quality-based score normalization. The block 
diagram of a quality-based normalization is shown in Figure 1.2.
User-Specific Inform ation: The notion of user-specificity is related to inherent dif­
ferences in recognition of different users. It is known as Doddingtons zoo effect [19], 
which characterises different users by an animal name based on how easily they are 
recognised. A sheep is a person who can be easily recognized; a goat is a person who 
is particularly difcult to be recognized; a lamb is a person who is easy to imitate; and
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Claimed Identity
Quality Measure
database
Sensor
Decision
Making
Matching
Extraction
Feature
Quality
Assessment
Quality-Based
Normalization
Figure 1.2: Block diagram of quality-based score normalization.
a wolf is a person who is particularly successful at imitating others. It is shown that 
the unbalanced performance across users is due to the variation of class conditional 
scores from one client to another [67]. The term client-specific is alternatively used 
as user-specific. In the literature, three approaches have been proposed to deal with 
Doddingtons zoo effect:
• client-specific thresholding
• client-specific score normalization
• client-specific fusion
In the client-specific thresholding approach, a different decision threshold for each client 
is used [35] [78]. The client-specific threshold can be a function of a global decision 
threshold [45, 54]. In client-specific score normalization, the parameters of a mapping 
function are chosen differently for each client. The advantage of this mapping is that 
only a global threshold is needed for decision making. The parameters of the mapping 
function are called user-specific parameters. They are commonly derived from class con­
ditional client-specific score distributions during an offline phase. Examples of existing 
score normalization methods are Z-, D- (for Distance), EER- (for equal error rate), and 
more recently E-norms (for E-ratio and norm for normalization). Based on the type 
of information used to derive the parameters (i.e., genuine, impostor), there are three 
approaches to client-specific score normalization: (i) impostor-centric (ii) client-centric 
(iii) client-impostor centric. However, there are exceptions such as D-norm [9] which
10 Chapter 1. Introduction
user-specific
parameters
database
U ser-Specific
P aram eters
Claimed Identity template
database
Feature
Extraction
MatchingSensor
User-Specific
Normalization
Decision
Making
Figure 1.3: Block diagram of user-specific score normalization.
is neither client- nor impostor-centric; it is relevant only to the GMM architecture and 
here score distributions are not used to extract user-specific parameters. According 
to [28] and [8], Z-Norm [8] is impostor-centric. EER-norm [28] is client-impostor cen­
tric. In [78], a client-centric version of Z-Norm is proposed. However, this technique 
requires at least five positive query samples in the training dataset. E-norm [63] is 
client-impostor centric; it is designed to be applicable even with as little as one sample 
per client available for training. A block diagram of a user-specific normalization is 
shown in Eigure 1.3.
Cohort models: Cohort models are any reference models other than the reference 
model of the claimed identity [3]. Scores obtained by matching a query sample against 
a set of cohort models are referred to as cohort scores. The cohort scores are used to 
normalize the matching score derived by comparing the query sample with the claimed 
identity template. There are a number of motivations for using cohort scores. Eirst, 
the cohort models jointly model the reject class. Hence, the cohort scores can be used 
to estimate the distribution of matching scores produced by negative query samples. 
Second, the matching score and all the cohort scores are produced by the same query 
sample. Therefore, any factor degrading the quality of a query sample will affect the 
matching score between the query sample and the reference model and in general will 
cause a drift in the distribution of matching scores, also affecting all the cohort scores 
produced by the same query sample. The degradation of the quality of query sample is
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Figure 1.4: Block diagram of cohort-based score normalization.
referred to as noise in general. The drift in the distribution of matching scores caused 
by a noisy query sample can be modelled using cohort scores. This characteristics make 
the cohort-based normalization adaptive to the query sample. Third, the behaviour of 
cohort scores will be different for true claims and impostor claims. Due to this feature 
of cohort scores, they can be used to discriminate between the two classes.
A block diagram of a cohort-based score normalization is shown in Figure 1.4.
1.2 M otivation
The existing cohort-based score normalization methods exploit simple statistics of co­
hort scores such as max, mean or standard deviation. The aforementioned discrim­
inatory property of cohort-scores has been missed in the literature. Therefore, there 
is a strong motivation to investigate possible ways of improving the performance of 
biometric authentication using this discriminatory property.
If a pool of M  cohort models is available, M -f 1 comparisons are required to verify 
each identity claim. This makes the cohort-based score normalization computationally 
expensive. In principle one can select a subset of cohort models to reduce the compu­
tation cost of cohort-based normalization. However, reducing the cohort set can affect
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the performance of cohort-based normalization. Therefore, determining an optimal 
strategy for cohort selection is an important problem, which we aim to answer in this 
thesis.
As mentioned in Section 1.1.4, there are three sources of information, i.e., quality 
measures, user-specific parameters and cohort information, which independently have 
individually been exploited to improve the performance of biometric systems. There is 
a strong motivation to investigate possible ways of combining all the aforementioned 
sources to improve the performance of uni-modal biometric systems as well as multi­
modal biometric systems even further.
1.3 C ontributions
The contribution of this thesis can be summarized as follows:
1. Distribution of scores produced by ordered cohort models with respect to their 
similarity to the template show discriminative pattern between genuine and im­
postor claims. Polynomial regression is successfully used to extract features from 
discriminative cohort scores.
2. Based on the theory developed in the thesis, explaining the variance of the co­
efficients of a line fitted through cohort scores as a function of the rank order, 
we propose a strategy for selecting a subset of cohort models in order to reduce 
the computational complexity of polynomial regression-based normalization. We 
show that by including cohort models of the least and highest rank order, the 
performance of the polynomial regression-based cohort normalization can even 
be improved.
3. Different methods of combining various information sources (quality measures, 
cohort information and user-specific parameters) for uni-modal biometric systems 
is investigated. We show that any combination of the two information sources is 
better than using just one. We also show that using all three information sources 
is better than any subset.
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4. Different metliods of combining information sources in multi-modal fusion are 
investigated. We propose two fusion strategies (1 ) Joint fusion (2 ) Naive Bayesian 
fusion. The Naive Bayesian fusion is based on the independence assumption of 
experts outputs and information sources. Experimental results showed that the 
Naive Bayesian fusion method is more stable and produces better results. We 
showed that the combination of two information sources in multi-modal fusion is 
better than using any one of them and the combination of all three information 
sources is better than the combination of any two of them.
The contributions of the thesis are summarised in Figure 1.5.
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1.4 T h esis ou tlin e
In chapter 2, we review and discuss different strategies of fusion and score normalization 
as well as provide a literature review, focusing on techniques using information sources 
(i.e., quality measures, user-specific parameters and cohort information). Chapter 3 
looks at ways of measuring system performance. We also provide the details of the 
databases used in this thesis. Chapter 4 presents a novel cohort-based score normaliza­
tion method which uses polynomial regression to extract the discriminative information 
from cohort scores. It also presents a method of cohort selection to reduce the computa­
tional complexity of the proposed score normalization method. Chapter 5 investigates 
different methods of combining information sources (cohort information, quality mea­
sures and user-specific parameters) to improve the performance of uni-modal biometric 
systems. Chapter 6  investigates the problem of combining information sources in multi­
modal fusion. It presents two fusion frameworks to combine information sources, the 
Joint fusion and the Naive Bayesian fusion. Chapter 7 provides a discussion on the 
work carried out in this thesis focusing on achievements and providing a direction for 
future research.
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Chapter 2
Literature R eview  on Fusion, 
Score Norm alization and the use 
of Auxiliary Information Sources
This chapter presents a literature review on widely used fusion strategies, comparing 
fixed and trained rule fusion; discriminative and generative fusion. We review score nor­
malization methods as a preprocessing step. They are used to transform expert output 
scores into a common range before fusion. We review the notion of user-specificity, user- 
specific parameters and most commonly used user-specific score normalization methods. 
Two auxiliary information sources, cohort and quality information, and most common 
used score normalization and calibration methods using these information sources are 
also discussed.
2.1 Fusion S trategies
The main motivation for fusing experts, is the idea that "Two heads are better than 
one“‘. Over the last few decades, this has been proven right [4, 18, 32, 40, 47]. In the 
literature, there are several ways one can categorize score level fusion classiers:
• fixed rules vs tra in ed  ru le  fusion [2 1 ]: Fixed rules are fusion processes, that
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do not require any training process in order to combine the experts outputs. 
Fixed rules are therefore known as non-trainable classiers. Examples are mean, 
max, min, median, majority vote, etc. On the other hand, trained rules are fusion 
classifiers which contain free parameters that have to be optimized given some 
training data. A trainable fusion classier can be viewed as a second-level classier. 
For this reason, it is also called a stack-generalizer [36] or a supervisor [12]. Any 
machine-learning based approach, i.e., SVMs, MLPs, GMMs, etc can be used for 
this purpose. The comparison of both fixed and trained rules in the literature has 
shown that trained rules generally outperform fixed rules. This is attributed to 
the fact that using the training data, one can learn the classifier fusion parameters 
that could result in better performance on the test data. However, when the size 
of the training data is small, the fixed rules are comparable or even outperform 
the trained rules [34], as small training data sets lead to over-fitting by trained 
fusion [73].
• D iscrim inative vs generative [8 6 ]: In the former, one introduces a parametric 
model for the posterior probabilities and infers the values of the parameters from 
a set of labelled data. In the latter, one models the joint label and feature 
distributions. This is done by learning the class prior probabilities and the class- 
conditional densities, separately for each class.
• P aralle l vs serial com bination: In the parallel case, each participating system 
performs the same classication task hence each of them can also be used indepen­
dently. In the serial case, the systems work together in a collaborative manner. 
One example is a hierarchical classication scheme. Under such a scheme, when a 
top-level classier cannot make a decision, it passes the decision task to the next 
available level of classier and so on. A hierarchical approach was reported in[90] to 
combine multiple feature representations of palmprint. It was shown that the 1st 
level of classier can already achieve 80% accuracy, leaving the 2 0 % to be tuned by 
other more computationally demanding classiers. We consider only the parallel 
case in this thesis.
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Apart from categorising fusion strategies in terms of how the training data is used, 
Xu et a/. [89], and Huang and Suen [40] talk about categorising fusion strategies in 
terms of the form of fusion classifier output. Three types were identified:
1. A b strac t level: the output is a unique class label or a subset of class labels, 
which should contain the correct class label.
2. R ank  level: the output consist of ranked labels of all classes or a subset of 
classes, with the one at the top being the first choice.
3. M easurem ent level: the output is a measurement value that reflects the strength 
of the hypothesis that the tested sample is from a particular class. A decision 
about class membership is then made by setting a threshold based on the training 
set (a detailed explanation of this can be found in Chapter 3.1.1).
The measurement level contains the highest amount of information, while the abstract 
level contains the least. Fusion techniques used in this thesis focus on the measurement 
level.
2.2 F ixed  R u le  Fusion
Commonly used fixed rules include: product rule; sum rule; order statistics (min rule, 
max rule, median rule). In order to be able to combine expert outputs, we must ensure 
that they are in one way or another similar. This is achieved through a process called 
normalization, where the outputs are transformed and/or rescaled. Normalization tech­
niques are explained in Section 2.4.
Let us denote a vector of expert outputs for the sample to be s =  [s*,i,s%,2 , . . . ,  Si,j], 
where i =  [1 ,..., A] samples indices and k = [1 ,.. . ,J ]  experts. Let yi denote the 
combined measurement score for sample i, and Di denote the class membership decision 
for sample i. Finally, when we do not need to distinguish the sample identity, the vector 
of scores will be simply denoted by s =  [si, S2 , • • • ? sj] and the combined output as y.
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M ean Rule
This is an average of the similarity scores from all experts, defined as:
1
y = - J ^ ^ k  (2 .1 )
k=l
Sum Rule
The sum of the similarity scores is defined by:
J
y = Y ^S k  (2 .2 )
fc=i
The sum rule is simply the mean rule multiplied by the number of experts, therefore 
we shall only refer to the sum rule. The sum rule is considered the most powerful of 
the fixed rules as it is robust to noise [5, 46, 81, 82]. This can be attributed to the 
fact that any noise present in the similarity scores is simply added. It has also been 
shown that the sum rule performs best when the experts are balanced (have similar 
accuracies) [75, 34].
Product Rule
Under the assumption that there are only non-negative values, the similarity scores are 
multiplied:
J
y — ^k (2.3)
k=l
The product rule provides good performance when experts are uncorrelated [82], and 
when noise is low [5, 46, 81, 82]. Its sensitivity to noise is attributed to the multiplication
of noise present, leading to degrading system performance for a high level of noise. The
product rule also performs badly when the veto effect is encountered. The veto effect 
occurs when the similarity score of one of the experts is zero or close to zero. This 
dominates when combining, leading to misclassification. This effect was eliminated 
by Alkoot and Kittler[7, 6 ], with the introduction of modified product rule (MProd), 
where any similarity score below a specified threshold is replaced by a constant.
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M aximum Rule
The highest similarity score in vector s% is selected to represent a claim:
y = max Sk (2.4)k=l
This simply selects the expert that has highest confidence (similarity score). This rule 
can outperform the sum rule when there are unbalanced experts [76], especially when 
one expert’s performance is much better than the rest, and if the expert always has 
higher values than the others. However, due to normalization process it is unlikely that 
a particular expert will always have the highest value in a claim.
However, this rule has the drawback of always selecting the expert that has a high 
value, and may lead to incorrect decisions regarding impostors.
M inimum Rule
The lowest similarity score in vector s is selected to represent the strength of each 
hypothesis.
J
y = min Sk (2.5)k=l
This rule selects the classifier with the lowest confidence (similarity score).
M edian Rule
Here the median similarity score is selected to represent a claim:
y =  median^=i (2 .6 )
This rule performs well when a high level if noise is present as it is robust to outliers[21].
It is also considered to be the most representative of all experts.
2.2 .1  D ecision  T em plate (D T )
A fusion classifier that is not categorised as a fixed rule method, is Decision Tem­
plate [51].
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Let { D i,. . .  ,Dn} be the set of L  classifiers. The output of ith  classifier is denoted 
as Di{x) = [dj,i(x),...,di,c(x)]^, where dij(x) is the degree of “support” given by 
classifier Di to the hypothesis that the query sample, x  comes from class j .
The classifier outputs can be organized in a decision profile (DP) as the matrix
d i , i ( x ) . . .  d i j ( x ) . . .  d i , c ( x )
D P = diji(x). . .  (x ) . . .  djjc(x)
_dL,i(x). . .  dL,j(x). . .  dL,c(x)_
(2.7)
where the row i in D P  is the output of classifier Di and the column j  is the support of 
all classifier for class j . d%j(x) is regarded as an estimate of the posterior probability 
that the query sample belongs to class j ,  P{j\x).
Let Z =  { z i,. . .  ,Ziv}, be a crispy labeled training data set. The decision tem p la te  
DTi{Z)  of class f is the L x c matrix DTi{Z)  =  [dti{k, s)(Z)] whose {k, s)th element is 
computed by
(2.8)
where Ind{zj,i)  is an indicator function with value 1 if zj has a crisp label i, and 0 , 
otherwise. DTi{Z) is also denoted by DTi.
The decision template DTi for class i is the average of the decision profiles of the 
elements of the training set Z  labeled in class i. When a query sample x  is submitted 
for classification, the DT scheme matches DP{x) to DTi, f =  1 , . . . ,  c and produces the 
soft class labels:
/i^(x) =  DP(x)), % =  1 , . . . ,  c (2.9)
where S  is interpreted as a similarity measure. The higher the similarity between the 
decision profile of the current query x  and the decision template for class i, DTi, the 
higher the support for class i. Distance measures can also be used instead of similarity 
measure. In this case, the lower distance measure accounts for higher support for class
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i. Different distance measures can be used such as Dempster-Shafer rules, fuzzy rules 
and geometric distances. Among them, the most common one is the Euclidean distance.
2.3 Trained Fusion
Constructing a more sophisticated fusion rule by learning, using a training data set, 
delivers improved system performance superior to the fixed rule. However, the im­
proved system performance is often gained at the expense of increased computation 
complexity. It should also be noted that achieving good system performance depends 
on the training data set being representative and large data set is always necessary to 
learn and understand the data structure. We briefiy overview common trained fusion 
classifiers.
2.3 .1  G en erative A pproach  
Gaussian M ixture M odel (GMM)
Nandakumar et a l [57] proposed a generative approach to combine expert outputs based 
on the likelihood ratio test. The distributions of genuine and impostor match scores 
are modeled as finite Gaussian Mixture Model.
Let us denote the class conditional joint distribution of expert outputs as p(s|w) where w G 
{C ,I}. The output of the fusion process is then given as
" =  (2 .1 0 )
Equation (2.10) can be written as follows using independence assumption between the 
expert outputs:
^ =  =  (2 .1 1 )
where p(s|w) and p{sk\oj) are approximated using GMM [14]:
P(s|w) =  ^  <A 7(s|^^,E ^) (2.12)
C = 1
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P(ak|w) =  ^  % c)^ ) (2-13)
C = 1
where c-th component of the class conditional (denoted by w) mean vector is fi = 
[P i,... ,/ij], its covariance matrix of J  x J  dimension is Yff and there are com­
ponents for each w G {C ,I}. The mean and variance in the mixture p{sk\(n), i.e., 
and (<7 c^)  ^ are defined similarly except that they are single dimensional. The GMM 
parameters can be optimized using Expectation-Maximization algorithm [14] for in­
stance and the number of components can be tuned by validation or optimization of a 
criterion, e.g., , minimum description length [31].
2 .3 .2  D isc rim in a tiv e  A p p ro a c h  
S u ppo rt V ector M achines (SVM )
Among existing classifiers, SVM [87] is undoubtedly the most popular for the two 
reasons: (i) it relies on minimizing the empirical risk (or maximizing the margin) and 
(ii) it does not make any assumption about the data (score) distribution. Suppose that 
s* and F G {—1,1} (positive and negative class) are the input and target and output 
of example i and a* is its associated embedding strength obtained after SVM training. 
Large cA implies that the associated example is difficult to classify, and vice-versa for 
small cA. Examples with a* > 0 are known as support vectors. The linear solution 
proposed by an SVM with linear kernel is:
y =  /(s )  =  ^  (s \ s) =  ^ s + b = w ^y -f- b (2.14)
'----  V----   '
where (.,.) is the kernel and vector is the underbraced term. Gonstant b is given 
as:
-  N s
6 =  —  y |( w ^ s ' -  f )  (2.15)
where Ag is the number of training examples.
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Logistic R egression (LR)
In [39], another algorithm called Logistic Regression (LR) is compared to SVM. Ac­
cording to [39], LR shares many similar characteristics with SVM. The empirical exper­
iments in [64] show that LR and SVM perform equally well in biometric fusion tasks.
The LR is defined as:
=  l  +  exp(-9(s)) (2.16)
where
J
g(s) =wo + '^W kSk  
k=l
Logistic regression works very well for score-level fusion and its result is representative 
of a trainable fusion classifier. The supporting arguments are as follow:
• no overfitting: being a linear classifier, it cannot overfit the training data
• appealing  op tim ization  form ulation: in order to search for its weights, one 
optimizes a criterion. This criterion evaluates the sum of log posterior proba­
bilities over the entire data set. The solution to this optimization procedure is 
obtained by gradient ascent [39] and it has a unique solution.
• d iscrim inative vs generative classifier: logistic regression is a discriminative 
classifier whereas GMM [57] is a generative classifier. Generally speaking, dis­
criminative classifier has less risk of overfitting the data because it requires much 
fewer parameters to estimate. These parameters are used only to describe the 
decision boundary [60].
• S tability : Logistic regression is much more stable compared to the GMM classi­
fier. The reason is that the EM procedure, used to optimize GMM, is a stochastic 
algorithm. Furthermore, for combining high dimensional scores, logistic regres­
sion tends to outperform GMM classifier.
In summary, linear discrimination and stability makes logistic regression our choice of 
fusion.
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L inear D iscrim inant A nalysis (LDA) as a  d iscrim inative classifier
The classical LDA can be considered as a discriminative classifier. This is because LDA 
can be written as a linear function of expert outputs. Using the class-conditional mean 
and covariance (i.e., and for each oj G {C ,I}  as described in Section 2.3.1, let 
us define the within-class covariance matrix as
^  E" (2.17)
ojeCyi
The Fischer linear discriminant solution of the weight vector w for a two-class problem 
([14]) is:
w =  - ^ )  (2.18)
The LDA output can is given as:
y = w^s (2.19)
As can be seen, LDA turns out to be both generative and discriminative. Note that 
LDA relies on Gaussian assumption. As a result, it is inferior in performance compared 
to SVM and LR which do not make such an assumption.
2.4 Score N orm alization
Score normalization [37, 41, 61, 62] refers to the transformation of the location and scale 
of similarity scores distribution. However, there is a group of classifier-based approaches 
to score normalization which combine a source of information with matching score. 
This group of methods is referred to score calibration. By normalizing, the similarity 
scores from different experts are transformed into the same range. This is particularly 
important when using a fixed combiner as experts with generally large similarity scores 
will dominate in the sum, max or prod rule. Likewise, experts with low similarity 
scores will dominate in the min rule and may dominate in the product rule if the values 
are close to zero. On the other hand it has been shown [37] that normalisation is not 
important for trained fusion.
Let us denote a normalized similarity score by s". This can be obtained using different 
techniques:
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M in M ax norm alisation
This method transforms similarity scores from all experts to be in the range [0,1] [41].
=  (2.20)
m a x k  — m i T i k
Where the max^ and mirik are respectively the highest and lowest value similarity scores 
in the training data set, for expert k. MinMax normalization is sensitive to outliers, 
but maintains the original distribution. It should be noted that since maxk and mirik 
are only an estimated values for expert k (the training data set only represents a subset 
of values for expert j), the transformation does not guarantee that the transformed test 
data scores lie in the range [0,1]. Therefore, underflow and overflow values are set to 0 
and 1 , respectively.
D ecim al scaling norm alization:
This method should only be used when the scores of different experts are logarithmic, 
i.e., if an expert has scores in the range [0 , 1 0 ], and another in the range [0 , 1 0 0 0 ] [41].
^  ^  ^  max(sfe) (2 .2 1 )
M edian  and M A D  N orm alization
This method is not sensitive to outliers.
Sk = ^ MADk — MADk  = median(|sfc -  median^ ]) (2 .2 2 )
where median is the median value of the similarity scores for expert k in the training 
data set. However, when the distribution is not Gaussian, median and M A D  are poor 
estimates of the location and scale parameters.
Tanh N orm alization:
Introduced by Hampel [38] the normalized score is defined as:
4  =  b tan h (0 .01(^ * ~ ^ ° " )) +  1} (2.23)
^ O'GH
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where pcH  and ogh are the mean and the standard deviation, respectively, estimated 
on the training data using the Hampel estimators, tanh is not sensitive to outliers, 
therefore it is robust. It is however, complicated to implement as it requires parameters 
to be determined in the Hampel estimators [38].
In conclusion for quick and simple normalization, MinMax should be chosen provided 
there are no outliers in the training data set. In presence of outliers, median and MAD 
are preferable. When the distribution is not Gaussian, Tanh normalization is the best 
normalization to select.
2.5 A u xiliary  Inform ation for Score N orm alization  and  
C alibration
Score normalization methods presented in Section 2.4 are applied to ensure that scores 
from different experts are in the same range before intramodal or multimodal fusion. 
There are score normalization and calibration methods which use auxiliary information 
sources to improve the unimodal biometric systems. The auxiliary information sources 
include:
• Quality Measures
• Cohort Information
In addition to the aforementioned auxiliary information sources, there is another source 
of information used for score normalization, known as User-Specific parameters. The 
user-specific parameters are usually referred to as statistical moments of class con­
ditional user-specific score distributions obtained using another development set and 
therefore are not considered as auxiliary information sources. However, user-specific 
normalization have been successfully used to improve the performance of uni-modal 
biometric systems [6 6 ].
In this section, we review these information sources and associated score normalization 
methods:
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2.5 .1  Q uality  M easures
Poh and Bengio [70] and Tabassi et a/. [80] have shown that poor quality biometric 
data degrades the performance of a system. Research has also shown that including 
quality information in fusion [13, 29, 50, 26, 48] can offer improvement in system per­
formance when compared to conventional fusion methods (fusion without the use of 
quality information).
There two approaches in the use of quality measures in the aforementioned studies: (i) 
a control parameter or (ii) as a feature.
• As C ontro l param eter: Fierrez-Aguilar et al. [30] presented a kernel-based fu­
sion strategy that incorporates a quality measure by adapting the penalty func­
tion influencing the biasing of fusion SVM. Fierrez-Aguilarei al. [26] proposed an 
adaptive quality based fusion strategy for intramodal fusion. In their method the 
fused score is obtained by weighted sum, where quality measures act as weights 
controlling the influence of the experts on the fused score. In multimodal systems 
it is important to be able to determine for each claim, which modality is more 
reliable. This is achieved by deriving a confidence measure for each modality. 
Kryszczuk[49] et al.use two modalities to implement their confidence measure. 
When decisions of the two modalities are in conflict, the final decision is deter­
mined by the modality with the highest confidence.
• As a  feature: Bigun [13] included quality measures as an input to fusion using 
Bayes Conciliation. In their study, the quality measure is used to normalise 
the scores. N a n d a k u m a ral. [58] introduce the quality information to fusion by 
estimating the joint density of the scores and quality measures for both client and 
impostor distributions for each expert. The likelihood ratio of the joint densities 
is then computed for each expert. Finally the product of all the likelihood ratios 
is used as the combined fusion score.
The approach using quality measure as a feature can be used to improve the perfor­
mance of unimodal biometric systems. Kittler [47] proposed that quality measures
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can be combined with the matching score using a machine learning approach. The 
output score is expressed as the posterior probability of a claim being true given the 
observation of matching score and quality measure:
S k ,q  = P{C\sk,q) (2.24)
We refer to this approach as quality-based calibration.
2.5 .2  U ser-S pec ific  P a ra m e te r s  
User-specific Score S ta tis tics
Let s be a matching score obtained by comparing a query sample with the template 
of a claimed identity. Let G be a match score obtained offline by comparing a 
reference model with another development set of positive and negative samples (hence 
the superscript d).The score s'^  is considered a match (or genuine) if the comparison 
involves a query sample and a reference model (or template) of the same person; oth­
erwise, it is a non-match (impostor) score. We shall describe the class-conditional 
statistics of using its first and second order moments:
h t,j =
and
(c^wjf =  [(S -  h'tŸ]
where E[-] denotes the expectation of -, the class label w indicates whether a sample is a 
match or a non-match, i.e., w G {C,I}, and j  G {! , . . .  ,M} is a reference/target model, 
and there are M  enrolled users. Therefore, the four statistics 
summarise the characteristics of the match scores conditioned on the claimed reference 
model, j ,  and the class labels w.
User-Specific Score N orm alization
Table 2.1 lists a few commonly used user-specific score normalization methods.
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The next two distribution scaling methods, called EER-norm and LLR-norm are re­
ported in [67]. The EER-norm has several variants, depending on how the bias A j  is 
calculated, which can be [27]:
A _  +  F c ,j^ ij— 3 :
or [84]
2  '
We note that the latter variant assumes that a^j — =  1-
The LLR-norm [6 6 ] is nothing but a Bayesian classifier whose output is the ratio of two 
likelihood functions on a logarithmic scale. Although in theory the class-conditional 
density p(s|w ,j) (recalling that j  is the claimed identity) can be of any form, in practice, 
a simple Gaussian distribution is used for each class. This choice is guided by two 
facts. First, in biometric application, not many positive samples are available as there 
are negative samples. This is because the samples of all other subjects can be used 
as negative samples. Therefore, the match (genuine) scores are scarce. As a result, 
accurate estimation of the underlying distribution parameters, even if the distribution 
is known, is not possible. Second, due to the aggregate effect of non-match scores of 
different cohort subjects, p(s|w =  I, j )  often appears to be Gaussian in practice.
The last user-specific method is F-norm, which is client-impostor centric.
Unlike the aforemenioned user-specific normalization methods, the F-norm has a free 
parameter 7  G [0,1]. This parameter determines how reliable the user-specific mean 
parameter is. The 7  parameter is associated with the confidence of the estimate 
of Pqj. Its theoretically optimal value, according to the maximum a priori (MAP) 
principle [2 0 ], is
7  =  7N^ j d- r
where Nj is the number of match scores used to estimate p^j  and r is known as the 
relevance factor [74].
Although an explicit optimization of 7  is possible, e.g, as done in [69], in practice, 
with only one single match (genuine) sample to estimate p^ j, it is found that 7  =  0 .5
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Table 2 .1 : A summary of user-specific score normalization methods
Information Method Formulas characteristics
User-specific Z-norm impostor-centric
User-specific F-norm client-impostor centric
User-specific EER-norm Se e r  = s -  A j client-impostor centric
User-specific LLR-norm Sllr — log u;=lp) client-impostor centric
Note: EER for equal error rate, and LLR for log-likelihood ratio.
achieves reasonable generalization performance [67, 71]. We will therefore use 7  =  0.5 
throughout this study.
A systematic empirical comparison of F-norm, EER-norm and LLR-norm in [67] shows 
that F-norm, although being a very simple form, i.e., without considering the second 
order moments, achieves comparable performance to LLR-norm. For this reason, we 
shall only include F-norm in this study.
2.5 .3  C ohort Inform ation
Cohort models are constituted by all reference models other than the reference model 
of the claimed identity. Let e  «S'’ be a cohort score obtained by comparing the 
query sample with a cohort model, and «S'’ be a set of cohort scores. There are two 
main approaches to cohort-based normalization;
• M ethods based  on cohort score s ta tis tics: The main feature of this approach 
is that cohort scores are summarized using statistics such as mean and standard 
deviation. One of the most well-established cohort-based score normalization 
methods which follows this approach is T-norm. Let the distribution of cohort 
scores be described by its first and second order statistical moments:
and
=  Eggjc [s]
(cr'’)  ^ =  Eggjc [(s — p^Ÿ]
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where E[-] denotes the expectation of •. Using this notation, T-norm can be 
defined as:
S T = : ^  (2.25)
• M ethods based  on decision confidence: Aggarwal et al. [3] considers bio­
metric authentication as a statical test of the hypothesis (null) that the identity
claim is true. They use the ratio of matching score and the maximum of cohort 
scores as the test statistics.
SAg =  T-T S.t. G (2.26)max(s^)
Tulyakov et al. [85] also exploit the maximum of cohort scores. They propose a 
learning-based approach to combine the original matching score with the maxi­
mum of cohort scores to derive a normalized score as:
xtuI = jP(C|s,max(s'’)) s.t. G (2.27)
where P(C|u) denotes the posterior probability of the claim being true, given 
observation v. A multi-layer perceptron was used to approximate (2.27). Other 
enrolled subjects in the database have been used as the cohort models.
Recently some approaches have been proposed to use the pattern of sorted cohort 
scores to predict the performance of an identification system. Wang [8 8 ] proposed a 
performance metric based on similarity scores, using the Perfect Recognition Similarity 
Scores, which are obtained by scoring all the enrolled samples against all the enrolled 
reference samples in a closed-set identification system. These scores were then sorted 
by values and used to build a performance prediction system against intrinsic factors 
affecting the recognition system. They also proposed differential features to predict the 
system performance against extrinsic factors affecting the recognition system. Boult et 
al. [53] proposed to use the differential features obtained by subtracting the sorted 
scores other than the best score from the best score in an identification system to 
predict the failure of recognition in an identification system.
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2.6 C onclusion
Over the last few decades, methods of score normalization have been shown to be 
a practical and efficient solution for improving the system accuracy. Different score 
normalization methods, using user-specific parameters or auxiliary information such as 
cohort and quality, have been developed. The current cohort-based score normalization 
methods use simple cohort statistics such as mean, maximum or standard deviation. 
These methods also do not consider the class conditional distribution of cohort scores 
(i.e., cohort scores produced by client or impostor query samples). The current user- 
specific normalization methods also do not consider classifier-based approach of using 
user-specific parameters. Neither the role of the three information sources, (user-specific 
parameters, quality and cohort information), and their combination in the uni-modal 
and multi-modal biometric systems have been investigated in the literature. The two 
main areas that require further exploration are identified as:
• A more elegant methodology cohort-based normalization that considers the class 
conditional distribution of cohort scores (considering the type of query sample, 
genuine or impostor).
• Investigating different combinations of the information sources in uni-modal and 
multi-modal biometric systems.
To conclude, the review in this chapter has highlighted some important issues:
• T ypes of score-level fusion classiers: Three categories of fusion classiers are 
identied: fusion by fixed-rules (using simple rules), by generative methods (using 
the LLR test) and by discriminative approach.
• Score norm alization: This issue is concerned with mapping scores into a com­
mon domain so that scores can be combined using simple combination rules. A 
family of score normalization methods having the form TZ —>■ [0,1] is also dis­
cussed. However, this family of score normalization approaches does not improve 
the performance of unimodal biometric systems.
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• Score norm alization  using aux iliary  inform ation: In the literature, three 
sources of information have been identified: (i) quality measures (ii) user-specific 
parameters (iv) cohort information. Score normalization methods using these 
information sources have been enumerated.
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Chapter 3
Database and Evaluation  
M ethods
An important part of the design and development of a biometric authentication system 
is the process of evaluating and determining system performance, which is an indication 
of the system accuracy before the system is used in real-life application. This chapter 
looks at most commonly used methods of evaluating the performance of biometric 
authentication systems. It also provides information on one of the currently available 
multi-modal databases used in evaluating the proposed methods in this thesis.
3.1 S ystem  P erform ance and E valuation
System performance is a way of indicating how good (accurate) a system is. A few 
methods are used as standard in the literature to allow the comparison of different 
algorithms. We discuss these methods including their advantages and disadvantages, 
as they will be used in subsequent chapters to report the accuracy of our proposed 
methods. The performance of a biometric system can be expressed quantitatively or 
graphically.
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3.1 .1  Q uantita tive E valuation
A biometric authentication system makes decisions using the following decision func­
tion:
I reject otherwise I 
where A is a threshold and s(x) is the matching score obtained by comparing the 
extracted feature of the query sample, x, with the template (the reference model of 
claimed identity). During the decision making process, two types of error may happen: 
False Acceptance (FA) Error, when a system falsely accepts an impostor (a person 
claiming an identity other than their own); and False Rejection (FR) Error, when a 
system falsely rejects a client (a genuine user). In the literature, FA and FR errors 
are also referred to as False Match Error and False Non-Match Error, respectively. 
However, there is a slight difference between these two terms. In some applications, 
the system may accept a certain false query which is then regarding as a match. In this 
case false accept and false match are different. FR may occur when there is a large 
intra-user variation. FA may occur when there is a considerable inter-user similarity.
The normalized versions of FA and FR are often used and called False Acceptance Rate
(FAR) and False Rejection Rate (FR R ), respectively. They are defined as:
FAR{A) =  (3.2)
FRR {A ) = (3.3)
where F A  and F R  count the number of FA and F R  accesses, respectively; and are
the total number of accesses for class w E {C ,I}  (client or impostor). F A R  and F R R
are functions of the threshold A and can be expressed in terms of class conditional distri­
bution of matching scores. Let fc{s) — p{S =  s\Client) and fi{s) =  p{S = s\Impostor) 
be probability density functions of the client and impostor scores, respectively. The 
F A R  and F R R  of the biometric system are given by
roo
FAR{A) — P{S > A\Impostor) =  / fi{s)ds  (3.4)
Ja
r A
FRR {A ) = P{S < A\Client) = / fc{s)ds  (3.5)
J— OO
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The definition of F A R  and F R R , given in equations (3.4) and (3.5), are shown in 
Figure 3.1(a).
Two notations are used to denote the correct decision in a biometric system: True 
Acceptance, where claims made by clients are correctly accepted; and True Reject, 
where claims made by impostors are correctly rejected. True Acceptance Rate (TAR) 
and True Rejection Rate (TRR ) are defined as follows:
poo
TAR{A) = P{S > A\Client) = /  fc{s)ds  (3.6)
Ja
p A
TRR {A) = P{S < A\Impostor) =  / fi{s)ds  (3.7)
J — OO
As can be observed, T A R  and T R R  are also functions of the threshold A. These two 
recognition rates are shown in Figure 3.1(b) as the area under the class conditional 
score distributions. TAR is also referred to as Genuine Acceptance Rate (GAR) in the 
literature. GAR is related to FRR as follows:
GAR{A) =  P{S > A\Client) =  1 -  FRR{A) (3.8)
The values of F A R  and F R R  versus the threshold A are shown in Figure 3.1(c). As
can be observed. If the threshold is increased, F A R  will decrease but F R R  will also
decrease and vice versa. Hence, for a given biometric system, it is not possible to 
decrease both these errors simultaneously by varying the threshold. This has led to 
a threshold setting that produces Equal Error Rate (EER), a point when FAR and 
FRR are equal on the training (validation) data set. The lower EER, the better system 
performance.
The optimal threshold can be selected using a threshold criterion. The criterion has to 
be optimized on a development set. The commonly used criterion is Weighted Error 
Rate (WER):
W ER{a, A) =  aF A R {A ) +  (1  -  a)FRR{A) (3.9)
where a  E [0,1] balances between F A R  and FR R . Let A* be the optimal threshold 
that minimizes WER on the development set.
A* =  arg min W ER{a, A) (3.10)
A
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Figure 3.1: Identifying (a) FA R and F R R  (b) T R R  and TAR, for given threshold 
A as the area under the class conditional score distributions produced by genuine and 
impostor claims, (c) F R R  and FA R versus decision threshold A.
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Having chosen an optimal threshold using the WER threshold criterion, the final per­
formance is measured using Half Total Error Rate (HTER).
H TER(A*J = — +  FRR (A*) (3 .1 1 )
Note that in the aforementioned evaluation methods, the threshold has to be selected 
a priori using a threshold criterion (optimized on a development set) before measuring 
the system performance (on an evaluation set). The system performance obtained this 
way is called a priori. On the other hand, if one optimizes a criterion and quotes the 
performance on the same data set, the performance is called a posteriori [60]. The a 
priori performance is more realistic than a posteriori because a posteriori performance 
is based on the assumption that the data distribution is known in advance whereas in 
practice, the distribution of test data set (data being used) is not necessarily the same 
as the distribution as the enrolment data (training data).
Another measure which we often use to compare the performance of the score normal­
ization schemes is the EER Relative Change. It is defined as:
rel. change of EER =  (3 .1 2 )
^ ^ ^ b a se lin e
3.1 .2  G raphical E valuation
Three main evaluation curves have been identified in the literature to allow a compar­
ison of system performance. These include: receiver operating characteristics (ROC) 
curve [23].detection error trade-off (DET) curve [56]; and the expected performance 
curve (ETC) [10, 1 1 ]
Receiver Operating Charactristics (ROC) curve
As can be observed in Figure 3.1, for a given threshold, a pair of FAR and GAR is 
obtained. Each pair is considered as an operating point which can be visualized as a 
point in a 2 -D graph. The ROC curve shows the relationship between the FAR on the 
X-axis and the GAR on the y-axis for different values of threshold. A sample ROC
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curve is shown in Figure 3.3. The ROC curve shows the trade-off between the GAR 
and the FAR for different values of threshold. Therefore, it enables the user to select, 
a threshold that best meets system requirements graphically.
ROC curve
cc 0 .;
B 0.6
<  0.4
c  0.2
0.4 0.6 0
False Acceptance Rate
0.2
Figure 3 .2 : Example of a ROC curve from the face modality 
D etection  E rro r Trade-ofT (D ET) curve
One of the commonly used performance visualizing tools in the literature is the De­
tection Error Trade-off (DET) curve[56]. It shows the relationship between FAR and 
FRR on the test set on a scale defined by the inverse of cumulative Gaussian density 
function. A sample DET curve is shown in Figure 3.3. Similar to the ROG curve, 
each point on the DET curve corresponds to a particular threshold. The DET curve 
provides the trade-off between the two types error (EA and ER), which enables the user 
to select the threshold according to the system requirements.
E xpec ted  Perform ance C urve (E PC )
It has been pointed out [11] that two DET curves resulted from two systems are not 
comparable because such comparison does not take into account how the thresholds 
are selected. It was argued [1 1 ] that such a threshold should be chosen a priori as well, 
based on a given criterion such as WER (3.9). As a result, the Expected Performance 
Curve (EPG) [11] was proposed.
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Figure 3.3: Example of a DET curve from the face modality
The EPC curve simply plots HTER (3.11) versus a  as defined in (3.9). The value of 
HTER is obtained for the threshold A which is a priori optimized for a given value of 
a, using the criterion in (3.10). The EPC can be interpreted in the same manner as the 
DET curve, i.e., the lower the curve the better performance. The comparison between 
two systems is done for a given cost controlled by a. An example of the comparison of 
two systems (A and B) of the face modality using EPC curve is shown in Eigure 3.4. 
As can be observed for most values of a , system B outperforms system A.
0.5
— system A 
— system B
0.4
% 0.2
0.2 0.4 0.6
a
Figure 3.4: Example of a EPC curve from the face modality
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3.2 D atab ase
When constructing a classifier with the aid of a database, it is important to use as 
much data as possible to build a classifier (training), and as much as possible data to 
test its performance (testing). Using all data for training, and all for testing may lead 
to the system being over-trained, making it important to have a database that is split 
for the purpose of training and testing a system.
This thesis uses the multimodal publicly available BioSecure database [65].
3.2 .1  B iosecu re database
The Biosecure multimodal database [65] contains five different biometric modalities 
including: face (high/low qulity); fingerprint (thermal/optical sensor); iris; hand (high 
quality); signature; and audio-video (talking face). However, only the face, fingerprint 
and iris biometrics are currently available.
We have used the fingerprint and the face modality of the Biosecure data set [65], in 
particular DS2 subset.
• F ingerprin t: Six fingers of each (i.e., thumb, middle and index fingers of both 
hands) were scanned with two devices(i.e., thermal and optical sensors). There­
fore, there are 6  fingers x 2  devices =  12  independent data sets for the fingerprint 
modality. Each subject provides 2 impression x 2 session =  4 impressions per 
device and per finger [65]. The NIST’s B0Z0RTH3 software  ^ has been used as 
fingerprint classifier. This software also has a quality assessment module called 
“NFIQ” (NIST’s Fingerprint Imaging Quality).
• Face: Face image of each subject is recorded using three capturing devices 
namely, webcamera (fa), digital camera with flash (fwf) and digital camera with­
out flash (fnf). Therefore, there are 3 independent data sets for the face modality. 
Images captured by the digital camera are of higher resolution with respect to 
webcam. Each subject provides 2 face image x 2 session =  4 face images per
'h ttp ://w w w .n ist.gov/itl/iad /ig /n b is.cfm "
3.2. Database 45
scenario. The face classifier uses a multiscale local binary pattern representa­
tion [16]. The face quality measures were computed using a software developed by 
OmniPerception  ^ [71]. 14 quality measures computed include: Prontalness(i.e., 
the measure of how much a face image deviates from a typical frontal mug-shot 
pose), Rotation in Plane, face detection reliability, brightness, contrast, focus, 
bits per pixel, spatial resolution (between eyes), illumination.
This database contains 415 subjects. We divided the data set into two partitions to 
perform two-fold cross validation experiments. These partitions are referred to as p i 
and p2. p i is used as a training set to evaluate performance on p2; and vice-versa. This 
methodology offers a completely unbiased way of assessing the system performance since 
the genuine and impostor users are completely non-overlapping, p i and p2  contain 164 
and 167 users respectively. A separate set of 84 users is considered as cohort users. 
This set of users is exclusively used to compute the cohort scores needed for deriving 
cohort information.
The first sample in session one of each subject is used as enrollment sample (template). 
The last two samples in session two are used to produce client scores for each subject. 
All four samples of all of the subjects in p2 are used to produce impostor scores for 
each subject in pi; and vice-versa. It means that for a subject in p i only 2  client scores 
are produced, whereas, for the same subject in p i, 167 (users in p2) x 4 samples =  6 6 8  
impostor scores are produced. The unbalanced number of client and impostor scores 
for each subject is a common issue in many database protocols. The second sample of 
the first session is captured in the same session with the enrollment sample, and thus 
the resulting client score is biased.
It is worth noting that using this database protocol, the client and impostor scores in 
training and test data sets are produced using completely disjoint group of subjects. 
This simulates a scenario where the development and operational data have disjoint 
subjects, a very realistic condition in practice.
'h ttp ://W W W . omniperception. com “
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3.3 C onclusion
We have discussed popular quantitative and graphical methods for determining system 
performance. Some of these methods will be used in the subsequent chapters to allow a 
comparison of the algorithms investigated and developed. We also provided information 
on multimodal Biosecure database used in this thesis for evaluation.
Chapter 4
Discrim inative Cohort
One popular way to improve the recognition performance of the biometric expert is to 
use a pool of Cohort models. Cohort models are in fact non-match models (from differ­
ent subjects) which are either other reference models in the database or the reference 
models of another database. By scoring the query sample against the cohort models 
along with the target claimed model, a set of scores will be obtained, which are called 
cohort scores. The cohort scores and the raw similarity score are all subject to the 
same degradation and therefore cohort scores can be used to normalize the raw score 
to improve the recognition performance.
The cohort-based score normalization methods [8 , 3, 85], reviewed in Section 2.5.3, 
are based on simple statistics of cohort scores such as the mean, variance and max­
imum. Moreover, these methods do not consider behaviour of cohort scores for two 
types of query samples (i.e., client or impostor). The first objective of this Chapter 
is to investigate the behaviour of cohort scores produced by each type of query sam­
ples and propose a score normalization method using this study that outperform the 
aforementioned cohort-based score normalization methods.
The other issue with cohort-based score normalization is an increased overhead associ­
ated with the need to compare a query sample with all the cohort models. I f  a pool of 
M  cohort models is available, M  4-1 comparisons are required to verify each identity 
claim. This makes the cohort-based score normalization computationally expensive.
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The second objective of this Chapter is to investigate how to reduce the computational 
cost of this process without degrading the system performance. One possible way is to 
reduce the number of required comparisons by selecting a subset of cohort models used 
in the normalization procedure.
In Section 4.1, we revisit the cohort score ordering issue. We show that ordered score 
distributions have distinctive characteristic properties for true client claims and impos­
tors. This discriminatory information can be extracted by informative modelling and 
used for decision making to enhance the system performance.
In Section 4.2, we show that there is a relationship between decision templates [51] and 
cohort based normalisation methods. Thanks to this relationship, some of the recent 
features of cohort score normalisation techniques can be adopted by decision templates, 
with the benefit of noise reduction and the ability to compensate for any distribution 
drift.
In Section 4.3, we propose an efficient user-specific cohort selection scheme known 
as “ordered cohort selection method”, inspired by the notion of ordered cohort models. 
This method retains the cohort models that contain the most discriminative information 
in verifying an identity claim. In order to apply this method, cohort models are first 
ordered for each template as discussed in Section 4.1.1 and in [1]. A subset of the most 
similar and the most dissimilar cohort models to each template is then used to perform 
polynomial regression-based score normalization.
4.1 D iscrim inative C ohort-B ased  Score N orm alization  U s­
ing P olyn om ia l R egression
4 .1 .1  D iscrim inative P a ttern
In verifying an identity claim, query samples belong to one of two classes (i.e., impostor 
or genuine claim). The cohort score produced by matching a genuine sample of an 
identity with a cohort model Q , is a function of the similarity of the reference model 
of claimed identity T  and the cohort model. Intuitively, when a cohort model is very
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similar to the claimed reference model, the scores produced by comparing a genuine 
sample with either the cohort model or the claimed reference model are expected to be 
close to each other. On the other hand, when a cohort model and the claimed reference 
are very dissimilar, the scores produced by matching a genuine query sample with a 
cohort model and claimed reference are expected to be very different. In contrast, the 
cohort scores yielded by impostor samples are independent of the degree of similarity 
of the cohort and claimed reference.
Using this intuition, cohort models can be ordered for each template individually based 
on their similarity to the template. The cohort model of rank order one is the most 
similar to the template, whereas the cohort model of the highest rank order is the most 
dissimilar. This type of ordering is exemplified in Figure 4.1(b) for 3 templates and 10 
cohort models.
The distribution of scores generated by the ordered cohort models in the verification 
phase versus the rank order is shown in Figure 4.2(a). The distribution of cohort 
scores for genuine claims follows a decreasing profile versus the rank order, while the 
distribution of cohort scores for impostor claims follows a relatively constant profile. 
This shows that scores of the ordered cohort models follow a discriminative pattern 
between genuine and impostor claims.
To measure the separability of the distribution of cohort scores for genuine and impostor 
claims, EER (Equal Error Rate) between the two distributions is plotted versus rank 
order in Figure 4.2(c). This figure shows that cohort models of the lowest and the 
highest rank orders convey more discriminative information in comparison to the cohort 
models of middle rank. This implies that cohort models of the highest rank (i.e., those 
that are not very similar to the template) are also very useful in discriminating between 
match and non-match accesses.
Instead of the ordering of cohort models based on the similarity to the claimed reference 
model (or template) in an offline process, one can sort the cohort scores using their 
values in an online process regardless of the similarity between the cohort models and 
the reference models.
This strategy has been used in the biometric identification system in [53]. The distri-
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(a) Cohort models ordering process (b) Ordered Cohort Models
Figure 4.1: (a) The process of ordering cohort models during the training phase (offline) 
and of discriminative parameters extraction in the authentication phase (online), (b) 
An example of 10 cohort models, labelled as Cl-ClO, ordered for 3 reference models, 
labelled as T1-T3. The cohort models in each row are ordered from the most similar 
(left) to the most dis-similar (right) with respect to the template in that row.
bution of cohort scores sorted by value is shown in Figure 4.2(b). As can be observed, 
the genuine and impostor claims are indistinguishable in this type of sorting.
The process of ordering cohort models is performed in an offline mode using a train­
ing data set as shown in Figure 4.1(a). For biometric modalities such as fingerprint, 
in which the template and cohort models consist of only one sample, the closeness 
of the target and cohort models is measured directly by comparing the two samples. 
Therefore, there is no need for another training data set. The scores obtained from 
ordered cohort models are used to extract discriminative parameters in the online pro­
cess (authentication phase). These parameters are combined with the matching score 
to improve the recognition performance.
The key motivation for the discriminative cohort extraction is that cohort scores of the 
ordered cohort models are not i.i.d. but exhibit trends as a function of cohort model 
rank as shown in Figure 4.2(a). One way to extract this discriminative pattern is to fit 
a regression curve directly to the trend.
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The Mean and variance of scores produced by The Mean and variance of ordered cohort scores EER of different orders of cohort models for
using their value vs rank order for match and 
non-match queries of the face modality
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—  non-match query
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(a) The cohorts ordered by simi- (b) The cohort scores sorted by (c) EER vs cohort models rank 
larity to  template value order
Figure 4.2: T he distribution of cohort scores (a) of the m odels ordered by sim ilarity to  
tem plate (b) sorted by value for genuine and im postor claim s for a face m odality. In 
(a), rank orders 1 and 325 correspond to  the m ost sim ilar and m ost dissim ilar cohort 
m odels to  the tem plate, (c) T he separation between the cohort scores distributions for 
genuine and im postor claims quantified by EE R  for the two types of ordering in (a) 
and (b).
4.1 .2  M eth od o logy
Let Sg*"* =  [scii ■Sc2 , Sc3, --, Sc kV  denote a vector of cohort scores from K  cohort m odels, 
ordered by sim ilarity to  the claimed reference or tem plate, in which S d  is the score from  
the closest cohort m odel and Sck is the score from the m ost dissim ilar cohort m odel. 
These scores are considered as y  coordinates of a function defined on the discrete set 
of integers representing rank order:
/(O (4.1)
The relationship between cohort scores and rank order is generally very noisy but can 
be sm oothed using a polynom ial of degree n  :
f  {i  ^ — T Un— :n —l T  U2^  T T UQ T  £i (4.2)
where 6* is unobserved random noise. T he process of fitting polynom ial through  
points of cohort scores versus rank order is called Polynomial Regression. T he co­
efficients OiU =  0, • • • ,n  are estim ated through the least square analysis. Let A = 
[uq, u i , U2 , . . . ,  be a vector of coefficients of the polynom ial. T he extracted param ­
eters, A, are then combined w ith the m atching score s. T he final decision is based on
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the posterior probability of the claim being true, given the observation:
spR  =  P ( C \s ,A )  (4.3)
We used a logistic regression classifier to  approxim ate the posterior probability.
4 .1 .3  E xperim ental R esu lts
boxplot of EER rel. change of cohort-based normalization 
methods for fingerprint modality
:-£rpoly regression degree 3
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(a) ERR, relative change for the finger modality (b) ERR relative change for the face modality
Figure 4.3: EE R  relative change of different cohort-based norm alization m ethods for 
the fingerprint m odality (a) and the face m odality (b).
The relative changes of E E R  for the above m entioned algorithm s for the fingerprint and 
face m odality are shown in Figures 4.3(a) and (b) respectively. As can be observed, 
our proposal outperforms all the com peting cohort-based algorithm s, including the T- 
norm. As we can see, the optim al degree of polynom ial used to  fit the cohort profile 
for each m odality is different, so obtained using sim ple cross validation. For fingerprint 
the best performance is obtained w ith polynom ial of degrees 2 or 3, whereas for the  
face m odality, the optim al degree equals to 6.
In order to  find out how sensitive the generalization performance is to  the degree 
of polynom ial, we also carried out additional experim ents by varying the degree of 
polynom ial function from 2 to  4 for the fingerprint m odality and from 6 to  8 for face 
modality. The results in Figures 4.3(a) and (b) show that, the degree of polynom ial 
function has little im pact on the generalization performance and for all the degrees, 
the proposed m ethod outperforms the other cohort-based m ethods.
4.1. Discriminative Cohort-Based Score Normalization Using Polynomial Regression
53
Table 4.1: Average FRR (%) for different normalization methods and 6  data sets 
fingerprint, when FAR =  0 .1
data set Bline T-n Aggr Tuly Polreg 1 Polreg 2 Polreg 3
fol 6.28 6.03 6.49 8.05 5.57 6.16 6.18
fo2 5.09 3.83 4.11 3.90 2.96 2.82 2.84
fo3 8.78 5.83 6.63 7.08 5.27 5.25 5.27
fo4 9.23 7.66 8.37 7.94 7.03 6.89 6.94
fo5 7.77 7.16 7.45 7.36 6.81 6.82 6.76
fo6 9.65 7.23 7.14 6.96 6.29 6.30 6 . 2 2
Note: Each entry is the average FRR of a two-fold cross validation result, reported for 
each finger, sensor type and normalization method. The smallest average FRR value 
of all methods (in a row) is printed in bold. Bline stands for the baseline approach; 
T-n for T-norm; Aggr for Aggrawal approach; Tuly for Tulyakov approach; and 
Polreg n stands for our proposal based on polynomial regression of degree n.
Table 4.2: FRR (%) for different normalization methods and 6  data sets face, when 
FAR =  0.1 %.
data set Bline T-n Aggr Tuly Polreg 6 Polreg 7 Polreg 8
fal 29.03 28.57 29.43 25.91 27.23 27.13 26.35
fnfl 1 2 .2 0 14.33 16.10 11.06 11.43 10.82 11.28
fwfl 11.16 9.43 9.91 10.34 8.36 8.40 8.99
fa2 30.52 23.90 27.40 24.78 23.55 23.86 23.43
fnf2 15.94 16.12 20.05 15.76 15.45 15.04 15.27
fwf2 10.23 11.76 12.56 8 .6 8 7.49 7.51 7.35
Note: Each entry is the FRR for each face, sensor device and normalization method. 
The smallest FRR value of all methods (in a row) is printed in bold. Bline stands for 
the baseline approach; T-n for T-norm; Aggr for Aggrawal approach; Tuly for 
Tulyakov approach; and Polreg n stands for using polynomial regression of degree n 
to extract parameters from cohort scores.
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Figure 4.4: FR R  (False Rejection Ratio) relative change for fingerprint m odality when  
FAR(False Acceptance Ratio) equals to (a)0.1%, (b)l%  and (c)10% over 24 experi­
m ents.
, 2
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Figure 4.5: Samples of two fingerprints acquired using two fingerprint sensors and their 
associated local quality m aps [17].
Boxplots of the relative change of FR R  for the three im portant values of F A B  =  0.1%, 
F A B  =  1% and F A B  =  10% of th e fingerprint m odality are shown in Figures 4.4(a), (b) 
and (c), respectively. As it can also be observed in all these three figures, the proposed 
m ethod of using polynom ial regression-based cohort norm alization outperforms the  
other cohort-based m ethods.
Tables 4.1 and 4.2 lists the average values of FR R  (obtained via a two-fold cross vali­
dation procedure, by swapping the place of developm ent set and evaluation set as two 
different folds ) at F A B  =  0.1% for the fingerprint and the face m odalities, respectively. 
We observe that our proposed m ethod for different degrees of polynom ial is better than  
other norm alization m ethods for the face and fingerprint m odalities of the BioSecure
4.2. Relation to Decision Template 55
data set.
We note that the fingerprint performance acquired using the thermal device is consid­
erably worse than that of the optical device. This is because the quality of captured 
fingerprint images of the thermal device is generally of poorer quality. Sample finger­
print images captured by the two sensors and their associated local qualities are shown 
in Figure 4.5. Although the thermal sensor has a significantly smaller area, users are 
required to swipe their finger through the sensor. The SDK provided then stitches 
the images together to form a larger fingerprint image such as the one shown in Fig­
ure 4.5(c). Two sources of error are possible here: the error introduced during the 
stitching process (possibly introducing spurious minutiae or deleting existing ones) and 
the manner fingerprints are placed and swept through the sensor. Since our proposal 
is modality-independent and that the performance metric employed is defined relative 
to the baseline system, the higher error rates of the baseline of the thermal sensor are 
not a major concern. In fact, by using more data sets, one can be even more confident 
about the conclusions drawn.
4.2 R ela tion  to  D ecision  T em plate
The aim of this section is to establish a relationship between the score normalization 
using polynomial regression (4.3) and decision template in the context of biometric 
authentication. We show that decision templates correspond to cohort-based normal­
ization methods. Thanks to this relationship, some of the features of polynomial re­
gression normalization method can be adopted by decision templates, with the benefit 
of noise reduction and the capacity for distribution drift compensation.
Let r{i) be an index mapping function which relates the cohort model Q  to its rank 
position in the list of cohort models ordered by similarity to Th, and let i{r) be the 
inverse index mapping function. Let us denote the score produced by matching cohort 
model Ci to template Th with Sp Given the aforementioned ordering, the score S{r) =  
Si(j) is a monotonie decreasing function of rank r. As it is explained in Figure 4.1(b), 
for every template %■, the index mapping function, as well as function S{r) would be 
different. Now if the query sample belongs to the template 7^, then the class conditional
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scores s(r) =  computed for input test pattern x  would adhere to the profile S{r). 
On the other hand, for an impostor input test pattern, s(r) is independent from 5(r) 
and would be random. Thus, the mean squared error between s(r) and <S'(r), can be 
used as a basis for accepting or rejecting the identity claim, i.e., ,
I  accept i f g < P  I  (4 .4 )
I reject otherwise I
where the test statistics 6 is defined as
1 m
^  r= l
and p is a suitable threshold.
It is interesting to note that matching class conditional scores s(r) produced for a test 
pattern to a score profile S{r) is the basis of a multiple classifier fusion method known 
as decision templates. Let us assume that there are m  references available. A single 
version of the decision template method then compares the decision template entries 
S j J  = 1 . . .  m to the class conditional scores sj obtained for a test pattern x. There 
are a number of norms that can be used to measure the similarity of sj and Sj'^j [51] 
but the quadratic norm in (4.5) is among the recommended possibilities. Clearly the 
reordering of scores will have no effect on the value of test statistics and therefore these 
two methods are equivalent.
The decision template method was devised for multiple classifier fusion and as such it 
is pertinent to ask what relevance it has for an identity verification involving a single 
classifier. Clearly the answer is not much, but looking at a single classifier decision 
template (one column of the decision template matrix) can help to understand the 
properties of this post-processing method.
• In principle, one can look at the class conditional scores as features and the 
identity verification is then a process of decision making in this feature space. 
When the class conditional scores are normalised so that they sum up to one (i.e., 
they represent aposteriori probabilities), then these features have been shown 
to be optimal [33]. Thus decision making in this new feature space should in
4.2. Relation to Decision Template 57
theory be as good as decision making in the original feature space. The benefit 
of the decision template method is that it is readily extensible to multiple expert 
scenario.
• When the decision making problem involves a large number of classes, most of 
the dimensions of this new feature space do not convey discriminative information 
and will only inject noise into the decision making process.
The polynomial regression-based normalization method which exploits parameters ob­
tained by fitting a polynomial to cohort profile (4.3) is an alternative to normalization 
based on one column of decision template matrix. Note that such a function fitting 
would be very difficult for decision templates, as the evolution of the class conditional 
scores Si as a function of i is potentially much more complex. The fitting process allows 
us to represent a multidimensional feature space in terms of just a few parameters. For 
large cohorts, the information compression achieved through this process is enormous. 
This has a number of benefits. First of all, it helps to minimise overfitting. Second, it 
helps to reduce the amount of noise injected into the decision making process. There 
is a chance that some of the parameters of the rank ordered cohort score distribution 
fitting computed for a test pattern will be invariant to distribution drift. For instance, 
if the test sample quality changes and the score values for all the cohorts are lower, 
this would be refiected only in an offset parameter of polynomial function (4.2), with 
the rest of model being unaffected.
In principle, the decision making can be conducted in the cohort score feature space, 
as in the case of the decision template method. When the dimensionality of the cohort 
model is reduced, the benefit of noise reducing property of the fitting process is manifest 
in improved performance. However, the cohort score model can alternatively be used in 
conjunction with the raw score for identity claim being verified. We shall demonstrate 
that this latest option is the most effective.
4.2 .1  E xp erim enta l Support
Although Decision Template is commonly used for fusion only, it is recalled here that it 
can also be used as a score normalization scheme by simply computing a distance metric.
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0, between two cohort score profiles (in which one is a decision template, S(r), and 
another is a query pattern, s(r)). We have experimented with several distance metrics 
such as Euclidean distance and Normalized Correlation and found that normalized 
correlation is the most effective distance metric. Therefore, only this metric is used 
when reporting the performance of Decision Template.
We compared the following cohort-based normalization:
• baseline
• T-norm
• Decision Template
• polynomial regression-based normalization
Figure 4.6(b) shows the scatter plot of the fitted regression parameters A in terms 
of slope versus bias (intercept), hence, representing the cohort score profiles with a 
line. This figure shows that cohort information alone, without the raw matching score 
contains highly discriminative information.
Table 4.3 compares the effectiveness of the four methods as a score normalization 
scheme in terms of EER(%). As can be seen, our proposed method which fits the 
cohort score profile attains the best generalization performance in 11  out of the 1 2  
data sets. We then analysed the relative merit of these methods by comparing the 
performance with the baseline method. This was done by computing relative change of 
EER. A boxplot summarizing the relative gain of each method is shown in Figure 4.7. 
As can be observed, across the 1 2  data sets, one can expect a relative reduction of error 
between 5% and 25% using the proposed method.
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Figure 4.6: (a) Cohort score profiles as well as their respective reconstructed versions 
for the genuine access and the impostor access. The offline cohort score profile is, 
by definition, a decreasing function as it was used to determine the rank order of the 
cohorts, (b) The distribution of the fitted parameters when the cohort score profiles are 
fitted with a line. “+ ” denotes the parameters of the reference class (genuine matching); 
and the remaining classes (impostor matching).
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Figure 4.7: Performance comparison for Decision Template and Discriminative Cohort 
Normalization(EER relative change[%])
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Table 4.3: Comparison of different cohort-based normalization schemes
Dataset baseline T-norm poly DT
fol 2.79 2.42 2.13 2.59
fo2 1.80 1.39 1.14 2 .0 1
fo3 3.11 2.45 2 . 2 1 3.52
fo4 3.69 2.84 2.70 3.84
fo5 3.41 2.95 3.22 3.45
fo6 3.05 2.76 2.69 3.61
ftl 9.61 9.61 9.45 12.08
ft2 5.41 4.71 4.37 6.18
ft3 8.78 8.37 8.05 11.08
ft4 12.61 12.09 12.03 16.78
ft5 6.89 7.28 6.30 9.02
ft6 8.40 7.84 7.43 1 2 .1 2
4.3  A  T h eoretica lly  O ptim al C ohort Selection  S trategy
The discriminative coefficients are the output of the following three-step process. First, 
the cohort models are ordered for each template; Second, a subset of the cohort models 
is selected. Third, the ordered cohort scores profile of the selected subset is fitted 
using a polynomial regression. We refer to this approach as user-specific ordered cohort 
selection. Ideally, a cohort selection strategy should ensure the minimum variation of 
the coefficients of the fitted curve.
The selection strategy must be cognisant of the effect of the selected cohort set size 
on the distribution of polynomial coefficients as well as the system performance after 
score normalization. To investigate these two questions, we develop a theoretical model 
in Section 4.3.1, and empirically validate it in Section 4.3.2. In Section 4.3.3, random 
selection is introduced and is empirically compared with the ordered selection.
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4 .3 .1  T h eoretica l M odel
In order to gain insight into the cohort selection problem, we shall begin our analysis 
by assuming that the cohort models have been ordered. We also assume that a linear 
function is used to fit the cohort scores profile:
Sci= ai X Î +  ao +  Ui (4.6)
where n* ~  A/’(0 ,(T )^ are i.i.d. normal variables representing a measurement noise 
process. Note that, the assumption of fitting a linear model is not a limitation and 
it facilitates an analysis of the effect of cohort selection on the parameters obtained 
by polynomial regression. The slope and intercept are estimated via the two points, 
A = (i, Sci) and B  =  {j, Sg), where j  = i-{-k. In Appendix A, we show that the variance 
of the unbiased estimation of the line coefficients is a decreasing function of rank order 
difference, k:
Var{do) —
2 cr2
Var{a\) =  ^  (4.7)
where do and di are the estimated intercept and slope. The variance of intercept grows 
rapidly with i. Intuitively, this is understandable as a pair of samples at distance 
k, selected towards the end of the ranking list will provide much us more unstable 
estimation of intercept than a pair close to the top of the ranking order. The variance 
of slope goes down with k. To minimise the variance of the intercept, we want small 2 
and large k. If 2 <  A: then (1  +  ^ )  ~  1 . Now for small 2 and large k, equations in (4.7) 
can be simplified to
E a r  (do) ~  <7^
2 ^ 2
Var{a\) = (4.8)
The above derivation is based on using only one pair of points, A  and B. Let us take 
M  consecutive pairs of points to obtain a better estimate of the slope and intercept 
parameters by averaging the individual estimates. As their estimates are independent
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Figure 4.8: (a) An example of the selection of 2 x M  cohort models out of K  with the 
distance parameter i. Only the data points contained within windows 1 and 2  are used 
for approximating the cohort score profile using a line parametrised by do and di. (b) 
Distribution of the estimated slope for a fixed value of M  versus parameter i for one 
data set of the face modality, (c) EER of the estimated slope and intercept versus i.
random variables, the variance of their sum becomes:
Var{do) cs —
2a^
Var(ai) ~ (4.9)
4 .3 .2  E m p iric a l V a lid a tio n
The impact of reducing the cohort set size on the distribution of each parameter for 
one data channel can be clearly observed in Figure 4.10(a),(b). The overlap between
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Figure 4.9: Variance of slope and intercept of lines fitted through cohort scores versus 
the cohort set size. The parameters variance are computed over entire one data-set of 
the face modality for genuine claims (a) and (c) and impostor claims (b) and (d).
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the two distributions produced by genuine and impostor claims for each parameter, 
(shown in parts (a) and (b)), is quantified by EER for each cohort set size in Fig­
ure 4.10(c). The EER of slope parameter (ao) is relatively constant, while EER of 
intercept parameter (oq) even decreases as the cohort set size reduces. However, the 
EER of their combination with the matching score remains relatively constant, con­
firming that the design methodology of the ordered cohort selection  achieves both a 
performance gain, the same as using all cohort models, and considerable computation 
speed up by selecting a subset of cohort models.
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Figure 4.10: The distribution of (a) slope and (b) intercept of lines fitted to cohort 
scores versus cohort set size obtained by ordered selection  for one data channel when 
2 =  0. The distribution of (d) slope and (e) intercept versus cohort set size obtained 
by random selection  for the same data channel. The distribution of parameters as a 
function of cohort set size, characterized by 90% percentile as the upper limit, median 
and 10% percentile as the lower limit. The EER of line intercept and slope, EER of 
baseline as well as the combination of all of them versus the cohort set size for (c) 
ordered selection  (f) random selection.
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Figure 4.11: T he comparison of EE R  achieved w ith  ordered selection and random se­
lection which are also shown in Figure 4.10(c) and (f)
The two variances in (4.9) are functions of k and M . To perform an em pirical study  
of the effect of k on the variance of the two param eters defining a line, we consider 
the sym m etric sam pling windows shown in Figure 4.8(a) w ith  k = K  — 2i, where K  is 
m axim um  rank order. T he distribution of slope (i.e., di )  is shown in Figure 4.8(b) for 
different values of i and for a fixed value of M  <  | .  The distribution is estim ated on one 
data channel (data of one m odality captured by a sensor device) of the face m odality. 
Figure 4.8(c) shows the overlap between the distributions produced by genuine and 
im postor claims for each coefficient (i.e., slope or intercept) which is quantified by EE R  
versus i. As can be observed, the variance of slope and the EE R  of slope and intercept 
is increasing w ith i therefore the optim al value is 2 =  0, which is consistent w ith  the  
estim ate of coefficients variance in (4.7). It is also interesting to  note that the line 
param eters are discrim inative in their own right, w ithout using the m atching score s 
(which gives 12% and 17% of EER when 2 =  0).
The variance of line param eters, defined in (4.9), is inversely proportional to  M. The  
empirical variance of slope and intercept versus the cohort set size is shown in Figure 4.9  
for the same data channel, w ith 2 =  0. A s can be observed, the variance of both  
param eters is increasing as the cohort set size dim inishes. T his observation is consistent 
w ith the derived theoretical m odel in equation (4.9). However, the variance in Figure 4.9 
does not converge to zero for large values of the cohort set size. This is not entirely
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A lgorithm  1: Ordered Cohort Selection Technique
D ata : A pool of K  cohort models
Training P h ase :
foreach enrolled template do
Order K cohort models based on similarity to the template;
S elect cohort models of rank orders I =  { 1 , . . . , K i, K  — Kg +  1 , . . . , K} for the template; 
end
foreach positive and negative sample in training set do  
O btain  scores for selected cohort models { s c j } , j  €  I;
O btain  the polynomial coefficients, A , by fitting  the curve of degree n  through points
{ { j , s c j ) } , j  e l ]
end
Using all the training samples, Train logistic regression to  perform score normalization as
Sn =  P { C \ s ,  A), where C  denotes the genuine claim;
V erification Phase:
foreach claimed identity do
O btain  scores for selected cohort models {scj}, j  E I;
F it the curve of degree n  through points {(j, S c j ) } , j  E I;
C om bine the matching score, s, w ith the parameters. A: and compute the normalized score
Sn =  P (C |s , A); 
end
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consistent with the prediction of the theoretical model. The reason for the discrepancy 
is that the variances in Figure 4.9(a)-(d) are computed over the entire data set. Even 
for the full cohort set, there is an inherent variation within all the accesses. In contrast, 
the model estimates the variance of one particular access versus the cohort set size. It 
is interesting to note that by reducing the cohort set size to 50%, the relative change 
of any of the parameters with respect to full cohort set is very negligible.
A pseudo code of the optimal selection procedure is given in Algorithm 1 .
4 .3 .3  R an dom  S election
A naive cohort selection strategy is to select cohort models randomly before ordering. 
The distribution of slope and intercept produced by random selection as well as their 
corresponding EER are shown in Figure 4.10(d), (e) and (f). As can be observed, the 
overlap between the two distributions of genuine and impostor claims and consequently 
their corresponding EER increases by reducing cohort set size. In Figure 4.11, we show 
a comparison of the two selection methods using EER obtained with normalized scores. 
The ordered selection outperforms the random selection for almost every cohort set size.
4 .3 .4  E xp erim ental R esu lts
We have designed a number of experiments to answer the following questions:
1. Is the ordered cohort selection method applicable to more than one biometric 
modality?
2. How does the performance of the ordered cohort selection compare with the ran­
dom selection, when applied to score normalization based on polynomial regres­
sion?
3. Can the ordered selection method with polynomial regression fitting outperform 
the existing cohort-based score normalization using all the available cohort mod­
els?
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To answer the first scientific question, we have chosen to perform experiments on two 
biometric modalities of very different nature: the face modality represented by a fixed 
size vector and the fingerprint modality represented by minutiae of different lengths. 
The behaviour of the cohort selection methods across these two modalities show that 
the methodology is likely to be applicable to other biometric systems.
With reference to the second question, we compare the performance of the score nor­
malization using polynomial regression for two cohort selection strategies: rank ordered 
and random. In the comparison, the cohort set size is also allowed to vary in order to 
study its impact on the generalization performance.
Finally, the performance of the score normalization using polynomial regression with 
half size cohort set obtained by ordered cohort selection is compared with the state of 
the art cohort-based normalization methods using full cohort set.
Results
The results of the experiments comparing the ordered eohort selection and the random 
selection methods are shown in Figure 4.12. In these experiments, the polynomial 
regression-based normalization was performed by fitting a line through cohort scores 
of the ordered models. The experiment was performed for both the face and the fin­
gerprint modality. As can be observed, for all cohort set sizes, the performance of the 
score normalization with the ordered cohort selection is better than that of the random 
selection.
The performance of the polynomial regression-based method using half of the cohort 
set chosen by the ordered cohort selection is compared with the performance of other 
cohort-based normalization methods, using the full cohort set in Figure 4.13. As can 
be observed, the proposed method using just a half of the cohort models outperforms 
the other normalization methods exploiting all of the available cohort models.
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Figure 4.12. The performance of the polynom ial regression-based norm alization on  
cohort sets selected by ordeW  and by aeZectzoM for (a) the hngerprint
and (b) the face modality. The comparison is performed using 2 fold cross validation x  
2 sensor device x  6 fingers/subject =  24 experim ents for the fingerprint m odality and  
2 fold cross validation x 3 sensor device x  face/sub ject =  6 experim ents for the face 
m odality.
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4 .4  C onclusion
We showed that cohort models sorted with respect to their closeness to the target model 
produce discriminative score patterns for match and non-match queries. We also showed 
that polynomial regression can be used to model these score patterns in order to extract 
discriminative parameters. These parameters can be combined with the raw score to 
improve the recognition performance of the verification system. The performance gains 
achieved in our experiments on fingerprint and face databases ranged from 6 % to 14% 
over the baseline and from 3% to 6 % over the state of the art normalization methods.
We exposed the existence of a close relationship between decision templates and cohort 
based normalization methods and showed that thanks to this relationship, some of the 
recent features of cohort score normalization techniques can be adopted by the decision 
templates approach. The benefit of this includes noise reduction and distribution drift 
compensation. This has been demonstrated by our experimental results.
We proposed a novel cohort selection method, referred to as the ordered selection 
method, for use with the polynomial regression-based score normalization. We showed 
that the cohort models that are the most similar and the most dissimilar to each tem­
plate contain the most discriminative information. We note that the most dissimilar 
cohort models have been consistently dismissed in the literature [3, 79]. Our empirical 
and analytical investigations show that the reduction of cohort models even improves 
the system performance. Our experimental results on two very different biometric 
modalities indicate that the approach is general. The experimental results show that 
even with cohort sets reduced by 50%, our proposed method still outperforms the state 
of the art cohort-based methods using the full cohort set.
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Chapter 5
Combining Information Sources
As we discussed in Section 2.5, there are three sources of information which are used 
to improve the performance of uni-modal biometric systems:
• Biometric signal quality gauged by quality measures
• Cohort information
• User-specific parameters
The performance of raw matching scores is related to the quality of the query samples. 
A genuine query sample of poor quality produces a low matching score which tends to 
lead to a mis-classification error.
The cohort scores can also provide a discriminative source of information in parallel 
with the matching score. We showed in Chapter 4 that the polynomial coefficients 
fitted through scores of ordered cohort models can provide discriminatory information 
distinguishing between genuine and impostor claims.
User-specific parameters are statistical moments which are derived offline in a training 
phase from user-specific score distributions. These parameters also influence matching 
scores. For instance, the offline derived mean of user-specific client or impostor scores is 
often correlated with the matching score obtained on-line in a test phase. However, de­
spite the common effect of these pieces of information, they are studied in the literature 
in completely independent ways.
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Given the fact that these information sources are independent, there is a strong moti­
vation for investigating different ways of combining these pieces of information in order 
to achieve a better recognition performance.
In Section 5.1, we show how quality information can be used to improve the performance 
of cohort-based or user-specific score normalization methods. In Section 5.2.1, we 
investigate the ways of combining the cohort information with user-specific parameters. 
Finally, in Section 5.3.1, we investigate whether combining all of these information 
sources can lead to further performance improvements.
5.1 Im proving C oh ort-B ased  and U ser-Specific  Score N or­
m alization  U sin g  Q uality M easures
There are two main approaches to using quality measures in the context of multimodal 
biometric verification systems;
• As a control parameter
• As a feature
In the first approach, quality measures are used to derive weight parameters which 
reflects the reliability of each expert in a multimodal fusion system and controls their 
influence on the final decision. In the second approach, the quality measure used as 
a feature is combined with the raw score using a machine learning based approach. 
The output score of the classifier combining the matching score and quality measure 
then relates to the posterior probability of a true claim given the score and the quality 
measure, (equation (2.24)).
Quality measures are not discriminative in the sense that a query sample can not be 
classified as client or impostor only based on observing the value of the quality measure. 
However, it has been shown that quality based fusion can systematically improve the 
performance of raw matching score [47]. It has also been shown that cohort-based 
and user-specific score normalization methods can be used to improve the performance
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of unimodal biometric systems [8 , 1]. These facts provide a strong motivation for 
combining quality measures with a score normalized by a cohort-based or user-specific 
approach to improve the performance of the unimodal biometric systems further.
5.1 .1  C om bining C ohort and Q uality  Inform ation  Sources
In order to answer the question, whether cohort-based normalized score can be improved 
by combining with the quality measure, we have performed an analysis to find out why 
quality measures can be useful when they are combined with raw score as a feature.
In this analysis, the process of combing the raw score of the fingerprint modality, s, 
with the quality measure of the query sample, %, through a logistic regression classifier 
is considered. The logistic regression output score is expressed as posterior probability 
given theses two values:
"  l+ e x p (» o + » lS  +  »29,) (5 1 )
where the weights W{ are obtained by optimization on a training set. Since the logistic 
function,  ^ is a monotonie increasing function and wq is just a constant, the
performance of the output score is equivalent to the performance of the weighted average 
y = w is + W2 gq. We therefore analyze the effect of combining the matching score s 
with Qq by comparing the distribution of y with the distribution of s.
A scatter plot of the quality measure of the query samples versus the raw matching 
score is shown in Figure 5.1(a). The decision boundary obtained by logistic regression 
classifier is denoted by a green line in Figure 5.1(a). The decision boundary shows the 
points, (s,qq), on the scatter plot for which
Wo -t- W i S  -f W2Qq — 0 
By observing the decision boundary, we understand that
ici > 0  
W2 < 0
Since the values of s and Qq are positive, then the score y is obtained firstly, by a 
scaling score s with wi and secondly by a shifting to the left with a value of W2 Qq. This
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two step process is shown in Figure 5.1(c) and (d) for impostor and genuine claims 
respectively. The class conditional distribution of quality measures versus a given 
matching score value, p{qq\s,cn),oj G { I ,C } ,  is shown in Figure 5.1(b). As we observe, 
the distribution of quality measure versus the matching score value for impostor claims 
is relatively constant. It signifies that the quality measure of the query samples is 
relatively independent of the value of the matching score. In contrasts for genuine 
claims, we observe that there is a strong correlation between the quality measure and 
the matching score for a range of low matching score values in which there is a large 
overlap between the distribution of matching scores for genuine and impostor claims. 
We also observe that for this range of matching score values, the majority of the quality 
measure of impostor claims have higher value than those of genuine claims.
For a range of higher score values in which there is no overlap between the two distribu­
tions of scores for genuine and impostor claims, the distribution of quality measure is 
relatively constant. This observation is consistent with the intuition that poor quality 
of query samples of genuine claims causes matching scores to have low value.
Due to the difference in behaviour of quality measure of query samples with low match­
ing score for genuine and impostor claims, the matching scores of impostor claims will 
be subject to higher values of shift, W2% in comparison to matching scores of genuine 
claims in the same range. This difference leads to larger separation between the two 
distributions of score y for genuine and impostor claims, which is the key reason of why 
quality measures are useful.
A block diagram of a typical score normalization method of combining cohort informa­
tion with quality measures is shown in Figure 5.2.
We have considered four state of the art cohort-based score normalization methods for 
combining with quality measures. For the methods such as T-norm (2.25) or Aggarwal 
approach (2.26), in which the cohort statistics such as mean, standard deviation and 
maximum are exploited using a fixed rule, the normalized score is combined with quality 
measures of template and query sample using a machine learning-based approach. The 
combined score is provided by the classifier output. Equations (5.2) and (5.3) express 
the output score for T-norm and Aggarwal approach. Vector q =  [%,%] denotes a
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Figure 5.1: (a) The scatter plot of quality measure versus raw matching score for the 
fingerprint modality. The green line is the decision boundary obtained by a logistic 
regression classifier, (b) The distribution of quality measures in part (a) versus of 
the raw matching. The distribution of quality measures is characterized by upper limit 
(75% quantile), median (50% quantile) and lower limit (25% quantile). The distribution 
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vector containing the quality measures of the query sample and the template.
STnQ — P{C\sTn-,<i) (5-2)
S A g Q  = P{C\SAg,(l) (5-3)
For cohort-based score normalization methods such as polynomial regression-based ap­
proach (4.3) or Tulyakov approach (2.27) in which features extracted from cohort scores 
are combined with the raw score using a machine learning-based approach, the quality 
measures are also added to the input feature vector to the classifier. The proposed 
method of combining cohort information with quality measure for Tulyakov approach 
and polynomial regression-based approach are given in (5.4) and (5.5).
ëTWQ =  P(C|s,max(s''),q) s.t. E
S p R Q  = f  (C|a, A, q)
(5.4)
(5.5)
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We perform an analysis of the distribution of quality measures versus the score normal­
ized by a cohort-based method in order to investigate whether it exhibits a behaviour 
similar to the one observed in the case of combining raw matching score with quality 
measures. The scatter plots of query sample quality measure versus the score normal­
ized by T-norm and Aggarwal approach are shown in Figure 5.3(a) and (b). The class 
conditional distribution of quality measures versus normalized score are shown in Fig­
ure 5.3(c) and (d). As can be observed, the quality measure of impostor query samples 
are generally higher than those of genuine claims in the range of low normalized scores 
in which there is high overlap between the two score distributions for genuine and im­
postor claims. This behaviour is consistent with the one observed in the case of raw 
score, which means that using quality measures as a feature is useful in case of normal­
ized score. The effect of combining normalized scores with quality measures is shown 
in Figure 5.4, which shows that by combining with quality measures, a greater separa­
tion between the two combined score distributions for genuine and impostor claims is 
achieved.
Experimental Results on Combining Cohort and Quality Information
We performed a number of experiments to verify whether combining cohort-based nor­
malized score with quality measures can improve the performance of the normalized 
score further. These experiments are performed on the face and the fingerprint modal­
ity. In these experiments, the following score normalizations are selected:
• T-norm
• Tulyakov approach
• Aggarwal approach
• Polynomial regression-based normalization
For each modality and each normalization method, the following methods are compared:
• baseline (raw score)
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Figure 5.3: The scatter plot of quality measures versus the score normalized by (a) 
Aggrawal approach (b) T-norm for the fingerprint modality. The distribution of quality 
measures of the fingerprint query impressions versus score normalized by (c) Aggrawal 
approach (d) T-norm. The distribution of quality measures is characterized by upper 
limit (75% quantile), median (50% quantile) and lower limit (25% quantile).
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• cohort-based normalized score
• combination of raw score with quality measures
• combination of normalized score with quality measures
Figure 5.5 shows the sample DET curves comparing the aforementioned methods for 
the fingerprint modality. As can be observed the combination of normalized score with 
quality gives the best performance. This observation is consistent with our hypothesis. 
Figure 5.6 shows the sample DET curves comparing the same methods for the face 
modality. As can be observed, the combination of normalized score with quality is 
better than the normalized score. The combination of normalized score with quality 
is as good as the combination raw score with quality for three normalization methods. 
The only exception is Aggarwal approach in which the performance of normalized score 
is worse than the raw score.
The comparison of the aforementioned methods is also performed using the EER rela­
tive change[%] criterion for the face and the fingerprint modalities. The boxplots of EER 
relative change for the fingerprint and the face modalities are shown in Figure 5.7(a) 
and (b), respectively. The boxplot show the distribution of EER relative change on 24
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Figure 5.5: The DET curves comparing the method of combining quality measure and 
the score normalized with cohort-based method (a) T-norm (b) Tulyakov (c) Aggarwal 
(d) polynomial regression-based normalization for the fingerprint modality. The score 
normalized by combining cohort and quality information is compared with the raw 
score, combination of the raw score with quality measure and cohort-based normalized 
score.
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Figure 5.6: The DET curves comparing the method of combining quality measure and 
the score normalized with cohort-based method (a) T-norm (b) Tulyakov (c) Aggarwal 
(d) polynomial regression-based normalization for the face modality. The score nor­
malized by combining cohort and quality information is compared with the raw score, 
combination of the raw score with quality measure and cohort-based normalized score.
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Figure 5.7: EER relative change of the combination of cohort-based normalized scores 
with quality measures for (a) the fingerprint (b) the face modality.
experiments of the fingerprint modality and 6  experiments of the face modality. We 
observe that as consistent with the previous observations, for both modalities com­
bining with quality improves any cohort-based normalization method. The method of 
combining polynomial coefficients with the quality measures and the raw score defined 
in equation (5 .5 ) is the best for both the face and the fingerprint modality.
5.1 .2  C om bining U ser-Specific  P aram eters and Q uality M easures
Given the analysis in Section 5.1.1 demonstrating the merit of quality measures in 
improving the performance of cohort-based score normalization, we investigate user- 
specific score normalization informed by quality measures accomplished using a machine 
learning-based approach. The block diagram of the process is shown in Figure 5.8.
For user-specific normalization methods such as Z-norm and F-norm in which user- 
specific parameters are determined by a fixed-rule, the normalized score is combined 
with quality measures as features:
S Z n Q  =  P (C |szn ,q ) (5.6)
S F n Q  =  P(C|s_F%,q) (5.7)
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Figure 5.8. Block diagram of combining user-specific normalized score with quality 
measures.
A scatter plot of the query sample quality measure versus the normalized score as 
well as the corresponding class conditional distributions of quality versus normalized 
score for Z-norm and F-norm are shown in Figure 5.9. The observation is similar to 
that of cohort-based normalization, which confirms our conjecture that combining the 
user-specific normalized score with quality measure is beneficial.
Similar to cohort-based methods, the user-specific parameters can also be combined 
with the raw score. The output score is given as the posterior probability of a true 
claim given the raw score and the user-specific parameters:
Sus = P{C\s,us) (5.8)
where us — denote a vector of user-specific parameters which are defined
in Section 2.5.2. The proposed user-specific normalization method (5.8) can also be 
improved by adding the vector of quality measures:
suSQ = P (C |s ,u s ,q ) (5.9)
In order to gain insight why user-specific parameters can be useful when they are used 
as input features to the classifier, let us analyse the distribution of user-specific mean of 
scores of genuine claims, versus the raw score is shown in Figure 5.10(b). Note that
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Figure 5.9: The scatter plot of quality measures versus the score normalized by (a) 
Z-norm (b) F-norm for the fingerprint modality. The distributions of quality measures 
of the fingerprint query impressions versus score normalized by (c) Z-norm (d) F-norm. 
The distribution of quality measures is characterized by upper limit (75% quantile), 
median (50% quantile) and lower limit (25% quantile).
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the raw scores are obtained in the test phase whereas j  is using the query samples in 
the training set. We observe, there is a correlation between j  and the raw score for 
genuine claims. This reflects our intuition that for a given template, the scores obtained 
by genuine query samples in the training phase and the test phase are correlated. In 
other words, low mean of genuine scores in training phase is likely to give rise to low 
mean of genuine scores in the test phase due to poor quality of the template. The 
distribution of quality of template versus the raw scores is shown in Figure 5.10(a). 
As can be observed, for low genuine raw scores, the quality of template is also low, 
as predicted. The distribution of p ^ j  in the range of low raw scores in which there 
is a high overlap between the two score distributions for genuine and impostor claims 
is similar to the corresponding obtained for quality of query samples. This behaviour 
conflrms that p ^ j  is an informative feature for decision making.
A similar behaviour for the two user-speciflc parameters, p f j  and Ojj can be observed 
in Figure 5.11 and Figure 5.12 respectively. For the range of low raw scores, the majority 
of each of these parameters for genuine claims is lower than for the impostors. This 
behaviour results in performance improvement when these parameters are combined 
with the raw score. The distribution of template quality is shown in part (a) of each 
Figure for comparison. As can be observed, the distribution of template quality shows 
similar behaviour to each parameter. In order to find out the relationship between the 
template quality and each of these parameters, we have shown the scatter plot of each 
of the parameters versus the template quality in Figure 5.13. These parameters, p f j  
and a f j ,  are correlated with the template quality with correlation coefficient of 0.29 
and 0.26 respectively.
Experimental Results on Combining User-Specific Param eters and Quality 
Measures
Similar to Section 5.1.1 a number of experiments have been performed to verify whether 
combining scores, normalized in a user-speciflc manner with quality measures can im­
prove the performance of the normalized scores further. These experiments are per­
formed on the face and fingerprint modalities. In these experiments, the following score
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Figure 5.10: (a) Template quality distribution versus the raw score, (b) The distribu­
tion of the mean of user-specific scores of genuine claims, versus the raw score.
The distribution of the raw score and its combination with j for (c) impostor claims
(d) genuine claims.
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Figure 5.11: (a) Template quality distribution versus the raw score, (b) The distribu­
tion of the mean of user-specific scores of impostor claims, pf j ,  versus the raw score. 
The distribution of the raw score and its combination with pf  ■ for (c) impostor claims 
(d) genuine claims.
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Figure 5.12: (a) Template quality distribution versus the raw score, (b) The distribu­
tion of the standard deviation of user-specific scores of impostor claims, af  p  versus 
the raw score. The distribution of the raw score and its combination with af  j for (c) 
impostor claims (d) genuine claims.
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(a) Scatter plot of g i j  vs template quality (b) Scatter plot of a f j  vs template quality
Figure 5.13: The scatter plot of (a)  ^ (b) a f  j  versus the quality of tem plate for one
data set of the fingerprint modality.
norm alization are selected:
•  Z-norm
•  F-norm
•  m ethod based on com bining raw score and user-specific param eters
For each m odality and each norm alization m ethod, the following m ethods are compared:
•  baseline (raw score)
•  user-specific norm alized score
•  com bination of raw score w ith quality measures
•  com bination of normalized score w ith  quality m easures
Figure 5.14 and Figure 5.15 show the sam ple D E T  curves com paring the aforem entioned  
m ethods for the fingerprint and face m odality. As can be observed for m ost o f the  
operating points the com bination of normalized scores w ith  quality outperform s the  
normalized score as well as the com bination of raw score w ith quality m easures. T his  
observation is consistent w ith our hypothesis.
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(c) Combining User-Specific parameters with quality
Figure 5.14: T he D E T  curves comparing the m ethod of com bining quality measure 
w ith  the score normalized using the user-specific m ethod (a) Z-norm (b) F-norm (c) 
m achine learning based com bination of User-Specific param eters w ith the raw score for 
the fingerprin t modality. T he output score of the fused system  is compared w ith the raw  
score, com bination of the raw score w ith  quality measure and user-specific normalized 
score.
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Figure 5.15: T he D E T  curves com paring the m ethod of com bining quality m easure 
using the score normalized w ith  the user-specific m ethod (a) Z-norm (b) F-norm  (c) 
machine learning based com bination of User-Specific param eters  w ith the raw score for 
the face modality. T he fused score is com pared w ith  the raw score, com bination of the  
raw score w ith quality measure and user-specific normalized score.
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Figure 5.16: EE R  relative change of the com bination of user-specific normalized scores 
w ith  quality measures for (a) the fingerprin t (b) the face modality.
T he com parison is also performed using the E E R  relative change[%] criterion for the  
fingerprint and the face m odalities. For each m odality and each norm alization m ethod, 
incorporating quality measure consistently enhances performance.
5.2 C om bining C ohort Inform ation w ith  U ser-Specific  P a­
ram eters
T he fact that user-specific param eters and cohort information can be used to  normal­
ize the raw score m otivates com bining these two types of information sources. The  
block diagram of a typical norm alization process com bining these information sources 
is shown in Figure 5.17.
T he user-specific m eans of genuine and im postor scores have been successfully used in 
F-norm  [63]. Since cohort m odels are non-m ateh m odels, the m ean of cohort scores, 
can also represent the m ean of im postor scores, p f  j .  Our first proposal of combining  
user-specific param eters and cohort-informât ion is as follows:
Due to  dependency of the m ean of cohort scores on the query sam ple and its adaptability  
to  query sam ple degradation, we call this m ethod as A daptive F-norm.
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Figure 5.17: Block diagram of the norm alization process based on com bining cohort 
information w ith  user-specific parameters.
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In Section 5.1.2, we proposed a method of combining raw scores with user-specific pa­
rameters using a classifier. The experimental results reported in Section 5.1.2 show the 
superiority of this method to other user-specific methods such as Z-norm and F-norm.
In Chapter 4, we showed that combining raw score with polynomial coefficients fitted 
through cohort scores is the best cohort-based normalization method. Due to superi­
ority of these methods, we propose to combine the raw score, user-specific parameters, 
us, and polynomial coefficients. A:
spRus = P{C\s, A ,u s )  (5.11)
5.2 .1  E xp erim ental R esu lts  on C om bining U ser-Specific  P aram eters  
and C ohort-Inform ation
We performed a number of experiments to verify the following hypotheses;
• Is the performance of Adaptive F-norm better than that of F-norm?
• Is the performance of machine learning-based approach of combining user-specific 
parameters with cohort information (5.11) better than that of user-specific method (5.8) 
and the method of discriminative cohort (4.3)?
For the first comparison, DET curves of the aforementioned methods for the face and 
fingerprint modalities are shown in Figure 5.18. As can be observed, the performance 
of the method of combining user-specific parameters with cohort-information (5.11) is 
the best for both modalities which supports the second hypothesis. For the fingerprint 
modality, the performance of Adaptive F-norm is slightly better than F-norm. However, 
for the face modality, the performance of Adaptive F-norm and Form are comparable.
The distributions of EER relative change [%] of the aforementioned methods over 24 
experiments for the fingerprint modality and 6  experiments for the face modalities are 
shown in Figure 5.19. As can be observed, the proposed method (5.11) outperforms the 
other methods which is consistent with our expectation. For the fingerprint modality, 
the performance of Adaptive F-norm and F-norm is comparable. However, for the face 
modality, the performance of F-norm is slightly better than that of Adaptive F-norm.
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DET curve of combination Cohort & User-Specific information of the fingerprint modality 
protocol 1 device fo finger num 2
DET curve of combination Cohort & User-Specific information of the face modality 
protocol 1 device fwf
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Figure 5.18: The DET curves comparing the method of combining cohort information 
with user-specific parameters for (a) the fingerprint (b) the face modality. Fn and AFn 
stand for F-norm and Adaptive F-norm respectively. Vectors A and us denote the poly­
nomial coefficients extracted from discriminative cohort and user-specific parameters 
respectively.
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Figure 5.19: EER relative change for the combination of cohort information with user- 
specific parameters for (a) the fingerprint (b) the face modality.
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5.3 N orm alization  B ased  on C om bining A ll Inform ation  
Sources
In Section 5.1, we showed that quality measures can be combined with cohort-based 
or user-specific normalized score to improve the performance of these methods fur­
ther. In Section 5.2, we also showed that using a machine learning-based approach, 
cohort-information and user-specific parameters can be combined together. The per­
formance of the combination outperforms the cohort-based as well as the user-specific 
method. These results suggest combining all three types of information, namely: qual­
ity measures, user-specific parameters and cohort information could benefit the system 
performance. A block diagram of a normalization process combining these information 
sources is shown in Figure 5.20.
Our proposal for combining all these sources of information is as follows:
Sail =  P{C\s, A, US, q) (5.12)
5.3 .1  E xp erim enta l R esu lts  on C om bining A ll Inform ation  Sources
We performed a number of experiments to verify the hypothesis that combining all 
three types of information sources is better than any combination of one or two of 
these information sources. The following methods have been compared:
• raw score
• combination of raw score with user-specific parameters (5.8)
• combination of raw score with quality measures (2.24)
• combination of raw score with cohort information (4.3)
• combination of raw score, cohort information and quality measures (5.5)
• combination of raw score, user-specific parameters and cohort information (5.11)
• combination of raw score, user-specific parameters and quality measures (5.9)
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Figure 5.20: Block diagram of the normalization process based on combining cohort 
information, quality measures and user-specific parameters.
100 Chapter 5. Combining Information Sources
DET curve of combination all information sources of the fingerprint modaiity 
protocol 1 device fo finger num 4
 P(C|S, us)
 P(C|s, q)
 P(C|s, A)
 P(C|s, A. q)
 P(C|s, A. us)
 P(C|s, q, us)
P(C|S, q, us, A)
I
200.1 0.2 0.5 1 2
1%:
DET curve of combination aii information sources of the face modality 
protocol 2 device fwf
 P(C|s, us)
 P(C|s, q)
 P(C|s, A)
 PfCls, A, q)
 P(C|s, A, us)
 Pfcjs, q, us)
P(C|s, q, us, A)
FAR [%]
0.1 0.2 0.5 1 2
(a) The fingerprint modality (b) The face modality
Figure 5.21: The DET curves comparing the method of combining cohort informa­
tion, user-specific parameters and quality measures for (a) the fingerprint (b) the face 
modality.
• The method of combining all information sources (5.12)
For the first comparison, sample DET curves comparing the aforementioned methods 
for the fingerprint and the face modality are shown in Figure 5.21. As can be observed, 
the method combining all information sources outperforms the other methods in most 
of operating points for both modalities which supports our hypothesis.
For the second comparison, the distributions of EER relative change[%] of the methods 
for the fingerprint and the face modalities are shown in Figure 5.22. The observa­
tion confirms that any piece of information is useful. Combining all three information 
sources results in the best performance.
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Figure 5.22: EE R  relative change of the com bination of cohort information, quality 
measures and user-specific param eters for (a) the fingerprint (b) the face m odality.
5.4 C onclusion
In this Chapter, we showed that quality measures can be com bined w ith  cohort-based  
or user-specific normalized score to  improve the performance of the norm alization. 
We investigated this com bination for four cohort-based as well as three user-specific 
m ethods. T he experim ental results on the face and fingerprint m odalities support our 
conjectures. We also performed an analysis of the distribution of quality m easures and 
user-specific parameters versus the raw score to  understand why they  are useful as 
input features to  a linear classifier such as logistic regression.
We showed that cohort information and user-specific parameters can be com bined to ­
gether to  improve the performance. We proposed two m ethods which com bine these  
two information sources. The first m ethod uses the formula of E-norm, called A dap­
tive F-norm. The second m ethod combines user-specific param eters, and polynom ial 
coefficients fitted through cohort scores w ith  the raw score. We showed that the latter  
m ethod is better than com bination of any two inform ation sources w ith the raw score.
In the last Section, we proposed a norm alization m ethod which com bines all three 
information sources namely, quality measures, user-specific parameters and cohort in­
formation using a machine learning-based approach. We showed that this m ethod  
outperform s the norm alization m ethods which com bine any one or two of m entioned
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information sources. The experimental results show that by using all pieces of infor­
mation, a performance gain of 3 5 % for the fingerprint modality and 2 2 % for the face 
modality is achievable.
Chapter 6
M ultim odal Fusion of 
Information Sources
In this chapter, we consider the problem of combining different information sources in 
multi-modal biometrics. In our investigations, we first do not make any assumption 
regarding the information sources provided by experts involved in the fusion and the 
expert outputs. We consider the expert outputs and the information sources as joint 
variables. Accordingly, we propose a Joint Fusion framework. However, for a large 
number of experts this framework is vulnerable to a limitation known as “curse of 
dimensionality”.
Second, we assume that expert outputs and the information sources of different experts 
are independent. Using this assumption, we derive a Naive Bayesian Fusion framework, 
which can mitigate the problems associated with large dimensionality.
These two fusion strategies are compared empirically for different combinations of in­
formation sources. We show that the Naive Bayesian strategy in general is better in 
performance and produces more consistent results with those obtained by combining 
information sources in uni-modal biometric systems.
The other issue, which is investigated in this chapter is the effect of the number of 
experts involved in multi-modal fusion on the performance of these two fusion strategies.
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In Section 6.1, the merit of combining cohort-based normalization and quality infor­
mation in multi-modal fusion is investigated. In Section 6.2, we explore the role of 
user-specific parameters and quality information in multi-modal fusion. In Section 6.3, 
the benefit of combining cohort information and user-specific parameters will be as­
sessed. In Section 6.4, fusion of all information sources will be investigated. Finally, 
Section 6.5, concludes the chapter.
6.1 M ultim od al Fusion o f C ohort Inform ation w ith  Q ual­
ity  Inform ation
Let s =  [ s i , . . . ,s j ]  be the vector of J  experts outputs in a multi-modal biometric 
system. The experts can be from different modalities or different instances of the same 
modality or a combination of both. From the Bayesian theory, the posterior probability 
of a genuine claim given the expert outputs is given as:
P ia s )  -     (6.1)
( ' ' -  P(s) p(s|C )P(C )+p(s|/)P (J)  ^ >
where P (I)  and P(C) are the prior probabilities of an impostor and genuine claim, 
respectively. And p(s) is the mixture probability density function of expert outputs. 
Rather than producing posterior probability as output, one can equally use Neyman 
Pearson lemma [44], which effectively computes the log-likelihood ratio of the two 
hypotheses:
" = ( w )  +
where const can be shown to be -  log • This constant can be dropped consid­
ering that biometric accept/reject decision is taken by comparing the log-ratio with a 
threshold. A:
r accept if log ( f ^ ) > A l
I reject otherwise J
This is because, in practice, the threshold is tuned for a given application scenario, 
trading off false acceptance rate (FAR) and false rejection rate (FRR). The fusion 
output score (6 .2 ) is referred to as the joint fusion of raw scores.
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Equation (6.2) implies that the log-ratio computation can be implemented using either 
a generative approach or a discriminative approach to classification. The generative 
approach involves estimating a pair of densities, p{s\u) for w G {/, C}. This approach 
is generally less efficient in that it needs to estimate the entire densities whereas the 
actual objective is to derive a classification rule. In comparison, the discriminative 
approach directly estimates this rule.
The key function to estimate, in a discriminative method, is the aposteriori class prob­
ability, P(C'|s). We shall use logistic regression for this purpose because being a linear 
classifier (involving only a linear combination of the elements in s), one is less likely to 
overfit on the training data. Furthermore, its underlying optimisation problem is very 
well understood. It should be borne in mind that this choice is not a limitation [72]; 
other classifiers that are non-linear and can give probabilistic outputs, e.g.. Multilayer 
Perceptrons and Relevance Vector Machines, can also be used. The Joint fusion of raw 
scores is therefore given as:
Let = [s” , . . . ,  Sj] denote a vector of expert outputs which are normalized by ei­
ther T-norm or Aggarwal approach. Let be the vector of polynomial coefficients 
extracted from cohort scores for the expert k involved in multi-modal fusion. Let 
A =  [Ai , . . . ,  Aj] be the vector of polynomial coefficients extracted for all J  experts. 
Let us denote by =  [max(s‘^ )i,. . . ,  max(s^)j] the vector of the maxima of cohort 
scores for all J  experts. Let us denote as the vector of quality measures for expert 
k. Let q =  [qi, . . . ,  qj] be the vector of all quality measures of all J  experts.
Using the above notation, the joint fusion of different cohort-based normalization meth­
ods as well as their combination with quality measures is summarized in Table 6.1:
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Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 None N/A logit (P(C |s))
2 T-norm Cohort logit (P(C |s"))
3 Aggarwal Cohort logit (P(Cls”))
4 Tulyakov Cohort logit (P(C |s,s^„j,))
5
Polynomial
regression-based
Cohort logit(P(C |s.A ))
6 None Quality logit (P(C |s, q))
7 T-norm Cohort, Quality logit (P(C |s»,q))
8 Aggarwal Cohort, Quality logit (P (C |s",q))
9 Tulyakov Cohort, Quality logit (P(C|s,sS,„j,,q))
1 0
Polynomial
regression-based
Cohort, Quality logit(P (C |s,A ,q))
Table 6.1: The Joint fusion of cohort and quality information
6.1 .1  M ultim od al Fusion B ased  on th e  A ssu m p tion  o f E xp erts O ut­
p u ts Independ en ce
In this section, we consider the case where the experts are independent. When s i , . . . ,  s j  
are independent of each other, the class-conditional density p (s i ,. . . ,  gj|w),w G {/, C} 
can be further simplified. This is particularly desirable because the observation [s i,. . . ,  sj] 
increases in dimension as the number of experts involved in multi-modal fusion, J , in­
creases. As a result, the number of examples required to estimate the function (density 
in this case) has to be increased exponentially with J . This is known as the “curse of 
dimensionality”. The purpose of the following paragraph is to show that if one can take 
advantage of the knowledge of independence among the J  experts outputs as well the 
features extracted from cohort scores and quality measures, the curse of dimensionality 
can be mitigated.
Assuming independence of experts outputs, the class conditional distribution of expert
6.1. Multimodal Fusion of Cohort Information with Quality Information 107
outputs can be simplified as:
J
p (s i , . . . ,  sj|w) =  J J  p{sk\uj) (6.5)
k=l
Prom the Bayes theorem, we know that:
P(w|s) =  where w 6  {/, C ) (6 .6 )
Using equations (6.5) and (6 .6 ), the joint fusion of experts outputs (6.2) can be written 
as:
Using the Bayes theorem, we can rewrite log-likelihood ratio as:
By substituting equation (6 .8 ) in (6.7), we have:
where the constant (1  — can be dropped using the same argument as made for
equation (6 .2 ).
The above fusion method derived using independence assumption, defined as the sum 
of log-ratios, is referred to as Naive Bayesian variant:
yNB _  log {P{C\sk)) (6 .1 0 )
By assuming independence between normalized outputs of experts, as well as indepen­
dence between quality measures and the features extracted from the cohort scores of 
different experts, one can follow the same approach used in equations (6.5) to (6.10) to 
derive the Naive Bayesian variant of multi-modal fusion of cohort information as well 
as its combination with quality information. The Naive Bayesian fusion methods are 
summarized in Table 6 .2 :
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Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 None N/A E L i logit T(C|sfc))
2 T-norm Cohort E f c i  logit (P (C I4))
3 Aggarwal Cohort E L l logit
4 Tulyakov Cohort E f c i  logit (P(Clsfe, max(s“)it))
5
Polynomial
regression-based
Cohort E i= i  logit (PCClsfc, At))
6 None Quality E L i logit T(Ckfc.qt))
7 T-norm Cohort, Quality E L  logit (P(C|«%,qt))
8 Aggarwal Cohort, Quality E L  logit T ( C k ^ q t ) )
9 Tulyakov Cohort, Quality E L  logit (P(C |st,m ax(s')fc,qt))
1 0
Polynomial
regression-based
Cohort, Quality Et=i logit ( f ( C k t ,A t ,q t) )
Table 6.2: The Naive Bayesian Fusion of Cohort and Quality Information
6 .1 .2  E xp erim ental R esu lts  o f M ultim od al Fusion o f C ohort and Qual­
ity  Inform ation
We performed a number of experiments to answer the following questions:
• Is the performance of a combination of cohort and quality information in multi­
modal fusion better than that of multi-modal fusion of cohort-information, for 
any given cohort-based normalization method?
• Is the performance of the Naive Bayesian fusion framework better than that of 
the Joint fusion framework due to the curse of dimensionality?
• How does the increase in the number of experts in multi-modal fusion affect the 
performance of Joint Fusion as well as Naive Bayesian Fusion?
The experiments involve fusing the face and the fingerprint modalities. As discussed in 
Section 3.2, the fingerprint impressions are collected using two sensor devices, namely
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optical and thermal. The face images are collected using three sensor devices, namely fa 
(web camera), fn f  (Digital camera without flash) and fw f (Digital camera with flash). 
In our fusion experiments, the scores produced from one sensor device of the fingerprint 
modality were fused with the scores of one sensor device of the face modality. Therefore, 
3 face devices x 2 fingerprint devices =  6  sensor device combinations are enumerated.
For the first comparison, one of six fingerprint impressions per subject was involved 
in the fusion with one face image of the same subject. Therefore, there are =  6  
experiments per sensor device combination. By swapping the place of the training 
set with the test set in our database protocol, the number of fusion experiments were 
doubled. In total, 6  device combinations x 2 database protocol x 6  experiments =  
72 fusion experiments were performed. The experiments were performed using Joint 
Fusion and Naive Bayesian Fusion strategies.
The following cohort-based normalization methods were selected to perform multi­
modal fusion:
• T-norm
• Tulyakov approach
• Aggarwal approach
• Polynomial regression-based normalization
For the Joint fusion experiments, the methods summarized in Table 6.1 were compared.
For the Naive Bayesian fusion experiments, the methods summarized in Table 6.2 were 
compared.
For the second comparison, one or two of six fingerprint impressions per subject 
were involved in the fusion with one face image of the same subject. Therefore, 
there are -F =  21 experiments per sensor device combination. In total, 
6  device combinations x 2 database protocol x 21 experiments =  252 fusion experi­
ments were performed comparing same methods for Joint and Naive Bayesian fusion.
The EER relative change[%] achieved with the fusion methods using Joint fusion and 
Naive Bayesian fusion strategies for the first and second comparison are shown in
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Figure 6.1. As can be observed, for any cohort-based normalization method, both fusion 
strategies and both comparisons, the combination of cohort and quality information is 
better than using one of these information sources, answering the first question.
We also observe that for both comparisons and for the same cohort-based normalization 
method and same information sources, the Naive Bayesian fusion strategy outperforms 
the Joint fusion strategy, which is answering the second question.
For the first comparison shown in Figure 6.1(a) and (b), the performance of methods 
using the Naive Bayesian fusion strategy is slightly better than that of the methods 
using the Joint fusion strategy. However, for the second comparison shown in part (c) 
and (d), when two fingerprint impressions are involved in the fusion, the performance 
of the Naive Bayesian fusion strategy is much better than that of the Joint fusion. 
We also observe that for both strategies when the number of experts involved in the 
fusion increases the variation range of EER relative change of each fusion method 
increases. However, for the Naive Bayesian strategy the performance of the methods 
increases when the number of experts increases, whereas for the Joint fusion strategy 
and especially for the methods with high dimensional feature vectors such as those 
combining discriminative cohort parameters with quality information (method 1 0  in 
Table 6.1), the performance decreases.
By observing the experimental results, we understand that the best way of combining 
cohort and quality information in multi-modal fusion is the Naive Bayesian fusion, 
combining discriminative cohort features with quality measures.
6.1. Multimodal Fusion of Cohort Information with Quality Information 111
P(Cls.A.q)
P(0|s.s=""^,q)
P(C|s^.q)
 j ; I ..
H ] f
- -Œ E E
]----------
I f  -  -}...... [........
EER Rel. Change[%J
(a) N.B. Fusion (one fingerprint)
F---
(c) N.B. Fusion (one or two fingerprints)
P(C|s. A. q) 
PICIS.S*^^. q)
P(C[s^.q)
—  E
--EHEE
>—
3 -
1 1 1 -
E E 3 -—
EER R«l. Change(%]
(b) Joint Fusion (one fingerprint)
P(Cls^.q)
P|C|s,„,q)
---E
 {
■--1
E 3 - - -
3 1 - - -
-{ :.... t -
EER Re!. Change[%]
(d) Joint Fusion (one or two fingerprints)
Figure 6.1: EER relative change[%] distribution for experiments in combining cohort 
information with quality measures in multi-modal fusion of a face modality with a 
fingerprint modality using (a) and (c) Naive Bayesian (N.B.) fusion; (b) and (d) Joint 
fusion. In (a) and (b) one fingerprint impression per subject is involved in the multi 
modal fusion (72 experiments). In (c) and (d) one or two fingerprint impressions are 
involved (252 experiments).
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6.2 M u ltim od al Fusion o f U ser-Specific  param eters w ith  
Q uality  Inform ation
In this section, we consider combining user-specific parameters and quality measures 
in multi-modal fusion. Let s" =  [g?,...,S j] be the vector of expert outputs which are 
normalized by either Z-norm or F-norm approach. Let usfc be the vector of user-specific 
parameters of expert k which are used in the user-specific normalization method (5.8). 
Let us denote us =  [u si,. . .  ,u sj] as a vector of the user-specific parameters of all J  
experts.
Using the same approach exploited for cohort-based methods in the Section 6.1, one can 
derive the Joint fusion formulas for user-specific methods as summarized in Table 6.3.
Using the independence assumption between normalized expert outputs and user- 
specific parameters and quality measures, the Naive Bayesian variants of the afore­
mentioned methods are summarized in Table 6.4.
6.2 .1  E xp erim enta l R esu lts  o f M u ltim od al Fusion o f U ser-S pecific  pa­
ram eters and Q uality  Inform ation
The experiments in this section are aimed to verify whether the performance of the 
combination of the user-specific parameters and quality information in multi-modal 
fusion is better than that of multi-modal fusion of any of them.
A performance comparison of the Naive Bayesian fusion and the Joint fusion as well as 
a study of the effect of increasing the number of experts involved in the fusion on the 
performance of the two strategies are carried out desired.
Similarly to experiments performed in Section 6.1, we performed two comparisons. For 
the first comparison, one fingerprint impression per subject was involved in fusion and 
for the second comparison, one or two fingerprint impressions were involved in the 
fusion.
The EER relative change achieved by combining user-specific parameters and quality 
measures using the Joint fusion and the Naive Bayesian fusion strategies are shown in
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Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 None N/A logit (P(C |s))
2 Z-norm User-Specific logit (P(C |s"))
3 F-norm User-Specific logit (P(C |s"))
4
classifier-based 
user-specific (5.8)
User-Specific logit (P(C |s, us))
5 None Quality logit (P(C |s, q))
6 Z-norm User-Specific, Quality logit (P(C |s” ,q))
7 F-norm User-Specific, Quality logit (P(C |s” , q))
8
classifier-based 
user-specific (5.8)
User-Specific, Quality logit (P (C |s ,u s,q ))
Table 6.3: The Joint fusion of user-specific parameters and quality information
Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 None N/A E L i  logit {P{C\sk))
2 Z-norm User-Specific E L i  logit (P(C|S%))
3 F-norm User-Specific E L i logit (P(C |s^))
4
classifier-based 
user-specific (5.8)
User-Specific E L i logit (P(C'|sfc,usfe))
5 None Quality E L i logit (P(C|s&,qA))
6 Z-norm User-Specific, Quality E L i logit (P(C|s^,qfc))
7 F-norm User-Specific, Quality E L i logit (P(C|s^,qfc))
8
classifier-based 
user-specific (5.8)
User-Specific, Quality E L i logit (P(C'|sfc, usfc, qfc))
Table 6.4: The Naive Bayesian fusion of user-specific parameters and quality informa­
tion
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Figure 6.2.
As can be observed, for both comparisons and both fusion strategies, the combina­
tion of user-specific parameters and quality information outperforms the corresponding 
method of fusion without quality.
Similarly to observations in Section 6.1.2, the methods exploiting the Naive Bayesian 
fusion strategy outperform the Joint fusion methods using corresponding information 
sources. However, for the first comparison involving only one fingerprint impression, 
the difference in the performance of the methods using the Naive Bayesian and the Joint 
fusion is small, whereas the difference in the performance for the second comparison is 
much bigger.
By increasing the number of experts involved in the fusion, the variance of EER relative 
change for both fusion strategies increases.
Combining user-specific parameters and quality measures using the Naive Bayesian 
strategy is the best method.
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Figure 6 .2 : EER relative change[%] distribution for experiments in combining user- 
specific parameters with quality measures in multi-modal fusion of face with fingerprint 
using (a) and (c) Naive Bayesian (N.B.) fusion (b) and (d) joint fusion. In (a) and 
(b) one fingerprint impression per subject is involved in multi modal fusion (72 exper­
iments). In (c) and (d) one or two fingerprint impressions are involved (252 experi­
ments).
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6.3 M u ltim od al Fusion o f U ser-Sp ecific  param eters w ith  
C ohort Inform ation
In this section, we consider combining user-specific parameters and cohort information 
in multi-modal fusion. Let s" =  [sy ,...,s} ] be the vector of expert outputs which 
are normalized by Adaptive F-norm. By analogy to Section 6.1, one can derive the 
Joint fusion method for AF-norm and the classifier-based normalization method of 
combination of cohort information and user-specific parameters (5.11), as summarized 
in Table 6.5.
Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 Adaptive F-norm Cohort, User-specific logit (P(C |s"))
2
Classifier-based 
combination of cohort 
and user-specific (5.11)
Cohort, User-specific logit(P (C ls,us,A ))
Table 6.5; The Joint fusion of cohort and user-specific parameters
Using the independence assumption between normalized expert outputs, the user- 
specific parameters and cohort information, the Naive Bayesian variants of aforemen­
tioned methods are given in Table 6 .6 .
Method
Number
Normalization
method
Information Sources Closed Form of Fusion
1 Adaptive F-norm Cohort, User-specific E L i logit (P(C|s^))
2
Classifier-based 
combination of cohort 
and user-specific (5.11)
Cohort, User-specific E f e i  logit (P(C|sfe, usfe, Afc))
Table 6 .6 : The Naive Bayesian fusion of cohort and user-specific parameters
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6.3 .1  E xp erim en ta l R esu lts  o f M u ltim od al Fusion o f  U ser-S pecific  pa­
ram eters and C ohort Inform ation
The aim of the experiments in this Section is to answer the question whether the fusion 
methods combining cohort information and the user-specific parameters outperform 
the fusion of any one of them.
The analysis on the effect of the number of experts involved in the fusion was modelled 
on experiments performed in Section 6.1 and Section 6 .2 .1 .
The EER relative change of fusion experiments of combining user-specific parameters 
and cohort information using the Joint fusion strategy (method 2  in Table 6.5) and the 
Naive Bayesian fusion strategy (method 2 in Table 6 .6 ) are shown in Figure 6.3.
As can be observed, for the first comparison and for the Naive Bayesian fusion strategy 
in the second comparison, the combination of user-specific parameters and discrimi­
native cohort information outperforms the fusion of user-specific parameters as well 
as the fusion involving discriminative cohort information. For the Joint fusion in the 
second comparison, the fusion of cohort information and user-specific parameters is 
comparable to the fusion of user-specific parameters. These observations answer the 
first question.
For both comparisons and both fusion strategies, the fusion with Adaptive F-norm 
slightly outperforms the fusion with F-norm.
Similarly to the observations in Section 6.1.2, the methods performing the Naive Bayesian 
fusion outperform the Joint fusion using the same information sources. By increasing 
the number of fingerprint impressions involved in the fusion, the difference in the per­
formance of the two fusion strategies becomes bigger and the variance of EER relative 
change for both fusion strategy increases.
The Naive Bayesian fusion of the user-specific parameters and the discriminative cohort 
features is the best.
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Figure 6.3: EER relative change[%] distribution for experiments in combining user- 
specific parameters with cohort information in multi-modal fusion of face with finger­
print using (a) and (c) Naive Bayesian fusion; (b) and (d) joint fusion. In (a) and 
(b) one fingerprint impression per subject is involved in the multi modal fusion (72 
experiments). In (c) and (d) one or two fingerprint impressions are involved (252 ex­
periments) .
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6.4  M u ltim od al Fusion o f  A ll In form ation  Sources
In this section, we combine ail information sources discussed in the previous section. 
The corresponding Joint fusion method becomes:
y  A L L  = log us, A, q)) (6.11)
Using the independence assumption between expert outputs and the information sources 
of different experts, the Naive Bayesian variant of the aforementioned method is given 
as:
Æ  -  g l o g  = E lo g it (P (q .,.u s ,.A ,.q ,) )  (6.12)
6.4 .1  E xp erim enta l R esu lts  o f  M u ltim od al Fusion o f  A ll In form ation  
Sources
The aim of experiments in this section is to verify whether the combination of all 
information sources in multi-modal fusion outperforms any combination of one or two 
information sources in the multi-modal fusion.
The two comparisons involving one or more fingerprint impressions per subject is the 
same as in the previous sections.
The distribution of EER relative change[%] for the proposed methods as well as the 
competent methods for two comparisons are shown in Figure 6 .4 . As can be observed, 
the proposed method of combining all information sources using the Naive Bayesian 
strategy outperforms the Naive Bayesian-based fusion of two information sources by 
15% up to 25%. The Joint fusion of all information sources is comparable with other 
Joint fusion methods. However, the proposed joint fusion method slightly outperforms 
the other methods.
Similarly to the previous sections, by increasing the number of fingerprint impressions 
involved in the fusion, the performance achieved by the Naive Bayesian fusion increases 
whereas the performance of Joint fusion slightly decreases.
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Figure 6.4: EER relative change[%] distribution for experiments in combining all in­
formation sources in the multi-modal fusion of face with fingerprint using (a) and (c) 
Naive Bayesian (N.B.) fusion; (b) and (d) joint fusion. In (a) and (b) one fingerprint 
impression per subject is involved in the multi modal fusion (72 experiments). In (c) 
and (d) one or two fingerprint impressions are involved (252 experiments).
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6.5 C onclusion
In this Chapter, the problem of combining different information sources in multi-modal 
fusion was investigated. We proposed two frameworks for multi-modal fusion of the 
information sources.
The first framework, referred to as Joint fusion, is general and requires no assumptions. 
The fusion output score is obtained by feeding an augmented feature vector containing 
the information provided by all experts involved in the fusion, into a discriminative 
classifier such as logistic regression.
The second fusion framework, referred to Naive Bayesian fusion, is based on the as­
sumption of independence of experts outputs as well as other information sources. The 
information sources relating to each expert individually are first combined with the 
expert output using a discriminative classifier. The fusion output score is given by the 
sum of these expert specific logit functions.
We showed that the combination of quality information and cohort information or 
user-specific parameters in the multi-modal fusion is better than using any one of these 
information sources alone.
We also showed that combination of cohort information and user-specific parameters in 
multi-modal fusion outperforms the fusion methods using only user-specific parameters 
or cohort information.
Finally, we showed that the combination of all information sources produces the best 
result in comparison to any combination of one or two information sources.
The experimental results showed that in all these combinations, the Naive Bayesian 
fusion outperforms the Joint fusion for the fusion of the face and the fingerprint modal­
ities of the BioSecure database. The difference between these strategies becomes more 
significant when the number of experts involved in the fusion increases from two ex­
perts (fusion of scores of face and one fingerprint per subject) to three experts (fusion 
of scores of face and two fingerprints per subject).
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Chapter 7
Conclusions and Future Work
7.1 O verview  o f ach ievem ents
It is evident from the literature and the work reported in this thesis that cohort scores, 
quality measures and user-specific parameters are three useful information sources that 
can be used to improve the performance of uni-modal and multi-modal biometric veri­
fication systems.
In this thesis we investigated: (1) ways of improving cohort-based score normalization, 
and (2 ) ways of combining information sources in uni-modal and multi-modal biometric 
systems. We can identify four main achievements of our investigation:
1. Distribution of scores produced by ordered cohort models with respect to their 
similarity to the template show discriminative pattern between genuine and im­
postor claims. Polynomial regression has been successfully used to extract fea­
tures from discriminative cohort scores.
2. Based on the theory developed in the thesis, explaining the variance of the co­
efficients of a line fitted through cohort scores as a function of the rank order,
- we proposed a strategy for selecting a subset of cohort models in order to reduce 
the computational complexity of polynomial regression-based normalization. We 
showed that by including cohort models of the least and highest rank order, the
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performance of the polynomial regression-based cohort normalization was im­
proved.
3. Different methods of combining various information sources (quality measures, co­
hort information and user-specific parameters) for uni-modal biometric systems 
using a machine learning-based were investigated. We showed that any combina­
tion of the two information sources is better than using just one of them for most 
of the operating points. We also showed that using all three information sources 
is better than any subset.
4. Different methods of combining information sources in multi-modal fusion were in­
vestigated. We proposed two fusion strategies (1) Joint fusion (2) Naive Bayesian 
fusion. The Naive Bayesian fusion was developed based on the independence 
assumption of experts outputs and information sources. Experimental results 
showed that the Naive Bayesian fusion method is more stable and produces bet­
ter results. We showed that the combination of two information sources in multi­
modal fusion is better than using any one of them and the combination of all 
three information sources in multi-modal fusion is better than the combination 
of any two of them.
7.2 Future R esearch
The work carried out in this thesis has identified some areas that can benefit from 
further research, such as;
• Investigating other feature extraction methods such as Principal Component 
Analysis (PGA) to extract better features from ordered cohort scores.
• Applying the method of discriminative cohort representation to other to biometric 
modalities and also identification scenario.
• Investigating the merit of combination of different features extracted from cohort 
models such as combination of standard deviation with polynomial coefficients 
and maximum of cohort scores.
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• Investigating other fusion classifiers which can handle non-linear data such SVM 
to apply in multi-modal joint fusion of information sources.
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A ppendix A
Variance of Param eters of F itted  
Line
The cohort scores are modelled as a linear function of rank order with additive noise:
Sci = ai X i üQ d-Ui (A.l)
where ~  V ( 0 , cr^ ) are i.i.d. normal variables representing a measurement noise
process. The slope and intercept of a fitted line via two points, A  =  (i,Sci) and
B  = {j,Scj), where j  > i are defined by:
Sci 1 i do
+
Si
Scj 1 j «1 3^
1 i T r 1 ^Let X  = , Sc = Sci SqJ , A  = do dij and Q
1 j
estimation of the slope and intercept is then given as:
(A.2 )
where Q  ^ is computed as follows:
f  +  f  - i  -  j
_ 2 _ j  2
(A.3)
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and X^Sc is given as
Sci d" Scj
is ci T jScj
By substituting equations (A.3), (A.4) and (A.l) in equation (A.2 ), we have:
X ^ S .= (A:4)
A  =  Q-^X^Sc =  -T
jS i  iScj 
S c j  — Sci
1 ao{j - i ) +  ju i -  irij 'oo +  W '
j - i a i( j  — i) +  fij — Ui ' (j-i) J
Let Uo = and Ui =  The mean of Uq and Ui are computed as
E =  0
(i -  i) J - ' i
E[c/,, =  EM:rlhd =  ir:^ =  o
(A.5) 
(A.6 )
- (A.7)
0  -  t) 3 - t
Using equations (A.6 ) and (A.7), the means of the estimated slope and intercept are 
given as follows:
E [do] =  ao
E [di] =  oi (A-8 )
Thus do and di are unbiased estimates of ao and ai.
Let k = j  -  i. The coefficients ao and ai are constant. Random variables Uq and Ui
are zero mean. Variables and rij are also independent and zero mean. Therefore, 
the variance of the slope and intercept estimates is computed as follows:
Var{do) = E [Uq] =  
j^nf -  2ijnirij +
E
f E  [nf] -  2ijE [rii] E [rij] +  i^E TIa
— 2ij X 0 +
(i -  i y
-  i y  +  2 u )  _  2 A  I ^{Tl?  “  4  + ( j - i ) d
(A.9)
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Variai) = E [Uf] =
E
n? -  2riinj + n j
Ü -
E [n?] — 2E [n^ ] E [rij] +  E
(j -  i)^
TIa
cr^ — 2 X 0 +  (j^
( i  -
2(7^
&2
(A.IO)
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