still shows decent resist quality after 10 months of storage in air ( fig. S21 ). This proposed mechanism is further corroborated by the fact that (i) B-doped nanowires grown without pressure modulation only yielded uniform etching structures ( fig. S22) (18, 19) ; (ii) intentional gold diffusion only at the end of p-type nanowire synthesis also yielded etch resist (fig. S23); (iii) diffused Au did not recruit B (figs. S14 and S15), which is known to affect Si etching; and (iv) possible B incorporation directly from the gas phase is along the spicule radial direction, which is orthogonal to the direction for resist formation. Overall, we showed that dopant incorporation or nanowire initial morphology itself cannot yield the observed complex structures. The curvatures of the final spicules are defined by the shapes of patterned resists, curved catalyst/Si interfaces, crystallographic orientations, and etching conditions ( fig.  S24 ). The initial isolated Au nanoparticles play multiple roles, such as catalyzing Si growth, defining edge curvature, and supplying diffused Au atoms and clusters ( fig. S25 ). Finally, we note that because metal diffusion along semiconductor surfaces is general, as in GaP-Au (15) , GaAs-Au (15) , and Si-In/Sn (10) systems, a similar patterning and lithography approach may be applied in other semiconductors.
The anisotropic mesoscale texture of Si spicules suggests that they may have different interactions with surrounding matrices such as hydrogels or biological tissues, as compared to other more isotropic Si structures such as diametermodulated nanowires (18, 19) . To test this possibility, we first mounted single mesostructured Si spicules (<112>-oriented, p-type) onto atomic force microscopy (AFM) cantilever tips with a focused ion-beam system (Fig. 4A, inset) . Next, by approaching/retracting the spicules to/from collagen type I hydrogel [materials and methods in (18) and fig. S26 ], we were able to monitor the force and work of the spicule-matrix interactions in both the forward and reverse directions. For each recording, we chose a fresh location over the hydrogel surface. To study the effects of probe geometry and surface, we performed control measurements (figs. S26 and S27) with an un-etched Si nanowire, a uniform diameter-modulated Si nanowire (18, 19) , and a nanoporous Si nanowire (18) . A representative force-distance (F-D) curve recorded from the Si spicule probe exhibits a detachment force of~3.9 nN and a detachment work of~15.6 fJ (Fig. 4A ). Statistical analyses of F-D measurements with the single Si spicule and different Si nanowire probes (Fig. 4 , B and C; n = 50 F-D curves per probe) demonstrates that the anisotropic mesostructure, rather than surface area or nanoscale roughness, yields a major enhancement in detachment force and detachment work (figs. S26 and S27). The observation that the anisotropic spicule requires the largest detachment force from collagen is reminiscent of natural systems, such as a bee's stinger, which can become rooted in skin. This suggests the potential of adopting mesostructured Si spicules for building tight junctions with other soft materials, such as in tissue-interfacing adhesives or bioelectronics. Eighty years ago, it was proposed that solid hydrogen would become metallic at sufficiently high density. Despite numerous investigations, this transition has not yet been experimentally observed. More recently, there has been much interest in the analog of this predicted metallic transition in the dense liquid, due to its relevance to planetary science. Here, we show direct observation of an abrupt insulator-to-metal transition in dense liquid deuterium. Experimental determination of the location of this transition provides a much-needed benchmark for theory and may constrain the region of hydrogen-helium immiscibility and the boundary-layer pressure in standard models of the internal structure of gas-giant planets.
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I n 1935, Wigner and Huntington (1) were the first to predict that when squeezed to sufficiently high density (r) and pressure (P), hydrogen would undergo a densitydriven transition from an insulating, molecular solid to a conducting, atomic solid. Subsequently, this fundamental question of precisely how and at what P hydrogen metallizes at low temperature (T) has become one of the longest-standing open questions of high-pressure physics (2) . More recently, there has been much interest in the analogous molecular insulator to atomic metal transition in the liquid at low T just above the melt line, largely due to its relevance to planetary science (3, 4) . A metallization transition in this region could provide a constraint for the SCIENCE sciencemag.org 26 JUNE 2015 • VOL 348 ISSUE 6242 low-P boundary of the region of hydrogen-helium immiscibility; first-principles calculations suggest that hydrogen metallization acts as a catalyst for hydrogen-helium demixing (5) . This phenomenon, resulting in an additional energy source through latent heat and gravitational settling of helium, may play an important role in the evolution of the gas giants and has been proposed as a possible solution to the luminosity problem of Saturn (3, 4) . This phenomenon could also provide justification for the presence of a layer boundary in the interior of gas-giant planets, a necessary feature of the often-used three-layer model (6) , which has shown reasonable success in describing observables of Jupiter and Saturn (7) .
Experimental observation of this transition would also provide a benchmark for first-principles theoretical models of this phenomenon that fall into the category of density functional theory (DFT) within the generalized gradient approximation (GGA). Studies (8-10) using semilocal density functionals (DF), such as Perdew-Burke-Ernzerhof (PBE) (11) , suggest the presence of a first-order liquid-liquid, insulator-to-metal transition (LL-IMT).
The transition boundary in pressure-temperature (PT) space ends in a critical point at~1500 to 2000 K, with negative slope (dT/dP) betweeñ 2000 and 800 K and~100 and 200 GPa (Fig. 1 ). This transition is predicted to be a r-driven dissociative transition in the liquid and appears similar to the so-called plasma phase transition (PPT) suggested to exist as a first-order transition in the partially ionized plasma domain at finite T (12, 13). However, the DFT simulations predict this transition in the dense liquid at considerably lower T and higher P, analogous to the long-ago proposed IMT in the solid (1, 2) .
More recent studies (14, 15) have looked at nonlocal functionals such as the hybrid Heyd-ScuseriaErnzerhof (HSE) (16) and the van der Waals vdW-DF2 (17) , as well as nuclear quantum effects (NQE) through the use of path integral molecular dynamics (PIMD) methods. We investigated vdW-DF2 and a second van der Waals functional, vdW-DF1 (18, 19) . These nonlocal DFs predict a transition P between~200 and 400 GPa ( Fig. 1 ) and also exhibit a critical point at~2000 K (18) . A phase boundary as high as~400 to 600 GPa has been predicted using quantum Monte Carlo (QMC) techniques (20) . Although all of these firstprinciples approaches exhibit a first-order LL-IMT in the warm dense fluid, the transition P and r are extremely sensitive to the choice of method and DF. This results in a predicted transition P that differs by as much as 400 to 500 GPa and a r at the transition of~0.75 to 1.5 g/cc for hydrogen and~1.5 to 3 g/cc for deuterium (figs. S19 and S20).
Earlier shock-wave reverberation experiments observed a continuous IMT via electrical conductivity measurements at~140 GPa (measured) and~3 kK (calculated) (21) (22) (23) . In a similar P (calculated) and T (calculated) range, another group reported observation of an increase in r in conjunction with the continuous increase in conductivity (24) . The IMT has also been explored in the predominately T-driven regime (~40 to 100 GPa and~5 to 20 kK) through precompressed laser-shock experiments (25, 26) . However, these results are at considerably higher T, above the predicted critical points reported in the first-principles studies (figs. S19 and S20). High-P studies of the solid hydrogen phase diagram have not reported metallization (2, 27) . Static measurements have interpreted plateaus in the T-laser power curve as an observation of latent heat of a LL transition (28) . However, the source of these plateaus could be due to changes in thermal conduction or the optical properties of the sample instead of a first-order transition (29) .
Here, we present the results of a series of dynamic compression experiments on liquid deuterium performed at the Sandia Z machine (30), a pulsed-power generator capable of producing large pulsed currents (~20 MA) and magnetic field densities (~10 MG) within a low inductance load. These current and field densities produce magnetic pressures of several hundred GPa. The pulsed nature of the experiment allows inertia to hold the load assembly together for the duration of interest. With proper design of the experimental configuration and precise current pulse shaping, liquid deuterium samples were driven to more than 300 GPa while remaining below 1800 K. These experiments show a dramatic increase in reflectivity of the deuterium samples, indicative of an abrupt increase in conductivity between 280 and 305 GPa. We interpret this signal as evidence of an abrupt, r-driven LL-IMT.
Liquid deuterium samples were condensed in a cryocell ( Fig. 2 and fig. S3 ) by filling a cavity with high-purity deuterium gas at 124 kPa (18 pounds per square inch) and cooling the cryocell to 22.0 T 0.1 K, producing a quiescent liquid sample with nominal initial r of 0.167 g/cc (T0.4%). The cryocell was positioned a short distance from an aluminum electrode. Upon discharge of the accelerator capacitor banks, a shaped current pulse flowed through the experimental load. The initial increase in current accelerated the electrode across the gap, producing a shock within the front plate of the cryocell at impact, resulting in a series of shockwave reverberations that stepwise-loaded the deuterium sample to~800 to 1400 K, depending on the experiment. The subsequent increase in current drove a ramp compression wave into the cryocell, further compressing the deuterium sample along an isentrope to peak P and r of more than 300 GPa and 2 g/cc. Varying the magnitude of the initial shock enabled access to different T isentropes, allowing a range of PT space to be explored.
The liquid deuterium samples were diagnosed using fiber-optic-coupled diagnostics. A velocity interferometer (VISAR) (31) measured the velocity of the aluminum/deuterium and the deuterium/LiF interface (reflecting off an aluminum coating on the LiF window), using 532-nm laser light. Spectrally and temporally resolved reflectivity was measured using a spectrometer (450-to 650-nm bandwidth) coupled to a streak camera. The interferometer signal from the deuterium sample ( Fig. 2) originally reflecting off the aluminum/deuterium interface is lost at~2650 ns (~120 GPa). The signal suddenly reappears at~2800 ns (~280 GPa), only to abruptly disappear again upon decompression at~2880 ns (as P drops below~280 GPa). In contrast, the interferometer signal reflecting from the deuterium/LiF interface is maintained throughout the experiment, albeit with a transient drop at~2780 to 2800 ns that slightly precedes the reemergence of the signal originating from the aluminum/deuterium interface.
The spectral dependence of the reflected signal was obtained by determining the relative reflectivity with respect to aluminum (18) as a function of wavelength and time (Fig. 3) . Before the loss of (15); dashed green line, vdW-DF1+NQE for deuterium (this work); orange line, vdW-DF2 (this work); dashed orange line, vdW-DF2 +NQE for deuterium (this work). Experiment: gray triangles (28) . The experimental PT paths from this work are shown as the nearly horizontal solid lines, the result of stepwise loading (shock reverberation) followed by ramp compression. The colored squares at~120 to 150 GPa indicate where the deuterium is observed to become opaque as the band gap closes to~2.1 eV. The shaded red region indicates the experimentally determined location of the LL-IMT. Open circles denote the estimated T at the phase boundary, neglecting any latent heat, and the closed circles include an estimate of the latent heat obtained by matching isentropes on either side of the phase boundary through thermodynamic integration using the vdW-DF2 functional (18) . See (18) for an expanded version of this figure.
signal at~120 GPa, the reflectivity ratio is essentially unity, indicating that the reflection is occurring at the aluminum/deuterium interface (i.e., the deuterium is transparent). Upon reappearance of the signal at~280 GPa, a reflectivity ratio of just over 60% is observed throughout the visible range of 450 to 650 nm (1.9 to 2.75 eV) (Fig. 3C) . DFT simulations of aluminum at these conditions (~1000 K and~300 GPa) suggest an aluminum reflectivity in this wavelength range of~72% ( fig.  S8 ). This implies an absolute reflectivity measurement in these experiments of~45% in this wavelength range, consistent with DFT calculations for the atomic fluid phase of hydrogen ( fig. S6 ).
This behavior suggests that, as deuterium is compressed above~120 GPa, it loses transparency, indicating that the band gap closes to~2 to 2.5 eV, resulting in strong absorption in the visible spectrum. The inferred band gap from a reanalysis of the Weir et al. experiments (21-23) is consistent with this picture (fig. S17B ). Furthermore, DFT simulations of deuterium suggest a sharp increase in the absorption coefficient at a photon energy corresponding to the band gap. The band gap decreases with increasing P and drops below~2 to 2.5 eV at~125 to 150 GPa ( fig.  S9 ), in reasonable agreement with the experimental observations ( fig. S10 ). Upon further increase in P, the observed sharp increase in deuterium reflectivity is indicative of an abrupt IMT. Consistent with DFT simulations in the metallic fluid, the observed reflectivity (Fig. 3C ) is featureless over a broad energy range (1.9 to 2.75 eV). This increase in reflectivity in the visible is concurrent with a dramatic increase in the calculated DC conductivity. The observed absolute reflectivity of 45% suggests DC conductivity of a few 10 5 S/m ( fig. S7) , the same magnitude as that observed by Weir et al., albeit at considerably higher T.
The thermodynamic state of the bulk deuterium sample was determined through the measured apparent velocity at the deuterium/LiF interface and numerical simulations. Given the mechanical and optical response of LiF, one can determine P as a function of time, t [P(t)], which does not depend upon the deuterium equation of state (EOS), to a precision of~2 to 3% at the aluminum/deuterium interface (18) . The resulting P(t) in the deuterium also provides T(t) and r(t) for a given deuterium EOS. We performed this using the Kerley03 EOS for deuterium (32) (figs. S11 and S12). The resulting PT paths show the majority of the T increase occurring during the first several shock reverberations ( Fig. 1 and fig. S12 ). This happens well within (33, 34) .
DFT simulations suggest that dissociation becomes important at higher P and r (2). The Kerley03 EOS may not accurately describe the warm dense fluid in this region because it uses the chemical model representation, so we only rely on the EOS to calculate the state of the sample through the shockwave reverberation portion of the experiment (up to 100 GPa). Further increases in T are modeled using DFT calculations with the vdW-DF2 functional ( Fig. 1 and fig. S15 ). Although the initial trajectory of the DFT isentropes is similar to that of Kerley03, the increase in T with P begins to diminish, eventually becoming negative as the transition P is approached. This behavior is due to the emergence of dissociation, indicating that appreciable dissociation occurs before the first order LL-IMT. Despite exhibiting differences in T(P) along the isentropes, r(P) for the various DFT functionals and the Kerley03 EOS are quite similar, varying by only a few percent (18), reaching~2.14 g/cc (~12.8-fold compression) at 320 GPa ( fig. S13 ). Thus, despite not having a direct r measurement in these experiments, the measured P(t) provides an accurate estimate of r(t).
Several features become apparent when considering the observed optical changes with respect to the thermodynamic state of the deuterium sample (Fig. 4) . The small but measurable increase in reflectivity that precedes the abrupt reflectivity increase appears to coincide with the transient drop in the interferometer signal from the aluminum/LiF interface (Fig. 2) . This drop in signal is due to a transient loss of contrast in the interferometer system and is explained by the presence of velocity dispersion in the Dopplershifted light (18) . The results observed in these experiments are consistent with~1% peak velocity dispersion ( fig. S14) , indicating a transient spatial velocity heterogeneity immediately before the substantial increase in reflectivity. This behavior suggests a small (~1 to 2%) r discontinuity between the molecular and atomic fluid, indicative of a firstorder transition and the emergence of dissociation before the abrupt increase in reflectivity.
The asymmetry in the deuterium reflectivity with P (Fig. 4) is likely explained by the effects of thermal conduction. The observed reflectivity signal emanates from the deuterium/LiF interface, within a few hundred angstrom optical depth (18) . Hydrodynamic simulations of the experimental configuration indicate a DT between the bulk deuterium and LiF of between 800 and 1400 K, depending on the experiment; deuterium is considerably more compressible than LiF, resulting in a much higher T with compression ( fig. S15) . Because both the molecular fluid and the LiF are poor thermal conductors, the interface T before metallization will be somewhere near the average T of the bulk deuterium and LiF, and a thermal gradient in the deuterium of several hundred K will develop. Upon metallization, the thermal conductivity of the atomic fluid will increase by roughly two orders of magnitude (as determined by vdW-DF2), and the thermal gradient will rapidly SCIENCE sciencemag.org 26 JUNE 2015 • VOL 348 ISSUE 6242 1457 Fig. 2 . Experimental profiles. Measured apparent velocities (left axis) from the deuterium sample, originally reflecting from the aluminum/deuterium interface (green line) and the reflective coating on the deuterium/LiF interface (black line). Data correspond to the green PT path in Fig. 1 . Also shown are the magnitudes of the interferometer signals from these locations (right axis). The interferometer signal from the deuterium sample is lost as the deuterium becomes opaque due to the band gap closing tõ 2.33 eV (the photon energy of the laser), recovers as the deuterium is driven across the IMT, and finally is lost again as the deuterium P drops back below the IMT. The interferometer signal at the deuterium/LiF interface is maintained throughout the duration of the experiment but shows a transient loss of contrast immediately before metallization, indicating the presence of spatial heterogeneity in velocity and, likely, r. Inset shows a schematic view of the experimental load (18) . diminish as the entire deuterium sample approaches the bulk deuterium T (fig. S16) . Therefore, consistent with observation, the change in reflectivity should appear sluggish as P increases and rather sharp as P drops. Due to these effects, the clearest indication of P at the transition boundary corresponds to the abrupt drop in reflectivity upon release in P.
The oscillatory behavior of reflectivity upon further release in P is not fully understood. However, the oscillations are suggestive that the PT path in the experiment is not truly isentropic across the transition. If the transition were indeed firstorder, it would not be unexpected in a dynamic experiment for the system to traverse the transition nonisentropically. Furthermore, the effects of thermal conduction at the deuterium/LiF interface may offset any T increase due to latent heat ( fig. S16D ), resulting in a PT path for deuterium near the interface that is more like an isotherm than an isentrope (18) . Either of these effects could set up transient features that would oscillate as waves reflect back and forth across the sample cell, which at these conditions is on the order of 10 mm in thickness.
Given that the clearest signature of the transition is upon release in P, there is a complication in estimating T at the transition due to the latent heat. Because we cannot definitively state that the observed transition is first-order, nor can we conclude that a first-order transition would be traversed isentropically in such a dynamic experiment, we consider two extremes. As an upper bound for T at the transition, we consider T along the isentrope at P that coincides with the abrupt drop in reflectivity, neglecting any latent heat. As a lower bound, we use first-principles DFT simulations using the vdW-DF2 functional to estimate the latent heat across the transition through thermodynamic integration (18) . The resulting bounds are connected by vertical lines in Fig. 1 . We note that the effect of thermal conduction at the interface is a further complication in determining T at the transition. The DT between the bulk deuterium T and the interface T as P drops back across the transition can be a few hundred K for reasonable values of thermal conductivity of deuterium and LiF ( fig. S16 ). This uncertainty would potentially result in a uniform shift in the boundary shown in Fig. 1 to lower T. Given the relative steepness in dT/dP of the experimentally determined boundary, the uncertainty in T does not result in an appreciable uncertainty in the boundary location in PT space.
With relatively weak dependence on T, as liquid deuterium is compressed to high P the band gap begins to decrease, reaching~2 to 2.5 eV at~120 to 150 GPa. The inferred band gap from a reanalysis of the Weir et al. experiments (21-23) is consistent with this picture. This vicinity where we observe extinction of our probe laser and broadband light is very close to where Dzyabura et al. (28) report the observation of latent heat in their experiments. Attenuation of light as the band gap begins to close, with stronger absorption at higher photon energies, might explain the observed plateau in the T-laser power curve. Upon further compression, signs of dissociationas evidenced by the onset of reflectivity and the appearance of heterogeneity in velocity and, possibly, r-emerge at~230 to 250 GPa. Finally, a very abrupt increase in reflectivity is observed at 280 to 305 GPa, indicative of an IMT. The relative insensitivity of the transition to T suggests that this is a r-driven transition occurring at~2 to 2.1 g/cc in deuterium. Although we cannot definitively state that this transition is first-order, the abruptness of the transition, the observed heterogeneity preceding the transition, and the transient oscillations in reflectivity upon release in P back across the transition all suggest that the transition is indeed first-order.
It is instructive to compare and contrast the present study with that performed by Weir et al. (21, 22) . Both studies used dynamic compression to reach the high-r, low-T region of the hydrogen phase diagram. Weir et al. were constrained by achievable end states in shock-wave reverberation experiments. By combining lower initial shocks with subsequent ramp compression, we were able to reach both higher r and lower T. Both studies Fig. 3 . Spectral and temporal dependence of reflected signal. (A) Measured reflectivity with respect to aluminum reflectivity versus both wavelength and time. Data corresponds to the magenta PTpath in Fig. 1. (B) Lineout of reflectivity with respect to aluminum reflectivity (average over 570 to 610 nm,~2.1 eV) versus time, showing that, early in time, the reflected signal originates at the aluminum/deuterium interface. Later in time, the deuterium becomes opaque as the band gap closes to~2 to 2.5 eV and eventually reflective as the deuterium is driven above the IMT. Upon release back below the IMT, the reflectivity is lost. (C) Line-out of deuterium reflectivity with respect to aluminum reflectivity (average over 2800 to 2820 ns, during peak compression) versus wavelength, showing a featureless reflectivity ratio of over 60% throughout the visible spectrum. This corresponds to an absolute reflectivity of deuterium of~45% in the metallic fluid phase (18) .
DC conductivity at the end state of the shock reverberation and had to perform numerous experiments, each at subsequently higher r and T, making it difficult to isolate the relative contribution of r and T to the observed gradual increase in conductivity. By directly observing the deuterium sample throughout the experimental duration, we were able to monitor the optical properties of deuterium as a function of r at relatively constant T (Fig. 1) . Our experiments reveal a very abrupt increase in optical reflectivity correlated with an equally abrupt increase in DC conductivity (as demonstrated in the corresponding DFT calculations), reaching values similar to those reported by Weir et al. The relative T insensitivity of this abrupt increase supports our assertion that, at the low T achieved in these experiments, deuterium undergoes a r-driven transition to a metallic fluid.
In this regime, the measured LL-IMT boundary P is well above the first-principles GGA predictions, well below the recently proposed QMC boundary, and is in best agreement with the two nonlocal van der Waals functionals. However, the experimentally determined dT/dP is much steeper. At the lowest T (~800 to 1000 K), the observed transition P is more consistent with the vdW-DF1 functional. This is in accordance with the suggestion that the vdW-DF1 functional is more accurate due to better agreement with QMC calculations at 0 K (35). However, our results at higher T suggest that this favorable comparison at 0 K may not hold at finite T. At higher T (~1800 K), the observed transition P is somewhat higher than that predicted by the vdW-DF2 functional. This behavior is similar to a detailed comparison of the various DFs with the Weir et al. (21, 22) experiments, which probe the IMT at~3000 K (fig. S18 ). Finally, Morales et al. (15) has shown good agreement between measured reflectance from precompressed laser-shock experiments (25, 26) that probe the IMT at even higher T (~5 to 20 kK) to reflectance calculated at the relevant PT conditions using the vdW-DF2 functional. All of these comparisons suggest that the IMT is best described by the nonlocal van der Waals functionals, with perhaps a more complex T dependence, especially at low T (figs. S19 and S20).
In contrast to the gradual, continuous transitions observed in previous higher-T dynamiccompression experiments (21, 22, 25, 26) , we observe an abrupt LL-IMT at~300 GPa and~2 to 2.1 g/cc at low T. These results place a tight constraint on P and r of this transition in a regime that is strongly r-driven, is predicted to be first-order, and where the largest differences are observed for various first-principles methods and DFs. Furthermore, our results suggest why metallization has been challenging to observe in the solid, because the likely transition P exceeds what is currently achievable with static compression methods with hydrogen. Finally, these results imply that first-principles methods using semilocal DFs such as GGA considerably underestimate P for the LL-IMT in hydrogen at low T. Consequently, estimates for the low-P boundary of the region of hydrogen-helium immiscibility, which have been calculated using GGA (5) , are likely also considerably underestimated. In addition to providing insight into one of the longeststanding open questions of high-pressure physics, our measurement of the metallization P of hydrogen in the warm dense liquid suggests that the low-P boundary of the immiscibility region should be at or above~300 GPa. This boundary location will affect the fractions of Saturn and Jupiter that are thought to lie within the immiscibility region and will likely alter our understanding of the structure and evolution of these and other gas-giant planets. Fig. 1 . T indicated in each panel corresponds to the estimated T at the phase boundary, neglecting any latent heat. All experiments show an asymmetry in the deuterium reflectivity with P; the drop in reflectivity upon P release is considerably sharper than the increase in reflectivity upon compression. This asymmetry, which is more pronounced at lower T, is likely due to the effects of thermal conduction (18) . All experiments also show a small but measurable reflectivity that precedes the abrupt reflectivity increase, which again is more pronounced at lower T. Finally, all experiments show oscillatory behavior of the reflectivity upon further release of P below the IMT boundary. 
*
As global warming continues, reef-building corals could avoid local population declines through "genetic rescue" involving exchange of heat-tolerant genotypes across latitudes, but only if latitudinal variation in thermal tolerance is heritable. Here, we show an up-to-10-fold increase in odds of survival of coral larvae under heat stress when their parents come from a warmer lower-latitude location. Elevated thermal tolerance was associated with heritable differences in expression of oxidative, extracellular, transport, and mitochondrial functions that indicated a lack of prior stress. Moreover, two genomic regions strongly responded to selection for thermal tolerance in interlatitudinal crosses. These results demonstrate that variation in coral thermal tolerance across latitudes has a strong genetic basis and could serve as raw material for natural selection.
W orldwide, coral reefs are threatened by increasing temperatures associated with climate change (1, 2). Models predict that even a modest increase in the thermal tolerance of reef-building corals over 40 to 80 years would lower their extinction risk dramatically (3) . Corals are capable of physiological acclimatization to elevated temperature, and it has been argued that in such long-lived organisms acclimatization rather than genetic adaptation will play the leading role in their response to climate change (4) . Here, we present data for the heritable basis of temperature tolerance that supports the potential for rapid adaptation at the genetic level based on standing genetic variation.
Many coral species maintain high genetic connectivity across thousands of kilometers and inhabit latitudinal ranges that span considerable temperature gradients (5, 6) . However, it remains unclear to what extent latitudinal variation in coral thermal physiology is heritable and could fuel genetic rescue via exchange of temperature-tolerant immigrants across latitudes (7) . We used quantitative genetic, functional genomic, and quantitative trait loci analyses to address this question in Acropora millepora corals from thermally divergent locations separated by 5°of latitude: Princess Charlotte Bay (PCB) and Orpheus Island (OI, Fig. 1A ).
Ten crosses were established according to a diallel scheme by cross-fertilizing gametes from four adult colonies from the two locations (Fig.  1B) . Larval families were cultured in triplicate for 5 days until embryonic development was complete and sampled for tag-based RNA-sequencing analysis (8) . Separately, larval crosses were scored for heat tolerance, measured as odds of survival after 27 and 31 hours at 35.5°C. The target temperature was reached by ramping over 12 hours at the rate of 0.63°C per hour, less than half of the warming rate on a reef flat during a tidal cycle (4) .
Survival rates varied substantially among families (Fig. 1D) . A mixed-effects generalized linear model with random effects of sire, dam, and their interaction as predictors indicated that the combined parental effects (i.e., broad-sense heritability) accounted for 87% of total deviance in odds of larval survival (Fig. 1E, 95% credible interval of the posterior: 72 to 99%). Proportions of deviance resulting from sire, dam, and their interaction were estimated at 11%, 66%, and 12%, respectively, although the credible intervals were wide because of the limited scope of our crossing design (Fig.  1E) . Parents from the warmer location (PCB) conferred significantly higher thermo-tolerance to their offspring relative to parents from the cooler location (OI), with a PCB dam conferring a fivefold increase (P MCMC < 0.001; MCMC, Markov chain Monte Carlo) and a PCB sire conferring an additional twofold increase (P MCMC = 0.048) in survival odds (Fig. 1F) .
To elucidate molecular processes underlying this variation, we identified genes whose expression before stress predicted the odds of larval survival under stress ( Fig. 2A) , which we term tolerance-associated genes (TAGs). At the 5% false discovery rate (FDR), 1973 TAGs were identified (Fig. 2B) . In heat-tolerant larvae, gene ontology (GO) categories related to oxidoreductase activity and extracellular matrix were significantly enriched in the up-regulated gene set, whereas categories related to transmembrane transporter and motor activity were significantly enriched in the down-regulated gene set (Fig. 2C ). An analysis of cellular component categories additionally revealed enrichment of nuclear-encoded mitochondrial membrane components (Fig. 2D and  fig. S3 ), potentially a manifestation of mitochondrial variation that could contribute to the high maternal effect on heat tolerance (Fig. 1E) .
Higher coral heat tolerance has been attributed to "frontloading," where elevated baseline expression of stress response genes primes the organism for stress (9) . Alternatively, higher tolerance could be due to the lack of prior stress, in which case the expression of TAGs should be unrelated or opposite to the heat stress response. We compared the TAGs to gene expression in adult parental colonies after 3 days of heat stress (31.5°C, figs. S3 and S4) and to published data on larvae after 4 hours or 5 days of heat stress (8) , based on patterns of up-and down-regulation within eukaryotic orthologous group (KOG) gene classes (10) (Fig. 3A) . The adult heat stress response was quite similar to the 5-day larval heat stress response (Fig. 3B) . The TAGs expression was significantly negatively correlated with longterm heat stress response in larvae (Fig. 3C ) and in adults (albeit marginally significant: P cor.test = 0.06). This indicates that the larval heat tolerance we detected most likely arose from the absence of preexisting stress, not from prior up-regulation of heat stress genes through frontloading.
The KOG class most enriched in up-regulated TAGs was energy production and conversion and encompassed mitochondrial proteins (Fig. 3A and  fig. S3) , further supporting the possible contribution of mitochondrial variation to the maternal effect on heat tolerance (Fig. 1E) . Alternatively, maternal effect could be due to epigenetic modification
