We consider an ensemble which interpolates the Laguerre orthogonal ensemble and the Laguerre symplectic ensemble. This interpolating ensemble was introduced earlier by the author and Rains in connection with a last passage percolation model with a symmetry condition. In this paper, we obtain a Painelevé V expression for the distribution of the rightmost particle of the interpolating ensemble. Special cases of this result yield the Painlevé V expressions for the largest eigenvalues of Laguerre orthogonal ensemble and Laguerre symplectic ensemble of finite size.
Introduction
Given a sequence ξ = (ξ 1 , · · · , ξ N ), the Vandermonde product of ξ is denoted by ∆ N (ξ) = 1≤i<j≤N (ξ i − ξ j ).
(1.1)
For any real constant A > −1/2, we consider the probability density function defined by is the normalization constant. The main purpose of this paper is to express the distribution of the rightmost 'particle' ξ 1 in terms of a solution of the Painlevé V equation (see Theorem 1.3 below).
There are two reasons that we are interested in the above density. The first is that (1.2) interpolates the Laguerre orthogonal ensemble and the Laguerre symplectic ensemble in the random matrix theory, as A varies from 0 to +∞. Letting A → 0 or A → ∞ in the Painlevé expression, we verify in particular that the distribution function for the rightmost particle ξ 1 satisfies the Painlevé V equation for the Laguerre orthogonal and symplectic ensembles, respectively. These are new results in the literature.
The second is that the above density function represents the probability distribution of a certain last passage percolation model with a symmetry condition. Indeed, the density (1.2) was introduced in [5] (see Remark 7.6.1) as a formula for the distribution of the last passage time in this percolation model.
We now discuss these two aspects of the above density function.
Interpolating ensemble
We first discuss the connection to the Laguerre ensembles. Let w(x) be a weight function on R or on a subset of R which decays sufficiently fast as x → ±∞. Consider the density function is called the Laguerre orthogonal ensemble (LOE), Laguerre unitary ensemble (LUE), and Laguerre symplectic ensemble (LSE) for β = 1, 2 and 4, respectively (see e.g. [22] ). The Laguerre ensembles are of basic interest in the multivariate analysis of statistics (see, e.g. [20] ). Especially, the LOE with α = M − 1 − N represents the probability of the principal components (i.e. the singular values) of an M × N random matrix X whose entries are independent (real) Gaussian random variables of mean 0, variance 1.
Introduce the density function, for real A, given by We also have for any t ∈ R, w(ζ j ) 2 dζ j .
(1.10)
The case A = 0 is trivial from the expression (1.6). An explanation for the change β → 4β in the case when A → +∞ is the following. We first note that the term involving A in (1.6) is e −A(ξ1−ξ2+ξ3−ξ4+··· ) .
(1.11)
Since ξ j 's are ordered, ξ 1 ≥ ξ 2 ≥ · · · ≥ ξ N (N even), the term ξ 1 − ξ 2 + ξ 3 − ξ 4 + · · · is always nonnegative. Thus as A → +∞, we have a non-trivial limit for (1.6) only when ξ 1 = ξ 2 , ξ 3 = ξ 4 , · · · (the term Z −1 N,A;w;β grows polynomially in A ; see Lemma 2.1 below). If we set ζ 1 := ξ 1 = ξ 2 , ζ 2 := ξ 3 = ξ 4 , · · · , simple algebra shows that the Vandermonde term ∆ N (ξ) in (1.6) becomes ∆ N/2 (ζ) 4 if one drops the terms (ξ 2k−1 − ξ 2k ), 1 ≤ k ≤ N/2, which vanish. (See also the Remark in Section 2 below for changes β → k 2 β, k ∈ N). The full proof of this Proposition is given in Section 2.
In view of the Coulomb gas interpretation of random matrix theory (see e.g. [22] ), the term involving A in the density (1.6) represents the pairwise-attraction of particles, in addition to the log repulsion given by ∆ N (ξ) and the "external field" w. As A becomes large, the pairwise-attraction becomes stronger, and for each j = 1, · · · , N/2, the pair of particles ξ 2j−1 , ξ 2j gets closer, and eventually sticks together to form one particle ζ j .
If we take w(x) = e − 1 2 x on x ≥ 0 and β = 1 in the above Proposition, (1.2) becomes the density for LOE (1.5) with α = 0 when A = 0, while the limit of (1.2) as A → +∞ is, with the modification e In the random matrix context, there have been many works that express the various distributions of matrix ensembles in terms of differential equations (see e.g. [30] and the references therein). Most of results are for the unitary ensemble (β = 2), and there are relatively few results for β = 1 and β = 4
( [28, 14, 13, 17, 20, 16] ). For the Laguerre ensembles, the probability distributions for β = 2 are found to be expressible in terms of Painlevé V equation ( [26] Last passage percolation with a symmetry condition and the totally asymmetric exclusion process with symmetry condition
As mentioned earlier, the density function (1.2) also arises in connection with a last passage percolation model. For r > 0, let e(r) denote the exponentially distributed random variable with mean r : the density function of e(r) is r −1 e −x/r for x > 0 and 0 for x ≤ 0. By e(0) we understand the random variable identically equal to 0. Fix ρ ≥ 0. To each site (i, j) ∈ Z 2 + , we attach a random variable u(i, j) taken as follows :
(1.14)
Except for the symmetry condition u(i, j) = u(j, i), the random variables are independent. Note that the condition (1.14) implies the symmetry of the configuration of random variables in Z 2 + about the line y = x. An up/right path π is a collection of sites {(i k , j k )} r k=1 satisfying (i k+1 , j k+1 ) − (i k , j k ) = (1, 0) or (0, 1). Let Π(N ) be the set of up/right path π from (1, 1) to (N, N ). Define the random variable
If one interprets u(i, j) as the (random) passage time to pass through the site (i, j), H (N ; ρ) is the last passage time to go from (1, 1) to (N, N ) along a directed (up/right) path. The relation of H (N ; ρ) to the above interpolating density function is the following. 
This Proposition is stated without full proof in Remark 7.6.1 [5] : a full proof if given in Section 3 below.
Closely related is a one-dimensional interacting particle system, the totally asymmetric simple exclusion process (TASEP) ( [21, 19] ). TASEP is a continuous-time stochastic process on the integer lattice Z. At any time, each site is either occupied by a particle or empty. If a particle is at a site j and its right-hand-site j + 1 is empty, the particle jumps to its right-hand-site after a random waiting time
given by an exponential random variable of mean 1. Thus the particles move only to the right. The waiting time for the jumps is independent and identically distributed at each site and each (continuous) time. These rules describe the usual totally asymmetric simple exclusion process (see e.g. [19] , [24] , [21] ). In [19] , Johansson showed that the TASEP with special initial data (all negative sites are occupied and all non-negative sites are empty) can be mapped to the last passage percolation above without the symmetry condition (1.14). This mapping was further generalized in [24] for TASEP with random Bernoulli initial data.
The above last passage percolation model with the symmetry condition (1.14) is also related to a TASEP, but now the process is defined only on the non-negative integer lattice, N 0 = N ∪ {0}. For the sites j > 0, the jump rules remain the same as before, but we assume that there is a creation process at the origin j = 0 : when the site j = 0 is empty, a particle is created after a random exponential waiting time of mean ρ. For initial data, we assume that all the sites are empty. Then one can show that ( [24] ) the number of particles N (t) that have been created at the origin up to time t satisfies
In the last passage percolation model above, one might also be interested in the last passage time from (1, 1) to (M, N ) for general M = N . In terms of TASEP, this is equivalent to the number of particles that have jumped across the site M − N . But there is yet no formula like Proposition 1.2 for general M = N .
Results
Now we state the main results. From Proposition 1.2, the following results imply the Painlevé V expressions for the distribution of the rightmost 'particle' from the interpolating ensemble (1.2).
Theorem 1.3. With the notation
for some functions 19) E N (x) := exp 
The function θ(x) = θ(x; N ) := − 1 2 xα(x) solves the Painlevé V equation
where L
(1)
is the Laguerre polynomial of degree N − 1 with parameter 1 ; (see, e.g. [1] ) ∂ ∂x
where
where P (N, y) is the incomplete Gamma function (see, e.g. [1] )
Remark. The existence of the solution θ (hence α) to the Painlevé V equation ( 35) and for N even,
(1.36)
Remark. Once the uniqueness of θ (or α) is proven (see Remark above), and also the uniqueness of β is established, the above Corollary provides a tool for numerical computations of the largest eigenvalue distribution of LOE and LSE for the special case w(x) = e For LUE, the largest eigenvalue distribution was obtained by Tracy and Widom ([26] ) :
(1.37)
Note the special structure of the formulas (1.35), (1.36) and (1.37), from which an interesting interrelationship of the largest eigenvalues of LOE, LUE and LSE can be derived. We refer the reader to [14] for a full discussion on inter-relationship between orthogonal, symplectic and unitary ensembles.
We also remark that Corollary 1.4 applies only for the case α = 0 of the Laguerre weight (1.5). We do not have results for LOE and LSE of other values of α. On the other hand, LUE with different values of α = 0 was analyzed in [26] .
If we take the limit ρ → ∞ (A ↓ −1/2 ; note that (1.2) is defined for A > −1/2), we have
To obtain a non-trivial limit from (1.33) we set x = yρ and let ρ → ∞ while y > 0 is fixed. Note that from (1.23) and (1.24), we have
) as x → ∞, and hence
Corollary 1.5. For any fixed y > 0,
where P (N, y) is the incomplete Gamma function (1.34).
This result is consistent with the intuition that when ρ is large, the longest up/right path in the percolation model is basically the diagonal line through the points (i, i), i = 1, · · · , N . As ρ → ∞, we expect that the random variable
This paper is organized as follows. The proof of Proposition 1.1 is given in Section 2. In Section 3,
we consider a different percolation model which has a geometric random variable at each site instead of an exponential random variable. Since a geometric random variable converges to an exponential random variable in an appropriate limit, the related percolation model with geometric random variables also converges to the percolation model with exponential random variables (see Lemma 3.1 below). In Section 3 and Section 4, we present two different formulas for the geometric percolation model. A multi-sum formula is given in Section 3, and in an appropriate limit, this multi-sum formula becomes the multi- can also be applied to the density (1.6) with β = 1 which includes (1.2) as a special case.
work [16] with Nick Witte and [15] with Eric Rains. This work was supported in part by NSF Grant # DMS 97-29992.
Proof of Proposition 1.1
The identity (1.7) is trivial. We prove (1.8) in this section. We basically prove that when A → ∞, the function p(ξ 1 , · · · , ξ N ; A; w) on R N ord will concentrate on the subset satisfying ξ 2j−1 = ξ 2j for each j. We present the proof only for the case when β = 1. But it would be clear that the proof for general β > 0 will be the same. In the below, we omit any dependence on β.
We assume that N is even and A ≥ 1. Substitute ξ 2j−1 = ξ 2j + x j , j = 1, · · · , N/2, and set ζ j = ξ 2j .
We use ζ 1 , · · · , ζ N/2 and x 1 , · · · , x N/2 as new variables. Then the region of integration {ξ
In the below, we use the notation dζ = N/2 j=1 dζ j and dx = N/2 j=1 dx j , and also w(ζ) = N/2 j=1 w(ζ j ). Then the integral on the left hand side of (1.8) without the limit A → +∞ becomes
is a positive polynomial, and also each factor is non-negative.
Let 0 < ǫ < 1 be any fixed number. Let B N/2 ǫ := {0 ≤ x j ≤ ǫ, j = 1, · · · , N/2}. We divide the integral with respect to x into two regions :
N,A;w has a polynomial growth as A → ∞.
where Z N,∞;w is defined in (1.9).
Proof. For x ∈ X ǫ 2 , since e −Axj ≤ 1 and there is at least one x j satisfying x j > ǫ, we have 5) and
ord , we have
where ∆ is the Vandermonde product (1.1), and Q(ζ) is a positive polynomial. Thus using
(2.5) is less than or equal to
and hence Similarly to (2.7), we have
for some positive polynomial R(ζ). Hence from (2.6),
x j e −Axj dx j . (2.14)
, we have N/2 and the other involving R, we find that
for some constant C 2 > 0. Therefore we obtain
Proof of (1.8)
Fix 0 < ǫ < 1. Then there is a δ > 0 such that for x ∈ X δ 1 , we have
We write (2.1) as ( * ) = ( * * ) + ( * 1) + ( * 2) + ( * 3), (2.19) where 20) and
As in (2.4), we have
On the other hand, from (2.18), Now the only remaining thing is to show that as A → ∞.
As in (2.4), we find
as A → ∞, using Lemma 2.1. For the estimation of ( * * 2), we use |w(
, and find that
where the second inequality is obtained by replacing the region X
+ (ζ) and noting the the total integral is 1 by (2.1). For ( * * 3), we note that (2.7), (2.8) and Lemma 2.1 yield 
and we find
Thus the estimates (2.32), (2.33), (2.36), together with the fact that
and we prove the Proposition 1.1.
Proof of (1.10)
In the analysis above, the fact that f is uniformly continuous is used only for the estimation of ( * 3).
Now when f = 1 ξN ≤···≤ξ1≤t = 1 0≤x1≤t−ζ1,ζ1<t and g = 1 ζ1≤t , ( * 3) becomes
where now 0 < δ < 1 can be taken to be an arbitrary fixed constant.
, and the above two integrals in x are the same, and hence we have
As in Lemma 2.1, this can be estimated as
N,A;w A N is bounded as A → ∞, and the integral vanishes when we take δ → 0, and hence we obtain ( * 3) → 0 as A → ∞. The rest of analysis is the same as for the proof of (1.8).
Remark
In addition to the change β → 4β, we can also obtain the transition β → k 2 β for each k ∈ N. Let
and similarly we set η k (ξ; A) with the term
where f k is obtained from f by setting the first k variables equal, and the next k variables equal, and so on. There are other possible choices of η k . For instance,
would again yield (2.41).
3 First formula for geometric percolation : multi-sum expression For 0 < q < 1, let g(q) denote the geometric random variable with parameter q : for k = 0, 1, 2, · · · ,
We consider a last passage percolation model with geometric random variables analogous to the percolation model with exponential random variables considered in the Introduction.
Namely, to each site (i, j) ∈ Z 2 + the random variable X(i, j) is attached where
Here q ∈ (0, 1) and α ∈ (0, 1/ √ q) are fixed numbers. As before, the random variables are independent except the symmetry condition X(i, j) = X(j, i). As in the Introduction, Π(N ) denotes the set of up/right paths from (1, 1) to (N, N ). We define
Since a proper limit of the geometric random variable becomes the exponential random variable, we find that the random variable H (N ; ρ) is a limit of G (N.α).
Lemma 3.1. We have
where we set
Proof. It is direct to check that with (3.6),
in distribution. Thus under this limit, the last passage percolation model with geometric random variables becomes the last passage percolation model with exponential random variables. It is also
Now the key thing is that there are two different formulas for P(G (N, α) ≤ n). Thus by taking the exponential limit L → ∞ with (3.6), we would obtain two different formulas for P(H (N, ρ) ≤ x). It will turn out that one of the limiting formula is the multi-integral formula given in the right-hand-side of (1.16) which represents the probability distribution for the rightmost 'particle' in the interpolating ensemble, and the other is the Painlevé V expression, Theorem 1.3. We present the first formula for
The second formula will be considered in the subsequent sections.
The following lemma is modeled on the paper [19] in which a similar result for the unsymmetrized case (at each site (i, j), the geometric random variables X(i, j) are independent and identically distributed without the symmetry condition X(i, j) = X(j, i)).
where the normalization constant is
Remark. The result for the special case when α = 1 is stated in Remark 5.2 [19] .
Proof. (cf. Section 2.1, [19] and Proof of Theorem 7.1,
of shape λ with elements taken from {1, · · · , N } is equal to (see e.g., [25] )
be the set of N × N symmetric matrices with non-negative integer-valued entries such that the sum of diagonal entries is m and the sum of upper-triangular entries is equal to k. For A = (a ij ) 1≤i,j≤N ∈ I m,k N , the probability that the random matrix (X(i, j)) 1≤i,j≤N becomes A is given by 12) which is a value independent of the choice of A ∈ I m,k N . Hence we have 
denotes the number of odd columns of λ. Moreover, under the Robinson-Schensted-Knuth correspondence, the length of the longest up/right path G is equal to the first row λ 1 . Therefore, we have
Thus from (3.11), (3.13) and (3.15),
where the sum is over all Young diagrams λ satisfying λ 1 ≤ n. Note that if λ = (λ 1 , · · · λ k ) with λ k > 0 and k > N , we have d λ (N ) = 0, and hence the sum in (3.16) is over the Young diagrams λ = (λ 1 , · · · , λ N ) satisfying λ 1 ≤ n. Now we use (3.10) and set h j = λ n + N − j, and the results (3.8) and (3.9) are obtained.
By taking the limit (3.5) of (3.8), we obtain Proposition 1.2, which was originally given in Remark 7.6.1, [5] .
Second formula for geometric percolation : orthogonal polynomials
In this section, we present the second formula for the geometric percolation model introduced in Section 3. The following determinant formula is given in Theorem 7.1 of [5] for a more general model. 
Proof. The random variable G (N ; α) is same as ℓ W ( − → q ; α) in Theorem 7.1 of [5] , where W = Z + and
(In Section 7 of [5] , − → q is denoted by q, but we take this notation to avoid the confusion with the parameter 0 < q < 1 of the geometric random variable.) By (7.32) of [5] , we have
where ℓ(λ) is the number of parts of the Young diagram λ and f (λ) is same as (3.14) . Indeed this formula is, after the modification λ → λ t , is equal to the formula (3.16) in Section 3. The normalization constant is by (7.11) of [5] ,
From (5.55) of [5] with the modification as in the paragraph preceding Theorem 7.1 of [5] , the sum in
But by (7.28) and (5.6) of [5] , we have
and hence we obtain (4.1).
Let O(n) ± denote the connected component of O(n) with det(U ) = ±1, respectively. The authors in [5] expressed the expected value over the orthogonal group in (4.1) in terms of the related orthogonal polynomials. Set
Let π j (z) be the monic orthogonal polynomial of degree j with respect to the measure ψ(z)dz/(2πiz) on the unit circle : 8) where N j is the square of the norm of π j (z). We also set
Remark. In general, π * j is defined by z j π j (z −1 ). But for the case at hand, all the coefficients of π j are real, and hence taking the complex conjugate has no effect.
We also set
Note that a version of strong Szegö theorem yields that (see e.g., [18] ) Lemma 4.2. For n ≥ 1,
We also have for n ≥ 1,
The main results, Theorem 1.3 will be obtained by analyzing the orthogonal polynomials π k asymptotically. This asymptotic analysis will be carried out in Section 6. But we first need the following section which will be used for the analysis in Section 6.
Painlevé V
In this Section, we prove various properties of a Riemann-Hilbert problem for Painlevé V solution.
These properties will be used in the next Section 6 for the analysis of orthogonal polynomials π k , and also for the proof of Theorem 1.3. This section is, however, independent of other sections.
Fix 0 < a < 1. Let Γ 1 = {w ∈ C : |w − 1| = a} and Γ 2 = {w : |w + 1| = a}. We orient the circle Γ 1 counter-clockwise, and orient the circle Γ 2 clockwise. Set Γ = Γ 1 ∪ Γ 2 . Let Ω 1 , Ω 2 and Ω 0 be the open regions as indicated in Figure 1 . 
Define the 2 × 2 matrix V (w) = V (w; x, N ) on Γ by
Let the 2 × 2 matrix M (w) = M (w; x, N ) = (M jk (w)) j,k=1,2 be the solution to the following RiemannHilbert problem (RHP) :
3)
The solution M shares the following properties. 
, and det M (w) = 1.
(iii). M (w)
is real for w ∈ R, and M 1 and M 2 have the form
Here α, β, γ are real constants which depend on x and N .
(iv). We have
This implies, in particular,
where ′ denotes the derivative with respect to x,
(v). We have
where 
2L
where L 
Also if we take Γ 1 and Γ 2 to be the circles of radius ǫ, centered at 1 and −1, respectively, we have
15) (viii). We have
where E N (x) is defined in (1.20) with α in (5.5).
Proof. (i) The proof of (i) is parallel to the analysis of Theorem 5.50 in [10] . We here only present an outline of the proof. Let C be the Cauchy operator given by
Let C + be the limit from the positive side of the contour :
Define the operator C V acting on L 2 (Γ) by
From the general theory (see e.g. Appendix I, [9] ), if the operator
the function M (w) defined by Γ is compact and V is real analytic on Γ. Thus it is enough to show that Ker(1 − C V ) = {0} in order to prove that 1 − C V is invertible. Now suppose (1 − C V )f = 0 for f ∈ L 2 (Γ). We will show that f = 0, which will prove that 1 − C V is invertible. Set
From the properties of the Cauchy operator, n satisfies -n(w) is analytic in C \ Γ, and continuous up to the boundaries.
Let Γ 0 be the imaginary axis, oriented from i∞ to −i∞. Define N (w) by
0 .
-N (w) = O( But from the jump condition of N ,
for w ∈ Γ. Thus using the property Φ(w) Therefore we have N (w) = 0 and hence n(w) = 0 for all w ∈ C. Since by (5.19) and (5.21), and M 2 = σ 1 M 2 σ 1 , and hence 
where the interval [−1, 1] is oriented from the right to the left, and the jump matrix v h is given
is analytic in C \ {−1, 1} with simple poles at −1 and 1, whereḣ denotes the derivative with respect to w. Thus, sinceḣh −1 → − 1 4 xσ 3 as w → ∞, we find thaṫ
with some constant matrices A 0 and B 0 . By taking the limits of (5.40) as w → 1, −1, we obtain 
and by collecting the terms of order O(w −2 ) and noting that [M 2 , σ 3 ] = 2γσ 1 σ 3 , we obtain
These yield the second formula (5.9) for A.
(vi) From the second formula (5.9) of A, we have
On the other hand, the first formula, A = M (1)σ 3 M (1) −1 , of (5.9) implies that det A = −1. Thus (5.44) yield the identity
By removing γ and β using (5.7), we obtain (vii) We take Γ as the union of circle of radius ǫ, centered at 1 and −1. (We have freedom to pick a contour.) Then from the formula of V , it is direct to check that 
where |Γ| is the size of Γ. Also, we have 50) and the second and the third integrals on the last line are of order
respectively. Therefore, we obtain 
Similarly, from (5.50), we have
(5.55)
By a direct computation using (5.1), we find that
Since lim x→∞ g N (x) = 0, we find that
which proves (5.12).
For w ∈ C such that dist(w, Γ) ≥ 1 2 ǫ, the result (5.14) follows from (5.49) and (5.47), (5.48). For w such that dist(w, Γ) < 1 2 ǫ, we algebraically transform the RHP so that the contour Γ are now the unions of circles of radius 2ǫ, centered at 1, −1, and then apply the same estimates. By undoing the algebraic transformation and using the Cauchy's theorem, we obtain the result (5.14).
(viii) From the properties (ii), M (0) is of the form
for some real function A and B such that A 2 − B 2 = 1. From the differential equation (5.6) when w = 0, we find
Thus we have
The asymptotics (5.11) and (5.14) then yield that 
Then L(w) is analytic in C except that its second column has a pole of order N at w = 1 and its first column has a pole of order N at w = −1. Since L(w) → I as w → ∞, we find that L has the form 
and especially the 12-entry is
, is analytic at w = 1. By expanding (5.67) as a Laurant series around w = 1, and computing the coefficient of (1 − w) −1 , we obtain the condition
Similarly, for w ∈ Ω 2 ,
and by expanding M 11 (w) as a Laurant series around w = −1, and calculating the coefficient of (1+w) −1 , we obtain the second condition
But there is no such a 1 , c 1 satisfying (5.68) and (5.70) when N ∈ N, and this is a contradiction.
Therefore, there is no solution M to the RHP (5.3).
6 Asymptotic analysis of orthogonal polynomials and the proof of Theorem 1.3
As mentioned earlier, Theorem 1.3 is obtained by taking the limit (3.1) of the formula Lemma 4.2. For that purpose, we need asymptotics of π k and N k . In view of Lemma 3.1 and Lemma 4.2, we set 
is analytic in w ∈ C \ Σ, and continuous up to the boundary,
Then due to the work of Fokas, Its and Kitaev ( [12] , see also [4] ), the orthogonal polynomials π k and its norm N k of (4.8) are given by
The goal of this section is to find the asymptotics of Y with precise error bound as L → ∞ with (6.2), and hence to find the asymptotics of π k and N k . We use the steepest-descent method for RHP, which was introduced by Deift and Zhou [11] . Throughout this section, N is a fixed parameter, while t and k would vary as L varies.
Define m (1) by
and by
This RHP is algebraically equivalent to the RHP (6.3).
Fix 0 < a < 1. Let
We orient the circle Σ 1 counter-clockwise, and orient the circle Σ 2 clockwise. Note that we have plenty of freedom for the choice of the contour. Since 0 < a < 1, Σ 1 , Σ 2 and |z| = 1 have no intersection, and the complex plane is divided into four connected regions (see Figure 2) . When L > 
(6.9)
Since ϕ(z) is analytic in C \ {−t}, and ϕ(z) −1 is analytic in C \ {−t −1 }, we find that m (2) (z) is analytic in all four regions. Moreover, by the jump condition of m (1) on |z| = 1, m (2) is analytic on |z| = 1.
Thus m (2) solves the following RHP :
(6.11)
Now we take the scaling w := 2L(z + 1). (6.12) Under this map z → w, Σ 1 and Σ 2 are mapped to Γ 1 := {w : |w − 1| = a} and Γ 2 := {w : |w + 1| = a},
Now we need the following Lemma.
Lemma 6.1. For fixed 0 < a < 
for all L ≥ L 1 and x ∈ [x 0 , ∞).
(2) For any x 0 > 0, there is a constant C 2 > 0 such that 17) for all x ∈ [x 0 , ∞). For w ∈ Γ 1 , with (6.2), 
ds. 
, we have
(6.23)
The first term satisfies −
, and hence we find (k
. It is also direct to check that the forth term has the estimate . These estimates yield
, we obtain
(6.25)
Now the first inequality of (6.16) on Γ 1 is obtained using (6.21) . The second inequality of (6.16) on Γ 2
follows from the inequality on Γ 1 and the symmetry under w → −w. Then R solves the RHP, 27) where
Then v R shares the following properties. 
Also for L and x in the same range, the operator C vR acting on 30) and the matrix R in (6.26) is given by
Proof. Since
for w ∈ Γ 1 , from Lemma 6.1 (1), we obtain for L ≥ L 1 ,
A similar calculation yields the same bound for Γ 2 . Therefore using Lemma 6.1, we obtain for L ≥ L 1 ,
and we obtain (6.29) (with c 3 = c 1 ). For (6.30) , note that since the Cauchy operator
uniformly in x ∈ [x 0 , ∞). Now the result for C vR follows from the Neumann series, and (6.27) follows from the general theory of RHP (cf. proof of Proposition 5.1 (i)).
Under the sequence of transformations
12 (2L). (6.37) From (6.31), using (6.29) and (6.30), we find that for x, L as in Lemma 6.2, and C 5 such that
Thus (6.38) yields that
for some constant C 6 > 0. From this and (6.37), we obtain the asymptotics of N k and π k (0) : Proposition 6.4. With (6.2), for any fixed x 0 > 0, there are positive constants C 6 , c 6 , L 6 such that
41)
42) 
(iii).
As in the proof Lemma 7.1 of [4] , it is direct to obtain the following result from Proposition 6.4, and we skip the proof. 
Also under the transformations
, φ k in (4.10) is, with the relation
11 (w), w ∈ Ω 0 (6.48) (recall Figure 1) . Hence, under (6.2), from (6.31), for any fixed x > 0 and fixed w ∈ C,
(For w near the contour Γ, we could take different radius a of the contours Γ 1 , Γ 2 .) Therefore, (6.48) has the limit
for each fixed x > 0 and w ∈ C, where k = [xL]. On the other hand, by noting that φ *
, we obtain from (6.50) that
(6.51)
Using the symmetry M (w) = σ 1 M (−w)σ 1 of Proposition 5.1 (ii), this is equal to
(6.52) 
12 (w) (6.54)
22 (w) (6.55)
for each x > 0 and w ∈ C.
Proof of Theorem 1.3
Now we prove Theorem 1.3. By combining Lemma 3.1, Lemma 4.2, Proposition 6.5 and Proposition 6.6, we obtain for ρ > 0 and x > 0, 
22 ( 
(6.59)
As ρ → ∞, using (1.28), with the change of variables (N −1)! and g(0) = 0. Hence g(y) = P (N, y), the incomplete Gamma function, and we obtain the first of (1.33). The second of (1.33) follows from (1.29) and (6.59).
Limiting distributions as N → ∞
In Theorem 4.2 of [7] , the authors computed the limiting distributions of the last passage percolation time G (N ; α) of (3.4) as N → ∞ for various values of α. Similar results are also obtained in [6] for a Poisson percolation model with a symmetry condition, which also has interpretations as the longest increasing subsequence of random involutions. In this section, we take similar limit for H (N ; ρ). The results are such that we take the formal limit Lemma 3.1 in Theorem 4.2 of [7] assuming that the two limits N → ∞ and L → ∞ interchange. The functions F 1 , F 4 and F are defined in [7, 6] . Theorem 7.1. For each fixed x ∈ R and ρ,
Also, for each fixed x ∈ R and w ∈ R,
From the formula in Theorem 1.3, this result can be obtained by applying the Deift-Zhou steepestdescent method to the Riemann-Hilbert problem (5.3). The analysis is analogous to that of [4, 6] , and we do not provide any details here. Steepest-descent analysis for an extension of the RHP (5.3), which includes the analysis of the above Theorem 7.1 as a special case, will be carried out in a later publication, [3] .
Correlation functions
In this last section, we give some remarks on the correlation functions for the general interpolating . It has been known that the correlation functions for the orthogonal ensemble (when A = 0) and the symplectic ensemble (when A = +∞) can be expressed in terms of the Pfaffian, or the square root of the determinant, of an antisymmetric matrix (see e.g., [22, 29] ). For (8.1) with general A, Rains ([23] ) computed the correlation functions and showed that it is again expressible in terms of Pfaffians but of a different matrix. In this section we remark that the result of Rains can be obtained from the argument of Tracy and Widom [29] after a minor change.
In [29] , Tracy and Widom developed a systematic method to express various correlation functions of orthogonal and symplectic ensembles in terms of certain Fredholm determinants. Especially in Section 9 of [29] , Tracy and Widom expressed the correlation functions of general orthogonal ensemble. The computation below for the above ensemble (8.1) is identical to that of Section 9 of [29] except the change of the asymmetric factor ǫ → ǫ A .
We assume that N is even in the below. When N is odd, one needs some change of the formulas.
The starting point is the following identity in Remark 7.6.1, [5] : for a sequence of functions φ j on X. This is a generalization of (1.4) of [29] where the authors took the special case when s(x, y) = sgn(x − y). Now with s(x, y) = sgn(x − y)e A|x−y| and φ j (x) = x j w(x)(1 + f (x)), the square of (8. Here the N ! term in (8.4) disappears since R N ord is the ordered set {ξ N ≤ · · · ≤ ξ 1 } and we take X = R. This formula is same as the second displayed formula of section 9 of [29] with the modification that ǫ(x − y) (which is sgn(x − y)) is replaced with sgn(x − y)e A|x−y| .
The rest of argument is same as section 9, [29] except that the operator ǫ whose kernel is sgn(x − y)
in [29] is now changed to the operator ǫ A , defined by The matrix elements in the above determinant for general A is significantly simplified for the Laguerre case, w(x) = e −x 1 x≥0 by [15] , which is an extension for general A of the results for Laguerre orthogonal and symplectic ensembles (see e.g. [2, 31] ).
When A = 0, ǫ A = ǫ in the notation of [29] , and the kernel (8.9) is equal to (9.1) of [29] , which is the β = 1 orthogonal ensemble. On the other hand, when A → +∞, we do not have a proof that K N (x, y; A) converge to the kernel (8.1) of [29] for the β = 4 symplectic ensemble. However, we note that for smooth h which decays fast at ±∞, integrations by parts yield that We finish this section with some properties of the operator ǫ A which can be checked easily. Let h be a function in the Schawrz class.
• Let g = ǫ A h. Then g ′′ − A 2 g = 2h ′ .
• If h, in addition to the smooth and decay conditions, satisfies R h(x)ds = 0, we have
(8.14)
