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This study presents a new method for constructing an expert system using a hospital referral problem as an example. Many factors,
such as institutional characteristics, patient risks, traveling distance, and chances of survival and complications should be included in the
hospital-selection decision. Ideally, each patient should be treated individually, with the decision process including not only their con-
dition but also their beliefs about trade-oﬀs among the desired hospital features. An expert system can help with this complex decision,
especially when numerous factors are to be considered. We propose a new method, called the Prediction and Optimization-Based Deci-
sion Support System (PODSS) algorithm, which constructs an expert system without an explicit knowledge base. The algorithm obtains
knowledge on its own by building machine learning classiﬁers from a collection of labeled cases. In response to a query, the algorithm
gives a customized recommendation, using an optimization step to help the patient maximize the probability of achieving a desired out-
come. In this case, the recommended hospital is the optimal solution that maximizes the probability of the desired outcome. With proper
formulation, this expert system can combine multiple factors to give hospital-selection decision support at the individual level.
 2007 Elsevier Inc. All rights reserved.
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Health care quality is a very important issue in the US.
Tens of thousands of Americans die each year, and many
more suﬀer from nonfatal injuries due to errors in the
health care system [29]. Several approaches have been
directed toward solving this problem. For example, the
Health IT Framework [39] proposed several strategies,
such as promoting IT adoption, fostering collaborations,
and enhancing informed consumer choice of clinicians or
institutions. The last strategy is important because varia-1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.10.002
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E-mail address: chih-lin-chi@uiowa.edu (C.-L. Chi).tion in the quality of care across health care institutions
is large.
Choosing a health care institution that has a track
record of providing quality care can make the diﬀerence
between desired outcomes or unsatisfactory outcomes,
including death. Experienced physicians gain knowledge
about which facilities provide the best care. Physicians typ-
ically play a key role in recommending speciﬁc hospitals to
their patients. Recent eﬀorts by the Centers for Medicare
and Medicaid Services and other organizations (e.g.,
www.healthgrades.com) are making hospital performance
data available to physicians and to the public to assist this
decision. It has been estimated that about 2600 lives could
be saved each year by improved hospital referral [7].
Without analyzing the aggregated measures, taking a
diﬀerent approach, we address the problem of hospital
referral by using techniques from the ﬁelds of machine
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personalized hospital referral recommendations that take
patient characteristics and preferences into consideration.
1.1. Introduction to the hospital referral problem
Hospital referral criteria usually come from research
studies and personal experience. Many researchers have
examined the relationship between outcomes of hospitals
and various institutional characteristics. In particular, a
large number of studies have related the volume of hospital
surgical procedures to decreased in-hospital mortality
[23,25,20,8].
Likewise, teaching hospitals have been shown in several
studies to have lower in-hospital mortality [30,4]. Chen
et al. [11] concluded that hospitals participating in the
JCAHO survey process reported superior quality and out-
comes. Elixhauser et al. [17] and others have reported that
staﬃng aﬀects quality. Among these institutional charac-
teristics, the volume of patients or procedures is the most
consistent predictor of in-hospital mortality and is broadly
used as a hospital-selection criteria. Although the volume-
outcome relationship holds for a number of complex sur-
geries, the magnitude of association varies across proce-
dures [8,23]. Both ‘‘practice makes perfect’’ and ‘‘selective
referral’’ appear to play a role in the volume-outcome rela-
tionship [26]. Usually, large institutions have favorable
characteristics, such as technical sophistication and more
staﬃng, and they are usually preferred for referral.
Although surgical volume is a strong predictor of out-
comes, the usage of this indicator is sometimes criticized.
Nallamothu et al. [33] explained three reasons that the
quality of high-volume hospitals looks better than low-vol-
ume ones. First, low-volume hospitals may be less inclined
to turn down high-risk cases. Second, large-volume hospi-
tals attract more cases through physician referral or self-
referral. Third, patients with opportunity and desire to be
referred may be healthier because of several factors. These
reasons can help to explain variations in the volume-out-
come relationship. Many low-volume centers have very
good performance, while some high-volume hospitals have
poor performance because volume is an imperfect proxy
measure of quality [16,26,8,23].
While many of these studies examine only one or two
predictive variables, for practical usage, a good hospital
referral decision should consider numerous factors, specif-
ically including geography. Some medical situations are
time-critical, and transportation time plays a very impor-
tant role in outcomes. For patients living in rural and
underserved areas, distance is often the most important
concern when selecting a hospital. Even for nonemergency
conditions, proximity is highly desirable. Therefore, several
studies [9,15,16,33] have shown that patients often prefer
local higher-risk hospitals over traveling to lower-risk hos-
pitals. Geographic factors may inﬂuence the eﬀect of insti-
tutional predictors. Ward et al. [41] indicated that the
volume threshold suggested by The Leapfrog Group [22]does not perform well in a largely rural state. Other factors,
such as a patient’s physical condition, should also be con-
sidered. Glance et al. [21] stated that the risk reductions of
high- and low-risk patients in diﬀerent volume hospitals
vary. If we considered the distance to an institution, the
hospital referral recommendation for a healthier patient
and a sicker patient can be dramatically diﬀerent. A good
hospital referral recommendation considers not only insti-
tutional but also patient factors, including the travel dis-
tance a patient can tolerate, and the patient’s risk factors.
Not surprisingly, it is challenging to give hospital-selection
advice that considers these multiple complex and interde-
pendent issues.
Some practical problems may arise if we consider only
institutional factors. For example, should an acute myocar-
dial infarction (AMI) patient go to a mid-size teaching hos-
pital with JCAHO accreditation 20 miles away or a large-
volume nonteaching hospital 40 miles away? The Leapfrog
Group [22] suggested that a good hospital would have a
procedure volume greater than 450 for coronary artery
bypass graft (CABG) surgery. Should an 70-year-old
AMI patient with congestive heart failure and diabetes
who needs an emergency CABG choose a hospital with
CABG procedure volume of 300, 30 miles away or another
hospital with CABG procedure size of 450, 40 miles away?
How about a younger and healthier patient who is not in
an emergency situation but needs surgery? Obviously, the
answers would be diﬀerent for diﬀerent people. It is hard
to tell which hospital is better when we consider only insti-
tutional characteristics. The hospital referral problem is
even more complex if we add other practical concerns, such
as insurance coverage and estimated charge during a hospi-
tal stay.
From the perspective of knowledge management, the
above research studies regarding identiﬁcation of high
quality institutional characteristics are called explicit
knowledge [1]. Tacit knowledge, such as personal experi-
ence and working knowledge, plays an important role in
health care settings. Experts can rely on it to derive solu-
tions to their problems. Physicians refer a patient to a spe-
ciﬁc hospital considering the patient’s physical condition
and the travel distance involved. An experienced physician
can choose the hospital that minimizes the patient’s risk.
Such a customized recommendation has a higher chance
of being accepted by a patient.
The purpose of this project is to build an expert system
that can assist such a customized hospital-selection deci-
sion. An expert system is a computer program that can
make inferences and give conclusions using the knowledge
of specialists. A knowledge-based system (KBS) is an early
and well-known type of expert system. The knowledge typ-
ically exists in the form of atomic facts about the domain of
interest and rules for inferring new facts, but may also be in
the form of graphs, trees, or networks. They are stored in a
speciﬁc location called a knowledge base. The KBS uses an
inference engine and the knowledge base to make infer-
ences. MYCIN [38] was one of the earliest knowledge-
Fig. 1. The process to capture and apply knowledge.
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apy recommendations. The knowledge in MYCIN is stored
in the form of rules. These rules were derived from the
knowledge of infectious disease experts. The process of
transforming knowledge from human to machine is called
knowledge acquisition, and is time- and labor-intensive
[19]. In addition, maintaining the knowledge base is very
diﬃcult [42,13].
Case-based reasoning [43] is another technique for
knowledge acquisition. This method does not require a
knowledge base. Instead, all previously solved cases are
stored in one place, called the case library, which is the
knowledge source. Typically, a case comprises the problem,
the solution, and the outcome. To obtain the solution for a
new case, one simply ﬁnds the case with the most similar
problem in the case library. The proposed solution is then
the same as was observed in the retrieved case.
Machine learning methods are well known for knowl-
edge discovery. They can help to elicit knowledge (explicit
and tacit) [10,34] from data and generalize that knowledge
to new, previously unseen cases. Machine learning methods
have been successfully applied in several medical areas such
as classiﬁcation, diagnosis, and prognosis. In general, these
methods can be classiﬁed as supervised or unsupervised
learning methods. Supervised learning methods learn a
function that maps features (the independent variables
used to represent a case) to the corresponding labels
(dependent variables, typically outcomes). The labeled
samples for the unsupervised learning methods are not nec-
essary because these methods cluster samples based on sim-
ilarity of variables. In this project, we are only interested in
supervised learning methods.
Supervised learning methods such as C4.5 [37] that learn
patterns in the form of rules provide a partially automatic
method for knowledge acquisition in traditional expert sys-
tems. However, much time and labor may still be required
to construct and maintain the knowledge base. Other
supervised learning methods induce patterns in the form
of mathematical functions, which can be either linear or
nonlinear. Knowledge is therefore encoded in these mathe-
matical functions. They can be applied very successfully for
their original design purpose, e.g., classiﬁcation. However,
methods for applying captured knowledge in other pur-
poses are limited [5]. It is diﬃcult to use the knowledge
in a mathematical function to assist in an action decision,
such as a customized hospital-selection decision.
This paper proposes a new method, called Prediction
and Optimization-Based Decision Support System
(PODSS) to extract knowledge in the form of the mathe-
matical function from a classiﬁer and apply optimization
methods to use this knowledge source to solve the complex
hospital referral problem. Similar to case-based reasoning,
the knowledge source is data instead of a knowledge base.
The diﬀerence is that the knowledge has been compiled in
the form of mathematical functions. In addition, we obtain
the action solution based on optimization methods instead
of similarity.1.2. An introduction to the PODSS algorithm
The purpose of the PODSS algorithm is to generate a
suggested action that leads to a higher probability of the
desired outcome. This type of problem can be found in
many domains. Stock investors choose stocks carefully in
order to maximize proﬁt and minimize risk. Marketing
managers design strategies to maximize their product sales
under budgetary constraints. Experts are often consulted
because they know how to maximize the probability of
the desired results while considering multiple and some-
times competing factors. The proposed algorithm can sim-
ulate these experts by recommending actions that maximize
the probability of the desired result.
There are many approaches that can help to understand
factors (variables) that lead to a desired outcome. Careful
use of regression techniques can allow us to determine
the relative importance of variables by observing the sign
and magnitude of coeﬃcients (e.g., [2]). Sensitivity analysis
provides a way to observe how sensitive a result is to vari-
ations in the variables of interest, thus determining the
importance of these variables (e.g., [6]).
These methods can identify important factors for
achieving a desired outcome. However, they cannot tell
us what to do, how to do it, and how to resolve trade-oﬀs
among alternatives. For example, the above methods can
identify which interventions are most likely to cure a dis-
ease, however, it usually takes an experienced doctor to
know how to choose among alternative interventions,
and how to tailor the intervention to the needs of a speciﬁc
patient.
The proposed algorithm is a decision tool that can pro-
vide suggestions by utilizing captured knowledge and opti-
mizing the eﬀectiveness of the chosen action. This
algorithm can recommend an action decision based on
multiple variables and the interactions among them.
Fig. 1 illustrates the process of constructing and using this
decision support tool. Examples with known outcomes are
Table 1
Variables description
Data type
1 Patient age Numeric
2 Patient sex Male, female
3 Patient race White, other
4 Patient admission type Emergency, urgent, elective
5 Patient comorbidity
severity
Numeric
6 Patient payment type Medicare, Blue Cross,
Commercial, other
7 Hospital ownership type Government owned or not
8 Hospital bed size Numeric
9 Hospital metropolitan
status
Numeric, from 0 to 6 based on
population size
10 Hospital JCAHO status JCAHO accreditation or not
11 Hospital surgery volume Numeric, total surgical operations
12 Hospital discharge
volume
Numeric
13 Hospital CABG volume Numeric
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model (classiﬁer) and a validation map that estimates the
probability of the desired outcome for any patient/action
pair. A query will activate an optimization method which
ﬁnds the best course of action using the captured knowl-
edge, feasible choices, and information provided about
the patient.
Communication between the decision support system
and a user is required. The user provides information
regarding a patient’s characteristics and the maximal dis-
tance to a hospital that the patient can tolerate, and then
the system can generate a customized hospital choice. This
customized choice not only satisﬁes the given maximum
tolerated distance but also identiﬁes the hospital with the
highest probability of the desired outcome. The maximum
tolerated distance parameter should be decided by a patient
and his/her doctor to ensure that the travel distance does
not become a risk factor and is acceptable to the patient.
For some healthier patients, this parameter value can be
high. For an emergency case, this parameter must be very
low.
Travel distance and survival probability are two impor-
tant targets. The trade-oﬀ between diﬀerent objectives can
be addressed explicitly when the hospital choice decision
is customized. In this study, the problem is ﬁrst formu-
lated as single-objective optimization, and can be solved
by an exhaustive search because of the small solution
space (only the number of hospitals). In this optimization,
a query provides a patient’s characteristics to the system,
such as age, admission type, comorbidities, and the max-
imum tolerated distance. The optimization process will
combine the provided information with the captured
knowledge to generate a customized hospital selection.
The objective of the knowledge extraction tool is to ﬁnd
a hospital with the highest survival probability under
the constraint of the maximum tolerated distance to a
hospital. If we also want to consider other issues in the
hospital-selection decision, such as reduced likelihood of
complications, then the problem is formulated as multi-
objective optimization. We present the entire solution
space to the user in an intuitive format, so that the rela-
tive importance among the targets can be decided by the
user. Due to the small solution space, presenting the pre-
dicted outcomes of each hospital in an organized way to a
user is more eﬀective and eﬃcient than having the system
decide on a single optimal choice.
The rest of the article is organized as follows. In Section
2, we discuss how to capture knowledge, transform cap-
tured knowledge into an objective function, apply the cap-
tured knowledge, and use the algorithm in a hospital
referral problem. We demonstrate both single- and multi-
objective optimization examples. Section 3 discusses exper-
imental results of these examples, and introduces an indi-
rect evaluation method for determining the eﬀectiveness
of the method. Discussion of the computational experi-
ments and possible extensions of this algorithm to other
problems are included in Section 4.2. Methods
There are a series of stages in the PODSS algorithm. As
illustrated in Fig. 1, the algorithm relies on classiﬁers to
capture knowledge. This step is the same as training a pre-
diction model. Independent and dependent variables are
required to train the model. The output score of the predic-
tion model, which we convert to a probability, can be inter-
preted as the conﬁdence level of the desired class
prediction. The purpose of optimization is to maximize
the conﬁdence level of the desired class label.2.1. Dataset design
Our approach depends on the problem having two dis-
tinct types of independent variables. The ﬁrst type is
uncontrollable (unchangeable) variables. The values of
these variables are given and cannot be changed. For exam-
ple, patient variables such as demographic data, medical
test results, diagnostic results, admission type, surgery sta-
tus, comorbidity scores [14], and payment type are uncon-
trollable variables in this study. The second type is
controllable (changeable) variables, whose values can be
changed. The recommendation can be made based on these
variables. In our application, each set of values of these
variables describes a hospital. These hospital descriptive
variables are owner type, hospital location, JCAHO
accreditation, total number of surgical operations, AMI
patient discharge volume, and the volume of CABG sur-
geries. Table 1 summarizes the variables used for classiﬁer
training. Variables 1–6 relate to the patient’s characteristics
and are uncontrollable; variables 7–13 relate to the hospi-
tal’s characteristics and are controllable.
In the knowledge application stage, each type of vari-
able plays a diﬀerent role in the optimization process.
The ﬁrst set is constant and is provided by a user when que-
rying. The solution variables comprise the second set. The
Table 2
Description of four datasets
Desired outcome (%) Data size
All AMI 93.0 6599
Nonsurgery 93.4 5846
CABG 95.0 466
CABG–FFC 81.8 466
Desired outcome for the ﬁrst three databases is survival and the last
database is free from complications (FFC).
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descriptive variables that results in the highest optimum
value (desired outcome with the highest probability). In a
nonlinear model, the optimal solution may depend on the
given uncontrollable variables due to variable interaction.
The 2004 State Inpatient Dataset (SID) for Iowa from
the Agency for Healthcare Research and Quality (AHRQ)
Healthcare Cost and Utilization Project (HCUP) [24] was
used in our study. There are almost 360,000 discharge
records in the SID. For this project we chose to build a hos-
pital referral algorithm for patients with a principal diag-
nosis of acute myocardial infarction (AMI) with ICD-9-
CM codes of 410.01 to 410.91.
We selected AMI for several reasons. First, it is rela-
tively common and easy to identify in the datasets. Second,
the outcomes of interest, including mortality, are also rela-
tively common which facilitated model building. Third,
AMI in-hospital mortality is being introduced by the Cen-
ters for Medicare and Medicaid Services as a required pub-
licly reported performance indicator for all hospitals, thus
the algorithm described here could ﬁnd application in the
near future. While we use AMI for this ﬁrst demonstration,
the algorithm can be easily modiﬁed to work with nearly
any disease of interest where referral is an issue.
The SID can be linked to hospital descriptive data from
the American Hospital Association (AHA) [3] by a hospital
identiﬁcation number. There are 116 nonfederal acute-care
hospitals in Iowa. The SID contains zip codes for each
patient and hospital, which permit the Euclidean distance
between a patient and any hospital to be computed. The
location (longitudinal and latitudinal) data were retrieved
from http://www.brainyzip.com/. The distance estimation
from MapQuest or Google Maps could be used to compute
road distance estimation. Road distance estimation more
accurately represents travel distance and is longer than
Euclidean distance [27]. We choose the Euclidean distance
estimation in our study because it was readily available for
each patient/hospital pairing, whereby road distance esti-
mation is not, and the diﬀerence between the two methods
is relatively consistent in Midwestern states.
Four datasets were used in this study. The labels of the
ﬁrst three datasets are patients’ in-hospital survival status,
and the labels of the fourth dataset are hospital-acquired
complication status. The complication labels are identiﬁed
using ICD-9-CM codes of complication deﬁned by Elix-
hauser and colleagues [18]. The ﬁrst dataset includes all
AMI patients whether surgery is performed or not. The
second dataset is designed for AMI patients who do not
have any surgery. In this dataset, patients with any surgi-
cal Diagnosis Related Groups (DRG) were excluded. The
third dataset includes only AMI patients who have coro-
nary artery bypass graft (CABG) surgeries (ICD-9 36.10
to 36.19). The last dataset contains the same patients as
the third one but with a diﬀerent label type. The data
show only 12 hospitals in Iowa perform CABG surgeries.
Thus, hospital selection is limited to these 12 hospitals in
the third and fourth dataset. The size and percentage ofthe desired outcome label in each dataset are shown in
Table 2.
Dependent variables, such as survival status and compli-
cation status, are usually used to ﬁnd the predictors of hos-
pital quality. This study shows two types of expert system
based on the number of desired targets. The ﬁrst is called
single-objective optimization, in which we use a classiﬁer
to ﬁnd the relationship between independent variables
and patients’ survival status. Datasets 1, 2, and 3 are used
in this study. The second is called multi-objective optimiza-
tion. In addition to the survival status classiﬁer, we add a
second classiﬁer for the complication status. The hospi-
tal-acquired complication is a very important concern to
surgical patients, and the third and fourth datasets are used
in this study.
2.2. Building a predictive model
Knowledge capturing in our model relies on supervised
learning, which learns the relationship between indepen-
dent and dependent variables. We used support vector
machines (SVMs) [40] as the classiﬁer to construct a sepa-
rating surface between point sets of diﬀerent classes. There
are an inﬁnite number of surfaces that can perform the sep-
aration. In order to generalize to unseen points well, the
SVM classiﬁer ﬁnds the separating surface with the greatest
margin, or the distance from a point to the surface, during
the training process.
Fig. 2 shows an example of a linear separating surface.
In our example, the surface separates negative from posi-
tive cases, with the negative area to the left of the plane
(d(x) < 0), and the positive region to the right (d(x) > 0).
If a test case falls to the right of the separation surface,
the predicted result will be positive. In general, there are
some points that cannot be separated and are classiﬁed
incorrectly. A high prediction score means a high probabil-
ity that a patient will have the desired outcome. In other
words, the conﬁdence level of the desired outcome is high.
On the other hand, if we can increase a data point’s predic-
tive score by changing certain independent variables (con-
trollable), we may improve the probability to have the
desired outcome. For example, the probability of point
A* corresponding to a positive outcome is higher than
A+, and the probability of point A+ to be positive is
higher than A (Fig. 2).
In many problems, linear surfaces are insuﬃciently ﬂex-
ible to separate the point sets well. Projecting the points to
Fig. 2. Separating hyperplane with maximum margin created by a support
vector machine. + and  represent the class of each data point. We
assume + is the desired result (survival). The decision function,
dðxÞ ¼Pni¼1yiaiKðx; xiÞ þ b, can decide the location of a point as the
prediction result. We can improve the probability of a point being positive
by improving the decision value, d(x), of this point, for example, moving
the point A to A+ or A*.
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this space can solve this problem, but complicates the
learning process. For example, consider a problem in which
the input space has three dimensions x1, x2, and x3. We
could map them into a higher-dimensional feature space
x1; x2; x3; x21; x1x2; x2x3; x1x3; x
2
2; x
2
3 . . . for model construction.
SVMs use a kernel function, K(x,xi), to avoid the need to
explicitly perform such a mapping. The radial basis func-
tion (RBF) kernel was used in our experiments.
Fig. 2 shows an example of a simple separating hyper-
plane, d(x) = 0, where dðxÞ ¼Pni¼1yiaiKðx; xiÞ þ b. a is a
vector of the Lagrange multipliers, y is the class label,
and b is the bias term. By using a nonlinear kernel function
K, the separation can be performed in a high-dimensional
space without explicitly performing the projection. SVMs
have been shown to perform extremely well on a wide
range of problems and are generally considered to be one
of the best classiﬁcation algorithms.
We built a predictive model using independent variables
of patients’ characteristics (or uncontrollable variables), x1i
i 2 patients, and their chosen hospitals’ descriptive features
(or controllable variables), x2j j 2 hospitals, to predict
whether or not a patient will survive (or be free from com-
plication) during a hospital stay. Note that we use the nota-
tion j to indicate the index of the hospital actually chosen
by the particular patient. After training, the decision func-
tion is represented as d(x1 [ x2). As in Fig. 2, the value of d
can decide the conﬁdence level of the desired outcome. Our
goal is to increase this conﬁdence level.2.3. Extracting recommendation information
In this problem, we assume that the only way to improve
a patient’s expected outcome is to change hospitals, and
hence, change the values of x2. Optimization methods pro-
vide a scientiﬁc way to improve the conﬁdence level to thedesired outcome and ﬁnd the values of x2. The decision
function can naturally become the source of the objective
function, since we want to maximize the conﬁdence that
the desired outcome occurs.
The idea of using optimization is intuitive. In real life,
the probability of survival in diﬀerent hospitals for the
same patient will vary. After training, a classiﬁer can esti-
mate the score of survival or freedom-from-complication
(FFC) for a query patient in each hospital by an evaluation
function. A good hospital will result in a higher predictive
score, so the evaluation function value will be higher. In
other words, the optimization method can help to identify
such a hospital. The mathematical model can represent the
hospital referral scenario in real life, since a high quality
institution can prevent medical error and increase the
chance of survival (or FFC). The survival function optimi-
zation is formulated as follows:
maximize
x2j
dðx1 [ x2jÞ
subject to
distðj; xÞ 6 DL
x2j 2 X 2
ð1Þ
where x1 is the characteristic variables of the query patient,
and x2j is the set of descriptive variables describing the hos-
pital j. dist(j,x) is the Euclidean distance from the patient
to the hospital j. DL is the maximum tolerated traveling
distance parameter given by the user.
The purpose of the optimization process is to ﬁnd the
hospital j^ with the most favorable descriptive features x2j^,
such that the objective function dðx1 [ x2j^Þ is the maximum.
Although a high quality hospital can improve a patient’s
survival probability, the eﬀect is sometimes limited. The
physical condition, x1, of each patient is diﬀerent, and is
a more important factor in deciding the survival probabil-
ity. There are three possible situations when patients
change their original chosen hospital to the referred one:
1. Patients may move from predicted negative to less nega-
tive (less predicted probability of death).
2. Patients may move from predicted negative to positive
(predicted death to predicted survival).
3. Patients may move from predicted positive to more posi-
tive (increasing the probability of the prediction of
survival).
We note that in the general case that the problem in Eq.
(1) might be formulated as a linear, nonlinear, or mixed
integer problem to reﬂect the nature of the variables x2.
These methods can construct the characteristic of a ‘‘per-
fect’’ hospital. However, in our application this approach
makes no sense, since such a hospital does not necessarily
exist. To maintain feasibility, the optimization should not
create the value of x2j. Instead, we should evaluate the
value of d(x1 [ x2j) from all hospitals j within the distance
limit, and ﬁnd one with the highest value of d. Due to the
small search space in the hospital referral problem, exhaus-
tive search of the possible hospitals is fast enough to exam-
C.-L. Chi et al. / Journal of Biomedical Informatics 41 (2008) 371–386 377ine the evaluation function value in each hospital j within
the given distance limit.
To demonstrate the ﬂexibility of our mathematical for-
mulation, we move the distance constraint into the objec-
tive function. In the multi-objective optimization
formulation
maximize
x2j
DðxÞ ¼ ðd1ðxÞ; d2ðxÞ;d3ðxÞÞ
subject to x2j 2 X 2
ð2Þ
x = x1 [ x2j, d1 represents the survival decision function, d2
represents the FFC decision function, and d3 is the Euclid-
ean distance function, which is the same as dist(j,x). The
goal in this formulation is to optimize the three desired
objectives. These objectives can be combined in several
ways, such as additive, multiplicative, and multi-linear
forms [28]. Each objective should be assigned a weight
when combining. The relative importance (weight) of each
objective can be decided based on a user’s consideration. In
order to give customized decision support, the system
should not decide the balance of weight for the user.
For this problem, we present the individualized solution
space to the query patient rather than determine a single
choice for the patient. With suﬃcient information and
visual presentation, a patient can decide his/her best solu-
tion easily. The solution space contains information of
the query patient’s survival probability, the FFC probabil-
ity, and the distance to each hospital.-5 -4 -3 -2 -1 0 1 2 3 4
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Fig. 3. The validation maps of (a) all AMI, (b) nonsurgery, (c) CABG
(mortality), and (d) CABG (complication) patients.2.4. Building a validation map
The SVM scores are not probabilities. Although we can
improve the predictive score by recommending a hospital
to the query patient, we still want to understand how much
the survival probability can be improved. The validation
method is also a problem. The dataset recorded historical
events of patients’ characteristics, the hospital they chose,
and the outcomes. We have no way to know if sending
those patients to the recommended hospitals would have
changed their results. However, we can observe the distri-
bution of predictive scores corresponding to survival by
learning the relationship between class labels and predictive
scores (Eq. (3)). Platt’s calibration method [36] provides a
computational solution to this problem. This method pro-
vides an approach to map SVM scores, d, into probabili-
ties, p, through a sigmoid function
P ðy ¼ þ1jdÞ ¼ 1
1þ expðAdðxÞ þ BÞ ð3Þ
The parameters A and B are found from the negative log
likelihood of the data, which is a cross-entropy error
function
minimize
A;B
X
i
ti logðpiÞ þ ð1 tiÞ logð1 piÞ ð4Þ
where pi = 1/(1 + exp(Ad(xi) + B)) andti ¼
Nþþ1
Nþþ2 ; if yi ¼ þ1
1
Nþ2 ; if yi ¼ 1
(
We used a variation of Platt’s method [32] which avoids
numerical diﬃculties to build a smooth mapping from the
SVM score to a posterior probability of survival. Nicule-
scu-Mizil and Caruana [35] tested several classiﬁers using
Platt’s calibration and isotonic regression [44] and indicate
that SVM is one of the best methods to predict probabili-
ties after calibration.
Using the calibration function we can construct a vali-
dation map based on the relationship between scores and
probabilities. Fig. 3 shows the validation maps for the four
datasets. The predicted survival probability of a patient in
each hospital can be found on this map. For example, in
the all-AMI-patients experiment (Fig. 3a), the predicted
survival probability of a patient may improve about 5%
if the query patient’s predictive score improves from 0 to
1 by switching to the recommended hospital.
Fig. 4 shows pseudocode for the PODSS algorithm in
knowledge capturing. Figs. 5 and 6 show the algorithms
for single- and multi-objective optimization, respectively.
The main purpose of the knowledge capturing (training)
is to learn a decision function and probability transfer
function from the data. In other words, knowledge is
stored in these functions. In the single-objective optimiza-
tion, given the query patient’s characteristic variables and
the maximum tolerated distance, the optimization will ﬁnd
the hospital with the highest survival probability satisfying
the distance constraint. In the multi-objective optimization,
a patient does not need to give the maximum tolerated dis-
tance. Instead, the algorithm will give information includ-
ing the survival probability, the freedom-from-
complication probability, and the distance to each hospital.
Fig. 4. Training process in the PODSS algorithm.
Fig. 5. Knowledge application process for single-objective optimization.
Fig. 6. Knowledge application process for multi-objective optimization.
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expressed visually, as a consumer report. If there are two
identical patients, their hospital selection could be diﬀerent
because their ideas of importance of each objective may
vary.3. Results
Table 2 shows class distributions of the four datasets. The
desired class (positive) is themajority in all datasets. Directly
modeling these sets results in highly accurate but useless clas-
siﬁers simply predicting all (or nearly all) points to be posi-
tive. We used over-sampling of the minority class [31] to
balance each dataset according to the proportion of positive
to negative classes. For example, the survival (positive class)
probability is 95% in the CABG survival experiment, so we
used the ratio 1/19 to balance positive and negative classes.
We compare the mean square error of the probabilities
generated by calibrated SVM with those created using
logistic regression in Table 3. This table shows that the
mean square errors of the calibrated SVM are signiﬁcantly
lower than logistic regression in all experiments.
In the following sections, we present the results using
single- and multi-objective optimization. In actual applica-
tion of the single-objective optimization, the maximum tol-
erated distance should be decided by a user, and the
returned optimal solution is customized. We varied this
parameter in order to present results. In the application
of multi-objective optimization, a user does not need to
give a parameter. Instead, the user needs to choose the
optimal solution in the solution space considering three
desired targets. Similar to the single-objective optimization,
we varied the distance target and discuss the user’s decision
considering the other two desired targets.
Table 3
Mean square error of predicted probability of survival for SVM and
logistic regression
Regression Calibrated SVM P-value
All AMI 0.2137 0.0626 <0.0001
Nonsurgery 0.2136 0.0593 <0.0001
CABG 0.4461 0.0462 <0.0001
CABG–FFC 0.2616 0.1481 <0.0001
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Table 4 summarizes the results of three analyses using
(1) all AMI patients, (2) nonsurgery patients, and (3)
CABG patients. In each analysis, the table shows the aver-
age miles between patients and recommended hospitals, the
average predicted hospital-stay survival probabilities, and
the average predicted SVM scores. The hospital originally
chosen by each patient is referred to as the original choice.
From this column, we can observe that the average dis-
tance between CABG patients and the hospital they choose
is longer than the other datasets because of the limited
number of hospitals that can perform CABG surgery.
For the recommendation portion, new hospitals are rec-
ommended when we gave 30, 50, 100, and 200 mile maxi-
mum distance parameters. The average results of
improvement can be observed in this table. For example,
the average survival probability can be improved from
92.8% to 93.6% and the average distance decreased from
20 miles to 17 miles when we give a 30-mile search limit
in analysis 1. The average probability will become 94.2%
if the maximum distance is 50 miles. This is because the
optimization method can ﬁnd a higher optimal predicted
value when we change the restriction of distance parameter
from 30 to 50 miles. Patients in analyses 1 and 2 can choose
among 116 hospitals in Iowa, but patients in analysis 3 can
choose among only 12 hospitals because not all hospitals
can perform CABG surgeries. Usually hospitals that can
perform CABG surgery are larger and have more patient
visits than other hospitals and the survival probabilities
of patients in these hospitals are higher than average.Table 4
Average predicted survival probabilities, average predicted scores, and
distance comparison between originally chosen hospitals and recom-
mended hospitals
# Original choice Maximum distance (miles)
30 50 100 200
1 Avg. dist. 20 17 28 58 104
Avg. prob. (%) 92.8 93.6 94.2 94.9 95.2
Avg. scr. 0.575 0.714 0.830 0.973 1.047
2 Avg. dist. 19 17 27 58 104
Avg. prob. (%) 93.6 94.3 94.8 95.4 95.7
Avg. scr. 0.545 0.660 0.764 0.900 0.968
3 Avg. dist. 29 26 32 52 85
Avg. prob. (%) 95 95.4 95.7 96.6 97.2
Avg. scr. 0.3897 0.534 0.674 1.206 1.507Therefore, not surprisingly, the actual survival probabili-
ties of patients who stay in the hospitals that can perform
CABG surgeries in ‘AMI all’ and ‘nonsurgery’ datasets are
94.29% and 95.11%, which are higher than the survival
probabilities, 93.0% and 93.4%, of all patients (Table 2).
Further, the survival probabilities of the CABG surgery
are usually very high. The physical condition of each
patient is the most important factor in predicting survival.
Therefore, it is not easy to improve survival probabilities
for the CABG patients when they change hospitals. The
average survival probabilities only improve from 95% to
97.2% when the given distance is 200 miles although the
improvement of SVM scores is higher than the other two
datasets. The shape of each graph in Fig. 3 can explain
why the probability in (c) is harder to improve than (a
and b).
Table 5 shows the statistical test examining the true out-
come and all estimated outcomes, which includes the origi-
nal choice and the recommendations. They are compared
using two independent samples with unequal variance t-
test. For the true outcome vs. original choice, we examined
whether or not they are diﬀerent. For the true outcome vs.
recommendation, the test examined the improvement of
survival probability.
As expected, the test results show that the predicted sur-
vival probabilities of all original choices are not signiﬁ-
cantly diﬀerent from the true outcomes. In addition, the
improvement works well for datasets 1 and 2, but not for
datasets 3 and 4 unless the given distance is long enough.
For all analyses, the degree of signiﬁcance increases with
the given distance.
The retrospective data do not allow a direct comparison
between true outcomes of the original choice and the rec-
ommendation. However, we can explore the classiﬁcation
power of recommendations by examining the actual out-
comes of the predictive groups (deﬁned in Table 6), as
shown in Tables 7–9. Table 6 shows the frequency in each
improvement group for the three analyses with mileage
limits of 30, 50, 100, and 200 miles. The second column
indicates the improvement percentage after changing to
the recommended hospital. For example, in analysis 1,
given 30 miles, the predicted survival probabilities of rec-Table 5
Statistical test between actual outcome and prediction
# True Estimation
Orig. 30 50 100 200
1 Avg (%) 93.0 92.8 93.6 94.2 0.949 95.2
P — 0.4548 0.0246 <0.0005 <0.0005 <0.0005
2 Avg (%) 93.4 93.6 94.3 94.8 95.4 95.7
P — 0.6239 0.0036 <0.0005 <0.0005 <0.0005
3 Avg (%) 95.0 95.0 95.4 95.7 96.6 97.2
P — 0.9670 0.3851 0.2765 0.0599 0.0169
4 Avg (%) 81.8 81.8 81.8 82.0 82.5 82.9
P — 0.9966 0.4811 0.4442 0.3342 0.2692
Table 6
Frequency distributions of diﬀerent improvement groups
# Maximum distance (miles)
30 50 100 200
1 Negative 775 384 41 34
Improve (11.7%) (5.8%) (0.6%) (0.5%)
0–1% 3838 3705 3332 2950
Improve (58.2%) (56.1%) (50.5%) (44.7%)
1–3% 1060 1203 1508 1631
Improve (16.1%) (18.2%) (22.9%) (24.7%)
3–5% 504 654 826 848
Improve (7.6%) (9.9%) (12.5%) (12.9%)
5–7% 224 332 413 562
Improve (3.4%) (5.0%) (6.3%) (8.5%)
7–9% 122 183 254 292
Improve (1.8%) (2.8%) (3.8%) (4.4%)
9-% 76 138 225 282
Improve (1.2%) (2.1%) (3.4%) (4.3%)
2 Negative 706 354 44 36
Improve (12.1%) (6.1%) (0.8%) (0.6%)
0–1% 3579 3500 3212 2886
Improve (61.2%) (59.9%) (54.9%) (49.4%)
1–3% 890 1030 1284 1341
Improve (15.2%) (17.6%) (22.0%) (22.9%)
3–5% 380 507 664 781
Improve (6.5%) (8.7%) (11.4%) (13.4%)
5–7% 157 231 311 407
Improve (2.7%) (4.0%) (5.3%) (7.0%)
7–9% 99 153 193 219
Improve (1.7%) (2.6%) (3.3%) (3.7%)
9-% 35 71 138 176
Improve (0.6%) (1.2%) (2.4%) (3.0%)
3 Negative 62 42 7 1
Improve (13.3%) (9%) (1.5%) (0.2%)
0–1% 320 303 186 110
Improve (68.7%) (65%) (39.9%) (23.6%)
1–3% 63 89 185 216
Improve (13.5%) (19.1%) (39.7%) (46.4%)
3–5% 17 26 74 118
Improve (3.6%) (5.6%) (15.9%) (25.3%)
5–7% 4 6 13 20
Improve (0.9%) (1.3%) (2.8%) (4.3%)
7–9% 0 0 1 1
Improve (0) (0) (0.2%) (0.2%)
Table 7
Survival rates for the negative to 1% improvement groups
# 30 50 100 200
1 94.41% 95.08% 95.91% 96.35%
2 94.87% 95.33% 96.22% 96.65%
3 95.03% 95.65% 96.37% 97.3%
Table 8
Survival rates for the 1–3% improvement groups
# 30 50 100 200
1 90.94% 91.44% 92.51% 93.38%
2 90.79% 91.55% 91.43% 93.06%
3 1% 98.88% 96.76% 96.3%
Table 9
Survival rates for the above 3% improvement group
# 30 50 100 200
1 88.44% 87.99% 87.78% 87.70%
2 87.48% 87.63% 88.28% 87.68%
3 80.95% 78.13% 88.64% 91.37%
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hospitals originally chosen by patients. These patients are
in the ‘negative improvement’ group. The recommended
hospitals only improve 0–1% for 3838 patients. If the pre-
dicted survival probabilities can classify the improvement
well, we can expect three things: (1) the actual survival
probability for the patients who stay in the ‘negative
improvement’ or ‘0–1% improvement’ groups will be
higher than the average of all patients, (2) if patients still
stay in the ‘negative improvement’ or ‘0 –1% improvement’
groups when we increase the given distance, the actual sur-
vival probability of these patients is higher than those with
a shorter distance parameter, and (3) patients in a larger
percentage-improvement group have a lower actual sur-
vival probability, and therefore more room for
improvement.
Table 7 shows the actual survival probability of patients
in the ‘negative–1% improvement’ (combined ‘negative
improvement’ and ‘0 –1% improvement’) group in the three
analyses. The average actual survival probabilities of all
patients in the three analyses are 93.0%, 93.4%, and
95.0% (Table 2). For point (1) above, we ﬁnd that the sur-
vival probabilities in Table 7 are all higher than that in
Table 2. The recommended hospital is x2j^, which attains
the optimal value, dðx1 [ x2j^Þ. If the improvement of the
predicted survival probability of the recommended hospital
is small or negative, the value in the objective function of
the hospital originally chosen by a patient is close to or lar-
ger than the optimal value, dðx1 [ x2j^Þ. In other words, this
patient already stayed in a hospital close to or better than
the recommended hospital. Therefore, the actual survival
probabilities of patients who are already in good hospitals
would be higher than average, and little improvement is
possible.
For the second point, we can ﬁnd that the survival prob-
abilities for patients in the ‘negative–1% improvement’
group increase with the given distance. When we gradually
improve the optimal value (ﬁnding new recommended hos-
pital) by increasing the search distance limit, the new opti-
mal value may be much larger than the value in the
objective function of the originally chosen hospital. There-
fore, these patients will move to other improvement
groups. The hospitals for those patients who still stay in
the ‘negative–1% improvement’ are still close to or better
than the newly recommended hospital. Therefore, the
actual survival probability for these patients would be bet-
ter than all patients or previous patients staying in the ‘neg-
ative–1% improvement’ group.
For the third point, we can compare the results from
Tables 7–9. Similar to Tables 7, Tables 8 and 9 are actual
C.-L. Chi et al. / Journal of Biomedical Informatics 41 (2008) 371–386 381survival probabilities of patients in ‘1–3% improvement’
group and ‘more than 3% improvement’ group (combined
3–5%, 5–7%, 7–9%, and 9-% improvement groups) from all
analyses. These tables show that actual survival probabili-
ties are lower for patients in the higher percentage-
improvement groups. The only exception is analysis 3 in
Table 8. This variation may result from the small sample.
For example, the actual survival probability is 94.41% in
the ‘negative–1% improvement’ group (given 30 miles in
Table 7), 90.94% in ‘1–3% improvement’ group (given 30
miles in Table 8), and 88.44% in the ‘above 3% improve-
ment’ group (given 30 miles in Table 9). The explanation
here is similar to the ﬁrst point. Instead of staying in hos-
pitals with high survival rates, patients stayed in hospitals
with relatively poor ones. The value in the objective func-
tion of the hospital originally chosen by a patient in a
high-probability improvement group is less than the opti-
mal value, dðx1 [ x2j^Þ. The diﬀerence will become larger
for patients in a higher probability improvement group.
In other words, the hospitals originally chosen by patients
who are in a higher probability improvement group are
worse than hospitals chosen by patients in a lower proba-
bility improvement group. Therefore, the actual survival
probability of patients in a higher improvement group
would be smaller than those in lower probability improve-
ment groups.
In Table 6, we can also observe that the frequency is
moving toward higher improvement when we increase the
given distance. Most cases in analysis 3 improve less than
1% unless we allow a maximum travel distance limit greater
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Fig. 7. The visualization of hospitals. The solution space (hospital) can be d
survival probability).3.2. Multi-objective optimization
This analysis uses visual presentation of a three-dimen-
sional solution space for each query patient. The balance
of the three targets, survival probability, FFC probability,
and distance can be easily decided by a user through the
three-dimensional solution space. We present a user’s deci-
sion of hospital choice considering survival and FFC in dif-
ferent distances, and decide the best balance of the three
targets according to the patient’s degree of emergency.
We use this case study to demonstrate how this expert sys-
tem can help a user to choose a hospital. Then, we show
group results for survival and FFC.
Fig. 7 shows a case study example using this expert sys-
tem. The location (x,y) represents the FFC (x) and survival
(y) probabilities of a hospital. This study picks a sample
patient, P299, to demonstrate how the system can provide
decision support.
Hospital 1 is P299’s originally chosen hospital (Fig. 7a)
with (x,y) = (0.803,0.915), and the distance to this hospital
is about 7 miles. Although this hospital has a large dis-
charge and CABG surgery volume in a highly metropolitan
area, both estimated probabilities are below average. There
are two possible factors that explain the low probabilities
when we consider only the patient’s characteristic: (1)
P299 is 70-year-old, and (2) P299 is an emergency admis-
sion case. Both probabilities may improve when a hospital
with higher survival rates is chosen.
After entering the patient’s characteristic data and 30
miles as the maximum distance parameter, the system
shows three hospitals within this distance limit (Fig. 7b).0.79
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emonstrated in location (x,y) = (freedom-from-complication probability,
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vival and FFC probabilities but also because the traveling
distance is only 8 miles.
Searching ranges of 30 and 50 miles results in the same
candidate hospitals, but 100 miles will generate ﬁve hospi-
tal candidates (Fig. 7c). There is a trade-oﬀ between FFC
and survival probabilities in deciding between hospitals 3
and 5. Hospital 5 is in a rural area, and the volume is less
than both hospitals 1 and 3. However, our 2004 SID data
show that this hospital did not have any in-hospital deaths
for AMI patients who had CABG surgery. The average age
of these patients (72.7 years) is higher than hospitals 1 (67.2
years) and 3 (65.6 years). In addition, the average comor-
bidity score of these patients (0.83) is higher than hospitals
1 (0.47) and 3 (0.61). The frequency of emergency admis-
sions (11/13) is also relatively higher than hospitals 1 (32/
57) and 3 (50/64). These results indicate that although hos-
pital 5 is located in a rural area, sicker patients do well.
Although hospital 5 shows a higher survival probability
than hospital 3, the FFC probability is lower than hospital
3. The patient may still prefer hospital 3 because hospital 5
is 75 miles away.
Finally, a search range of 200 miles shows all hospitals
that can perform CABG surgeries in Iowa. Both probabil-
ities of hospital 12 are the highest. However, distance is the
critical issue. The originally chosen hospital is the closest
one. If the patient can be admitted to hospital 3, the dis-
tance is also small and both probabilities will increase
around 1–1.5%. For other cases, such as nonemergencies,
patients may have more options.
Fig. 8 shows the improvement trend of all query
patients. The distance parameters are 30, 50, 100, and
200 miles. The balance of survival and FFC should be
decided by a query patient. In order to present the results
clearly in two dimensions, we show the maximum tolerated
distance parameter together with either the FFC or the sur-
vival probability in Fig. 8.
Fig. 8a shows both probabilities for hospitals originally
chosen by patients. In other words, each point represents a
predicted result for a patient. When patients switch to the
recommended hospital, the results will become (b–e). The
average distances of FFC in each graph are 29, 26, 31,
52, and 89 miles in the order of (a–e), and the expected
FFC probabilities are 81.8%, 81.8%, 82%, 82.5%, and
82.9%, respectively. The expected probability and average
distance of survival graphs are in Table 4 (analysis 3).
Although there is a distance constraint, some patients live
very far away from any hospital, so that there are no hos-
pitals recommended for them. For these cases, the recom-
mended hospitals are the ones that least violate the
distance constraint. These points appear at Fig. 8b–d.
The distances of these points are higher than the distance
parameter.
The movement of points in Fig. 8a and b shows an inter-
esting pattern. Many points move toward the top left. The
left side indicates that the system can ﬁnd local hospitals
within the distance parameter for patients who originallychose further ones. The top indicates that survival or
FFC probabilities are improved. The trend in Fig. 8a and
b shows that the optimal solution can identify local hospi-
tals that improve both survival and FFC probabilities
while decreasing patients’ traveling distance. The same sit-
uation can also be observed in Table 4.
Both probabilities in Fig. 8b–e show that points move
toward the top-right direction when the distance parameter
increases. In other words, both probabilities of most
patients can improve if they are capable of traveling a
longer distance.
4. Discussion and conclusions
We proposed a new data mining process to construct an
expert system. Each element in this process (see Fig. 1) has
been widely used previously in several areas. For example,
classiﬁers can facilitate decision support for diagnosis and
optimizers can help to ﬁnd the shortest route for vehicle
transportation.
The main contribution of this project is the development
and exploration of a new method for constructing an
expert system using this process. This process extends the
utility of a classiﬁer, whose captured pattern is in the form
of a mathematical formulation (i.e., decision function).
This type of pattern is directly transformed into the knowl-
edge source of an expert system (equivalent to the knowl-
edge base of a rule-based expert system). The process
also relies on an optimizer to choose an action that maxi-
mizes the conﬁdence in the desired outcome (equivalent
to the inference engine that maps a query into an action).
The structure of this process has several advantages.
First, the construction and maintenance are automatic.
Thus, compared to a rule-based system, the cost is low,
as the ‘‘knowledge acquisition’’ phase requires only the col-
lection of a set of labeled examples. Second, this process
enables an expert system to use a nonlinear pattern that
provides a ﬂexible estimation of the real situation; thus,
the retrieved solution can be closer to the truth. Third,
the recommendation is the best solution that can be found.
In a solution space, there may be several applicable solu-
tions that can improve outcome, and the recommendation
is the one that can improve it most.
The PODSS process is ﬂexible regarding potential appli-
cations. The outcome is not limited to being binary, as
numeric or censored outcomes may also be included. The
number of outcomes can be either single or multiple. The
number of solutions can be a single best one or multiple
ones with ranked scores. In the optimization formulation,
a decision function is not necessarily the objective function.
The decision function may become a constraint because
often users want to force one target to an acceptable level
and ﬁnd the optimal result of other targets within the
acceptable level of the ﬁrst target. For example, in a cost-
eﬀectiveness recommendation, the goal is to minimize cost
and ensure that eﬀectiveness is acceptable. In addition, the
optimization formulation structure allows incorporating
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Fig. 8. Visualization of hospital-selection trend. The distance parameters are 30, 50, 100, and 200 miles. Each star is a patient. The survival (left column)
and the freedom-from-complication probabilities (right column) of all patients can be observed.
C.-L. Chi et al. / Journal of Biomedical Informatics 41 (2008) 371–386 383expert knowledge into the recommendation. We can hard-
code the expert knowledge in either constraints or the
objective function to avoid or enforce some real-liferequirement, such as drug-interaction avoidance. The dem-
onstrated hospital referral application has shown this
example. Each query user can be seen as an expert to decide
384 C.-L. Chi et al. / Journal of Biomedical Informatics 41 (2008) 371–386the patient’s maximum-tolerated distance, and this expert
knowledge becomes a constraint.
The choice of optimization methods depends on the
problem. Expert system problems can be classiﬁed as selec-
tion or construction [12]. The hospital referral problem,
described here, is a selection problem, which selects the
most appropriate item from a list. In the proposed process,
the selection problem can be solved by several searching
methods, e.g., exhaustive search, simulated annealing, or
genetic algorithms. The last two searching methods can
solve hard problems (i.e., an extensive range of possible
choices). The number of possible choices in this problem
is very small; therefore, the easiest one, exhaustive search,
is suﬃcient for the optimizer. The construction problem
is more complex. Unlike selection, the solution must be
constructed from scratch with appropriate constraints to
avoid generating an impractical recommendation. Several
mathematical programming methods provide the way to
construct a solution, e.g., linear or nonlinear programming
can decide the values of the decision variables. We do not
use an explicit optimization step in the multi-objective
problems. Our analysis could simply assign a weight to
each target and choose an optimal solution, but the balance
of weights would depend on the preferences of the user.
Therefore, we change the role of users to ‘‘optimizers’’,
who decide the user-speciﬁc balance of weight, which in
turn generate the best solution for each user.
We propose two types of optimization formulation. The
ﬁrst type simply recommends the best solution under cer-
tain constraints provided by a user. The maximum-toler-
ated distance is a parameter quantifying the user’s
tolerance for travel based on the disease urgency and the
accessibility to care institutions. When there are more than
two targets, we merely present the solution space to a user.
The optimal solution in the second type of formulation is
directly searched by the user instead of using optimization
methods. The abundant information of each hospital from
the solution space and the visual presentation can aid a
user’s decision. Each user’s feeling about these concerns
is diﬀerent. Some users may choose a local institution,
but others may want to have the best institution using
the fastest vehicle, such as helicopter emergency medical
service transport. Sometimes, there may be a trade-oﬀ
among targets, and the user is the one who can decide
the individualized optimal solution. Users are not limited
to patients. They can be the physician, medical staﬀ, family
or other people who know the patient well.
It is interesting to note that the globally best hospital
can be diﬀerent for two patients in the same locale because
of diﬀerences in patient characteristics. For example, there
are three globally best hospitals (instead of one) in Iowa
(the conclusions from survival and freedom-from-compli-
cations (FFC) classiﬁers are the same). This result was gen-
erated from giving a large search range, such as 300 miles,
for all patients to the system. Hospitals 3, 5, and 12 (see
Fig. 7) are the three globally best ones. Hospitals 3 and
12 are large hospitals, but hospital 5 is a relatively smallhospital. This result may be surprising because many peo-
ple would assume that large hospitals provide better out-
comes for AMI patients. However, the data show that
this is not uniformly the case.
These results indicate that the recommendation of hos-
pital selection includes nonlinear relationships and variable
interactions. Our classiﬁers use the RBF kernel function.
When we perform optimization, the optimal solution is
generated with a nonlinear decision function. One possible
explanation to the diﬀerent best hospitals is that each of the
three hospitals has their unique advantage. The diﬀerent
advantages provide the diﬀerent best ﬁt for each patient.
This point can become an interesting research topic.
Compared to the traditional approach of considering
only institutional factors, the individualized hospital refer-
ral expert system has several advantages. First, several fac-
tors, including a patient’s characteristics and institutional
factors, are interactively combined into a number. For
example, the probability estimation considers a patient’s
age, comorbidity, and a hospital’s discharge and surgical
volume, JCAHO status, etc. The number is comprehensive
in that it factors in multiple considerations, yet it provides
a simple presentation of recommendations. Second, the
probabilities of survival or FFC are estimated by RBF
SVM with these multiple considerations. RBF SVM is a
very ﬂexible technique and hence potentially more accurate
than other methods.
Third, once this system structure has been built, the con-
struction process for other diseases is almost automatic. As
described previously, the knowledge elicitation process is
replaced by classiﬁer training, and the optimizer is a well-
developed technique for inferring advice. To construct hos-
pital referral expert systems for other diseases, we simply
need to provide the dataset to the system, decide on an
appropriate set of variables for training (or choose them
automatically via feature selection), and determine the dis-
ease of interest (giving ICD-9-CM codes to the system).
Fourth, the proposed system can facilitate the decision-
making process for problems involving the trade-oﬀ of
multiple objectives. It is diﬃcult to select a hospital when
considering several trade-oﬀ targets using traditional meth-
ods. The comprehensive estimation can provide more
choices. For example, the hospital with the most favorable
characteristics may be very far away. The proposed system
may allow users to ﬁnd some closer hospitals whose eﬀec-
tiveness is very close to or even better than the hospital
with the most favorable characteristics. The trade-oﬀ prob-
lem between distance and eﬀectiveness can be alleviated
because patients have more information for decision
making.
Fifth, the system may help to allocate resources better.
A recommendation considering only institutional factors
would encourage patients to ﬂock to certain hospitals.
The hospital recommendation of the proposed system is
much more diverse because of nonlinearity and communi-
cation with users. For example, for patients that only con-
sider local hospitals (assuming 30 miles is the limit), they
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probabilities (Table 4). On the other hand, the patients
that can tolerate a longer travel distance will have more
options. The decisions are even more diverse when we
include consideration of complication rates. The overall
result of the widespread use of such a system would be
more patients going to hospitals that are better for their
speciﬁc situation.
Hospital referral is important when the disease outcome
has a large inﬂuence on a patient, e.g., survival, surgery
complications, length of stay, quality of life. A high quality
hospital may improve the probabilities of good outcomes.
An extreme example is liver transplant, in which case
patients may highly prefer the best hospital. We selected
AMI as the example because this disease is often used as
a quality indicator. Survival probability is not the only
concern for this disease because the survival probability
is universally high; therefore, the balance of survival, free-
dom-from-complications, and distance is less likely to be
uniform. In other words, the disease selection of AMI
can help to demonstrate customization decisions that rely
on communication with users. Although we chose AMI
as an example, in the real situation, patients who have
less acute diseases may have more time to consider hospi-
tal-selection decisions. However, this algorithm can be
duplicated easily to other diseases or situations.
The results of this application are limited to the speciﬁc
type of disease, area, and time period. The best hospital for
CABG surgery is not necessarily the best hospital for com-
plex cancer surgeries. If the data for training are too dated,
such as 10-year-old, the recommendation may not reﬂect
current practices. We must update knowledge by training
the system with new data because the outcomes for a hos-
pital are likely to change over time. For example, a hospital
may adopt new technologies, promote quality improve-
ment, or experience surgeon turnover.
The outcome improvement is estimated by a validation
map, which is trained with an independent calibration
set, and such training allows the storing of validation infor-
mation. Thus, we can validate and observe if there is any
improvement from the probability movement. Since the
recommended case does not actually exist in the data, the
validation method is performed indirectly. The indirect
evaluation of the validation map and the classiﬁcation of
improvement groups compared to actual outcomes suggest
that the system has the potential to improve patients’
results given the fact that a better evaluation method is still
necessary. In fact, the evaluation method is a common dif-
ﬁcult problem for expert systems. The development of new
validation methods to measure the performance of the rec-
ommendation is an interesting research topic. The best way
to evaluate is to actually use the system to provide recom-
mendations in a follow-up study. We can compare out-
comes of patients who take the advice with patients who
do not. An alternative way is to devise a mathematical
model to evaluate improvement using the same retrospec-
tive data.The proposed process can be adapted to solve many
types of problems. We will explore new adaptations of
the proposed process in future work. We can add more
issues to the hospital referral problem, such as factoring
in a patient’s insurance coverage, the hospital charges, or
usual length of stay, and we can apply the concept to other
diseases. This algorithm can also solve the recommenda-
tion problem in other domains, e.g., the recommendation
of treatment in clinical care and the recommendation of
healthy lifestyle choices to lower disease occurrence proba-
bility in public health.
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