Basic results
Our first result is easy, but important; it will be invoked frequently, usually without mention. Proposition 1.1. If A ⊆ R is definable then inf A and sup A exist in R ∞ .
Proof. Let ∅ = A ⊆ R be definable and bounded below. We claim that inf A ∈ R. Replacing A by { y ∈ R : ∃x ∈ A, x ≤ y } we may assume that A is convex and unbounded above. If min A exists, then we're done, so suppose otherwise; then A is open. It suffices to show that max(R \ A) exists. Suppose not; then R \ A is open. Choose any a, b ∈ R with a < b. Then the definable unary function given by t → a if t / ∈ A, and t → b if t ∈ A, is continuous, contradicting the IVP.
Arguing similarly, if A is bounded above, then sup A ∈ R.
The proofs of some of the remaining results in this section are left to the reader; they are routine modifications of the usual arguments from elementary real topology and analysis. Proposition 1.2. Let f : (a, b) → R be definable, −∞ ≤ a < b ≤ +∞. If f is increasing then lim t→a f (t) = inf f and lim t→b f (t) = sup f . (The obvious modification holds for f decreasing.) Proposition 1.3. Let f : A → R be definable, A ⊆ R n , and b ∈ cl(A \ {b}). Then both lim inf a→b f (a) and lim sup a→b f (a) exist in R ∞ .
(Throughout, given n ∈ N and A ⊆ R n , let cl(A) denote the topological closure of A in R n .) A set A ⊆ R n is definably connected if it is definable and for all disjoint open definable sets U, V ⊆ R n , if A = (A ∩ U ) ∪ (A ∩ V ), then either A ∩ U = ∅ or A ∩ V = ∅. As a consequence of Proposition 1.1 we have: Proposition 1.4. Let A ⊆ R be definable. The following are equivalent:
• A is definably connected.
• A is an interval.
• A is convex.
Remark. Recall that R is o-minimal if every definable subset of R is a finite union of intervals, and is weakly o-minimal if every definable subset of R is a finite union of convex definable sets. Hence, R is weakly o-minimal if and only it is o-minimal. In this sense, the IVP is orthogonal to weak o-minimality over o-minimality. Proposition 1.5. Let f : A → R n be definable and continuous with A ⊆ R m definably connected. Then f (A) is definably connected.
Given A ⊆ R m+n and x ∈ R m , let A x denote the fiber { y ∈ R n : (x, y) ∈ A } of A over x.
From now on, CBD abbreviates "closed, bounded and definable". Lemma 1.6. Let A ⊆ R m+n be CBD. Then πA ⊆ R m is CBD (where π denotes projection on the first m coordinates).
Proof. An easy induction allows us to reduce to the case that n = 1. Define the function f : cl(πA) → R by
Since A is closed, (x, f (x)) ∈ A for each x ∈ cl(πA), so cl(πA) ⊆ πA.
By using the preceding result, we define (inductively on n) the lexicographic minimum lexmin A of a nonempty CBD set A ⊆ R n : For n = 1, put lexmin A = min A. For A ⊆ R n+1 , put lexmin A = (x, min A x ) where x = lexmin(πA) and π denotes projection on the first n coordinates. Note that lexmin A ∈ A. We immediately obtain: Proposition 1.7 (Weak Definable Choice). Let ∅ = A ⊆ R m+n be definable. Suppose that A x is closed and bounded for each x ∈ R m . Then there is a definable map f : πA → R n , where π denotes projection on the first m coordinates, such that the graph of f is contained in A. Proof. Since the graph of f is closed, it suffices by Lemma 1.6 to show that f is bounded; then we may reduce to the case n = 1. For r ∈ R, the set f
We have the usual, suitably relativized, consequences (cf. [3, page 96]).
Corollary (Max-min theorem). Let f : A → R be definable and continuous, with A ⊆ R m closed and bounded. Then f acheives a maximum and a minimum on A.
Corollary. Let f : A → R n be definable and continuous, with A ⊆ R m closed and bounded.
• If f is injective, then f maps A homeomorphically onto f (A).
• Let B ⊆ f (A) be definable. Then B is closed if and only if f −1 (B) is closed.
Note that some of the properties established above are, in fact, logically equivalent to the IVP: Proposition 1.10. Let M be an expansion of a dense linear order without endpoints (M, <). The following are equivalent:
(1) M has the IVP.
(2) sup A ∈ M and inf A ∈ M for every bounded nonempty definable A ⊆ M .
Proof. To see that 4 implies 1, let f : [a, b] → M be continuous and definable with, say, ∞) ) are disjoint open definable sets, we must have F −1 {c} = ∅, and thus f −1 {c} = ∅ as well.
We could attempt to push further under the present assumptions, but we are interested primarily in expansions of ordered groups and ordered fields.
Group structure
Throughout this section, let * : R 2 → R be definable such that (R, <, * , e) is an ordered group with identity e. Write ab for a * b and a −1 for the inverse of a. Note that both * and x → x −1 are continuous (this is true for any ordered group). Let G ⊆ R be definable and a nontrivial subgroup of (R, * ).
Next is the key technical lemma of this section. (Compare the proof with the arguments of Pillay and Steinhorn [6] for the o-minimal case).
Lemma 2.1. If G is proper, then its complement is dense. If G is not dense, then it has a least positive element u-so G is discrete and closed-and for every r ∈ R there exists g ∈ G with g ≤ r < ug.
Proof. Suppose that G is proper. We show that G is codense, that is, G has no interior. Suppose otherwise; then G contains an open interval (a, b). Replacing (a, b) by (e, ba −1 ) we may assume that a = e. Put s = sup{ r ∈ R : (e, r) ⊆ G }. Since G is proper, s ∈ R. Choose any g ∈ (e, s); then sg −1 ∈ G (since e < sg −1 < s), and thus s = (sg −1 )g ∈ G as well. But then (e, s 2 ) ⊆ G, contradicting the maximality of s. Suppose that G is not dense, that is, R \ G has interior. We show that G has a least positive element. Since R \ G contains an open interval, it contains a bounded interval (a, b) such that a ≥ e and a = inf{ x ∈ R : (x, b) ⊆ R \ G }. First, assume that a = e. Put u = sup{ x ∈ R : (e, x) ⊆ R \ G }. Then u is the least positive element of G. (If not, there exist c, d ∈ G with u < c < d < u 2 . But then dc −1 ∈ (e, u); contradiction.) Now suppose that a > e and, toward a contradiction, that G has no least positive element. Since a −1 b > e, there exists g ∈ G with e < g < min{a, a −1 b}. Since e < ag −1 < a, there exists h ∈ G with ag −1 < h < a. But then a < hg < b; contradiction. Now let u be the least positive element of G. For all g ∈ G, we have G∩[gu −1 , gu] = {gu −1 , g, gu}, so G is discrete and closed. Define ⌊ ⌋ : R → G by ⌊x⌋ = max( G ∩ (−∞, x] ). Then ⌊x⌋ ≤ x < ⌊x⌋ u for all x ∈ R.
Note. As an immediate consequence, there are no proper nontrivial convex definable subgroups of (R, * ).
Proposition 2.2. (R, * ) is divisible and abelian.
Proof. Let n be a positive integer. The function x → x n : R → R is continuous, so the image of R under this function is definably connected (Proposition 1.5) and a nontrivial subgroup of (R, * ), hence equal to R (Lemma 2.1).
Let r ∈ R \ {e}. Since x → xrx −1 r −1 : R → R is continuous, the centralizer C r of r is closed. By Lemma 2.1, we need only show that C r has no least positive element. Let x ∈ C r with x > e. By divisibility, there exists y ∈ R such that y > e and y 2 = x. Then e < y < x and y ∈ C r . Theorem 2.3. If G is proper, then G either is dense and codense, or it contains a least positive element u and (R, <, * , e, u, G) ≡ (Q, <, +, 0, 1, Z).
Proof. Let G be proper. By Lemma 2.1, G either is dense and codense or it contains a least positive element u. We have already shown that (R, * ) is divisible and abelian. Now see the appendix for an axiomatization of Th(Q, <, +, 0, 1, Z).
Proposition 2.4. Let f ∈ End(R, * ) be nontrivial and definable. If f is monotone, then it is strictly monotone, continuous and surjective. If f is continuous, then it is surjective and strictly monotone.
Proof. Suppose that f is increasing. (The case that f is decreasing is similar.) The kernel of f is a convex definable subgroup of (R, * )-hence trivial-so f is strictly increasing. The image f (R) has no least positive element, so it is dense (Lemma 2.1). By Proposition 1.2, f is continuous. By Proposition 1.5, f (R) is definably connected, hence equal to R by Lemma 2.1.
Let f be continuous. Since f (R) is definably connected and nontrival, we have f (R) = R. In order to show that f is strictly monotone, it suffices (just as when working over R) to show that f is injective. Since f ∈ End(R, * ), we need only show that ker(f ) is trivial. Since f is continuous and nontrivial, ker(f ) is not dense. By Lemma 2.1, we need only show that ker(f ) has no least positive element. Suppose otherwise and put u = min(ker(f ) ∩ (e, ∞)). By IVP, either f (t) > e for all t ∈ (e, u) or f (t) < e for all t ∈ (e, u). Say the former holds and let c ∈ (e, u); then uc −1 ∈ (e, u) as well. Hence, e = f (u) = f (uc
All of the above results hold more generally, namely, whenever I ⊆ R is an open interval and * is a definable binary operation I 2 → I such that (I, <, * ) is an ordered group. Moreover, given any two definable ordered groups G 1 = (I 1 , <, * 1 ) and G 2 = (I 2 , <, * 2 ) on open intervals I 1 , I 2 , one easily generalizes Proposition 2.4 to an appropriate statement about definable homomorphisms from G 1 into G 2 .
Proposition 2.5. Let (R, <, +, ·, 0, 1) be an ordered ring with unity 1 > 0 such that + and · are definable. Then:
• (R, +, ·, 0, 1) is a real closed field.
• Every continuous definable endomorphism of (R, +) is of the form r · x for some r ∈ R.
• If G ⊆ (0, ∞) is definable and a proper nontrivial multiplicative subgroup, then either G is dense and codense in (0, ∞) ; or, G is discrete and for every r > 0 there exists g ∈ G such that g ≤ r < ug, where u = min(G ∩ (1, ∞) ).
Proof. By now-familiar arguments (see [6] or [3]), Lemma 2.1 and the IVP imply that (R, +, ·, 0, 1) is a real closed field. Let f ∈ End(R, +) be continuous. Put r = f (1). Then the unary definable function t → f (t) − rt is an endomorphism of (R, +), is continuous, and takes the value 0 for t = 0 and t = 1. By Lemma 2.4, f = r · x.
(The third item is immediate from Lemma 2.1.)
Examples
Of course, every expansion of (R, Proposition. The IVP is preserved under elementary equivalence.
Together with Theorem 2.3, we have:
Corollary. Let G be a divisible subgroup of R with 1 ∈ G. Then (G, <, +, Z) has the IVP.
Rudimentary analysis
If R is an expansion of an (abelian divisible) ordered group, we easily obtain appropriate relativizations of some familiar analytic results; as examples, a continuous definable map defined on a CBD set is uniformly continuous, and a contraction mapping theorem of sorts holds; cf. [3, page 97, Exercises]. If R expands an ordered field, then with the IVP at handand its equivalence to having the least upper bound property for definable subsets of R-we also have the mean value theorem for definable data. This has the usual consequences as in elementary differential calculus over the reals: derivative tests, L'Hôpital's rule, Taylor formulas, inverse and implicit function theorems, and so on; cf. [3, Ch. 7]. However, some familiar results from real analysis, based on measure-or (Baire) category-theoretic arguments, might require further topological or model-theoretic assumptions. For example:
• Let m ∈ N and A ⊆ R m+1 be CBD. Suppose that for each x ∈ πA, the fiber A x has interior. Does A have interior?
• If f : (a, b) → R is definable and strictly monotone, is f differentiable at some point in (a, b)?
Appendix. The theory of (Q, <, +, −, 0, 1, Z)
I show here that (Q, <, +, −, 0, 1, Z) is axiomatized by the theory of divisible ordered abelian groups, together with axioms expressing that Z is a subgroup, having a least positive element 1, such that every element x of the underlying set is between (inclusively) some element z ∈ Z and z + 1. (Compare with the main result in [1] .)
We work with a structure interdefinable with (Q, <, +, −, 0, 1, Z). Put
where, for q ∈ Q, λ q denotes the scalar map x → qx : Q → Q and ⌊ ⌋ denotes the greatest integer function on Q, that is,
Let L be the language of Q. Let T be the L-theory consisting of:
• axioms for ordered abelian groups with a distinguished positive element 1
• for each pair j, n ∈ Z with n > 0, the axiom nλ j/n (x) = jx
(The axioms are somewhat redundant, but this is of no concern here.) Note that T is universal. We'll see, by one of the usual embedding tests, that T admits QE. Since Q embeds in every model of T , it follows that T is complete, and thus Th(Q) is axiomatized by T . Given M |= T , with underlying set M , we regard (Q, <, +, −, 0, 1, (λ q ) q∈Q ) as being embedded in (M, <, +, −, 0, 1, (λ q ) q∈Q ) in the usual way. For convenience, we write qx instead of λ q (x). Note that for all a ∈ M , we have a ∈ ⌊M ⌋ if and only if a = ⌊a⌋, and that the image ⌊M ⌋ is a subgroup of (M, +).
Lemma. Let M |= T , a ∈ ⌊M ⌋ and n be a positive integer. Then there is a unique i ∈ {0, . . . , n − 1} such that (a + i)/n ∈ ⌊M ⌋.
Proof. The result is trivial for n = 1, so assume n ≥ 2. If a/n ∈ ⌊M ⌋, then we're done, so suppose otherwise. Since 0 < (a/n) − ⌊a/n⌋ < 1, there exists unique k ∈ {1, . . . , n − 1} such that ⌊n((a/n) − ⌊a/n⌋)⌋ = k. Hence, a = ⌊a⌋ = n ⌊a/n⌋ + k and (a − k)/n ∈ ⌊M ⌋.
Proposition. T admits QE.
Proof. Let A, B and B ′ be such that B, B ′ |= T ; B ′ is |B| + -saturated; and A is a proper substructure of B embedded in B ′ . It suffices to find b ∈ B \ A such that the embedding can be extended to the substructure of B generated by A and b. Since T is universal, we may reduce to case that A is an elementary substructure of B ′ , and find b ∈ B \ A and b ′ ∈ B ′ \ A such that:
• If a ∈ A and q ∈ Q, then φ(⌊a + qb⌋) = ⌊a + qb ′ ⌋ ′ , where φ : A ⊕ Qb → B ′ is given by a + qb → a + qb ′ . (Here, ⌊ ⌋ takes arguments from B, while ⌊ ⌋ ′ takes arguments from B ′ .)
First, suppose ⌊B⌋ = ⌊A⌋. Then choose any b ∈ B \ A, and any b ′ ∈ B ′ realizing the same cut in A as b.
Now suppose ⌊B⌋ = ⌊A⌋. Let b ∈ ⌊B⌋ \ ⌊A⌋ and, for each integer n ≥ 2, let i n ∈ {0, . . . , n − 1} be such that (b + i n )/n ∈ ⌊B⌋, that is, ⌊(b + i n )/n⌋ = (b + i n )/n. Note that each (b + i n )/n realizes the same cut in A as does b. (Since b ∈ ⌊B⌋ \ ⌊A⌋, no element of A belongs to the same archimedean class as that of b.) By saturation, choose b ′ ∈ B ′ realizing the same cut in A as b, and such that ⌊(b ′ + i n )/n⌋ ′ = (b ′ + i n )/n for each integer n ≥ 2. Let a ∈ A and q ∈ Q. Write q = k/n with k ∈ Z and n a positive integer. Then a + qb = a − i n q + k ((b + i n ) /n) . Since k ((b + i n ) /n) ∈ ⌊B⌋ we have ⌊a + qb⌋ = ⌊a − i n q + k ((b + i n ) /n)⌋ = ⌊a − i n q⌋ + k ((b + i n ) /n) = ⌊a − i n q⌋ + i n q + qb ∈ A ⊕ Qb.
Similarly:
⌊a + qb ′ ⌋ ′ = ⌊a − i n q⌋ ′ + i n q + qb ′ = ⌊a − i n q⌋ + i n q + qb ′ ∈ A ⊕ Qb ′ .
Hence:
φ(⌊a + qb⌋) = φ (⌊a − i n q⌋ + i n q + qb) = ⌊a − i n q⌋ + i n q + qb ′ = ⌊a + qb ′ ⌋ ′ .
