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Abstract
The linear complexity is a measure for the unpredictability of a se-
quence over a finite field and thus for its suitability in cryptography. In
2012, Diem introduced a new figure of merit for cryptographic sequences
called expansion complexity. We study the relationship between linear
complexity and expansion complexity. In particular, we show that for
purely periodic sequences both figures of merit provide essentially the
same quality test for a sufficiently long part of the sequence. However,
if we study shorter parts of the period or nonperiodic sequences, then
we can show, roughly speaking, that the expansion complexity provides a
stronger test. We demonstrate this by analyzing a sequence of binomial
coefficients modulo p. Finally, we establish a probabilistic result on the
behavior of the expansion complexity of random sequences over a finite
field.
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68Q25
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1 Introduction
For a sequence S = (si)
∞
i=0 over the finite field Fq of q elements and a positive
integer N , the N th linear complexity LN = LN(S) is the length of a shortest
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016-0189-2
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linear recurrence
si+LN +
LN−1∑
ℓ=0
cℓsi+ℓ = 0, 0 ≤ i ≤ N − LN − 1, (1)
with coefficients cℓ ∈ Fq, which is satisfied by the first N terms of the sequence.
We use the convention LN = 0 if s0 = s1 = . . . = sN−1 = 0 and LN = N if
s0 = s1 = . . . = sN−2 = 0 6= sN−1. The linear complexity L = L(S) is
L(S) = sup
N≥1
LN(S).
Note that L is finite if and only if S is ultimately periodic. If T and t denote
the period and preperiod of S, respectively, we obviously have
L ≤ T + t.
The (Nth) linear complexity is a measure for the unpredictability of a se-
quence and thus its suitability in cryptography. A sequence with small LN for
a sufficiently large N is disastrous for cryptographic applications. However, the
converse is not true. There are highly predictable sequences with large LN ,
including the example s0 = . . . = sN−2 = 0 6= sN−1. Hence, for testing the
suitability of a sequence in cryptography we also have to study finer figures of
merit. A recent survey on the linear complexity is given in [11].
Diem [4] introduced the expansion complexity of the sequence S as follows.
We define the generating function G(x) of S by
G(x) =
∞∑
i=0
six
i,
viewed as a formal power series over Fq. Note the change by the factor x
compared to the definition in [4]. For a positive integer N , the N th expansion
complexity EN = EN (S) is EN = 0 if s0 = . . . = sN−1 = 0 and otherwise the
least total degree of a nonzero polynomial h(x, y) ∈ Fq[x, y] with
h(x,G(x)) ≡ 0 mod xN . (2)
Note that EN depends only on the first N terms of S.
We prove upper and lower bounds on EN in terms of LN and the smallest
number tN with ctN 6= 0 in (1). In particular, we show that for purely periodic
sequences both figures of merit provide essentially the same quality test for the
whole sequences. However, if we study only parts of the period or nonperi-
odic sequences, we can show, roughly speaking, that the expansion complexity
provides a stronger test. We demonstrate this by analyzing linear complexity
and expansion complexity of the sequence A = (ai)
∞
i=0 of binomial coefficients
ai =
(
i+k
k
)
modulo a prime p for some 1 ≤ k ≤ p− 1.
First we study ultimately periodic sequences in Section 2. Then we analyze
the linear complexity and expansion complexity of the sequence A in Section 3.
The aperiodic case is studied in Section 4. A probabilistic result on the behavior
of the expansion complexity of random sequences over a finite field is shown in
Section 5.
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2 Ultimately periodic sequences
Now let S = (si)
∞
i=0 be an ultimately periodic sequence over Fq with preperiod t
and period T , that is, si+t+T = si+t for i = 0, 1, . . . . Let L be its linear
complexity and recall that L ≤ T + t. Then its generating function is a rational
function
G(x) =
f(x)
g(x)
(3)
with polynomials f(x), g(x) ∈ Fq[x] with deg(f) < L, deg(g) = L − t, and
gcd(f(x), g(x)) = gcd(g(x), x) = 1, see [6, Theorem 8.40]. Note that such a
sequence satisfies a linear recurrence of the form
L∑
ℓ=t
cℓsi+ℓ = 0, i ≥ 0,
with cL = 1 and ct 6= 0. Then we have
g(x) = 1 + cL−1x+ · · ·+ ctx
L−t. (4)
Lemma 1 Let G(x) in (3) be not identically zero and let h(x, y) ∈ Fq[x, y] be
a nonzero polynomial of local degree d in y. Put H(x) = g(x)dh(x,G(x)). If
H(x) is the zero polynomial, then the total degree of h(x, y) satisfies
deg(h) ≥ L− t+ 1.
Proof. We write
h(x, y) =
d∑
i=0
hi(x)y
i ∈ Fq[x, y]
with hd(x) 6= 0. Then H(x) = 0 implies
d∑
i=0
hi(x)f(x)
ig(x)d−i = 0 (5)
and d ≥ 1, where we used (3). Note that g(x) 6= 0 by (4). Hence, hd(x) is
divisible by g(x) and thus of degree at least deg(g) = L − t. Finally, we have
deg(h) ≥ deg(hd) + d ≥ L− t+ 1. 
Theorem 1 Let S be an ultimately periodic sequence over Fq with preperiod t,
linear complexity L, and generating function G(x) 6= 0. Then we have
EN (S) ≥
{
L− t+ 1 for N > (L − t)(L−min{1, t− 1}),
⌈N/(L−min{1, t− 1})⌉ otherwise,
and
EN (S) ≤ L+max{−1,−t+ 1}.
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Proof. Since otherwise the lower bound is trivial, we may assume deg(h) <
N/(L − min{1, t − 1}). Then deg(H) ≤ deg(h)(L − min{1, t − 1}) < N using
(5) and
h(x,G(x)) ≡ 0 mod xN
is equivalent to H(x) = 0. Now the lower bound follows by Lemma 1.
Choosing the polynomial
h(x, y) = g(x)y − f(x)
of degree deg(h) = max{deg(f), deg(g) + 1} ≤ max{L − 1, L − t + 1}, we get
the upper bound. 
Remark. For t ≤ 2 and N > (L− t)(L − t+ 1) we have equality:
EN (S) = L− t+ 1.
3 A sequence of binomial coefficients
For a prime p and some integer k with 1 ≤ k ≤ p− 1, we study the p-periodic
sequence A = (ai)
∞
i=0 of binomial coefficients
ai =
(
i+ k
k
)
mod p, i = 0, 1, . . . . (6)
First we will show that A has an optimal Nth linear complexity for 1 ≤ N ≤
2min{k+1, p− k} which suggests an optimal value of k = (p− 1)/2. However,
since the last k sequence elements ap−k, ap−k+1, . . . , ap−1 in the first period
vanish, the sequence becomes more predictable with increasing k.
It turns out that the pth expansion complexity is Ep(A) = min{k+2, ⌈p/(k+
2)⌉} which suggests an optimal value of k ≈ p1/2, where only the first p − k
sequence elements should be used in practice.
3.1 Linear complexity
Proposition 1 We have
L(A) = k + 1
and
LN (A) ≥ min{k + 1, ⌈N/2⌉, p− k}.
Proof. Since
(
i+k
k
)
=
∏k
j=1
i+j
j is a polynomial of degree k in i, we can apply
the following well-known result, see [2, Theorem 8] or [9, Theorem 1], to get the
value of the linear complexity: let f be a polynomial of degree d < p over Fp and
S = (si)
∞
i=0 be the p-periodic sequence defined by si = f(i) for i = 0, 1, . . .; then
L(S) = d + 1. Furthermore, LN(S) ≥ min{d + 1, N − d} by [10, Theorem 3],
which implies
LN(A) ≥ min{k + 1, N − k}.
4
Put L = LN(A). Since otherwise the second result is trivial, we may assume
L ≤ min{k, p− k − 1} and N ≤ min{2k, p− 1}.
Assume there is a linear recurrence of length L satisfied by the first N terms
of A, that is,
L∑
ℓ=0
cℓai+ℓ = 0, 0 ≤ i ≤ N − L− 1,
where cL = −1. Note that
ai+ℓ =
(
i+ ℓ+ k
k
)
= ai
ℓ∏
j=1
i+ k + j
i+ j
.
With fℓ(x) =
∏ℓ
j=1(x+ k + j) and gℓ(x) =
∏ℓ
j=1(x+ j), we get
L∑
ℓ=0
cℓ
fℓ(i)
gℓ(i)
= 0, 0 ≤ i ≤ min{N − L, p− k} − 1,
since ai 6= 0 for 0 ≤ i ≤ p− k − 1. Multiplying with gL(i), we get
L∑
ℓ=0
cℓfℓ(i)
L∏
j=ℓ+1
(i+ j) = 0, 0 ≤ i ≤ min{N − L, p− k} − 1.
We have constructed a polynomial of degree at most L with at least min{N −
L, p− k} zeros. Evaluating the left hand side at i = p− L ≥ p− k, we get the
value cLfL(p− L) 6= 0. Hence by Lagrange’s theorem we obtain
L ≥ min{N − L, p− k}.
If L ≥ N − p+ k, we get L ≥ max{N/2, N − p+ k} = N/2 since N − p+ k ≤
L < p− k implies N < 2(p− k). If L < N − p+ k, we obtain L ≥ p− k. 
3.2 Expansion complexity
Lemma 2 The generating function G(x) of A is
G(x) =
1
(1 − x)k+1
.
Proof. First verify that
(
p− 1− k
i
)
(−1)i ≡
i∏
j=1
k + j
j
≡
(
i+ k
i
)
≡
(
i+ k
k
)
mod p.
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Then we get
(1 − x)pG(x) = (1− xp)G(x) =
p−1−k∑
i=0
(
i+ k
k
)
xi
=
p−1−k∑
i=0
(
p− 1− k
i
)
(−x)i = (1 − x)p−1−k
and the result follows. 
Theorem 2 Let A = (ai)
∞
i=0 be the sequence of binomial coefficients modulo p
defined by (6) and Ep(A) its pth expansion complexity.
For (k + 1)(k + 2) < p we have
Ep(A) = k + 2
and for (k + 1)(k + 2) ≥ p⌈
p
k + 2
⌉
≤ Ep(A) ≤ max
{⌈
p
k + 2
⌉
, (k + 1)
{
p
k + 1
}}
,
where {x} is the fractional part of x, that is, {x} = x− ⌊x⌋.
Proof. By Proposition 1 we have L = L(A) = k + 1. If (k + 1)(k + 2) < p
we get by Theorem 1 (with t = 0 since A is purely periodic) the first result.
If (k + 1)(k + 2) ≥ p we have by Theorem 1
Ep(A) ≥
⌈
p
k + 2
⌉
.
We put
d = min
{⌊
p
k + 1
⌋
,
⌈
p
k + 2
⌉}
and take
h(x, y) = yd − (1− x)p−d(k+1) ∈ Fp[x, y].
Here we used d ≤ p/(k + 1) since otherwise h(x, y) is not a polynomial. By
Lemma 2 we have G(x) = 1
(1−x)k+1
and thus
h(x,G(x)) =
1
(1− x)d(k+1)
− (1 − x)p−d(k+1) =
1− (1 − x)p
(1 − x)d(k+1)
=
xp
(1− x)d(k+1)
≡ 0 mod xp
since gcd((1− x), x) = 1. Hence,
Ep(A) ≤ deg(h) = max{d, p− d(k + 1)} =
{
d if d =
⌈
p
k+2
⌉
,
p− d(k + 1) otherwise,
and the result follows. 
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4 The aperiodic case
4.1 Growth of EN(S) and LN (S)
First we describe the possible growth of the nondecreasing function
N 7→ EN (S).
Proposition 2 We have EN (S) ≤ EN+1(S) ≤ EN (S) + 1.
Proof. If h(x,G(x)) ≡ 0 mod xN , then xh(x,G(x)) ≡ 0 mod xN+1. 
For comparison, we state the corresponding result on the possible growth of
the nondecreasing function N 7→ LN (S), which is called the linear complexity
profile of S. For a proof see [5, Theorem 6.7.4], [8], or [12, Chapter 4].
Lemma 3 If LN (S) > N/2, then LN+1(S) = LN(S). If LN (S) ≤ N/2, then
LN+1(S) ∈ {LN(S), N + 1− LN(S)}.
4.2 Bounds
Theorem 3 Let S be a sequence over Fq with generating function G(x). For
N ≥ 2 let G(x) satisfy
G(x) 6≡ 0 mod xN
and let
LN∑
ℓ=tN
cℓsi+ℓ = 0, 0 ≤ i ≤ N − LN − 1,
be a shortest linear recurrence for the first N terms of S, where cLN = 1 and
ctN 6= 0. Then
EN (S) ≥
{
LN − tN + 1 for N > (LN − tN )(LN −min{1, tN − 1}),⌈
N
LN−min{1,tN−1}
⌉
otherwise,
and
EN (S) ≤ min{LN(S) + max{−1,−tN + 1}, N − LN (S) + 2}.
Proof. Let U = (ui)
∞
i=0 be the ultimately periodic sequence with preperiod
t = tN defined by
ui = si for i = 0, 1, . . . , N − 1
and
ui+LN = −
LN−1∑
ℓ=t
cℓsi+ℓ for i = N − LN , N − LN + 1, . . . .
Then we have EN (S) = EN (U) and LN(S) = LN(U) = L(U). By Theorem 1,
it remains to show that EN ≤ N − LN + 2 if LN > (N + 1)/2. In particular,
we have already proved that
EN (S) ≤ LN(S) + 1. (7)
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If LN (S) > (N +1)/2, then we have LN (S) = LN−1(S) = . . . = LN−k(S) 6=
LN−k−1(S) for some 0 ≤ k < (N−1)/2 since (N+1)/2 < LN(S) = LN−k(S) ≤
N − k. By Lemma 3 we get LN (S) = LN−k(S) = N − k − LN−k−1(S) ≤
N − k − EN−k−1(S) + 1 ≤ N − EN (S) + 2 by (7) and Proposition 2, and the
remaining bound follows. 
Remarks.
• For N ≥ 2 we have
EN (S) ≤ min
{⌊
N + 3
2
⌋
, N − 1
}
,
where EN ≤ N − 1 can be obtained by choosing h(x, y) = y −
N−1∑
i=0
siX
i
in (2).
• The Berlekamp-Massey algorithm does not only compute the whole linear
complexity profile LN (S) for N = 1, 2, . . ., but also shortest linear recur-
rences satisfied by the first N terms, from which we can get tN as well;
see for example [1, 5, 8].
• We may modify Diem’s definition by adding the condition that h(x, y)
is irreducible over Fq. Without this modification EN (S) may depend
only on the first N0 terms of S for some N0 < N . More precisely, as-
sume that all h(x, y) 6= 0 of minimal degree satisfying (2) are of the
form h(x, y) = h1(x, y)h2(x, y) with nonconstant polynomials h1(x, y)
and h2(x, y) over Fq. Then h1(x,G(x)) ≡ 0 mod x
N1 and h2(x,G(x)) ≡
0 mod xN2 for some 1 ≤ N1, N2 < N with N = N1 +N2, and so EN (S)
depends only on the first N0 = max{N1, N2} terms of S. However, us-
ing only irreducible polynomials would cause serious modifications in the
algorithm suggested in [4, Section 5].
• We have EN1+N2 ≤ EN1 + EN2 if G(x) 6≡ 0 mod x
min{N1,N2}. Indeed, if
h1(x,G(x)) ≡ 0 mod x
N1 and h2(x,G(x)) ≡ 0 mod x
N2 with nontrivial
polynomials h1(x, y) and h2(x, y), then h(x,G(x)) ≡ 0 mod x
N1+N2 .
• Let p be the characteristic of Fq. For N ≥ 2 let k be the nonnegative
integer with pk ≤ N − 1 < pk+1. Then we have EN ≤ ⌊(N − 1)/p
k⌋pk
taking h(x, y) = yp
k
−
∑⌊(N−1)/pk⌋
i=0 six
ipk , which improvesEN ≤ (N+3)/2
in some cases.
5 A probabilistic result
Let µq be the uniform probability measure on Fq which assigns the measure 1/q
to each element of Fq. Let F
∞
q be the sequence space over Fq and let µ
∞
q be
the complete product probability measure on F∞q induced by µq. We say that
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a property of sequences S ∈ F∞q holds µ
∞
q -almost everywhere if it holds for a
set of sequences S of µ∞q -measure 1. We may view such a property as a typical
property of a random sequence over Fq.
Theorem 4 We have
lim inf
N→∞
EN (S)
N1/2
≥ 1 µ∞q -almost everywhere.
Proof. First we fix ε with 0 < ε < 1 and we put
bN =
⌊
(1− ε)1/2N1/2
⌋
for N = 1, 2, . . . . (8)
Then bN ≥ 1 for all sufficiently large N . For such N put
AN = {S ∈ F
∞
q : EN (S) ≤ bN}.
Since EN (S) depends only on the first N terms of S, the measure µ
∞
q (AN ) is
given by
µ∞q (AN ) = q
−N ·#{S ∈ FNq : EN (S) ≤ bN}. (9)
According to [4, Proposition 7], S is uniquely determined by its first b2N terms.
It follows therefore that
#{S ∈ FNq : EN (S) ≤ bN} ≤ q
b2
N .
It follows thus from (8) and (9) that µ∞q (AN ) ≤ q
−εN for all sufficiently large
N . Therefore
∑∞
N=1 µ
∞
q (AN ) < ∞. Then the Borel-Cantelli lemma (see [3,
Lemma 3.14] and [7, p. 228]) shows that the set of all S ∈ F∞q for which S ∈ AN
for infinitely many N has µ∞q -measure 0. In other words, µ
∞
q -almost everywhere
we have S ∈ AN for at most finitely many N . It follows then from the definition
of AN that µ
∞
q -almost everywhere we have
EN (S) > bN > (1− ε)
1/2N1/2 − 1
for all sufficiently large N . Therefore µ∞q -almost everywhere,
lim inf
N→∞
EN (S)
N1/2
≥ (1− ε)1/2.
By applying this for ε = 1/r with r = 1, 2, . . . and noting that the intersection
of countably many sets of µ∞q -measure 1 has again µ
∞
q -measure 1, we obtain
the result of the theorem. 
Theorem 4 shows that, for random sequences S over Fq, the expansion com-
plexity EN (S) grows at least at the rate N
1/2 as N →∞. It may be conjectured
that this is the exact order of magnitude of EN (S) for random sequences S
over Fq.
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