Consider the class of graphs on n vertices which have maximum degree at most 1 2 n − 1 + τ , where τ ≥ −n 1/2+ for sufficiently small > 0. We find an asymptotic formula for the number of such graphs and show that their number of edges has a normal distribution whose parameters we determine. We also show that expectations of random variables on the degree sequences of such graphs can often be estimated using a model based on truncated binomial distributions.
Introduction
Given the variety of solved problems on graph enumeration and random graphs, the following question is quite natural: what is the probability that a random graph on n vertices has maximum vertex degree at most 1 2 n? It is hard to trace the origin of this question, but Bollobás [6] attributes it to Sós about 1982. Alon [2] showed that the probability is at most 2 −n/2 , whilst the lower bound 2 −n comes easily from the FKG inequality. Riordan and Selby [12] found the exact value of the limit of the nth root of the probability, numerically .6102304 · · · (and the corresponding limit for edge probabilities other than 1 2 ). The question is of course equivalent to enumerating n-vertex graphs with all vertex degrees at most 1 2 n. In this paper we solve a generalization of this question. Namely, we find an asymptotic formula for the number G ≤k (n) of graphs on n vertices with maximum degree ∆ ≤ k, where k = 1 2 n − 1 + 1 2 T n 1/2 with T = O(n ) for some fixed > 0. We will meet several situations where needs to be sufficiently small, so without further ado we assume that is small enough to meet all those needs simultaneously. We also note at this time that all asymptotics in this paper are for n → ∞ and that constants implicit in our order notation are independent of any other variable. Apart from the approximations mentioned above, the only prior work we are aware of is that of Bollobás [5] , who determined P(∆ ≤ k) in the case where it is constant or decreasing very slowly.
Our general approach is to use the asymptotic formula of McKay and Wormald [9] for the number of graphs with given degrees. In principle we just need to sum the formula over all relevant degree sequences, but such a multidimensional sum has considerable difficulties. Instead, we use the asymptotic formula to estimate the difference between the degree sequence of a random graph with degrees restricted to ∆ ≤ k, and a sequence of independent binomial variables subject to the same upper bound and restricted to even sum. The same approach was used by McKay and Wormald [11] to derive properties of the degree sequence of a random graph. Note that the restriction of k to integer is essential, as the value is sensitive to changes in k as small as n −1/2 .
If T → ∞ sufficiently quickly, most of the formula in Theorem 1 becomes insignificant. The leading asymptotic term was established by Bollobás [5] in the case that the result is not a vanishingly small proportion of the total number of graphs on n vertices, that is, e −T 2 /2 /T = O(n −1 ). Our result shows the following simplification under the weaker condition e −T 2 = o(n −1 ), which permits T to grow more slowly.
Corollary 1. Let T → ∞ in Theorem 1 (without the O(n ) restriction). Then the number of graphs on n vertices with maximum degree at most k is
We will also give a simpler version of Theorem 1 in the case where the degree bound is quite close to 
,
Moreover, many properties of the degree sequence of random graphs subject to a bound on the maximum degree can be computed using our method. Theorem 2 shows how the number of edges is distributed and Theorem 3 shows that, for a fixed number of edges, the asymptotic distribution is very close to one based on independent truncated binomials. Theorem 2. Let k, T , and L 0 be as in Theorem 1. In a random graph on n vertices with maximum degree at most k, the number of edges is distributed asymptotically normally with expectation
The error term in the expectation is insignificant compared with the standard deviation, which we shall show to be at least the order of n 1− . Our proof of Theorem 2 will
give the asymptotic probability that the number of edges has a given value, over a wide range of values. Define Bin ≤k (n−1, p) to be the truncated binomial distribution: Bin(n−1, p) truncated at k. Then R p = R p (n, k) is the probability space of vectors of n independent components each distributed as Bin ≤k (n−1, p). A property of the binomial distribution is that the slice of R p containing vectors with a given sum is independent of p, provided 0 < p < 1. For this reason the choice of p = 
kn . Let F be a nonnegative function defined on integer sequences. Define E 1 (F, n) to be the expectation of F over degree sequences of random graphs with n vertices, m edges, and maximum degree at most k. Similarly, define E 2 (F, n) to be the expectation of F over R 1/2 , conditional on having sum 2m. Then E 1 (F, n) ∼ E 2 (F, n) as n → ∞ provided that the maximum value of F over a sequence of n integers with sum 2m and maximum at most k is O(n t )E 2 (F, n) for some fixed t.
By taking F to be the characteristic function of an event, Theorem 3 can also be used to estimate probabilities which are not too small.
Outline and definitions.
Our approach to estimating G ≤k (n) is to first find the contribution due to graphs with exactly m edges and then sum over the m which contribute significantly. Let p = m/N where N = n 2 is the total number of possible edges. Let D p be the space of degree sequences of random graphs on n vertices where each edge occurs independently with probability p, and let B p be the space of n-tuples of independent random variables each with distribution Bin(n−1, p). In [9] , the probability of any sequence
in the graph model D p is shown to be asymptotic to the probability of d in the independent binomial model B p multiplied by some function g = g(d, p) which, for present purposes, we can regard as a function of n and k only. This converts the problem to one of estimating the probability that d in B p satisfies d i = 2m, conditional upon d i ≤ k for each i, and then summing over m. We find this conditional probability in B p by relating it to the same probability in B r , where r is chosen so as to maximise the conditional probability of d i = 2m. Standard central limit methods then give us the answer. Incidentally, consideration of B r also assists us in establishing the above claim about the behaviour of g.
We next introduce some more notation which will be used throughout, and make some of the statements in the above outline more precise.
For a graph G with vertices
to be respectively the maximum, minimum and mean of the d j . The degree sequence d (or, more generally, any sequence d = d(n) of sequences indexed by n) is concentrated if |d j −d| ≤ n 1/2+ * uniformly over j as n → ∞, where * > 0 is a constant implicit in [9] . We can assume that < * /4. In particular, this allows us to apply the results of Theorem 3 of [9] to our concentrated sequences. Define V to be the set of all sequences of n integers from the range [0, k], where k = In addition to the probability spaces D p and B p defined above, recall the definition of R p from Section 1. The restriction of R p to V con m is independent of p, and we denote it by R con m . The function g mentioned above is expressed in [9] as a function of γ 2 and p, where γ 2 is a scaled second moment of the components of the sequence d (defined precisely in (18) below). However, that formula is only valid for concentrated sequences. So we first show (in Section 4) that we can restrict attention to concentrated sequences, with negligible asymptotic loss. Then for each m we estimate the contribution of V con m to G ≤k (n) as follows. Calculate a number (probability) r = r(m) such that 2m is the expected sum of the components of R r , in order that P R r (V con m ) is not too small. Thus, when we show that γ 2 is sharply concentrated in R r , it will follow that it is also sharply concentrated in R con m . In this way, we can find P D p (V con m ) in terms of P R r (V con m ) which is simpler to determine. Since each graph with m edges has probability p
Our analysis will show that we can restrict m to a certain interval
is asymptotically normally distributed with respect to m. Summing over m then gives Theorem 1.
In the next section some binomial approximations are given. In Section 4 we show that the vast bulk of the graphs we are counting have roughly the same number of edges and all degrees reasonably close to k. In Section 5 we study the integral equation which is central to our formulation of Theorem 1. The key parts of the analysis required for the main theorem are performed in Section 6. Section 7 is concerned with the random variable γ 2 . We find its expected value and prove the sharp concentration result mentioned in the plan above. In Section 8 we will bring the various parts together to complete the proof of our main theorems.
Binomial Approximations
We need approximations to several functions involving binomial coefficients. These approximations will make use of the following Euler-Maclaurin summation.
where
Proof: See [14; page 36], for example.
For the following we assume that T and L are functions of n satisfying T = O(n ) and L = O(n ), with > 0 as in Section 1. Define:
Our first two results are straightforward. By Stirling's formula we get
while from 26.5.1 of [1] we deduce that
Next we put Lemma 1 to work.
Lemma 2.

S(r, k)
Taylor's Theorem, we have
To estimate the term s j /s 0 we write
.
Theorem and summing gives
3n 3 , and
It is easy to see that s j is decreasing for j ≥ C, and furthermore that
. This means that we can apply Lemma 1 to obtain
Note that
we can take the product of (4) and (7) to obtain the desired result.
We note one spin-off of the above proof for later use. By (6) and (7) we have
Finally, we require a good bound on the lower tail of a truncated binomial distribution.
Lemma 3.
Let p satisfy 0 < p < 1. Let X be a random variable whose distribution is
It is easy to see that the maximum occurs for i = K and equals the value given in the lemma.
Initial results on degree sequences
Our first task will be to show that we can safely restrict our attention to graphs with concentrated degree sequences and many edges. We do this by first showing that a tight lower bound on the number of edges implies one on the minimum degree good enough to imply concentration, and then that almost all graphs have that required number of edges.
Lemma 4. Suppose that 2m ≥ N −O(n 3/2+
). Let G be chosen uniformly at random from the graphs on n vertices with m edges and maximum degree ∆ ≤ k. Then the probability that G has minimum degree
Proof: Let v be a given vertex in G and Z v the set of vertices at distance at least 2 from v. We use a switching argument to bound the probability that deg ( 
Note that the bound in (9) increases with m but has an inverse dependence on ∆ and d. Also, from the definition of k and the assumption we are making about m in this lemma, ∆ ≤ 1 2 n + c 1 n 1/2+ and 2m ≥ ∆n − c 2 n 3/2+ for positive constants c 1 and c 2 . So then, for
Let p v be the probability that deg(v) ≤ ∆ − n 1/2+2 . As a consequence of (10),
).
The probability that δ ≤ ∆ − n 1/2+2 is trivially bounded above by np v . 
Hence, even without a restriction on the maximum degree, the number of graphs with m <
The bound in (11) can be compared to a simple lower bound on G ≤k (n). The degree of a given vertex in a random graph on n vertices with edge probability For T = O(n ), Lemma 2 tells us that 2 N S(
is much larger than (11) . It follows that m ≥ We also need a similar lemma about R r . 
Lemma 6. For
Therefore, with probability at least 1 − O(e
−n
3 ), all the components of R r lie in the
, which implies that they are concentrated.
The integral equation.
In this section we look at a particular integral equation which will crop up later in our calculations. We perform the analysis separately here to avoid disrupting the flow of our argument in the next section. The pivotal equation has already appeared in the statement of Theorem 1. It is
For a given T , we use L 0 to denote any value of L which satisfies (12) . We aim to justify the assertion in Theorem 1 that L 0 is uniquely determined as a function of T , as well as studying other properties of L 0 . For a given T , any solution of (12) 
and hence
Two other cases of interest are T = 0, in which case L 0 (0) = 0.506054468989 · · ·, and
A quantity which will be of particular importance is ξ = 2L
Now L 0 decreases with T and ξ is clearly positive for T > 0, so by continuity ξ is always positive. We next show that it is below 1.
We infer that there is no (finite) T for which ξ = 1. In the case when T → −∞ we observe that
It then follows from (14) that
In Figure 1 , we show the values of L 0 and ξ as functions of T . We also show the functions F and H, where the formula for G ≤k (n) in Theorem 1 is 2 ( 
The main calculation
As described earlier, we will count the required graphs according to m, the number of edges they contain. Let p = m/N and let d = (d 1 , d 2 , . . . , d n ) be a concentrated degree sequence such that d i = 2m. Define I 0 to be the interval [
Our primary tool is the following result from [9, Thm 3], which relates the graph model to the independent binomials model for a range of m that includes I 0 . Uniformly over all d, provided n → ∞,
Note that for r ∈ (0, 1)
where S(r, k) is defined in (1). Summing (17) over V con m , for m ∈ I 0 , gives
where is not too small an event in R r . Note that we can maximise P R r (V con m ) by minimising Q(r, m), since (19) implies that P R r (V con m )Q(r, m) is independent of r. Now using (3),
where B = n−1 k . Any local extrema of Q as a function of r satisfy m = α(r), where
What we actually want is to have m determine r, so we now prove that α −1 exists in the region of interest, which is the rectangle R where 0 ≤ m ≤ 1 2 kn and 0 < r < 1.
Differentiating the logarithm of rN − (22) using m = α(r) gives
After simplification, the equation α (r) = 0 turns out to be linear in r. Its solution β(m) is given by
Note that the denominator of this expression is monotonically decreasing in m and at m = are plotted with r on the vertical axis. We have α (r) = 0, and β (m) is finite at P , so the α(r) curve crosses from below to above the β(m) curve at P (as we increase r). In R both curves are continuous so it follows that they intersect at most once, that is α(r) has at most one stationary point. It is not hard to show that α(r) → 0 + as r → 0 + and
Hence α(r) is monotone, possibly with a single stationary point.
We conclude that α −1 is defined on (0, kn), Q achieves its minimumQ =Q(m) at some r ∈ (0, 1) and this must be when r = α −1 (m). Henceforth we will choose r to take this value (it will become apparent from our subsequent calculations that we need not worry about the endpoints of the interval [0,
2 kn]). This leads by (22) tô
(24) We have now finished optimising over r and turn our attention to locating the peak of Q(m), with a view to summing over m. Differentiating (24) gives
after simplification using (23). We deduce that local extrema ofQ (with m regarded as a continuous variable) can only occur when m = µ(r), where
We would like to find the values of m for whichQ can be large. By Lemma 5, we only have to consider m = α(r) ∈ I 0 . By (22), α(r) < rN and so this restricts r to r ≥ (22) and (26), in the required interval I 0 . Later we will show that m 0 is uniquely determined and is a local maximum ofQ. In the meantime all statements we make about m 0 will hold for every local extremum in I 0 . Hence we write r = where
at the extremum, by (26). The last part of (27) comes from the estimate of r above. For this r we note that
Next, we equate (26) with (22) and substitute (2), (28) and Lemma 2, resulting in an equation F (L, T ) = 0 which determines the local extrema ofQ. Taking the series of F as n → ∞ we find that
The similarity of this equation to (12) motivates us to expand
where L 0 is the solution of (12) . (The existence and uniqueness of L 0 was shown in Section 5.) On performing this expansion, we find that for L corresponding to an extremum,
Recall that 1 < 2L 2 0 + L 0 T + 1 < 2 as a result of (15). Next we take the logarithm of (24) with the value of B from (2) and eliminate m = µ(r) and p = m/N using (26), to get
Then, by (29) we find the locally extremal value ofQ iŝ
Next we need to study behaviour near a local extremum m 0 . For all m within o(n 3/2−5 ) of m 0 , equations (23) and (15) tell us that
and, by (27),
Let
We show later that values of m outside the interval I 1 may be ignored for asymptotic purposes. For m inside I 1 , differentiating (25) with respect to m gives,
by (31). Note that the second derivative (33) is negative in I 1 by (15), showing that every local extremum m 0 must be a maximum. The absence of minima in fact shows that m 0 is a unique maximum, which we can assume from now on. We can locate its value by (26) and (29):
As an aside, this tells us that the boundary 1 2 kn is far away from m 0 . Indeed, by (16) ) for sufficiently small .
Next we find that
) and hence from Taylor's theorem
for all m ∈ I 1 . Summing the contributions over I 1 using (33) gives
For m ∈ I 1 , the contributions can be ignored. This is because for m = m 0 ± n 1+ , (33) and
. Together with the knowledge thatQ is continuous with only one stationary point in I 0 , we infer that
for all m ∈ I 0 \ I 1 . The above calculation tells us how to sum (20) over m, assuming that the factors other than Q in the right hand side are basically independent of m when m ∈ I 1 , and are not too much larger when m ∈ I 0 \ I 1 . We show in the next section that this is the case.
Estimating γ 2 and P
Our next task is to estimate the effect of γ 2 in equation (17). We will show that γ 2 is sharply concentrated in R r for the important values of r and determine its expected value.
Throughout this section we consider r for which m = α(r) ∈ I 1 as defined in the previous section, and recall the definition of L there. Hence by (32), r = 
From the definition (18),
from which we deduce that
Now d 1 has distribution Bin ≤k (n−1, r). The probability at k − j is proportional to s j /s 0 , defined in the proof of Lemma 2, which is exp −2j
for j ≤ n 1/2+2 , as in (5). We also showed there that
Therefore, using Lemma 1, 
we finally obtain
We borrow our next lemma directly from [11] , and use it to prove that γ 2 is sharply concentrated around the value calculated in (40). 
Proof:
However, we know from the proof of Lemma 6 that ν max = O(n 1/2+2 ) with probability 1 − O(e −n 3 ). Now,
with probability 1−O(e −n 3 ). We now invoke Lemma 7 with K = n 3 , c = n 1+5 , υ = e −n 2 , β = n and ρ = 1/n 3 . It asserts that
Since
Looking back at (20), we see that only P R r (V con m ) remains to be calculated.
Lemma 9.
Under the conditions stated at the beginning of this section,
Proof: Recall that R r is a probability space consisting of sequences Z 1 , Z 2 , . . . , Z n of independent copies of a random variable Z. Here Z has distribution Bin ≤k (n−1, r). We are interested in Y n = i Z i . Recall that the probability r has been chosen to maximise P R r (Y n = 2m).
We first note that Y n obeys a central limit theorem -it is asymptotically normally distributed. This follows easily from the Berry-Esséen theorem, noting that the Z i are i.i.d. random variables (although they do depend on n, which is why a simpler central limit theorem is inadequate).
Next we wish to use a result of Bender [4] which infers a local limit theorem from the corresponding central limit theorem. To do this we need to show that G, the probability generating function for Y n , is log-concave. (A generating function is said to be log-concave if its sequence of coefficients is.) It is a classical result that the sequence of binomial coefficients is log-concave, and hence so is such a sequence when truncated and scaled. That is, the probability generating function for Z is log-concave. But this means G is also log-concave, since any product of log-concave polynomials is also log-concave. See, for example, Proposition 2 of [13] . Hence we can apply Lemma 2 of [4] , to deduce that
where σ is the standard deviation of Y n . Now since variance is additive,
by (40). By (15) and since T = O(n ),
and so the estimate in the lemma is valid for P R r (Y n = 2m). Also recall from Lemma 6 that a sequence in R r is concentrated with probability 1 − O(e −n 3 ). Therefore, since
) is only polynomially small, non-concentrated sequences are also rare in R con m . Hence, P R r (V m ) ∼ P R r (V con m ) and we obtain the required estimate. Equation (20) actually needs the expectation of g(γ 2 ), but this is now easily inferred.
Lemma 10. Under the conditions stated at the beginning of this section,
Proof: Our statements here will be true for sufficiently large n. From the definition of g(x), we see that |g (x)| < 4 for all x, since p ∼ 1 2 . Also, Lemma 9 and (15) imply that
. Therefore, from Lemma 8, we know that
Furthermore, since the variance of a truncated binomial distribution is less than that of the original distribution [7] , (39) implies that g E R r (γ 2 ) > 1. Therefore, since g(x) < 2 always,
The result now follows from (40) and the fact that g (x) is bounded.
Proofs of the Theorems
With all the groundwork done, it is just a matter of putting the pieces together.
Proof of Theorem 1:
From Lemma 5, we know that 2
In the case that m ∈ I 1 ,
by Lemmas 9 and 10. Since this value is independent of m, we can apply (30) and (36) to find that 2
asymptotically equals the value given in the theorem. For m ∈ I 0 \ I 1 , we can use the fact that g(γ 2 ) and P R r (V con m ) are uniformly bounded to infer from (37) and (42) that
which is easily seen to be negligible in comparison to the sum over I 1 .
Proof of Theorem 2:
This follows from (33-35) and the assumptions listed at the end of Section 6 (which are justified in Section 7). Dividing by (20), we obtain
Proof of
The two expressions on the right of (43) can be analysed similarly to the proof of Lemma 10. Since we are not restricted to m ∈ I 1 , we will choose a different value of r. Define M r to be the least of those M which maximise the probability that the sum of the components of a vector in R r is M . Since the distribution of the sum is log-concave (see the proof of Lemma 10) and the probability of a given sum is a continuous function of r, the value r = inf{r | M r ≥ 2m} ensures that 2m is a most likely sum. It is easy to see that 1 2 − O(n −1/2+ ) ≤ r < 1. The probability of sum 2m will be at least n −2 , since there are at most n 2 possible sums. Using this bound in place of Lemma 9, the same argument as used in Lemma 10 yields the following in place of (41):
∼ E R r (F )g(E R r (γ 2 )).
We have used the facts that F (d) is at most O(n t ) times E R r (F ) (given) and that g(E R r (γ 2 )) > 1 (as in Lemma 10) . The case F = 1 gives E R con m (g(γ 2 )) ∼ g(E R r (γ 2 )). Substituting these estimates into (43), we obtain
From Lemma 5, since the error term is much smaller than O(n −t ), we have that For Corollary 2, expand the function L 0 (T ) about the point T = 0 using the differential equation (14) .
Numerical checks
The coefficient of z (1 + z i z j ).
A process of summing a generating function over roots of unity to extract particular coefficients is given by McKay [8] . By these means, we have computed exact values of G ≤k (n) for 0 ≤ k ≤ n − 1 ≤ 17. The results were compared with the predictions of Theorem 1, and found to have very good agreement except for the smallest values of k. Data for n = 17, 18 is given in Table 1 .
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