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Abstract
We de.ne a generalised incomplete gamma function Qp(a; z), which coincides with the familiar normalised
function Q(a; z) =(a; z)=(a) when the integer parameter p= 1. It is shown that the large-z asymptotics of
Qp(a; z) in the sector |arg z|¡	p consists of p exponential expansions. In Re(z)¿ 0, all these expansions
are recessive at in.nity and form a sequence of increasingly subdominant exponential contributions.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let  m(x) =
∑∞
n=1 exp{−	m=2nmx} for arbitrary m¿ 1 and Re(x)¿ 0. Then it is shown in [10,
Section 8.1] that
2 m(x) + 1 =
2x−1=m
m
{
2
∞∑
n=1
Fm(	m=2nm=x) + 	−1=2(1=m)
}
; (1.1)
where Fm(z) is de.ned by
Fm(z) =
∞∑
k=0
(−)kz2k=m
k!(k + 12)

(
2k + 1
m
)
(|z|¡∞): (1.2)
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When m= 2, F2(z) = e−z and (1.1) reduces to the well-known Poisson summation formula [14, p.
124]
2 2(x) + 1 = x−1=2{2 2(1=x) + 1}
relating the behaviour of  2(x) to that of  2(1=x) when Re(x)¿ 0.
A representation for the Riemann zeta function (s) in which the Dirichlet series valid in Re(s)¿ 1
is smoothed by the normalised incomplete gamma function Q(a; z) ≡ (a; z)=(a) has been given
in [7,9]. In [8] it was shown that use of the transformation (1.1) leads to a generalisation of this
representation in the form
(s) =
∞∑
n=1
n−sQ
(
s
2p
; 	pn2p
)
+ (s)
∞∑
n=1
ns−1Qp
(
1− s
2p
; 	pn2p=
)
+ H (s); (1.3)
valid for all values of s (= 1), where
(s) = 	s−1=2
( 12 − 12s)
( 12s)
; H (s) =
	1=2ss=2p
( s2p)
(
(1=2p)−1=2p
	1=2(s− 1) −
p
s
)
and =ei, ||6 12	. The function Qp(a; z) appearing in (1.3) is given by Qp(a; z)=p(a; z)=p(a),
where p(a; z) is a generalised incomplete gamma function de.ned, for |arg z|¡	, by
p(a; z) =
∫ ∞
z
ta−1F2p(t) dt; p= 1; 2; 3; : : : : (1.4)
The normalising factor p(a) is chosen such that Qp(a; 0) = 1 when Re(a)¿ 0 and is given by
p(a) = p(ap)((1=2p) − a)=( 12 − ap); see (4.1). When p = 1 this yields the familiar integral
representation of the (normalised) incomplete gamma function
Q1(a; z) ≡ Q(a; z) = 1(a)
∫ ∞
z
ta−1e−t dt;
with the result that (1.3) then reduces to the expansion of (s) in terms of the incomplete gamma
function given in [7,9].
DiDerent generalisations of the incomplete gamma function have been discussed by various authors.
In its simplest form, Guthmann [6] considered the de.nition for x¿ 0
1
p(a)
∫ ∞
x
ta−1Ep(t) dt (p= 1; 2; 3; : : : ); (1.5)
where the function Ep(t) is de.ned by the Mellin–Barnes integral representation
Ep(t) =
1
2	i
∫ c+∞i
c−∞i
p(s)t−s ds (c¿ 0):
Since E1(t) = e−t (cf. [14, p. 280]), we see that de.nition (1.5) also reduces to Q(a; z) in the case
p=1. The structure of Ep(t) in the neighbourhood of t =0 is quite complicated (when p¿ 2) and
involves logarithmic terms while its asymptotic behaviour is relatively simple consisting of a single
exponentially small expansion with the leading behaviour 1
Ep(t) ∼ (2	)p=2−1=2p−1=2t(1−p)=(2p) exp{−pt1=p}
1 The asymptotic behaviour of this type of integral is considered in [10, Section 5.3.1].
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for t → ∞ in the sector |arg t|¡	p. In the case of large positive variables the integrand in (1.5)
possesses a saddle point at t0 = ap which lies on the path of integration whenever x6 t0. Guthmann
accordingly obtained a uniform expansion for his generalised incomplete gamma function as a→∞
expressed in terms of a complementary error function of appropriate argument measuring transition
through the saddle point, together with an expansion in inverse powers of a, analogous to that for
Q(a; x) found by Temme [12]. Yet another generalisation has been considered in [4] in the form
(a; x; b) =
∫ ∞
x
ta−1e−t−b=t dt
for x¿ 0, a¿ 0 and b¿ 0. This function was encountered in the closed-form solution of several
problems in heat conduction with time-dependent boundary conditions; see also [5]. The asymptotics
of (a; x; b) for x → +∞, when a and b are either .xed or may range through unbounded intervals,
has been discussed in [3].
The function Fm(t) in (1.2) is a generalised hypergeometric function whose asymptotic expansion
has been discussed in detail in [10, Section 8.1]. As t → +∞, its asymptotic structure is found to
consist of an algebraic expansion (which vanishes identically when m equals an even integer) and
a sequence of exponentially small expansions. In what follows we put m = 2p (p = 1; 2; 3; : : :) so
that the algebraic expansion is absent. Then, as t → +∞, the function F2p(t) is purely exponentially
small with an expansion consisting of p exponential expansions of increasing subdominance (when
p = 1 we recall that F2(t) ≡ e−t). The leading behaviour as t → +∞ is found to be [10, Section
2.3]
F2p(t) ∼ CT#+1eTcos(	= ) cos{T sin(	= ) + 	(#+ 1)= } (p¿ 2)
where T =  (t=p)1= p, the constant C = 2 −1=2=( p)#+1 and the parameters  and # are de.ned by
 = (2p− 1)=p; #= (1− 3p)=(2p): (1.6)
This shows that the integrand in (1.4) decays exponentially for large t and that, provided z = 0,
Qp(a; z) is de.ned without restriction on the parameter a. In this note we discuss the asymptotics of
Qp(a; z) for z →∞ when a and (integer) p are .xed. We shall show that the asymptotic structure
of this function is considerably richer than that of Q(a; z), comprising a sequence of p exponential
expansions. In the sector |arg z|¡ 12	, these expansions are all recessive as |z| → ∞ and form a
sequence of increasingly subdominant contributions.
2. Asymptotic expansion of p(a; z)
We consider the generalised incomplete gamma function p(a; z) de.ned in (1.4) for positive
integer p. In order to be certain of detecting all exponentially subdominant contributions to the
asymptotics of p(a; z) we proceed by employing an integral representation obtained from a trans-
formation of (1.4). The function F2p(t) is given in (1.2) and is a generalised hypergeometric function
with the Mellin–Barnes integral representation
F2p(t) =
1
2	i
∫ c+∞i
c−∞i
(s)
( 12 − s)

(
1
2p
− s
p
)
t−s=p ds (c¿ 0) (2.1)
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valid in the sector |arg t|¡ 12	. This can be established by swinging round the path of integration
into an in.nite semi-circle to the left and straightforward evaluation of the residues of the poles of
(s) at s= 0;−1;−2; : : : :
Substitution of (2.1) into (1.4), followed by reversal of the order of integration, yields
z−a
	1=2p
p(a; z) =
	1=2
2	i
∫ c+∞i
c−∞i
(s)
( 12 − s)

(
1
2p
− s
p
)
z−s=p
s− ap ds
=
1
2	i
∫ c+∞i
c−∞i
g(s)
(
sin 	p"
sin 	"
)
z−s=p ds (2.2)
provided c¿Re(ap), where we have de.ned
g(s) =
(2s)2−2s+1
(1 + (s− 12)=p) (s− ap)
: (2.3)
In obtaining this result we have employed the reGection and duplication formulas for the gamma
function and put "=(s− 12)=p. The integral in (2.2) de.nes p(a; z) in the sector |arg z|¡ 12	. This
result can be analytically continued by bending back the path of integration into a loop C enclosing
all the poles of the integrand, with endpoints passing to in.nity in the third and fourth quadrants.
From [10, Section 2.4], it is seen that the integral (2.2) taken over C then de.nes p(a; z) for all
arg z, since on this path advantage is now being taken of the exp{ Re(s) log |s|} decay contained in
the ratio of gamma functions in the integrand.
We introduce the notation
X =  (hz1=p)1= ; Xr = X e−(4r+2&)	i= ; h= (1=p)1=p; (2.4)
with the parameters  and # de.ned in (1.6), and employ the expansion
sin 	p"
sin 	"
=
N−&∑
r=−N
e(2r+&)	i":
The integer N = [p=2], where square brackets denote the integer part, and & = 0 or 1 according as
p is odd or even, respectively. Then from (2.2) we obtain the result
z−a
	1=2p
p(a; z) = e	i&=2
N−&∑
r=−N
(−)rJr (2.5)
valid for all values of arg z, where we have de.ned the integrals Jr by
Jr =
(−)re−	i&=2
2	i
∫
C
g(s)z−s=pe(2r+&)	i" ds
=e−(2r+&)	i#
1
2	i
∫
C
g(s)(h  )s(Xre(2r+&)	i)− s ds: (2.6)
Since there are no poles of the integrand in (2.6) to the right of the contour of integration we are
free to expand C as far to the right as we please (but with endpoints at in.nity still in Re(s)¡ 0),
so that |s| is everywhere large on the expanded loop. We shall continue to denote this expanded loop
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by C. From [2, Section 3; 10, Section 2.2], the inverse factorial expansion of g(s) can be written
as 2
g(s) =
 (h  )−s
	


M−1∑
j=0
(−)jA′j( s+ #− j) + ,M (s)( s+ #−M)

 (2.7)
for |s| → ∞ in |arg s|¡	, where M = 1; 2; : : : and A′0 = (	 )1=2( p)−#−1; the coeIcients A′j are
considered in Section 4. The function ,M (s) has poles at 2s = 0;−1;−2; : : : and at s = ap, and is
such that ,M (s) = O(1) as |s| → ∞ in |arg s|¡	. Then substitution of (2.7) into (2.6) leads to
Jr =Br
M−1∑
j=0
(−)jA′j
1
2	i
∫
C
( s+ #− j)(Xre(2r+&)	i)− s ds+ RM
= 	−1X #r e
∓Xr
M−1∑
j=0
(∓)jA′jX−jr + RM ; (2.8)
where Br = ( =	)e−(2r+&)	i# and the upper or lower signs in (2.8) are chosen according as p is odd
or even, respectively. Here we have made use of the standard result
1
2	i
∫
C
( s+ #− j)z− s ds= 1
 
z#−je−z
valid for all arg z when C is a loop in the positive sense encircling all the poles of the integrand
with endpoints at in.nity in Re(s)¡ 0; see, for example, [10, Section 3.3].
The remainder RM is given by
RM =
Br
2	i
∫
C
,M (s)( s+ #−M)(Xre(2r+&)	i)− s ds:
Order estimates for integrals of this type are given in [10, Lemma 2.8], where it is established that
|RM | = O(X #−Mr e∓Xr) as |z| → ∞ in |arg(Xre(2r+&)	i)|¡	; that is, in the sectors |arg z − (2r +
&)	|¡	 p, where −N6 r6N − &. By considering even and odd p separately, it is seen that the
common sector for the validity of the above order estimate for RM is |arg z|¡	p.
We now de.ne the (formal) exponential expansions 3 E(&)r (X ; a; p) by
E(&)r (X ; a; p) = X
#
r e
∓Xr+	i&=2
∞∑
j=0
(∓)jAjX−jr ; (2.9)
where the coeIcients Aj = 	−1=2pA′j, with A0 =  −1=2( p)−#, and we recall that the upper or lower
signs are chosen according as & = 0 (p odd) or & = 1 (p even). Then, from (2.5) and (2.8), we
obtain the desired asymptotic expansion in the form
z−ap(a; z) ∼
N−&∑
r=−N
(−)rE(&)r (X ; a; p) (N = [p=2] ) (2.10)
valid for |z| → ∞ in the sector |arg z|¡	p.
2 The factor (s− ap)−1 is written as (s− ap)=(s− ap+ 1).
3 The term exponential expansion refers to expansions in which the controlling behaviour contains an exponential
function of the asymptotic variable.
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3. The coecients in the exponential expansions
We describe an algorithm for computing the coeIcients Aj appearing in the exponential expansions
in (2.9); for more details, see [10, Section 2.2.4]. We normalise the coeIcients by putting cj=Aj=A0,
so that c0 = 1, and write (2.7) in the form
g(s) ∼ A
′
0
	
 (h  )s
∞∑
j=0
(−)jcj( s+ #− j) (3.1)
for |s| → ∞ in |arg s|¡	. By means of Stirling’s formula we can represent g(s) in (2.3) as
g(s)
( s+ #)
=
A′0
	
 (h  )sR(s)1(s);
where
R(s) =
e−1=2(1− ap=s)−1
(1 +  p=2s)s=p+ =2−1=2(1 + #= s) s+#−1=2
;
1(s) =
∗(2s)
∗(s=p+ 12 )
∗( s+ #)
and ∗(z) denotes the scaled gamma function given by ∗(z) = (2	)−1=2z1=2−zez(z). Then the
expansion (3.1) becomes
R(s)1(s) ∼
∞∑
j=0
cj
(1−  s− #)j (3.2)
for large s, where (a)j = (a+ j)=(a).
The procedure now consists of expanding both sides of (3.2) in inverse powers of  s and making
use of the well-known expansion [13, p. 63]
∗(z) ∼
∞∑
k=0
(−)k2kz−k (|z| → ∞; |arg z|¡	);
where 2k are the Stirling coeIcients. The .rst few coeIcients are given by 20=1, 21=− 112 , 22= 1288 ,
23 = 13951840 ; : : : : After some straightforward algebra we .nd
R(s) = 1 +
21
 s
(2p− 12 ) + O[( s)−2];
1(s) = 1 +
1
 s
(
a p+
1
2p
− 11
8
)
+O[( s)−2];
so that upon equating coeIcients of ( s)−1 in (3.2), we obtain c1. The higher coeIcients are then
obtained by continuation of this process with the help of Mathematica to .nd
c0 = 1; c1 =
1
24p
(−11 + 31p+ 24ap+ 4p2 − 48ap2);
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Table 1
Values of the coeIcients cj (with c0 = 1) when a= 1, p= 3
j cj j cj
1 −121
36
2
23749
2592
3 −21396353
1399680
4
1895609837
201553920
5
3758983679
7255941120
6
376479144833
7836416409600
7
15590468082416689
282110990745600
8
47865714766991727683
81247965334732800
9
462356543280185354569769
131621703842267136000
10
56458346192760629872497743
9476762676643233792000
c2 =
1
1152p2
(265− 2050p− 1104ap+ 3537p2 + 6576ap2 + 1152a2p2 + 536p3
−8544ap3 − 4608a2p3 + 16p4 − 384ap4 + 4608a2p4);
c3 =− 1414720p3 (−47839 + 704409p+ 294120ap− 3215193p
2 − 3503520ap2
−604800a2p2 + 4321187p3 + 12573000ap3 + 5443200a2p3 + 414720a3p3
+690348p4 − 13050000ap4 − 14446080a2p4 − 2488320a3p4 + 44304p5 − 864000ap5
+11819520a2p5+4976640a3p5−8896p6−11520ap6+276480a2p6−3317760a3p6); : : : :
We note that the dependence on the parameter a only appears in the coeIcients Aj with j¿ 1. In
Table 1 we present the coeIcients cj for 16 j6 10 for the particular case a= 1 and p= 3.
4. Discussion and a numerical example
The expansion of z−ap(a; z) for |z| → ∞ in |arg z|¡	p in (2.10) consists of p exponential
expansions. All these expansions are recessive as |z| → ∞ in the sector |arg z|¡ 12	, with the
consequence that the asymptotic structure of p(a; z) in this sector is composed of a sequence
of increasingly subdominant exponentially small expansions. This can be seen from the fact that
argXr= 2r−2	r (p odd) and argXr= 2r+1− (2r+1)	 (p even), where  k =(arg z−	k)=(2p−1).
Then it is readily seen that | 2r|¡ 12	 (−N6 r6N ) and | 2r+1|¡ 12	 (−N6 r6N −1) provided
|arg z|¡ 12	. In the sectors 12	¡ |arg z|¡	p, we encounter a progressively increasing number of
exponentially large expansions as |arg z| increases. As |arg z| → 	p there are at most N exponentially
large expansions as |z| → ∞, with the rest being exponentially small.
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In the case of the familiar incomplete gamma function (a; z), corresponding to p = 1 and to
 = 1, #=−1 and X = z, we .nd from (2.10) with N = 0, &= 0 that
(a; z) ∼ za−1e−z
∞∑
j=0
(−)jAjz−j
as |z| → ∞ in |arg z|¡	. The coeIcients given in Section 3 are found to correctly reduce to
Aj = cj = (1− a)j when p= 1 to yield the well-known asymptotic expansion of (a; z); see [1, p.
263], where the expansion is given in the wider sector |arg z|¡ 32	.
The normalising factor p(a) is speci.ed by the requirement that the normalised incomplete
gamma function Qp(a; z) = p(a; z)=p(a) satis.es Qp(a; 0) = 1 (when Re(a)¿ 0). This means that
p(a) =
∫ ∞
0
ta−1F2p(t) dt Re(a)¿ 0;
so that p(a) can be considered as the Mellin transform of F2p(t). It then follows upon inversion
that
F2p(t) =
1
2	i
∫ c+∞i
c−∞i
p(s)t−s ds (c¿ 0):
Comparison with (2.1) (when s is replaced by ps) then shows that
p(a) =
p(ap)
( 12 − ap)

(
1
2p
− a
)
; (4.1)
which correctly reduces to (a) when p= 1. A convenient way of numerically computing p(a; z)
when Re(a)¿ 0 then follows from the result
Qp(a; z) = 1− 1p(a)
∫ z
0
ta−1F2p(t) dt
=1− pz
a
p(a)
∞∑
k=0
(−)kzk=p
k!(k + 12)
((2k + 1)=2p)
k + ap
; (4.2)
obtained by substitution of the series expansion for F2p(t) in (1.2) followed by term-by-term inte-
gration.
As a numerical veri.cation of the expansion (2.10), we consider p=3 (so that &=0). From (1.6)
and (2.4) we have  = 53 , # = − 43 , X = 53(13z)1=5 and N = 1, so that the expansion of z−a3(a; z)
consists of three exponential expansions in the form
z−a3(a; z) ∼ E(0)0 (X ; a; 3)− Eˆ(0)1 (X ; a; 3)
for |z| → ∞ in the sector |arg z|¡ 3	, where we have put Eˆ(0)1 (X ; a; 3)=E(0)−1(X ; a; 3)+E(0)1 (X ; a; 3).
From (2.9) we .nd
E(0)0 (X ; a; 3) = X
−4=3e−X
∞∑
j=0
(−)jAjX−j;
Eˆ(0)1 (X ; a; 3) = 2X
−4=3e−X cos 2	=5
∞∑
j=0
AjX−j cos
{
X sin
2
5
	− 3
5
	j − 4
5
	
}
;
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Table 2
Computation of G(z) ≡ z−ap(a; z) when a= 1, p= 3 for (a) diDerent positive
z and (b) diDerent 4 = arg z with |z|= 105
z G(z) G(z) + Eˆ1(X ) E0(X )
102 0.5578206 1:5061039× 10−1 1:5009870× 10−1
103 0.3121639 7:1140761× 10−3 7:1545025× 10−3
104 0.0578960 1:2903083× 10−4 1:2915550× 10−4
105 0.0036136 4:2226916× 10−7 4:2234466× 10−7
106 0.0001699 8:2341251× 10−11 8:2343140× 10−11
4=	 |G(z)| |G(z) + Eˆ1(X )| |E0(X )|
0 0.0036136 4:2226916× 10−7 4:2234466× 10−7
0.25 0.0261659 4:9595494× 10−7 4:9604862× 10−7
0.50 0.2044451 8:0096227× 10−7 8:0054901× 10−7
0.75 1.5941529 1:7520162× 10−6 1:7545972× 10−6
1.00 11.8455832 4:9466496× 10−6 5:1235225× 10−6
where A0 = 31=2 · 55=6. For the purposes of numerical validation we choose a= 1 and for brevity we
put E0(X ) ≡ E(0)0 (X ; 1; 3) and Eˆ1(X ) ≡ Eˆ(0)1 (X ; 1; 3). The corresponding (exact) values of the scaled
coeIcients cj =Aj=A0 for 16 j6 10 are given in Table 1. In the .rst part of Table 2 we show for
diDerent positive z the values of z−13(1; z), determined by means of (4.2), and z−13(1; z)+ Eˆ1(X )
compared with the value of the more recessive series E0(X ). In the second part of Table 2 we
consider complex z=|z|ei4 with 06 46 	. We observe that (i) the exponential series Eˆ1(X ) contains
a component series that becomes exponentially large as |z| → ∞ outside the sector |arg z|6 12	 and
(ii) that the series E0(X ) is the most subdominant contribution only in the sector |arg z|¡	. In
the construction of this table we have employed optimal truncation 4 of the dominant series Eˆ1(X )
(corresponding to a truncation index m satisfying m6 14) and have taken the .rst 5 terms in E0(X ).
These results con.rm the presence of an exponential series of magnitude controlled by e−X hidden
behind two larger exponential series contained in Eˆ1(X ) of magnitude controlled by e−X cos 2	=5.
Finally, we remark that the dominant (PoincarNe) asymptotics of p(a; z) for large z can be deduced
from (4.2) upon application of the asymptotic theory of hypergeometric functions given in [10,
Section 2.3]; see also [2, Section 12.1; 11, Section 2.3] for a detailed account. It is found that the
algebraic expansion of the sum on the right-hand side of (4.2) consists of the single term z−ap(a)
together with an exponential expansion that corresponds to the dominant component of (2.10). Thus,
this theory predicts only the dominant exponential expansion of p(a; z) as |z| → ∞ in |arg z|¡	p
and fails to detect the presence of the more recessive exponential contributions given in (2.10). This
example illustrates the fact that the expansions given in [2,10,11] are not complete; another example
of this incompleteness related to the asymptotic expansion of FaxNen’s integral is discussed in [10,
Section 5.5].
4 A point not considered here is an estimate for the order of magnitude of the least term in the dominant series Eˆ1(X ),
which would necessitate a knowledge of the growth of the coeIcients cj . Numerically, however, it was found for the
values considered in Table 2 that this magnitude was always smaller than the value of the subdominant series E0(X ).
306 R.B. Paris / Journal of Computational and Applied Mathematics 151 (2003) 297–306
References
[1] M. Abramowitz, I. Stegun (Ed.), Handbook of Mathematical Functions, Dover, New York, 1964.
[2] B.L.J. Braaksma, Asymptotic expansions and analytic continuations for a class of Barnes integrals, Compos. Math.
15 (1963) 239–341.
[3] M.A. Chaudhry, N.M. Temme, E.J.M. Veling, Asymptotics and closed form of a generalized incomplete gamma
function, J. Comput. Appl. Math. 67 (1996) 371–379.
[4] M.A. Chaudhry, S.M. Zubair, Generalized incomplete gamma functions with applications, J. Comput. Appl. Math.
55 (1994) 99–124.
[5] M.A. Chaudhry, S.M. Zubair, On a Class of Incomplete Gamma Functions with Applications, Chapman and Hall,
New York/CRC, Boca Raton, 2001.
[6] A. Guthmann, Asymptotische Entwicklungen fQur unvollstQandige Gammafunktionen, Forum Math. 3 (1991) 105–141.
[7] A.F. Lavrik, An approximate functional equation for the Dirichlet L-function, Trans. Moscow Math. Soc. 18 (1968)
101–115.
[8] R.B. Paris, A generalisation of Lavrik’s expansion for the Riemann zeta function, Technical Report MACS (94:01),
University of Abertay Dundee, 1994.
[9] R.B. Paris, S. Cang, An asymptotic representation for ( 12 + it), Methods. Appl. Anal. 4 (1997) 449–470.
[10] R.B. Paris, D. Kaminski, Asymptotics and Mellin–Barnes Integrals, Cambridge University Press, Cambridge, 2001.
[11] R.B. Paris, A.D. Wood, Asymptotics of High Order DiDerential Equations, Pitman Research Notes in Mathematics
Series, Vol. 129, Longman Scienti.c and Technical, Harlow, 1986.
[12] N.M. Temme, The asymptotic expansions of the incomplete gamma functions, SIAM J. Math. Anal. 10 (1979)
757–766.
[13] N.M. Temme, Special Functions: An Introduction to the Classical Functions of Mathematical Physics, Wiley, New
York, 1996.
[14] E.T. Whittaker, G.N. Watson, Modern Analysis, Cambridge University Press, Cambridge, 1965.
