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Abstract
In this paper we present the following two results: we give an ex-
plicit description of the space of orderings (XQ(x), GQ(x)) as an inverse
limit of finite spaces of orderings and we provide a new, simple proof
of the fact that the class of spaces of orderings for which the pp con-
jecture holds true is closed under inverse limits. We discuss how these
theorems interact with each other, and explain our motivation to look
into these problems.
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1
1 Introduction and notation
The theory of abstract spaces of orderings was developed by Murray Marshall
in the 1970s (see the monograph [8]), and provides a convenient framework
for studying orderings of fields and the reduced theory of quadratic forms.
Spaces of orderings also occur in a natural way in other, more general settings:
as maximal orderings on semi-local rings, as orderings on skew fields, or as
orderings on ternary fields. The axioms for spaces of orderings have been
also generalized in various directions – to quaternionic schemes, to spaces of
signatures of higher level, or to abstract real spectra that are used to study
orderings on commutative rings.
Among all spaces of orderings, profinite spaces, that were introduced
in [7], are of considerable interest, and numerous questions regarding such
spaces remain open. In particular, it is important to recognize which spaces
of orderings are inverse limits of finite spaces [7, Question 1], and in this
paper we provide some insights into this question. As the first result, we
show that the space of orderings of the field Q(x) is profinite. The proof
presented here is, in a way, constructive, and gives a “geometric” meaning to
the result. Then, in Section 3, we exhibit a few spaces that are not profinite –
we do it by means of the pp conjecture. To be more specific, we give another
proof of a theorem previously proven by Astier and Tressl in [2] that the
class of spaces for which the pp conjecture holds true is closed with respect
to inverse limits – in particular, we show that the conjecture is valid for
profinite spaces – and then we recall familiar examples of spaces for which
the conjecture fails. This relates to another long standing question, namely
if every abstract space of orderings is realized as a subspace of a space of
orderings of a field: it seems likely that spaces of orderings exist which are
not so realized, but to date no such examples are known.
Throughout this paper by (X,G) we understand a space of orderings
in the sense of [8, pp. 21-22]: X is a nonempty set, G is a subgroup of
{1,−1}X , which contains the constant function −1, separates points of X ,
and satisfies some extra axioms – see [8] for details. X can be also viewed
as a subset of the character group χ(G) (here by characters we mean group
homomorphisms x : G → {−1, 1}) via a natural embedding X →֒ χ(G)
obtained by identifying x ∈ X with the character G ∋ a 7→ a(x) ∈ {−1, 1}.
The theory of spaces of orderings is parallel to the theory of reduced
special groups in the language LSG of special groups (see [4] for a full list of
axioms). We also note that spaces of orderings are essentially the same thing
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as real reduced multifields (see [10]), and we could use the language of rings
with multivalued addition instead of the language of special groups.
If (X,G) is a space of orderings, and G0 is a subgroup of G, we denote
by X0 the set of all characters from X restricted to G0. In the case when
(X0, G0) is a space of orderings, following [7] we call it a quotient space of
(X,G) – otherwise, in general, we call it a quotient structure. As noted in
[7], if (X0, G0) is a space of orderings then −1 ∈ G0.
For a space of orderings (X,G) and two elements a, b ∈ G we define the
binary form as the formal tuple (a, b). The value set of this binary form is
then defined as
DX(a, b) = {c ∈ G : ∀x ∈ X (a(x) = c(x) ∨ b(x) = c(x))}.
By a morphism F from a space of orderings (X1, G1) to a space of order-
ings (X2, G2) we understand a function F : X1 → X2 such that
∀b ∈ G2 (b ◦ F ∈ G1).
A morphism F : (X1, G1) → (X2, G2) defines a group homomorphism F
∗ :
G2 → G1 given by F
∗(b) = b ◦ F which also satisfies the condition
∀b1, b2, b3 ∈ G2 [(b1 ∈ DX2(b2, b3))⇒ (F
∗(b1) ∈ DX1(F
∗(b2), F
∗(b3)))],
and thus becomes a morphism of reduced special groups. Clearly, a bijective
morphism will be called an isomorphism, and we shall write (X1, G1) ∼=
(X2, G2) to indicate that the two spaces of orderings are isomorphic.
An inverse system of spaces of orderings is a triple consisting of: (1) a
directed set (I,), (2) spaces of orderings (Xi, Gi), i ∈ I, and (3) morphisms
Fij : (Xi, Gi) → (Xj , Gj) defined for i  j, i, j ∈ I, such that (a) Fij(Xi) =
Xj, which implies that F
∗
ij : Gj → Gi is injective, and (b) Fik = Fjk ◦Fij, for
i  j  k, i, j, k ∈ I.
Clearly, an inverse system (I, (Xi, Gi), Fij) of spaces of orderings auto-
matically defines both a direct system of groups (I, Gi, F
∗
ij), and an inverse
system of character sets (I,Xi, Fij). Further, if we let G = lim−→Gi, and
X = lim←−Xi, then (X,G) is a space of orderings that is called the inverse
limit of the given inverse system and denoted by lim←−(Xi, Gi) ([7, Theorem
4.3]). For a fixed j ∈ I we will denote by πj the projection πj : X → Xj such
that πj = Fij ◦ πi, for i  j, i ∈ I, and by γj the injection γj : Gj → G such
that γj = γi ◦ F
∗
ij, for i  j, i ∈ I. Since, in fact, G =
⋃
i∈I Gi, we will use
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the same symbol a for an element a ∈ Gi and its image a ∈ γi(Gi) ⊂ G. A
space of orderings which is an inverse limit of finite spaces of orderings will
be called profinite.
We shall say that (X,G) is the direct sum of the spaces of orderings
(Xi, Gi), i ∈ {1, . . . , n}, denoted (X,G) =
∐n
i=1(Xi, Gi) = (X1, G1) ⊔ . . . ⊔
(Xn, Gn), if X is the disjoint union of the sets X1, . . . , Xn, and G consists of
all functions a : X → {−1, 1} such that a|Xi ∈ Gi, i ∈ {1, . . . , n}. In this
case G = G1 ⊕ G2 ⊕ . . . ⊕ Gn, with the role of the distinguished element
−1 played by (−1,−1, . . . ,−1). Further, we shall say that (X,G) is a group
extension of the space of orderings (X,G), if G is a group of exponent 2, G
is a subgroup of G, and X = {x ∈ χ(G) : x|G ∈ X}. Since G decomposes
as G = G × H , we shall also write (X,G) = (X,G) × H to denote group
extensions. Both direct sums and group extensions are spaces of orderings
themselves ([8, Theorem 4.1.1]), and every finite space of orderings is built
up, in an essentially unique way, from one element spaces, using repeatedly
the direct sum and group extension operations. The non-uniqueness arises
only from the exceptional property of the two element space, that can be
viewed either as the direct sum of two one element spaces, or as a group
extension of a one element space ([8, Theorem 4.2.2]).
For any space of orderings (X,G), X has a natural topology, namely the
one introduced by the family of subbasic clopen Harrison sets of the form:
HX(a) = {x ∈ X : a(x) = 1},
for a given a ∈ G. X endowed with this topology is a Boolean space (that
is compact, Hausdorff, and totally disconnected) ([8, Theorem 2.1.5]). A
subset Y ⊂ X is called a subspace of (X,G), if Y is expressible in the form⋂
a∈S HX(a), for some subset S ⊂ G. For any subspace Y we will denote by
G|Y the group of all restrictions a|Y , a ∈ G. The pair (Y,G|Y ) is a space of
orderings itself ([8, Theorem 2.4.3]).
If G is any multiplicative group of exponent 2 with distinguished element
−1, we set X = {x ∈ χ(G) : x(−1) = −1} and call the pair (X,G) a fan.
Any fan is also a space of orderings ([8, Theorem 3.1.1]). If (X,G) is a space
of orderings, by a fan in (X,G) we understand a subspace F such that the
space (F , G|F) is a fan. The stability index of a space of orderings (X,G) is
the maximum n such that there exists a fan F ⊂ X with |F| = 2n (or ∞ if
there is no such n).
For a space of orderings (X,G) we define the connectivity relation ∼
as follows: if x1, x2 ∈ X , then x1 ∼ x2 if and only if either x1 = x2 or
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there exists a four element fan F in (X,G) such that x1, x2 ∈ F . The
equivalence classes with respect to ∼ are called the connected components
of (X,G) (see [8, p. 66]; the fact that ∼ is, in fact, an equivalence relation
follows from [8, Theorem 4.6.1]). Consequently, if (X,G) is a finite space
of orderings, and X1, . . . , Xn are its connected components, then (X,G) =
(X1, G|X1)⊔ . . .⊔ (Xn, G|Xn), where (Xi, G|Xi), i ∈ {1, . . . , n}, are either one
element spaces or proper group extensions of some other spaces ([8, Theorem
4.2.2]).
For a formally real field k, we will denote by Xk the set of all orderings
of k, and by Gk the multiplicative group k
∗/(Σk2)∗ of all classes of sums of
squares of k∗. Gk is naturally identified with a subgroup of {−1, 1}
Xk via the
homomorphism
k∗ ∋ a 7→ a ∈ {−1, 1}Xk , where a(σ) =
{
1, if a ∈ σ,
−1, if a /∈ σ,
for σ ∈ Xk,
whose kernel is (Σk2)∗, and (Xk, Gk) is a space of orderings ([8, Theorem
2.1.4]). For the sake of simplicity we shall denote by the same symbol a both
an element a ∈ k∗, a class of sums of squares a ∈ k∗/(Σk2)∗, and a function
a ∈ {−1, 1}Xk . Also, for an abstract space of orderings (X,G) we will usually
denote elements of the set X by small letters x, y, z, . . ., while for a space of
orderings (Xk, Gk) of a field k we shall denote orderings from the set Xk by
small Greek letters σ, τ, υ, . . .
Recall that a preordering of a formally real field k is a subset T ⊂ k such
that T + T ⊂ T , T · T ⊂ T , and k2 ⊂ T . Every proper preordering can be
extended to an ordering ([8, Theorem 1.1.1]), and the set of all orderings P of
k such that P ⊃ T , for a given preordering T , will be denoted by XT . Also,
the group k∗/T ∗ will be denoted by GT . Subspaces of the space of orderings
(Xk, Gk) have the form (XT , GT ), where T is some preordering in k ([8, page
33]).
We shall describe elements of XQ(x) in some more detail (see, for example,
[3, Notation 1.4]). Each irreducible polynomial p ∈ Q[x] with real roots
α1 < . . . < αn, n ≥ 1, gives rise to 2n orderings of Q(x), namely σ
−
j and σ
+
j ,
j ∈ {1, . . . , n}, defined as follows: for a ∈ Q(x)∗ and j ∈ {1, . . . , n}, a ∈ σ−j
if and only if, for some ǫ > 0, a is strictly positive on the interval (αj− ǫ, αj),
and a ∈ σ+j if and only if, for some ǫ > 0, a is strictly positive on the interval
(αj, αj + ǫ). Similarly, we define two orderings “at infinity” ∞
− and∞+: for
a ∈ Q(x)∗, a ∈ ∞− if and only if, for some ξ ∈ Q, a is strictly positive on
the interval (−∞, ξ), and a ∈ ∞+ if and only if, for some ξ ∈ Q, a is strictly
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positive on the interval (ξ,+∞). Finally, for each transcendental number
ζ ∈ R, we consider the embedding Q(x) →֒ R defined by x 7→ ζ , that induces
an ordering by taking the counterimage of all nonnegative reals. These are
precisely all the elements of XQ(x). The four-element fans in (XQ(x), GQ(x))
are the sets {σ−i , σ
+
i , σ
−
j , σ
+
j }, for 1 ≤ i < j ≤ n, and for some irreducible
polynomial having n ≥ 2 real roots ([3, Notation 1.4]).
2 Representation of (XQ(x), GQ(x)) as a profi-
nite space
We prove here the following:
Theorem 1. The space of orderings (XQ(x), GQ(x)) is profinite.
Proof. It suffices to show that for a given finite subset {p1, . . . , pm} ⊂ GQ(x)
there exists a finite quotient space (X0, G0) of (XQ(x), GQ(x)) such that
p1, . . . , pm ∈ G0
([7, Remark 5.5]). Thus let {p1, . . . , pm} ⊂ GQ(x), and let G˜ = 〈p1, . . . , pm〉
be a subgroup of GQ(x) generated by the elements p1, . . . , pm. Without loss
of generality we may assume that p1, . . . , pm are square free polynomials,
and replacing, if necessary, the set {p1, . . . , pm} with the set of all irreducible
factors of p1, . . . , pm, we may also assume that the sets of real roots of poly-
nomials p1, . . . , pm are pairwise disjoint.
Let αk,1 < . . . < αk,nk denote all the real roots of pk, k ∈ {1, . . . , m}.
If the total number of roots of all pk is N , we separate them with N + 1
rational lines – we denote the two lines neighboring αk,j by ℓ
−
k,j, ℓ
+
k,j, where
ℓ−k,j = x−ξ
−
k,j ∈ Q[x], ℓ
+
k,j = x−ξ
+
k,j ∈ Q[x], and ξ
−
k,j < ξ
+
k,j. Note that if αk′,j′
and αk′′,j′′, αk′,j′ < αk′′,j′′, are two consecutive roots from the set {αk,j : k ∈
{1, . . . , m}, j ∈ {1, . . . , nk}}, for some k
′, k′′ ∈ {1, . . . , m}, j′ ∈ {1, . . . , nk′},
j′′ ∈ {1, . . . , nk′′}, then
ℓ+k′,j′ = ℓ
−
k′′,j′′.
We proceed with the consruction of a finite quotient of (XQ(x), GQ(x)) as
follows: start with roots α1,1 < . . . < α1,n1 of the polynomial p1 and consider
the direct sum of one element spaces(
{σ̂1,1}, 〈ℓ
−
1,1 · ℓ
+
1,1〉
)
⊔
(
{σ̂1,2}, 〈ℓ
−
1,2 · ℓ
+
1,2〉
)
⊔ . . .
. . . ⊔
(
{σ̂1,n1−1}, 〈ℓ
−
1,n1−1 · ℓ
+
1,n1−1〉
)
⊔
(
{σ̂1,n1}, 〈ℓ
−
1,n1 · ℓ
+
1,n1〉
)
.
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Here by σ̂1,j we mean the unique ordering that makes the element ℓ
−
1,j · ℓ
+
1,j of
the group 〈ℓ−1,j · ℓ
+
1,j〉 negative, j ∈ {1, . . . , n1}. Now take the group extension
of the above space by the two element group generated by the element h1
obtained by multiplying p1 by the product ℓ
+
1,1 · ℓ
+
1,2 · . . . · ℓ
+
1,n1
and possibly
by the element ǫ = −1, so that the resulting polynomial of even degree is
negative only on either the interval (ξ−1,j, α1,j) or the interval (α1,j, ξ
+
1,j), but
not both, for each j ∈ {1, . . . , n1}, and positive elsewhere. Denote this new
space by (X1, G1):
(X1, G1) =
[(
{σ̂1,1}, 〈ℓ
−
1,1 · ℓ
+
1,1〉
)
⊔
(
{σ̂1,2}, 〈ℓ
−
1,2 · ℓ
+
1,2〉
)
⊔ . . .
. . . ⊔
(
{σ̂1,n1−1}, 〈ℓ
−
1,n1−1
· ℓ+1,n1−1〉
)
⊔
(
{σ̂1,n1}, 〈ℓ
−
1,n1
· ℓ+1,n1〉
)]
× 〈h1〉.
As a result of this extension, each ordering σ̂1,j splits into two orderings
on the quotient to be constructed that can be identified with σ−1,j and σ
+
1,j ,
according to h1(σ
+
1,j) = 1, h1(σ
−
1,j) = −1. Each pair of orderings σ̂1,i, σ̂1,j ,
1 ≤ i < j ≤ n1, gives rise to a four-element fan {σ
−
1,i, σ
+
1,i, σ
−
1,j , σ
+
1,j}, as long
as n1 ≥ 2.
Now we repeat the whole procedure for each of the remaining polynomi-
als p2, . . . , pm, and therefore we construct a sequence of spaces of orderings
(Xk, Gk), k ∈ {1, . . . , m}:
(Xk, Gk) =
[(
{σ̂k,1}, 〈ℓ
−
k,1 · ℓ
+
k,1〉
)
⊔
(
{σ̂k,2}, 〈ℓ
−
k,2 · ℓ
+
k,2〉
)
⊔ . . .
. . . ⊔
(
{σ̂k,nk−1}, 〈ℓ
−
k,nk−1
· ℓ+k,nk−1〉
)
⊔
(
{σ̂k,nk}, 〈ℓ
−
k,nk
· ℓ+k,nk〉
)]
× 〈hk〉.
Relabeling, if necessary, we may assume that α1,1 is the smallest real
number among αk,1, k ∈ {1, . . . , m}, and that αm,1 is the largest one. Finally,
in the last step of the proof we set
(X0, G0) =
(
{∞̂−}, 〈ℓ−1,1〉
)
⊔ (X1, G1)⊔ . . .⊔ (Xm, Gm)⊔
(
{∞̂+}, 〈−ℓ+m,nm〉
)
,
where ∞̂− denotes the unique ordering of the quotient that makes ℓ−1,1 neg-
ative, and ∞̂+ denotes the unique ordering that makes −ℓ+m,nm negative.
From the above construction it is clear that (X0, G0) is a quotient structure
of (XQ(x), GQ(x)), that is that the orderings of Q(x) restrict to the orderings in
X0, and that G˜ ⊂ G0. By the structure theorem for finite spaces of orderings
it follows that this quotient structure is, in fact, a quotient space.
Remarks: (1) Inspection of the proof readily shows that the expression
of (XQ(x), GQ(x)) as a profinite space of orders can have a countable index
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set. For the elements of GQ(x) are countable and therefore the collection
of quotients can be chosen to have an increasing collection of groups whose
union is GQ(x).
(2) Techniques similar to the ones developed in the proof of the theorem can
be used to investigate certain quotients of the space (XQ(x), GQ(x)).
(3) The celebrated “Lam’s Open Problem B” has a positive solution for
all spaces of orderings that are profinite ([7, Remark 5.1, Theorem 5.2]).
Theorem 1 thus provides yet another proof of Lam’s problem for the space
of orderings (XQ(x), GQ(x)). The result itself is somewhat trivial, as it is well
known that the problem has a positive solution for all spaces of stability
index at most 3 ([9, Proposition 3.1 together with the beginning of Section
4]), and that the stability index of the space (XQ(x), GQ(x)) is equal to 2 ([1,
Proposition VI.3.5]), yet we believe it is worth mentioning that profiniteness
yields another proof of that fact.
(4) An easy variant of the proof shows that if Q is replaced by R Theorem 1
still holds, although the index set will no longer be countable.
3 Inverse limits and the pp conjecture
Recall that, for a space of orderings (X,G), a positive primitive (pp for short)
formula P (a) with n quantifiers and k parameters in G is of the form
P (a) = ∃t
m∧
j=1
pj(t, a) ∈ DX(1, qj(t, a)),
where t = (t1, . . . , tn), a = (a1, . . . , ak), for a1, . . . , ak ∈ G, and pj(t, a),
qj(t, a) are ± products of some of the ti’s and al’s, i ∈ {1, . . . , n}, l ∈
{1, . . . , k}, for j ∈ {1, . . . , m}. While speaking of the formula P (a) in a
subspace Y , we mean the formula obtained from P (a) by replacing each
atom pj(t, a) ∈ DX(1, qj(t, a)) by pj(t, a)|Y ∈ DY (1, qj(t, a)|Y ). The fol-
lowing question, which can be viewed as a type of very general and highly
abstract local-global principle, is known as the pp conjecture and was posed
in [9]: is it true that if a pp formula holds in every finite subspace of a space
of orderings, then it also holds in the whole space?
Our main goal in this section is the following theorem, first proven by
Astier and Tressl in [2, Proposition 6]:
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Theorem 2 (Astier, Tressl). If (X,G) = lim←−(Xi, Gi), for some inverse sys-
tem of spaces of orderings (I, (Xi, Gi), Fij), and if, for all i ∈ I, the pp
conjecture holds in (Xi, Gi), then it also holds in (X,G).
The original proof given by Astier and Tressl uses techniques from model
theory, while ours utilizes only basic notions from the theory of spaces of
orderings and some elementary topology. Both proofs make use of the fol-
lowing lemma proved by Marshall, that first appeared in print in [2, Lemma
4]:
Lemma 3 (Marshall). Let B(n, 0) = 1 for n ∈ N, and let
B(n, k) = 2k22
nkB(n,k−1), if k ≥ 1, n ∈ N.
Then, for every space of orderings (X,G), for every a ∈ Gk, and for every
pp formula P (y) with n quantifiers and k parameters, if P (a) fails to hold in
(Z,G|Z), for a finite subspace Z of (X,G) (or, more generally, a subspace Z
such that (Z,G|Z) has a finite chain length), then there is a subspace Y of
(X,G) such that P (a) fails to hold in (Y,G|Y ) and |Y | ≤ B(n, k).
We now proceed to the proof of the theorem.
Proof. Let (X,G) = lim←−(Xi, Gi), and let
P (a) = ∃t
m∧
j=1
pj(t, a) ∈ DX(1, qj(t, a)),
where t = (t1, . . . , tn), a = (a1, . . . , ak), for a1, . . . , ak ∈ G, and pj(t, a),
qj(t, a) are ± products of some of the ti’s and al’s, i ∈ {1, . . . , n}, l ∈
{1, . . . , k}, be a pp formula that holds true on every finite subspace of (X,G).
Moreover, let I0 = {i ∈ I : a1, . . . , ak ∈ γi(Gi)}. It suffices to show that, for
some i ∈ I0, the formula P (a), holds true in (Xi, Gi) (note that, for i ∈ I0,
a1, . . . , ak ∈ Gi).
Suppose, a contrario, that P (a) fails in (Xi, Gi), for all i ∈ I0. Since the
pp conjecture holds true in every (Xi, Gi), by Lemma 3 for every i ∈ I0 there
exists a finite subspace of (Xi, Gi) of B elements, Zi = {x
i
1, . . . , x
i
B}, such
that P (a) already fails in (Zi, Gi|Zi).
Let xip ∈ π
−1
i (x
i
p), p ∈ {1, . . . , B}, i ∈ I0. {x
i
1 : i ∈ I0} is a net in the
compact space X , and hence has a cluster point x1. Let {x
i
1 : i ∈ J1} be a
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net finer than {xi1 : i ∈ I0} that converges to x1, J1 ⊂ I0. Now, {x
i
2 : i ∈ J1}
is a net that has a cluster point x2, and let {x
i
2 : i ∈ J2} be a net finer than
{xi2 : i ∈ J1} that converges to x2, J2 ⊂ J1. Recursively we will eventually
construct a net {xiB : i ∈ JB} convergent to xB, and finer than the net
{xiB : i ∈ JB−1}, whose cluster point is xB, JB ⊂ JB−1. Then, as each net
refines the previous one, for p ∈ {1, . . . , B}, xp is the limit of the net
{xip : i ∈ JB}.
Let Y be the subspace of (X,G) generated by x1, . . . ,xB. By [8, Note
1 p. 39], Y is finite. We claim that the formula P (a) fails on (Y,G|Y ).
Suppose that P (a) holds true in (Y,G|Y ) with t = (t1, . . . , tn) verifying it,
for t1, . . . , tn ∈ G. Let
U =
m⋂
j=1
(HX(pj(t, a)) ∪HX(−qj(t, a))) .
Clearly Y ⊂ U , and, in particular, x1, . . . ,xB ∈ U . Since each xp is a limit
of the net {xip : i ∈ JB}, p ∈ {1, . . . , B}, there is i0 ∈ JB such that x
j
p ∈ U ,
for all j  i0, j ∈ JB, and for all p ∈ {1, . . . , B}. Moreover, there is i1 ∈ JB
such that t1, . . . , tn ∈ Gj , for all j  i1, j ∈ JB. Take i  max{i0, i1}. Then
xip = πi(x
i
p) ∈
m⋂
j=1
(HXi(pj(t, a)) ∪HXi(−qj(t, a))) ,
so that P (a) holds true in (Zi, Gi|Zi) – a contradiction.
Remarks: (1) As an immediate consequence of the above theorem we
get that the pp conjecture holds true in (XQ(x), GQ(x)). This has been already
shown in [3], where the proof is relying on the structure of real valuations of
Q(x).
(2) Since the pp conjecture fails for spaces of orderings of function fields of
rational conic sections without rational points, for the space of orderings of
Q(x1, . . . , xn), n ≥ 2, or for the space of orderings of R(x1, . . . , xn), n ≥ 2
(see [5], [6]), neither of these spaces can be profinite.
(3) It would be interesting to find an example of a space of orderings which
is not profinite, yet which satisfies the pp conjecture.
(4) Since Lam’s Open Problem B is implied by the pp conjecture (see [9]),
we have yet another proof of the fact that the problem has an affirmative
solution for the field Q(x). This adds to our discussion in Remark (2) towards
the end of the previous section.
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