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Abstract. Artificial neural network (ANN) has advantage in time series forecasting as it has potential to solve complex 
forecasting problems. This is because ANN is data driven approach which able to be trained to map past values of a time series. 
In this study the forecast performance between neural network and classical time series forecasting method namely seasonal 
autoregressive integrated moving average models was being compared by utilizing gold price data. Moreover, the effect of 
different data preprocessing on the forecast performance of neural network being examined. The forecast accuracy was evaluated 
using mean absolute deviation, root mean square error and mean absolute percentage error. It was found that ANN produced the 
most accurate forecast when Box-Cox transformation was used as data preprocessing. 
INTRODUCTION 
Classical methods here are methods that already have established procedures and no artificial intelligence 
technique involved.  Classical methods are not omitted since they have important contribution in many studies and 
can be used as benchmark.  Besides, it is still in the interest of researchers to study and try to improve on the 
performance of classical methods through alternative approach.  However, most of these methods are bounded with 
preliminary assumptions on data distribution. This gives an advantage to modern techniques (which utilize artificial 
intelligence) to be the alternative method in forecasting since these techniques do not require such assumption [1-4].
These modern methods focus on artificial intelligence approach which is a computer-based system that has 
capabilities of problem solving, storing memory and understanding human language [5].  One of this type of 
approach that is very well known with its forecast ability is neural network (ANN). Artificial neural network (ANN) 
is a system which was created by mimicking the neuron system in our brain. It allows the system to learn and create 
new outputs which are ideal.  
High degree of accuracy can be yield on a wide range of forecasting applications since ANN is a flexible 
computing frameworks and universal approximates [6]. Although ANN able to produce reliable forecast, but 
mathematical proofs underlying the ANN will need to be considered in order to determine the best conditions to be 
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used in forecasting and decision making [7]. Multi-layer perceptron which also known as feed-forward ANN is the 
most used ANN model in time series forecasting [8].   
 
Similiar with traditional method, ANN also need data pre-processing to make forecasting process possible. 
Moreover, data pre-processing contributed important role in effecting the performance of neural networks where it 
able to encourage high accuracy and less computational cost associated to the learning phase. Data pre-processing 
that most commonly used in both forecasting methods are logarithmic transformation and differencing [9]. [10] who 
used several type of data found that pre-processing data with detrending and deseasonalization are able to improve 
ANN forecast performance over ARIMA models.  According to [8], [11], [12], [13] and [14], pre-processing data 
for ANN could be linear transformation so that the input data scale is in the range of [ 1,1]?  or [0,1] .  This linear 
transformation is widely used method in many ANN systems [11].  
 
As far as forecasting accuracy is concerned, this paper main aims to compare the forecasting performance 
between ANN and classical time series forecasting model that is autoregressive integrated moving average 
(ARIMA) by using original and natural logarithm transformation gold price data. Furthermore, one of the key 
findings was forecasting by using ANN did highlight and applied three data pre-processing that are non-seasonal 
second differencing, non-seasonal and seasonal differencing and Box-Cox transformation data. At the result part of 
this paper there are eight differencing forecasting method be compared.  
GOLD PRICE DATA 
Monthly data starting January 2002 until December 2014 is divided into two parts.  The first part, 1ty  known as 
in-sample data is for the purpose of estimation; and the second part, 2ty  known as out-sample data is for forecasting 
and method comparison. The first part consists of 144 data starting January 2002 until December 2013.  Meanwhile, 
the second part consists of 12 data from January until December 2014. Fig. 1 shows data from year 2002 to 2014.  
  
 
FIGURE 1. Time Series Plot of Gold Price 
 
 Some examples of recent studies that used Box-Jenkins approach to forecast gold price are [15], [16, 17] 
and [18]. Several studies used Box-Jenkins approach focused on price gold of particular countries, for instance [16] 
on Thai gold price and [19] on Malaysia gold price. Besides, various ANN models have been used with involving 
gold price data. These can be found in research by [20], [21], [20, 22], [23] and [24]. 
ty1 ty2  
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FORECASTING MODELS 
Box-Jenkins 
Box-Jenkins models namely autoregressive integrated moving average models (ARIMAs) were used along with 
ANN models. Besides, for comparison purpose it also needed to determine the input lag(s) in ANN. This method is 
consisted of iterative four-stage process, namely model selection or identification, parameter estimation, diagnostic 
checking and finally forecasting. The identification step consists of the identification of appropriate data 
transformation, and the determination for order of the model. As this method has stationary assumptions, the time 
series need to be examined as to whether their mean and variance are stationary. The stationarity in terms of 
variance should also be inspected and this is done by using Box-Cox plot.  If the estimated confidence intervals for 
lambda, ?  (parameter in Box-Cox) contain the value one, then the data is already stationary and does not need to be 
transformed. For non-stationary in variance, the time series should be transformed to make the time series stationary.  
Let tY  is time series in the original scale. By referring [25], transformation is to be carried out based on the value of 
estimated lambda as given in Table 1. 
 
 
TABLE 1. Values of ?  and their associated transformation 
Estimated ?  Transformation 
-1.0 
1
tY  
-0.5 
1
tY  
0.0 ln tY  
0.5 tY  
 
By refering Box et al. [26], the general Box-Jenkins model which allocates seasonality can be written as follows: 
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This model is known as seasonal autoregressive integrated moving average (SARIMA), where B is the backshift 
operator, ta  is a white noise process, p?  are unknown parameters relating to ty  that indicate the non-seasonal 
autoregressive (AR) of order p and PΦ  indicate the seasonal autoregressive (SAR) of order P. The term for non-
seasonal moving average (MA) of order q is denoted as qθ  and for the seasonal moving average (SMA) is QΘ .  The 
term d and D represent the non-seasonal and seasonal differences respectively. 
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Neural Network  
Multilayer perceptron that trained by back propagation learning are the most important type of ANN [27] and 
[14]. They are capable to solve more complex problem compare with single layer nets. In addition, they also can 
cope with outliers’ data [28]. The back propagation learning procedure for ANN was introduced by [29]. This 
procedure repeatedly modifying the weights on the connection links in ANN so that it minimizes the difference 
between actual output and the desire output.   
 
Multilayer perceptron (MLP) that was applied in this study has three layers; input, hidden and output.  Logistic 
function was used as nonlinear activation function in the hidden layer. Each input connected to all neurons and the 
neurons are connected to the output. Arrows indicate that the source of the arrow is an argument of the function 
computed at the destination of the arrow and each arrow has a corresponding weight parameter to be estimated. 
There are constants or bias (in ANN jargon) connected to each neurons and output which denote as 1. This example 
of MLP is following [13] that used ANN in tourism forecasting and [8] which discussed the relationship between 
ANN and statistical models.   
 
Example in Fig. 2 shows that there are two input nodes 1x  and 2x , meanwhile the output 1ˆty ?  is the forecast 
value. In time series forecasting, the input node is the lag(s) of available historical data. The lag(s) can be 
determined based on the autoregressive order in Box-Jenkins model [10, 30, 31]. 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 2. General architecture of neural networks with two inputs and single neuron 
 
The number of neuron could influence the performance of MLP forecast performance. However, using minimum 
number of neuron is most recommended [32, 33]. Each neuron is processing unit that used logistic function to 
calculate the linear combination of inputs. At each ith neuron the linear combination of k inputs is calculated as 
follow [29]: 
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Here ib  are bias, jx  are independent variables or inputs and ,i jw  are weight from input xj to i
th neuron in hidden 
layer. In (3), y  totals all the input elements and weight that entering the ith neuron. The number of neuron is denote 
as h and the number of neurons that used is one up to five neurons thus, 1,2, ,5.h ?  Finally, the predicted values 
are obtained by using linear combination of input that is given by the following equation: 
 
1
1
ˆ ,
h
t i i
i
y n??
?
? ?
                   (4)           
where 
 ??  is bias for output 
 j
γ  are weight from in  to output. 
 
In order to evaluate the effect of data preprocessing on the forecast performance of ANN, study used three types 
of data preprocessing which are: 
i. Non-seasonal second differencing 
 1 2 1 1t t t -1 t-2z = y - y + y  
ii. Non-seasonal and seasonal differencing  
 1 12 131 1 1 1t t t t tz y y  y y? ? ?? ? ??  
iii. Box-Cox transformation 
 ( 1)/t tz y
? ?? ?  
 
These three types of data preprocessing will be indicated as NN1, NN2 and NN3 respectively hereafter. All the 
output (forecast data), ˆtz  were transformed back to the original data scale, ˆty  by using the following equations 
before the forecast error were been calculated.   
i. Non-seasonal second differencing 
  2 1 1t t t-1 t-2y = z + y - yˆ ˆ  
ii. Non-seasonal and seasonal differencing 
 1 12 13
ˆ ˆ 1 1 1t t t t ty z y y y? ? ?? ? ? ?  
iii. Box-Cox transformation 
 ? ?1/ˆ ˆ 1t ty z ??? ?  
RESULTS AND DISCUSSIONS 
Box-Jenkins method then be used in forecast gold price on January until December 2014. Confidence interval for 
estimated lambda, λ  value for Box-Cox is (0.00, -0.46). Hence, a transformation is needed. Since the rounded value 
shows 0.00 so the data was transformed using natural logarithm (ln). From the time series plot in Fig. 1, it clearly 
shows that the data has linear trend, thus it indicate that the mean of data is not stationary. The data need to be 
differenced in order to remove the trend. Fig. 3 until Fig. 5 show the ACF and PACF plot for second differencing on 
non-seasonal lag, second differencing on non-seasonal lag of natural logarithm data and first differencing on both 
non-seasonal and seasonal lag of natural logarithm data respectively. 
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(a) (b)
FIGURE 3. ACF (a) and PACF (b) plot for second differencing on non-seasonal lag 
(a) (b)
FIGURE 4. ACF (a) and PACF (b) plot for second differencing on non-seasonal lag of natural logarithm data 
(a)
(b)
FIGURE 5. ACF (a) and PACF (b) plot for first differencing on non-seasonal and seasonal lag of natural logarithm data
According to ACF and PACF plot, all the possible tentative models from untransformed and transformed data 
are given in Table 2 and Table 3 respectively. The models were checked for parameter significant and model 
adequacy. 
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TABLE 2. Diagnostic Check of Box-Jenkins Models from untransformed data 
Model Parameter 
Signifcant 
P-Values of Ljung-Box Chi-Square Statistic Mean Square Error 
Lag 12 24 36 48 
(0,2,1) MA(1): 0.000  0.409 0.682 0.511 0.628 21253 
(0,1,0)(0,1,1)12 SAR(12): 0.000  0.485 0.796 0.565 0.689 22747 
(0,1,0)(2,1,0)12 SAR(12): 0.000  0.205 0.311 0.118 0.383 27329 
 SAR(24): 0.011       
(0,1,0)(3,1,0)12 SAR(12): 0.000  0.172 0.351 0.323 0.205 22149 
 SAR(24): 0.000       
 SAR(36): 0.003       
(0,1,0)(4,1,0)12 SAR(12): 0.000  0.118 0.214 0.377 0.613 22307 
 SAR(24): 0.000       
 SAR(36): 0.000       
 SAR(48): 0.000       
 
TABLE 3. Diagnostic Check of Box-Jenkins Models from transformed data 
Model Parameter 
Signifcant 
P-Values of Ljung-Box Chi-Square Statistic Mean Square Error 
Lag 12 24 36 48  
(0,2,2) MA(1): 0.000  0.270 0.514 0.660 0.763 0.001741 
(0,1,0)(1,1,0)12 SAR(12): 0.000  0.035 0.004 0.013 0.043 0.002534 
(0,1,0)(0,1,1)12 SMA(12): 0.000  0.266 0.499 0.565 0.634 0.001798 
 
From the Table 2, it shows that the most appropriate model for unstransformed data is ARIMA (0,2,1) with value 
of mean square error is 21253. The model is written as follows: 
 
     
(1- )(1- ) = (1- )
t t
t t
t t-1 t-2 t t-1
y = (B)a
B B y B a
y = 2y - y +a - a θ
? ? ?? ? ?
?                                                 (5) 
                                
Meanwhile, from the Table 3, it shows that the most appropriate model for transformed data is ARIMA (0,2,2) 
with value of mean square error is 0.001741. The model is written as follows: 
     
(1- )(1- ) = (1- )
t t
t 2 t
t t-1 t-2 t t-1 t-2
y = (B)a
B B y B - B a
y = 2y - y +a - a - aθ θ
? ? ?? ? ?
? ?                        (6) 
Comparing Forecasts Performance  
Fig. 6 shows the actual and forecast data for January until December 2014 for methods Box-Jenkins and ANN in 
terms of three preprocessing data using original data (indicate as -1) and natural logarithm transformation data 
(indicate as -2). It can be observed that forecast using NN1 (original and natural logarithm data) and NN2 (original 
data) have different trend with actual and forecast by Box-Jenkins and ANN with other preprocessing data.  
 
The root mean square error (RMSE), mean absolute deviation (MAD) and mean absolute percentage error 
(MAPE) value were calculated by comparing the actual and forecast data and were summarised as in Table 4. It 
shows that ANN with Box-Cox transformation performed better than Box-Jenkins for both original and natural 
logarithm data. Besides, it also shows that all models with natural logarithm transformation data performed better 
compare with original data.   
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FIGURE 6. Actual and forecast data for January until December 2014 
 
TABLE 4. Forecast performance of Box-Jenkins and neural networks 
Methods RMSE        MAD MAPE 
ARIMA (0,2,1): Original Data  191.8829 161.1717 3.6101 
ARIMA (0,2,2): Natural Logarithm Data  188.7206 158.2811 3.5506 
    
NN1: Original Data 928.2285 885.0138 20.2126 
NN1: Natural Logarithm Data 900.1220 850.7932 19.4288 
    
NN2: Original Data 923.9273 900.4137 20.4763 
NN2: Natural Logarithm Data 279.4805 246.8201 5.5367 
    
NN3: Original Data 187.4488 151.4878 3.4342 
NN3: Natural Logarithm Data 180.2736 146.6049 3.3135 
 
CONCLUSION 
This study forecast gold price on 2014 by using neural networks and classical time series forecasting model that 
is Box-Jenkins. Their forecasting performances are then being compared to find better forecasting model. The lag(s) 
obtained from Box-Jenkins models were used as input in neural networks model. There are five significant model 
from untransformed and three significant model from natural log transformation data. Then lag(s) from models with 
smallest mean square error were chosen to proceed with neural networks forecasting.  From the comparison of 
forecast performance, it was clearly shows that neural network approach with Box-Cox transformation was the most 
effective preprocessing data and has outperformed Box-Jenkins in forecasting monthly gold price data on 2014. 
Moreover, the results show that different preprocessing data give significance impact on the forecast performance of 
ANN.   
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