Abstract-The identification of stochastic discrete systems disturbed with noise is discussed in this brief. The concept of general prediction error (GPE) criterion is introduced for the time-domain estimate with optimal frequency estimation (OFE) introduced for the frequency-domain estimate. The two estimation methods are combined to form a new identification algorithm, which is called the empirical frequency-domain optimal parameter (EFOP) estimate, for the finite impulse response (FIR) model interfered by noise. The algorithm theoretically provides the global optimum of the model frequency-domain estimate. Some simulation examples are given to illustrate the new identification method.
and PDL with SSS circuit occupy almost equal die area. For HSPICE simulations, we have used a netlist extracted from layout which includes the parasitic capacitances and resistances of transistors and interconnect lines. For both the adders, the width of evaluation transistors was 10 m. For delay measurement, input vectors changed from FFFFFFFF 16 + 00000000 16 to FFFFFFFF 16 + 00000001 16 . The delay of the 32-b adder using the proposed techniques is reduced as much as 27% compared to the CD domino adder as shown in Fig. 11(a) . As illustrated in Fig. 11(b) , the 32-b adder using the proposed circuit technique consumes 20% to 37% less energy than the CD domino adder over various power supply voltages. In real implementation, however, a 20% clock-delay margin is required for proper operation of CD domino adder [7] . In that case, our proposed technique consumes 37% less energy as shown in Fig. 11 .
VI. CONCLUSION
We have proposed PDL, which exhibits high speed without the charge-sharing problem due to the use of only parallel-connected transistors. We also proposed SSS circuits, which provide more flexibility for cascading dynamic circuits. We designed two 32-b CLAs in a 0.25-m CMOS technology to verify the area and performance advantage of PDL with SSS circuits in real applications. Simulation results showed that the adder using the proposed circuit design consumes 20% to 37% less energy than the CD-domino adder at various power supply voltages. Design automation for the proposed circuit architecture can be achieved easily because of their flexibility for cascading and complete logic families. PDL with SSS circuits are good candidates for high-speed low-voltage digital logic in sub-1V technology.
I. INTRODUCTION
System identification is both an ancient and a modern subject. With the rapid development of computer technology in recent years, system identification has received considerable attention, especially in the area of signal processing and adaptive control.
There are many system identification methods [1] , [2] which can be divided into two kinds. One is the frequency-domain method, which includes the Fourier transform technique, the transfer function estimates, the spectral analysis estimate, etc. The other is the time-domain method, which includes the least squares (LS) algorithm, the maximum likelihood method, the maximum a posteriori estimate, the instrumental variable (IV) method, some practical recursive algorithms, etc. The LS algorithm has been the dominant estimation method for parameter identification due to its simplicity and convenient implementation [3] . It is also frequently encountered in the modal analysis area of mechanical engineering and has become a main method of parameter estimation.
If there is no noise, the parameters of a linear system can be identified exactly by the LS algorithm. However, in most cases this is unrealistic, since there are always signals beyond our control that also affect the system. Identification involves obtaining a model from an a priori chosen model class using finite corrupted data. When the disturbance model is misspecified, the LS method is unable to give consistent parameter estimates of the system transfer function [2] - [5] . When the disturbance is strong or the system input signal is puny, the LS algorithm has considerable identification error.
Many studies have been recently carried out to more precisely identify the model and parameters [6] - [10] . However, some research based on the time-domain method could not obtain accurate transfer function estimate [2] , [11] , [12] , because linear systems are most often characterized in the frequency domain. The properties of a closed-loop system can be accurately and intuitively determined by studying the frequency response function. The classical lead-lag compensator design is done entirely by shaping the Nyquist plot or the Bode plot of [6] , [9] , [10] . However, these approaches are not easily implemented [9] and do not provide good estimation accuracy [3] . This brief considers the identification of stochastic discrete systems with noise interference. The general prediction error (GPE) criterion concept is proposed for system identification rather than the prediction error (PE) criterion [1] , [14] . The discrete Fourier transform (DFT) is used to analyze the frequency-domain estimate error and some statistical properties of discrete systems to develop an optimal frequency-domain estimate. The time-domain estimate and the frequency-domain estimate are combined to form a new method for parameter identification for the finite impulse response (FIR) model. The method provides the globally optimum frequency-domain estimate and minimizes the GPE criterion. Several simulation examples are given to illustrate the method's reliability. 1) f(X; ) > 0; for every nonzero vector X 2 R n ;
II. GENERAL PREDICTION ERROR CRITERION
2) f(X; ) = 0; if and only if X = 0.
Let fy(t)g N 1 be an output sequence of a discrete system. y(tj) is the prediction of output y(t). N and are the sample number and the system parameter. "(t; ) = y(t) 0y(tj) is the prediction error of the system at time t. The prediction error vector of the system is defined as (N; ) = ("(1; ); "(2; ); . . . ; "(N; )) T :
Definition 2: Suppose that (N; ) is a prediction error vector of a discrete system. Then a function f is a GPE criterion of the system if the function f((N; ); N; ) is a positive definite function of the vector (N; ) with respect to the parameters N and .
Remark 1:
Many previous identification methods were established on the bases of the PE criterion [1] , [14] . The identification method in this brief is based on the GPE criterion. The definitions show that the case of the PE criterion is contained in the GPE criterion, but they are not equal. Thus, the GPE criterion is different from the ordinary PE criterion.
If a function f((N; ); N; ) is a GPE criterion of a discrete system, the estimation of the system parameter is then taken to be the value that minimizes the GPE criterion f((N; ); N; ) N = arg min f((N; ); N; ):
In the GPE criterion, we face a question in choosing a positive definite function f that makes the system identification more accurate. It is concrete to say, that if we take the GPE criterion as form as relation (1) it is obvious that we want to solve the problem. The prediction error vector is determined by the given system. The matrix Q(N; ) is the only object that can be changed. The other matrix Q(N; ) will result from different estimation. In order to obtain a more accurate estimate for the given system in general quadratic criteria how should we choose a positive definite symmetric matrix Q(N; )? In this brief, we find a method to construct such a matrix Q(N; ) as well as the efficient GPE criteria.
Consider the FIR model
where y(t), u(t) and v(t) are the output, input and the disturbance noise, respectively. G(q) is the system transfer function with the form Then model (3) can be written as
The system parameter estimation is based on a sequence of given input data fu(t)g Let fx(t)g N 1 be a finite sequence and ! = exp(2i=N ). Then the discrete Fourier transform (DFT) of the sequence fx(t)g N 1 is defined as [13] X N (k) = DFTfx(t)g N 1 = N t=1
x(t)! 0tk ; k= 1; 2; . . . ; N:
Given the frequency values fX N (k)g N 1 , the inverse discrete Fourier transform (IDFT) gives the time sequence
X N (k)! tk ; t= 1; 2; . . . ; N:
It is easy to verify the following result.
Let fu(t)g N 1 be a finite deterministic input sequence and fy(t)g N 
2)
if k 6 = l k; l =1; 2; . . . ; N
where U N (k) = DFTfu(t)g N 1 . The proof is given in Appendix A. Combining Lemma 1 and Lemma 3 we immediately derive the following corollary. 
where (N; ) is the prediction error vector of model (3). Q(N) is defined by relation (9).
Proof: By the previous argument the error "(t; ) is "(t; ) = y(t) 0 T '(t) t = 1; 2; . . . ; N:
From (3), (4) and (8), (9), (12), and (13) The proof is given in Appendix B.
Remark 4:
If matrix Q(N) = I=N (though this can not occur in general), from Theorem 2 we see that EFO = LS , that is, the EFOP estimation EFO is the LS solution of parameter . Therefore, the parameter estimation obtained by the GPE criterion is more general than that obtained by the LS algorithm. In addition, if the matrix
8(N)
T Q(N)8(N) in Theorem 2 is singular, then we can get a solution similar to relation (16) using the generalized inverse matrix.
The forms of results in Theorem 1 and Theorem 2, although they are similar to the minimizing variance estimate [1] , they provide new results and make novel identifications. With the minimizing variance estimation method, the parameter estimate depends on the choice of matrix Q(N). Different choices of Q(N) will correspond to different estimation. In the sense of giving the smallest covariance matrix in minimizing variance estimation, the best choice of the matrix Q(N) should be the noise covariance matrix. "Notice that it requires knowledge of the noise covariance matrix, which might not be a realistic assumption" [1] . Therefore, the matrix Q(N) in the minimizing variance estimation could not be determined in practice. Even if some knowledge about the system noise is known, the form of minimizing variance estimation is still different from (16) . For example, if the noise is a white noise with variance , the matrix Q(N) in minimizing variance estimation should be 01 I. Then minimizing variance estimation just becomes the LS estimation. In this brief, however, a concrete form of the matrix Q(N) is constructed by using Toeplitz matrix (9) for the FIR models. The simulations will also compare the efficiency of these two methods.
The EFOP estimate is given in Theorem 2. For simplifying calculation the following corollaries are not difficult to yield from the above theorem. 
Corollary 2: Under the condition of Theorem 2, the parameter estimation EFO is also given as
EFO = 8(N) T P (N)8(N) 01 8(N) T P (N)Y (N)(
V. SIMULATIONS
To illustrate the behavior of the EFOP estimate, a number of simple simulations were performed for comparison with the conventional LS algorithms. For a real system, the output fy(t)g N 1 is generated by the system with a given input sequence fu(t)g be the noise-to-signal ratio, which expresses the disturbed extent of the model signal. It is obvious that the model would be not disturbed if = 0. Denote that is the real model parameter, while EFO and LS are the EFOP and the LS estimates, respectively.
Example 1: The system is y(t) = 4u(t 0 1) 0 5u(t 0 2) + v(t):
The input signal is generated by a pulse generator. The experimental sample number N = 1500. The real system parameters are b 1 = 4, b2 = 05. If there is no disturbance noise, the simulation experiments show that the system parameters of systems are exactly identified by both the EFOP method and the LS method. But the number of samples in the EFOP method for exact identification of parameters is lesser than that required by the LS method. It can be illustrated in Fig. 1 When the system input signal is a weaker signal, the ESOP method would more accurately identify the system than the LS method.
Example 2: The system is y(t) = 5u(t 0 1) 0 4u(t 0 2) + 8u(t 0 3) + v(t): (20) The input signal fu(t))g where EFO denotes the averaged estimate from the 100th EFOP estimate value to the 1500th EFOP estimate and LS denotes the averaged estimate from the 100th LS estimate value to the 1500th LS estimate.
The curves in Fig. 3 show the true parameter , the EFOP estimate EFO and the LS estimate LS . The simulation data again shows that the estimation EFO is more exact than the estimation LS . It fluctuates about the true parameter , with the fluctuations decreasing as the sample number N increases.
VI. CONCLUSION
This brief considered the identification of stochastic discrete systems interfered by disturbance. The concept of GPE criterion is proposed for the time-domain field. The identification method in this brief is based on the GPE criterion. The discrete Fourier transform is used to analyze the frequency-domain estimate error and the statistical properties for the FIR model to derive an optimal frequency-domain estimate. The time-domain method and the frequency-domain method are combined to form a new method of parameter identification, which is called the EFOP estimate, for the FIR model to obtain an expression for the parameter identification. The method provides the globally optimum frequency-domain estimate and minimizes the GPE criterion. Several simulation examples illustrate the reliability of this method.
The identification of the ARX models and the FIR models disturbed by color noise are discussed in [15] and [16] . 
