The probability distribution of groundwater model output is the direct product of modeling uncertainty. In this work, we aim to analyze the probability distribution of groundwater model outputs (groundwater level series and budget terms) based on sensitivity analysis. In addition, two sources of uncertainties are considered in this study: (1) the probability distribution of model's input parameters; (2) the spatial position of observation point. Based on a synthetical groundwater model, the probability distributions of model outputs are identified by frequency analysis. The sensitivity of output's distribution is analyzed by stepwise regression analysis, mutual entropy analysis, and classification tree analysis methods. Moreover, the key uncertainty variables influencing the mean, variance, and the category of probability distributions of groundwater outputs are identified and compared. Results show that mutual entropy analysis is more general for identifying multiple influencing factors which have a similar correlation structure with output variable than a stepwise regression method. Classification tree analysis is an effective method for analyzing the key driving factors in a classification output system.
For the uncertainty analysis of groundwater simulation, in general, we are interested in the probability distribution of model output. However, little attention has been devoted to the influencing factors of model output's distribution in previous studies. In this paper, we focus on the sensitivity of groundwater model output's probability distribution for two sources: (1) the probability distribution of the input parameters; (2) the spatial position of observation point.
Frequency analysis is a technique which has been extensively used in hydrologic uncertainty issues (Lang et al. ; Neppel et al. ) , such as the design of flood control and risk management. The observation series is used to fit an alternative PDF, and then the variable's distribution uncertainty is analyzed statistically (Smakhtin ; Katz et al. ) . Generally, there are three basic procedures for frequency analysis: (1) selecting a suitable PDF for data series; (2) parameter estimation for the selected PDF; (3) uncertainty assessment for the data series (Onoz & Bayazit ) . Herein, how to select a suitable PDF is the key problem for a frequency analysis. According to Mcmahon & Srikanthan () , Haktanir (), Onoz & Bayazit () , and Vogel et al. () , there is not a universal applicable rule to select the best PDF, and the qualified PDF should be selected based on effective comparison and testing.
For the complicated groundwater model, it is hard to describe the influences of model inputs on outputs directly by mathematic model. Sensitivity analysis provides an effective framework for unraveling the relationship between the input variables and outcomes. In general, the studying object is the direct model output, such as hydraulic head (Rojas et al. ; Mazzilli et al. ) and solute concentration (Huysmans et al. ; Zhang et al. ) . The influencing factors of output variable can be identified by sensitivity analysis. In this study, the research object is not the direct model output, but the probability distribution of output. The importance of this kind of influencing factor can be regarded as another form of sensitivity to model output. Furthermore, recognizing the distribution characteristics of model output will help in identifying groundwater modeling uncertainty, improving model structure, and providing feedback for data collecting activities relating to model uncertainty analysis. A synthetic groundwater model was built for producing groundwater outputs. The outputs of the model include groundwater levels series (GLS) and groundwater budget terms. The suitable PDFs of outputs were selected by the Kolmogorov-Smirnov test. After that, the stepwise regression and mutual entropy analysis were used to identify the influencing factors of the first two moments of GLS (mean and variance). In addition, mutual entropy analysis is a reliable sensitivity analysis method based on information theory, which is compared with stepwise regression analysis. Finally, for the sensitivity analysis of classification output system, classification tree analysis was used to identify the driving factors that lead the GLS to obey a specified distribution.
The main results of this study were obtained from a synthetic groundwater model. This groundwater model is simple compared to a real groundwater system. Therefore, the research results can be regarded as a mathematical exploration into the characteristics of probability distribution of groundwater model outputs. Some conclusions need further confirmation in the real field. Nevertheless, the use of a real groundwater model is not easy for such analysis, because observations are often limited in the number and length of a data series.
In the following sections, the methods used for this research are described. Then, a synthesized groundwater flow model is presented. In the results and discussion section, we describe the characteristics of probability distribution of model output. Finally, the main conclusions drawn from the analysis are provided.
METHODS

Parameter estimation and goodness of fit test
Seven functions were chosen as the alternative probability distribution functions to fit the outputs of groundwater model. They were normal, log-normal, 2-parameter gamma, log-2-parameter gamma, Pearson type III, logPearson type III, and uniform distribution, respectively.
The methods used for parameter estimation have been illustrated in many papers and will not be provided here.
Readers can obtain detailed derivation processes by referring to Chen et al. () , Ross (), Singh & Singh (a, b) , and Sun & Zheng () .
is removed from the model. Moreover, the stepwise regression process will continue until each variable in the regression model becomes significant and the variables outside of the model are insignificant (Mishra et al. ; Bergante et al. ; Zeng et al. ) . After that, the uncertainty importance of input variable can be defined as standardized regression coefficient (SRC):
where y is the output variable, x j is the input variable numbered by j, σ(x j ), σ(y) are the standard deviations of x j and y, respectively, b j is the regression coefficient of x j .
Mutual entropy analysis
The distribution character of data set (X, Y ) can be described using contingency tables. For the contingency tables' rows, the label denotes the input variable x, and the range is divided into i equal-width intervals. For the contingency tables' columns, the label denotes the output variable y, and the range is divided into j equal-width intervals. The number in each contingency Consequently, when considering the state x i only, the probability can be written as p i. ¼ N i. /N, and the probability of outcomes only with the state y j is given by
The entropy of a variable represents the amount of average information. According to information theory, the entropies of variable x, y, and (x, y) are defined as follows:
In information theory, the mutual information of two variables is a quantity that measures the mutual dependence of two variables. The mutual entropy between x and y is described as the reduction in the uncertainty of y due to the information of x, which can be given by:
In mutual entropy method, the uncertainty importance of input variables on output variable is indicated by two indicators: uncertainty coefficient (U) and R statistic (R) (Mishra et al. ; Zeng et al. ) : A classification tree is built on two types of nodes: branch nodes and leaf nodes. Each branch node is the parent of two children branch nodes, and the leaf node is the endpoint of the tree.
The uncertainty or information entropy of output variable y in node t is defined as:
where N j (t) denotes the number of samples belonging to the class j at node t, and N(t) is the number of samples at node t.
Assuming the splitting variable X, with n samples ordered by magnitude, the amount of alternative split points of X is n-1 by choosing the midpoint of two adjacent samples. The point that maximizes the information gain or minimizes the uncertainty of outputs is selected. InfoGain is calculated by the equation (Myles et al. ) :
where parent denotes the space before splitting, child k denotes the subspace after splitting, and p k is the ratio of the samples which passed into the k-th subspace. The purity of a space describing the distribution of samples'
types is expressed as follows:
where p j is the proportion of samples belonging to class j.
The classification tree is constructed by the successive selection of splitting points. It is beneficial to set up some constraint for preventing excessive splitting. If the number of samples in a subspace below the minimum value, or the purity of samples in a subspace is higher than the maximum value specified by the user, the splitting is terminated at that node. Furthermore, a classification tree can be optimized by pruning and reconstruction, which acquires a balance between the complexity and classification precision. After the classification tree is constructed, the sensitivities of splitting variables can be simply determined by comparing the order used to classify outputs (Mishra et al. ) .
IMPLEMENTATION OF METHODS
Description of the synthesized model assumed to be horizontal in extension. The hydraulic conductivity distribution within each aquifer is heterogeneous, and the hydraulic conductivity field within each layer is assumed to be statistically stationary.
Model parameters
Model layers are assumed to be homogeneous statistically with a constant mean of hydraulic conductivity K. Smallerscale variability is represented using the theory of random space functions. In addition, an isotropic exponential covariance function is used to describe the K fields of layers. The spatial distribution of hydraulic conductivity is generated using the direct Fourier transform method (Robin et al. ) . The spatial structure parameters of lnK for different layers are presented in Table 1 .
Boundary conditions set up
As shown in Figure 1 , for the model aquifers, two impermeable boundary conditions are specified along the south and Then, the unknown model parameters including the water level of constant head boundary, the conductance of river bed, precipitation rate, maximum evapotranspiration rate, and pumping rate are defined in specified ranges (Table 2 ). In addition, the conductance of riverbed represents the interconnection between river and unconfined aquifer, which is calculated as follows (Harbaugh ):
where CRiv is the conductance of riverbed, KRiv is the vertical hydraulic conductivity of riverbed, l is the length of reach, w is the width of river, and m the thickness of riverbed.
The probability distribution of groundwater model output is influenced by input parameters. Therefore, two conditions that the input parameters follow, uniform and normal distributions, are both considered in this study. In addition, the range of uniform distribution is consistent with interval of corresponding normal distribution. The parameters of these two distributions are shown in Table 2 .
Monte Carlo simulation
The numerical model of synthesized groundwater flow system is built using MODFLOW-2005 (Harbaugh ).
The Monte Carlo simulation procedure involves two parts (part I and part II).
Part I
Part I includes the following steps:
1. Generating model mesh, setting the initial head condition, the positions of pumping wells and observation points, etc.
2. Setting the hydraulic conductivity K of model layers.
Based on the mean and the covariance function of lnK (Table 1) , the random fields of K are generated by the direct Fourier transform method.
3. Setting the boundary conditions, including precipitation rate, maximum evapotranspiration rate, water head of constant head boundary, conductance of riverbed, and pumping rate. A boundary condition is assigned a value by sampling uniformly from the corresponding range (Table 2 ).
4. Running the established model and collecting the outputs of groundwater model. The outputs include the groundwater levels of observation points in layer 3, the inflow from constant head boundary and precipitation, the outflow from well pumping, evapotranspiration process, and river boundary.
5. Repeating step 2 to step 4 500 times.
6. Conducting frequency analysis for groundwater model outputs. The data series used for frequency analysis is constructed by the output of every realization, e.g., the groundwater levels of an observation point from 1st to 500th realization. Therefore, each data series has 500 samples. The data series include 240 GLS and five groundwater budget series. The procedure of frequency analysis can be summarized as two steps: (1) parameter estimation for each alternative PDF; (2) taking the Kolmogorov-Smirnov test for each PDF. If all the alternative PDFs have poor performance (cannot pass through the Kolmogorov-Smirnov test, and the significance level α was set to 0.05 in this study), we will mark the GLS as an unknown PDF.
Part II
The procedure of part II is the same as that of part I, except for step 3. In this part, step 3, a boundary condition is assigned a value by sampling from corresponding normal distribution. Figure 2 shows the frequency distribution of parameters' samples which are sampled from uniform and normal distributions, respectively.
RESULTS AND DISCUSSION
Frequency analysis
The outputs of groundwater model are tested for each alternative PDF by Kolmogorov-Smirnov test, and the significance level is 0.05. The numbers of GLS which obey normal, log-normal (Log-nor), 2-parameter gamma (G2), log-2-parameter gamma (Log-G2), Pearson type III (P3), log-Pearson type III (Log-P3), uniform, and unknown distribution are denoted as n i (i ¼ 1,2,…,8) in order. After that, the ratio for each PDF was calculated as:
As shown in Figure 3 , the PDF of GLS is strongly influenced by the probability distribution of model input parameters. When the input parameters are sampled from uniform distribution, although a majority of GLS obey unknown distribution (Figure 3(a) ), the rest of GLS obey uniform distribution nearly. Moreover, when the input parameters are sampled from normal distribution, it is obvious that most of the GLS obey normal distribution (Figure 3(b) ).
The groundwater budget terms include the inflows from constant head boundary (InCH) and precipitation (InPre), and outflows from river leakage (OutRiv), evapotranspiration (OutEva), and pumping (OutPum). Obviously, the probability Stepwise regression analysis Figure 3 shows that only a part of GLS obeys a specified PDF. The observed GLS show different characteristics of Table 3 and numbered from 1 to 7, all of them are normalized before regression analysis.
As shown in Figure 5 , as the input parameters are sampled from uniform and normal distribution, respectively, the sensitivities of influencing factors are almost identical for the mean of GLS, e.g., Figure 5 (a) vs. Figure 5(b) . However, the influences of regression variables on the variance 
Mutual entropy analysis
Stepwise regression analysis is restricted in monotonic linear issues, and mutual entropy analysis is capable of treating the complicated non-monotonic relationship between output and input variables. The same as for stepwise regression analysis, the input variables are also listed in Table 3 , and the output variables are the mean and variance of GLS. Tables 4-7 display the contingency tables of mutual entropy analysis. Distance from an observation point to northern boundary (D1)
1
Distance from an observation point to river boundary (D2) 2
Distance from an observation point to southern boundary (D3) 3
Distance from an observation point to constant head boundary (D4) 4
Distance from an observation point to the nearest pumping well (D5)
5
Average distance from an observation point to five pumping wells (D6)
6
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Compared with the results of stepwise regression analysis, the distance from constant head boundary (D4) has a significant influence on the first two moments of GLS. However, the variable D4 has been excluded from the stepwise regression analyses of both mean and variance of GLS. As shown in Figure 1 , the sum of the distances from an observation point to the river boundary and constant head boundary is a constant (the width of the study area, 5,000 m). According to the constructing mechanism of stepwise regression model, the influence of D2 and D4 is presented by only one variable (D2) in stepwise regression analysis. Moreover, the importance of D4 is significant as well as D2. The influence mode of D2 on the output variables is inversed to that of D4, and this situation is the same as D1 and D3. In addition, the relationship between the influence modes of D2 and D4 (or D1 and D3) on output variables is certified by the contingency tables in Tables 4-7 . Furthermore, the input variables excluded from the stepwise regression model are able to be identified by mutual entropy analysis. By contrast, these variables are roughly treated as invalid influencing factors by stepwise regression analysis.
Classification tree analysis
Figure 7 displays a conventional diagram that labels the PDF of GLS, when input parameters are sampled from uniform distribution. Figure 8 shows the PDF of GLS when input parameters are sampled from normal distribution. Figure 3 shows that the PDF of GLS is strongly related to the probability distribution of groundwater model input parameters. However, as shown in Figures 7 and 8 , the PDF of GLS is not fully controlled by the probability distribution of input parameters. The category of the PDF of GLS is not uniformly distributed in the space of model layer. For identifying the driving factors that lead GLS to follow the specific PDF (uniform or normal), classification tree method is used to identify these driving factors. The GLS are classified into two categories: 0 obeys uniform or normal distribution when the input parameters are sampled from uniform or normal distribution, respectively; 1 does not obey. The input variables in the classification tree model have identical numbers to the variables used in stepwise regression and mutual entropy analyses (see Table 3 ).
As shown in Figure 9 , GLS is passed into subspaces by selecting suitable input variables used for splitting. In addition, the classification tree (four ranks in this paper) is built by constantly splitting. The maximum purity was set as 0.82 in this classification tree. The results indicate that when the groundwater model input parameters are sampled from uniform distribution, only two variables (D6 and D2) entered into the classification tree model. Therefore, the probability distribution of GLS is driven by D6 and D2.
Furthermore, when the model input parameters are sampled from normal distribution, the tree model contains four variables, and the entry order is D6, D2, D5, and D1. Moreover, variable D6 and D2 are also the most significant driving factors.
Groundwater is a complex system affected by many factors. According to the central limit theorem, when a system is constructed by a large number of independent random variables, each with finite mean and variance, the output of the system will be approximately normally distributed.
Thus, when the groundwater model parameters are sampled from normal and uniform distributions, respectively, the outputs of groundwater model following normal distribution are many more than that following uniform distribution (see Figures 3, 4, 7 and 8) . Moreover, Figure 9 shows that whether the GLS obey normal distribution is controlled by more driving factors than that leading GLS to obey uniform distribution.
As has been stated, the key driving factors of GLS are D2 and D6. In addition, variable D2 obtains a significant importance in stepwise regression and mutual entropy analyses. However, the mean and variance of GLS are slightly influenced by variable D6. As a result, the mean and variance of GLS are both controlled by the distance from observation point to river boundary (or constant head boundary). The category of the PDF of GLS is dominated by the average distance from observation point to five pumping wells, and the distance from observation point to river boundary (or constant head boundary). 
