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In previous implementations of adiabatic quantum algorithms using spin systems, the average
Hamiltonian method with Trotter’s formula was conventionally adopted to generate an effective
instantaneous Hamiltonian that simulates an adiabatic passage. However, this approach had issues
with the precision of the effective Hamiltonian and with the adiabaticity of the evolution. In order
to address these, we here propose and experimentally demonstrate a novel scheme for adiabatic
quantum computation by using the intrinsic Hamiltonian of a realistic spin system to represent the
problem Hamiltonian while adiabatically driving the system by an extrinsic Hamiltonian directly
induced by electromagnetic pulses. In comparison to the conventional method, we observed two
advantages of our approach: improved ease of implementation and higher fidelity. As a showcase
example of our approach, we experimentally factor 291311, which is larger than any other quantum
factorization known.
PACS numbers: 03.67.Ac, 03.67.Lx,76.60.-k
Adiabatic quantum computing (AQC) has been proven
to be capable of simulating any circuit-based quantum
computer with at most polynomial overhead [1, 2], and
therefore has the potential to solve problems that would
be very hard on a classical computer. Even when the
qubit operations in an adiabatic passage are limited
to only involve σz operators, 2-qubit couplings, limited
connectivity, and limited coupling strengths, heuristics
demonstrated that discrete optimization problems can be
solved using quantum annealing up to 107 times faster
than the fastest single-core classical algorithm imple-
mented [3]. In the most recent 2016 study, even the
best parallel classical algorithms took longer time than
quantum annealing to find the ground state for discrete
optimization problems of the same kind, with up to 625
binary variables [4].
Therefore, it does not seem fruitless to continue ad-
vancing AQC technology to support more general Hamil-
tonians. Two of the major challenges in present-day
quantum annealers using superconducting qubits have
been the ability to implement non-stoquastic terms, and
to implement k-local terms with k > 2 in the problem
Hamiltonian. Contrarily, annealing in spin systems us-
ing Nuclear Magnetic Resonance (NMR), has been suc-
cessful with 2-local non-stoquastic terms of types XX
and Y Y (in addition to ZZ) [5], with 3-local stoquas-
tic terms [6, 7], and with 4-local, non-stoquastic terms
of various types [8, 9]. Since NMR-based annealing has
been able to implement k-local terms with k > 2 without
requiring extra qubits or perturbative gadgets [7–9], 5893
qubits would be enough to factor RSA-230 using existing
techniques [10], while devices such as D-Wave’s super-
conducting flux qubit annealers would require at least
148 776 qubits to quadratize the Hamiltonian for factor-
ing RSA-230 into 2-local form [10], and about 5.5 billion
physical qubits in total to embed the 148 776 computa-
tional qubits onto the current connectivity limitations of,
for example, the D-Wave chimera [11]. RSA-230 has not
yet been factored by a classical computer, and the fac-
torization of RSA-220 took about three years, between
2013 and 2016 [12].
However, all implementations to date of AQC algo-
rithms using spin systems (of which we are aware),
adopted the average Hamiltonian method [13] where the
adiabatic evolution of the Hamiltonian is decomposed
into a series of quantum gates or control pulses. Although
the quantum circuits used there have the same propaga-
tors as required, the system of qubits exits the ground
state during certain segments of the quantum circuit.
As the number of qubits grows very large, so does the
number of available low-lying excited states into which
the system can spuriously get trapped. Furthermore, the
amount of control pulses required in the experiments also
grows rapidly with the number of steps in an adiabatic
passage, leading to an experimental implementation that
is vulnerable against noise. These disadvantages have
posed a threat to the scalability of spin-based AQC for
problems involving thousands of qubits.
In this Letter we demonstrate how to overcome this
problem by making use of the intrinsic Hamiltonian of
the physical system. The initial Hamiltonian where the
adiabatic passage starts is induced by the Hamiltonian
ar
X
iv
:1
70
6.
08
06
1v
1 
 [q
ua
nt-
ph
]  
25
 Ju
n 2
01
7
2of radio frequency pulses, while the problem Hamilto-
nian where the passage ends is approximated by the in-
trinsic Hamiltonian of a nuclear spin system. By driving
the quantum system through the adiabatic passage faith-
fully, we do not allow it to escape from the ground state
at any moment during the entire process. In this way,
the amount of control pulses required is reduced greatly
and the experimental implementation is also more robust
against noise. The implementation of this technique was
made possible due to increased flexibility in the prob-
lem Hamiltonian due to Energy Landscape Manipulation
(ELM) [14], which is a fully scalable way to transform
a Hamiltonian of computational interest, into another
Hamiltonian with the same unique ground state(s), but
much more amenable to experimental implementation.
As an example, we report an experimental prime fac-
torization of N = 291311. Although the well-known Shor
algorithm [15] has already been demonstrated in different
physical systems [16–22], the largest number factored by
Shor’s algorithm is still rather small. Another approach
of quantum factoring is to transform it into a binary op-
timization problem [23] and then solve it with quantum
annealing [6, 24–26]. In our experiment, the prime fac-
tors of 291311 are measured to be 523 and 557 at the end
of the adiabatic evolution.
First, we describe the general framework for prime fac-
torization as follows. Suppose that the integer N is the
number that needs to be factored, while p and q are the
prime factors, i.e., N = p× q. Here, the factors p and q
can be denoted in binary form as {1pmpm−1...p2p11}bin
for p = 2m+1 +
∑m
i=1 pi× 2i + 1 and {1qnqn−1...q2q11}bin
for q. In this form, the factorization problem is to find
the values of p1, ..., pm, q1, ..., qn that meet the restriction
N = p× q. Recent work has shown that the m+ n vari-
ables can be reduced to a significantly smaller number of
variables [27]. For example, the factorization problem of
N = 291311 reduces to the equations [27]:
p1 + q1 = 1
p2 + q2 = 1
p5 + q5 = 1
p1q2 + p2q1 = 1
p2q5 + p5q2 = 0
p5q1 + p1q5 = 1,
(1)
where the binary form of the factors are p =
{1000p501p2p11}bin and q = {1000q501q2q11}bin. Since
the first three equations imply that pi = 1 − qi for
i = 1, 2, 5, the equations become:
q1 + q2 − 2q1q2 = 1
q2 + q5 − 2q2q5 = 0
q1 + q5 − 2q1q5 = 1,
(2)
which form a 3-variable binary optimization problem.
The values of q1, q2, q5 satisfying Eq. (2), which represent
the solution to the factorization problem of N = 291311,
are encoded in the ground-state of the AQC problem
Hamiltonian:
Hp =(qˆ1 + qˆ2 − 2qˆ1qˆ2 − 1)2 + (qˆ2 + qˆ5 − 2qˆ2qˆ5)2
+ (qˆ1 + qˆ5 − 2qˆ1qˆ5 − 1)2.
(3)
Here, the variables q1, q2 and q5 were mapped into qubit
operators that can be written as qˆ1 =
1−σ1z
2 , qˆ2 =
1−σ2z
2 ,
qˆ5 =
1−σ3z
2 where σ
i
x,y,z denotes a Pauli operator acting
on the ith qubit.
It can be rather hard to construct a system of spins
that have precisely the energies and couplings demanded
by the problem Hamiltonian in AQC (e.g. Eq. (3)). So
in previous AQC work, the average Hamiltonian method
was adopted to use a series of control pulses to mimic
such Hamiltonians. Even under ideal conditions (e.g. no
noise, and no decoherence), these control pulses can allow
the system of qubits to exit the ground state, at which
point more control pulses are used to return the system
back to the ground state. In this work we avoid this devi-
ation from pure adiabaticity by transforming the Hamil-
tonian of Eq. (3) into one which has the same ground
state, but whose energies and coupling strengths corre-
spond very closely to a system which is physically realiz-
able and easy enough to control adiabatically. We start
by noticing that if we introduce positive-valued parame-
ters α, β and γ, the Hamiltonian of Eq. (3) has the same
ground state as the more flexible Hamiltonian below:
Hp =α(qˆ1 + qˆ2 − 2qˆ1qˆ2 − 1)2 + β(qˆ2 + qˆ5 − 2qˆ2qˆ5)2
+ γ(qˆ1 + qˆ5 − 2qˆ1qˆ5 − 1)2.
(4)
This is a specific Hamiltonian transformation within a
much more general scheme of energy landscape manipu-
lation (ELM) techniques introduced in [14], which allow
a Hamiltonian to be transformed into a new one that has
the same ground state, but different gaps between the
ground state and first excited state, different numbers of
low-lying excited states, different coupling strengths, etc.
Using the Pauli operator representation described
above, we re-write the Hamiltonian again without chang-
ing the ground state:
Hp =
1
2
(
ασ1zσ
2
z − βσ2zσ3z + γσ1zσ3z
)
, (5)
where we have neglected a constant term since it will not
affect the form of the ground-state, but kept the factor
of 1/2 for reasons that will become apparent when we
describe the experiments.
We choose the initial Hamiltonian of the adiabatic pro-
cess to be:
H0 = σ
1
x + σ
2
x + σ
3
x, (6)
3with ground-state |φ〉0 = ( 1√2 (|0〉 − |1〉))⊗3. The quan-
tum system is first prepared into |φ〉0, and then we evolve
it under a time-dependent HamiltonianH(s) which varies
from H0 to Hp: H(s) = (1−s)H0+sHp. If s varies from
0 to 1 slowly enough, the adiabatic theorem suggests that
the system will stay in the instantaneous ground state of
H(s). At the end of the adiabatic evolution, the sys-
tem will be in the ground state of Hp which encodes
the solution of the factorization problem. In principle
we can now construct a physical system with energies
and adjustable coupling strengths corresponding to our
problem Hamiltonian (as is done in the superconducting
chimeras of D-Wave, for example), but our ELM coeffi-
cients make Hp so flexible that we can actually realize it
with a naturally occurring quantum mechanical system.
In particular, the nuclear spins of the atoms in diethyl-
fluoromalonate which we have highlighted in Fig. 1, have
coupling strengths of roughly 1.2, -4.9, and 4 relative
to 40 Hz. We therefore choose the ELM coefficients as
α = 1.2, β = 4.9, γ = 4, which makes the problem Hamil-
tonian easy to simulate physically with a stable molecule
(although in general if we did not have this luxury we
could also construct such a quantum mechanical system
arbitrarily by using adjustable couplers as done in super-
conducting systems).
The instantaneous Hamiltonian H(s) is now given by:
H(s) = (1− s) (σ1x + σ2x + σ3x)︸ ︷︷ ︸
H0
+s · 1
2
(
1.2σ1zσ
2
z − 4.9σ2zσ3z + 4σ1zσ3z
)
︸ ︷︷ ︸
Hp
,
(7)
and Fig. 2 shows the energy levels of H(s) when s varies
from 0 to 1.
0Hz 2.8s 1.2s
48.0Hz 0Hz 3.1s 1.3s
160.6Hz -194.4Hz 0Hz 2.9s 1.1s
1
T 2T
19F
13C
1H
diethyl-fluoromalonate
1H 19F 13C
1H
19F
13C
13C labeled
Qubit
1
2
3
FIG. 1. The three qubit NMR quantum processor consists of
13C-labeled diethyl-fluoromalonate dissolved in d-chloroform.
The scalar couplings Jjk between nuclear spins are below the
diagonal in the table. The Larmor frequencies, which are
on the diagonal, reduce to zero in the on-resonance rotating
frame.
We now turn to the experimental process. The exper-
iments were carried on a Bruker AV-400 spectrometer at
304K. The three-qubit quantum processor consists of 1H,
19F , and 13C nuclear spins in the 13C-labeled diethyl-
fluoromalonate molecule dissolved in d-chloroform. The
intrinsic Hamiltonian of this three-qubit system in the
triple-resonance rotating frame is
Hintrinsic =
∑
1≤j<k≤3
pi
2
Jjkσ
j
zσ
k
z , (8)
where Jjk represents the scalar coupling between the j
th
and kth spin. The parameters and molecular structure
are shown in Fig. 1, where the three nuclei used as qubits
are marked. If the on-resonance radio-frequency fields
Bjrf are applied on the j
th spins along the x-axis, the
physical system will evolve under the Hamiltonian
Hphys = pi
3∑
j=1
γjBjrfσ
j
x+20pi(1.2σ
1
zσ
2
z−4.9σ2zσ3z+4σ1zσ3z),
(9)
where γj is the gyromagnetic ratio of each nuclear spin.
In the experiment, Bjrf is chosen to assure that γ
jBjrf = ν
for j = 1, 2, 3, where ν is the amplitude (in Hz) of the
radio-frequency field applied on the three spins simul-
taneously. If ν is chosen appropriately, this Hamiltonian
will be a good approximation of Eq. (7), up to a constant
factor.
The experimental procedure consists of three steps: (1)
preparation of the ground state of H0, (2) adiabatic evo-
lution driven by the time-dependent Hamiltonian H(s),
(3) measurement of the final state in the computational
basis.
Starting from the thermal equilibrium of the NMR sys-
tem, the line-selective method [28] is applied to prepare
the pseudo-pure state ρp as:
ρp =
1− ε
8
I8 + ε|000〉〈000|. (10)
Here I8 represents the 8 × 8 identity operator and ε ≈
10−5 the polarization. Then the ground state of H0, i.e.,
( 1√
2
(|0〉 − |1〉))⊗3 , is obtained by applying the rotation
e(iσypi/4) on three spins simultaneously. Note that the
quantum state of the NMR system is in fact a pseudo
ground state, owing to the existence of the maximally
mixed state I8. Nonetheless, since I8 is unaffected by
any unitary transformation, the pseudo ground state will
also be driven along the adiabatic passage, and therefore
behaves exactly the same as the true ground state.
The adiabatic evolution of the system is approximated
by L discrete steps with τ the duration of each step. To
ensure the system always stays in the ground state of the
instantaneous Hamiltonian, the variation of H(s) should
be sufficiently slow, i.e., L→∞ and τ → 0. In the exper-
iment, we choose τ = 0.05 and use a linear interpolation
with L = 100, i.e., sl = 0.01 × l, (l = 1, 2, ...100). The
numerical simulation shows that the quantum system in-
deed remains in the ground state with fidelity greater
than 0.975 in the entire process (see Fig. 4).
For any given sl, the Hamiltonian H(s) can be approx-
imated experimentally by Eq. (9) with the amplitude of
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FIG. 2. The adiabatic factorization of N = 291311. (a) The
energy levels of the HamiltonianH(s) in Eq. (7), when s varies
from 0 to 1. The red dots represent 11 different stages of
the adiabatic evolution where we measured the populations
in the computational basis. (b) The radio-frequency pulse
sequence for the adiabatic factorization. Here the same pulse
sequence is applied to three qubits simultaneously. The first
pulse indicated with pi
4
represents the operation e(iσypi/4). The
following shaped pulse represents the adiabatic evolution from
H0 to problem Hamiltonian Hp. It consists of 100 slices of
pulses with different durations (tl) and amplitudes (νl) shown
in Eqs. (11-12). Note that these slices are not drawn to scale.
the radio frequency pulse (in Hz) as:
νl = 40
(
1− sl
sl
)
. (11)
Furthermore, for each l, the evolution of H(s) over the
duration τ is simulated by applying the pulse for a period
of time (measured in seconds):
tl =
τ · sl
40pi
. (12)
In the experiment, a series of 100 slices of radio frequency
pulses are applied to simulate the 100-step quantum adia-
batic evolution. The entire experimental time of the adi-
abatic evolution is about 20.1 ms, with pulse sequences
shown in Fig. 2.
Finally, the system will stay in the ground state of the
problem Hamiltonian Hp with a high fidelity. Projective
measurements in the computational basis can be done
to give us information about the system’s state. In the
experiment, three readout pulses are applied to recon-
struct the diagonal elements of the density matrix of the
final state, i.e., the populations in the computational ba-
sis. The experimentally measured population of the final
FIG. 3. The variation of the populations in the computa-
tional basis of our experimental system during the adiabatic
evolution with s varying from 0 to 1. The initial state has
an equal distribution in the computational basis when s = 0.
At the end of the adiabatic process where s = 1, the system
finally stays on the superposition of |011〉 and |100〉, which
indicates that the solution of the 3-variable equations (Eq.
(2)) is {q1 = 0, q2 = 1, q5 = 1} or {q1 = 1, q2 = 0, q5 = 0}.
state is shown in Fig. 3, labeled with s = 1. This result
shows that the ground state is mainly in the superpo-
sition of |011〉 and |100〉, indicating the solution of the
3-variable equations (Eq. (2)) is {q1 = 0, q2 = 1, q5 = 1}
or {q1 = 1, q2 = 0, q5 = 0}. As a result, the answer
to the factorization problem of N = 291311 is q =
{1000001011}bin = 523 or q = {1000101101}bin = 557.
That is to say: 291311 = 523×557, which can be verified
easily.
To demonstrate the process of adiabatic evolution
more clearly, we measured the populations in the com-
putational basis at 11 different stages of the adiabatic
evolution, which we labeled as red dots in Fig. 2. The
change of the population of the quantum system is shown
in Fig. 3.
The tomographically [29] reconstructed density matrix
of the experimental final state is shown in the Supplemen-
tal Material [10], with a fidelity of over 0.99 compared to
the theoretical prediction, indicating a high accuracy of
the quantum adiabatic evolution in our experiment. The
errors mainly come from the imperfections of the pseudo-
pure state and decoherence effects.
The inaccuracies of control pulses are mostly elimi-
nated because of the robustness of the adiabatic evolu-
tion in our experiment. If all the radio-frequency pulses
(νl) have random fluctuations which have a Gaussian dis-
tribution with expected value 0 and standard deviation
0.05νl, the adiabatic passage will also have a random
variation. We numerically analyzed the mean values (Fl)
and standard deviations (∆l) of the fidelities after each
step of the adiabatic passage. The yellow band in Fig.
4 represents the region [Fl −∆l, Fl + ∆l] for different l.
Although all the pulses have fluctuations of around 5%,
the standard deviation of the fidelity of the final state is
less than 0.001. As a comparison, if the average Hamil-
5tonian method is used, the standard deviation is around
0.015 under the influence of the same noise (see Supple-
mental Material for details [10]). Furthermore, in the
average Hamiltonian method, the quantum system exits
the ground state during certain segments (see Fig. S2 in
the Supplemental Material [10], particularly the periods
during which the fidelity with the ideal ground state falls
below 0.25).
改变纵坐标范围：0.9-1
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FIG. 4. The theoretical fidelities under ideal conditions with
the ground state of the instantaneous Hamiltonian during
the adiabatic passage (black line). The yellow region labels
the standard deviation of fidelities (2∆l) around the mean
value Fl for each l when all the pulses have random ampli-
tude fluctuations [10]. The yellow band is asymmetric around
the black curve because Fl is slightly different from the black
curve.
Therefore, in this Letter we have demonstrated an ex-
perimental method for quantum adiabatic computing in
spin systems that does not use control pulses that drive
the system out of the ground state. In the experiment,
the intrinsic Hamiltonian of a realistic quantum system is
used to approximate the problem Hamiltonian while an
extrinsic Hamiltonian is induced to drive the quantum
system to evolve along the adiabatic passage. Compared
with the traditional average Hamiltonian method, the
desired ground state in our approach is obtained with
a much greater fidelity and the experimental realization
of the adiabatic evolution is also more robust against
noise. The methods we have used in this experiment can
be applied to other spin-based AQC architectures which
may have various advantages in terms of scaling to larger
numbers of qubits, such as NV-centers [30] for example.
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