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We are concerned with uniqueness and existence theorems for two point 
boundary value problems for the nonlinear differential equation Ly = f (x, y), 
where L is the classical nth order linear differential operator. In proving our 
results interesting comparison theorems are proven for linear differential 
equations. 
Let L be the nth order linear differential operator defined by 
n-1 
Ly = y(n) + 1 p,(x)y(i’ 
LO 
for y E C”[a, b], where pi E C[u, b], i = 0 ,..., rz - 1. At the outset we will be 
interested in comparison theorems for the equation 
LY = 44 Y (1) 
and the comparison equations 
LY = hWY* (2) 
LY = 44 Y, (3) 
where we assume throughout that k, k 1 , k, E C[a, 61. Often we will assume 
that 
44 < W d f44 x E [a, b]. (4) 
We will then use these results to prove existence and uniqueness theorems for 
the nonlinear differential equation Ly =f(x, y). 
First some preliminary definitions. We will say that a linear differential 
equation, Ly = 0, is (& ,... , i,)-disconjugate on [a, b], where CTZ1 ii = n, 
provided no nontrivial solution of Ly = 0 has an (iI ,..., i&distribution of 
zeros on [a, b]. Motivated by the results in [4, 2, and 63 we say that Ly = 0 is 
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p,-d&conjugate (1 < p < n - 1) on [a, b] provided Ly = 0 is (k, n - k)- 
disconjugate on [a, b] for K = 71 - I,..., p. It is convenient to extend this 
notation to p = 0 and say that Ly = 0 is p,,-disconjugate on [a, b] provided 
Ly = 0 is disconjugate on [a, b] (no nontrivial solution of Ly = 0 has more 
than n - I zeros, counting multiplicities, on [u, b]). 
We will assume throughout that p and 4 are integers, 1 <p, q < n - I 
with p + q = n. 
THEOREM 1. Assume u E @[a, b] and 
Lu(x) < 0 (Lu(x) > O} on [a, 4. 
If Ly = 0 is p,-l-disconjugate on [a, b] and y(x) is the solution of Ly = 0 
satisfying the same (p, q)-boundary conditions (BC’s) as U(X) at u < b, then 
(--1P u(x) < (--l)a y(x) {(-l>g~(x) < (--I)* u(x)> on [a, 4. 
Proof. Assume Lu(x) < 0 on [u, b]. Set C(X) = Lu(x) < 0 for x E [a, b]. 
Let G&X, s) be the Green’s function for the (p, q)-BVP 
LY = 4% 
y’i-l’(a) = 0, i = I,...,p, 
y(i-l’(b) z 0, j = I,..., q. 
Since U(X) -y(x) is the solution of the above BVP, 
u(x) - y(x) = Iab G&G 4 4s) ds. 
By Theorem 10 [6], (-ly G&x, s) > 0 on [a, b] x [a, b]. It follows that 
(--1p u(x) < (-lpY(x), a,(x<b. 
The other part of the theorem is proved similarly. 
The above theorem holds assuming only the disconjugacy conditions in 
Theorem 6 [6]. 
A simple consequence of Theorem 1 is the following comparison theorem 
between a nonnegative solution of (1) and corresponding solutions of (2) 
and (3). 
THEOREM 2. Assume u(x) is a nonnegative solution of (1) on [a, b]. If 
k(x) < k,(x) {k,(x) < k(x)}, x E [a, b], and Eq. (3) [Eq. (2)] is p,-l-disconjugate 
COMPARISON THEOREMS 775 
on [a, b] and y2(x) is the solution of (3) {y,(x) is the solution of (2)) satisfying 
the same (p, q)-X’s us u(x) at a < b, then 
(--1Y 44 d (-lYY2(4 ~(-l>“Y1W d (--lJq 4x>> on [a, 4. 
Proof. Assume (3) is p,-r-disconjugate on [a, b]. Since u(x) > 0 is a 
solution of (1) 
Lu(x) - k,(x) u(x) < 0 on b, 4. 
Since yZ(x) is the solution of (3) satisfying the same (p, q)-BC’s as u(x) at 
u < b we have by Theorem 1 applied to the differential equation (3) that 
The other part of the theorem is proved similarly. 
To see that u(x) > 0 is needed in both parts of Theorem 2 note that 
w(x) = cos x is a solution of y” = -y and V(X) = 1 - [(4 + 21/2)/3~-] x is a 
solution of y” = 0 with w(0) = v(O), w(3n/4) = u(37r/4) but w(x) - V(X) is 
both positive and negative on [0, 37~/4]. 
We will make repeated use of the following remark which is just an equiv- 
alent statement of Theorem 1 [4]. 
Remark 3. The linear differential equation Ly = 0 is p,-disconjugate 
on [a, b] iff Ly = 0 is (ir ,..., Q-d’ rscon u a e j g t on [a, b] for iI > p, 2 < m < 
n-p+l. 
To prove the comparison theorem we want between Eq. (1) and Eqs. (2) 
and (3) we first prove the following useful lemma. The proof of this lemma is 
similar to the proof of Theorem 5 [8]. 
LEMMA 4. Assume Ly = 0 is not p,-disconjugute on [a, b], then there is a 
solution u(x) of Ly = 0 with a zero of order m, at x1 , and a zero of order m2 
at x2 , whereu<x,<x,<b, m,>p, m,+m,>nund 
U(x) > 0 on (x1, x2). 
Proof. Since Ly = 0 is not p,-disconjugate on [a, b], there is an x2 E (a, b] 
such that Ly = 0 is p,-disconjugate on [a, x2) but is not p,-disconjugate on 
[a, x2]. It follows that there is a nontrivial solution of Ly = 0 with a (k, n - k)- 
pair of zeros at x1 < x2 where k >, p and a < xi < x2 (<b). Define nr to the 
largest multiplicity at xi of any nontrivial solution of Ly = 0 with a zero at x1 
and at least n zeros on [xi , x,].Thenp<n,<n-l.Thendefinemtobe 
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the largest number of zeros on (xi , ~a), counting multiplicities, of any 
nontrivial solution of Ly = 0 with a zero of order n, at x1 and at least n zeros 
on [xi , ~a]. Let u(x) be a nontrivial solution of Ly = 0 with a zero of order n, 
at xi , with at least n zeros on [x1 , ~a] and with m zeros on (x1 , ~a). If m = 0, 
either V(X) or -V(X) is the desired solution. Assume m > 1 and we will see 
that this leads to a contradiction. Let t, ,..., t,-, be the distinct zeros of V(X) 
in (xi, ~a) and let n, ,..., nr-, be their respective multiplicities. Let t, = xa and 
n, = n - 1 - C:i: ni , then rzl 3 0. Note that V(X) has a zero at t, of order 
greater than n, . Let U(X) be a nontrivial solution of Ly = 0 satisfying the 
n - 1 conditions 
w(yxl) = 0, i = I,..., n, + 1, 
W+l)(tj) = 0, j = 2,. . . , 1 - 2,1, 1 < mj < nj , 
and if nr-i > 1, 
Wytl&l) = 0, i = I,..., It&.1 - 1. 
By the definition of n, , w(x) has exactly n - 1 zeros on [xi , ~a]. Consider 
w(x) and V(X) on [t,-, , r t 1. The zeros of V(X) at t,-, and t, are respectively 
greater than the zeros of w(x) at these points. Also V(E) # 0, w(x) # 0 on 
(t,-,, tJ. Hence (see e.g. [S, Theorem I]) there is a linear combination, U(X), 
of V(X) and w(x) with a double zero in (t,-, , r t ). This solution U(X) has a zero 
of order n, at xi , at least n zeros on [xi , x2] and m + 1 zeros in (x1 , x2) which 
contradicts the definition of m. 
Often we will assume that the comparison equations (2) and (3) satisfy 
the following condition (1 ,< p < n - 1, p + Q = n). 
(D) If q is even assume (2) is p,-disconjugate on [a, b] and (3) is pp-i- 
disconjugate on [a, b]. Whereas if q is odd assume (2) is p,_r-disconjugate 
on [a, b] and (3) is p,-disconjugate on [a, b]. 
THEOREM 5. If (4) and (D) hold, then equation (1) is (iI ,..., i,)-discon- 
jugate 012 [a, b] for il > p, m = 2 ,..., n - p + 1. 
Proof. By Remark 3 it suffices to show that (I) is p,-disconjugate on 
[a, b]. Assume (I) is not p,-disconjugate on [u, b], then by Lemma 4 there 
is a solution U(X) of (1) with a zero of order m, at x1 and a zero of order mz 
at xa where a < x1 < xa 6 b, m, > p, m, + ma > n and u(x) > 0 on (xi , xa). 
It is easy to show that if n - m, is even, then (3) is p,l-,-disconjugate on 
bl 9 ~a], and if n - m1 is odd, then (2) is p,l-,-disconjugate on [x1 , ~a]. 
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Assume n - ml is even, then by Theorem 2 for the (m, , n - m,)-BVP 
with ya(x) in Theorem 2 the trivial solution of (3) we have that 
which is a contradiction. 
Now assume n - m, is odd, then by Theorem 2 for the (m, , n - m,)-BVP 
with yr(x) in Theorem 2 the trivial solution of (2) we obtain 
which is a contradiction. 
If we let p = 1 in Theorem 5 we get the following result (see [3, Theorem 
4.11). 
COROLLARY 6. If (4) holds and (2) and (3) are disconjugute on [a, b], then 
(1) is d&on&gate on [a, b]. 
In practice Eqs. (2) and (3) would be the simple equations so in this 
respect the following is a more useful comparison theorem than Theorem 2. 
COROLLARY 7. Assume (4) and (D) hoZd. Let yl(x) > 0 {yz(x) > 01, 
x E [a, b], be a solution of (2) ((3)) on [a, b]. Ifu(x) is the solution of (1) satisfying 
the same (p + 1, q - l)-BVP us yl(x) {y2(x)} then 
(-l)Q-‘y,(x) < (-l)Q-lU(X) {(-I)*-124(x) < (-l)“-‘y&)} 
on [a, b]. 
Proof. By Theorem 5, (1) is p,-disconjugate on [a, b]. This result is just 
an application of Theorem 2 for the (p + 1, q - 1)-BVP. 
Applications to Nonlinear Differential Equations 
We will first prove a result concerning differentiating solutions with 
respect to boundary conditions. We will consider the differential equation 
where 
y(S) = f (x, y,..., y’“-1’) (5) 
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k = O,..., n - 1 and f are continuous on I x R”, where I is an interval. If 
y,,(x) is a solution of (5), then 
n-1 
.(d = ~Ofh(x,yo(x)....>Y~-l)(x)) JJK) 
is called the variational equation of (5) alongy,(x). We say that the nonlinear 
differential equation (5) is (ii ,..., i,)-disconjugate, &, ij = n, on an interval I 
if there does not exist distinct solutions of (5) whose difference has an 
(il ,..., Q-distribution of zeros on 1 (that is, there does not exist distinct 
solutions of the same (il ,..., i&BVP on I for (5)). 
THEOREM 8. Assume that solutions of initial value problems for (5) exist 
onI. Further assume that (5) and(6) along all soZutionsy,(x) of (5) are (il ,..., i&- 
disconjugate on I. If u(x) is a solution of (5) and xi E I, i = I,..., k with 
x, < x2 < ... < X~ then there is an interval (y, 6), y < 0 < 6, such that the 
(il ,..., i&BVP (5) 
y (k .) 3 (Xj) = zbk’)(Xj), O<kj<ig--l, j=l,..., Z-l, I + l,..., k. 
y(k’)(Xa) = zP(x,), O<k,<i,-2 
Yw)(xa) = uw(xl) + m 
has a unique solution y(x, m) for m E (y, 6). Furthermore ay(x, m)jam exists 
for m E (y, 8) and is the solution of the (i1 ,..., i&RVP 
n-1 
9) = & fj(x, y(x, m),..., y+l)(x, m)) z(j) (7) 
dkj)(Xr) = 0, O<kj<iij-1, j=l,..., Z-l, Z+l,..., k (8) 
dkJ(X1) = 0, O<kL<il--2 (9) 
z(+l)(xJ z 1. (10) 
Proof. For the first assertion with I open see Lemma 2.3 [9] and for a 
general interval 1 see Corollary 2.5 [lo] and the paragraph thereafter. See also 
the interesting related result [9, Theorem 2.71. It remains to prove the last 
assertion. To this end fix m E (y, 6) and consider for h # 0, sufficiently small, 
z 
h 
(x) = 4x, m + 4 - ~(4 . 
h 
Note that z*(x) satisfies (8) (9), and (10). 
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Fix x,, E I and set 
A$ = y’i-yx, ) m) i = l,..., n. 
Then define 6$(h) = y’i-l)(x, , m + h) - Ai , then (see references at the 
beginning of this proof) lim,,, &(A) = 0, i = l,..., 1~. If we let y(x; ur ,..., u, 
denote the solution of (5) satisfying the initial conditions ~‘~-r)(x~) = ui , 
i = l,..., n, then we have that 
%(X) = + [y(x; A, + S,(h) ,*.., 4 + S,(h)) - Y(G Al >***, -4Jl 
= + [yb; A, + wh, 4 + Uh)) 
- Y(X; A, , A, + 4#),..., An + U4)l 
+ *a- + $ [y(x; A, ,..., A,, , A, + %(W - Y(X; A, , . . . . A,)]. 
Hence by the theorem [l, Theorem V-3.11 on differentiating solutions with 
respect to initial conditions 
z,(x) = yl G,(x; A, + h(h), A, + h(h),..., A, + h@)) 
+ a-* + +.,(x; A, ,..., A,, , A, + S,(h)) (“) 
where &(h) is between 0 and 6i(h), 1 < i < 12, and z~(x; ur ,..., Us), 0 <j < 
n - 1, is the solution of (6) with yO(x) = y(x; ur ,..., u,) satisfying the initial 
conditions TZ~'(X,J = 6ij , i,i = 0 ,..., 71 - 1, and aij is the Kronecker delta. 
By the (ir ,..., i,)-disconjugacy of (7) we have that 
~(x,; A, ,..., A,) *-a x,,(x,; A, ,..., A,) 
. . . . . . 
z~-~)(x~; A, , . . . , An) *a. &)(x1; A, , . . . , A,) 
dxz; A, >..a> A,) z,-,(x2; A, , . . . , A,) 
f o 
-. * 
. . . . . . 
z(oiL-l)(xk; A, ,,.., An) .a- xifyl)(xk; A, , . . . , A,) 
Let D denote the determinant in the above inequality. Consider the system 
obtained from the fact that Qx) in (11) satisfies the boundary conditions (g), 
(9) and (10). It follows from the continuous dependence of elements of D on 
initial conditions and D # 0 that for h # 0, sufficiently small, that we can 
solve this system for &(h)/h, j = l,..., n. 
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In particular, 
0 &c A, , A, + h(h), A, + W),..., A, + %(h)) *.* 
. . . . . . 
0 . . . 
1 zprl)(xI; . ..) . . . 
0 . . . 
. . . 
6,(h)= 0 ... x$)(x,; A, ,, . . , A,-, , A, + s,,(h)) 
’ h dxl; A, + h(h), A, + h(h),..., A, + Uh)) .a- 
. . . . . . 
. . . &‘)(x,; A, ,..., An-, 7 An + ~,VO) 
Now taking the limits of both sides if (11) as h -+ 0 we get that $(x, m)/am 
exists and 
ark, m) 
am 
= ii z&x) 
= zl + +1(x; A, ,...> A,) 
uniformly on compact subsets of 1, where D, is the cofactor of the element of 
D in the (~~=, c ,j)-position. Ob viously ay(x, m)/am is the solution of (7) 
satisfying the boundary conditions (8), (9), and (10). 
Remark 9. It is easy to see from the proof of Theorem 8 how to prove 
that for y(x, m) in Theorem 8 we have that 
& y(x, m) = & Y(X, 4 
i = O,..., n, x E: I, m E (y, 6). 
We now apply our results to the nonlinear differential equation 
LY =fb Y)* (12) 
The method of proof (shooting type method) in our next theorem has 
important numerical applications. 
THEOREM 10. Iff(x, y), af(x, y)/ay are continuous on [a, b] x R with 
M-4 G $f(~> Y) G k,(x) (13) 
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on [a, b] x R and (D) holds, then every (p, q) - BVP (12) 
y+“(a) = Ai, i = I,..., p, 
y+“(b) = Bj , j = l,..., Q, 
where the A, and Bj are constants, is uniquely solvable. 
Proof. We prove this by induction for p = n - 1, n - 2 ,..., 1. For 
p = n - 1 much better results are given in [5] (see also [7]). Assume 
n - 1 > p and the statement of this theorem is true when p is replaced 
by n - 1, n - 2 ,..., p + 1. Then by this induction hypothesis the 
(p + 1, q - l)-BVP (12) 
y’i-“(a) = Ai , i=l ,.a*, A 
y(*)(a) = m, 
y’j-l’(b) = B. 3 , j = l,..., q - 1, 
has a unique solution y(x, m) for each real number m. 
To prove the existence it suffices to show that E = {y(q-l)(b, m): --co < 
m < m} is the set of real numbers. By the continuity of solutions with respect 
to boundary conditions (again see [9] and [lo]) it suffices to show that E is 
unbounded above and unbounded below. To this end fix m, , assume m > ml 
and consider 
y(q-l)(b, m> - y(q-l)(b, ml> = (m - ml> aY'q-it @) 
where m, < ?ii < m (see Theorem 8 and Remark 9). Let z(x, fi) = 
ay(x, %)/am, then by Theorem 8, z(x, H) is the solution of the 
(p + 1, q - l)-BVP 
Lz = 8 (x, y(x, ifi)) 2, 
.(W(a) = 0, i = l,...,p, 
z(P)(u) = 1 9 
(14) 
(15) 
(16) 
.(+1)(b) = 0, j = l,..., q - 1. (17) 
Assume q - 1 is even. In this case (2) is pPPl-disconjugate on [Q, b]. Let 
yl(x) be the solution of (2), (15), (16), (17). Since (2) is (p, 1, q - l)-discon- 
jugate on [a, b], y,(x) > 0 on (a, b). Hence by Corollary 7 
4x, fi) > yd4 on [a, 4. 
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It follows that 
&l’(b, rn) > ypl)(b). 
Consequently 
y(@)(b, m) > y ‘Q-l’(b, m,) + (m - m,) ylQ-l)(b). 
Since (2) is (p, q)-disconjugate on [a, b], yp-l’(b) > 0. Therefore 
lim y(*--‘)(b, m) = co. 
m+cc 
Similarly we can show that lim,,-, y+l)(b, m) = -co. 
Assume q - 1 is odd. In this case (3) is p,-,-disconjugate on [a, b]. Let 
ya(x) be the solution of (3), (15), (16), (17). Since (3) is (p, 1, q - I)-discon- 
jugate on [a. b], ya(x) > 0 on (a, b). Hence by Corollary 7 
4x, 3 b y&) on [a, 4. 
It follows that x(“-l)(b, i7i) < yf-l)(b). Thus 
yCU-l)(b, m) < y(+‘)(b, m,) + (m - m,) y?-l’(b). 
Since (3) is (p, q)-disconjugate on [a, b], y?-“(b) < 0. Therefore 
lim,,, y(g-l)(b, m) = ---co. Similarly lim,,P,y(+l)(b, m) = co. This com- 
pletes the proof of the existence. 
To prove the uniqueness assume there are distinct solutions of the 
(P, q)-Bvp P fi d s eci e in the statement of this theorem. It follows that there 
are numbers m, , ma such that 
y@-l)(b, m,) - y(q-l)(b, m,) = 0. 
By Theorem 8 there is an 7ii between m, and m2 such that 
This contradicts the fact that Lx = (afiay) (x, y(x, 17)) x is (p, q)-disconjugate 
on [a, b] by Theorem 5. 
A special case of Theorem 10 is the following Corollary. 
COROLLARY 11. 1Tff(~, y), af(x, y)/ay are continuous on [u, b] x R, (13) 
holds and (2) and (3) are disconjugute 071 [a, b], then every (p, q)-BVP, 1 < p < 
n - 1, for (12) on [a, b] is uniquely solvable. 
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We would like to prove Theorem 10 but with f being just continuous on 
[a, b] x R and satisfying a two-sided Lipschitz condition. Unhappily we 
use added hypothesis concerning the uniqueness of solutions to certain 
BVP’s for (12). 
THEOREM 12. Assume f(x, y) is continuous on [a, b] x R and there exist 
continuous functions k,(x), k*(x) such that 
h(4 [Y - zl G f(% Y> -f&9 4 G G4 [Y - 4, x E [a, 4, y > z. 
If (12) is (& )..., i,)-disconjugate for i1 >, p, 2 < m < n - p + 1, and (2) and 
(3) are p,-disconjugute on [a, b], then the (p, q)-BVP (12) 
y(i-lju) = Ai, i = I,..., p, 
yW'(b) = B. 3 7 j = l,..., 4, 
has a unique solution. 
Proof. The case p = n - 1 is well known. Assume the theorem 
is true for p replaced by n - l,..., p + 1. Let y(x, m) be the solution of the 
(P + 1, q - l)-BVP (12) 
y’i-l’(u) = A. t 9 i = l,..., p, 
y(P)(u) = m, 
y(G)(b) = B. 3 3 j = l,..., q - 1. 
Since (12) is (p + 1, q - 1)-disconjugate on [a, b], y(Q-l)(b, m) is a continuous 
function of m, and so it suffices to show that 
(y+l)(b, m): -co < m < co) 
is unbounded above and unbounded below. Fix m, , assume m > ml and set 
W(X) = Y(X, m) - y(x, ml). Since (12) is (p, 1, q - 1)-disconjugate on [a, b], 
w(x) 3 0 on [a, b]. Hence 
44 44 < -W4 < k,(x) ~(4 on [a, 4. 
We now apply Theorem 1 for the (p + 1, q - l)-BVP for Eqs. (2) and (3) 
respectively to obtain that 
(-1)*-l (m - m,)y,(x) < (-l)+‘w(x) < (--l)a-l(m - m,)y,(x) 
on [a, 4 
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where yI(x) and ys(x) are the solutions of (2) and (3) respectively satisfying 
the (p + 1, 4 - I)-BC’s 
y'ya) zz 0 i = I,...,p 
y’“‘(a) = 1 
y'f-l'(b) = 0 j = l,..., q - 1. 
The remainder of the proof is similar to part of the proof of Theorem 10. 
We will say that an nth order differential equation is p,--disconjugate 
on [u, b] provided it is (n - k, R)-disconjugate on [a, b] for k = n - l,...,p. 
Results concerning this type of disconjugacy analogous to Theorems 1, 2, 5, 
10 and 12, Remark 3, Lemma 4, and Corollary 7 hold (see [6, Theorem 111). 
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