Abstract. This paper presents the first large eddy simulation (LES) of the Ahmed reference model. LES allows a much greater depth of analysis than most other turbulent simulation methods. Here the richness of information provided by LES is used to show a wide range of flow results such as: time averaged mean profiles, time-dependent traces, flow spectra and a number of two-dimensional and three-dimensional animations of the flowfield. The body geometry is analysed at a given slant angle of 28 • using the PRICELES/TRIO U code platform. This angle is chosen as it is close to the critical angle at which the flow changes between two different regimes. A non-structured tetrahedral grid is used which enables accurate modelling of the body geometry while avoiding the need for a prohibitively expensive mesh. The drag estimation and flow field visualizations indicate that the flow is in the regime corresponding to angles above the critical angle, although the geometry is just below the critical angle. The simulation revealed complex time dependence of the flow around the body. Visualizations of the Q criterion showed a series of horseshoe vortices being shed in the wake where previous studies indicated that the wake structure was made up of discrete contra-rotating vortices.
Introduction
The Ahmed reference model is a generic car type bluff body shape which is sufficiently simple for accurate flow simulation while retaining some important practically relevant features of car bodies. The results for this type of problem show the possibilities for LES as a practical tool for automobile and other complex aerodynamic flow studies.
The body geometry is shown in figure 1 . In this paper the non-structured tetrahedral grid approach that was used in Howard et al [1] is applied to the same geometry at Re = 4.29 × 10 6 . The physical features of the flow are discussed in two fundamental experimental works. These are Morel [2] and Ahmed et al [3] . The main conclusions of these two works are described below.
The drag on the body is predominantly due to the pressure drag, hence the rear end geometry of the body where a critical rear end slant angle of approximately 30 • was found to maximize the drag. Above this angle there is a sudden drop in the drag coefficient which corresponds to an abrupt change in the wake flow regime. At angles leading to the critical angle there are strong contra-rotating vortices and the flow separates from the sloping surface and re-attaches at the bottom end of the sloping surface while at angles above the critical angle there is complete separation behind the body and the contra-rotating vortices are not so strong. Ahmed et al [3] states that the wake structure for these cases is unsteady and Morel [2] also notes that the flow is strongly unstable near the critical angle.
Since these two key experimental works, there have been two further experimental studies on similar flows by Shaw et al [4] and Becker et al [5] . There have also been a number of different simulation studies using different turbulence modelling approaches. These include steady kcalculations [6] - [8] , unsteady Reynolds stress calculations [9] - [11] and a lattice gas automata calculation [12] .
The experiments of Becker et al [5] highlight the differences between the mean flow fields just below and just above the critical slant angle. The contra-rotating vortices were clearly observed using oil/soot streak flow visualization on the back surface when the geometry was below the critical angle but were not observed when the geometry was above the critical angle.
In terms of the experimentally observed nature of the flowfield, one of the conclusions of the experiment of Shaw et al [4] was that the flow near the critical angle was strongly unstable.
The k-calculations all capture the main flow features which are the strong contra-rotating vortices in the flow for geometries leading to the critical angle. Conclusions of the Reynolds stress simulations of Basara et al [11] were that a 'transient approach is the only approach for such simulations' and 'unsteady Reynolds stress transport equation models continuously produce results which are in better agreement with the measurements'. The lattice gas automata method of Anagnost et al [12] seems to produce drag coefficient values very close to the experimental values. This method, while being derived from an entirely different approach, also includes non-stationary terms and has a carefully designed pressure gradient sensitive wall treatment
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Large eddy simulation of an Ahmed reference model Figure 1 . The Ahmed body [3] with a rear end angle of 28 • . similar to that used in the k-calculations (described by Kim [13] ), athough, as indicated by a referee, the justification for special wall treatment within lattice gas automata methods is less clear.
Drag calculations based on the pressure distribution around the body with a 30 • slant angle have shown the values from the k-calculations to be close to the experimental values. However, this is due to fortuitous overprediction of the forebody drag cancelling underprediction of the aftbody drag rather than an accurate flow prediction, as Makowski and Kim [8] acknowledge, Basara and Alajbegovic [9] and Basara [10] noted and as can be seen from Gillieron and Chometon's [7] results. The overall tendency of these calculations is, however, consistent with that of the experiments. The drag coefficient increases up until the critical angle, beyond which it suddenly drops off with a corresponding sudden change in the flow regime from reattached flow at the bottom of the sloping end to complete separation.
In the present study the flow around the Ahmed body at 28 • is simulated using LES on a non-structured grid on the code platform PRICELES. To the authors' knowledge this represents the first LES of this geometry. The organization of this paper is as follows. Firstly, some details are given on the numerical scheme. This is followed by an extensive results and analysis section. This section starts from a discussion of the grid and computational cost requirements and leads on to a general description of the flow followed by some flow statistics analyses, drag coefficient evaluation and finally wake flow visualization. After this there is some overall discussion of the results and a summary of the main conclusions.
Numerical scheme
In order to carry out a numerical simulation of the flow around this body it is necessary to define a computational domain that is constructed around the body.
The flow domain chosen is one in which the body of length L is suspended in free space in a domain of 8L × 2L × 2L in the (streamwise (x), × spanwise (z), × stream-normal (y) directions) at a distance of 2L from the inlet and centred in the spanwise and stream-normal directions, as shown in figure 2 . The boundary conditions for the problem are symmetry for the upper lower and sides of the domain with uniform flow at the inlet and no-slip for the surfaces of the body. Imposed pressure is used as the outflow boundary condition. Although this is the same outflow condition as that used in the other simulations of this flow, it is known to contaminate turbulent structures as they approach the outlet. A more satisfactory condition, such as the convective Orlansky condition [14] , would reduce these effects. However, at the time of writing, the implementation of this condition within PRICELES is not fully validated for the configuration of simulation used here. For the purposes of this paper it is assumed
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Large eddy simulation of an Ahmed reference model Figure 2 . The computational domain used to simulate the flow around the Ahmed body [3] . that the outlet is sufficiently far downstream for the upstream effects to be negligible in the vicinity of the body. This assumption is supported by the visualizations shown in the results and analysis section.
As discussed earlier the code used is PRICELES (literally: Plate-forme Rapide Industrielle du Commissariatà l'énergie atomiqueÉlectricité de france: LES) which is an intrinsically parallel, object oriented thermal hydraulic code written in C ++ and developed at the Commissariat of Atomic Energy (CEA) in Grenoble, France. Compressibility effects are assumed to be negligible for this flow and therefore the incompressible Navier-Stokes equations are solved. The flexibility of the code makes it possible to conduct calculations on both structured cuboid and non-structured tetrahedral meshes. In the previous work both methods were studied.
Here the non-structured tetrahedral method is used, which makes it possible to generate grids for highly complex and distorted shapes. In addition, the grid density can be easily localized depending on where a high grid concentration is required. For example, in this case grid refinement is desired on the surface and in the near wake behind the body. The discretization is a P1 non-conforming/P1 iso-P1 bubble element with velocity nodes on the element faces and pressure nodes at the element centres and vertices. For each element an overlapping system of three control volumes is used. This is constructed with one at the face centres for conservation of momentum, a second at the centre of gravity for mass conservation and a third at the vertices, also for mass conservation. This means that there is one velocity on each face, one pressure node at each element centre and extra pressure nodes on the vertices with the corresponding additional control volumes (reasons for this are discussed in Heib and Emonot [15] ). In addition the grid distribution near flat walls means that many element surfaces are inclined with respect to the wall, leading to large degrees of irregularity in the way the control volumes are arranged. Time advancement is made using a second-order centred (predictor/corrector) scheme with a similar second-order scheme for the convection.
The body geometry at 28 • was provided by Dufresne-Renexter and Gillieron at Renault Guyancourt and the tetrahaedral grid was generated using an ICEM cfd TM non-structured mesh generator.
The pressure field is calculated using a conjugate gradient solver. The time step size is chosen using a CFL number of 3 in combination with a semi-implicit diffusion scheme (which allows a CFL number of greater than 1). This scheme has an important time step size gain in flows in which the diffusion is the dominant factor in restricting the time step, which is the case in this flow. Since this work is the first LES study of this flow, the eddy viscosity model used to resolve the subgrid scale turbulent motions is the standard Smagorinsky turbulence model. The details of the model implementation can be found in Ackermann [16] . Further LES analysis should, however, include more advanced turbulence modelling techniques such as those which are discussed in Lesieur and Métais [17] .
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Results and analysis
The results contain ten different animations of the flowfield. Each film is constructed from 130 images corresponding to one image every 1/8th of a second. Thus the film sequences cover a 16.25 s period where it takes 8 s for the flow moving at the free stream velocity to pass from the inlet to the outlet. Each film sequence traces through the 130 frames three times before the animation stops.
Grid resolution and computational cost
The three-dimensional grid contains over 1.6 million elements. From the grid cross section shown in figure 3 , it can be seen that the grid is not evenly distributed and thus it is necessary to provide some indication of the extent to which the flow can be resolved. To do this it is necessary to look at several characteristic length scales associated with the problem, such as the Kolmogorov and Taylor microscales as discussed by Tennekes and Lumley [18] .
The length scale associated with the smallest turbulent motions for this flow can be evaluated from an estimate of the Kolmogorov microscale given by The smallest grid spacings are in the vicinity of the body surface in order to resolve the surface shear stress. The wall spacing is approximately 2.5 × 10 −3 L. Further from the body an effort is made to make the grid more sparse in order to reduce the computational cost. The largest spacing is 2.4 × 10 −1 L. From these values it can be seen that the grid has its smallest meshes below the Taylor microscale margin. This means that the large scale turbulent eddies are well resolved and the grid is appropriate for the precision required for LES.
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Another indicator for the resolution is the non-dimensional wall coordinate of the first grid point. This is given by y + = yu * /ν where u * is the wall friction velocity, y is the wall-normal distance and ν is the molecular viscosity. This parameter is thus dependent on the local flow behaviour. For a DNS the first grid location is normally of the order of 1 and a LES is typically below 10. The value of y + integrated over all the elements touching the body surfaces parallel to the flow direction (the top, bottom and sides) is y + ≈ 80, which is quite large for a LES. This compares quite favourably with the wall resolution of Makowski and Kim [8] which was y + ≈ 200 [19] although it is still larger than that of Gillieron and Chometon [7] , which was y + ≈ 30. For reference, the largest grid spacings throughout the domain in wall units are ∆y + ≈ 400.
This large grid spacing has important implications for the turbulent viscosity distribution around the body, which is shown in figure 5 . It is possible to see changes in the grid density from the level of the turbulent viscosity. The very high regions of turbulent viscosity just in front of the inlet and upstream of the outlet are because the Smagorinsky model incorporates a length scale based on the grid size. In these regions the grid is very large, making the length scale large and thus the turbulent viscosity also becomes large. In the same regions the flow does not contain strong velocity gradients (as indicated in figure 6 ) and thus the strain effect is not important in comparison to the grid effect. The turbulent viscosity in the vicinity of the body is of the same order of magnitude as the molecular viscosity, and in the near wake it is possible to see the turbulent viscosity changing in response to local flow structures and not merely due to the grid. As discussed earlier, moving to more advanced turbulence subgrid modelling methods, such as the structure function approach discussed in Lesieur and Métais [17] , will improve the turbulent viscosity distribution. This is particularly true for high Reynolds number flows [20] which is the case here.
The computational cost of the simulation is 460 CPU hours per second simulated, where one second represents the time for the flow moving at the free stream velocity to traverse the length of the body. This estimate for the cost is obtained from running the simulation in parallel on 24 R14000 processors (running at 500 MHz) of an SGI Origin 3800 parallel cluster: thus the real time used was 19.15 h or under one day per second simulated. The simulation was also run on a COMPAQ SC 232 parallel cluster, which had a similar performance.
General flow behaviour
Here, some of the main flow features are traced as they evolve in the streamwise direction. Since this calculation is made using LES, the three-dimensional time-dependent flowfield can be examined in far more detail than that normally possible in experiments and statistical (such as k-type) turbulence modelling calculations.
The streamwise velocity field is shown in figure 6 . The flow initially impacts on the front end of the body, generating a stagnation point that remains fixed at the centre of the front face of the body in a similar way to that shown by Basara and Alajbegovic [9] .
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Large eddy simulation of an Ahmed reference model The flow that passes from the curved front end of the body to the flat top, bottom and side surfaces of the body remains attached as it passes through a strong local adverse pressure gradient due to the curvature. This pressure variation can be seen over the front end of the body shown in figure 7. This figure also gives an indication of the vortices present in the wake and the shedding process, during which the whole of the rear end becomes separated. This is discussed in more detail in the wake flow visualization section.
Flow statistics
As mentioned earlier, this level of Reynolds number requires a log law method to be used to calculate the velocity at the first near-wall grid point. This method states that the turbulence Reynolds stress for the near-wall velocity calculation is equal to the friction velocity squared. The friction velocity u * is calculated iteratively from the equation
where u and y are the velocity and distance of the face above the wall and κ = 0.415 and C = 5.5 are the log law constants. Figure 8 shows the variation of the average near-wall non-dimensional grid height, y + , taken over all surfaces parallel to the flow direction (i.e. the top, bottom and side surfaces). This figure shows that the near-wall grid height remains roughly constant, y + ≈ 80, as mentioned earlier. This also gives an indication of the friction drag behaviour which will be discussed below in the section on drag estimation. It was found that the pressure coefficient at the stagnation point at the front end of the body remained constant at c p ≈ 1 which is the same feature that Anagnost et al [12] observed. Figure 9 shows the variation of the pressure coefficient on the top and bottom surfaces of the body. The region between 0 < x < 0.1L on this figure represents values in free space that are not mapped onto the surface of the body, which is why the pressure coefficient values do not tend to c p = 1. For 0.1L < x < 0.81L both curves trace the surface of the body and it can be seen that the difference between the two sides is most important near the trailing edge where the top surface is cut away. The pressure coefficient here indicates the presence of the separation 
, on the top and bottom surfaces of the body. The profiles are made parallel to the flow direction so that, beyond the front end (denoted by the vertical line), the profiles do not trace the curved surface. The same is true for the slope at the rear end of the top surface. generated over the sloping surface. The results are consistent with those of Anagnost et al [12] and Han [6] . Figure 10 shows several mean velocity profiles just above the top surface of the body. This figure demonstrates that the strong adverse pressure gradient generated by the curvature of the front end of the body significantly slows the near-wall velocity but does not cause separation of the boundary layer. The figure also shows that this effect is short-lived and the surface boundary layer quickly stabilizes. This type of analysis is not carried out by the other authors referred to here: however, it remains consistent with their observations that there is no separation over the front end of the body. First of all, the mean u velocity shows that the flow in the outer part of the wake remains at the free stream and inlet unity value: however, in the centre the velocity falls below this value and this corresponds with an increase in the turbulence levels shown here by the mean streamwise normal stress u u . Mean stream-normal and spanwise velocity profiles shown in figure 13 show that, at Y = L, there is a strong downwash in the centre combined with large values of opposing signs of spanwise velocity either side of the centre, while at Y = 0.7L the downwash is much weaker and the spanwise velocity is reversed. These features indicate the presence of time averaged contra-rotating vortices acting together to generate downwash at the centre of the domain. This behaviour, while presented in a different way, is similar to the time averaged vector plots of Becker et al [5] which show the development of the contra-rotating vortex system within the wake. Figure 14 , which shows the different rms normal stress profiles at the same four locations, adds additional information about the mean streamwise contra-rotating vortices. The high levels of the stream-normal stress indicate that there is an important vertical flapping behaviour and the streamwise normal stress indicates the presence of streamwise pulsing. These features will be confirmed by the films shown in the flow visualization section. This behaviour seems to be different from that shown by Becker et al [5] for the geometry below the critical angle. In that case the magnitude of the turbulent kinetic energy between the contra-rotating vortices at x = 0.5L behind the body is lower than the value within each one. This indicates that the flapping motion is not present. Although it is noted that turbulence fields for the flow further downstream than x = 0.5L are not shown.
Figures 15(a) and (b) show different pressure and energy spectra taken from different positions behind the body. From these figures it can be seen that there is a dominant low frequency oscillation which has a Strouhal number of Str = f L/u ∞ ≈ 1 and a series of higher frequency oscillations at Str ≈ 5, 10, 15. The horseshoe vortex shedding process has a Strouhal number of Str ≈ 1 which is evaluated from the animations of the Q criterion (shown in the wake flow visualization section below). The separation over the sloping surface generates higher frequency motions, as can be seen from the pressure animation shown in figure 7 . This indicates that the simulation is not only able to resolve the largest scale oscillations but also some harmonic smaller scale motions. Analysis of the time-dependent nature of the flow has been discussed in only two of the studies mentioned. These are Shaw et al [4] , who made use of the unsteadiness as a source to test singular systems analysis, and Basara and Alajbegovic [9] . The paper of Shaw et al [4] showed the presence of oscillations around 50 Hz, which correspond to a Strouhal number of Str ≈ 1 and indicates that the flow behaviour is the same. The work of Basara and Alajbegovic [9] contains a plot of drag coefficient against number of time steps for a 2D Reynolds stress simulation of the Morel body at an angle of 5 • . These results showed that the flow oscillates, although from the information given it is not possible to calculate the Strouhal number. A conclusion of that work was that a transient approach was the only appropriate approach that should be used for simulation of this type of flow due to the vortex shedding process.
Drag estimation
This section examines the relative contributions of the surface normal pressure and friction drag to the total drag. The surface normal pressure drag (c Dp ): is made up of the pressure coefficient acting on surfaces ( surf) which have a component of cross sectional area normal to the flow direction (A x surf for the total area of the surface and da x surf for the area per element) where ρ is the density and U ∞ is the free stream velocity. The friction drag (c D f ):
is made up of the skin friction force acting in the flow direction, τ x surf , over the surface of the body which is parallel to the flow direction (A n surf for the total area of the surface and da n surf for the area per element). Figure 16 shows the drag coefficient due to the normal pressure on each surface of the body and the drag coefficient due to the skin friction across all the surfaces. The combination of the two, giving the total drag coefficient, is also shown. The pressure drag coefficient on the front surface of the body remains fixed at c D ≈ 0.026. However, the drag coefficients on the rear surfaces of the body oscillate significantly with both low and high frequency oscillations. The high frequency oscillation is linked with the vortex shedding process that will be discussed later. However, the source for the low frequency oscillation is harder to identify and is most likely linked to circulation effects around the body and stabilization of the whole flowfield. The pressure drag coefficient on the sloping surface at the rear end of the body is slightly smaller than the vertical blunt end. The pressure drag over these two surfaces represents approximately 80% of the total drag on the body.
The friction drag calculated here (c f ≈ 0.008) is significantly smaller than that calculated by the experiment (c f = 0.057) and the k-calculations (c f = 0.048). A possible explanation is that this is an effect of the log law applied to calculate the wall shear stress. In both the k-and digital physics calculations the log laws used were modified to take into account the effects of local pressure gradients. This means that, at the front end of the body, where there is a significant local adverse pressure gradient, the modified log law predicts a higher surface shear stress for the same near-wall velocity value. This change has a significant effect on the initial boundary layer generation at the front end of the body and hence an important effect in increasing the surface shear stress over the length of the flat (top bottom and side) surfaces of the body. . These values seem to be quite close to those obtained in this work (apart from the friction value which was discussed earlier). As will be seen in the next section, the flowfield also shows some similarities with the flow in the post critical angle regime.
Wake flow visualization
In this section the wake behind the body is analysed using a series of animations of different flow parameters.
At the trailing edge, the flow reproduces many of the features of the post-critical angle flow regime discussed by Ahmed et al [3] , Becker et al [5] and Gillieron and Chometon [7] . These are the complete separation over the rear end of the body and the change in the pattern of the pressure on the vertical part of the rear end of the body. Here there is added complexity that can be observed due to the time dependence of the simulation. Figure 17 shows surfaces of zero streamwise velocity around the trailing edge of the body. The sloping edge of the body causes separation of the turbulent boundary layer. The mixing layer due to this separation generates spanwise vortices which feed into two large recirculating regions behind the blunt end of the body, which correspond to the 'horseshoe vortices' A and B as denoted by Ahmed et al [3] . The main difference observed here is that the upper region (vortex A) extends above the corner of the blunt end as far as the shear layer coming off the sloping edge. The two recirculating regions interact with each other and the unsteady flow coming off both the upper and lower surfaces of the body remains separated for most of the time. Figure 18 shows a contour plot of the streamwise velocity field at the rear end of the body. This figure helps to back up some of the points made above and also shows how the stagnation line moves around the rear end of the body. It is possible to see that the flow occasionally reattaches near the bottom end of the sloping line but also frequently becomes separated over the whole of the rear end. Figure 19 shows contour plots of the pressure behind the body. This figure clearly shows contra-rotating vortices that are produced off the sloping edge. The figure also shows the presence of vortices produced at the bottom corners of the body. These vortices are consistent with the post-critical angle flow regime or the 2D base flow configuration discussed by Gillieron and Chometon [7] . However, here the structures can be seen to move around in an unstable manner. Up until the critical angle the vortices produced at the bottom corners are supressed by the vortices generated over the sloping surface. This is clearly not the case here. This indicates that the flow is more close to that of the post-critical angle regime.
As already indicated in the previous studies contra-rotating streamwise vortical structures are generated behind the body. In order to observe these flow features the streamwise vorticity and the Q criterion are examined where Q = −0.25(∂u i /∂x j ∂u j /∂x i ) [21] . As discussed by Dubief and Delcayre [22] , the Q criterion has been shown to indicate more subtle vortices including those not aligned in the streamwise direction. The vortex system is shed from the body in a kind of flapping motion rather than being fixed to the corners of the sloping surface, as indicated in other work. This is because the flow is more representative of the post-critical angle regime. Figures 20 and 21 show the Q criterion set at the level 20 s −2 . The large vortex structure has a tendency to move downwards behind the body and grows larger as it moves downstream. It is likely that the presence of a ground plane, as in the original experiment of Ahmed, would suppress the downstream growth of the vortex and stop the two legs from joining in a horseshoe. Figure 22 shows the streamwise vorticity behind the body. From this figure it is possible to see the vortical structures coming off the sloping surface of the body and additional horseshoe vortical structures that are generated from the base of the rear end of the body and rise up behind the body until they are pushed down by the contra-rotating vortices produced over the sloping surfaces.
Discussion
In order to carry out a LES for this type of geometry at a Reynolds number of 4.29 × 10 6 it is necessary to make a number of assumptions and approximations.
As discussed above, the geometry itself requires special treatment in order to model the curved front end and sloping rear end which are features that cannot be modelled by many LES codes. Here the decision is made to make use of unstructured discretization in order to achieve this. As a result, some features of the post-processing are degraded by extrapolation from the non-structured grid and the computational cost per element is increased. Non-structured methods, by their nature, tend to be restricted to low order numerical schemes which is another limitation. However, at the same time, this approach makes it much easier to model the curved front end and sloping rear end of the body and does not restrict the way that the grid density can be concentrated in regions of interest.
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Large eddy simulation of an Ahmed reference model Figure 22 . The streamwise vorticity behind the body set to a threshold of ±7/s (see animation).
Another significant problem for all computations of this flow is that the high Reynolds number flow condition requires additional treatment for the wall resolution. It is not possible to resolve the flow right down to the wall and therefore a log law model is used. From the drag calculations it can be seen that the wall friction drag coefficient is below that obtained experimentally for the same geometry. This is affected by the inability of the log law model to take account of changes in the local pressure gradient. As a result, the flow that reaches the rear end of the body is moving too fast and the separation at the top of the sloping end is more pronounced. This acts to reduce the critical angle for the simulation where the critical angle represents the angle beyond which the flow separates completely over the rear end of the body. This is explains why both the drag coefficient calculations and flow visualization results show the flow to be beyond the critical angle regime, despite the geometry being below the critical angle.
The importance of carrying out a time-dependent simulation for this type of problem is highlighted by observation of the vortex shedding process in the wake. This has important implications from a practical point of view in terms of flow noise production and material fatigue that are implicitly ignored in stationary calculations.
Conclusions
A LES was carried out of the Ahmed body with a trailing edge angle of 28 • using a nonstructured grid. The use of LES provided a larger quantity and variety of results than that shown in other experimental and computational studies. The drag calculated using the pressure and friction values on the surfaces of the body showed the drag coefficient to be c D ≈ 0.25. This was much smaller than the value obtained experimentally for an angle of 30 • , which was c D ≈ 0.38, but quite close to that obtained for angles above 30 • , which were c D ≈ 0.26. Analysis of the three-dimensional time-dependent flowfield showed that the rear end flow remained largely separated and there was a periodic horseshoe vortex shedding process. Both of these features indicated that the flow produced in this work is in the post-30 • flow regime rather than the pre-critical angle regime where the flow reattached at the rear end of the sloping surface and there were strong contra-rotating vortices in the wake. In order to confirm these observations it
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Large eddy simulation of an Ahmed reference model is necessary to carry out further simulations at different slope angles and to test improvements in the behaviour of the log law wall treatment.
