Abstract. In search theory, the goal of the Optimal Search Path (OSP) problem is to find a finite length path maximizing the probability that a searcher detects a lost wanderer on a graph. We propose to bound the probability of finding the wanderer in the remaining search time by relaxing the problem into a stochastic game of cop and robber from graph theory. We discuss the validity of this bound and demonstrate its effectiveness on a constraint programming model of the problem. Experimental results show how our novel bound compares favorably to the DMEAN bound from the literature, a state-of-the-art bound based on a relaxation of the OSP into a longest path problem.
Introduction
The Optimal Search Path (OSP) problem [1, 2] is a classical problem from search theory [3] of which the SAROPS [4] and the SARPlan [5] are two examples of successful systems. The goal of an OSP is to find the best finite length path a searcher has to take in order to maximize the probability of finding a lost wanderer moving randomly on a graph. It is a common assumption, in search theory, to consider unconstrained searcher's motion. The assumption holds, for instance, in contexts where the searcher is fast in comparison to the target of interest. There are, however, many cases, such as in land search and rescue [3] , where the searcher is as slow as the moving wanderer. Washburn [6] also notes how bounded speeds (for searcher and wanderer) is used in modeling searches for hostile submarines or friendly vessels.
Most of the early work on the OSP problem consisted in computing bounds for a depth-first branch-and-bound algorithm initially developed by Stewart [2] . 1 At the opposite of stochastic constraint programming, the OSP requires to compute a single scenario given by the decision variables and the probability that this scenario works is automatically computed through constraint propagation. Recent works on the OSP problem include generalization of the problem to consider, for instance, non-uniform travel time [7] , searching from a distance [8] , and path dependent detections [9] . Along with a novel OSP generalization, Lau et al. [7] propose the DMEAN bound. The bound is proved to effectively prune the branch-and-bound search tree.
In this paper, we present bounding techniques for a constraint programming (CP) model of the OSP problem introduced in [10] . We discuss, in Section 2, the DMEAN bound which has never been implemented in CP. Then, as our main contribution, we develop a bound on the OSP objective function (see Section 3). This bound, we call the Copwin bound, is obtained by relaxing the OSP into a game of cop and robber [11] [12] [13] [14] which pertains to a well-studied game from graph theory (see Section 3) . In Section 4, we show the benefits of using our novel Copwin bound by providing experimental results obtained on an existing CP model of the problem [10] . We conclude in Section 5.
The Optimal Search Path Problem
The OSP models a search operation where one searcher searches for a lost, and possibly moving, search object. The problem is known to be N P-hard [1] . It is used, in search theory, as a model for path-constrained search operations [3] and can be formulated as follows. A searcher and a wanderer are moving on the vertices of a graph G = (V (G), E(G)). Their respective initial positions correspond to some vertex of V (G) or of some subset of it. Each of their moves, that we can assume simultaneous, is performed along one of the edges e ∈ E(G) of the graph and consumes one unit of time. There is a maximal number T of steps taken for the search operation. The wanderer W is invisible to the searcher S, but each time they share a vertex v ∈ V (G), the latter has a given probability of detecting and removing him 2 from the graph:
pod(v) := probability of detecting W when both W and S are on vertex v.
Let π t = v 1 , v 2 , . . . , v t be a path of length t ≤ T representing the t first moves of the searcher (
We define the following probabilities for a searcher S and a wanderer W:
poc πt (v) := probability 3 of W being on vertex v at time t and not having previously been detected, given that S's first t steps were along π t ; cos πt := Cumulative probability Of Success of detecting W up to time t when S follows π t , i.e., it is given as
, where poc π t[..0] is the initial distribution of the wanderer; cos * πt := maximal cumulative probability of success up to T if S's t first steps are along π t , that is, max{cos π T | π T has prefix π t } .
The goal of the searcher is to find the path π T with maximal cumulative probability of success cos π T . This probability is actually cos * π0 , where π 0 is the empty path.
The wanderer is passive in that he does not react to the searcher's moves. It is the usual assumption to model the wanderer's motion by using a Markovian transition matrix M with source vertices on rows and destination vertices on columns. Thus, M (r, r ) is the probability of a wanderer's move from vertex r to vertex r within one time step. Each time the searcher searches a vertex r along path π t and the search operation does not stop, then either the wanderer is not there, or he is undetected; the latter happens with probability 1 − pod(r ). That is, as long as the search goes on, the wanderer is not found and the knowledge about his location evolves according to:
The next section summarizes the CP model of the OSP used in [10] .
Modeling the OSP in Constraint Programming
A CP model for the OSP problem follows directly from the problem's definition. We define, for each step t (1 ≤ t ≤ T ), a decision variable PATH t that represents the searcher's position. The PATH t domain is an enumerated domain such that dom(PATH t ) = V (G). The searcher's path is constrained by a possible limited choice for its initial position PATH 1 and by the fact that
for any steps t ∈ {2, . . . , T }. The encoding in the CP-framework is done via a sequence of Table constraints [15] . We define two sets of implicit variables with bounded domains for probabilities: POC t (v) with dom(POC t (v)) = [0, 1], and POS t (v) with dom(POS t (v)) = [0, 1] for 1 ≤ t ≤ T and for v ∈ V (G). If the searcher is located in a vertex v, then she obtains a success probability as modeled by the following constraint set defined over all time steps t ∈ {1, . . . , T } and vertices v ∈ V (G), where pod(v) is the known probability of detection in vertex v:
If the searcher is not located in vertex v at step t, then the probability of detecting the object in v at step t is null. This is modeled by the following constraint set defined over all time steps t ∈ {1, . . . , T } and vertices v ∈ V (G):
The value of the POC 1 (r) variables is fixed given the initial distribution on the wanderer's location, a value known for all r ∈ V (G). For all subsequent time steps t ∈ {2, . . . , T } and vertices v ∈ V (G), the evolution of the searcher's knowledge on the wanderer's location is modeled by the following constraint set:
A bounded domain variable Z with dom(Z) = [0, 1] is added to represent the objective value to maximize which corresponds to the cumulative overall probability of success as defined above by cos π T where π T is an assignment to the PATH t variables. Following [10] , we observe that the searcher is in one vertex at a time leading to
and improving filtering over the usual double sum definition of the objective. The objective is finally
subject to Constraints (2) to (6) which leads to cos * π0 value.
The DMEAN Bound from the Literature
Martins [16] proposes to bound the objective function using the MEAN bound. Lau et al. [7] improve on this bound by presenting the discounted MEAN bound (DMEAN) which tightens the MEAN at a reasonable computational cost. In the literature, these bounds are usually applied in an OSP-specific depth-first branch-and-bound algorithm. In this section, we show how to use the DMEAN bound in our OSP CP model. We chose to implement DMEAN among other bounds from the literature since both DMEAN and our novel bound are based on graph theory problems. While DMEAN aims at solving a longest path problem, the Copwin bound, as will be explained, is based on pursuit games. Just as DMEAN, MEAN is based on the maximization of the expected number of detections in the remaining time. The core idea of the MEAN bound is to construct a directed acyclic graph (DAG) at time t ∈ {1, . . . , T } on vertices consisting of pairs (r, k) where r ∈ V (G) and t < k ≤ T . A directed edge is added from vertex (r, k) to vertex (r , k + 1) if and only if (r, r ) ∈ E(G). The maximal expected number of detections Z DAG from step t to T is obtained by following the longest path on the DAG, which can be computed in time linear on |V (G)| + |E(G)|.
Given the beginning π t of a path, it is sufficient to know poc πt (v) for all v ∈ V (G) to be able to compute the expected detection at step k with t ≤ k ≤ T in vertex r ∈ V (G). An incident edge into a node (r , k + 1) is weighted as follows:
where M k+1−t is the transition matrix M to the power of k + 1 − t. The DMEAN bound is based on the additional observation that a wanderer moving from vertex r to r has survived a detection on r to possibly being captured on vertex r . On each outgoing edge from a node (r, k) into a node (r , k + 1), if k = t we let the weight become R DMEAN (r , k + 1) = R MEAN (r , k + 1). Otherwise, if k > t, we let:
That is, the wanderer has a probability R MEAN (r , k + 1) of reaching vertex r on time step k + 1 and being detected there, from which we substract his probability R MEAN (r, k)M (r, r )pod(r ). This last term is the probability the wanderer had of being on vertex r at the preceding time step k, transiting on r and being captured there. The R DMEAN (r , k + 1) value thus corresponds to the probability that the wanderer reaches r, survives an additional search, reaches r and gets caught. Given the beginning of a path π t , an admissible 4 bound for the OSP is obtained by first solving a longest path problem of which Z DAG is the optimal value and then by summing Z DAG and cos πt [7] . Remark 1. Given a graph with n vertices and m edges, DMEAN asks for the construction of a DAG with nT new vertices and mT new edges. Then, if the current time is k, the longest path can be solved in O ((T − k + 1)(n + m)) steps.
It is convenient, to apply the DMEAN bound in our CP model of the OSP, to order the path variables in a static order of the searcher's positions in time. This is the natural order to solve an OSP since the PATH t variables are the only decision variables and since the implicit variables representing the probabilities, including the objective variable Z that represents cos * π0 , are entirely determined by the searcher's path. When opening a node for a searcher's position at a time t, we are able to compute, using the chosen bound, a tighter upper bound on the domain of the objective variable. The DMEAN bound is proved admissible [7] , that is, it never underestimates the real objective value. Whenever the bound computed on the opened node of the searcher's position at a time t is lower than the best known lower bound on the objective value (e.g., the objective value of the current incumbent solution) that searcher's move is proven unpromising.
Bounding the Optimal Search Path Using Search Games on Graphs
The cop and robber game on a graph consists in finding a winning strategy for a cop to catch a robber, considering perfect information for both players (i.e., each player knows her/his position and her/his adversary's position). We focus on a recent variant where the robber is random (or drunk) [17] [18] [19] . We show how a valid upper bound on the objective function of the OSP can be derived by considering, after t steps, the best possible scenario for the searcher that corresponds to allowing her the ability of seeing the wanderer for the remainder of the game.
A Game of Cop and Drunk Robber
In this game, a cop and a robber move in turn on a graph G, the cop moving first. In contrast with the OSP, the cop has probability 1 of catching the robber when sharing the same vertex, and she sees the robber, who, as does the wanderer in the previous game, walks randomly according to a stochastic transition matrix M . The value M (r, r ) is the probability that the robber moves to r provided he is in r at the beginning of the turn. It is positive only if (r, r ) ∈ E(G).
The game ends whenever the cop and the robber share the same vertex. The following definition generalizes Nowakowski and Winkler's [11] relational characterization for the classic cop and robber game to the stochastic one. We want to define the relation w M n (r, c) as standing for the probability that the cop catches the robber within n moves given their positions (r, c) and the robber's random movement model M . Its definition is based upon the observation that in order to maximize her capture probability, the cop only needs to average her probability of capture at the next turn on the robber's possible transitions. Definition 1. Given r, c the respective positions of the robber and the cop in G, M the robber's random walk matrix, we define:
where
The following proposition gives sense to the previous definition.
Proposition 1.
If the cop plays first on G and M governs the robber's random walk, then w M n (r, c) is the probability a cop starting on vertex c captures the drunk robber on his start vertex r in n steps or less.
Proof. By induction. The base case, with n = 0, is clear. Suppose the proposition holds for n − 1 ≥ 0 with n > 0 and let us now prove it for n. If c ∈ N [r], then w M n (r, c) = 1 and the result follows because the cop indeed catches the robber. If c / ∈ N [r], then let the cop move to some vertex c . The position of the robber at the end of the round is r with probability M (r, r ). The probability that the cop catches the robber depends on this last one's next move and on w n−1 following the expression r ∈N [r] M (r, r )w value of the objective to maximize (resp. minimize).
Proposition 1 could provide a trivial upper bound on the probability of finding the wanderer, but a tighter one is presented in the following section. The bound we will derive is inspired from Proposition 1 but is closer to the OSP's objective function.
Markov Decision Process (MDP) and the OSP Bound
In Section 3.1, we presented a game where the robber is visible, a setting that we will use as a bound on the OSP's objective function. We formulate this game as a MDP from which we derive the Copwin bound and the proof that it is admissible. As a recall, a MDP [20] [21] [22] is a stochastic decision process generalizing Markov chains. In a MDP, an agent evolves in a state space S. Every time the agent finds itself in a state s ∈ S, it takes an action a in a set A of possible actions. The system then randomly transits to another valid state s according to a given transition probability P [s | s, a] (where | denotes a conditional). In order to guide the agent's choice of actions, a reward function R : S × A × S → R is defined that assigns to every triple (s, a, s ) a real number. The goal of the agent is then to maximize its expected reward within a time bound T . We first formulate the game of cop and robber defined above as an MDP and then deduce a valid OSP bound. The following definition presents the MDP; its solution encodes the optimal strategy for the cop.
Definition 2 (MDP Cop and Drunk Defending Robber)
. Let G be a graph, M a stochastic transition matrix on V (G) and T the maximal number of time steps. We define a MDP M = (S, A, P, R) as follows. A state is a triplet (r, c, t) consisting in both positions of the robber and the cop r, c ∈ V (G) in addition to the current time t ∈ {1, . . . , T + 1}.
The set of actions is V (G), the vertices on which the cop moves.
From a pair of positions of the cop and the robber at a certain time, once the cop chooses an action another state is chosen randomly with probability P . P (r , c , t ) | (r, c, t), a := 0 whenever a = c or c ∈ N [c] or t = t + 1 otherwise, P is defined as :
if r ∈ {c, c , jail}.
R((r , c , t ) | (r, c, t), a) := 1 if r = jail = r, t ≤ T ; 0 otherwise.
The game is initialized as follows: the cop chooses her initial position c on a subset X of the graph vertices, and then the initial position r of the robber is picked at random according to the probability distribution poc π0 , which results in an initial state (r, c, 1) for the MDP. A turn starts with a cop move. If the cop transits to the robber state (r = c ), then there is probability pod(r) that she catches the robber, which results in the robber going to jail (r = jail) and staying there for the rest of the game. The cop then receives a reward of 1. If the catch fails (r = jail, with probability 1 − pod(r)) or if the cop did not transit to the robber state (r = c ), the robber is still free to roam, following M . Note that the state transition probabilities (11) are non-null only when valid moves are considered (time goes up by one and a = c ∈ N [c]). Note also that, when the robber is in jail, no more reward is given to the cop. In the MDP M, the cop's goal is to find a strategy, also called policy, to maximize her expected reward, that is, the probability to capture the robber before a total of T steps is reached. A strategy in M consists in first choosing an initial position (for the cop) and then in following a function f : S → A that, given the current state, tells the cop which action to take, that is, which state to transit to. Note that, since the current position of the robber is included in the current state of the MDP, the cop therefore has full information on the system when she is elaborating her strategy.
Because of M's Markov property, whenever a strategy f is fixed, one can compute the value u f (r, c, t) of each state (r, c, t) of the MDP, that is, the expected reward the cop can obtain from that state when following the strategy f . The optimal strategy, noted u * , is therefore the one that gives the highest value on all states (r, c, t). The cop's optimal strategy consists in moving to the robber's position if possible, and then trying to capture him. If the robber is not positioned on one of the cop's neighbours, the cop moves to the position that maximizes her probability of capture in the remaining time allowed. Similarly to Proposition 1, the value of this optimal strategy is:
If r ∈ N [c], the cop, who moves first, must choose a next state that will result in the best probability of eventual capture, given the robber's present position, and knowing that the robber's next move is governed by M . If r ∈ N [c], the cop tries to catch the robber with probability of success pod(r); if she fails, the robber will transit to one of his neighbours, and hence the cop can keep on trying to catch the robber until success or until the maximal time has been reached. It is important to note here that the robber is completly visible and the game is not played simultaneously, hence why the cop can follow the robber. Equation (13) is analogous to (10) with time steps reversed and pod(r) = 1 for all vertices. The formula follows from the fact that at the beginning of time step t, the cop has T + 1 − t remaining attempts.
Since the optimal probability of capture in the OSP problem is always lower than the optimal probability of capture in the cop and robber game, we have the following proposition: Proposition 2. The probability cos * π0 of finding the wanderer is always at most that of catching the robber:
where X is the subset of V (G) of possible initial positions of the cop.
Proof. Clearly, cos * π0 is bounded by the optimal probability of capture of the cop and robber game. In the MDP, the optimal probability of capture is obtained if the cop's first choice maximizes his probability of capture considering that at that moment the robber is not yet positioned on the graph but will be according to the probability distribution poc π0 .
Unfortunately, Proposition 2's bound is of no use in a branch-and-bound attempt for solving the OSP problem, because a bound for each π t and each t = 0, . . . , T is needed. The next proposition generalizes it appropriately.
where N [v 0 ] is interpreted as the possible initial positions of the cop.
Proof. As in the preceding proof, cos * πt is bounded by the optimal reward obtained when first playing the OSP game along π t and then (if the wanderer is not yet detected) switching to the cop and robber game: this is done by making the wanderer (robber) visible to the searcher (cop). When starting this second phase (at the t + 1 step), the cop must choose his next position in order to maximize the probability of capture; at this moment, the robber is not yet visible but his next position is governed by poc πt . If the cop chooses c , his probability of capture will be r ∈V (G) poc πt (r )u * (r , c , t + 1) and the result follows.
Remark 2. An important aspect of Copwin is its ability to be mostly precomputed. For any vertices r, c ∈ V (G) and time t ∈ {1, . . . , T + 1}, the values u * (r, c, t) are computed recursively (starting with t = T ) and then stored. Then, when the bound is called the next value of Equation (14) depends on the neighbours of the searcher's position and the vertices of the graph, requiring O ((∆ + 1)n) extra operations on an n vertex graph of maximal degree ∆. Since DMEAN's complexity is O ((T − k + 1)(n + m)), Copwin is faster on most time steps and on many instances.
We note that Pralat and Kehagias [18] also formulated the game of cop and visible drunk robber as an MDP, but instead of using this framework to compute the probability of capture of the robber it was formulated to obtain the expected number of time steps before capture.
Applying the Copwin bound in CP requires filtering the upper bound of the objective function variable Z. The solver can be configured to branch in a static order of the PATH t variable, which is, as discussed in Section 2.2, the natural order of the decision variables to solve an OSP. We proved that our bound is admissible in that it never underestimates the real objective value. In the next section, we use the Copwin bound jointly with a CP model of the OSP and compare its performance to that of the DMEAN bound from literature.
Experiments
All experiments were run on the supercomputer Colosse from Université Laval using the Choco 2.1.5 solver [23] along with the Java Universal Network/Graph (JUNG) 2.0.1 framework [24] . The total allowed CPU time is 5 minutes (or 5 million backtracks) per run. We used a total of six graphs representing different search environments. In the grid G + , the nodes are connected to their North, South, East, and West neighbour. The grid G * has the same connections than G + but also adds connectivity to the North-East, North-West, South-East, and South-West neighbours. The last grid is a typical hexagonal grid we call G H with the searcher moving on its edges. Grid-like accessibility constraints are common in search theory problems in that they model aerial or marine search operations where the searcher has few accessibility constraints but her own physical constraints. This justifies the presence of grids in our OSP benchmarks. We also added a fourth grid with supplementary constraints on accessibility. This last grid G V is a hexagonal grid with a supplementary node in the center of each hexagon. We then had removed edges randomly to simulate supplementary accessibility constraints. The last two graphs, G L and G T , are real underground environments. The G L graph is the graph of the Université Laval's tunnels. The G T graph is the graph of the London Underground subway (also known as the Tube). Both neighbours of an intermediate station, i.e., a node of degree 2, were connected together while the node was removed. This practice results in a more interesting graph environment for searches.
For each instance, we selected a p ∈ {0.3, 0.6, 0.9} and put pod(r) = p for all vertex r. For the wanderer's Markovian transition matrix, we pick ρ ∈ {0.3, 0.6, 0.9} and considered that at any position v, the wanderer has probability ρ of staying in v and probability 1 − ρ deg(v) to move to one of his deg(v) neighbours. We uniformly distributed the remaining probability mass 1 − ρ on the neighbouring vertices. Finally, we chose T ∈ {5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25}. This leads to a total of 594 instances.
We conducted the experiment in three parts. In the first two parts, we compare our novel bound to the DMEAN bound we reviewed in Section 2.2. First, we implemented the two bounds as separate constraints on the upper bound of the objective value. Both bounds are evaluated on the same problem instances. This enables us to assess the bounds performance with respect to the objective value of the best incumbent solution found by the solver and to the time required to attain it.
In the second part, we implemented both bounds as a single constraint on the upper bound of the objective value. Both bounds were computed simultaneously by the constraint. The minimal value of both bounds was used to update the upper bound of the domain of the Z variable representing the objective if required. That is, whenever that minimal value is lower than the upper bound on the domain of the Z variable. If the domain of Z is emptied, then one of the bounds produced a value that is lower than the best known lower bound on the objective thus leading to a backtrack. For each bounding technique (DMEAN and Copwin), we count how many times, during the search, the bounding of the objective value causes a backtrack. We gave a single point to a bound that leads to a backtrack that way. We note that on occasions both bounds could receive a point. In all cases, the solver branches on the PATH t decision variables in their natural order, i.e., in ascending order of the time steps. We thus were able to record the exact time step at which each backtrack occurred. Such an experiment enables one to empirically assess which bound is more efficient at pruning the search tree no matter without considering any time constraints.
We show, in the third part, how the bounds perform when paired with the total detection (TD) heuristic used as a value-selection heuristic [10] . The TD heuristic is on many account similar to the bound derived in this paper which gives its theoretical justification. However, rather than using the cop and robber games theory to bound the objective value, TD is a heuristic that assigns values to the variables PATH t . Even in this context, the Copwin bound performs and stays competitive. Figure 1 shows the best incumbent objective value (COS) for all OSP problem instances. Hence, COS is the estimation of cos * π0 at the end of the solving process. Each dot represents the solution to a single OSP instance. The figure compares the objective value obtained when the solver uses the DMEAN bound against the objective value obtained when the solver uses the Copwin bound for all instances. The closer a dot is to the diagonal line, the closer it is to being the same value for both bounds which is viewed as both bounds having had the same effectiveness on this instance. It does appear the Copwin bound tends to lead the solver to better objective values in the total allowed time. Thus, Copwin is not only faster than DMEAN, it is sharp enough to help the solver to exploit more promising branches. Figure 2 shows the number of times each bound empties the domain of the objective value variable in the search tree for each type of graph. We chose to plot the score dependant on the time step (or level in the search tree) to better analyse where branches were being pruned. It appears that on average Copwin empties the objective value variable's domain more often than DMEAN independently of the graph, even though on some instances such as G L both lead to a great number of prunings. This is a strong indication that Copwin performs well on all accounts on most instances: for a fixed resolution time, it leads to better objective values while pruning more branches than the DMEAN bound. We present on Figure 3 , the objective value of the best so far solution against computational time for both bounding strategies. We present these comparisons on three representative instances: one in which Copwin is better than DMEAN, one in which it is worse and another where both bounds lead to a similar performance. These graphs confirm the intuition that, most of the time, Copwin finds good solutions more quickly than DMEAN. Figure 4 summarizes further experiments where Copwin and DMEAN were paired with the TD heuristic. Even though both bounds lead the solver to greater objective values, we observe that Copwin's objective values are on average slightly better. Thus, the behavior observed on Figure 1 is preserved when a good heuristic is added.
Results and Discussion
As an addition to the graphs of Figures 1 to 4 , we include Table 1 which contains the results of the experiments of the Copwin versus the DMEAN bound for all graphs with T = 17.
Conclusion
We tackled the OSP problem from search theory using constraint programming. As a first contribution, we provided the first implementation of the DMEAN bound from the search theory literature in CP. As our main contribution, we developed the Copwin bound, a novel and competitive bound based on MDPs. This bound is derived from a simple and elegant relaxation of a search problem into a graph theory pursuit game. Involving a polynomial computational cost, the Copwin bound leads to an improved solver performance on the vast majority of OSP problem instances in our benchmark. Altough we used the bound on a CP model of the OSP, it remains a general technique applicable to other OSP algorithms. 
