Abstract. An open problem in the numerical solution of fractional partial differential equations (FPDEs) is how to obtain high-order accuracy for singular solutions; even for smooth right-hand sides solutions of FPDEs are singular. Here, we consider the one-dimensional diffusion equation with general two-sided fractional derivative characterized by a parameter p ∈ [0, 1]; for p = 1/2 we recover the Riesz fractional derivative, while for p = 1, 0 we obtain the one-sided fractional derivative. We employ a Petrov-Galerkin projection in a properly weighted Sobolev space with (two-sided) Jacobi polyfracnomials as basis and test functions. In particular, we derive these two-sided Jacobi polyfractonomials as eigenfunctions of a Sturm-Liouville problem with weights uniquely determined by the parameter p. We provide a rigorous analysis and obtain optimal error estimates that depend on the regularity of the forcing term, i.e., for smooth data (corresponding to singular solutions) we obtain exponential convergence, while for smooth solutions we obtain algebraic convergence. We demonstrate the sharpness of our error estimates with numerical examples, and we present comparisons with a competitive spectral collocation method of tunable accuracy. We also investigate numerically deviations from the theory for inhomogeneous Dirichlet boundary conditions as well as for a fractional diffusion-reaction equation.
1. Introduction. We consider the general two-sided fractional differential equation (FDE) with homogeneous Dirichlet boundaries:
, x ∈ (−1, 1), u(±1) = 0, where 1 < α < 2, 0 ≤ p ≤ 1, C α,p will be specified later (see (20) ), f (x) is a given function, and −1 D α x u(·) and x D α 1 u(·) are the left-sided and right-sided RiemannLiouville (R-L) fractional derivatives, respectively. The problem (1) includes the following special cases:
• Left-sided FDE p = 1, or right-sided FDE p = 0;
• Riesz FDE p = 1/2. The corresponding time-dependent two-sided fractional equation has been derived by Meerschaert and Sikorskii (see [15, section 3.8] ). This kind of equation has attracted great interest due to its applications in many fields of science and engineering, such as modeling contaminant transport in rivers [7] , the spread of invasive species [4] , and the transport at the earth surface [19] ; see more in [16, 17, 5] and references therein. We aim to solve the above equation using a spectral approximation of the solution. )(2n + α + β + 1) 2(n + 1)(n + α + β + 1)(2n + α + β) , C α,β n = (n + α)(n + β)(2n + α + β + 2) (n + 1)(n + α + β + 1)(2n + α + β) .
For α, β > −1, they are mutually orthogonal with respect to the weight function With real parameters α, β ∈ R, the Jacobi polynomials can also be defined by (cf. [8, 21] ) P α,β n (x) = (α + 1) n n! 2 F 1 −n, n + α + β + 1; α + 1; 1 − x 2 = (−1) n (β + 1) n n! 2 F 1 −n, n + α + β + 1; β + 1;
where (14) 2 F 1 (a, b; c;
is a hypergeometric function, and the rising factorial in the Pochhammer symbol for a ∈ R, j ∈ N is defined by (15) (a) 0 = 1; (a) j := a(a + 1)
It should be pointed out that the three-term recurrence relation (7) also holds for the generalization of Jacobi polynomials with real parameters α, β. However, the orthogonality does not carry over to the general case. From the Jacobi definition (13), we can derive the following property (cf. [8] ).
We also have the following properties.
Property 2.3.
From (18) and (12), we obtain 2.3. Spectral relationship for general two-sided fractional integral. The spectral relationship for fractional operations plays an important role in spectral approximation of FDEs and in establishing corresponding error estimates. In this section, we present the spectral relationship for a two-sided fractional integral.
For 1 < α < 2, 0 < µ, ν < α, µ + ν = α, 0 ≤ p ≤ 1, and x ∈ (a, b), let (20) C α,p := C(α, µ, ν) = sin πµ + sin πν sin πα .
Denote the operator
) to be the two-sided fractional integral of order ρ, and for s ∈ (k − 1, k), k is a positive integer, and we define the operator
to be the general two-sided fractional derivative of order s. We now present the following lemma [9] .
Lemma 2.4. For a given p, 0 < p < 1, and 1 < α < 2, if 0 < µ, ν < α, and µ, ν satisfying
then for t ∈ (0, 1) and n = 0, 1, 2, . . . , it holds that
where
.
Proof. Let us briefly revisit the proof of (24) . Let g(t) = t
; then the following two equations hold (cf. [9, equations (6.10 ) and (6.11)]):
Using Euler's reflection formula (see, e.g., [1] ),
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Then, by virtue of the above equation and (26), (27) , we can obtain (24) given condition (23) and noting that
This is the end of the proof.
Equation (24) implies that the two-sided fractional integral of nonpolynomials can return polynomials; this is also true for the one-sided and Riesz fractional integrals, which are subcases of the general case. However, the resulting polynomials are not orthogonal. Next, we apply the two-sided fractional integral to a set of orthogonal functions, leading to a set of orthogonal polynomials (Jacobi polynomials). This is the aforementioned spectral relationship for the two-sided fractional integrals. We can obtain the spectral relationship for two-sided fractional integrals with the help of (24) and (25) . In addition, we also need to use the Jacobi polynomials defined in the interval (0, 1), denoted by G
by (19) . The next theorem gives the desired spectral relationship for the two-sided fractional integral defined in (0, 1).
Theorem 2.5. For a given p, 0 < p < 1 and 1 < α < 2, if 0 < µ, ν < α, and µ, ν satisfying
then for t ∈ (0, 1) and n = 0, 1, 2, . . ., it holds that
The proof is given in section A.1.
Remark 2.6. For p = 0, 1, we can also obtain a similar result; see Theorem 3.2 for Jacobi polynomials defined in (−1, 1).
In Figure 1 , we show the profiles of µ, ν as functions of p for α = 1.2, 1.8, from which we observe that µ(p), ν(p) are monotone functions with respect to p, which means that the value of µ or ν is uniquely determined by a given p.
3. Two-sided Jacobi polyfractonomials. In this section we will introduce the two-sided Jacobi polyfractonomials denoted by J 3.1. Definition.
for all x ∈ Λ and n ∈ N.
3.2. Properties. It can be derived from (9) that the general Jacobi functions J −µ,−ν n (x) are orthogonal:
where γ µ,ν n is defined in (10) . We have from (7) that the general Jacobi functions also satisfy the three-term recurrence relation:
are defined in (8) . By (18) , and also
where a is the minimum integer that is greater than or equal to a. In view of (11), we can derive the integer order derivatives of J
On the other hand, by virtue of Theorem 2.5 and the definition of fractional integrals and derivatives, we can obtain the fractional integrals and derivatives of J −µ,−ν n (x) for 0 < µ, ν < α, 1 < α < 2. Downloaded 03/19/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Theorem 3.2. For a given p, 0 ≤ p ≤ 1 and 1 < α < 2, if 0 < µ, ν < α, and µ, ν satisfying
then for x ∈ (−1, 1) and n = 0, 1, 2, . . ., it holds that
n! , and for k = 1, 2, . . . , n + 2,
In particular, for k = 2,
Proof. First for 0 < p < 1, with the help of the transform x → 2t − 1, (40) can be obtained by (31) in Theorem 2.5 and
and the constantĈ(n, α) follows from C(n, α) and the above equation. Then, for the case that p equals 0 or 1, we can set µ = 1, ν = α − 1 for p = 1 and µ = α − 1, ν = 1 for p = 0. Obviously, µ, ν satisfy (39). Then (40) holds true for p = 0 and p = 1 by using the equations (3.12) and (3.13) in [6] , respectively.
Finally, with the help of (40), we can derive (42) from (16) (22):
Remark 3.3. Equation (44) for the particular case of k = 2 is consistent with equation (6.26) in [9] .
In the following, for the sake of simplicity, we will use the notation I 
On the other hand, for a given p, 0 ≤ p ≤ 1 and 1 < α < 2, if 0 < µ, ν < α, and µ, ν satisfying (39), we can also obtain
3.3. Sturm-Liouville problem. Define the following fractional SturmLiouville operator (FSLO):
For a given p, 0 ≤ p ≤ 1 and 1 < α < 2, if 0 < µ, ν < α, and µ, ν satisfying (39), then, we derive from (44) that J
. More precisely, we have the following result.
Remark 3.5. We observe from Theorem 3.4 that the set of eigenvalues is the same for arbitrary p ∈ [0, 1] with a fixed value of fractional order α ∈ (1, 2) as long as µ, ν satisfy (39).
Remark 3.6. We note that the FSLO L 2α is similar to the FSLO presented in [22] . Specifically, the FSLO L 2α with p = 1 is similar to FSLO type I while, the FSLO L 2α with p = 0 is similar to FSLO type II.
From the property of Gamma function it follows that for any constant a, b ∈ R, n ∈ N, n + a > 1, and n + b > 1 (cf. [27] ),
We also have the asymptotic estimate for λ m,α :
) for m 1. Downloaded 03/19/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.4. Approximation by two-sided Jacobi polyfractonomials. We establish in this subsection the approximation properties of the general Jacobi functions J −µ,−ν n , n ≥ 0. We first introduce some notation about weighted Sobolev spaces. Let ω(x) > 0 be a weight function; then the weighted Sobolev space is defined by
with norm
ω (Λ) and u = u ω if ω(x) = 1. Furthermore, we define the nonuniform Jacobi weighted space involving general two-sided fractional derivatives as follows: For a given p, 1 < α < 2, 0 < µ, ν < α, l = −1, 0, 1, . . . , m, m ∈ N, and µ, ν satisfying (39), we denote
Let P N be the set of polynomials of degree at most N . For α > 0, α / ∈ N, and any real number µ, ν, define the finite dimensional fractional-polynomial space
We now show the completeness of {J
n (x)} n≥0 are mutually orthogonal and complete in L 2 ω µ,ν (Λ), so we can uniquely expand
Multiplying both sides of (58) by (1 − x)
, owing to the orthogonality of (34),
n , and the Parseval identity holds: 
By definition, we have
Lemma 3.7. For a given p, 0 ≤ p ≤ 1 and 1 < α < 2, if 0 < µ, ν < α and µ, ν satisfying (39), then for l = −1, 0, 1, . . . , we have
Moreover,
and P N = span{P µ,ν n : 0 ≤ n ≤ N }, by (9), (16) , and (44), we can derive (63). Then, (64) can be derived directly from (46) and (59).
We can show now the approximation results for the projection errors. In the sequel, we use c to be a generic constant.
Theorem 3.8. Assume 1 < α < 2 and let u ∈ B m α with m ∈ N. Then for a given p, 0 ≤ p ≤ 1, if 0 < µ, ν < α, and µ, ν satisfying (39), we have that, for
In particular, if m is fixed, then
The proof is given in section A.2. Downloaded 03/19/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Petrov-Galerkin approximation for two-sided FDEs. In this section, we consider the application of {J −µ,−ν n } n≥0 to solve the two-sided FDE (1). For 1 < α < 2 and a given p, 0 ≤ p ≤ 1, let µ, ν satisfy (39) and 0 < µ, ν < α. Using the notation (22), we can rewrite problem (1) as
Also, we assume that the solution u(x) of (69) takes the form
Obviously, u(x) satisfies the boundary conditions; then by (44), we have
Substituting the above equation and (70) into (69), thanks to the orthogonality of P ν,µ n (x), we therefore have
The expansion (71) is unique and it follows from the uniqueness of the expansion of f .
Petrov-Galerkin approximation.
The Petrov-Galerkin spectral method for (69) is as follows:
The solution to this discrete problem can be readily obtained as follows. Setting
and plugging the above equation and (70) in (73), using (44) and the orthogonality of {P
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ω ν+j,µ+j (Λ) for 0 ≤ j ≤ m, let u and u N be the solutions of (69) and (73), respectively; then we have
Proof. It is clear from (75) that u N = Π −µ,−ν N u. Hence, by (66), we have
, we conclude (76). On the other hand, it can be derived from (73) that D We next consider a weaker Petrov-Galerkin spectral method to (69). We begin by introducing two nonuniform Sobolev spaces, which will be specified as trial and test spaces:
respectively. For any function u ∈ X, we can obtain the expansion of u(x) in (59), and we can see that the function in space X satisfies the homogeneous boundary conditions. For v ∈ Y , by the orthogonality (34), we can expand v(x) as
The Parseval identity also holds:
By (80) and the integer derivative of general Jacobi functions, i.e., (38), we have (n + 1)Γ(n + ν + 1)Γ(n + µ + 1) (2n + α + 1)n!Γ(n + α + 1) .
By integration by parts, we can obtain the weak form of (69), which is as follows:
Recall that
Then, the Petrov-Galerkin approximation to (85) is as follows:
Letting k = 1 in (42) and (38), we can derive that the stiffness matrix S := {s ij } N i,j=0
of the Petrov-Galerkin method (86) is a diagonal matrix, and the diagonal elements are (87)
Before we show the well-posedness of the problems (85) and (86), let us first prove the equivalence of the following norms.
Lemma 4.2. Let X, Y be the spaces defend in (78). Then we have
where (89)
The proof is given in section A.3. Now we can state the well-posedness of the weak forms (85) and (86).
, the weak problem (85) admits a unique solution u ∈ X; also the Petrov-Galerkin approximation (86) admits a unique solution
The proof is given in section A.4. Since we have the well-posedness of problems (85) and (86), we can present the error estimates. 
where c is a constant independent of u, N , and m.
Proof. By using the proof of Theorem 4.3, and following a standard argument, we can get
where η is the inf-sup constant in (117). Take ψ = π −µ,−ν N u in (92), where π −µ,−ν N is the orthogonal projection which is defined by (61). Therefore, by Theorem 3.8 and Lemma 4.2, we arrive at
We can obtain the estimate (91) from original equation (69):
4.3. Numerical tests. In this subsection we present several numerical examples to illustrate our Petrov-Galerkin method. Let us first validate the theoretical results. The next two examples study the convergence rate for smooth RHS function f (x) and smooth solution u(x), respectively. In section 5, we consider other extensions of our algorithm, which are not covered by the theory. 
; then by a direct computation, we have u ∈ B m α with m < 5 − 2α + min{µ, ν}. The results for α = 1.2, 1.8 are shown in Figure 4 in log-log scale. The values of µ, ν satisfy (39), and hence µ ≈ 0.2580, ν ≈ 0.9420 for α = 1.2; µ ≈ 0.8387, ν ≈ 0.9613 for α = 1.8. We observe that the errors converge algebraically as expected and the convergence rates coincide with our estimates (77) and (90).
In the next example we compare the numerical results between our PetrovGalerkin spectral method and the spectral collocation method with tunable accuracy developed in [24] . The spectral collocation method developed in [24] adopted the weighted Jacobi polynomial P parameters, which are used to match the underlying singularities, as a basis function to approximate the solutions of FDEs. In the next example and Example 5.2, the parameters of the collocation method are set to beμ = µ − 1,ν = ν − 1, a = µ, b = ν with µ, ν satisfying (39).
Example 4.7. Comparison between Petrov-Galerkin and collocation spectral method. Letting p = 1, we take f (x) = cos(πx). The numerical solution with N = 50 is set to be the reference solution.
The L ∞ -norm of the errors for different values of fractional order α = 1.2, 1.8 are shown in Figure 5 . We observe that both the Petrov-Galerkin method and the collocation method have spectral convergence. However, the Petrov-Galerkin method is more accurate than the collocation method. Moreover, the stiffness matrix of the Petrov-spectral-Galerkin method is diagonal, while the stiffness matrix of the spectral collocation method is dense, which means that the Petrov-Galerkin method is much more efficient than the spectral collocation method. We also present the condition numbers of the resulted systems of the Petrov-spectral-Galerkin method and the spectral collocation method. Actually, it can be checked from (87) and (52) that the condition number of the Petrov-Galerkin method, denoted by C P G , grows like
).
The results for α = 1.2, 1.8 are shown in Figure 6 in log-log scale. We can see that the condition number of the collocation method grows much faster than that of the Petrov-Galerkin method.
Extensions.
In this section, we will discuss the numerical approximation of two extended FDEs; the first one is the two-sided FDE with linear reaction term, and the second one is the two-sided FDE with inhomogeneous Dirichlet boundary conditions. These two cases are not covered by our theory, and hence we only present numerical results for these two problems.
5.1. Two-sided FDEs with linear reaction term. We consider the two-sided FDE with a linear reaction term as follows: where ρ ≥ 0. We now apply the Petrov-Galerkin approximation to the above problem with the two-sided Jacobi polyfractonomials J µ,ν k , k ≥ 0, as basis functions. The weak formulation of (96) is as follows: find u ∈ X, such that
The corresponding Petrov-Galerkin spectral method is as follows: find u N ∈F
Recall that u N (x) = 
is the mass matrix with elements
i (x)) ω α,α , which can be calculated by the Gauss Jacobi quadrature, S is the stiffness matrix, and it is a diagonal matrix with diagonal elements given by (87).
In the next example, we investigate the influence of the value of ρ on the numerical solutions, in particular, the convergence behavior of (96) for a given smooth RHS function f (x).
Example 5.1. Take f (x) = 1 + cos(πx). The numerical solution with N = 400 is set to be the reference solution.
Let e = u − u N ; the errors in different norms of the numerical solutions, i.e., e ω −µ,−ν and e X , are given in Tables 1 and 2 respectively. We observe that the errors decay algebraically for all values of ρ except ρ = 0, in which case the error decays exponentially, and for small value of ρ (ρ ≤ 1), these errors are (almost) proportional to the value of ρ. One explanation for this is that once the linear reaction term is presented, the solution is no longer "smooth" in the sense of the Sobolev space B m α , and it contains a "singular" term whose coefficient is proportional to the value of ρ. Now let us compare the numerical results of the Petrov-Galerkin spectral method and the spectral collocation method develop in [24] Table 1 e ω −µ,−ν , α = 1.2, p = 0.2, µ, ν satisfying (39), µ ≈ 0.2580, ν ≈ 0.9420, f (x) = 1 + cos(πx). N ρ = 0 ρ = 0.01 ρ = 0.1 ρ = 1 ρ = 10 40 2.332e-16 7.140e-09 6.775e-08 4.448e-07 9.076e-07 50 2.030e-16 3.247e-09 3.081e-08 2.023e-07 4.131e-07 60 1.908e-16 1.699e-09 1.612e-08 1.058e-07 2.162e-07 70 1.840e-16 9.797e-10 9.296e-09 6.104e-08 1.247e-07 80 1.780e-16 6.073e-10 5.763e-09 3.784e-08 7.732e-08 Table 2 e X , α = 1.2, p = 0.2, µ, ν satisfying (39), µ ≈ 0.2580, ν ≈ 0.9420, f (x) = 1 + cos(πx). Example 5.2. Let p = 1, ρ = 1, and take f (x) = 1 + cos(πx). The numerical solution with N = 300 is set to be the reference solution.
The L ∞ -norm of the errors for different values of fractional order α = 1.2, 1.8 are shown in Figure 7 . We observe that the Petrov-Galerkin method is more accurate than the collocation method.
5.2. Two-sided FDEs with inhomogeneous boundary conditions. Finally, we consider the following two-sided FDE with inhomogeneous boundary conditions:
where c 1 , c 2 are two constants satisfying c • The first test is for a given smooth RHS f (x) = 1 + cos(πx); in this case, we use the numerical solution with N = 400 to be the reference solution.
• The second test is based on the assumption that we have a smooth exact solution u(
The left plot of Figure 8 shows the convergence of e ω −µ,ν and D α−1 p e ω ν−1,µ−1 for f (x) = 1 + cos(πx), while the right plot is for u(x) = (1 + x) 2 /2. Observe that the errors decay algebraically, and the convergence rates of the errors for smooth u(x) are better than that for smooth f (x), which is different from the homogeneous problem. Moreover, the convergence rates for the smooth f (x) are extremely low. The reason is that the actual problem solved is the problem (100) forũ; then by Theorems 4.1 and 4.4, we see that the convergence does not depend on the regularity of f or u but depends on the regularity off orũ, and the term D α pū (x) induces the low regularity off . On the other hand, for the u(x) = (1 + x) 2 /2, by direct computation, we havẽ u(x) = −(1 − x 2 )/2, andũ(x) ∈ B m α with m < 3 − 2α + min{µ, ν}. 6. Conclusion. Efficient and highly accurate spectral approximations of twosided FDEs is an open problem in the numerical solution of FDEs. We proposed in this paper a Petrov-Galerkin approximation using a class of two-sided Jacobi polyfractonomials as basis functions that match the singularity of the underlying solution of a general two-sided FDE without the need of knowing explicitly the type of singularity. Special cases of our method reduce to one-sided and Riesz formulations published in previous works.
We established a new spectral relation between the two-sided Jacobi polyfractonomials and two-sided fractional integral, and subsequently we derived optimal approximation results in properly weighted Sobolev spaces for the two-sided derivative. We then formulated Petrov-Galerkin spectral approximations for general two-sided FDEs and obtained the error estimates that yield the exponentially convergence even for a Downloaded 03/19/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php nonsmooth solution as long as the forcing term is smooth. We also compared our results with results from the spectral collocation method with tunable accuracy developed in [24] . We showed that the new Petrov-Galerkin spectral method is more accurate than the collocation method and has complexity O(N ) instead of O(N 3 ). We also investigated the performance of the Petrov-Galerkin method for general twoside FDEs with an additional reaction term and also with inhomogeneous boundary conditions. In these cases, the effective forcing term can be strongly singular, leading to algebraic decay of the error. To tackle these problems, we are developing adaptive h-p spectral element methods and we will report our results in future publications; some h-adaptivity results have been presented in [26] but for linear elements. A more interesting problem is two-sided fractional equations with variable coefficients. An immediate application for this kind of problem is that when solving the variable coefficients problem using a precondition iterative method, we can take a (related) constant coefficients problem as a preconditioner which can be solved efficiently by using the algorithm in this paper. However, an issue for the variable coefficients problem is that it is not clear what's the regularity, in particular, the leading singular term, of the solution of the variable coefficients problem. One possibility is as follows: Suppose the normalized coefficients are p(x), 0 ≤ p(x) ≤ 1, and q(x) = 1 − p(x) which are smooth enough for left and right fractional derivatives respectively, i.e., the problem is 
Then, by (24) and (25), we get 
By Euler's reflection formula (28), we have Γ(−ν − n) Γ(−α − n) = Γ(1 + α + n) sin(π(1 + α + n)) Γ(1 + ν + n) sin(π(1 + ν + n)) = Γ(1 + α + n) sin(πα) Γ(1 + ν + n) sin(πν) .
Given the above equation and thanks to
n + 2 j = Γ(n + 3) Γ(n − j + 3)Γ(j + 1) , 
