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Abstract
We study the elastic deformations that appear due to tidal and cen-
trifugal forces acting on an elastic sphere in helical motion in a spherically
symmetric gravitational field, where gravity is considered to be given by
either a Newtonian or a Schwarzschild background. We review an exis-
tence/uniqueness theorem based on the implicit function theorem for the
nonrelativistic case and give explicit solutions to the linearized elastostatic
equations in both cases.
1 Introduction
In this paper, we consider a sphere composed of homogeneous and isotropic
elastic material in helical motion around a fixed gravitational centre (an elastic
planet, so to speak, which, like the moon, turns the same side to the gravitational
center). Gravity is considered as a given background, described either by a
Newtonian potential or the Schwarzschild solution of general relativity. The
elastic sphere is therefore exposed to a combination of tidal and centrifugal
forces, both of which cause elastic deformations. Due to the helical nature of
the motion it is possible to go to the co-rotating coordinate system, in which
we face only an elastostatic problem.
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The organisation of this paper is as follows: in the sections 2-4 we briefly
review the general theory of relativistic elastodynamics, relativistic elastostat-
ics and nonrelativistic elastostatics, viewed under one general framework. To
get reasonable boundary conditions, in elastostatics it turns out it is preferable
to use the material picture. In section 5, we consider the general principles of
existence/uniqueness proofs based on the implicit function theorem in elasto-
statics, as used by Beig and Schmidt in [4], [5], [6]. After having considered
the linearization of the elastostatic equations in section 5, we review, in section
6, the existence proof given in [5] for the elastic sphere on a circular orbit in a
Newtonian gravitational field in a version adapted to our purposes. In section
7, we then give the explicit solution for the linearized elastostatic equations
in this situation, making use of an ansatz from Papkovich and Neuber ([13],
[12], also see [10] and the references therein). In section 8, we also consider the
linearized elastostatic equations for the relativistic case and give the solution.
A existence/uniqueness proof similar to the nonrelativistic one is presumably
possible, but some details still need to be worked out yet. This will be part of
a future publication.
2 Relativistic Elastodynamics
We start from full relativistic elastodynamics, as laid down in [3], [16] or [2].
The fields of the theory are mappings
f : (M, gµν)→ (B, VABC) (1)
from the spacetime M, equipped with the spacetime metric gµν (assumed to
have signature (−,+,+,+)), to the body manifold B. It can be thought of
as the abstract collection of points (”atoms”) the elastic material in question
is composed of. Generally, B is a open, connected and bounded subset of R3
with smooth boundary ∂B, and equipped with a volume form VABC . Its single
componend will be denoted V (X) = V123(X) > 0. We will use coordinates X
A
on the body manifold B and xµ on the spacetime M.
The mapping fA(xµ), which is also called configuration, is required to uniquely
define a future-pointing, timelike, normalized (uµuνgµν = −1) 4-velocity vector
uµ defined by
fA,µu
µ = 0 (2)
i.e. the inverse of a point XA ∈ B is a timelike curve in M, the trajectory
of that point. We further require fA(xµ) to be orientation-preserving, which
allows us to define a positive particle number density n by
fA,µ(x
σ)fB,ν(x
σ)fC,ρ(x
σ)VABC(f
D(xσ)) = nµνλρ(x
σ)uρ (3)
Using the configuration mappings fA(xµ) from M to B to describe elastic
materials is called spatial or Eulerian picture. This is the more natural way to
go in relativistic elastodynamics. It is also possible to use mappings φi(XA) :
B → M, called deformations, which are in a certain sense inverse to the fAs.
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This is called material or Lagrangian picture, which is more commonly used
in non-relativistic elasticity theory, but in full relativistic elasticity theory, the
spatial picture is much more natural. We will later on introduce and use the
material picture when dealing with elastostatic situations, though.
From the configuration gradient fA,µ, we can now define the strain tensor
HAB(xλ) = fA,µ(x
λ)fB,ν(x
λ)gµν(xλ) (4)
By definition, it is symmetric and positive definite, so it also has an inverse
HAB .
An elastic material is specified by giving an stored-energy function
w = w(fA, fA,µ, x
µ) (5)
which describes the elastic potential energy per particle. We assume w to be
covariant under spatial diffeomorphisms (the so-called ”principle of material
frame indifference“), which implies that w depends on the configuration gradient
fA,µ and x
µ just via the strain tensor (see e.g. [3]):
w = w(HAB , fC) (6)
From differentiating w, we can define the second Piola-Kirchhoff stress tensor
σAB = −2 ∂w
∂HAB
(7)
the first Piola-Kirchhoff stress tensor
σµ
A = fB,µσBCH
CA (8)
and the Cauchy stress tensor
σµν = n f
A
,µf
B
,νσAB = −2n ∂w
∂gµν
(9)
The equations of motion for the fields fA are then given as the Euler-Lagrange
equations of the action
S =
∫
M
n (HAB , fC)
√−det gµν d4x (10)
where  is the relativistic total energy density given by rest energy plus stored
energy function:
(HAB , fC) = c2 + w(HAB , fC) (11)
3 Relativistic Elastostatics
3.1 Material picture
We now want to consider time-independant situations in a way similar to [4].
For this, we suppose that we have an everywhere timelike Killing vector field
ξµ, and that the velocity vector field uµ is proportional to it, so that we have
LξfA = ξµfA,µ = 0 (12)
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We further suppose that the spacetime M can be written as product of space
and time
M = R×N (13)
where the space manifold N is the quotient of M by the isometry group gen-
erated by ξµ. The metric hij on N is in a suitable coordinate system (t, x
i) on
R×N given by
hij = gij − g0ig0j/g00 (14)
whereas the inverse metric hij is just equal to the spatial part of the inverse
metric of M:
hij = gij (15)
This is why we immediately get for the strain tensor
HAB = fA,µf
B
,νg
µν = fA,if
B
,jh
ij (16)
The particle number density n is now determined via the metric epsilon tensor
ijk on N belonging to hij via
fA,i(x
l)fB,j(x
l)fC,k(x
l)VABC(f
D(xl)) = nijk(x
l) (17)
which is equivalent to
n2 = det
VABC
(HDE) =
V 2
(
det fA,k
)2
dethij
(18)
To adapt the action (10) to the elastostatic setting, we need to split
√−det gµν .
To do so, we use the cofactor formula for the inverse matrix, applied to calculate
g00 from g
µν , which gives
g00 =
1
det gµν
dethij (19)
so the action principle (10) can be rewritten as
S =
∫
R×N
n (HAB , fC)
√−g00
√
dethij d
3x dt (20)
we rewrite g00 further as
− g00 = c2e2U/c2 (21)
we insert this in (20), divide by c and leave the integration over t away to get
the reduced action
S =
∫
N
n (HAB , fC)eU/c
2√
dethij d
3x (22)
By varying this action principle, we get the Euler-Lagrange equations
e−
U
c2Dj
(
e
U
c2 σi
j
)
− n
(
1 +
w
c2
)
DiU = 0 (23)
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where Dj is the metric covariant derivative of hij , together with the boundary
conditions of vanishing surface traction:
σi
jnj
∣∣
f−1(∂B) = 0 (24)
with nj being a co-normal vector to the boundary. Here an awkward feature of
the spatial picture shows up: the inverse of fA appears in the description of the
boundary. This difficulty can be avoided by switching to the material picture,
which we are now going to introduce.
3.2 Material picture
In the material or Lagrangian representation of elasticitiy theory,
φ : N → B (25)
In the elastostatic setting, the φi are just the inverse of fA:
φi(fA(xj)) = xi, fA(φi(XB)) = XA (26)
The map φi(XA) is called deformation. From its gradient, we can define another
form of the strain tensor:
HAB(X
C) = φi,A (X
C)φj ,B (X
C)hij(φ(X
C)) (27)
It is the inverse to HAB and as such, contains the same information.
The first Piola-Kirchhoff stress tensor already introduced in equation (8)
has a particularly simple form in the material picture:
σi
A = fB ,i σBCH
CA =
∂w
∂φiA
(28)
It will also appear in the elastostatic equations and the boundary conditions.
To get them, we have to transform the action principle (22) to the form
S =
∫
B
(HAB , XC)eU/c
2
V d3X (29)
From the variation of (29), we get the elastostatic equation in the material
picture:
e−U/c
2∇A
(
eU/c
2
σi
A
)
−
(
1 +
w
c2
)
∂iU = 0 (30)
where ∇A is the so-called material derivative given by
∇AσiA = 1
V
∂A
(
V σi
A
)− ΓkijσkAφi,A (31)
The Γkij denote the Christoffel symbols of the metric hij , evaluated at φ
m(XB).
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The elastostatic equations in the material picture (30) are accompanied by
the following boundary conditions:
σi
AnA
∣∣
∂B = 0 (32)
where nA is a conormal vector to ∂B. As already noted, the structure of this
boundary conditions is much nicer than in the spatial picture (equation (24)),
because the boundary is fixed and does not depend on the fields.
4 Nonrelativistic Elastostatics
The equations governing nonrelativistic elastostatic can be retrieved as limit
for 1c → 0, which can be applied directly to the action principle (29) using the
decomposition (11) and
eU/c
2
= 1 +
U
c2
+O
(
1
c4
)
(33)
if one neglects a constant ”Null Lagrangian“ proportional to c2, which goes
to infinity in the nonrelatvistic limit, but doesn’t contribute to the resulting
Euler-Lagrange equations to get
S =
∫
B
(
w(HAB , XC) + U(φi(XC))
)
V d3X (34)
From varying this action, we get the nonrelativistic elastostatic equations
∇AσiA − ∂iU = 0 (35)
again together with the boundary conditions
σi
AnA
∣∣
∂B = 0 (36)
Alternatively, those could also have been retrieved by applying the limit 1c → 0
directly to (30), (32).
5 Existence/Uniqueness Proof
5.1 Reference State
For the purpose of finding existence/uniqueness results, we assume that there is
a stress-free reference state φ¯i (all quantities referring to this reference configura-
tion will be denoted with a bar). We will later use the implicit function theorem
for finding solutions near the reference state. Stressfreeness (i.e. σ¯i
A = 0) is
equivalent to (because of equation (8)):
∂w(HCD, XE)
∂HAB
∣∣∣∣
φ=φ¯
= 0 (37)
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We can always choose coordinate systems so that the reference deformation
map is just the identity map on B, i.e. we identify B with the subset of space
N occupied by the elastic body in the reference state:
φ¯i(XA) = δiAX
A (38)
In such a coordinate system, HAB = δAB can be considered as metric on B.
We further assume that the material has a constant density ρ0 in the reference
state, which is equivalent to the volume form on B being the metric one and its
component V (X) = const.
5.2 Operator formulation
We can write equation (35) in the form
Ei[φ
j ] + Fi[φ
j ] = 0 (39)
where the elasticity operator Ei[φ
j ] is defined by
Ei[φ
j ] = ∇AσiA (40)
It is quasi-linear, as can be easily calculated from formula (28):
∂Aσi
A =
(
4HAEHBF fC,if
D
,jLCEDF − fC,iHABHCDσjD−
−fB,iσjA − fB,jσiA
) (
φj ,AB
)
+ l.o.
(41)
where the elasticity tensor LABCD is given by
LABCD =
∂2w
∂HAB∂HCD
(42)
For its value in the reference state, we require the uniform pointwise stability
condition
L¯ABCDM
ABMCD > 0 ∀MAB = M (AB) 6= 0 (43)
In case of homogeneous and isotropic materials, the elasticity tensor can be
expressed using the Lame´ constants λ and µ and the density ρ0 of the material
in the reference state:
L¯ABCD =
1
4ρ0
(λδABδCD + µ (δACδBD + δADδBC)) (44)
For the Lame´ constant, the condition (43) is equivalent to
3λ+ 2µ > 0, µ > 0 (45)
The force term in equation (39) is just given as Nemitskii or composition
operator :
Fi[φ
j ](XA) = (Ki ◦ φ)(XA) (46)
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where Ki = −∂iU , as usual. It is also called ”load“ in the context of elastostat-
ics.
It will turn out to be convenient to extend equation (39) in order to contain
the boundary conditions as well. We thus introduce operators E,F : C → L,
which assign tuples (bi, σi) ∈ L to deformation maps φi ∈ C, where bi is a
volume force definded on B and σi is a surface force defined on ∂B.
In order for the operators E and F to be well-defined and C1, we assume
the spaces C and L to be the Sobolev spaces standard in elasticity theory (see
[14], [7]): for C we use a neighbourhood of the reference configuration φ¯i in
W 2,p(B,R3) with p > 3, which we assume to be small enough so that every
φi ∈ C has an C1-inverse. For L, which is also called load space, we use
L = W 0,p(B,R3)×W 1−1/p,p(∂B,R3) (47)
Thus, we now have to solve the equation
E[φj ] + tF [φj ] = 0 (48)
where E and F are given by
E[φ](XB) = ((∇AσiA)(XB), (σiAnA)(XB)|∂B) (49)
and
F [φ](XB) = ((Ki ◦ φ)(XB), 0) (50)
the second component is just 0, because we always use the boundary condition
of vanishing surface traction (equation (32)). It is well known that such an
composition operator is C1 if the vector field Ki is (see [14]). The variable t
will become our linearization parameter.
An important property of the operator E is that it does not have full range:
if a load (bi, σi) ∈ E(C), it has to satisfy the equilibrium conditions for the six
Euclidean Killing vectors ξi∫
B
(ξ ◦ φ)(X)bi(X)dV (X) +
∫
∂B
(ξ ◦ φ)(X)σi(X)dS(X) = 0 (51)
This is most conveniently seen in the spatial picture by using the symmetry of
σij , the Killing equation for ξi and Stokes’ theorem. The intuitive meaning of
this is that the total force and total torque on B have to vanish, otherwise the
body would be set into motion, and no static solutions would exist.
Finally let us review some well-known facts about the linearization δE at
φi = φ¯i (see [14]): it is a Fredholm operator with a kernel given by elements of
the form
δφi(XA) = (ξi ◦ φ¯)(XA) (52)
where ξi runs through the six Euclidean Killing vectors. Also the image of
δE has co-dimension six, and is given by the subspace of L that satisfies the
equilibrium conditions (51) for φ = φ¯.
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We now want to invoke the implicit function theorem to prove existence and
uniqueness of solutions of (48). This is possible, because we have already seen
that both operators E and F are C1 in the appropriate sense. We are thus
considering one-parametric families φit of solutions (t being the parameter) with
φi0 = φ¯
i. As a first step, we note that we obviously have E[φ¯i] = 0 because
of the stressfreeness of the reference configuration. But unfortunately, since
the linearization of the operator E at φ¯i has a non-trivial kernel and range,
we cannot apply the implicit function theorem directly. We circumvent this
difficulty by a two-step procedure:
The first step is to restrict C and L to C˜ and L˜ so that the linearization of
E becomes an isomorphism. To deal with the non-trivial range of E, we define
L˜ := E(L) and choose a fixed 6-dimensional complement S6 of it, i.e.
L = E(L)⊕ S6 (53)
This defines a unique projection operator P from L to L˜ along S6:
P : L˜⊕ S6 → L˜ (54)
We now apply P to equation (48)
P ◦ E[φj ] + P ◦ F [φj ] = 0 (55)
The linearization of (P ◦ E) [φj ] is just (P ◦ δE) [δφj ], which is onto L˜ by defini-
tion.
To solve the problem of the non-trivial kernel, we consider solutions of the
form
φit(X
A) = ξit + φ˜
i
t(X
A) (56)
where ξit is an arbitrary element from the kernel of E and φ˜
i is from a comple-
ment of the kernel of E that contains φ¯i, which we will denote C˜.
With this restriction, P ◦ δE is now an isomorphism from C˜ to L˜ for each ξit
hold fixed, and we can apply the implicit function theorem to obtain a unique
solution for φ˜i(XA).
As second step, it remains to show that it is possible to find ξit so that the
equilibrium conditions (51) are satisfied. In other words, one needs to check
that the full equations (48) rather than just the projected ones (55) are valid
by a suitable choice of ξit. This can then be done using the finite-dimensional
implicit function theorem. For details, we refer to the concrete example below.
6 Linearization
The perturbation of φi is defined as
δφi =
dφit
dt
∣∣∣∣
t=0
(57)
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From perturbing (16) we get the expression
δHAB = δfA,if
B
,jh
ij + fA,iδf
B
,jh
ij = −2δAi δBj δφ(i,j) (58)
The perturbation for the first Piola-Kirchhoff stress tensor can be calculated
from (28):
δσi
A = −2H¯AB f¯C,iL¯BCDEδHDE (59)
Here, it was used that the reference configuration is stress-free by assumption;
otherwise, additional terms would appear in (59), which would make our treat-
ment much more complicated.
Using this, the definition of L¯ABCD (equation (44)) and our assumption on
the coordinate system (φ¯i,A = δ
i
A), we get
δσiA =
1
ρ0
(
λδiA∂jδφ
j + µ (δφi,A + δφA,i)
)
(60)
which leads to the standard expression of the linearized elasticity operator
∂Aδσi
A =
1
ρ0
(
(λ+ µ)∂i∂jδφ
j + µ∆δφi
)
(61)
In order to get correct physical dimensions, we define the displacement vector
as
ui(xj) = tδφ˜i(f¯A(xj)) (62)
We have thus arrived at the standard equation of linearized elastostatics:
µui,jj + (λ+ µ)uk,ki + tρ0Ki = 0 (63)
subject to the boundary conditions
δσi
AnA|∂B = 0 (64)
7 Circular orbits in Newtonian Gravity
We now consider a spherical elastic body with radius a on a circular orbit around
a fixed center with mass M in the distance L in the case of Newtonian gravity.
The force density is given by Ki = −∂iU with
U = −
(
ω2(x− (x,m)m)2
2
+
GM
r
)
(65)
where m is a unit vector orthogonal to the orbit plane and n is the unit vector
connecting the body to the force center, and ω is the angular frequency. Ob-
viously, the force field Ki vanishes on a circle given by r = L if L satisfies the
relation
ω2L =
GM
L2
(66)
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On this orbit, we can write the potential as
U = −ω2
(
(x− (x,m)m)2
2
+
L3
r
)
(67)
We will use ω2 = GML3 as our linearization parameter t.
The whole threatment of this problem can be simplified by utilizing the
mirror symmetry along the planes orthogonal to n and n ×m. In a cartesian
coordinate system with the axes (−n,n×m,m), this means:
φ1(X1, X2, X3) = φ1(X1,−X2, X3) = φ1(X1, X2,−X3)
φ2(X1, X2, X3) = −φ2(X1,−X2, X3) = φ2(X1, X2,−X3)
φ3(X1, X2, X3) = φ3(X1,−X2, X3) = −φ3(X1, X2,−X3)
(68)
We can restrict the spaces C and L of configurations and loads to those also
satisfying this conditions, and denote them Csym and Lsym). This is possible,
because Csym still contains the identity, which we use as φ¯
i. Because of the as-
sumption of homogeneity and isotropy, the operators E and F can be restricted
to go Csym → Lsym.
The only Killing vector that satisfies the conditions (68) is the translational
one ni (pointing from the body to the gravitational centre). This generates
the Kernel of E : Csym → Lsym, i.e. it is only one-dimensional. Also, the
equilibrium conditions (51) are all automatically satisfied except for ξi = ni,
i.e. also the co-range of E : Csym → Lsym only has dimension 1. We thus have
to consider just φi of the following form
φit(X
A) = C(t)ni + φ˜it(X
A) (69)
However, the first step of the proof from subsection 5.2 still remains valid in
analogous terms. We thus have existence and uniqueness for φ˜it(X
A). As second
step, it remains now to determine C(t) from the equilibrium condition
N (t, C(t)) =
∫
B
ni (Ki ◦ φ) (X)d3X (70)
with Ki being the force field, divided by the linearization constant:
Ki = ∂i
(
1
2
(
x2 − (x,m)2
)
+
L3
r
)
(71)
We again use the implicit function theorem; but this time, the finite-dimensional
one is sufficient. First we need to show that N(0, 0) = 0, i.e. that the force field
Ki is equilibrated at the reference state φ¯
i. To do so, we use that the integrand
in (70) is a harmonic function
∆
(
niKi(x)
)
= ni∆Ki(x) = 0 (72)
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We further use that B is a ball; we can thus invoke the mean value theorem for
harmonic functions (see e.g. [8]) to get
N(0, 0) =
∫
B
niKi(x)d
3x = |B| (niKi) (x0) = 0 (73)
where we have used that the center x0 of B, the force field Ki vanishes.
Now it remains to show that ∂N∂C (0, 0) 6= 0. From (70) we calculate (using
the decomposition (56))
∂N
∂C
(0, 0) =
∫
B
((
Kin
i
)
,j
nj
)
d3X (74)
Again, the integrand is a harmonic function, so the integral can be evaluated
using the mean value theorem for harmonic functions; an easy calculation shows
that
((
Kin
i
)
,j
nj
)
(x0) = 3, so we get
∂N
∂C
(0, 0) = 3|B| = 4pia3 (75)
which is non-vanishing, as required by the implicit function theorem. We have
thus shown existence and uniquenes of both C(t) and φ˜it(X
A), hence φit(X
A),
for small values of the parameter t = ω2.
8 Explicit solution
For convenience, we use the linearized strain tensor, which is given by
Hij = u(i,j) (76)
We will use spherical coordinates with normalized coordinate basis vectors; in
such a coordinate system, we get for the components of (76)
Hrr =
∂ur
∂r
Hθθ =
1
r
∂uθ
∂θ
+
ur
r
Hφφ =
1
r
(
cos θ
sin θ
uθ + ur +
1
sin θ
∂uφ
∂φ
)
Hrθ =
1
2
(
1
r
∂ur
∂θ
+ r
∂
∂r
(uθ
r
))
Hrφ =
1
2
(
∂uφ
∂r
− uφ
r
+
1
r sin θ
∂ur
∂φ
)
Hθφ =
1
2r
(
∂uφ
∂θ
− cos θ
sin θ
uφ +
1
sin θ
∂uθ
∂φ
)
trH = divu =
1
r2
∂
∂r
(
r2ur
)
+
1
r sin θ
∂
∂θ
(uθ sin θ) +
1
r sin θ
∂uφ
∂φ
(77)
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the linearized stress tensor δσiA is then connected to the strain tensor via the
generalized Hooke’s law for homogeneous and isotropic materials:
δσiA = 2µHijδ
j
A + λ trHδiA (78)
We now use the following strategy to solve the linearized elastostatic equations
with the force given by the potential (67): we first decompose the potential
in two parts in subsection 8.1, where both parts are axisymmetric, and one
being equivalent to the problem of a self-rotating sphere, already solved in [4].
Because of linearity, both parts can be threated independantly; we concern
ourself only with the yet unsolved part of the problem. Using the assumption of
axisymmetry, it is relatively easy to find a particular solution first (in subsection
8.2), that is, a solution to the inhomogeneous linearized elastostatic equations
which doesn’t necessarily also satisfy the boundary conditions yet. In a second
step (subsection 8.3), we then find, using again axisymmetry and the ansatz from
Papkovich and Neuber, the general solution to the homogeneous elastostatic
equations in terms of a Legendre polynomial series. ”General“ here means that
the homogeneous solution contains enough yet unspecified constants so it may
be matched to any boundary conditions. Then the particular solution and the
homogeneous solution are added and the constants specified by imposing the
zero-traction boundary condition.
8.1 Force decomposition
The potential (67) has the disadvantage of being not rotationally symmetric,
but it can be decomposed in two parts with that property by a simple coordinate
transformation: a shift of the coordinate origin to the center of the body at −Ln
(i.e. by y = x+ Ln). The centrifugal term in the potential then becomes
−1
2
(x− (x,m)m)2 = −1
2
(
x2 − (x,m)2) =
= −1
2
(
y2 − 2L(y,n) + L2 − (y,m)2) (79)
The term − 12
(
y2 − (y,m)2) is just the centrifugal potential caused by a rotation
of the body along an axis through its center; this problem has already been
solved (see [4], [9]). In the end, this solutions can be just added because of
the linearity of the linearized elastic equation. The constant term proportional
to L
2
2 can be neglected because it doesn’t contribute to the force density. The
remaining term
L(y,n) = LyP1(cos θ) (80)
is the part of the potential that is going to be used further on. It has the
advantage of being harmonic and symmetric under rotations along the n-axis.
Since we have y < L, we can expand the Newtonian potential in Legendre
polynomials:
− 1|y − Ln| = −
1
L
√
1− 2 yL cos θ + y
2
L2
= − 1
L
∞∑
n=0
( y
L
)n
Pn(cos θ) (81)
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Plugging (81) and (80) into (67), the n = 1 term cancels, and the constant
n = 0 term can again be neglected. Thus, the effective potential for which the
static elastic equation is to be solved becomes
U = −L2
( ∞∑
n=2
( y
L
)n
Pn(cos θ)
)
(82)
Further on, we are going to rename y to r again for simplicity.
8.2 Particular solution
We first search a particular solution (i.e. one that doesn’t necessarily fit the
boundary conditions) for the inhomogeneous elastic equation
uPi,jj +
λ+ µ
µ
uPk,ki = −
1
µ
Ki (83)
If we assume that the force is given by a potential (Ki = −∂iU), we can find a
particular solution by also introducing a potential for the displacement vector:
uPi =
1
µ∂iχ. By inserting this ansatz in (83), we get
λ+ 2µ
µ
∂i∆χ = ∂iU (84)
which can be integrated once to get
∆χ =
µ
λ+ 2µ
U (85)
In the case the potential U is a harmonic function, there can be found a solution
to this equation easily: we can write it as sum of harmonic polynomials:
U (r, θ, φ) =
∞∑
n=0
Un (86)
In the case of rotational symmetry along the z-axis, these are proportional to
the Legendre polynomials:
Un = Enr
nPn (cos θ) (87)
Since we have
∆r2Un = Un∆r
2 + r2∆Un + 4xi∂iUn = 2 (2n+ 3)Un (88)
we can write down a solution to equation (85) immediately
χ =
∞∑
n=0
En
2 (2n+ 3)
µ
λ+ 2µ
rn+2Pn (cos θ) (89)
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We thus get
uPr =
∞∑
n=0
En(n+ 2)
2 (2n+ 3)
1
λ+ 2µ
rn+1Pn (cos θ)
uPθ =
∞∑
n=0
En
2 (2n+ 3)
1
λ+ 2µ
rn+1(− sin θ)P ′n (cos θ)
uPφ = 0
(90)
and further (using the abbreviation kn =
1
λ+2µ
En
2(2n+3) and with the Legendre
polynomials and their derivatives always understood to be evaluated at cos θ)
for the strain tensor
HPrr =
∞∑
n=0
kn(n+ 1)(n+ 2)r
nPn
HPθθ =
∞∑
n=0
knr
n
(− cos θP ′n + sin2 θP ′′n + (n+ 2)Pn) =
=
∞∑
n=0
knr
n
(
cos θP ′n + (−n2 + 2)Pn
)
HPφφ =
∞∑
n=0
knr
n (− cos θP ′n + (n+ 2)Pn)
HPrθ =
∞∑
n=0
knr
n(n+ 1)(− sin θ)P ′n
trHP = divuP =
∞∑
n=0
2(2n+ 3)knr
nPn
(91)
The other components are zero. For the stress tensor we get
δσPrr = 2µ
∞∑
n=0
knr
nPn
(
(n+ 1)(n+ 2) +
λ
µ
(2n+ 3)
)
δσPθθ = 2µ
∞∑
n=0
knr
n
(
cos θP ′n + (−n2 + 2)Pn +
λ
µ
(2n+ 3)Pn
)
δσPφφ = 2µ
∞∑
n=0
knr
n
(
− cos θP ′n + (n+ 2)Pn +
λ
µ
(2n+ 3)Pn
)
δσPrθ = 2µ
∞∑
n=0
knr
n(n+ 1)(− sin θ)P ′n
(92)
For the potential (82), we have
E0 = E1 = 0 (93)
En = −ρω2L2−n (n ≥ 2) (94)
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8.3 Homogeneous solution
The homogeneous elastic equation
µuHi,jj + (λ+ µ)u
H
k,ki = 0 (95)
is solved by the ansatz from Papkovich and Neuber
uHi =
2 (λ+ 2µ)
λ+ µ
Bi − ∂i (xjBj +B0) (96)
where both Bi and B0 are assumed to be harmonic, i.e. they satisfy the Laplace
equation. In spherical coordinates (r, θ, φ) this becomes
uHr =
2 (λ+ 2µ)
λ+ µ
Br − ∂r (rBr +B0)
uHθ =
2 (λ+ 2µ)
λ+ µ
Bθ − 1
r
∂θ (rBr +B0)
uHφ =
2 (λ+ 2µ)
λ+ µ
Bφ
(97)
Because of the assumption of rotational symmetry along the z-axis, uHi and also
Bi have to be independant of φ. This is also why u
H
φ is just proportional to
Bφ. In cylindrical coordinates (ρ, φ, z) the components of Bi are more easy to
handle; the connection to the components in spherical coordinates is given by
Br = sin θBρ + cos θBz (98)
Bθ = cos θBρ − sin θBz (99)
Bφ = Bφ (100)
On the other hand, the connection between the components in cylindrical and
cartesian coordinates is given by
Bx = cosφBρ − sinφBφ (101)
By = sinφBρ + cosφBφ (102)
Bz = Bz (103)
or, in complex notation
Bx + iBy = (Bρ + iBφ) e
iφ (104)
The components of a harmonic vector are harmonic functions only in cartesian
coordinates, so Bz is a harmonic function, while Bρ and Bφ are not, but Bρe
iφ
and Bφe
iφ are, so they have to be proportional to the spherical harmonics
with m = 1, and so Bρ and Bφ are proportional to the associated Legendre
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polynomials with m = 1. Thus, they can be expressed by
Bρ =
∞∑
n=0
Anr
n(− sin θ)P ′n (cos θ) (105)
Bφ =
∞∑
n=0
C∗nr
n(− sin θ)P ′n (cos θ) (106)
Bz =
∞∑
n=0
A∗nr
nPn (cos θ) (107)
inserting (105) into (98) yields
Br =
∞∑
n=0
−AnrnP ′n(cos θ) sin2 θ +A∗nrnPn(cos θ) cos θ (108)
Bθ =
∞∑
n=0
−rnAnP ′n(cos θ) sin θ cos θ −A∗nrnPn(cos θ) sin θ (109)
using the relations (see e.g. [17])(
x2 − 1)P ′n(x) = nxPn(x)− nPn−1(x) (110)
xP ′n(x) = nPn(x) + P
′
n−1(x) (111)
this becomes
Br = A
∗
0 cos θ +
∞∑
n=1
rn (−AnnPn−1 + cos θPn (Ann+A∗n)) (112)
Bθ = −A∗0 sin θ +
∞∑
n=1
−rn sin θ (AnP ′n−1 + Pn (Ann+A∗n)) (113)
One of the four harmonic functions in this ansatz can be chosen arbitrarily, so
we can significantly simplify everything by setting
Ann+A
∗
n = 0 (114)
using this, performing an index-shift and renaming the An+1 back to An, we
get
Br =
∞∑
n=0
−An(n+ 1)rn+1Pn(cos θ) (115)
Bθ =
∞∑
n=0
−Anrn+1 sin θP ′n(cos θ) (116)
for the fourth harmonic function B0 we use
B0 =
∞∑
n=0
−BnrnPn(cos θ) (117)
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plugging all this into the ansatz (97), we get
uHr =
∞∑
n=0
(
An(n+ 1)
(
n− 2µ
λ+ µ
)
rn+1 +Bnnr
n−1
)
Pn(cos θ)
uHθ =
∞∑
n=0
(
An
(
n+
3λ+ 5µ
λ+ µ
)
rn+1 +Bnr
n−1
)
(− sin θ)P ′n(cos θ)
uHφ =
∞∑
n=0
Cnr
n(− sin θ)P ′n (cos θ)
(118)
this gives the strain tensor
HHrr =
∞∑
n=0
(
An(n+ 1)
2
(
n− 2µ
λ+ µ
)
rn +Bnn(n− 1)rn−2
)
Pn
HHθθ =
∞∑
n=0
(
−
(
An
(
n2 + n
2λ+ 4µ
λ+ µ
+
2µ
λ+ µ
)
(n+ 1) rn +Bnn
2rn−2
)
Pn
)
+
+
(
An
(
n+
3λ+ 5µ
λ+ µ
)
rn +Bnr
n−2
)
cos θP ′n
HHφφ =
∞∑
n=0
(
An(n+ 1)
(
n− 2µ
λ+ µ
)
rn +Bnnr
n−2
)
Pn+
+
(
An
(
n+
3λ+ 5µ
λ+ µ
)
rn +Bnr
n−2
)
(− cos θ)P ′n
HHrθ =
∞∑
n=0
(
An
(
n2 + 2n− µ
λ+ µ
)
rn +Bn(n− 1)rn−2
)
(− sin θ)P ′n
HHrφ =
1
2
∞∑
n=0
(
(n− 1)Cnrn−1
)
(− sin θ)P ′n
HHθφ =
∞∑
n=0
Cnr
n−1
(
cos θP ′n −
1
2
n(n+ 1)Pn
)
trHH = divuH =
∞∑
n=0
− 2µ
λ+ µ
An(2n+ 3)(n+ 1)r
nPn
(119)
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which in turn gives the stress tensor
δσHrr = 2µ
∞∑
n=0
(
An(n+ 1)
(
n2 − n− 3λ+ 2µ
λ+ µ
)
rn +Bnn(n− 1)rn−2
)
Pn
δσHθθ = 2µ
∞∑
n=0
(
−
(
An
(
n2 + 4n+
3λ+ 2µ
λ+ µ
)
(n+ 1) rn +Bnn
2rn−2
)
Pn
)
+
+
(
An
(
n+
3λ+ 5µ
λ+ µ
)
rn +Bnr
n−2
)
cos θP ′n
δσHφφ = 2µ
∞∑
n=0
(
An(n+ 1)
(
n
µ− λ
λ+ µ
− 3λ+ 2µ
λ+ µ
)
rn +Bnnr
n−2
)
Pn+
+
(
An
(
n+
3λ+ 5µ
λ+ µ
)
rn +Bnr
n−2
)
(− cos θ)P ′n
δσHrθ = 2µ
∞∑
n=0
(
An
(
n2 + 2n− µ
λ+ µ
)
rn +Bn(n− 1)rn−2
)
(− sin θ)P ′n
δσHrφ = µ
∞∑
n=0
(
(n− 1)Cnrn−1
)
(− sin θ)P ′n
δσHθφ = 2µ
∞∑
n=0
Cnr
n−1
(
cos θP ′n −
1
2
n(n+ 1)Pn
)
(120)
To get the overall solution, one has to add the particular solution (90) and
the homogeneous solution (118) and submit it to the boundary condition to
determine the constants An, Bn and Cn:
0 = δσHrr|r=a + δσPrr|r=a
0 = δσHrθ|r=a + δσPrθ|r=a
0 = δσHrφ|r=a
(121)
The equation for δσrφ becomes
(n− 1)Cn = 0 (122)
so the Cn for n 6= 0 vanish, while C1 is arbitrary. The corresponding displace-
ment
uφ = −C1r sin θ (123)
corresponds to rigid rotations along the z-axis and can therefore safely be ne-
glected.
The boundary conditions for δσrr and δσrθ become a linear 2× 2 system for
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the variables An and Bn(
n2 + 2n− µ
λ+ µ
)
anAn + (n− 1)an−2Bn = −knan(n+ 1) (124)
(n+ 1)
(
n2 − n− 3λ+ 2µ
λ+ µ
)
anAn + n(n− 1)an−2Bn = (125)
= −knan
(
(n+ 1)(n+ 2) +
λ
µ
(2n+ 3)
)
(126)
with the determinant
Dn = (n− 1)
(
2n(n− 1) + 3λ+ 2µ
λ+ µ
(2n+ 1)
)
a2n−2 (127)
Because of 3λ+2µλ+µ > 0, we have D0 < 0, D1 = 0 and Dn > 0 for n ≥ 2.
Because k0 = k1 = 0, this gives A0 = B0 = A1 = 0, while B1 is arbitrary. The
corresponding displacements
ur = B1 cos θ
uθ = −B1 sin θ
(128)
are rigid translations along the z-axis, lying in the kernel of the linearized elas-
ticity operator. Thus, the value of B1 has to be calculated from the equilibrium
conditions after the rest of the solution has been determined.
For n ≥ 2, we get the following unique solution for the system (124):
An =
1
Dn
kna
2n−2(n− 1)
(
2(n+ 1) +
λ
µ
(2n+ 3)
)
Bn = − 1
Dn
kna
2nλ+ 2µ
λ+ µ
n(2n+ 3)
(
(n+ 1) +
λ
µ
(n+ 2)
) (129)
combining everything gives the solution of the elastic equations
ur = s
∞∑
n=2
(
Fn
( r
L
)n+1
+Gn
a2
L2
( r
L
)n−1)
Pn(cos θ)
uθ = s
∞∑
n=2
(
Hn
( r
L
)n+1
+ In
a2
L2
( r
L
)n−1) dPn
dθ
(cos θ)
uφ = 0
(130)
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with
s =
ρω2L3
2 (λ+ µ)
=
ρGM
2 (λ+ µ)
Fn = −
n
(
n+ λµ (n+ 1)
)
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
Gn = nIn
Hn = −
n+ 2 + λµ (n+ 3)
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
In =
n
(
n+ 1 + λµ (n+ 2)
)
(n− 1)
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
)
(131)
It is noteworthy that the Lame´ constants only occur in ratios except in the scale
factor s.
The overall solution (130) has the strain tensor
Hrr =
s
L
∞∑
n=2
(
(n+ 1)Fn
( r
L
)n
+ (n− 1)Gn a
2
L2
( r
L
)n−2)
Pn(cos θ)
Hθθ =
s
L
∞∑
n=2
(
(Fn − n(n+ 1)Hn)
( r
L
)n
− n2In a
2
L2
( r
L
)n−2)
Pn(cos θ)+
+
(
Hn
( r
L
)n
+ In
a2
L2
( r
L
)n−2)
cos θP ′n(cos θ)
Hφφ =
s
L
∞∑
n=2
(
Fn
( r
L
)n
+Gn
a2
L2
( r
L
)n−2)
Pn(cos θ)+
+
(
Hn
( r
L
)n
+ In
a2
L2
( r
L
)n−2)
(− cos θ)P ′n(cos θ)
Hrθ =
s
L
∞∑
n=2
(
1
2
(Fn + nHn)
( r
L
)n
+ (n− 1)In a
2
L2
( r
L
)n−2)
(− sin θ)P ′n
trH =
s
L
∞∑
n=2
((n+ 3)Fn − n(n+ 1)Hn)
( r
L
)n
Pn(cos θ)
(132)
From that it is easy to check that the boundary conditions (121) are indeed
satisfied using the algebraic identities
Fn + nHn + 2(n− 1)In = 0 (133)
2µ ((n+ 1)Fn + (n− 1)Gn) + λ ((n+ 3)Fn − 3n(n+ 1)Hn) = 0 (134)
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Also the elastic equations can be checked:
(∆~u)r =
1
r2
∂
∂r
(
r2
∂ur
∂r
)
+
1
r2
∂2ur
∂θ2
+
1
r2
cos θ
sin θ
∂ur
∂θ
− 2ur
r2
− 2
r2 sin θ
∂(uθ sin θ)
∂θ
=
=
s
L2
∞∑
n=2
(2nFn + 2n(n+ 1)Hn)
( r
L
)n−1
Pn(cos θ)
(∆~u)θ =
1
r2
∂
∂r
(
r2
∂uθ
∂r
)
+
1
r2
∂2uθ
∂θ2
+
1
r2
cos θ
sin θ
∂uθ
∂θ
− uθ
r2 sin2 θ
+
2
r2
∂ur
∂θ
=
=
s
L2
∞∑
n=2
(2Fn + 2(n+ 1)Hn)
( r
L
)n−1 dPn
dθ
(cos θ)
(∆~u)φ = 0
(135)
(grad div ~u)r =
s
L2
∞∑
n=2
(
n(n+ 3)Fn − n2(n+ 1)Hn
) ( r
L
)n−1
Pn(cos θ)
(grad div ~u)θ =
s
L2
∞∑
n=2
((n+ 3)Fn − n(n+ 1)Hn)
( r
L
)n−1 dPn
dθ
(cos θ)
(grad div ~u)φ = 0
(136)
From the algebraic identity
µ (2Fn + 2(n+ 1)Hn) + (λ+ µ) ((n+ 3)Fn − n(n+ 1)Hn) = −2(λ+ µ) (137)
it then follows that the solution (130) indeed satisfies the elastic equations with
the potential (82).
8.4 Displacement
To complete our solution, we still have to calculate the displacement factor C(t)
of the Killing part of the solution (compare equation (69)). We do this in first
order in the linearization parameter t = ω2 as well, using the explicit formula
the implicit function theorem provides us with on the equilibrium condition
(70):
C ∼= dC
dt
∣∣∣∣
t=0
t = −
∂N
∂t (0, 0)ω
2
∂N
∂C (0, 0)
(138)
The denominator has already been calculated in equation (75). It remains to
compute
∂N
∂t
(0, 0)t =
∫
B
((
Kin
i
)
,j
uj
)
d3X (139)
with Ki being the force field, divided by the linearization constant:
Ki = ∂i
(
1
2
(
x2 − (x,m)2
)
+
L3
r
)
(140)
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The centrifugal term in
(
Kin
i
)
,j
is just proportional to nj = P1(cos θ)e
r
j +
P
(1)
1 (cos θ)e
θ
j , so it doesn’t contribute to the integral because of the orthogonality
conditions for the (associated) Legendre polynomials (see equation (148) below),
since the sums for uj only start with l = 2. So it remains to calculate the
contribution from
L3√|y|2 − 2L|y| cos θ + L2 = L2
∞∑
l=0
( |y|
L
)l
Pl(cos θ) (141)
From differentiating with resprect to yi, we get
∂i
L3√|y|2 − 2L|y| cos θ + L2 = L
∞∑
l=1
( |y|
L
)l−1 (
lPl(cos θ)e
r
i + (− sin θ)P ′l (cos θ)eθi
)
(142)
The translational Killing vector in direction of the gravitational center is
ξi = eiz = cos θe
i
r − sin θeiθ (143)
Inserting this in (142) yields
∂i
L3√|y|2 − 2L|y| cos θ + L2 ξi = L
∞∑
l=1
( r
L
)l−1 (
l cos θPl(cos θ) + sin
2 θP ′l (cos θ)
)
(144)
Now using the Legendre polynomial relation
(x2 − 1)P ′l (x) = lxPl(x)− lPl−1 (145)
this becomes (after an index-shift)
∂i
L3√|y|2 − 2L|y| cos θ + L2 ξi = L
∞∑
l=0
(l + 1)
( r
L
)l
Pl(cos θ) (146)
which becomes, after a further derivative
∂j
(
∂i
L3√|y|2 − 2L|y| cos θ + L2 ξi
)
uj =
∞∑
l=0
(
l(l + 1)
( r
L
)l−1
Pl(cos θ)ur+
+ (l + 1)
( r
L
)l−1 dPl
dθ
(cos θ)uθ
)
(147)
This can be easily integrated over B, using the following orthogonality conditions
for the (associated) Legendre polynomials (see [17])∫ 1
−1
Pl(x)Pn(x)dx =
2
2n+ 1
δln∫ 1
−1
P
(1)
l (x)P
(1)
n (x)dx =
2n(n+ 1)
2n+ 1
δln
(148)
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the integral (139) then becomes
∂N
∂t
(0, 0)t = 4pia3s
∞∑
n=2
( a
L
)2n n(n+ 1)
2n+ 1
(
Fn + (n+ 1)Hn
2n+ 3
+ In
)
(149)
Thus, for small values of the linearization parameter t = ω2, we get the
linear approximation
C ∼= dC
dt
∣∣∣∣
t=0
t = −
∂N
∂t (0, 0)ω
2
∂N
∂C (0, 0)
=
= −s
∞∑
n=2
( a
L
)2n n(n+ 1)
2n+ 1
(
Fn + (n+ 1)Hn
2n+ 3
+ In
) (150)
Using the formulas for Fn, Hn and In, it is easy to see that each summand in
(150) is positive, i.e. the overall minus sign makes C negative.
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Figure 1: A graphic display of the solution (130). The material used is steel (λ
= 108 GPa, µ = 78 GPa, ρ0 = 7860 kg/m
3). For the orbit velocity ωL = 9.3
km/s was used, and L = 3a. The gravitational centre is in the direction of the
top side of the picture.
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9 Relativistic case
We now want to consider an elastic sphere on a circular orbit in the Schwarz-
schild metric
gµνdx
µdxν = −
(
1− 2GM
c2r
)
c2dt2 +
(
1− 2GM
c2r
)−1
dr2 + r2
(
dθ2 + sin2 θdϕ2
)
(151)
We first recapitulate that these orbits (for point particles) can be found using
the following neat property: we assume ξµ to be a timelike Killing vector field,
i.e. it satisfies the Killing equation
∇µξν +∇νξµ = 0 (152)
Then a orbit γ of the flow of ξµ with the normalized tangent vector (4-velocity)
uµ =
ξµ√−ξλξρgλρ (153)
is geodesic, i.e. satisfies
uµ∇µuν = 0 (154)
if and only if the gradient of ξ2 vanishes everywhere on γ:
∇µ(ξλξρgλρ) = 2ξλ∇µξλ = 0 (155)
This can be easily seen by inserting (153) into (154) to get
ξµ√
−ξ2∇µ
ξν√
−ξ2 = −
1
2
1
(−ξ2)∇νξ
2 +
1
(−ξ2)2 ξ
µξλ∇µξλ (156)
and noting that the second term vanishes identically because of the Killing
equation (152).
We now apply this to the helical Killing vector (remember that constant
linear combinations of Killing vectors are Killing vectors themselves)
ξµ∂µ = ∂t + ω∂ϕ (157)
of the Schwarzschild metric (151). For its normal value, we get
ξλξρgλρ = −c2
(
1− 2GM
c2r
)
+ ω2r2 sin2 θ (158)
From forming the gradient of (158), we get the equations
−2GM
r2
+ 2ω2r sin2 θ = 0 (159)
2ω2r2 sin θ cos θ = ω2r2 sin 2θ = 0 (160)
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Equation (160) has the solutions θ = 0, θ = pi/2 and θ = pi, but equation
(159) can only be solved for θ = pi/2. We thus got the circular geodesics in the
equatorial plane with r = L = const, where ω, M and L have to satisfy the
same relation as in the Newtonian case:
ω2L =
GM
L2
(161)
In order for ξµ to be timelike, i.e. equation (158) to be negative, it is necessary
that L > 3GM/c2.
We now consider an elastic sphere moving on such an orbit. We do so by
changin to the co-rotating coordinate system. We do this by introducing co-
rotating coordinates:
ϕ′ = ϕ+ ωt (162)
Using this coordinate transformation (and renaming ϕ′ back to ϕ afterwards),
(151) becomes
gµνdx
µdxν =−
(
1− 2GM
c2r
− ω
2r2 sin2 θ
c2
)
c2dt2 +
(
1− 2GM
c2r
)−1
dr2+
+ 2ωr2 sin2 θdϕdt+ r2
(
dθ2 + sin2 θdϕ2
)
(163)
We introduce the potential term
e
2U
c2 = 1− 2GM
c2r
− ω
2r2 sin2 θ
c2
(164)
The metric hij on N , the quotient of the Schwarzschild spacetime M along the
helical Killing vector ξµ given by (157), is then given by (see [4])
hij = gij − g0ig0j/g00 (165)
With (163), we get
hijdx
idxj =
(
1− 2GM
c2r
)−1
dr2 + r2dθ2 +
(
r2 sin2 θ +
ω2
c2
r4 sin4 θe−
2U
c2
)
dϕ2
(166)
The elastostatic equations are
e−
U
c2∇A
(
e
U
c2 σi
A
)
−
(
1 +
w
c2
)
∂iU = 0 (167)
with
∇AσiA = V −1∂A
(
V σi
A
)− ΓkijσkAΦjA (168)
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The Christoffel symbols of the metric (166) become
Γrrr =
1
2
hrr,r/hrr = −ω
2L3
c2r2
(
1− 2ω
2L3
c2r
)−1
Γrθθ = −1
2
hθθ,r/hrr = −r + 2ω
2L3
c2
Γrϕϕ = −1
2
hϕϕ,r/hrr = −r sin2 θ +O
(
ω2
c2
)
Γθrθ =
1
2
hθθ,r/hθθ =
1
r
Γθϕϕ = −1
2
hϕϕ,θ/hθθ = − sin θ cos θ +O
(
ω2
c2
)
Γϕrϕ =
1
2
hϕϕ,r/hϕϕ =
1
r
+O
(
ω2
c2
)
Γϕθϕ =
1
2
hϕϕ,θ/hϕϕ = cot θ +O
(
ω2
c2
)
(169)
The not mentioned ones are zero. For the last two Christoffel symbols we have
used the Taylor expansion
hϕϕ =
1
hϕϕ
=
1
r2 sin2 θ
(
1− ω
2
c2
r2 sin2 θe−2U/c
2
+O
(
ω4
c4
))
(170)
We notice that the Christoffel symbols consist of two parts: the regular Christof-
fel symbols of flat space in spherical coordinates (which we will denote Γ˚ijk from
now), plus some correction terms proportional to ω2/c2, which we will denote
Γ˜ijk.
Like in [4], we treat the relativistic equation by splitting it in the nonrela-
tivistic problem plus some correction terms. Thus we write
eU/c
2
σi
A = σ˚i
A + ω2σ˜i
A (171)
Inserting this decomposition and (168) in (167) and multiplying with eU/c
2
yields
1
V
∂A
(
V σ˚i
A
)
+ ω2
1
V
∂A
(
V σ˜i
A
)− eU/c2ΓkijφjAσkA − eU/c2 (1 + w
c2
)
∂iU = 0
(172)
The linearized equation can then be obtained by differentiating with respect to
ω2 and setting it zero afterwards. For simplicity, we perturb around an relaxed
configuration, i.e. we assume
σ˚i
A
∣∣
(ω2=0,φ=φ¯) = 0 (173)
As usual, we will identify B with the part of physical space N occupied by the
body in the reference configuration, i.e.
f˚A(xi) = δAi x
i (174)
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The superscript ?? will be used from now on to denote quantities referring to
the reference configuration only. We also assume the stored energy function w
to be zero in the reference configuration
w(HAB , X)
∣∣
(ω2=0,φ=φ¯)
= 0 (175)
this is necessary, because w explicitely occurs in the relativistic elastostatic equa-
tions (as opposed to the nonrelativistic ones), and thus they are not invariant
under adding a constant to w.
The perturbation of σ˚i
A is then just equal to the standard expression well-
known from nonrelativistic elasticity theory:
δσ˚i
A = −2H˚AB f˚CiL˚BCDEδHDE (176)
where the LBCDE are given by the Lame constants:
L˚BCDE =
1
4
(λδBCδDE + µ (δBDδCE + δBEδCD)) (177)
The force term just becomes the nonrelativistic one in the perturbation process
(remember that w = 0 and eU/c
2
= 1 in the reference configuration):
d
d (ω2)
(
−eU/c2
(
1 +
w
c2
)
∂iU
)∣∣∣∣
ω2=0
= −L
3
r2
xi
r
+
 xy
0

i
=: fi (178)
For the Christoffel symbol term in (172), we get
d
d (ω2)
(
−eU/c2ΓkijφjAσkA
)∣∣∣∣
ω2=0
= −Γ˚kijδjA
(
δσ˚i
A + σ˜i
A
∣∣
ω2=0
)
(179)
The Christoffel symbols Γ˚kij together with the partial derivatives form the reg-
ular affine connection on flat space. When we denote this ∇˚A, we get for the
perturbed elastostatic equation
∇˚Aδσ˚iA + ∇˚A σ˜iA
∣∣
ω2=0
+ fi = 0 (180)
The first term is the nonrelativistic elasticity operator, which becomes with
(176) and (177)
∇˚Aδσ˚iA = µ∆δφi + (λ+ µ) grad div δφi (181)
The perturbations δφi are proportional to the displacement vector ui:
ui(xj) = ω2δφi(f˚A(xi)) (182)
The perturbations of the correction term of the stress tensor is given by
σ˜i
A
∣∣
ω2=0
= lim
ω2→0
1
ω2
(
σk
A − σ˚kA
)
= −2H˚AB f˚CiL˚BCDEK˚DE (183)
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all other terms vanish because of the assumption of stressfreeness of the reference
configuration (173), and K˚DE is defined by
K˚AB =
d
d (ω2)
HAB
∣∣∣∣
ω2=0
= fAif
B
jκ
ij (184)
the inverse of the three-metric (166) inserted into (184) gives
(
κij
)
=
 − 2L3c2r 0 00 0 0
0 0 − 1c2
 (185)
and the same components for K˚AB because of fAi = δ
A
i . With this and (177),
equation (183) becomes
σ˜i
A
∣∣
ω2=0
= −1
2
λ tr K˚δAi − µK˚ABδBi (186)
with the divergence
∇˚A σ˜iA
∣∣
ω2=0
= −1
2
λ
(
tr K˚
)
,i
− µ
(
∇˚AK˚AB
)
δBi (187)
For further use, it is convenient to write KAB in cartesian coordinates, which
we are free to do, since the linearized problem is defined on Euclidean space.
Then (185) becomes
K˚AB = −2L
3
c2
xAxB
r3
− 1
c2
(
∂
∂φ
)A(
∂
∂φ
)B
(188)
with the rotational Killing vector(
∂
∂ϕ
)A
= ABCmBXC (189)
where m is the unit vector orthogonal to the rotation plane.
9.1 Solution
We now proceed as in the nonrelativistic case by shifting the coordinate origin
to the center of the body at −Ln (n is the unit vector pointing from the body to
the gravitational centre, i.e. (−1, 0, 0) in the cartesian coordinate system used
above) by
y = x+ Ln (190)
Thus, y is the normal vector to ∂B = {|y| = a}, so the boundary conditions to
the linearized elastostatic equation (180) to be solved become(
δσ˚i
A + σ˜i
A
∣∣
ω2=0
) yA
a
∣∣∣
|y|=a
= 0 (191)
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This system is best to handle if one treats the parts of K˚AB independently by
K˚AB = gK˚AB + rK˚AB (192)
gK˚AB := −2L
3
c2
xAxB
r3
(193)
rK˚AB := − 1
c2
(
∂
∂φ
)A(
∂
∂φ
)B
(194)
Also, σ˜i
A
∣∣
ω2=0
is decomposed in a similar way by inserting gK˚AB and rK˚AB
in equation (186). Thus, the elastostatic equation (180) with the boundary
condition (191) decomposes into:
1. The non-relativistic equation with the homogeneous boundary conditions:
∇˚Aδσ˚iA + fi = 0 (195)
δσ˚i
A yA
a
∣∣∣
|y|=a
= 0 (196)
This has already been solved
2. a relativistic correction term for g˜σi
A
∣∣
ω2=0
, coming from the gravitational
part of the curved metric (166):
∇˚Aδσ˚iA + ∇˚A gσ˜iA
∣∣
ω2=0
= 0 (197)(
δσ˚i
A + gσ˜i
A
∣∣
ω2=0
) yA
a
∣∣∣
|y|=a
= 0 (198)
and
3. a relativistic correction term for rσ˜i
A
∣∣
ω2=0
of the same form as (197),
(198), coming from the rotational part of the metric (166).
9.2 Gravitational part
We consider the relativistic corrections due to the term
gKAB = −2L
3
c2
XAXB
r3
(199)
Its trace is given by
tr gK = −2L
3
c2r
(200)
so we get
gσ˜i
A =
λL3
c2
1
r
δAi +
2µL3
c2
xiX
A
r3
(201)
The divergence of gσ˜i
A leads to the correction term of the force
∇˚A
(
gσ˜i
A
)
=
L3(2µ− λ)
c2
xi
r3
= −∇˚i
(
L3(2µ− λ)
c2
1
r
)
(202)
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which can be expressed as the negative gradient of the potential
U =
L3(2µ− λ)
c2
1
r
=
∞∑
n=0
En|y|nPncos θ (203)
with the coefficients
En =
1
c2
(2µ− λ)L2−n (204)
With these, one gets a particular solution that is of the same form as in the
nonrelativistic case:
uPr =
L3
c2
2µ− λ
2µ+ λ
∞∑
n=0
n+ 2
2(2n+ 3)
( |y|
L
)n+1
Pn(cos θ)
uPθ =
L3
c2
2µ− λ
2µ+ λ
∞∑
n=0
1
2(2n+ 3)
( |y|
L
)n+1
(− sin θ)P ′n(cos θ)
uPφ = 0
(205)
Let us us now consider the boundary conditions. The unit normal vector to
B is yA/a. Inserting this into gσ˜iA yields:
gσ˜i :=
gσ˜i
A yA/a =
λL3
c2
1
r
yi
a
+
2µL3
c2
xi (|y| − L cos θ)
r3
|y|
a
(206)
In order to plug this in our ansatz, we need to develop this in suitable (associ-
ated) Legendre functions of the form
gσ˜r||y|=a =
∞∑
n=0
Mn
( a
L
)n
Pn(cos θ) (207)
gσ˜θ||y|=a =
∞∑
n=0
Nn
( a
L
)n
P ′n(cos θ)(− sin θ) (208)
The most convenient way to accomplish this is to start by the generating func-
tion
1
r
=
1√|y|2 − 2L|y| cos θ + L2 = 1L
∞∑
n=0
( |y|
L
)n
Pn(cos θ) (209)
and differentiate it with respect to |y|, which yields
L cos θ − |y|√|y|2 − 2L|y| cos θ + L23 = 1L2
∞∑
n=1
n
( |y|
L
)n−1
Pn(cos θ) (210)
The components of gσ˜i in spherical coordinates then become (again, we rename
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|y| to r from now on to save some writing effort)
gσ˜r||y|=a := gσ˜ieir
∣∣
|y|=a =
λL2
c2
∞∑
n=0
( a
L
)n
Pn(cos θ)−
− 2µL
2
c2
( a
L
− cos θ
) ∞∑
n=1
n
( a
L
)n−1
Pn(cos θ)
gσ˜θ||y|=a := gσ˜ieiθ
∣∣
|y|=a = −
2µL2
c2
sin θ
∞∑
n=1
n
( a
L
)n−1
Pn(cos θ)
gσ˜φ||y|=a := gσ˜ieiφ = 0
(211)
To get gσ˜r in the desired form (207), we use the identity (see [17])
xPn(x) =
1
2n+ 1
((n+ 1)Pn+1 + nPn−1) (212)
which holds for all n ≥ 1, to get
gσ˜r||y|=a =
2µL2
c2
( ∞∑
n=0
(
λ
2µ
− n
)( a
L
)n
Pn(cos θ)
+
∞∑
n=1
( a
L
)n−1(n(n+ 1)
2n+ 1
Pn+1(cos θ) +
n2
2n+ 1
Pn−1(cos θ)
))
(213)
After two index-shifts, it becomes into the form (207) with the coefficients
Mn =
2µL2
c2
(
λ
2µ
+
(
L
a
)2
n(n− 1)
2n− 1 +
(n+ 1)2
2n+ 3
− n
)
(214)
In an analogue way, for gσ˜θ, we use the identity (also for all n ≥ 1 and taken
from [17] as well)
Pn(x) =
1
2n+ 1
(
P ′n+1 − P ′n−1
)
(215)
to get (after two index-shifts as well) it into the form (208) with
Nn =
2µL2
c2
((
L
a
)2
n− 1
2n− 1 −
n+ 1
2n+ 3
)
(216)
We now have everything ready to plug into the ansatz from Papkowitsch
and Neuber, similar to the nonrelativistic case. The particular solution is given
by the same formula as in the nonrelativistic case, but with the coefficients
(204). Also the homogeneous solution is the same as in the nonrelativistic case.
The free constants An, Bn and Cn have to be determined from the boundary
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conditions
0 =
(
σHrr + σ
P
rr +
gσ˜r
)∣∣
r=a
(217)
0 =
(
σHrθ + σ
P
rθ +
gσ˜θ
)∣∣
r=a
(218)
0 =
(
σHrφ
)∣∣
r=a
(219)
From the boundary condition for σHrφ and the discrete symmetries imposed, we
conclude that uφ = 0, as in the nonrelativistic case. The required stress tensor
components for the particular solution are
σPrr = 2µ
L2
c2
2µ− λ
2µ+ λ
∞∑
n=0
(
(n+ 1)(n+ 2)
2(2n+ 3)
+
λ
2µ
)( r
L
)n
Pn(cos θ) (220)
σPrθ = 2µ
L2
c2
2µ− λ
2µ+ λ
∞∑
n=0
n+ 1
2(2n+ 3)
( r
L
)n
(− sin θ)P ′n(cos θ) (221)
With this and (207), (208), (214), (216), the other two boundary conditions
become
(n+ 1)
(
n2 − n− 3λ+ 2µ
λ+ µ
)
anAn + n(n− 1)an−2Bn =
=
L2
c2
( a
L
)n(3λ+ 2µ
λ+ 2µ
n2 − n− 4
2(2n+ 3)
−
(
L
a
)2
n(n− 1)
2n− 1
)
(222)
(
n2 + 2n− µ
λ+ µ
)
anAn + (n− 1)an−2Bn =
=
L2
c2
( a
L
)n(3λ+ 2µ
λ+ 2µ
n+ 1
2(2n+ 3)
−
(
L
a
)2
(n− 1)
2n− 1
)
(223)
For n = 0, we actually have just one equation, because the σrθ component of
both the particular and the homogeneous solution vanish identically, and B0
does not occur in the overall solution. we thus get
A0 =
2
3
L2
c2
λ+ µ
λ+ 2µ
(224)
which leads to
u0r = −
1
3
L2
c2
r (225)
u0θ = 0 (226)
This means that we get a contraction of the elastic sphere due to relativistic
effects.
34
To get a solution of the system (222), (223) for n > 0, we view the determi-
nant of the system. Like in the non-relativistic case, it is
Dn = −(n− 1)
(
2n(n− 1) + 3λ+ 2µ
λ+ µ
(2n+ 1)
)
a2n−2 (227)
D1 = 0, so there is no unique solution for n = 1, but we see that equation (222)
becomes −2 times equation (223). Thus there are solutions, which are given by
A1 =
1
5
L
c2
λ+ µ
λ+ 2µ
(228)
while B1 is arbitrary. After adding the n = 1 term of the particular solution
(205) to the homogeneous solution, we thus get
u1r = −
1
10
L
c2
r2 cos θ +B1 cos θ (229)
u1θ =
7
10
L
c2
r2(− sin θ) +B1(− sin θ) (230)
The term proportional to B1 is the translational Killing vector e
i
z, which has
to be determined from the equilibrium conditions after the rest of the solution,
just as in the nonrelativistic case.
For n > 1, we have Dn < 0, so we can solve the system (222), (223) directly
to get
An =
L3
c2
1
Ln+1
(n+ 2) 3λ+2µλ+2µ
(2n+ 3)
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
) (231)
Bn = −L
3
c2
1
Ln−1
 1
2n− 1 +
( a
L
)2 3λ+2µ
λ+µ
2
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
)
 (232)
After adding the particular solution (90) and the homogeneous solution (118)
using the constants (231) and (204), we thus get as overall solution
ur = s
∞∑
n=2
(
Fn
( r
L
)n+1
+Gn
a2
L2
( r
L
)n−1)
Pn(cos θ)
uθ = s
∞∑
n=2
(
Hn
( r
L
)n+1
+ In
a2
L2
( r
L
)n−1) dPn
dθ
(cos θ)
uφ = 0
(233)
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with
s =
ω2L3
c2
Fn =
(n+ 2)
(
2n2 + λλ+µn− 3λ+2µ2(λ+µ)
)
(2n+ 3)
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
)
Gn = nIn
Hn =
2n2 + 13λ+8µλ+µ n+
11(3λ+2µ)
2(λ+µ)
(2n+ 3)
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
)
In = −
(
L
a
)2
1
2n− 1 −
3λ+2µ
λ+µ
2
(
2n(n− 1) + 3λ+2µλ+µ (2n+ 1)
)
(234)
9.3 Rotational part
We consider the relativistic corrections due to the term
rK˚AB = − 1
c2
(m× x)A(m× x)B (235)
Its trace is given by
tr rK˚ = − 1
c2
(
x2 − (x,m)2) (236)
For the sake of completeness, we collect the terms (186), (235) and (236) to get
rσ˜i
A
∣∣
ω2=0
=
1
c2
(
λ
(
1
2
(
x2 − (x,m)2)) δAi + µ
((
∂
∂φ
)A(
∂
∂φ
)B)
δBi
)
(237)
To calculate the force correction term in the elastostatic equation (180), we
calculate
− 1
2
λ
(
tr rK˚
)
,i
= λ
1
c2
(xi − (x,m)mi) (238)
and the divergence of rK˚AB is given by
∇˚BrK˚AB = 1
c2
(
xA − (m,x)mA) (239)
Thus the correction term in (180) becomes
∇˚A rσ˜iA
∣∣
ω2=0
=
λ− µ
c2
(xi − (x,m)mi) (240)
After the coordinate origin shift (190), we get
rK˚AB = − 1
c2
(m× (y − Ln))A(m× (y − Ln))B (241)
36
This can be even further decomposed into
r1K˚AB = − 1
c2
(m× y)A(m× y)B (242)
r2K˚AB = − L
c2
(−(m× n)A(m× y)B − (m× y)A(m× n)B (243)
+L(m× n)A(m× n)B) (244)
The r1K˚AB part leads to (in a cartesian coordinate system with m as the z-axis)
the system
µ∆δφi + (λ+ µ) grad div δφi +
(
ρ+
λ− µ
c2
) y1y2
0
i = 0
(
δσ˚i
AyA +
λ
2c2
(
y2 − (y,m)2) yi)∣∣∣∣
|y|=a
= 0
(245)
This describes spheres in rigid rotations along an axis through their center; a
solution is given in [4].
It remains to find a solution to r2K˚AB . By looking at it the right way,
it becomes immediately clear that it can be considered as the strain tensor
belonging to the followin perturbation:
δfA = − L
c2
(
L
2
(m× n)A (m× n)j yj − (m× n)jyj(m× y)A
)
(246)
i.e.
r2KAB = δfAif
B
jδ
ij + fAiδf
B
jδ
ij (247)
as can be easily seen by elementary vector calculus (Remember that the flat
metric δij is used instead of the curved one hij , because after linearization, the
whole problem is considered to be defined on Euclidean space). Thus, the dis-
placement belonging to minus the one given in equation (246) has a strain tensor
that cancels out r2K˚AB , and thus automatically satisfies both the elastostatic
equation and the boundary conditions belonging to r2σ˜i
A. So the displacement
vector is basically identical to (246) (going from δfA to δφi causes another
minus sign) apart from the factor ω2:
ui = −Lω
2
c2
(
L
2
(m× n)i (m× n)j yj − (m× n)jyj(m× y)i
)
(248)
In a cartesian coordinate system with the axes (m,n×m,n), this means:
(ui) =
ω2L2
c2
y
 0z
L − 12− yL
 (249)
Note that this term breaks the rotational symmetry.
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Figure 2: A graphic display of the solution including all relativistic correction
terms, viewed in direction m. The material and orbit parameters are the same
as for the nonrelativistic picture 1 on page 25: The material used is steel (λ =
108 GPa, µ = 78 GPa, ρ0 = 7860 kg/m
3). For the orbit velocity ωL = 9.3 km/s
was used, and L = 3a. The gravitational centre is in the direction of the top
side of the picture. In order to see the relativistic effects well, the speed of light
was set to c=20.8 km/s.
38
Figure 3: A graphic display of the solution (130), viewed in direction m × n.
Otherwise, the picture is similar to figure 2.
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