This paper presents a data-driven simulation of a network using manufacturing blocking to control work-in-process, and this simulation is called BNS for Blocking Network Simulation.
L INTRODUCTION
The knowledge and time requirements to create models limit the use of simulation because the individuals with problem-domain knowledge frequently lack the skills required to construct and use simulation models.
If they have the aptitude to learn how to use simulation models, they may not have the available time.
We call a model data driven when users can apply the model to different situations by changing input data that only requires problem-domain knowledge with a minimal modeling knowledge requirement.
As a result, a number of software companies offer products such as ProModel (Harrell and Tumay, 1992) and WITNESS (Murgiano, 1990 ) that allow users to define simulation models based on input data which signitlcantly reduces the modeting knowledge requirement.
However, in an attempt to be useful in diverse situations, these products allow the user to augment their data-driven models with specialized logic to represent particular processes. Of course, use of these features increases the user's modeling knowledge requirement. Typically, these products do not incorporate procedures for performing basic statistical analyses such as calculating confidence intervals and adjusting run lengths to achieve a desired statistical precision. RESQ (Gordon, MacNair and Welch, 1986 ) is an example of a simulation language that does, reducing the simulation user's knowledge requirement.
Simulation modelers need to develop don-minspecific models as opposed to generic products that are data driven and only require minimal simulation knowledge so long as the users apply these modek in a specific domain of application.
That is, the simulation user should be able to apply his/her domain knowledge without beaming a simulation language or mathematical statistics required for run-length control. The philosophy proposed in this paper is that simulation modelers should create domain-specific data-driven models that represent the characteristics of a class of systems such as a system of manufacturing cells using manufacturing Mocking to control work-in-proces (WY).
This paper illustrates that approach by describing the architecture of a network simulation of work stations with fried capacity buffers that control work-in-process (WIP) by manufacturing Mocking.
This paper refers to the simulation as the Blocking Network Simulation (BNS (1988) for a review of queueing network packages. This paper shows that simulation can be a rapid modeling tool with respect to model development; however, the execution times on a PC can be long as Suri observes. The performance of BNS on a test problem is compared to the manufacturing blocking approximation developed by Lee and Pollock (1990) .
The advantage of a simulation as a rapid modeling tool is the simulation model's inherent ability to represent diverse system structures. Section 2 of this paper gives an overview of HOSE.
The use of HOSE in developing BNS is described in section 3, and section 4 presents results from BNS and compares it to Lee and Pollock's queueing approximation.
OVERVIEW OF HOSE
The unique characteristic of HOSE is its structure that integrates concepts common to many simulation network languages with the DEVS formalism proposed by Zeigler (1984 and 1990) . These concepts are implemented in C++ which is object-oriented, permits run-time memory ,allocation and de-allocation, and is very efficient. Lomow and Baezner (1991) and Joines et al (1992) Entities can attempt to enter a resource at a request node at which the entity can request @units of the resource capacity. If the available resource capacity is at least $ then the entity immed~ately enters the resourca otherwise, the requesting entity is placed in a queue list defined for each resource to wait for adequate capacity to be made available.
Entities leave a resource at depart nodes at which they release 6 units of capacity causing the available resource capacity to be increased by g, Entities experience explicitly timed delays at delay nodes. No limit exists as to the number of entities at a particular delay node and the time at a delay node can either be a deterministic quantity or a sampled value for a probability distribution. Entities are created at create or generate nodes. Generate nodes produce a sequence of entities with a specified distribution of times between creation for the individual entities. Create nodes produce a single entity either at a scheduled time or when another entity arrives to a create node.
Each type of entity follows a list of nodes. Zeigler (1984 and 1990) to give it a very modular structure and the ability to represent hierarchical models.
Zeigler defines an atomistic model using tlhe Discrete EVent System (DEVS) formalism. These atomistic models are sufficiently modular so that they can be coupled together to form coupled models that are also DEVS models. A DEVS model includes adequate data to completely specify its state. DEVS models change state at event times. These events can be either external or internal events. An external event generates a state change caused by another DEVS model.
An. internal event is a state change caused by the DEVS model itself. The anaJogy in HOSE is that all nodes are DEVS models in the sense that they can have internal events, external events, and they manage their own data depicting their state. For example, an entity arriving to a delay node is an extemaJ event for the delay node. The delay node maintains a list of entities in the delay and their scheduled times fordeparture from the delay. Departure of an entity from the delay is an internal event occurring without stimulus from another node. A generate node has an internal event when it produces a new entity. The dam for a generate node includes an identifier for the particular node list that entities produced by the generate node will follow.
The node also maintains a count of the number of entities created and destroyed by the node. The analogy between a DEVS model and resources in HOSE is less direct.
Think of a resource and the collection of all request nodes and depart nodes refering to the resource as a DEVS model. The resource includes data depicting its state by maintaining a list of all entities waiting for the resource, i.e., the resource queue, and a list of all entities ,actually inside the resource. An arrival to a request node is ,an external event for the resource. The particular request node identifies the particular extem,al event port defined by Zeigler for a DEVS model. HOSE routes a departure from the resource to the next node on the entity's node list. The depart node could be regarded as an output port for the resource.
Atso, the arrival of the entity to the next node is an external event for that node.
Zeigler (1990) External arrivals can occur to work smtions specified by the user. These arrivals may 'be determined either by an input job release schedule (from the Material Requirements Plan (MRP)) or by interarriwd probability distributions. If the initial work station for an entering job is blocked, the job is placed in the shop backlog which has no limits on number of jobs. This section illustrates the structure of the BNS progmm, the input data for ,an example simulation, ,and describes the run length control algorithm to achieve a user-specified level of precision in an output performance measure. the MRP is repeated a number of times where the state at the completion of a MRP becomes the input state for the next repetition of that MRP. Non-overlapping batch means is used to estimate confidence intervals for a single performance measure such as mean WE or job throughput time. A batch is the period over which the MRP is defined. In studies for SP13C0, a MRP for one calendar year was used and that MRP was repeated a number of times. The user inputs a stated precision level for the output perfornmce measure expressed as a fraction, i.e., 8 in the above example, of the mean vahte and a confidence level, i.e., 1-u, that the true mean value is within that fraction. The results reported in this paper used .10 for both 3 and cc
The run-length procedure used is a sequential procedure for achieving level of precision.
We modified a procedure described by Law and KeRon ( 1991) for terminating simulations to be usable in the steady-state case using nonoverlapping batch means. The procedure requires the user to specify an initial transient period and a batch length, i.e., batch Size, measured in simulation time units. The value of batchSize in the above example is 500. The initial transient period is deleted from all statistical calculations. BNS always uses a f~ed number of batches equal to 20. This value was selected based on the analysis performed by Schmeiser (1982) showing little advantage in using more than 30 batches.
The procedure starts by simulating 20 batches of the specified length. If the confidence intend half width divided by the average of the 20 batch means is no more than 8 then the simulation terminates reporting the average of the 20 batches.
Otherwise, the simulation is continued for another 20 batches of length batchSize.
Then, the batches are aggregated making 20 batches of length 2 * batchSize and the confidence interval half width is recomputed and checked again. The above comparison matches a simulation with a queueing network approximation for a system configuration the approximation is specifically designed to represent. However, the simulation has the inherent ability to represent a wider range of system structmes. The user of the queueing network approximation may have to employ a model of an inappropriate system structure. Table 11 shows results from BNS where the input data are modified to specify service times at all stations that are uniformly distributed over the interval (.5, 1.5).
The mean WIP is now only 40% of its previous value, and the mean time for BNS to simulate this case is about 1 minute.
Clearly, many users may prefer a simulation such as BNS as a rapid modeling tool when available queueing network approximations are inaccurate representations ofs ystem structure.
Conclusions
Based on the results presented in this paper, we offer the following conclusions:
1. Data-driven simulations can be constructed which require a minimal amount of modeling knowledge.
2.
One can quickly initiate the execution of data-driven simulations.
3. Data-driven simulations can be developed which represent specific system structures.
4.
Queueing network approximations may give accurate results with very small computing times when the system structure is consistent with the assumptions inherent in the approximation.
5.
Data-driven simulations may be the rapid modeling tool of choice when queueing network approximations of the desired system structure are unavailable. 
