Abstract. The parallel execution of loop iterations often is inhibited by recurrence relations on scalar variables. Examples are the use of induction variables and recursive functions. Due to the cyclic dependence between the iterations, these loops have to be executed sequentially. A method is presented to convert a family of coupled linear recurrence relations into explicit functions of a loop index. When the cyclic dependency is the only factor preventing a parallel execution, the conversion e ectively removes the dependency and allows the loop to be executed in parallel. The technique is based on constructing and solving a set of coupled linear di erence equations at compile-time. The method is general for an arbitrary number of coupled scalar variables and can be implemented by a straight-forward algorithm. Results show that the parallelism of several sequential EISPACK do-loops is signi cantly enhanced by the converting them into do-all loops.
Introduction
A DO loop is excitable in parallel when there are no loop carried data dependencies. There exist many techniques to handle data dependencies of arrays and to parallelize DO loops 2, 4, 6, 8, 11, 12, 14] . In the case of scalar variables, data dependencies can be removed by renaming scalar variables or expanding scalar variables into array references 5] . However the cyclic data dependencies arising from induction variables or recurrences generally cannot be removed by renaming scalar variables or scalar variables extensions. A basic induction variable is a variable whose value is systematically incremented or decremented by a constant value in a loop and a variable de ned by combination of basic induction variables or other induction variables is an induction variable 1, 7, 13] . For example, if a loop contains a basic induction variable such as i = i + 1, the loop cannot be parallelized due to the cyclic data dependence. Scalar variable extension means removing the scalar i by converting it into an array I k] of loop index k.
Traditional compiler optimizations are able to eliminate simple induction variables by expressing them as a linear function of the loop index 1, 7] . Those induction variables are de ned as basic linear induction variables. For instance, i = i + 1 is expressed as i = i 0 + k. Where i 0 is the initial value of i and k is the loop index.
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The reason is that the two induction variables, u and v form two coupled di erence equations. In this case the geometric bases of u and v are determinated by the homogeneous solutions of the di erence equations 10].
In this paper a general method is proposed to solve the problem of n simultaneous induction variables which form n a set of coupled linear di erence equations. An algorithm is proposed to nd the geometric bases of the induction variables and to express them as a polynomial and geometric functions of the loop index. In this way the cyclic dependency is removed and the loop is reshaped as a do-all loop. The conversion technique is based on solving a set of coupled di erence equations and is described in section 2.
The method is general for an arbitrary number of coupled scalar variables and can be implemented by a straight-forward algorithm. This is shown in section 3, where also the implementation steps are explained using a speci c example.
In section 4 it is shown that the removal of the cyclic dependencies in a set of EISPACK benchmark routines is able to increase the number of do-all loops.
Removal of cyclic induction variables
A cyclic data dependence is generated when a scalar variable uses the value of a scalar variable in the previous iteration. We address this scalar variable as a induction variable. There are several methods to nd these induction variables 3, 13] . A conditional induction variable is an induction variable which appears in branch statements i.e. if-statement, and conditionally incremented or decremented. This induction variable cannot generally be expressed as a function of the loop index. Hence, we exclude this case from our discussion.
Assume, a loop contains a set of n coupled induction variables as in the following example.
Here A n n and B n represent constant arrays and T = t 1 ; ; t n ] T is the set of recursively de ned induction variables. Furthermore D 1 ; D 2 ; U 1 and U 2 denote the set of de ned and the set of used variables in the loop. If D k and U k (1 k 2) do not overlap, the parallel execution is only prevented by the cyclic dependence in the ud-chain of T.
Consider the induction variables T in the loop (1). Let T k (k 0) be the state of T after iteration k and let T 0 be the initial state. Clearly, the induction variables only depend on the state of the previous iteration by the set of coupled di erence equations: However, for the automatic conversion at compile time, a direct method is needed. Therefore de ne the di erence operator y k = y k+1 ?y k and the shifting operator E = 1 + or Ey k = y k+1 . The following property of operators and E is useful 10].
Lemma1. Let P k = a n k n +a n?1 k n?1 +: : :+a 0 be a polynomial function. Then n P k = a 0 n! and n+m P k = 0; m 1. By using shifting operator E, the equation (2) In addition, since the right side of (4) is a constant, a particular solution can be easily found.
Finding a particular solution
Because the right side of (4) 
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A Wrap-Around Variable is a variable t which value is also used in U 1 in the equation (1) . The algorithm can express it as a function f(k) of the loop index k. In all but the rst iteration, in U 1 t's value is equal to f(k ? 1); in the rst iteration t's value is equal to its initial value t 0 . Hence a loop-header -function is added in the front of U 1 , t 0 = (t 0 ; f(k ? 1)) which is equal to t 0 when k = 1, otherwise is f(k ? 1). Therefore the appearances of t in U 1 are replaced by t 0 .
Hence, the following example from 13]
In this way, the cyclic data dependence of im1 is eliminated. A method to eliminate a class of cyclic dependencies arising from linear recurrence relations has been developed. As a result cyclic data dependencies caused by induction variables are removed. If there are no other loop carried dependencies, the loop can be transformed into a doall-loop. The presented technique can be implemented e ectively in parallelizing compilers and has been used successfully to eliminate common recurrence constructs in a number of EISPACK routines.
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