We present a second-order accurate method for computing the coupled motion of a viscous fluid and an elastic material interface with zero thickness. The fluid flow is described by the Navier-Stokes equations, with a singular force due to the stretching of the moving interface. We decompose the velocity into a "Stokes" part and a "regular" part. The first part is determined by the Stokes equations and the singular interfacial force. The Stokes solution is obtained using the immersed interface method, which gives second-order accurate values by incorporating known jumps for the solution and its derivatives into a finite difference method. The regular part of the velocity is given by the Navier-Stokes equations with a body force resulting from the Stokes part. The regular velocity is obtained using a time-stepping method that combines the semi-Lagrangian method with the backward difference formula. Because the body force is continuous, jump conditions are not necessary. For problems with stiff boundary forces, the decomposition approach can be combined with fractional time-stepping, using a smaller time step to advance the interface quickly by Stokes flow, with the velocity computed using boundary integrals. The small time steps maintain numerical stability, while the overall solution is updated on a larger time step to reduce computational cost.
Introduction
We consider the coupled motion of a viscous fluid and an immersed boundary in a two-dimensional computational domain Ω. The fluid flow is described by the Navier-Stokes equations. The immersed boundary Γ is assumed to be a membrane consisting of elastic material, so that, when it is distorted from its rest state by stretching or relaxing, it exerts a restoring force on the fluid. We assume that Γ is a simple closed curve, separating Ω into two subdomains, Ω . The interfacial force causes discontinuities in the fluid pressure and velocity gradient at Γ. We design a numerical method for this prototype problem which is second-order accurate in space and time. The distinctive feature of this approach is a decomposition of the velocity and pressure into two parts, one part determined by the (steady) Stokes equations and the interfacial force on Γ, and a second, more regular part which can be calculated on a regular grid without special treatment near the interface. The decomposition allows the discontinuities in fluid variables to be accounted for accurately in a relatively simple manner. Furthermore, a smaller time step can be used to calculate the force and advance the immersed boundary while a large time step is used for the overall solution.
The Navier-Stokes equations for the fluid motion are ∂u ∂t + u · ∇u = −∇p + µ∇
where u = (u, v) denotes the fluid velocity; p is the pressure; µ is the fluid viscosity, assumed to be constant; and F = (F 1 , F 2 ) is the interfacial force, supported entirely along Γ. The fluid density is set to 1. Biperiodic boundary conditions are assumed.
The force F is the elastic tension force that arises from the stretching of Γ. The stretching is naturally expressed in terms of a material coordinate α on Γ, chosen to be arclength in the rest state. At time t the material point with label α has current position X(α, t). We denote the arclength on Γ at the current time t by s and write the force F = (F 1 , F 2 ) as
where f i is the force strength at point s and δ is the two-dimensional delta function.
The tension force f , as derived from force balance arguments, is given by
where we assume the tension T (s, t) is given by
when the material is stretched. The tension coefficient T 0 depends on the elastic properties of the interface and is assumed to be a constant in this model. The unit tangent vector τ (s, t) to Γ is
Thus the force density can be computed directly from the location X(α, t) of the boundary Γ. Note that in the relaxed state |∂X/∂α| = 1, and the tension vanishes.
Owing to the presence of a singular force F, the solution of (1) and (2) is not smooth across Γ. Its effect can be expressed in terms of jump conditions in p and u. For any quantity q with jump discontinuity at the boundary, the jump is [q(X, t)] = lim
where n denotes the vector normal to Γ.
The jump conditions for pressure (see [16, 19, 25] ) are
The velocity u ≡ (u, v) is continuous across Γ; the boundary moves with the viscous fluid. However, the normal derivatives of the velocity components have jump discontinuities:
Unless special care is taken, these discontinuities tend to introduce substantial inaccuracy into the computed solution obtained by means of a standard finite difference method.
The immersed boundary method of C. Peskin [25, 29, 24] was designed for this prototype problem and its generalizations for applications in biomechanics; see the review [24] and references therein. The interface is represented by markers as above, and a carefully designed smooth version of a delta function is used to impart the force due to each marker point to the grid points for the fluid. (Note that our notation above is slightly different from Peskin's.) This method can be used for a wide variety of problems, more realistic than that considered here. For an interface of zero thickness, the immersed boundary method seems to be limited to first-order accuracy. However, second-order versions have been designed for the case with a layer of positive thickness rather than an interface ( [10] , [22] ). Much work has been done related to the accuracy of the method with interfaces, as well as efforts to deal with stiffness, including [25, 29, 21, 5, 9, 12, 23] .
One approach for achieving better accuracy is the immersed interface method [16, 18] (or similarly, Mayo's method [20] ), which first expresses the jumps in the solution and its derivatives in terms of the boundary force and its derivatives, and then incorporates these jumps into a finite difference scheme as correction terms [16, 19, 32] . This method was first applied to the Stokes equations [16] , the simplified model at zero Reynolds number in which acceleration and advection are neglected. The Stokes equations, (11) and (12) below, form an elliptic system at each time. The method can also be applied to the full Navier-Stokes equations (1) and (2) . This was first done in [19] and [15] . In principle this method can be quite accurate, but it becomes rather involved because of the large number of cases and corrections needed. Thorough development of this approach with elastic boundaries has been made in [14, 32] , with extensive applications to flow past fixed boundaries, and in [27] to moving boundaries with jump in viscosity. Apparently in [32] second-order accuracy was obtained in space but not in time; in [27] near second-order accuracy was verified for a test problem with a deforming elastic interface.
The motion of an interface in Stokes flow is easier to represent accurately than for the case of Navier-Stokes. If we use the immersed interface method, the necessary correction terms are significantly simpler in the Stokes case [16] . Also, the solution of the Stokes equations can be expressed in boundary integrals [26] . Based on these observations, we propose an alternative-a method of velocity decomposition-for computing the solution of problem (1)-(5).
The method of velocity decomposition takes advantage of the fact that the jump conditions in the fluid variables for the problem with Navier-Stokes flow are the same as those for Stokes flow. To compute the solution of (1)- (5), we express the fluid velocity and pressure as the sum of a Stokes part and a regular part, denoted by the subscripts 's' and 'r,' respectively:
The Stokes part of the solution is determined by the Stokes equations, includ-ing the boundary force:
The jump conditions for u s , p s are the same as those for u, p in (8) and (9). This follows from the fact that u is continuous at Γ, and therefore its material, or total, derivative is continuous as well. Taking the difference of (1) and (11), one obtains the equation for the regular part of the solution
where F b is a body force given by the material derivative of the Stokes velocity:
Notice that the transport of both u r on the left side of (13) and u s in F b are with the full velocity u. Unlike F, the body force F b is not singularly supported on Γ. It is a continuous function on Ω, since u s , and thus its material derivative, are continuous across Γ. However, the gradient of F b has a jump discontinuity across Γ. Because the jump conditions for u s , p s are the same as those for u, p, the corresponding jumps for u r , p r are zero. This fact and the continuity of F b suggest that that we can solve for u r , p r on a regular grid accurately without jump terms at the interface.
We solve the Stokes equations (11) and (12) using the immersed interface method as in [16] . For the regular part, it appears that if we were to solve (13) and (14) by means of the immersed interface method, we should not have to impose corrections for jumps; see [19] . However, the computed solution will still be sensitive to the choice of numerical method. We wish to avoid discretizing the advection terms since ∇u is discontinuous at Γ. Moreover the mild nonsmoothness of u r at Γ might lead to inaccuracy unless we use a timestepping method which smooths the high wavenumbers. For these reasons we solve (13) and (14) with the semi-Lagrangian or Courant, Isaacson, Rees (CIR) method (e.g., [31, 4] ) and discretize in time with a backward difference formula. Values of the unknowns at the current time are found at regular grid points using Lagrangian treatment of transport terms. That is, the material derivative is replaced by a difference quotient formed with earlier values found at a location reached by traveling backward in time; the earlier value at that location must be interpolated in space from grid values. The complete method is relatively simple but maintains full second-order accuracy.
If the boundary force is sufficiently stiff (i.e., the tension coefficient is sufficiently large), an explicit method requires smaller time steps to be stable.
The decomposition approach provides the flexibility to use small time steps to advance the boundary while using a larger step for the complete motion. The small time step is used for the Stokes part only, since the interfacial force is associated with this part. Moreover, the velocity needs be computed on the small time step only at boundary locations. We compute the free-space Stokes velocity from the boundary integral representation on the small steps with corrections from the large steps.
In Section 2 we describe the numerical method in more detail. Section 3 presents examples which demonstrate the second-order convergence in spacetime and illustrate the effectiveness of the fractional time steps. Some issues related to the accuracy and possible extensions of this approach are discussed in Section 4.
Numerical Method
With time step ∆t > 0 chosen, let t n ≡ n∆t be the nth time level, for n = 0, 1, . . . . For any time-dependent quantity q, we write q n for q(t n ). We use rectangular grids with grid interval h x and h y along the x-and y-axis. For notational simplicity, we assume h x = h y ≡ h. We compute values of fluid quantities at grid points (ih, jh) where i, j = 0, 1, 2, . . . , N with periodicity imposed in x and y. The position of the immersed boundary at time t is represented by a set of boundary markers
, since the boundary is assumed to be a simple closed curve. The kth boundary marker approximates X(α k , t), where α k = kL 0 /N k , and L 0 is the length of Γ in the unstretched state; that is, the boundary markers are chosen so that they are equally spaced in the unstretched or relaxed state. We discuss the partial steps for updating the velocity and boundary markers in succession.
Computing the Stokes solution
In the method of velocity decomposition, we first compute the Stokes pressure p s and velocity u s ≡ (u s , v s ) by solving (11) and (12) . We follow the approach of LeVeque and Li [16] and reduce (11) , (12) to a sequence of Poisson problems, one for each unknown p s , u s , v s ; the resulting Poisson problems are solved together with the jump conditions for the unknowns. We incorporate the jumps in the solution and its derivatives using Mayo's technique [20] , in which the jumps are found along the coordinate lines, an approach slightly different from that in [16] . Nonetheless, we use the term immersed interface method. An analysis of the accuracy of the method, with application to the Stokes equations as in [16] , can be found in [2] .
As noted before the Stokes pressure p s and velocity u s have the same jump conditions as (8) , (9) for p and u. To compute the fluid motion given by (11) and (12), as in [16] , we first solve
for p s along with the jump conditions (8). Once p s is computed, u s = (u s , v s ) can be obtained by solving (11) , with F set to 0 in Ω
, together with (9). Standard second-order finite-difference operators are used, and the solutions are computed with the FFT using the periodicity condition.
Computing the regular solution
Once u s is known, the body force F b , which is given by the material, or total, derivative of u s , can be found at the current time. As previously noted, since both u and u s are continuous across the interface, their material derivatives are also continuous, and we seek to take advantage of this fact. We advance u r on a square grid, with semi-Lagrangian treatment of the material derivatives. Such an approach has long been used in fluid problems (e.g., see [8] , Chap. VI) and is now common in meteorology ( [6] ); a recent use in a setting similar to ours is in [4] . A recent thorough treatment is in [31] .
In the semi-Lagrangian discretization, the advection terms are incorporated into material derivatives, and (13) becomes
where
To discretize (17) along trajectories, we use a second-order backward difference formula (BDF) as in [8, 31, 4] , since it avoids complications inherent in methods such as Crank-Nicolson with backward characteristics (see [31] ). The resulting discretized equation is 
The material derivative of u s in F b on the right side of (19) is discretized in the same way as for u r on the left. For the first step, i.e., for n = 0, backward Euler is used to discretize (17) .
To evaluateũ , given by the initial value problem
where the initial point x 0 is a regular mesh point (ih, jh). We estimate the upstream particle positions x n and x n−1 by integrating (22) backward in time over the interval [t n+1 , t n ] and [t n+1 , t n−1 ], respectively, using the midpoint method, according to the formulas
with interpolation as explained below.
The fluid velocities u and u r are known at time levels t n and t n−1 , but only at grid points, which likely do not coincide with the upstream positions x n and x n−1 that are needed in (19) , (23) , and (24) . Thus, cubic Lagrange interpolation in the spatial variable is used to estimate u and u r at other locations. Cubic Lagrange interpolation, a fourth-order method, is used in conjunction with a second-order temporal discretization because of the expected order reduction in a semi-Lagrangian discretization when the spatial and temporal meshes are scaled alike, i.e., when ∆t = O(h) (see [31, 7] ), and because the damping and phase-shift effects introduced by cubic interpolation are usually less severe than from linear or quadratic interpolation.
In (24), u n is evaluated at x 0 while at other locations u(·, t n ) is found by cubic Lagrange interpolation. In (23) u n+ 1 2 , the value at location x 0 , is approximated using the time extrapolation , and for u ·, t n+ 1 2 at other locations, the same extrapolation is used in time, as well as spatial interpolation. Once is treated analogously.
We use the second-order projection method to compute the solution of (19) and (14) . We first solve for the intermediate velocity u 
This is achieved by defining φ as
and solving the Poisson equation
using difference operators in the Fourier transform. Then, in grid space, the pressure is updated according to
so that finally we obtain the solution of 
Note that P is not an exact projection because ∇ 2 = ∇ · ∇ with the usual second-order difference operators. See, e.g., [10] for further discussion of the approximate projection method.
Computing boundary motion
Besides simplifying the treatment of jump conditions, the method of velocity decomposition also offers an efficient approach for advancing the boundary when the boundary force is stiff. When an explicit time-stepping method is used to advance a stiff boundary, the time step must be sufficiently small to maintain numerical stability, leading to high computational costs. This difficulty may be overcome by means of an implicit or semi-implicit scheme [21, 29, 16, 23, 12] . By computing boundary forces implicitly, i.e., from the boundary configuration at the end of the time-step, one may relax the time-step restriction imposed by stiffness. However, this approach results in a nonlocal and nonlinear problem for the boundary forces, which involves the fluidmediated interaction of each boundary point with every other boundary point and requires the solution of a dense system of equations. Motivated by these numerical challenges, we propose a fractional time-stepping algorithm-the boundary is advanced using a smaller time step to maintain numerical stability, and the overall solution is updated using a larger time step to reduce computational cost.
Suppose we take N m (small) forcing substeps ∆t m per (large) advection timestep ∆t; thus, ∆t = N m ∆t m . Let t m and t n denote the forcing and advection time-levels, respectively, where t m = t n + m∆t m = t n + m∆t/N m , for m = 1, 2, . . . , N m . Because the proposed method treats the boundary force explicitly, the size of ∆t m may be severely restricted to maintain numerical stability. Thus, for the method to be efficient, the computational cost in advancing the boundary by one ∆t m must be sufficiently low. To this end, we make the following observations:
(1) The decomposition places the stiff boundary force in the Stokes equations (11) and (12). Thus, while the Stokes velocity must be advanced using a sufficiently small time step, the regular solution may be computed using a larger time step without significant loss of accuracy. (2) To update the boundary forces, one must update the boundary position;
to update the boundary position under Stokes flow, one needs to update the fluid velocity at points on the boundary-but nowhere else. (3) The free-space Stokes velocity can be computed using a boundary integral, and this is routine for boundary locations.
With the above observations, we propose a fractional time-stepping method that updates only the Stokes velocity at the boundary during each forcing step ∆t m using boundary integrals; the full velocity is then computed less frequently in the entire domain at each advection time step ∆t. Let u Γ denote the boundary velocity, i.e., u Γ ≡ u(X(t), t). It is found on the small time steps in a manner explained below. To advance the boundary configuration from t m to t m+1 , we update the boundary markers as follows:
When m = 0 and n > 0, u
from the previous time interval [t n−1 , t n ]. When m = 0 and n = 0, forward Euler is used to advance X. For the special case N m = 1, the boundary markers are advanced using velocity values at the previous two advection time-levels:
As in the case of the overall solution u, the boundary velocity u Γ can be expressed as the sum of a Stokes part and a regular part:
The Stokes velocity u s m Γ , which satisfies (11) and (12) , containing the stiff boundary force, is updated using f m at every t m , but only at the boundary Γ. To update u m s Γ , we use the representation of the Stokes velocity as a layer potential:
where the kernel V depends on the space dimension and the boundary conditions. For free-space boundary conditions in two dimensions,
In this study, biperiodic boundary conditions are used. Thus, the free-space kernel V FS (x) given in (36) is, in principle, not applicable; instead, we need the analogous function for biperiodic boundary conditions. However, because the biperiodic kernel V P (x) cannot be written explicitly, we compute the freespace velocity u s m Γ,FS using V (x) = V FS (x) in (36), and then correct for the discrepancy in boundary conditions. That is, we compute a correction term u s m Γ,BC , which is defined as
Now since V P (x) is not known, u s m Γ,BC cannot be computed directly using (37). Instead, the Stokes problem (11) , (12) is solved twice for each large time step on the grid points of Ω by means of the immersed interface method, once with the biperiodic boundary conditions, and separately with the free space boundary conditions. (In the free-space case we need values for the velocity and pressure on the boundary of the computational domain Ω. We find these from their integral representations ( [26, 2] ) and then use the immersed interface method as before but with Dirichlet boundary conditions.) The difference between the two sets of velocity values yields u sBC on grid points.
Assuming that Γ is sufficiently distant from the computational domain boundary ∂Ω, the boundary condition correction u s m BC is likely to be smoothly varying, compared to the boundary velocity u s The regular velocity u r at the boundary is handled during the small time steps in a manner similar to u sBC , since its evolution equation (13) does not contain the stiff force F. That is, it is computed only at the advection time-level t n . For each ∆t m , u r m Γ is computed by first extrapolating to time t m from grid-point values of u r at t n and t n−1 , and then spatially interpolating those grid-point values to the boundary markers. The final boundary velocity is given by (34).
The algorithm
At t n , approximations for u (11) and (12) over Ω, assuming free space boundary conditions. (4) By means of the immersed interface method, compute solution of Stokes problem (11) and (12) over Ω, assuming biperiodic boundary conditions, following the procedures described in Section 2.1. This yields u to the boundary locations, with care taken to incorporate jumps in the velocity derivatives into the interpolation formulae.
Numerical Results
In this section, two numerical examples are used to demonstrate the accuracy and efficiency of the proposed method. All calculations reported below were performed using Fortran programs, which were executed in double precision.
Example 1
We first simulate the motion of a relaxing or oscillating ellipse. This example is frequently used in testing numerical methods for immersed boundary problems [29, 16, 15, 23] . The initial boundary is an ellipse with major and minor axes set to a = 0.7 and b = 0.5, respectively. The unstretched boundary was taken to be a circle with radius r 0 = 0.5. The tension coefficient T 0 was set to 0.1. We tested the method for a fluid that is relatively viscous, with the diffusion coefficient µ set to 0.1, and then for another fluid that is significantly less viscous with µ = 0.01. In both cases, the computational domain was [−1.2, 1.2]×[−1.2, 1.2]. The fluid was initialized to be at rest, i.e., u = 0 and p = 0 at t = 0.
After a sufficiently long simulation time, the interface converges to a circle with radius r e = √ ab ≈ 0.6124, which is larger than the unstretched boundary but which has the same area as the initial ellipse, owing to the incompressibility of the enclosed fluid. At steady state, the fluid velocity vanishes everywhere; p attains constant values inside and outside the boundary, with a jump [p] < 0, because the boundary is initialized to a stretched state and because the limiting fluid velocity is zero.
The model equations (1)- (5) were integrated using the method of velocity decomposition to nondimensional time t = 10. At the final time, in both cases, the boundary approaches its steady state, but in the second case it oscillates at earlier times. Because the boundary forces in this example are not particularly stiff, the fractional time-stepping approach was not used, i.e., we set N m = 1 and ∆t m = ∆t. Figure 1 shows the Stokes velocity (u s and v s ), regular velocity (u r and v r ), and the overall fluid velocity (u and v), at t = 1.2 along x = 0.3, for µ = 0.1 (panel A) and for µ = 0.01 (panel B). In both cases, the jump discontinuities in the normal derivatives of u s and u were captured sharply by the method. In contrast, the normal derivative of u r is continuous across Γ. In the more viscous case (µ = 0.1), the magnitude of the Stokes velocity u s is substantially larger than u r . In contrast, when µ = 0.01, both u s and u r are significantly larger in magnitude than u, with opposite signs. We observe this relationship to hold at early times and less so at later times. Since the initial velocity is zero, u r = −u s exactly at time zero. We expect the Stokes velocity u s to have less relevance to the Navier-Stokes velocity u as the viscosity becomes smaller (i.e., the Reynolds number is larger). Table 1 shows velocity accuracy and area conservation results for N = 80, 160, 320, and 640. The number of boundary markers scales with N ; specifically, we set N k = N/2. The time-step ∆t was set to h. The errors in velocity at time t = 1.2 were obtained at the grid points in the computational domain and at boundary markers on the boundary Γ, in L 2 norm and L ∞ norm, using the reference solution computed on the finest grid, with N = 1280. These results exhibit approximately second-order accuracy in space-time. The value of the area A enclosed by Γ, computed at the approximate steady state at t = 10, is compared with the exact value A = 0.7853981635, which is known owing to incompressibility. Results for both µ = 0.1 and for µ = 0.01 exhibit second-order convergence at sufficiently large N values.
Example 2
In the second test, we simulate the motion of a relaxing elastic boundary that is initialized to be the shape of a flower, given in polar coordinates by r = 0.8+0.3 sin 8θ. The relaxed boundary is the circle with radius r 0 = 0.3. The diffusion coefficient µ was set to 0.1 and the tension coefficient to T 0 = 10. The computational domain was [−1.5, 1.5] × [−1.5, 1.5]. The fluid was initialized to be at rest.
The larger curvature in the initial boundary configuration, compared to the first example, together with a larger tension coefficient T 0 , renders this problem significantly stiffer. Thus, we use this example to assess the improvement in efficiency that may be introduced by the fractional time-stepping approach described in Section 2.3. Before reviewing the numerical results, we first estimate the computational costs associated with the following procedures: (a) computing the boundary motion (i.e., step 1 in the algorithm presented in Section 2.4), and (b) computing the solutions over the entire domain (i.e., steps 2-5 in the algorithm). For (a), the most computationally expensive procedure in updating the boundary configuration is in computing the boundary velocity log N ) time. Even though the log N factor grows slowly, for sufficiently large N , the computations in (b) will dominate. Thus, given a sufficiently stiff boundary, which requires the forcing step ∆t m to be prohibitively small to maintain numerical stability, we expect that the fractional time-stepping approach to lower the overall computational costs by allowing many (N m ) relatively quick forcing steps, per advection step, which is relatively expensive to compute. This reduction in frequency at which the overall solution is computed, and thus in computational cost, will translate to an improvement in efficiency, provided that taking larger advection steps does not significantly reduce accuracy. A rapid summation method could be used for the boundary integrals, reducing the cost of one forcing step to roughly O(N ), and thus further improving the efficiency.
In the numerical tests, we simulated the fluid and boundary motions using two implementations of the method of decomposition, and compare the time-step restriction. In the first implementation, we set N m = 1, i.e., no fractional timestepping is used. In the second implementation, we set N m = 10. A spatial grid of N = 320 was used. With these parameters, and with ∆t = h, the second implementation was stable whereas the first was not. (A time integration is considered unstable when the predicted boundary configuration sufficiently deviates from its expected course of approaching a circle. In practice, when an integration becomes unstable, model variables frequently become unrealistically large or undefined.) The first implementation attained numerical stability when ∆t was reduced to h/10. These results suggest that, for a stiff problem, the fractional time-stepping approach can reduce computational cost by reducing the frequency at which the solution is computed over the entire domain, as previously noted.
To assess the loss of accuracy incurred by taking a larger ∆t compared to ∆t m , we compute the solution using a third implementation, which uses N m = 1, i.e., no fractional time-stepping, but a small time-step of ∆t = h/10. We then compare the resulting solution with the solution obtained using the fractionstepping method above. That relative difference, computed on grid points and measured in the L 2 norm, is obtained for t = 1.0, 2.0, and 3.0; the results are shown in Table 2 . At all three times, the two solutions differ by < 0.1%. Thus, for this problem, the loss in accuracy is likely out-weighed by the reduction in computational costs.
Discussion
The decomposition method introduced here leads to approximations that exhibit second order accuracy in space and time, as suggested by the numerical examples, even though grid values of the fluid quantities are corrected near the interface only for the Stokes part of the solution. This is a great advantage, since these corrections are much simpler to make than those for the full problem. Nonetheless, we do not expect that the regular velocity u r is completely smooth at the interface, and it is not obvious that no corrections are needed for this part. Formulas for jump conditions as in [19] lead to the the expectation that u r is at least C 2 , although the right hand side of the equation (13) is continuous but not C
1
. These properties imply that the truncation error for (13) [2] ) explain this gain in accuracy. The analysis in [2] shows that the O(h 2 ) accuracy follows from the facts that the O(h) truncation error is on a lower dimensional set and that the solution of an elliptic problem gains regularity. The analysis in [2] applies to the method for solving the Stokes equations introduced in [16] and used here. For a parabolic problem such as (13) and (14) there can be an analogous gain in regularity, and therefore in accuracy, but we expect that this property depends on choosing a time discretization with decay in high spatial modes; the BDF has this property. We have proved that such a gain is possible for the simpler problem of a linear convection-diffusion equation with an interface in [1] . We plan to investigate the accuracy for the Navier-Stokes equations with interfaces in future work.
We have seen that stiffness can be dealt with in this approach by the use of small partial time steps for free-space Stokes flow with the interfacial force. If the coefficient T 0 in (5) is large, or if (5) is replaced by a more general force which includes higher derivatives, such as a bending force (e.g., [28, 30] ), then the stiffness is severe. In these cases implicit treatment is needed for the dependence of the force on the interface location. Implicit versions of the immersed boundary method [29, 21, 23, 12] and other interface methods [16, 15, 13] have already been introduced. With the present decomposition an implicit step should be needed only for the Stokes part of the solution, since the interfacial force is incorporated in this part. For two-dimensional flow, with a closed curve tracked with markers, as we have done here, we expect a technique like that of [11] (cf. [13] , [12] ) can be used at least in some cases.
The decomposition used here applies as well to three-dimensional flow; the immersed interface method for the Stokes part and the semi-Lagrangian method for the regular part both extend naturally to 3D. The motion of the interface would have to be represented differently in three dimensions. The level set method can be used in 2D or 3D ( [19] , [15] ). In [3] 2D periodic Stokes flow with an interface was computed using Strain's semi-Lagrangian contouring method for the interface motion and Ewald summation for velocity integrals, an approach which extends to three dimensions.
It was assumed in this work that the fluid is the same on both sides of the interface. If instead the interface separates two Navier-Stokes fluids with different viscosities and densities, the analogue of u r will no longer be regular, although the right hand side of its evolution equation will be less singular than the interfacial force. It remains to be seen whether the decomposition would reduce the difficulty of the two-fluid problem. Table 1 Results for Example 1. Relative errors in enclosed area A and velocity u at grid points and on the interface Γ. The relative errors in A were computed using the exact value; relative errors in u were computed using N = 1280 as the reference solution. Results show approximate second-order space-time convergence. Table 2 Results for Example 2. Relative difference in velocity u, obtained using fractional time-stepping with ∆t = h and obtained using no fractional time-stepping but with a small time-step of ∆t = h/10. 
