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Abstract
In this paper, we are interested in the problem of smoothing pa-
rameter selection in nonparametric curve estimation under dependent
errors. We focus on kernel estimation and the case when the errors
form a general stationary sequence of martingale difference random
variables where neither linearity assumption nor“all moments are fi-
nite” are required. We compare the behaviors of the smoothing band-
widths obtained by minimizing either the unknown average squared
error, the theoretical mean average squared error, a Mallows-type cri-
terion adapted to the dependent case and the family of criteria known
as generalized cross validation (GCV) extensions of the Mallows’ cri-
terion. We prove that these three minimizers and those based on the
GCV family are first-order equivalent in probability. We give also a
normal asymptotic behavior of the gap between the minimizer of the
average square error and that of the Mallows-type criterion. This is
extended to the GCV family. Finally, we apply our theoretical re-
sults to a specific case of martingale difference sequence, namely the
Auto-Regressive Conditional Heteroscedastic (ARCH(1)) process. A
Monte-carlo simulation study, for this regression model with ARCH(1)
process, is conducted.
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1 Introduction
This paper is about nonparametric regression model (known also as a ma-
chine learning function) which is used as a tool to describe and to analyse
the trend between a response variable and one or more explanatory random
variables. This subject was studied by several authors since 1964 (Nadaraya,
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E. A. (1964), Watson, G. S. (1964)) and is still relevant, due to the fact that
nonparametric regression has a lot of applications in different fields, such as
economics, medicine, biology, physics, environment, social sciences, · · · , see
for instance Hastie, T., Tibshirani, R. and Friedman, J. (2009).
Several estimate of the nonparametric regression function are proposed in
the literature such as kernel smoothing, local polynomial regression, spline-
based regression models, and regression trees (see for instance Hastie, T.,
Tibshirani, R. and Friedman, J. (2009)). In this paper, we are interested in
kernel nonparametric estimations. These estimate depend on some smooth-
ing parameter h which has to be chosen according to some criteria. For
independent observations, two popular criteria, to select h, are known as
the Cross Validation (CV) criterion and its rotation-invariant version called
Generalized Cross-Validation (GCV) criterion. The GCV criterion has dif-
ferent variants, see for instance Akaike, H. (1970), Craven, P. and Wahba, G.
(1979), Shibata, R. (1981), Rice, J. (1984), Mallows, C. L. (1973). We refer
the reader to Härdle, W., Hall, P. and Marron, J. S. (1988) who studied this
problem in the case of independent, equally spaced, observations. They gave,
in particular, the behaviors of the minimizers over h of the average squared
errors, the mean average squared errors, the cross-validation score CV or the
generalized cross-validation GCV. They also studied the deviation between
these selected smoothing parameters.
In many cases, independence of the observations is, however, not a realis-
tic modeling of observed data. Autoregressive models, autoregressive condi-
tional heteroscedasticity models, Markov chains are examples of dependent
models (see for instance Doukhan, P. and Louhichi, S. (1999)). We focus,
in this paper, on the case of kernel nonparametric models with particular
dependent errors, more precisely, the case when the errors form a stationary
martingale difference sequence (MDS, in short). They are, essentially, two
reasons that motivated us to restrict our study of dependence to the case of
stationary MDS.
• The first reason is that, studying MDS is a promising step for studying
the general case of stationary dependent errors. In fact, MDS plays
an important role in establishing the results for arbitrary stationary
sequences, see for instance Peligrad, M., Utev, S. and Wu, W. B. (2007)
(for moment inequalities purpose).
• The second reason is that MDS is not an abstract notion. Indeed,
there are a lot of well known stationary MDS models which are used
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in practice, such as ARCH(1) or more general GARCH(1,1) stochastic
volatility models.
We compare, in the case of nonparametric regression model with MDS
errors, the behaviors of the smoothing bandwidths obtained by minimiz-
ing either the unknown average squared error, the theoretical mean average
squared error, a Mallows-type criterion adapted to the dependent case and
the family of criteria known as generalized cross validation (GCV) extensions
of the Mallows’ criterion. We prove that these three minimizers and those
based on the GCV family are first-order equivalent in probability. We give
also a normal asymptotic behavior of the gap between the minimizer of the
average square error and that of the Mallows-type criterion. This is extended
to the GCV family. The obtained results generalize those under independent
errors, as in Härdle, W., Hall, P. and Marron, J. S. (1988), to MDS ones.
Finally, we apply our results to a specific case of MDS namely the ARCH(1)
processes.
The adaptation to the dependent case from the independent one is not
trivial and needs to establish more theoretical and technical results such
as maximal inequalities or limit theorems for quadratic forms of dependent
data. To establish our theoretical results, we make use of some ingredi-
ents adapted to our case of dependent observations taken from Burkholder,
D. L. (1988), Doukhan, P. and Louhichi, S. (1999), McLeish, D. L. (1974)
and Rio, E. (1993). Those ingredients are stated in Appendices B and C
of the supplementary material. Their proofs are based, in particular, on
Marcinkiewicz-Zygmund type inequalities or maximal moment inequalities
for MDS, weighted sums of MDS or quadratic forms for MDS that we estab-
lish using Burkholder-type moment inequalities together with some chaining
arguments (see Lemma C.1.,· · · , Lemma C.4 and Theorem C.1., Corollary
C.1. and Proposition C.1. of Appendix C). Recall that chaining is a nice ap-
proach to approximate the supremum, over a non countable set, of stochastic
processes (used in the theory of empirical processes see for instance Andrews,
D. W. K. and Pollard, D. (1994), Louhichi, S. (2000), or Pollard, D. (1990)).
A central limit theorem for triangular arrays of quadratic forms for MDS is
also needed for the proofs of our results. We prove this central limit theo-
rem, in Appendix B, by checking the technical conditions of McLeish, D. L.
(1974).
Our paper is organized as follows. In Section 2, we introduce the regres-
sion model and the different criteria for the selection of the smoothing pa-
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rameter h. In Section 3, we state our main results. We apply our theoretical
results, in Subsection 3.1, to ARCH(1) processes. A Monte-carlo simulation
study is conducted in Subsection 3.2. An essential part of the proofs of our
results are givne in Section 4. A supplementary material Benhenni, Girard
and Louhichi (2021) is provided containing the rest of the proofs required
for the results of this paper as well as some technical ingredients (see section
Supplement).
2 Model and notations
Let (εi)i≥0 be a stationary sequence of centered random variables with finite
second moment. Let σ2 = Var(ε1) and R be the correlation matrix of the
vector (ε1, · · · , εn). Consider the following regression model, defined for i =
1, · · · , n, by




where r is an unknown regression function of class C2 and the xi’s are equally
spaced fixed design. We are interested in this paper by the Priestley-Chao













where K is a compactly supported even kernel with class C2([−1, 1]) and h
is a positive bandwidth less than 1/2. The above curve estimator entails the
following smoothing, in the matrix form,
r̂ = LY with r̂ = (r̂(x1), · · · , r̂(xn))t, Y = (Y1, · · · , Yn)t
and L = (lj(xi))1≤i,j≤n is known as the smoothing matrix or the hat matrix.
Since the estimator r̂ depends on some smoothing parameter h, we will need
some procedure for choosing h. For this, we recall some known criteria of
selecting this parameter h.
In order to eliminate the boundary effects of the compactly supported
kernel K, we introduce, as was done in the literature (see for instance Gasser,
T. and Muller, H.G. (1979)), a known function supported on a sub-interval
of the unit interval. For this, suppose without loss of generality that h < ε
where ε is a fixed positive real number less than 1/2. Let u := uε be a
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positive function, of class C1 and [ε, 1 − ε]-compactly supported satisfying∫ 1
0










where U is the diagonal matrix U = diag(u(x1), · · · , u(xn)) and for any
vector v, ‖v‖2 = vtv.
It should be pointed out that in order to overcome the boundary problem
mentioned above, one may consider the local linear estimate, as done for
instance by Fan, J and Gijbels, I. (1996), Francisco-Fernandez, M., Opsomer,
J. and Vilar-Fernandez, J.M. (2004), Benhenni, K. and Degras, D. (2014)
where plug-in asymptotic methods for selecting the smoothing parameter
have been considered for some class of correlated errors. However the purpose
of the current work is the study of bandwidth selection methods which are
based on unbiased (or nearly unbiased) criteria for any fixed sample size.
We believe that the extension of our results to local linear estimate may be
carried out but it is beyond the scope of this paper and thus could be treated
in a separate possible future work.
The following lemma (its proof is given in Appendix A.1 of the supple-
mentary material) evaluates its mean, IE(Tn(h)), for finite variance stationary
errors (εi)i∈IN.
Lemma 2.1. Suppose that
∑∞




























Then for any n ≥ 1 and h ∈]0, ε[,
IE(Tn(h)) = Dn(h) +O(
1
n







where O is uniformly on n and h, γ(h) depends on h (but not on n) and
tends to 0 when h tends to 0.
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Let, as in Hall, P., Lahiri, S. N. and Polzehl, J. (1995) and Rice, J. (1984), Hn
be a neighborhood of h∗n, i.e, Hn = [an
−1/5, bn−1/5] for some fixed a < c < b.
Define also,
hn ∈ argminh∈HnIE(Tn(h)) and ĥn ∈ argminh∈HnTn(h).
Of course these three “optimal” parameters hn, h
∗
n and ĥn depend on
the unknown function r, since the criteria that they respectively minimise,
depend themselves on the regression function r. Many authors agree that,
among these ones, ĥn should be the target (see Girard, D. (1998), page 316).
For this reason, an important literature considered minimizers of “good”
estimators of Tn(h) and studied their asymptotic behavior.
For i.i.d. errors (εi)1≤i≤n with all finite moments, this question is solved.
A reasonably good estimate of IE(Tn(h)) is constructed allowing to define a
criterion (of course the “goodness” can be measured up to a multiplicative
positive factor or an additive constant) that selects an observable choice for
h : cross-validation is often used or the following simpler criterion is also
used






















The above notation Ĉp, where ν is the “local” (or more generally “weighted”)
“degrees of freedom”, is related to the Cp-statistics introduced by Mallows,
C. L. (1973) for variable selection in linear regression models. Notice that
Ĉp(h) = σ̂
2
h×ΞS(t(h)) with ΞS(t) := 1 + 2t and t(h) := ν/n, that means that
Ĉp(h) coincides with the Shibata criterion, as named by Härdle, W., Hall, P.
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and Marron, J. S. (1988). Recall that the main result of these authors was
that they showed a second-order equivalence (defined below as a footnote)
of the “exact” Cp criterion, which uses the exact σ instead of σ̂h in (2.2),
and any criterion obtained by replacing in this second expression of Ĉp the
penalization factor function t 7−→ ΞS(t) by any function ΞX satisfying
ΞX(t) = 1 + 2t+O(t
2) with second derivative Ξ′′X bounded on a neighborhood of 0;(2.3)
a second example being the popular GCV criterion, σ̂2h/(1− t(h))
2, associ-
ated with the choice ΞX(t) := ΞGCV(t) = (1 − t)−2. Precisely, letting ĥ
be a minimizer over h ∈ Hn of the exact Cp criterion, Härdle, W., Hall, P.
and Marron, J. S. (1988) proved, in the context of i.i.d errors (εi)1≤i≤n with
all finite moments, that ĥ, h∗n, ĥn, hn are all equivalent in probability, that
ĥ− ĥn, hn − ĥn are also close in distribution as n tends to infinity, and that
minimizing any such criterion σ̂2h×ΞX(t(h)) also produces a bandwidth which
is second-order equivalent to ĥ. 1.
The above criteria can hardly be considered as adapted to the case of gen-
eral dependent errors since they take into account only the variance σ2 of the
errors and not their overall dependence structure. Several authors extended
Mallows’ criterion to some cases of stationary dependent errors. Wang, Y.
(1988) and Han, Ch. and Gu, Ch. (2008), among others, generalized Mallows’
criteria in (2.2) (but for other purposes than ours) to stationary dependent
errors with known covariance matrix σ2R of the vector (ε1, · · · , εn)t, by
CL(h) = n−1‖U1/2(I − L)Y ‖2 + 2σ2n−1tr(URL), (2.4)
which is linked to the average squared error Tn(h) due to the following rela-
tion,




−1(Y − r)tU(r − r̂) + 2σ2n−1tr(URL). (2.5)
Let us consider, according to our purpose, ĥM to be the minimizer of the
dependent version of the Mallows criterion (2.4)
ĥM ∈ argminh∈HnCL(h).
1The second order equivalence of the Cp and GCV selectors means that the asymptotic
law of ĥ− ĥn is unchanged if ĥ is replaced by the minimizer of GCV(h)
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Recall that we are interested in the problem of selecting the parameter
h when the errors form a sequence of stationary and dependent random
variables. As we mentioned in the introduction, we consider through all
this paper, the above regression model with stationary MDS errors (defined
in Conditions (C) of Section 3 below). Since MDS is a sequence of non-
correlated and centered random variables, R, which represents the correlation
of the errors, is nothing else but the identity matrix. Since R = I, it seems
natural to consider again the substitution of the true σ in (2.4) by the same
estimate σ̂2h used above in Ĉp and to ask whether such a substitution still
provides good bandwidth selectors under stationary MDS errors. Thus, we
consider the following minimizers, denoted by the generic ĥG
ĥG ∈ argminh∈HnGX(h) where GX(h) := n






where ΞX, satisfying (2.3), is associated with one of the classical GCV-type
criteria.
3 Main results and applications
The following conditions are required to establish our main results.
Conditions (C). Assume that the errors (εi)i≥0 form a stationary MDS
with respect to some natural filtration (Fi)i≥1, i.e, for any i > 0, εi is Fi-
measurable and IE(εi|Fi−1) = 0. Suppose also that IE(ε2p1 ) < ∞ for some
p > 8.
Our first result states that for MDS errors, the bandwidths hn, h
∗
n, ĥn, ĥM
and ĥG are first-order equivalent in probability (in other words, both the CL
and GX criteria enjoy the same “asymptotic optimality” property).












all converge in probability to 1 as n tends to infinity.
2Here, and for all the evoked argmin, the results apply to any points of the argmin sets
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Notice that Hall, P., Lahiri, S. N. and Polzehl, J. (1995) gave two theorems
for two bandwidth selection methods (precisely a block-bootstrap method
and the classical leave-k-out technique, and the mentioned theorems are re-
spectively their Theorem 2.2 and Theorem 2.3) under a rather general de-
pendence assumption on the error sequence, namely the Rosenblatt mixing
condition (see their Section 2.2). Each of these two theorems is a first-order
optimality like Proposition 3.1 above, and it could be applied, in particular,
to certain stationary MDS. However we point out that these two theorems
also require that all moments of the marginal law of the errors are finite.
Thus the results of Hall, P., Lahiri, S. N. and Polzehl, J. (1995) cannot be
applied to any ARCH process except the trivial one (α = 0 in the notation
of Section 3.1).
Our second result gives, under a block-covariance decay condition, the rate at
which ĥn − ĥM and ĥn − ĥG converge in distribution to a common centered
normal law, and furthermore states that the martingale difference depen-
dence does not impact this law.
Theorem 3.1. Suppose that Conditions (C) are satisfied. Moreover, suppose




and for any positive integer q ≤ 6, 1 ≤ i1 ≤ · · · ≤ ik < ik+1 ≤ · · · ≤ iq ≤ n
such that ik+1 − ik ≥ max1≤l≤q−1(il+1 − il),
|Cov(εi1 · · · εik , εik+1 · · · εiq)| ≤ Φ(ik+1 − ik), (3.1)
where εi1 · · · εik denotes the product
∏k
`=1 εi` (and likewise for εik+1 · · · εiq).
Then both
n3/10(ĥM − ĥn) and n3/10(ĥG − ĥn)


































Remark 3.1. The control of the covariance quantity |Cov(εi1 · · · εik , εik+1 · · · εiq)|
appearing in (3.1) is well known in the literature. It was used, for instance
in Doukhan, P. and Louhichi, S. (1999), in order to obtain Marcinkiewicz-
Zygmund type moments inequalities of an even order of the partial sum∑n
i=1 εi. If the sequence (εn)n is strongly mixing with mixing coefficients
(αs)s∈IN, then it is proved by Rio, E. (1993), see also Lemma 9 in Doukhan,
P. and Louhichi, S. (1999)) that, for 1 ≤ i1 ≤ · · · ≤ ik < ik+1 ≤ · · · ≤ iq ≤ n
such that s := ik+1 − ik ≥ max1≤l≤q−1(il+1 − il),




where Q is the quantile function of |ε1|, i.e. the inverse of the tail function
t 7−→ IP(|ε1| > t).
3.1 Application to ARCH(1) processes
We consider the regression model defined in (2.1) with an ARCH(1) error




σ2(1− α) + αε2n−1, 0 ≤ α < 1, σ2 > 0 (3.2)
where (ηn)n≥1 is an i.i.d. centered sequence distributed as a standard normal
law and such that ηn is independent of (ε1, · · · , εn−1).
Proposition 3.2. Let (εn)n≥1 be a strictly stationary ARCH(1) process sat-
isfying (3.2) with α such that α8
∏8
i=1(2i − 1) < 1 (this is equivalent to
α < 2025027−1/8 ≈ 0.162796). Then the conclusions of Proposition 3.1 and
Theorem 3.1 hold.
Proof of Proposition 3.2. We first recall the following well known prop-
erties in the literature (see for instance Engle, R. F. (1982), Lindner, A.M.
(2009) and the references therein).
Lemma 3.1. Consider the process (εn)n as defined in (3.2). Then
1. (εn)n is a geometric ergodic homogeneous Markov chain with a unique
stationary distribution π. The stationary distribution π is continuous
and symmetric.
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2. (εn)n is strongly mixing with mixing coefficients (αl)l>0
αl := sup
A∈σ(εs, s≤0), B∈σ(εs, s≥l)
|Cov(1IA, 1IB)| = O(ρl),
for some ρ ∈]0, 1[. Here σ(εs; s ≤ 0) and σ(εs; s ≥ l) denote, respec-
tively the sigma-fields generated by εs, for s ≤ 0 and εs, for s ≥ l.
3. IE(ε2r1 ) <∞, for r ∈ IN \ {0}, if and only if αr
∏r
i=1(2i− 1) < 1.
4. IP(|ε1| > x) ∼ cx−κ as x tends to infinity (in all this paper the notation
a(x) ∼ b(x) means that limx→∞ a(x)b(x) = 1), for some c > 0 and κ is
given as the unique positive solution to ακ/2IE(|η1|κ) = 1.
Letting Fi = σ(η1, · · · , ηi), then εi is Fi-measurable and
IE(εi|Fi−1) =
√
σ2(1− α) + αε2i−1IE(ηi|Fi−1) = 0.
The sequence (εn)n is then a martingale-difference. Moreover, since it is
strongly mixing with αs ≤ Cρs, we get, from Remark 3.1, the bound (3.1),





Our task now is to prove that
∑∞
s=1 s
4Φ(s) <∞. We deduce from IP(|ε1| >
x) ∼ cx−κ as x tends to infinity that Q(u) = O(u−1/κ), (q satisfies necessarily


















s4ρs(1−q/κ) <∞, since ρ ∈]0, 1[.
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3.2 A Monte-carlo simulation study for a “trend plus
ARCH(1) process”
We report here on rather extensive experiments with ARCH(1) noise and a
single example of regression function (called the “deterministic trend” here)
taken from Welsh, A.H., Lin, X. and Carroll, R.J. (2002), and we focus on the
questions of how accurate is the approximation provided by Theorem 3.1, and
whether the restriction p > 8 in Conditions (C) that we have required could
be relaxed. These questions were also studied, in the first arXiv version of
this article, for another trend, namely the well known “bell shaped” example
much studied since Rice, J. (1984), which is a lot smoother trend than the
one used here. And for the sake of place we only do this experimental study
for the Mallows criterion (the possible GCV-like criteria, satisfying (2.3),
being rather numerous, cf. Härdle, W., Hall, P. and Marron, J. S. (1988)).
We choose a noise level for which the noise-to-signal ratio is “moderate”,
precisely 0.322. So, the chosen trend function is
r(x) = c0 + c1
(





where we add the constants c0, c1 to the definition by Welsh, A.H., Lin, X.
and Carroll, R.J. (2002) only so that the range of r(x) is exactly [0, 1] when
x ∈ [0, 1]): a plot of r is inserted in the left panel of Figure 1. Each data set
is thus the sum of this trend r evaluated at xi = i/n, i = 1, · · · , n, plus an
ARCH(1) sequence with a “persistence” parameter α as defined in the above
Subsection 3.1. We consider 6 settings for the ARCH(1) noise, precisely
α ∈ {0.01, 0.162, 0.577, 0.75, 0.9, 0.98}, with a common value σ = 0.32.
The first value of α = 0.01 corresponds nearly to i.i.d. normal observation
noises (this setting will be referred to as the “quasi-iid-normal” case) and
the last one generates noise sequences for which a strong serial correlation
is always present when the sequence is squared. Recall that the moment of
order 16 no longer exists as soon as α is slightly above 0.162, but the moment

















Figure 1 : n = 29. Each of these 2 panels displays one data set Y . The underlying
trend r is displayed (in red) in the upper left inset. The function u (in gray)
excludes about 20% of the points. The 2 panels only differ by α = 0.577 (left)
and α = 0.9 (right). For each Y the CL choice and the “weighted L2-optimal” Tn
choice are plotted in blue and dashed green respectively.
The kernel function used here is the classical biweight K(x) = 15
16
(1 −
x2)21[−1,1](x). As is well known, its precise specification, among possible pos-
itive “bell shaped” kernels, has a weak impact on the behavior of bandwidth
selection techniques. As weight function u, we used a slightly smoothed ver-
sion of 1I[0.1,0.9]. Since its precise specification also has a weak impact, we
only give a plot of the used u in Figure 1. Notice that for the considered
data sizes n here, it turns out that it is sufficient to consider only band-
widths that are lower than 0.1, as candidate bandwidths. Then, since the




), it can be checked that
computing the sub-vector of the Priestley-Chao estimator LY whose compo-
nents are restricted to the xi’s in [0.1, 0.9], can always be done by discrete
Fourier transforms. This remark makes affordable the following simulation
study even for quite large n.
The data sets size n was chosen in {29, 212, 215} = {512, 4096, 32768}.
We generated 1000 replicated data sets for each of these 3× 6 settings. For
each data set, the minimizer of Tn(h) and the one of CL(h) were numerically
14
computed by a simple grid-search over the domain [0.025, 1] × 10−1 (notice
the “no smoothing h” is n−1K(0) ≈ 0.0018 for n = 512 and when h comes
close to 1/2 one averages over the entire sample, see Härdle, W., Hall, P.
and Marron, J. S. (1988)), the grid-step being chosen fine enough so that
































































































































































































































































































Figure 2 : n = 215. These 6 panels only differ by α varying in {0.01, 0.162, 0.577, 0.75, 0.9, 0.98}.
In each panel, the dashed blue curve is “empirical MASE”, precisely the average
(over the 1000 replicates) of the Tn(h) curves. Each of the 21 boxplots (located at
21 discrete values for h equispaced over [0.025, 1]× 10−1) are built from the 1000
replicates of CL(h)− n−1‖U1/2(Y − r)‖2.
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The “a.o.” property. First, let us analyze the asymptotic optimality (a.o.)
result. As is well known, a result like Proposition 3.1 generally stems from a
uniform relative accuracy result which states that CL(h)−n−1‖U1/2(Y −r)‖2
uniformly approximates Tn(h) (or its expectation MASE(h)) with a small (in
probability and in sup norm over the domain of candidate h’s) error, “small”
being defined relatively to MASE(h).
We resume in Figure 2 that a uniform relative accuracy is well observed
and, above all, this accuracy in the case α = 0.162 is of the same order as
the accuracy observed in the quasi-iid-normal case (α = 0.01). Furthermore,
an interesting observation is that this accuracy is not deteriorated when
α = 0.577. However there is clearly a deterioration for larger α, especially
for α = 0.9 or 0.98 where in addition to the increased variability, a large bias
is observed. Figure 1 exhibits such a bias toward oversmoothing for α = 0.9.
It can be thus conjectured that, at least for ARCH(1) processes, the re-
striction p > 8 of our Conditions (C) might be weakened to p > 2. However,
the poor behavior of CL (even with quite large n) in cases α = 0.75, 0.9
or 0.98, leads us to conjecture that p > 2 should be considered as a nec-
essary condition for the a.o. of CL or GCV under general stationary MDS
observation errors.
Asymptotic normal distribution. Now, let us look at the usefulness of
the asymptotic normal approximation stated in Theorem 3.1. By inspecting
Figure 3, we clearly see, in the left-bottom panel, that this approximation












































































Figure 3 : n = 512 (top), 4096 (middle) and 32768 (bottom). These 9 panels only
differ by n and by α varying in {0.577, 0.75, 0.9}. In each panel, the displayed
histogram is that of the 1000 replicates of ĥM − ĥn; the histograms are normalized
so that their integrals are equal to 1. The superposed blue curve is the normal
distribution of ĥM − ĥn predicted by the asymptotic theory. Notice that, as ex-
pected, the range of the abscissae (h-differences) decreases by moving from n = 29
to n = 215 .
We have also made such a comparison for α = 0.01 and α = 0.162 (not
shown in Figure 3), and, as expected by Theorem 3.1 and Section 3.1, the fit
is also very good. For settings with the much smaller n = 512, the fit is still
rather good for α = 0.577, but this is no longer true for α = 0.75 or α = 0.9
(and the fit is even worse for α = 0.98, not shown in Figure 3). For n = 212
we see that the accuracy of the fit, when α = 0.577, is almost as good as in
the case n = 215. Similar conclusions were obtained for the “bell shaped”
trend mentioned above. It is good news that the asymptotic approximation
given by Theorem 3.1 is thus useful also with α = 0.577, since this gives
support to the conjecture that Theorem 3.1 could be extended to an ARCH
process under the only existence of the fourth moment of the marginal law.
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4 Proofs
4.1 Main lemmas for the proof of Proposition 3.1
The following two lemmas are very useful for the proof of Proposition 3.1.
Their proofs use the tools (stated in Appendix C), that control the supre-
mum of the higher moments of sums of weighted MDS or quadratic form
of weighted MDS, since the evoked quantities δ2(h), Tn(h) and their deriva-
tives are expressed in terms of sums of weighted MDS or quadratic form of
weighted MDS.
We denote by, ‖ · ‖p the p-norm, i.e, for a random variable X, ‖X‖p =
(IE(|X|p))1/p and we recall that δ2(h) is defined as in (2.5) andHn = [an−1/5, bn−1/5]
for some fixed a < c < b.




























where for fixed ε > 0, Aε is a subset of Hn defined by,
Aε = {h ∈ Hn,
∣∣∣∣ hhn − 1
∣∣∣∣ ≤ ε}.















nh3|T ′′n (h)− IE(T ′′n (h))|‖p = 0. (4.7)
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4.1.1 Proof of Lemma 4.1
We have the following decomposition
δ2(h) =
(




































Proof of (4.1). We have, for any h, h′ ∈ Hn, (using the same calculations





≤ hu(xi)|B(xi, h)−B(xi, h′)|+ u(xi)B(xi, h′)|h− h′| ≤ cst n−2/5|h− h′|,
nh|Bi,j(h)| ≤ cst n−11I|i−j|≤nh,




. Using Lemmas C.1, C.3 of the supplementary mate-













nh|δ2(h)| = 0, in probability as n→∞.
Proofs of (4.2) and (4.3). We only discuss the proof (4.3) since that of (4.2)














i − IE(ε2i )),
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i − IE(ε2i ))
which converges in probability to 0 by an analogous to Lemma 4.4.
We also have, for any h, h′ ∈ Hn, (see Lemma A.3 of the supplementary
material) the following bounds,
u(xi)|nh3ci(h)| ≤ cst n−3/5,
u(xi)|nh3ci(h)− nh
′3ci,n(h







′)| ≤ cstn−4/5|h− h′|1I|i−j|≤nmax(h,h′).
All the requirements of Lemmas C.1 and C.3 of the supplementary material





nh3|δ′′2(h)| = 0, in probability.


















































































































|h− hn| ≤ cst n−7/10,















































Applying Lemmas C.1 and Corollary C.1 of Appendix C of the supplemen-













Let, for h ∈ Aε = {h ∈ Hn, | hhn − 1| ≤ ε}, Hi,j(h) =
1
h3
(G1 − 2K1)(xi−xjh )






(h)| ≤ cst h−4, then for any h, h′ ∈ Hn
|Hi,j(h)−Hi,j(h′)| ≤ n4/5|h− h′|1I|i−j|≤nmax(h,h′)












































































The limit (4.4) is proved by collecting (4.8), (4.9) and (4.10).
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4.1.2 Proof of Lemma 4.2
































































Proof of (4.5). Let
















r(xl)− r(xi). We get,






























We have, for any h, h′ ∈ Hn,
u(xi)|B(xi, h)−B(xi, h′)| ≤ cst n−1/5|h− h′|,
and by the proof of Lemma A.1 in Appendix A.1 of the supplementary
material, |B(xi, h)| ≤ cst h2. Hence, for h, h′ ∈ Hn,
|cj,n(h)− cj,n(h′)| ≤ cst n−2/5|h− h′|.
Since K is compactly supported, we have,
sup
h∈Hn




(h|B(xi, h)|) = O(n−
3
5 ).























We have, |dj,n(h)| ≤ cstn and |dj,n(h)− dj,n(h
′)| ≤ n−4/5|h− h′|. Then Lemma



















































|h− h′| ≤ cst n−4/5|h− h′|1I|j−l|≤2nh.














Collecting (4.11), (4.12), (4.13) and (4.14), we finally deduce (4.5).
Proofs of (4.6) and (4.7). Let us note that the function h 7−→ IE(Tn(h)) is





n (h)). We only discuss the proof (4.7) since that of (4.6)
is similar. Taking the second derivative over h in (4.11), we have





























































where F1, F2, F , G1, G2 and G3 are bounded functions of class C
1, [−1, 1]-
compactly supported. The proof of (4.7) is analogous to (4.4) and (4.5).
4.2 Proof of Proposition 3.1






∣∣∣∣ = 0. (4.15)
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From this, we claim that hn
h∗n
converges to 1, as n tends to infinity. In fact, by











so by (4.15) and the definition of h∗n, we deduce that, for a fixed ε > 0 there
exists n0 such that for any n ≥ n0,




= 1, which ensures that limn→∞
h∗n
hn
= 1, in fact (sup-




































where h∗ is between hn and h
∗














tends to 0 as n tends to infinity.





converge in probability to 1 as n tends to infinity
(recall that both ĥM and ĥn belong to Hn). We refer the reader to Rice, J.






∣∣∣∣ Tn(h)Dn(h) − 1
∣∣∣∣ ∥∥∥∥
p
= 0, for some p > 8 (4.16)









≤ (1 + ε)
)
= 1.











which immediately follows from Lemma 4.2 (more precisely (4.5) of Subsec-
tion 4.1). Our purpose now is to prove that ĥM
hn
converges in probability to 1
as n tends to infinity. Recall that CL(h) = Tn(h)+δ2(h)+n
−1‖U1/2(Y −r)‖2,
where δ2(h) = 2n
−1(Y −r)′U(r−r̂)+2σ2n−1tr(URL). We have, using Lemma





nh|δ2(h)| ‖p = 0,


















Now, we have, since n−1‖U1/2(Y − r)‖2 doesn’t depend on h,
ĥM ∈ argminh∈Hn (Tn(h) + δ2(h)) ,
so that using (4.17) and the same previous arguments, we prove that
Dn(ĥM)
Dn(hn)
→ 1, in probability as n→∞.
It remains to prove the statement concerning the fourth ratio ĥG/hn.
A way to do it is to appeal to the a.o. of CL that we have proved above
and to show that the difference GX(h) − CL(h) is uniformly negligible as
compared to IE(Tn(h)). Using that tr(URL) =
∑n
i=1 u(xi)t(h) where t(h) =
n−1h−1K(0), we have from the definition (2.6) of GX(h) and the property












‖U1/2(I − L)Y ‖2 + 2σ2t(h)
)
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Clearly this last quantity is oP (n
−1h−1) uniformly over a domain of h where
nh → ∞ as soon as σ̂2h converges toward σ2 uniformly over this domain.





= IETn(h) + (Tn(h)− IETn(h)) + δ2(h) +
1
n





(directly obtained by combining (2.4) and (2.5)). Now the required con-
vergence is a consequence of Lemma 2.1, the limit (4.5) in Lemma 4.2, the
limit (4.1) in Lemma 4.1 and the fact that 1∑n
i=1 u(xi)
‖U1/2(Y − r)‖2 → σ2 in
probability under Conditions (C). The proof of Proposition 3.1 is completed.
4.3 Proof of Theorem 3.1
The following lemma is crucial for the proof of Theorem 3.1. It gives condi-
tions under which vn(ĥM − ĥn) and vn(ĥM − ĥn) converge to a normal law
with some rate vn. Its proof is given in Section A.3 of the supplementary
material.
Lemma 4.3. If, as n tends to infinity and for some positive rate an, (recall
that δ2(h) is defined in Equation (2.5)),
1. anδ
′
2(hn) converges to a centered normal law with variance V ,
2. an(δ
′








n (hn))(ĥn − ĥM)
converges in distribution to a centered normal law with variance V .
Furthermore, implicitly defining δ3(h) by GX(h) = Tn(h)+δ3(h)+n
−1‖U1/2(Y−
r)‖2, if, in addition to the 3 steps above, we show that
4. an(δ
′










n (hn))(ĥn − ĥG)
converges in distribution to the same centered normal law.
According to Lemma 4.3, we have to consider five steps. We study each
of them in the following five subsections. The final subsection concludes the
proof of Theorem 3.1.
4.3.1 Step 1: convergence in distribution of anδ
′
2(hn).








Proposition 4.1. Suppose that the assumptions of Theorem 3.1 are satisfied.





δ′2(hn) converges in distribution as n tends to infinity to a centered


















Proof of Proposition 4.1. Recall that, for G(u) = −uK ′(u), for any














































We also need, for the proof of Proposition 4.1, the following two lemmas.
Lemma 4.4. Recall that hn = cn
−1/5 and suppose that
∑∞












i − IE(ε2i ))
)
= 0.
































The proof of this lemma is achieved since limn→∞ n
2h6n = limn→∞ n
4/5 =∞.
Lemma 4.5. Recall that hn = cn




















Proof of Lemma 4.5. Clearly, we have using Lemma A.3 of Appendix

























































The proof of Lemma 4.5 is complete.





























i − IE(ε2i )).













i−IE(ε2i )) converge in probability to 0 as n tends
to infinity, which are satisfied due to Lemmas 4.4 and 4.5.
4.3.2 Step 2: convergence in probability of an(δ
′
2(hn)− δ′2(ĥn))
The following proposition checks step 2 of Lemma 4.3.





δ′2(ĥn)) converges in probability to 0 as n tends to infinity.













where h∗ is an element of Hn between hn and ĥn and since ĥn/hn converges
in probability to 1 as n tends to infinity (by Proposition 3.1), we deduce that
lim
n→∞
IP(h∗ /∈ Aε) = 0, ∀ ε > 0, (4.19)














































































+ IP (h∗ /∈ Aε) ,
which tends to 0 by letting first n tends to infinity and then M tends to
infinity, due to Proposition 3.1, (4.4) and (4.19).
4.3.3 Step 3: convergence in probability of CL
′′(h∗)
IE(T ′′n (hn))




in probability to 1, as n→∞, for any h∗ between ĥn and ĥM .













Our first purpose is to prove that, suph∈Hn
|δ′′2 (h)|
|IE(T ′′n (h))|
converges to 0, in prob-
ability, as n tends to infinity. Since suph∈Hn
∣∣∣ D′′n(h)|IE(T ′′n (h))| − 1∣∣∣ converges to 0 as
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(see Lemma A.4 of Appendix A.2 of the supplementary material) it remains







−→ 0, in probability as n→∞,




∣∣∣∣ T ′′n (h)IE(T ′′n (h)) − 1




nh3 |T ′′n (h)− IE (T ′′n (h))| −→ 0, in probability as n→∞,
which is proved due to Lemma 4.2 of Subsection 4.1. Consequently,
sup
h∈Hn
∣∣∣∣ CL′′(h)IE(T ′′n (h)) − 1
∣∣∣∣ −→ 0, in probability as n→∞,
Finally, ∣∣∣∣CL′′(h∗)D′′n(hn) − 1
∣∣∣∣ ≤ cst sup
h∈Hn
∣∣∣∣CL′′(h)D′′n(h) − 1
∣∣∣∣+ ∣∣∣∣D′′n(h∗)D′′n(hn) − 1
∣∣∣∣ .
By definition of h∗ and by Proposition 3.1, we deduce that∣∣∣∣D′′n(h∗)D′′n(hn) − 1
∣∣∣∣ −→ 0 in probability as n→∞,
and then ∣∣∣∣CL′′(h∗)D′′n(hn) − 1
∣∣∣∣ −→ 0 in probability as n→∞.
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4.3.4 Step 4: uniform convergence in probability, over Hn, of
an(δ
′
3(h)− δ′2(h)), where δ3 is defined in Lemma 4.3
The following proposition checks step 4 of Lemma 4.3 for an = n
7/10 .
Proposition 4.4. Under the assumptions of Theorem 3.1, n7/10(δ′3(h) −
δ′2(h)) converges in probability to 0 uniformly over Hn as n tends to infinity.
Proof of Proposition 4.4. From the definition of GX and the two expres-































Tn(h) + δ2(h) + n
























































































The least term of this decomposition is clearly o(n−7/10) for h in Hn since
Ξ′X(t) is bounded near 0. We are going to show that this is also true, in prob-
ability, uniformly over Hn, for the first three terms. Let us begin with I3. By






















in the second term (4.23) of I3 and invoking the required properties of ΞX






















−1/10), and thus I3 is uniformly oP (n
−7/10). For
I1 and I2, a such uniform rate results from (4.1), (4.2), (4.5), (4.6) used in
a classical way via Markov inequality, and of the stated properties of Dn(h)
and D′n(h).




We simply check this step by invoking the above Step 3, and using the fol-
lowing result, where δ3 is defined in Lemma 4.3, whose proof is postponed to
the supplementary material (see its Section A.4) .
Proposition 4.5. Under the assumptions of Theorem 3.1, n2/5(δ′′3(h)−δ′′2(h))
tends in probability to 0, as n→∞, uniformly over Hn.
4.3.6 End of the proof of Theorem 3.1
For the first part of this Theorem we have to check the first three items of










=⇒ N (0, V ).
It follows from Proposition 4.1 that
n7/10δ′2(hn) =⇒ N (0, 4V ),
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two other items of Lemma 4.3 are satisfied using Propositions 4.2 and 4.3.
The proof of the first part of Theorem 3.1 is complete using Lemma 4.3
together with the fact that (see Lemma A.4 of the supplementary material),























As to the second part, arguing as above, it is now sufficient to observe that
the fourth and fifth items of Lemma 4.3 are also satisfied using Propositions
4.4 and 4.5.
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Supplement
The supplementary material Benhenni, Girard and Louhichi (2021) gives
first, in its section A.1, the proof of Lemma 2.1. Next, it gives complementary
proofs of Lemmas 4.1, 4.2, 4.3, and 4.5, of Propositions 4.3 and 4.5, and
of Theorem 3.1. Moreover, some other important probabilistic properties
for MDS are stated in Appendices B and C. More precisely, Appendix B
gives the central limit theorem for MDS; Appendix C gives and proves some
ingredients for MDS used throughout the proofs of the main results (such as
Marcinkiewicz-Zygmund type inequalities or maximal bounds for weighted
sums of MDS or quadratic form of MDS).
References
Akaike, H. (1970). Statistical predictor information. Annals of the Institute
of Statistical Mathematics, 22, 203-217.
36
Andrew, D. W. K. and Pollard, D. (1994). An introduction to functional
central limit theorems for dependent stochastic processes. Int. Stat. Rev.
62, 119-132.
Benhenni, K. and Degras, D. (2014). Local polynomial estimation of the
mean function and its derivatives based on functional data and regular
designs. ESAIM: Probability and Statistics, EDP Sciences, 18, 881-899.
Benhenni, K. Girard, D. and Louhichi, S. (2021). Supplement to “On band-
width selection problems in nonparametric trend estimation under mar-
tingale difference errors”. The DOI will be added by the typesetter.
Available at https://hal.archives-ouvertes.fr/hal-02514827
Burkholder, D. L. (1988). Sharp inequalities for martingales and stochastic
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