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The paper contains the complete results for the complexity of the following three selection 
problems: (A) Find the 3 top elements (ordered) out of a linear order on n elements. (B) Find the 
3rd element out of a linear order on n elements. (C) Find the 3 top elements (unordered) out of a 
linear order on n elements. 
1. Introduction 
Over the past years a considerable amount of research has been devoted to 
selection algorithms using binary comparisons and their complexity (see Knuth [5, 
Ch. 5.31. The following two problems received particular attention: 
(A) Find the t largest elements out of a linear order on n elements. 
(B) find the t-th largest element out of a linear order on n elements. 
A variant of problem A is: 
(C) Find the t largest elements without regard to order out of a linear order on n 
elements. 
Let us denote by W[(n), V&r) and Ur(n) the minimum number of comparisons 
needed for (A), (B) and (C), respectively. Then we have 
V,(n) I V,(n) 5 IV&) for every n and t. (1.1) 
For a given t, the only complete results are 
U,(n)= Vi(n)= W,(n)=n-1, (1.2) 
w,(n) = r/2(n) = (n - 2) + r i0g n i (Kislitsyn [4]), (1.3) 
uz(n)=(n-2)+ rlog(n-~)i (Sobel [6]). * (1.4) 
Upper bounds were established by Kislitsyn [4], Hadian-Sobel [2], lower bounds by 
Hyafil [3] and others (see 2.7 to 2.9 below). For related results see Aigner [l]. 
In this paper the complete results are given for t = 3. 
I log always means logz. 
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Theorem. Let nr6, n=2k+r whereOzzr<2k. Then 
(n-3)+2k 
! 
r=O, 
WJ(n)= (n-3)+2k+l for11rs2k-2, (1.5) 
(n - 3) + 2k + 2 otherwise. 
(n - 3) + 2k r=O, 1, 
V&r) = 1 (n-3)+2k+ 1 for2zzrs2k-2+ 1, (1.6) 
(n - 3) + 2k + 2 otherwise. 
1 (n-3)+2k r=O, 1,2, 
U,(n) = (n-3)+2k+l for3<rs2k-2+2, (1.7) 
(n - 3) + 2k + 2 otherwise. 
The small values are: W,(3) = 3, W3(4) = 5, W3(5) = 7; Vj(3) = 2, Vj(4) = 4, Vj(5) = 6; 
U,(3) = 0, Q(4) = 3, U,(5) = 5. 
2. Preliminary results 
The numbers U,(n), V,(n) and W,(n) are related by a few well-known inequalities 
(see e.g. [l]): For n 24, 
W3(n)< W,(n+l)S W,(n)+2, (2.1) 
V3(n)< VJ(n+ 1)s V,(n)+2, (2.2) 
U3(n)<U,(n+1)SU3(n)+2, (2.3) 
and further 
U,(n+l)sV3(n)+15W3(n)+1. (2.4) 
We will need the following generalizations of (1.3) and (1.4). Let P be the poset of 
Fig. 1: 
Fig. 1. 
If, starting from P, . V2(al, . . . . a,) = W2(al, . . . , a,) and U2(al, . . ., a,) denote the 
minimum number of comparisons needed to determine the first two elements in 
order and without regard to order, respectively, then 
v2(ar, . . . . al) = Wz(al, . . ..a.) = (1-2) + [log ( iI 2’;)l (2.5) 
U2b, . . . . a,)=+2)+ [log ($,2-l)]. (2.6) 
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(2.5) is an exercise in Knuth [5,p.219], (2.6) can be proved by an analogous argu- 
ment. (1.3) and (1.4) become (2.5) and (2.6) in the special case aI =a2 = e.. = al = 0. 
Knuth [5,p.212,214] gives upper bounds for W&r) and V,(n) (due to Kislitsyn and 
Hadian-Sobel). By a variation of the tree selection method of Hadian-Sobel one 
can establish an upper bound for Ut(n) as well. For t= 3 these bounds read as 
follows: 
ws(n)+~-3)+ ri0gni + riog(n-111, 
v,(n)+-3)+2rl0g(n-l)i, 
(2.7) 
(2.8) 
U,(f1)+-3)+2ri0g(n-2)1. (2.9) 
A comparison of (1.5) to (1.7) with (2.7) to (2.9) shows that the algorithms giving 
rise to (2.7) to (2.9) are optimal except when r is in the range given in line 2 of (1.5) 
to (1.7). 
3. The algorithms 
The small values are easily disposed of, so let us assume n 2 8, n = 2k + r where 
0 I r<2k. We are going to design three algorithms whose respective lengths are 
given by the formulae (1.5), (1.6) and (1.7) thus proving these numbers to be upper 
bounds. 
Let us denote the algorithms by W, V and U. By the remark at the end of the last 
section we may assume that r is in the range given in line 2 of (1.5), (1.6) and (1.7), 
respectively; in fact we may assume (by the inequalities (2.1) to (2.3)) that r attains 
the right-hand bound in each range. 
Algorithm W. n=2k+2k-2. 
Step I. Split the elements into two disjoint sets Sr and S2 with 1 S1 1 = 2k, 1 SZ 1 = 2k-2. 
By setting up balanced tournaments for S, and S2 separately we then determine the 
largest element in each set. This takes 
C,=n-2 (3-l) 
comparisons. Let a denote the largest element of Sr and b the element with which a 
was compared last; u shall denote the largest element of S2. Hence after Step 1 we 
arrive at the poset shown in Fig. 2. 
Fig. 2. 
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Step 2. Compare b with u. Thus 
C,=l. (3.2) 
If b > u, then a is the largest element. By (2.5) we can now determine the 2nd and 3rd 
element using at most 
Ci=(k-2)+ rlog(20+2r+ *a* +2k-2+291=2k- 1 
comparisons. If b < u, then: 
(3.31 
Step 3. Compare a with u. If a > u, then a is the largest element. Counting the 
comparison a+ u and using (2.5) we need at most 
C$‘=(k- l)+ l-log(2°+ ..a +2k-2+2kP1)l =2k- 1 (3.33 
comparisons to determine the other two. 
If a< u, then u is the largest element. Counting the comparison a+ u and using 
(2.5) again we need at most 
C$‘=(k-2)+ rlog(2k+20+ ... +2k-3)l =2k-1 
further comparisons. 
(3.3”) 
Adding (3.1), (3.2) and (3.3) we see that in each case the total number of cornpa- 
risons is at most 
(n-2)+ 1 +(2k- l)=(n-3)+(2k+ 1). 
The algorithms V and U are very similar whence we just list the steps. 
Algorithm V. n=2k+2k-2+ 1. 
Step I. Split the elements into 3 disjoint sets Sr, S2 and S3 with 1 S1 1 = 2k, 1 S2 ) = 2k-2 
and ) S3 1 = 1, and determine the largest elements in S, and S2. We use the notation 
a, 6, v as in Fig. 2. 
Step 2. b + v. If b> v, then a is one of the two top elements. Now determine the 3rd 
using (2.5). If b< v, then: 
Step 3. a + u. The larger of a and u is one of the two top elements, and the 3rd 
element can now be determined, using (2.5). 
Algorithm U. n=2k+2kP2+2. 
Step 1. Split the elements into 3 disjoint sets Sr, S2 and S3 with 1 S, ) = 2k, I S2 I = 2k-2 
and I S3 ) = 2, and determine the largest element of each set. We use the notation as 
in Fig. 2. 
Step 2. b + v. If b > u, then a is one of the three top elements and the other two can 
be determined, using (2.6). If b < v, then: 
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Step 3. a + u. The larger of a and u is one of the three top elements, to determine the 
other two, we again use (2.6). 
4. The basic oracle 
In order to prove the theorem it remains to show that in any optimal binary tree 
(= algorithm) there is always a path from the root to an end-node of at least the 
length given on the right-hand side of (1.5) to (1.7). To do this we set up a suitable 
oracle in each case, a method described in Knuth [5,p.200,212]. 
The small cases n I 8 can be easily checked directly, hence we assume n = 2k + r, 
n 29. Using (1 .l) and (2.1) to (2.4) we have the following: 
Lemma 1. Let n = 2k + r, n 2 9. In order to prove the theorem it suffices to show 
W,(2k+ l);z(n-3)+(2k+l), (4.1) 
W,(2k+2k-2+l)r(n-3)+(2k+2), (4.2) 
U,(2k+3)r(n-3)+(2k+1), (4.3) 
U,(2k+2k-2+3)z(n-3)+(2k+2). (4.4) 
Let .7 be an optimal binary comparison tree for determining the first three elements 
(in order or without order). In order to prove (4.1), (4.2) and (4.3), (4.4), 
respectively, we must find a path ~+” in .4 whose length I(Y) is given by the right 
hand side of (4.1) to (4.4). To do this we construct an oracle 0 (which is the same in 
either case) on .K When there is no danger of confusion we identify fi with the path 
.Y in .1 determined by I/r and call I( r’) = /( :Y) the length of the oracle. 
For the remainder of this section let .r be a fixed optimal tree for determining the 
first three elements (in order or without order) out of a linear order N, 1 N 1 = n. To 
make the language more expressive we freely use the terms “players, games, wins, 
losses, etc.“. 
Some notation and terminology 
Let 9 be a path in .Y (from the root to an end-node). All the terms that follow are 
defined with respect to .Y. 
(i) /( :b) is the length of .Y. 
(ii) x+-y means that x and y are being compared. 
(iii) Before the h-th comparison, .? is said to be in stage h. 
(iv) Ph is the poset determined by .r in stage h; < h is the order relation in Ph and 
if x 2 hy, then x is said to dominate y (in stage h). In a picture of P,, we usually only 
draw the upper part, deleting all elements which have already been found not to 
belong to the top three. 
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(v) Dropping the subscript means the final stage, i.e., after the last comparison. 
For example, P is the final poset, < is the order relation in P, etc. 
(vi) x>Y means that x defeated Y; hence x >Y iff there exist zI, . . ..q with 
x>zr > *** >z,=y. 
We come to the construction of the oracle 0. The idea of using a ‘dominance 
function’ is implicit in all oracle proofs of Kislitsyn’s result (1.3). (See, in particular, 
Hyafil [3]). As before we set r~=2~+r, O~ri2~, nz9. 
0 is defined inductively on .% To each stage h of .Y we associate a pair (Th, (Pi) 
where Th c N and opt : N-t tr$, are defined inductively as follows: 
(S) TI = 0, q~(x) = 1 for all x E N. 
Suppose xty is the h-th comparison. Then the oracle B says: 
X’Y if (01) x,y E Th and x entered T,, beforey, 
or if (02) XE T,,, y$ T,,, 
or if (03) XI$ Th, ye Th and 
(03i) rl0g phi > rlog ph(Y)T, 
or (03ii) rlog p,Jx)l = rlog qh(y)l and x has not lost but y has already lost, 
or (03iii) rlog q,,(x)1 = rlog rph(y)l and (Pi 2 ph(y). 
That is, if in case (03iii) q~(x) =a),,(~), then 0 makes an arbitrary decision 
compatible with the existing order. We use the convention rlog 01 = - 1. 
After the decision x>y the pair (Th, pPh) changes to: 
(11) If(01)or(02),thenTh+,=Th,~Ph+l=a)h. 
If (03), then 
4% + 1 c-9 = @l(X) + e%(Y), 
(12) T/,+I = Th and 
( 
ph+l(Y)=o, if a(X) + GQ(_Y) 5 2 k- r. 
V)h+l(z) =V)h(z) for z+XvYj 
(13) Th+FTfiu{X) and ph+l=V)h if (Ph(x)+V)h(Y)>2k-1. 
If (13) applies, then x+-y is called the entry game for x. In the case (12) we call 
x+Y an essential game if p)h(x) >O, p,,(Y) >O. We say x>Y is an essential win for x if 
x+-y is an essential game. Thus it is precisely the essential wins of x for which 
(Ph(X)<V)h+ l(x)* 
Notation. (i) Dh(x) is the set of players that have lost to x (in stage h), Dh(x) is the set 
of players that have lost to x in essential games; dh(x) = 1 L+,(x) 1, d;(x) = l&(x) 1 .
(ii) ?“fh = {XE N: X6 z-h, ph(X) >o}. 
The following lemma lists the basic properties of the oracle (‘1. In particular, it 
says that T, roughly corresponds to the top elements, i& to the undecided elements 
and $?)h(x) to the number of players dominated by x. Recall the convention that 
dropping the subscript means the final stage. 
Lemma 2. Let n = 2k + r, 0 I r < 2k, n 19. Let s be the length of the oracle R on the 
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optimal comparison tree 5 For all x, y E N and h = 1,2 ss+l: 9 -**, , 
O=T,cT,c... CT, N=M, >M2 2 ..a >M, 
dh(x) 5 dh + I (x)3 d/,(x) 5 di, + I (x)9 
& (Dh(x) = n9 
(4.5) 
(4.6) 
vh(x) 5 2k- ‘, 
dh(X) 1 dh(X) 2 r iOg &,(X)1 , 
DA(X) f-wy) = 0, 
XE T/,+, * &(x)>2k-2, dj(x)>k- 1, dh+,(X)>k, 
@&)>2k-2 * XE TUM, 
xEMh,x<hY*YET/,> 
1 {YEN:y< hx) 1 ~(Ph(X). 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
Proof. (4.5) is obvious from the definition, (4.6) is clear from (S) and (11) to (13). 
(4.7) follows from (12) and (13), (4.8) from (03) and (12). (4.9) is clear from the 
observation that for the loser of an essential game f&, drops to 0 and stays at 0 there- 
after (by (03)). To prove (4.10) suppose the i-th game xty, is h, is the entry game 
for x. Then, by (13), V;(X) + q+(y) >2k- *, hence p;(x) >2k-2 by (03) and thus 
rlogp@)l zk- 1. Now, by (4.8), dh(x)zdi(x)>k- 1 and counting the winx>y we 
have dh+ 1(x) 1 d;, , (x) L k. (4.11) follows from (03) and (13), (4.12) from the defini- 
tion of Mh and (12). (4.13), finally, is easily established by induction. 0 
5. Proof of the theorem 
To prove (4.1) to (4.4) we consider separately the cases whether the algorithm .“I 
determines the top three elements in order or without regard to order. 
Let .? be an optimal algorithm for determining the top three elements without 
regard to order and B the oracle of the previous section. By (4.3) and (4.4) we may 
assume n=2k+3 or n=2k+2k-2+3, null. 
Notation. Let 9 be a path in F from the root to an end-node. Then A(i) = {x E N: x 
loses at least i times (in MY)}, a;= /A(i)/, i=l,2, . . . . Toph={xEN: xdominates at 
least n - 2 elements in stage h (including itself)}, Both = {x E N: x is dominated by at 
least 4 elements in stage h (including itself)}. 
Since .F is optimal we clearly have ai = 0 for i 2 4. 
Lemma 3. Let .G@’ be a path in .SJ< then I( Lo) = aI + a2 + a3. 
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Proof. al + u2 + a3 counts the total number of defeats in 9. 0 
When 9’ stops, then the three top elements must form one of the following posets 
in Fig. 3. 
a b u 
. . l 
1; ’ b/f” ‘vb 
V 
a 
b 
” 
P(l) P(2) P(3) 
Fig. 3. 
P(4) P(5) 
In the following lemma we use the letters a, b and u as in Fig. 3. 
Lemma 4. Let Y be a path in .Ywith I( 9) =s. If the final poset is 
P(l), then sz(n-3)+ lD(a)l + ID(b)1 + ID(o)1 - jD(a)nD(b)nD(u)I (5.1) 
P(2), then sr(n-3)+ ID(a) + ID(b)( + ID(o)1 - )D(b)nD(u)I. (5.2) 
P(3), then sr(n-3)+ ID(a)1 + ID(b)1 + ID(u)1 - /D(b)flD(u)I. (5.3) 
P(4), then A(l)=N- {a,b}, A (2) a D(a) U D(b), 
A(3)>(D(a)nD(b))-u and sz(n-3)+ ID( + ID(b (5.4) 
If we have equality for s, then we have set equality for A(2) and A(3). 
P(5), then A(l)=N- {a}, A(2) 1 (D(a) - b) U (D(b) - u), 
A(3)~(D(a)nD(b))-u and sr(n-3)+ ID( + ID(b (5.5) 
If we have equality for s, then we have set equality for A(2) and A(3) and u $ D(a). 
Proof. Let us just verify (5.1). Clearly, A(l)=N- {a, b, u}, hence aI =n-3. Any 
player that loses to a, b or u must lose at least a second time, hence 
A(2) 2 D(a) UD(b) U D(u). Any player that loses to two out of a, 6, u must lose a third 
time, hence 
A(3) 2 (D(a) n D(b)) U (D(a) no(u)) U (D(b) n D(u)). 
It follows that 
a2+a3= lA(2)I + IA(3)l 2 IDWI + ID(b)I + ID( - lDWnD(b)nD(u)I 
and thus (5.1) by Lemma 3. 0 
Toph is by definition the set of elements which, in stage h, have already been 
found to belong to the top three; similarly for Both. In particular, Top, = Boti = 0 
and ITop/ =3, IBotl =n-3. 
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Lemma 5. Suppose I( .Y) =s and let x+y be the s-th (last) comparison. 
ITop,] =2, /Botsl =n-4. 
Let TOP, = {a, 6). Then a > ,x or a > ,y and similarly b > ,x or b > ,y. 
.zEBot,*z<,a, z<,bandz<,xorz<,y. 
(5.6) 
(5.7) 
(5.8) 
Proof. Since x+-y is the final game the winner must go into Top and the loser into 
Bot. Hence 1 Top, 1 5 2, 1 Bat, 1 5 n - 4. Suppose there exists w E N- (Top, U Bot, U 
{x, y}). If w < $x, then in case x>y no further relation is added involving w and 
hence w must have been in Bot,. A similar reasoning shows w < sy, x{ s w, y C: s w. 
Thus w is unrelated to x and y and could therefore not be determined by the 
comparison x+-y. (5.7) and (5.8) are proved by analogous arguments. 0 
The following propositions deal separately with each case whether the final poset 
determined by the oracle r”i is P(l),P(2), . . . or P(5) in Fig. 3. 
Proposition 1. Let .9 be an optimal comparison tree for determining the top three 
elements (without regard to order) out of a linear order N, IN ) = n, n 111. Suppose 
the basic oracle 0 determines P(l), P(2) or P(3) as final poset. Let s = I( @) be the 
length of 0. Then 
sz(n-3)+2k+l ifn=2k+3, 
sz(n-3)+2k+2 if n=2k+2kp2+3. (5.9) 
Proof. Suppose the final poset is P(1) and set n =2k+r where r is either 3 or 
2k-2 + 3. We use the notation of Fig. 3. By (5.6), the last game must involve one of 
the top elements a, b or u. Suppose the last game is ut w. Then, by (5.7), we have 
as a subposet of P and further, by (5.8), z< sa, b for all zza, 6, u. We use the nota- 
tion T,M as in Section 4. 
Case 0. 1 T 1 =O. Then M= {a, 6, u) by (4.12). Both a and b defeated w; let a be 
the first to have beaten w. Since p(a) + p(b) + p(u) = n >2k and &a), cp(b), q?(u) ~2~~ ’ 
by (4.6) and (4.7), two of q(a), v(b), v(o) must be ~2~~~. 
Assume &a) > 2 k-2, p(b)>2kp2. Then (by (4.8)) d’(a)zk- 1, d’(b)?k-1 and 
d(b) 2 k counting the non-essential win b > w. Since D’(u) c D(u) we have 
ID(o)I - ID(u)flD(a)nD(b)I 2 ID’(o)j - )D’(u)nD(a)flD(b)I. 
Setting u = ID’(u) nD(a)nD(b) I we note d(a) 1 k- 1-t U, d(b) 2 k + u by (4.9) and 
the fact that w d D’(u) and d’(u) 1 [log rl since p(u) 2 r by (4.7). Using (5.1) we thus 
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obtain 
sz(n-3)+(2k-1)+2u+d’(u)-ur(n-3)+2k+(Tlogrl -1) 
and hence (5.9). 
The case &a) >2k-2, p(u) >2k-2 is the same as before with the roles of b and u 
interchanged. 
Assume, finally, cp(b)>2kP2, ~(u)>2~-~. Thend’(b)zk- 1, d’(o)zk- 1. Setting 
u = ID’(a) m(b) no(u) 1 we have u 2 1 since w E D’(a) nD(b) no(u) and further 
d(b) 18(b)+ u, d(u)?&(u) + u by (4.9). Since by the same reasoning as before 
~(a) 2 r, we obtain by (5.1) 
sz(n-3)+2k-2+2u+d’(a)-uz(n-3)+2k+(Tlogrl -1) 
and hence (5.9). 
Case 1. 1 T 1 = 1. Then TUM= {a, 6, u} by (4.12). Let us again assume that a was 
the first to have beaten w. Assume T= {a}. Then &a) > 2k-2 and d(a) 2 k by (4.10). 
One of p(b) and V(U) must be ~-2 kP2. Suppose w.1.o.g. ~(b)>2~-~ and thus 
p(u) zr. Setting u = ID’(u)nD(a)nD(b) I we have as before d(b)?&(b) + uz 
(k- 1) + u. By (5.1), this yields 
sz(n-3)+(2k-l)+u+d’(u)-uz(n-3)+2k+(flogrl -1) 
and thus (5.9). The case where a6 T and, say, T= (6) is settled by an analogous 
argument. 
Case 2. ITI =2. Then TUM={a,b,u} by (4.12). Assume T={a,b}. Then 
&a) >2k-2, $7(b) >2k-2, p(u) 2r. Setting u= ID’(u)nD(a)nD(b) I we have 
d(a)rd’(a)+uz(k- l)+u and d(b)rk by (4.10). Using (5.1) again, we obtain 
s>(n-3)+2k- 1 +u+d’(u)-uz(n-3)+2k+(Tlogrl -1) 
and thus (5.9). The same reasoning goes through for DE T. 
Case 3. I T 1 2 3. Then {a, b, u} G T by (4.12), and thus d(a) 1 k, d(b) L k and 
d(u)?k. W.1.o.g. let a be the first of the three to have entered T. Setting 
u = 1 D’(U) nD(b) n D(0) I we have d(b) 1 k - 1 + u, d(u) r k. Thus again 
sz(n-3)+2k-l+u+d’(a)-ur(n-3)+2k+(rlogrl-1) 
and hence (5.9). 
The cases when the final poset of the top three is P(2) or P(3) in Fig. 3 are dealt 
with by entirely analogous arguments. 0 
The remaining two cases P(4) and P(5) are considerably more difficult. Note that 
these are the posets which are relevant to the V,- and Ws-problem. Here the oracle 
will, in general, not produce a path of the length required in the theorem. Our 
method will thus consist in changing the oracle at a suitable stage in order to 
produce a required path. 
To shorten the argument the following notation is useful: Suppose B is an oracle 
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defined on the comparison tree OK and let A, B be disjoint subsets of N. By setting 
A < I, B or just A <B if there is no danger of confusion we mean that whenever .Y 
performs a comparison a + b with a E A and b E B, then B decides a < b. Whenever 
an outcome is not explicitly stated in the definition of 0, then the oracle is assumed 
to make an arbitrary decision compatible with the existing order. The following two 
propositions sum up the results for the ordered and unordered case in the presence 
of P(4) or P(5) as final poset. We confine ourselves to a proof of the somewhat 
subtler ordered case. Here the final poset is P(5), of course. 
Proposition 2. Let :Q be an optimal comparison tree for determining the top three 
elements (without regard to other) out of a linear order N, 1 N ) = n 2 11. Suppose 
the oracle 0 determines P(4) or P(5) as final poset. Then there exists a path Y in .Y- 
of length s* where 
s*r(n-3)+2k+l if n=2k+3, 
s*r(n-3)+2k+2 ifn=2k+2k-2+3. (5.10) 
Proposition 3. Let .7 be an optimal comparison tree for determining the top three 
elements in order out of a linear order N, IN 1 = n 2 9. Then there exists a path 9 in 
7 of length s* where 
s*r(n-3)+2k+l if n=2k+ 1, 
s*z(n-3)+2k+2 ifn=2k+2k-2+1. 
(5.11) 
Proof. We use the notation a, b, u in the final poset P(5) as in Fig. 3. Let d be the 
basic oracle of Section 4 and s = f( 0) its length. We have a, b E T and u E MU T by 
(4.12) and (4.7) and hence s?(n - 3) + 2k by (5.5) and (4.10). 
Case I. n = 2k + 1. If s > (n - 3) + 2k we are finished, so assume s= (n - 3) + 2k. It 
follows that d(a) = d(b) = k, D(a) n&b) = 0 and that a + 6, b + u are the entry games 
for a and b, respectively. Furthermore, any game in B not involving a or b must be 
between top elements of N- {a, b} at that stage. Let a+ b be the i-th game and ba u 
the u-th game where i< u by (01). 
Suppose ~~(o)>2~-~. Then d;(o) =lzk-2 and P, looks as depicted in Fig. 4. 
b a4%-& //v\ =: . . . “.s 
“1 “e . . . 
b9 
Pll 
Fig. 4. 
A = {aI, . . . . af> is the set of players who have lost only to a (in stage u); similarly for 
B={b,, . . . . bg) and V={ui, . . . . 0,). C={ci, . . . . cd} is the set of unbeaten players 
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different from a and u. Hence 
s-u=f+g+d withflk-l,glk-1. (5.12) 
If, after the outcome b > u, we change the oracle to 0’: B U {u} <A < C< b < a we 
see that another game will involve b unlessf= 6= 0. Thus, by (5.12), we may assume 
S-U =g~ k- 1 = d,(b). But now, consider the outcome b< u with the resulting 
poset P, + , depicted in Fig. 5. 
Fig. 5. 
By choosing the oracle 0”: b < V< a < u we need at least I+ 2 2 k games whence 
u+1(8”)zu+k>s+l. 
Let us then assume p,(o) ~2 k-3. By using the oracle 0’ from above we may 
assume that 6 = 0 and hence 
by (4.6), and thus 
by (4.7) and (03). Clearly, d;(a) = k - 1, but also d/(b) = k - 1 since d,‘(b) = h 5 k - 2, 
then yli(b) ~2~ by (4.8) and thus 
by (03ii). Let x1, . . . . xk_ 1 be the players defeated by a in this order before game i. 
From &(a)Z2k-2+2k-3+ 1 it follows that d’(~i)?O,d’(~2)Ll,...,d’(Xk_r)2k-2. 
Similarly, let yi, . . . , yk_ 1 be the players defeated by b in this order then d’(yi) 20, 
. . . . d'(y& 1) 2 k - 2. Pi is thus of the form depicted in Fig. 6 where X= {Xi,, eeep Xi,}, 
y= (Uj,v ---9 yj~}, are again the sets of players that have only lost to a and b, respec- 
tively, and C= (c,, . . . . cy } is the set of unbeaten players apart from a and b. 
a 
Fig. 6. 
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We have 
s-i=a+P+y with yrl. (5.13) 
Assuming w1 5 w2 5 ..a 5 w, we note wi? i- 1 for i= 1, . . . . 0. Let the oracle decide 
a > b if (YL fl. If, after the outcome a > 6, the oracle declares a to be the best player 
we need (by (2.5)) at least 
(a+~-1)+ ri0g(2wI+ . . . +2wa+2fl+2f1+ _. +291 
~(~~+y-l)+rl0g(2a+2~+2fl+...+2f~-l)i. 
Forthisexpressiontobe <a+p+rwemusthavea=p, w,=O,...,w,=a-l,y=l, 
fi = 0 and thus 
s-i=2a+ 1. (5.14) 
Hence P,+, looks as in Fig. 7. 
.+;* x 
a-l a 
Fig. 7. 
After game i the oracle M * is defined very much like the basic oracle. First of all, 
B * stipulates N - (XU {a, 6, u}) <XU (6, o} <a. Within XV {b, u} the decisions are 
made according to the number of elements covered at stage 1. To formalize this we 
define functions I,u[: XU {b, u} + No, t 2 i + 1, as follows. At the start 
Wj+i(Xj)=2j-* u=l,...,o), 
Wi+l@)=2a, Wi+l(O)=l* 
Let D,= {xeXU{b,o}: tyt(x)>O}. If x+-y is the t-th game with x,y~XU{b,u}, 
then fl*decidesx>yiff I+Y[(x)~ V/((Y). If I+v~(x)= w,(y) andx= o, then t!*says u>y. 
After the outcome x>y with x, y E D,, I,V* changes to 
Hence in this case D (+ 1 =D, - {y}. If the t-th game has as its loser an element 
covered by some w E D, then we set I+v~+ I (w) = +v,(w) and v/t+ 1 (z) = we(z) for all 
other z. In all other cases we stipulate I,v,+ , = I,u*. 
It follows from the definition that, for XE D,, log I+v~(x) is the number of elements, 
covered by x in stage t, which are still possible candidates for the third ranked 
element. If the t-th game matches two elements in D,, then, clearly, Czar+, I 
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Cr~r(~) with strict inequality if u was beaten for the first time in the t-th game. 
Suppose there is no further game involving a. Then there must be a game, say the 
t-th game, which puts u below a. Suppose a coversf elements in Pr+ 1 and suppose 
that there have been p games up to this stage which involved elements not in 
XU { 6, u}. Then t - i = a + 2 -f +p. From the set-up of D * we have 
c l+Yt+r(z)>( c l//;+,(z))2-p+ 1 = 
(j=l > 
5 2j+ 1 2-p+ 1 = 2a+l-p+ 1. 
Applying (2.5) we thus need at least 
(f-2)+ r10g(2Q+1-p+~)i =(f-2)+(o+2-p)=f+o--p 
more games after the t-th game. Hence, by (5.14) 
i+I(U*)=i+(t--i)+Cf+a-p) 
=(s-2a-l)+(a+2-f+p)+U+a-p)=s+l. 
Suppose, finally, the game a + u is played in r” *. Let it be the e-th game. Then by 
usingthesymbolsfandpasbeforewehavee-i=a+3-f+p, C ly,+,(~)22~+l-p 
and thus i+l(O*)>s+ 1. 
Case2. ~1=2~+2~-~+1. Agains=f(B)z(n_3)+2k. 
Case 2a. s = (n - 3) + 2k. As in Case 1 we have d(a) = d(b) = k, D(a) ftD(b) = 0 
with a + b and b + u being entry games. Let as before be c( + b the i-th game and b + u 
the u-th game in 8. Consider the u-th game where we use the notation of Fig. 4. 
Suppose first C f= I cp,(cj) 12 k-3 + 1. After the outcome b > u we define O’ by stipu- 
lating 
N-(‘4UBUCU(a,b,o})<BU{o}<A<C<b<a 
and keeping B within A and C. Since 6r 1 there must be another game involving b. 
Let it be the t-th game. P, looks as in Fig. 8. 
Fig. 8. 
Then t-l-urCf+g+1+6)-(1+m+e) with ~21, msk, and thus, by (5.12), 
s-t+lll+m+e-1. bmustplaysomexjorcjiinthet-thgame.Now,if1+&>2, 
then b would have to play at least one more game whence 
u+f(cir’)ru+(t-u)+I+m+c 
z(s-f-g-d)+++g+6+2-I-m-c)+(l+m+.c)=s+2. 
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Hence we must have I+&=1 and thus I=O, e=l. Since CfEtV)u(cj)>2k-3 this 
implies q = d;(w) 2 k - 2. The t-th game must therefore be b + W. After changing the 
outcome to b < w let the oracle 0” declare w to be the best player. By (2.5), we need 
at least q - 1 + rlog(2 +2k-3)l ?2k- 5 more games to determine the other two. 
Hence 
t+l(#‘)=u+(t-u)+2k-5zCf+g+2+6)-(m+ l)+u+2k-5 
r(s-u+2)+u+k_62s+2 for kz6. 
The small cases k = 3,4,5 are easily disposed of by considering a refined oracle P * as 
in Case 1. 
Suppose then Cjr=tpU(cj)12k-3. Then q1~(o)>2~-~ and since ~~(o)<2~-~ by 
(03ii) we conclude 
By the same argument as in Case 1 it follows that &(a) = d,‘(b) = k - 1 and, further, 
that 8(x,) L 0, &(xX) I 1 ,...,d’(Xk-1)2k-2whereX={x,,...,xk_,} aretheplayers 
defeated by a (in that order) before game i and similarly d’(y, ) L 0, . . . , d’(y,_ I) h 
k-2 where Y= {y,, . . . . yk_ 1 } are the players defeated by b up to game i. Let Pi be 
as in Fig. 6 and suppose P makes the decision a > b iff (Y r/I. Then P, is of the form 
depicted in Fig. 4 with f=d’(v)?k-2 since ~Jv)>2~-~, and Bz 1 since p,(a)+ 
9u(~)+9,(u)~2k+2k-2<n. Let the outcome of the u-th game be b<o. Then by 
using the notation as in Fig. 4 and employing the oracle P’ as given there we 
conclude that there must be at least f + I + S + 2 zf+ 6 + k more games to determine 
the top three. By (5.12), this gives 
u+f(O’)z(s--f-g-d)+(f+d+k)=s+(k-g). 
Henceinorderthatu+f(~?Is+lwemusthaveg=k-l,andthusa2p2g=k-l, 
i.e., a=/?= k- 1, in the notation of Fig. 6. Hence we may assume that Pi+, is as in 
Fig. 9. 
;;/&A 
w1= “2-y wk_fk-2 
k-l 
Fig. 9 
with 
s-i=2k-2+y, yzl. (5.15) 
The following argument is the subtlest part of the proof which, of course, is to be 
expected since the situation of Fig. 9 corresponds precisely to the set-up of the (opti- 
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mal) algorithm Wof Section 3. After the i-th game we change to the following oracle 
a. Set X=(x1 ,..., xk}, C={c, , . . . . cv}. First of all, a stipulates that 
N-(XUCu{a))<XUC<a. 
Within XU C the decisions are made according to the functions xI:XUC+ n\l,,, 
t 1 i + 1, in a similar way as in Case 1. At the start 
Xi+I(Xj)=2wi (j= 1, . . ..k- l), 
Xi+l(X/r)=2km1, 
Xi+ I(Cj)=2f, o’= 1, . ..) y). 
LetD,={xEXUC:&(x)>O},X,=D,fM, C,=D,nC.IfY+zisthet-thgamewith 
Y,zeXUC, then a says 
Y>z if y,z~X and xr(y)~xI(z), 
or if y, z E C and x,(y) rxI(z), 
or if YEC, ZEX and xr(y)?+xt(z). 
After the outcome y >z, with y, z E D,, xt changes to 
Xr + 1 (Y) = 2Xr (YX xt+1(z)=O, 
x,+,(w)=x~(w) for wEXUC, w#y,z. 
As in Case 1, if the t-th game has as its loser an element covered by some w E Dt, 
then xr+I(w)=ixt(w) and xt+l(z)=Xt(z) for all other zeDt. In all other cases, 
xt+1=xt. 
Hence by the set-up of & a player x E X beats a player c E C iff xt (x) > 0 and xt (x) 2 
4x1(c). Note that if xr (z) > 0 where z E XU C, then it must be a power of 2. Define 
S,(X)= i x,(x,) and S,(C)= i xt(cj) for t2i-t 1. 
J=l J=I 
Thus Si+l(X)>2k- 1, Si+I(C)L2kP2+ 1 (by (4.8) and (4.7)). The following obser- 
vations are immediate from the definition of 3. Whenever x E X loses to c E C in, 
say, the t-th game, then S,(X) will decrease by x,(x) and S,(C) will increase by at 
least +xt (x). Whenever CE C loses to XE X, then S,(C) will decrease by x,(c) and 
S,(X) will increase by at least 4xt(c). Whenever the t-th game matches two members 
of X or two members of C then both sums S,, 1 (X) and S,, I (C) will be at least as 
large as S,(X) and S,(C), respectively. Set L,(X) = CjXj(X) where the summation is 
over all Xj(x) such that in game j some XE X lost to some c E C, for i + 1 sj 5 t. That 
is, L,(X) is the sum of the amounts that were substracted from Si+ , (X) up to stage t 
due to losses of players of X to players of C. Similarly, define L,(C) by the losses of 
members of C to members of X. From what we just said the corresponding incre- 
ments will be at least +L,(X) to Si+ , (C) and at least 4L,(C) to &+ I (X). 
Suppose there is no more game involving a. Let the t-th game be the last game in- 
volving (unbeaten) players of C and suppose there have been p games (up to the t-th 
game) involving elements not in Dj, j = i + 1, . . . , t. Then Pt+ I is as in Fig. 10. 
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a 
5+1 A . . . 
z1 'f 
Fig. 10. 
and we have t - i = k + y-f +p. Now 
0r2km2+ 1 -L,+t(c)++L,+,(x), 
s,+,(X)1(2~- 1 -L,+,(X)+4L,+1(C))2-p. 
From this it follows that 2LI+t(C)-L,+1(X)22kP1+2 and thus 
St+l(X)r(2k- 1 +2k+4+L,+,(X))2-J’>2k+1PP. 
Using (2.9, we conclude that we need at least another 
v-2)+ Tlog(&+t(X))l r(f-2)+(k+2-p)=f+k-p 
games. By (5.15), this gives 
i+l(6)zi+(t-i)+Cf+k-p) 
=(s-2k+2-y)+(k+y-f+p)+Cf+k-p)=s+2. 
Suppose there are m 2 1 games after the i-th game involving a and elements of C, 
say games ul, u2,. .., u, = u and suppose again there have been p games (up to the 
u-th game) involving elements not in D/T j = i + 1, . . . , u. Let the opponents of a in 
these games be ul, . . . , u, with d;,(q) = 4. Then 
x 21~+l’~~,~{uj>9 cu,+l=cu,-uj 
and 
s,j+l(x>=s*~(x)+Xu,(uj), S,+,(C)=~,,(C)-x,(uj) 
forj=l,..., m. P,,, looks therefore as in Fig. 11, 
Fig. 11. 
where Z= {z,, . . . . zf}=Xu+t, W={~t,...,w~}=C~+t and 
u-i=k+y-f-6+m+p. (5.16) 
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Claim: We may assume I,sk-j for j=l,..., m - 1. Suppose on the contrary 
$ > k - j for some j. Then by choosing after the uj-th game the oracle M’: 
N-(D:J(oj)UX,,UC,,U{a,o,})<D:J(Uj)<x~j<C,j<oj<a 
we need at least 4 + IXUj / + / CU, 1 - 1 more games (since 1 Cu,+ 1 1 L 1) whence, by 
(5.19, 
U,+/(O’)=i+(Uj-i)+I(@‘) 
?(s--2k+2-y)+(k+y- IXu, I - ICUjl +j) 
+(lj+IX~j)+(C~,I-1)=s-k+1+j+[,>s+2. 
Suppose first 6 = 0, and hence u - i = k + y-f + m +p. 
If f = 1, then 
0=&,(X)?~(2~- 1 -L,(X)+4L,(C)+2’1+ . . . +2/m-1)2-” 
and thus 
-L,(C)++L,(X)12k-‘-++2[1-‘+ ... +2LPr+L,(c) 
whence 
S,(C)=2’mL(2kP2+ 1+2k-‘-f-2+-t- . . . --2’rn~lPl +L,(C))2-P 
2(2 k-2+2k-*+++L,(C))2-p. (5.17) 
For m 12 this last expression is > 2kPm+ t-p. H ence in this case l,,,?k-m+2-p 
and therefore 
i+f(A)zi+(u-i)+(k-m+l-p) 
=(s-2k+2-y)+(k+y-l+m+p)+(k-m+l-p)=s+2. 
If m = 1, then I, 2 k-p. If there exists w E D;(u,) with WA U a, then by choosing the 
oracle (@: D;(o,) - w < w < a < 0, we need after the (U - 1)-st game at least 
I, + 11 k+ 1 -p more games whence 
(u-l)+I(+-(s-k+l+p)+(k+l_p)=s+2. 
If, on the other hand, D:(u,) < a, i.e. Dl(oU) LX,, , , then L,(C) s2k-2 and thus, by 
(5.17), 
S,(c)=2’11(2k++)2-P>2k-p, 
i.e., I, zk-p+ 1 from which again i+I(c’r)rs+2 results. 
If fr2, then 
hence 
O=S,+,(C)r(2k-2+ 1 -L,+,(C)++L,+,(X)-2’1- *.. -2’m)2-P, 
-L,+t(X)+2L,+r(C)Z2k-‘+2-2’1+‘- ..* -2’m+l. 
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It follows that 
&+,(X)z(2k- 1+2/r+ ... +2’+LU+t(X)+4LU+t(C))2-P 
1(2k- 1+2k-1+2-2’l-- **. -2’m+2L .+1(C)F-P 
r(2kP’+2kPm+‘-2’??7+2L,+,(C)+1)2-P 
>2k-m+l~p+(2k-l_24,,)2-~. 
Since v, E X, + , we also have S .+,(X)>2’m because of fr2. Now after the u-th 
game we need, by (2.9, at least 
V-2)+ flog(S,+t(X))1 rCf-2)+(k-m+2-p) 
more games whence (by (5.15) and (5.16)) 
i+f(Z)zi+(u-i)+Cf+k-m-p) 
2(S-22k+2-y)+(k+y-f+m+p)+Cf+k-m-p)=s+2. 
Suppose, finally 6r 1 in Pu+ , of Fig. Il. In this case we may assume I,,, I k - m by 
employing the oracle 8’ of above. Let the e-th game be the last one to involve 
(unbeaten) members of C, and suppose there have been q games (between the u-th 
and e-th game) involving elements not in Di, .i = u + 1, . . . . e. Then P,+ I looks as in 
Fig. 12. 
Fig. 12. 
with 
e-u=f+d-h+q, hrl. 
We have 
0=Se+1(C)1(2k-*+ 1 -L,+*(C)++L,+,(X)-2’1- *. 
thus 
-L,+t(X)+2L,+t(C)>2k-‘+2-2’r+1- **a -2/m+‘. 
It follows that 
(5.18) 
S,+,(X)1(2k-1+2’1+ *** +2’m-L,+*(x)+4L,+1(c))2-@+q) 
Z(2k- 1 +2k-1 +2-2’1- a** -2’m+2Let1(C))2-@+Q) 
r(2k-’ +2k-m+ 1 +2L,+1(x))2p@+q) 
>2k-m+ 1 -p-q 
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By (2.9, we need as least another 
(h-2)+ ri0g(s,+,(x))3 z(h-2)+(k-m+2-p-q) 
games after the e-th game whence by (5.15), (5.16) and (5.18), 
i+I(@Li+(z4-i)+(e-u)+(h+k-m-p-q)=s+2. 
Case 26. s = (n - 3) + (2k + 1). By (4. lo), we have d(a)r k, d(b)zk. If d(a) = 
d(b) = k then at b and b+ u are entry games (in the notation of Fig. 3) and we are 
back to Case 2a. Let us thus assume d(a) + d(b) = 2k + 1. There are two possibilities, 
d(a)=k+l, d(b)=k or d(a)=k, d(b)=k+l. 
Assume d(a) = k + 1, d(b) = k. Then b + u is the entry game for b; let it be the u-th 
game. By (Ol), we have a E T,. If a >u b and d,(a) = k then we are back in Case 2a. 
Let a >u b and &,(a) = k + 1. We use the notation of Fig. 4. By (5.12), we have 
s - u =f+ g + 6, i.e. all the remaining games in 0 must be between maximal elements 
of N - {a, b}. By employing the oracle 8’: B U {o} <A < C< b < a we conclude that 
we may assumef=6=0, and thus s-u=gsk- 1. Now, b lost to a in the k-th or 
k + 1-st game involving a, let z be the other k-th or k + I-st loser. Then p,(o) + p,(z) 2 
2k-2 + 1 and thus p,(u) 22k-3 + 1 from (03) and the fact that f = 6=0. Hence 
I= d;(u) 2 k - 2 and by choosing the oracle 0”: b < V< a < u in the notation of Fig. 5 
we need at least I + 2 2 k games after the u-th game whence u + I( 0”) 1 u + k LS + 1. 
If, on the other hand, aPu b (and therefore d,(a) = k), then a+ z must have been the 
entry game for a and P,, I looks as in Fig, 13 
p”+lA /YQ-L 
=1 =f bl % ” 
Fig. 13 
where s-u=f+g+d+ 1. Note that U)<,CI by (5.5). By using the oracle 0”‘: 
N-(AUBUCU{a,b,u})<A<B<C<u<a<b 
we need at least f + g + 6 + 2 more games whence again u + 1( 0”‘) 2 s + 1. 
Assume, finally, d(a) = k and d(b) = k + 1. Then a + b was the entry game for a. If 
d,(b) = k - 1, then b+ u is the entry game for b and we are back in Case 2a. If 
d,(b) = k, then by using the oracle d’ after Fig. 4 we may again assume f = 6= 0 in 
Fig. 4. Let z be the loser to 1, in the k-th game of b. Since p,(u)r2 k-2 by (03ii) 
and 6 = 0 we have 
n = 2k + 2k-2 + 1 = q,(a) + q,(b) + q,(u) + p,(z) 
and thus q+,(z) L 1. Hence b + z must have been the entry game for b and since u will 
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eventually beat z we must have qJo)~2~-~ + 1. But now we are back to Case 2a 
(Fig. 8) with z playing the role of u in the argument here. q 
This completes the proof of the theorem. 
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