Abstract. We give a computationally efficient method for constructing the linear differential operator with polynomial coefficients whose space of holomorphic solutions is spanned by all the branches of a function defined by a generic algebraic curve. The proposed method does not require solving the algebraic equation and can be applied in the case when its Galois group is not solvable.
Introduction
To find relations satisfied by a given special function is a difficult and important problem in the theory of special functions of mathematical physics. The relations in question can involve derivatives, integrals, finite differences etc. Knowing a global relation for a special function that is defined locally (e.g. by means of a series converging in a neighbourhood of a point) allows one to deduce global properties of that function. From this point of view, linear differential equations with polynomial coefficients are of particular interest. One of the reasons for this is the difficult problem of computing the analytic continuation along a given path of a locally defined special function. By identifying such a function with a solution to a system of linear differential equations with polynomial coefficients which does not have any "extra solutions" one can use standard techniques for investigating the analytic continuation of the function under study (see, for instance, [14] ). Here by "extra solutions" we mean the solutions which are not branches of the function under study, that is, which cannot be obtained from it by means of analytic continuation. Observe that every germ of a (multivalued) analytic function satisfies a relation with entire (in particular, polynomial) coefficients provided that this relation is valid for one of its germs in a neighbourhood of some fixed nonsingular point.
The culmination of this approach is the Wilf-Zeilberger algorithmic proof theory (see [18] and [19] ) based on holonomic systems of equations. In the present paper we thoroughly investigate the special case when the function under study is algebraic and the holonomic system consists of a single ordinary linear homogeneous differential equation with polynomial coefficients. Despite all simplicity, this setup leads to formidable computational challenges.
The 21st problem in the Hilbert list was solved in 1989 by A.A. Bolibrukh who proved that it is in general not possible to construct a linear fuchsian system of differential equations with a prescribed monodromy group (see [1] ). However, the problem of effective computation of a system of differential equations (and, in particular, of a single differential equation) with a prescribed branching of solutions (whenever this is possible) remains open and is in the focus of intensive research, see [4] , [6] , and [9] . The computer algebra system Magma has a built-in command DifferentialOperator for finding such operators (see [5] ). In the paper [11] a method for computing annihilating operators for a class of algebraic functions was developed. However, due to computational difficulties and software limitations, it could only be used for computing annihilating operators for algebraic functions defined by equations with solvable Galois groups. In the present paper we describe an algorithm which allows one to compute annihilating operators for an essentially larger class of algebraic functions and does not require the solvability of the Galois group (see Examples 4 (4), 9, 10 and 11).
It is well-known that an ordinary linear differential equation with a prescribed solution space can be found by means of the wronskian of a basis of this space. However, from the computational point of view, the wronskianbased representation of the differential equation for an analytic function (which is, in general, defined only locally) is merely a nonconstructive existence theorem. There are three main reasons for this. First, to form the wronskian, one needs to choose a basis in the space of germs of the given function at a nonsingular point. This requires computing the analytic continuation of the given function along any path which is, in general, a difficult problem. Secondly, to evaluate a determinant containing high-order derivatives of a given special function is a task of a great computational complexity. Finally, extracting the polynomial coefficients of the desired differential operator out of the obtained combination of algebraic functions requires the full use of modern methods of computer algebra. For instance, to compute the differential operator for the roots of the generic monic cubic by means of the wronskian is already a challenge (see example in §5 in [11] ). In the general case, the wronskian-based construction is not suitable for computation since no effective means of simplifying expressions which contain high-order derivatives of special functions are presently known.
The present paper provides an algorithm for constructing the optimal (that is, of the smallest possible order) linear homogeneous differential equation with polynomial coefficients for a univariate algebraic function y = y(x) implicitly defined by the equation
This algorithm allows one to overcome the difficulties listed above. That is, it does not require to solve the problems of analytic continuation, evaluation of determinants and simplification of expressions involving derivatives of algebraic functions. The proposed method is a development of the ideas of the work [11] . It allows one to reduce the problem of computing the annihilating operator for an algebraic function to the problem of finding a basis in the syzygy module of an ideal in the ring of multivariate polynomials. The presented algorithm differs from other methods (both recent and classical, see [4] , [6] , [8] , and [9] ) in its primary field of application (it deals with generic algebraic equations), in the underlying concept (holonomic systems of partial differential equations and noncommutative elimination) and the complexity of differential operators that it can efficiently produce. The capabilities and limitations of the proposed algorithm are summarized in Table 1 . The authors are thankful to Professor D. Zeilberger for helpful explanations giving insight into holonomic systems approach and to Professor M. Singer for comments on Galois theory.
Annihilating operators for solutions of holonomic systems of differential equations
In what follows we will denote by D n the Weyl algebra of differential operators with polynomial coefficients in n variables x = (x 1 , . . . , x n ) ∈ C n . This algebra is generated by the operators x 1 , . . . , x n ,
Here "•" denotes the composition of differential operators. The Weyl algebra is simple (see Chapter 1 in [2] ).
When speaking about ideals in the Weyl algebra, we will always mean its left ideals.
The following basic statement is well-known but not easy to find in the literature in the following explicit form. It can be deduced from Theorem 2 in [17] . It also follows from Theorem 1.4.12, Proposition 1.4.9, and Lemma 2.2.3 in [15] . Proposition 1. For any holonomic left ideal I ⊂ D n and any i ∈ {1, . . . , n} there exists a nonzero operator P i ∈ I, all of whose derivatives are with respect to the variable x i , that is, an operator of the form
The following statement is a consequence of the results in [10] and [12] . It shows that algebraic functions defined by generic algebraic curves are annihilated by holonomic ideals in D n .
Theorem 2. Any germ of the algebraic function y(x 0 , x 1 , . . . ,x n ) implicitly defined by the relation
satisfies the holonomic system of differential equations Conversely, any holomorphic solution of (3) defined locally in a neighbourhood of a nonsingular point is a linear combination of germs of the function y(x 0 , x 1 , . . . , x n ) at this point.
The system of differential equations (3) is a special instance of the GelfandKapranov-Zelevinsky hypergeometric system introduced in [10] . Its "dehomogenized" version for an algebraic curve with affine parameters was investigated by Mellin in [13] .
Recall that the Nilsson class comprises (multi-valued) analytic functions of several complex variables which have finite determination and moderate growth in arbitrary neighborhood of any of their singularities (see §4.1.12 in [3] ). Here by the determination of a multi-valued analytic function we mean the number of its linearly independent germs in a neighborhood of a generic point in its domain of definition. The determination of an analytic function of one complex variable which lies in the Nilsson class and has finitely many singularities in C coincides with the smallest possible order of an ordinary linear homogeneous differential equation with polynomial coefficients satisfied by this function.
Theorem 2 together with Proposition 1 imply the existence of a linear differential operator with polynomial coefficients whose space of local holomorphic solutions at a nonsingular point is spanned by the roots of the generic algebraic equation (2) and all of whose derivatives are with respect to x 0 . This operator is defined uniquely up to a sign. We will say that this operator is optimal for the given generic algebraic curve. 
Since the determination of the function y(x 0 , x 1 , x 2 ) equals 2, Proposition 1 yields the existence of a second order differential operator P ∈ J, all of whose derivatives are with respect to x 0 . Using the notation θ i = x i ∂ ∂x i
, we can write the expansion of this operator with respect to the basis of J in the form
Of course, this optimal differential operator is only a monomial multiple of the wronskian of the roots of the initial algebraic equation.
In the next section we describe the algorithm for computing the optimal annihilating operator for an arbitrary algebraic function satisfying an equation of the form (1). This will, in particular, perform the noncommutative elimination of all the derivatives except for
in the holonomic ideal (3) by means of methods of commutative algebra only.
Computing the annihilating operator for a given algebraic function
We begin by computing the determinations of some elementary functions and the corresponding differential equations. In the present section we describe an algorithm for computing the optimal annihilating operator for the roots of a generic algebraic equation with symbolic coefficients, that is, an equation of the form (1). The roots of the equation a 0 y m + a 1 y m 1 + a 2 y m 2 + . . . + a n y m n + a n+1 = 0 (regarded as functions of a = (a 0 , . . . , a n+1 )) satisfy the holonomic A-hypergeometric system with the vector of parameters (0, −1) (see [16] ), where
Namely, it is the left ideal in the Weyl algebra C[a 0 , . . . , a n+1 , ∂ 0 , . . . , ∂ n+1 ] generated by the toric operators Thus by Proposition 1, there always exists a linear differential operator with polynomial coefficients in a 0 , . . . , a n+1 , and all of whose derivatives are with respect to a n+1 . Setting a 0 = 1 and a n+1 = x we obtain the annihilating operator for the solutions of (1). Using noncommutative elimination theory, one can compute this operator in a way similar to that in Example 3. In the special case of a trinomial equation (that is, for n = 1) the desired operator is a right factor of the Mellin differential operator found in [13] .
The following theorem gives the order of the annihilating operator.
The number of linearly independent (over the field of complex numbers) germs of the solutions to the equation (1) at a generic point x ∈ C and for generic values of the parameters (a 1 , . . . , a n ) ∈ C n is given by
Here [ ] denotes the integer part of a real number.
The following theorem is the foundation of our algorithm for computing optimal annihilating operators. , a 1 , . . . , a n ), i = 1, . . . , m be the roots of the algebraic equation (1) and denote P (t) = m i=1 (t − s i ). For every k = 1, . . . , m we define the ideal I k in the polynomial ring with m + n + 1 variables C[s 1 , . . . , s m , a 1 , . . . , a n , x] to be Here S j (s 1 , . . . , s m ) is the elementary symmetric polynomial of order j in the variables (s 1 , . . . , s m ). In the sequel we will denote the ideal generated by the Vieta relations by V.
Proof. Let x ∈ C be a point outside of the zero locus of the discriminant of the left-hand side in (1). Let (a 1 , . . . , a n ) ∈ C n be a generic vector of parameters and let y k (x, a 1 , . . . , a n ) denote the k-th branch of the solution y(x, a 1 , . . . , a n ) to the algebraic equation (1) . Let us now denote by D the differential operator
Using the well-known contour integral representation for a solution to a univariate algebraic equation (see Section 5 in [11] ) we conclude that the generators of the ideal I k are polynomial multiples of the derivatives of the solution to (1):
This shows that the generators of the ideal I k are indeed elements of the ring C[s 1 , . . . , s m , a 1 , . . . , a n , x]. By Theorem 5 the determination of the solution to (1) equals R(m, m 1 , . . . , m n ). Thus by Theorem 2 and Proposition 1 there exists a linear differential operator with polynomial coefficients (in x, a 1 , . . . , a n ) all of whose derivatives are with respect to x and whose space of holomorphic solutions at a generic point is spanned by the branches of y(x, a 1 , . . . , a n ). For the sake of computational efficiency we factor out the Vieta relations. This increases the number of variables involved in the generators of the ideal but decreases their degrees. The desired differential operator is a relation between the derivatives of y(x, a 1 , . . . , a n ) with polynomial (and thus single-valued) coefficients. By the conservation principle for analytic functions the same relation must be satisfied by any of the germs of y (x, a 1 , . . . , a n ) at a nonsingular point. Thus the coefficients of this relation lie in the syzygy module (4) .
Observe that the elements of the syzygy module (4) are polynomial vectors whose entries in general depend on all of the variables s 1 , . . . , s m , a 1 , . . . , a n , x. The proof of Theorem 6 implies that there exists an element of (4) whose entries only depend on a 1 , . . . , a n , x. It can be found by means of the following algorithm.
Algorithm 7. The actual computation of annihilating operators for algebraic functions was organized as follows:
1. Compute the basis of the ideal I 1 defined in Theorem 6. 2. Using the lexicographic order of the variables s 1 , . . . , s m compute the Gröbner basis of the ideal V defined by the Vieta relations (as defined in Theorem 6).
3. Perform polynomial reduction of the generators of the ideal I 1 by means of the Gröbner basis of the ideal V. That is, at this step, we use the Vieta relations as much as possible in order to simplify the generators of V.
4. Factorize the obtained family of polynomials. The result has a very specific structure: it is a family of polynomials in C[s 1 , . . . , s m , a 1 , . . . , a n , x] whose elements are symmetric with respect to s 2 , . . . , s m . Using the Gröbner basis of the ideal V, reduce them to polynomials in C[s 1 , a 1 , . . . , a n , x]. Let us denote this family of polynomials by R 1 , . . . , R m .
5. Any C[a 1 , . . . , a n , x]-linear relation for the family of polynomials R 1 , . . . , R m transforms into a linear system of algebraic equations over the field of rational functions in the variables a 1 , . . . , a n , x. Proposition 1 and Theorem 5 yield the existence of an at least one-dimensional C-vector space of solutions to this system of linear equations. Finding a basis in this space and clearing the denominators, we obtain the desired polynomial coefficients of the optimal annihilating operator for the initial algebraic function. Observe that the Galois group of the algebraic equation (5) is not solvable and hence its roots can only be expressed in terms of special functions (e.g., functions of hypergeometric type, see [16] ). Despite this fact, Algorithm 7 allows one to compute the annihilating operator for the roots of the equation (5) using only the methods of commutative algebra.
The following example provides a fundamental system of solutions to a fifth-order linear differential equation with polynomial coefficients.
Example 9. For any a ∈ C * a basis in the space of holomorphic solutions to the differential equation
in a neighbourhood of a generic point x ∈ C is given by the roots of the algebraic equation y 
Software, hardware and examples
Most of the examples in this paper were computed by means of a Mathematica 6.0 package developed by the authors and run on an Intel Core(TM) Duo CPU clocked at 2.00GHz. The bottleneck of the algorithm is computing the syzygy module of an ideal in a ring of polynomials in several variables. In some cases, we have used Singular for this.
Example 10. Generic quintic. One of the goals of the research presented in this paper was to provide a computationally efficient extension of the results of Section 5 in [11] beyond the class of algebraic equations with elementary solutions. In this example, we demonstrate the efficiency of the described approach by means of the generic monic quintic
Computing the annihilating operator for the solutions of this equation has turned out to be a task of considerable computational complexity. The full output of the algorithm is a vector of five polynomials with 4306 monomials in total and is too large to display. The degrees of these polynomials with respect to the variables a 1 , . . . , a 4 , x are 15, 20, 21, 22, 23. The leading coefficient of the annihilating operator has degree 7 with respect to x and splits into the product of two factors. One of them is the discriminant of (6) while the other is a polynomial of total degree 15 with 264 terms. The largest of the numeric coefficients in the annihilating operator for the generic monic quintic equals 2739594525000. Recall that the Newton polytope of a multivariate Laurent polynomial
supported in a finite set A is defined to be the convex hull of A. Intensive experiments suggest that there is an intrinsic relation between the two extreme coefficients in the optimal annihilating differential operator for an algebraic function. As we have seen in several examples before, the leading coefficient in the annihilating operator is typically given by the product of the discriminant of the defining algebraic equation and some other factor which has no apparent relation to the initial algebraic equation. The following conjecture suggests the structure of the Newton polytope of this polynomial factor.
be the optimal annihilating operator for the algebraic function defined by the relation P (x, y) := y m + a 1 y m 1 + . . . + a n y m n + x = 0. Denote by  D(a 1 , . . . , a n , x) the discriminant of P (x, y) computed with respect to y. Then the polynomials p d (a 1 , . . . , a n , x)/D(a 1 , . . . , a n , x) and p ℓ (a 1 , . . . , a n , x) consist of monomials with the same exponent vectors. In particular, they contain equally many monomials and have equal Newton polytopes.
The following table summarizes the results of our computer experiments and illustrates Conjecture 12. It gives the linear ordinary differential operator whose solution space is spanned by the branches of an implicitly defined algebraic function y = y(x), the order of this operator and the multidegree of its leading coefficient with respect to x and the parameters of equation listed in lexicographic order. 
