








































































































































































































The  importance  of  telecommunications  in  our  society  is  rapidly  increasing  day  by  day. 
Because of  this,  the number of servers and data centers  is  increasing at a very high  rate, which 
entails  a  very  important  increment  on  the  power  consumed  by  them.  Besides,  the  growing 
complexity of these systems makes managing more and more difficult. 





With  this  algorithm we manage  to  get  high  saving  values,  but  the  execution  time  in  the 







We  test  the  proposed  algorithms  in  two  different  scenarios:  distributed  server  farm  and 
client‐server. 
On  the  distributed  server  farm  scenario,  where  we  just  consider  the  servers  (not  their 
relationships with the clients), we get a maximum power saving of 11.66%. On the other hand, on 
the client‐server model (where some complexity is added by considering not only the servers, but 






































Telco and  internet networks have become an  indispensable element  in our digital  society. 






A  report  [1] developed by  the United States  (U.S.) Environmental Protection Agency  (EPA) 









The results showed  in the report mentioned  in 1.2 were the main motivation  for the work 
carried out  in  this  thesis. We wanted  to  change  that  situation, or at  least help  in  reducing  the 
intensive increase in power consumption. 
Considering a data  center as a  set of distributed  servers,  the objective of  this  thesis  is  to 








We  consider a  system  composed by a  set of  servers  connected  in an overlay. All of  them 
have the same behavior, i.e. implement the same algorithms. 
Two main algorithms are developed in this thesis: Standby Algorithm and Overload Algorithm. 
Standby  Algorithm  is  responsible  for  saving  some  energy  in  the  system. Nodes  exchange 
information with their neighbors and try to redistribute the  load  in a way that  is possible for the 
system to reduce power consumption. 
Overload Algorithm  is responsible  for reducing execution time  in the system. Nodes with a 
high utilization ask for help to their neighbors, so they can reduce their load. With this algorithm 





























































Advances  in  IT and  ICT have  resulted  in an exponential growth  in  computing  systems and 
applications that impact all aspects of life. Nevertheless, scale and complexity of such systems and 
applications  represent  obstacles  to  further  developments.  Configuration,  healing,  optimization, 
protection and, in general, management challenges are beginning to overwhelm the capabilities of 







the  vegetative  functions  of  the  body,  such  as  circulation  of  the  blood,  heart  rate,  body 
temperature,  production  of  chemical  messengers  (i.e.  hormones),  etc.;  thus  hiding  from  the 
conscious brain the burden of dealing with these and many other low‐level, yet vital, functions. 
In  a  similar  way,  autonomic  computing  systems  take  decisions,  according  to  high‐level 
policies defined by operators, self‐managing computer resources in order to hide complexity from 













multiple  interacting Autonomic Components  (AC). An AC can be modeled  in  terms of  two main 
control  loops with  sensors  (for  self‐monitoring),  effectors  (for  self‐adjustment),  knowledge  and 
planner/adapter for exploiting the policies: 
- Local control loop for self‐awareness, internal management and recovery from faults. 
- Global  control  loop  for  environment  awareness,  allowing  changing  behavior  and  even 
environment (through communication with other elements). 












Upon  launching the Autonomic Computing  initiative,  IBM defined  four general properties a 
system  should  have  to  constitute  self‐management:  self‐configuration,  self‐healing,  self‐
optimization  and  self‐protection.  Since  the  launch  of  Autonomic  Computing,  the  self‐*  list  of 





A  key  challenge  of  the  autonomic  computing  initiative  has  been  to  draw  upon  self‐* 
properties in systems other than computational ones in order to develop new computing systems. 
Biology has been a key source of  inspiration. Group‐living animals have provided  inspiration  for 
the field of collective, or swarm  intelligence [5] which models problems through the  interactions 
of a collection of agents cooperating to achieve a common goal [2, 6]. 
The  mechanisms  that  lead  to  self‐organization  in  biological  systems  differ  from  those 
occurring in physical systems in that they are influenced by biological evolution. Thus there is the 
possibility of using algorithms  inspired by biological evolution. These are part of what has been 
described  as  biologically‐inspired  or  nature‐inspired  computing.  A  diverse  range  of  fields  have 
been analyzed,  including evolution and genetics, bacterial adaptive mechanisms, morphogenesis 
and self‐organizing principles more broadly [7].  
Another aspect of the  interest  in self‐organization has been the development of  interest  in 
complex  networks  [8]  as  an  application  area  for  computer  science.  The  reason  for  the 










Strogatz  to  formalize  it  using  graph  theory  [10,  11],  which  led  to  associating  small  world 
topological properties (e.g. logarithmic relationship between size and diameter) with efficiency in 
communication networks [12]. 









of  novel  properties  at  the  whole  system  level  when  many  elements  are  brought  together 
automatically, without being programmed in by system developers, and inspiration is drawn from 
biological systems.  
Babaoglu and  colleagues have developed a number of  systems  in  this area  [16, 17], all of 
which  draw  upon  a  dynamic  network  of  peers with  some  sort  of  adaptive  agents  interacting. 
Babaoglu et al.  [17]  review  these models and a variety of others all  looking at how  to manage 
systems running on unpredictable network environments drawing upon biological inspiration. 
Another  important  area  of  investigation  of  self‐organization  has  focused  upon  how 
individuals can cooperate to produce self‐organizing behavior. Like other aspects of the analysis of 





In order  for  the distributed system  to be able  to adapt  to a change  in  the overall demand 
(assuming  that  the  total processing capability  is sufficient),  it  is necessary  that resources can be 
repurposed and  re‐allocated without centralized management  functionalities    in order  to obtain 
self‐configuration and scalability. 
This  self‐(re)allocation  of  individual  resources,  based  on  locally  available  information  and 
local  interactions,  is  called  differentiation  because  it  shares  many  characteristics  with  the 
eponymous  phenomenon  in  biological morphogenesis.  It  is  easy  to  see  the  self‐differentiation 
process as a particular way of self‐organization. 
The  question  of  differentiation  at  all  levels  from  cells  to  organisms,  social  systems  or 
ecosystems, is ubiquitous in biology. This vast issue can be subdivided according to the context of 
differentiation.  Here  we  focus  on  systems  where  identical  (or  nearly  identical)  individuals 
differentiate  through  interactions among  themselves and/or with  their environment, a problem 
that  has  been  addressed  many  times  in  theoretical  biology.  One  current  vision  of  such 












The use  case we will analyze  in  the next  sections  is about  the  self‐optimization of energy 
consumption of Telco and Internet data centers by minimizing the number of running servers, i.e. 
maximizing the number of servers in standby state by redistributing the tasks to be executed. The 










have  a  control  element  gathering  the  information  of  the  states  of  the  nodes  and  creating  the 
matches: the exchange has to be done at a local level. We want any of the elements in the system 
to be able to carry out the exchange, so any of the servers has to be able to act as a matchmaker. 
Fabrice  Saffre  et  al.  present  in  [22]  a matchmaker  algorithm  that  is used  to  achieve  self‐
organization  in an autonomic  system. Through  this algorithm, nodes  cluster depending on  their 
type.  Three  agents  are  involved  in  the  algorithm:  the  initiator,  the matchmaker  itself  and  the 
















Today’s  Internet  is  rapidly  evolving  towards  a  collection  of  highly  distributed,  pervasive, 
communication‐intensive  services.  In  the  next  future,  such  services  will  be  expected  to  (i) 
autonomously detect and organize the knowledge necessary to understand the general context in 
which  they operate,  and  (ii)  self‐adapt  and  self‐configure  to  get  the best  from  any  situation  in 




In  this  direction,  a  promising  approach  consists  in  conceiving  services  as  part  of  an  open 
ecosystem  through  which  they  can  prosper  and  thrive  at  the  service  of  users.  This  vision  is 





emerging  economic  urge  for  service  provision  and  system management  deriving  by  the  higher 
level of dynamism and variability of communication systems. 
 
In  this  context,  the  Component‐ware  for Autonomic  Situation‐aware  Communications  and 
Dynamically  Adaptable  Services  (CASCADAS)  project  is  born.  Its  main  goal  is  providing  an 
autonomic  component‐based  framework  to  support  the  deployment  of  a  novel  set  of  services 
through  development  of  distributed  applications  capable  of  coping  well  with  uncertain 
environments by dynamically adapting their plans as the environment changes in uncertain ways. 
CASCADAS vision is based on a set of complementary founding features that starts from state‐of‐
the‐art  modern  distributed  computing  and  communication  systems,  for  advancing  towards 
autonomic  and  situation‐aware  communication  services:  context‐awareness  becomes  situation‐
awareness;  self‐organization  and  self‐  adaptation  converge  into  a  concept  of  semantic  self‐
organization; scalability assumes  the  form of self‐similarity; modularity  takes  the  form of a new 
autonomic component‐ware paradigm that intrinsically features self‐CHOP capabilities. CASCADAS 
is  proving  a  robust  and  dynamic modular  conceptual  framework  for  building  autonomic,  self‐
organizing, semantic services, and act as high‐level reference model for the production of a new 
generation of programmable communication elements that can be reused at different stack levels. 
Such  component model,  core  of  the  framework,  forms  the  fundamental  software  engineering 







































enterprise  or  a  service  provider)  to  accomplish  server  needs  far  beyond  the  capability  of  one 
machine. Server  farms often have backup  servers, which  can  take over  the  function of primary 
servers  in  the  event  of  a  primary  server  failure.  Server  farms  are  typically  co‐located with  the 
network switches and/or routers which enable communication between the different parts of the 
cluster and the “clients” of the cluster.  




connected  through  an  existing  routed  network,  such  as  the  Internet,  where  every  node  can 
potentially communicate with any other node. 
Every node holds a  list of  identifiers of a set of nodes, which are considered  its neighbors. 








In  the systems we study  in  this document we do not simulate dynamism, since we do not 
consider any changes  in the number of nodes present  in the system or the possibility of a node 
















































some  of  the  servers  to  sleep.  This  is  shown  in  Figure  5,  where  we  indicate  with  a  lighter 























Finally,  in  Figure 6 we  see how  the  system will  look  like  after  the  load  transfer proposed 
in  Figure  5.  We  observe  that  now  just  three  servers  concentrate  the  load  that  was  initially 
distributed among the eight of them. Their utilization is higher, and so is the power consumed by 
























could  lead to the achievement of some energy saving  in data centers.  It  is also easy to see from 









In Figure 7 and Figure 8 we  show again  the example presented  in 2.2,  indicating now  the 
execution  time  values  in each  sever and  in  the whole  system. The execution  time  is  calculated 












































We  see  that,  in  the  second  case  (Figure  8),  the  achievement  of  energy  saving  entails  an 
increase of the execution time in the system. 




To  reduce  this  increase of execution  time when  trying  to  reduce energy  consumption we 
should  try  to  distribute  the  load  among  the  servers. We  should  not  distribute  the  entire  load 

























































































There  is a  lot of  literature on minimizing energy consumption as an  important challenge  in 
mobile networking. Another aspect, finite battery power of mobile computers represents one of 








accesses  to  the shared transmission channel of a wireless LAN,  leads each station  to an optimal 











proposed  and  demonstrated  effective  in  certain  applications  as  on  hard  disks  of  desktop  and 






Interesting  results  are  proposed  in  [24]  that  start  from  the  assumption  that  energy 
consumption  in hosting  Internet services  is becoming a pressing  issue as these services scale up. 
Internet services such as search, web‐mail, online chatting and online gaming have become part of 
people’s everyday  life. Such services are expected to scale well, to guarantee performance (e.g., 
small  latency)  and  to  be  highly  available.  To  achieve  these  goals,  these  services  are  typically 
deployed  in  clusters of massive number of  servers hosted  in dedicated data  centers. Each data 
center  houses  a  large  number  of  heterogeneous  components  for  computing,  storage  and 
networking, together with an infrastructure to distribute power and provide cooling. 
Data center energy savings can come from a number of places: on the hardware and facility 
side  (e.g.,  by  designing  energy‐efficient  servers  and  data  center  infrastructures)  and  on  the 
software side (e.g., through resource management). Chen et altri propose in [24] a software‐based 


















of  distributed  computations,  by  improving  load  allocation  [32].  The  load  balancing  has  been 
applied  to dynamic networks  that are networks  in which  the  topology may change dynamically: 













Another  approach  on  load  balancing  is  presented  in  [33] working with  dynamic  systems 
where  nodes  have  different  capabilities  and  limited  knowledge  about  their  neighbors  and  the 
whole system. To address this issue, the paper presents experiments with the usage of autonomic 




dispatcher  unit  that  assigns  the  incoming  load  to  the  less  occupied  node  of  a  set  of  servers 
checked.  The main  goal  of  this work  is  find  out  the  optimal  number  of  servers  to  be  checked 
during  assignation  in  order  to minimize  the  execution  time  in  the  system.  It  is  seen  that  this 























The  system  is  composed  by  a  number  of  nodes with  a  certain  initial  load, which  can  be 









PeerSim  [35]  creates  the  overlay  according  to  the  number  of  links  (N)  we  set  in 












































Therefore, only  servers  are now  connected  in  an overlay, which  is  created by one of  the 
classes created for this model (5.4.2). 



































In  this  second  algorithm,  each  node  checks  periodically  its  execution  time,  which  is 
calculated as the relationship between the number of tasks and the process capability. When this 
value is over a certain threshold, the node looks for a standby neighbor that can help it lighten its 
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As happened before, when a  server has  low  load  it  is available  to help  its neighbors,  so a 
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based  on  components  and makes  it  easy  to  quickly  prototype  a  protocol,  combining  different 
pluggable building blocks, which are in fact Java objects [35]. 
PeerSim  1.0  supports  two  simulation  models:  the cycle‐based model  and  a  more 
traditional event‐based model. In this document we use the former. 
The  cycle‐based model  is  a  simplified  one,  which makes  it  possible  to  achieve  extreme 
scalability  and  performance,  at  the  cost  of  some  loss  of  realism.  Several  simple  protocols  can 
tolerate this  loss without problems, according to our own experience; yet, care should be taken 
when this model is selected to experiment with a protocol. 
The  simplifying  assumptions  of  the  cycle  based  model  are  the  lack  of  transport  layer 



























- Linkable:  typically  implemented  by  protocols,  this  interface  provides  a  service  to  other 
protocols  to access a set of neighbor nodes. The  instances of  the same  linkable protocol 
class over the nodes define an overlay network. 














The  initialization  phase  is  carried  out  by control objects  that  are  scheduled  to  run  only  at  the 
beginning of each experiment.  In  the  configuration  file,  the  initialization  components are easily 
recognizable by the init prefix. Please note that we talk about initializer objects just to remark their 





























































Its  constructor  is  responsible  for  taking  the  parameters  defined  in  the  configuration  file. 
Among these parameters we find  low, medium and high, which represent the percentage of the 
number of nodes  that will be  in every  state.  If  the  variable  random  is  set,  these  values will be 
generated randomly. 
The initialization of the nodes takes place in the main method, called execute(), which is just 
executed  once  in  the  beginning  of  the  simulation.  It  first  calculates  the  initial_time  (average 
execution time  in the system) and then, according to the values got  in the constructor, sets the 

















MatchMaker.java  is  the main class.  It represents  the  functionalities offered by each of  the 










- setInitialTime(double  initial_time): sets the  initial time,  i.e., the average execution time  in 
the system at the beginning of the simulation. 
- setNoLowLoad(boolean  val):  sets  the  variable  that  tells  the  node  if  there  are  still  low 
loaded nodes or not. 

























There are  three additional  functions  that should be  included when we want  to execute an 
average execution  time control. This can be used  just  to get an  idea of an  ideal situation, but  it 
could not be implemented in a real system, since it is very difficult to have a global control of the 
whole overlay. 





The main method  in MatchMaker.java  is called nextCycle  (required by PeerSim). The code 
included in this method is the one that will be executed in the node each cycle of the simulation. 
The implementation of the two algorithms explained in the previous chapter takes place here. 
First of all,  if the node  is overloaded and there are still nodes  in standby  in the system, the 
Overload Algorithm  is executed. The node gets a random neighbor and checks  its state.  If  it  is  in 
standby,  the node wakes  the neighbor and  transfers half of  its  load  to  it. adjustPower()  is  then 
called in the node and its neighbor, to set the right state and energy values according to the new 
load. 
After this, the Standby Algorithm starts  if there are still some  low  loaded nodes (otherwise 
this step is skipped). A random number is generated and compared to the threshold of activation 
set  in  the configuration  file. This determines  if  the node will act as a matchmaker or not  in  this 




















execute(). varLoad() simulates  the variation of  the  load  in a node  to make  it more  realistic. The 
variations  consist  on  random  values  that  are  assigned  to  the  nodes  by  calling  the 
MatchMaker.java method modifyValue(int var), followed by adjustPower(). 














- If  save_state_report  is  set,  the  evolution of  the number of nodes  in  every  state will be 
saved  in  a  text  file  named  State_report_XXXXX.txt,  where  XXXXX  is  the  same  random 
number as in the saving report. 
These  text reports will be used  to generate  the Excel charts  that will be presented  later  in 
this document. 
 
The  first action  taking by  this method, after  resetting all  the variables,  is calling varLoad(), 





Besides,  the MatchMaker method  checkOverload() will  be  invoked  for  every  node,  so we  are 
certain that the overload control is done after the load‐exchange algorithms. 
When the loop ends, we check if the system ran out of standby or low loaded nodes. When 
any of  those  situations occur,  all  the nodes  in  the  system  get notified by  a  call  to  the  already 
mentioned methods setNoStandby(boolean val) and setNoLowLoad(boolean val).  If  the situation 
changes  in  the next cycles,  the nodes get notified with  the  same methods. This  functionality  in 
















If  this  controller  is  included,  the  decision  of when  to  start  the Overload Algorithm  is  not 
taken  locally.  This  class,  in  its method  execute(),  gets  the  execution  time  of  every  node  in  the 
system and calculates its average. When it is over a certain threshold set in the configuration file, 
it tells all the nodes that the system is overloaded (by calling the MatchMaker method setOver()) 










Besides  the  PeerSim  parameters  listed  in  5.1.3,  this model  has  the  following  parameters, 
used by the classes we created: 
- Process capability of the nodes. 




- Slow time: when the execution time of the node  is over this value,  it  is considered to be 
overloaded. It represents percentage over the initial execution time. 
- Normal time: when the execution time of the overloaded node goes below this value, it is 
considered  to  be  running  normally  again.  It  represents  percentage  over  the  initial 
execution time. 
- Load parameters  low, medium and high  represent  the amount of nodes  initially  in every 
state.  These  values must be between 0%  and 100%,  and  the  sum of  the  three of  them 
































Finally,  for  the  generation  of  a  file  containing  the  average  execution  time we  have  two 
different options, depending on which kind of overload control we are using. When overload  is 




















- Login rate (LI):  in [24],  it represents the number of  incoming connections per second  in a 




With this we can calcu (U)  formula, given in [24]: late the CPU utilization   with the following
ܷ ൌ 2.84 ݔ 10ିସ ൉ ܰ ൅ 0.549 ൉ ܮܫ െ 0.820 
 
 
The energy  consumed  (in Watts) by a node will be  calculated dynamically  from  this value 
with the following formula: 
ܲ݋ݓ݁ݎ ൌ ቐ 110 ൅
ሺ15 ൉ ܷሻ
33
     ݂݅ ݏݐܽݐ݁ ് 0








node sent  its tasks to the other, so the number of tasks  in the receiving node was the sum of  its 
own tasks and those of its neighbor. 
Now, when we talk about load transference we mean that the receiving node will get just the 


















































































- Medium  load:  N  between  50,000  and  60,000;  LI  between  4,800  and  5,400  (80‐90 
connections per second). With these values, the  initial CPU utilization  is between 57.30% 
and 65.63%. 
























is.  If  the  value  of N  is  0  the  node  is  in  standby  and  no  further  action  has  to  be  taken. 












logout  rates.  After  this,  the  number  of  connections  is  compared  to  the  low_limit  and 
high_limit thresholds.  
If  N  is  below  low_limit  and  LI  –  LO  is  negative,  the  node  is marked  by  setting  the 
variable below to true. This means that the node has a very small number of connections 
and  shutting  it down would be a better option,  so  in  the next cycle  the node will  try  to 
transfer its load and go to sleep. 
If N  is over high_limit  and  LI  –  LO  is positive,  the node  is marked  as overloaded by 
setting the variable over to true. This means that the number of connections  is very high 






A  standby  node will  not  do  anything  in  the  nextCycle method  until  it  gets  awoken  by  an 













the node  itself who takes the neighbor’s  load, this algorithm will only take place  if  it  is  in  low or 
medium load state. 












































slow_time  and  normal_time, which  are  no  longer  necessary.  Two  new  parameters  are  added: 
low_limit and high_limit. They  set  the  thresholds used  in MatchMaker.java  to determine  if  the 
node should go standby or is overloaded. 
 






































- setType(int  type):  sets  the  type  of  the  node  to  the  given  value  (0  for  clients  and  1  for 
servers). 
- setNeighbors(int links, int type0, int type1): when invoked in a client, it chooses a random 












- int  getState():  returns  a  number  representing  the  state  of  the  server:  0  for  standby  (0 
connections), 1 for  low  load (less than 33,334 connections), 2 for medium  load (less than 
66,667 connections) and 3 for high load (more than 66,666 connections). 
















is high  loaded and  the Overload Algorithm  is being executed  it  returns  the  list of clients 
that, if reconnected to another server, would make the server be in medium load. 
- getLoad(ArrayList<Neighbor>  candidates,  int  peer_id,  int  protocolID):  represents  the 







load  in  the  system  by  exchanging  their  load  information  with  their  neighbors.  We  want  the 
average to be calculated at the end of each cycle, when the servers are done with the algorithms. 
For this reason we will have to call these methods in a controller class. 
In  the  current  implementation  of  the model we  do  not  use  this  functionality,  but  in  the 
future the decisions taken by the nodes could rely on this value. 
- resetAverage(): resets the values used to calculate the average. 
- sendLoadInfo(int pid):  the server sends  its  load  information  to all  its neighbors by calling 
the following method. 
- sendNumberOfConnections(int node): simulates the message in which a node gets the load 
information  from a neighbor. The  server  then stores  the value as well as  the number of 
load messages received until that moment. 

















incremented each cycle  the node  is high  loaded. Any  time an overloaded server receives a help 
message from a neighbor, this counter resets. 
When a node  is  in high  load state and the value of cycles_in_overload  is over 5 the second 
part  of  the  Overload  Algorithm  starts.  After  some  cycles  without  any  notification,  the  node 
assumes that it does not have any neighbors available to help so it checks if any of its neighbors is 
sleeping.  If  it  finds  a  standby  neighbor,  it  tells  the  clients  that make  the  server  overloaded  to 









As we  can  tell  by  the  name  of  the  class,  Reports.java  is  responsible  for  elaborating  the 
reports containing the results of the simulations. 






























































The only difference with  the  configuration  file  in  5.4.5  is  the  introduction of  the boolean 




































We  do  not  include  all  the  configurable  parameters,  but  those who  are  changed  to  create  the 
different  scenarios.  In  all  the  cases,  the  network  is  composed  by  1,000  nodes with  a  process 
capability of 10 tasks/cycle. For experiments 1 to 4, they are initially assigned a random load value 




In  the  table, a  cell with multiple values  represents  simulations where we only  change  the 
parameter corresponding to that cell, while the rest of them remain the same. 
The number  in  the  first  column  assigns  a number  to  each  experiment  so we  can  identify 
them. 
All  the  simulations  have  been  repeated  10  times.  After  that,  the  average  of  the  values 
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standby nodes  (64.20%), which makes us get  the maximum  saving.  In  this case we get also  the 
maximum number of high loaded nodes (28.47%), so we have the highest execution time. 
By reducing the slow time, overload control starts being applied. This results in the reduction 
of  the  high  loaded  nodes  by  waking  up  some  standby  ones.  With  this,  the  execution  time 
decreases, but so does the power saving. 
 
Finally,  we  analyze  the  compromise  between  power  saving  and  execution  time  we 
mentioned at  the beginning of  this document. We will  take  the decision of  the slow  time value 
according to our needs and to the performance results of the different values. 
In  Figure  21 we  can  see  the  trade‐off  corresponding  to  the  relationship  power  saving  – 
execution  time. We see  that  for a slow  time of 125% or 100%  this value  is considerably smaller 
than for the other cases, so we will not use these values for experiments 2, 3 and 4. 
For the rest of values given to the slow time, we see that when the trade‐off stabilizes the 






























In  this  second  simulation  we  observe  how  results  change  with  different  values  of  the 
matchmaker  threshold, which  represents  the probability of a node  to act as a matchmaker. We 
tried with a range of values that goes from 1% to 50%. 
Since this parameter represents the probability of a node to act as a matchmaker, the final 
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probability  of  acting  as  a matchmaker  is  so  high  that we  get  huge  saving  values  in  the  very 
beginning, but the execution time also rises very quickly. Then, the Overload Algorithm wakes up 














independently of  the matchmaker  threshold,  so we  could  choose  this  value  freely. However,  a 
higher matchmaker threshold would mean that the nodes act more often as a matchmaker which, 







wait  after  acting  as  a matchmaker  before  it  can  do  it  again.  The  results,  shown  in  Figure  26 
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As we wrote in the analysis of the previous experiment, the length of those fluctuations we 
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values obtained when we  change  the number of  links  established by  each node.  The only  line 
separated  from  the  rest  is  that corresponding  to N=2. For  the other values of N  the  results are 
more or less the same. 
This  means  that  there  is  almost  no  difference  between  having  6  or  40  neighbors 
(remember 4.1.1, where we explained that the number of neighbors is usually 2∙N). Knowing that, 


























































Finally, we have made  some  simulations  comparing  the energy  saving and execution  time 







matchmaker),  in  Figure  35  and  Figure  36 we  find  the  results we  obtain when we  remove  the 
matchmaker (with the same parameters). 





























































































































- Experiment 1: Fixed number of neighbors  (20): analysis of  the performance of the model 
when the number of neighbors is set to 20. 
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simulations  is presented. We  see  that with  a bigger  limit we  get better  saving  values, but  this 
means  there are more high  loaded nodes,  since  they do not considered  themselves overloaded 
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the  day,  so we  decided  to  introduce  charts with  the  average  values  in  a  day  for  the  different 
number of links. 
In Figure 44 we see that the power saving does not change much by changing the number of 
neighbors:  7.86%  is  the minimum  value  (when N=2)  and  8.98%  is  the maximum  (when N=10). 
In Figure 45 we  see  that  the execution  time does not  change much either,  from  the maximum 
value 9.72 cycles (N=10) to 9.31 (N=20). For both cases, the variations are not very important.  




















































































server  is  connected  to  approximately  20  servers  (neighbors)  and  can  process  10,000  tasks  per 
second. 
70%  of  the  clients  are  initially  set  to  low  request  rate  and  30%  to medium  request  rate, 
which means that 560 clients establish between 10,111 and 11,111 connections to random servers 
and 240 establish between 21,222 and 22,222 connections. 






First  we  test  our model  in  the  two  traffic  situations  described  before  with  an  available 
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1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97
Standby <=33,333 <=44,444 <=55,555 <=66,666 <=77,777 <=88,888 <=99,999 >99,999
[vertical axis = nodes in the system, horizontal axis = cycles] 
 





nodes  (and of course  the  few standby nodes we had  in  the beginning), since  the  load of higher 
loaded nodes is distributed among them. It is impossible to distribute the entire load among nodes 
with a number of connections smaller than 55,555, so we have some remaining high load nodes. 
For  the  rest of  cases,  the  load  is distributed with no problems among  the nodes,  so after 
some cycles (in any case it is more than 40 cycles) we do not have any nodes with a load over the 
set threshold. 
Besides we see that,  from a threshold of 66,666 connections, an  important number of  low 
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1 14 27 40 53 66 79 92 105 118 131 144 157 170 183 196 209 222 235 248 261 274 287 300
Standby <=33,333 <=44,444 <=55,555 <=66,666 <=77,777 <=88,888 <=99,999 >99,999
[vertical axis = nodes in the system, horizontal axis = cycles] 
 
We  see  that, when we  do  not  apply  the  algorithm,  the  system  starts  as  in  the  previous 








before  the  peak  starts we  have most  of  the  servers with  a  load  between  44,444  and  55,555 
connections. During the peak, almost all the nodes have between 55,555 and 66,666 connections. 




the peak arrives  there are not enough available nodes  to accomplish our objective, so after  the 
system runs out of available nodes, there are still some servers over the threshold. The rest of the 
nodes have a load between 55,555 and 66,666 connections. After the peak, the same situation we 
had with  the  threshold  of  55,555  connections  occurs,  and,  even  though we  do  not  have  any 
servers over the overload threshold, all the nodes have between 44,444 and 66,666 connections. 





Figure 50 shows  the execution  times  for  the different values of  the overload  threshold. As 
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In  this case, since a  lot of different simulations have been made, we will  just  include  the charts 
that summarize the execution time results, since this is what really matters to us in this section. 
Figure 51 shows the average values of the execution time  in every simulation. We see that 
for values of  the available  threshold between 44,444 and 66,666  connections we achieve good 
execution time values, which mean that the load is well distributed. When the overload threshold 
is  55,555  connections  the  execution  time  should  be  under  5.5  if  the  load  was  completely 




































5,0‐5,5 5,5‐6,0 6,0‐6,5 6,5‐7,0
 
For  values  of  the  available  threshold  of  33,333  connections  and  smaller we  see  that  the 


































































































The  execution  time  (Figure  54)  presents  small  variations,  being  always  inside  the  interval 

















































































































will  not  usually  be  able  to  reach  this  value,  since we  have  to  base  our  decision  on  our  needs 
regarding execution time and energy saving. 
From  this  figure we can also see  that  the overload  threshold should be  in any case bigger 



































































































































‐1%‐0% 0%‐1% 1%‐2% 2%‐3%
 
Again, the minimum value of the available threshold to be able to save some energy should 

































Through  Section  6  we  have  seen  the  performance  of  the  different  models  simulated, 
depending on  the  variation of  a  set of parameters. We  can basically distinguish  two  scenarios: 
distributed server farm and client‐server model. 
In  those  two  scenarios we  repeat  the  same process:  first we evaluate  the behavior of  the 
system with a  flat  load  level and, after  that, we analyze  the performance of  the  system with a 
more  realistic  load  shape.  In  the  case  of  the  distributed  server  farm,  this  realistic  traffic 
























(with  saving values up  to 30.8%) are presented. However,  the approach  is  currently not 
autonomic and decentralized as  it  is proposed  in our project, so we cannot compare  the 
numeric values obtained in that paper to the ones obtained in our simulations. 
- Unlike the approach described in [29], ours is a distributed one: each node can carry on the 
power  saving  algorithm;  and  other  parameters  are  taken  in  consideration,  like  low, 
medium and high load, not only idle or busy state. 
- The  work  in  [30]  presents  a  power  saving  of  approximately  10%.  Nevertheless,  the 





- Another  load balancing approach  is  showed on  [34], but  the presence of  the dispatcher 

























































The work presented  in this document shows that  it  is possible to achieve  important saving 
values  in  distributed  data  centers,  while  preserving  reasonable  execution  times,  by  the 
introduction of simple algorithms that are executed at a local level. 
On  the  first  of  the  proposed  scenarios  (distributed  server  farm) we  achieve  a maximum 
power saving of 11.66%, comparing  to  the power consumed before applying  the algorithms. On 




because  in  the  latter  the  load  is modeled  to  be  completely  balanced  in  the  beginning,  so  it’s 












in  the  system  remains  constant  during  all  the  simulation  and  the  possibility  of  a  node 
crashing and  leaving the system  is not considered. Besides these concepts, we could take 
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