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Abstract: A fast Poisson solver for general regions with Dirichlet boundary conditions is proposed and analyzed 
numerically. This solver uses an unsymmetrical preconditioner for the conjugate gradient method. The preconditioner 
is generated by the recursive construction of factorable finite-difference approximations of the Laplacian which, 
formally, are fully consistent both in the interior of the region and near its boundary. The construction of the 
difference operators is mildly unstable but their entries (and thus the error constants) are proven to remain finite for 
any finite number of recursion steps. 
The solver is studied numerically for a number of test problems and is found to have novel, interesting convergence 
properties. The iteration is started from a first guess provided by the preconditioner itself with correct boundary 
conditions. Asymptotically, as the number n of discretization steps in each direction gets large, the accuracy of the first 
guess apparently tends to a constant. Furthermore, the important early phase of the iteration, during which the errors 
are reduced down to any specified level (say the truncation error of the five-point star approximation of the 
Laplacian), is characterized by convergence rates which are virtually independent of the grid parameter. Hence this 
solver appears to be quasi-direct, in the sense that it generates numerical solutions of specified accuracy in a number of 
passes which seems to be independent of the number of discretization steps n as that number becomes large. 
Keywords: Poisson solver, general regions, Dirichlet problem, consistent factored discretizations, high-order precondi- 
tioner. 
1. Introduction 
In this paper we propose a fast algorithm for solving Poisson’s equation 
-Au=f (1.1) 
on general two-dimensional regions with coordinates x and y. Discretizations of such problems 
lead to large sparse systems of linear algebraic equations 
Au=r, (1.2) 
whose direct solution by Gaussian elimination is prohibitively expensive. Therefore, existing fast 
solvers applicable to such problems are either purely iterative in nature, as in the case of the 
multigrid methods [ll], or of semi-direct type, i.e., they produce convergent sequences { uCk)} of 
approximations of the solution u of the “hard” problem (1.2) by repeated direct solution of an 
“easy” problem 
MU(k) = S(k) ) k=O, 1,2 )... . 0.3) 
0377-0427/89/$3.50 0 1989, Elsevier Science Publishers B.V. (North-Holland) 
26 W. Liniger / Fast Poisson solver 
Here M is an approximation of A in an appropriate sense. Popular existing semi-direct 
algorithms mentioned hereafter use the Preconditioned Conjugate Gradient (PCG) method to 
accelerate the convergence of the basic iterative scheme (defined by equation (6.5)). The 
approximating matrix M is thus often referred to as the preconditioner. 
A familiar approach to defining matrices M approximating A is to modify the complete LU 
(or Choleski) decomposition of A in such a way that the triangular factor matrices L and U 
remain sparse, and to let M = LU so that the solution of (1.3) is obtained trivially by one 
forward and backward solve each: 
LW(k) = S(k) 
2 
Up) = &k) (1.4 
The Incomplete Choleski and Conjugate Gradient (ICCG) algorithms of Meijerink and van der 
Vorst [7] are solvers of this type, as are the Modified Incomplete Choleski and Conjugate 
Gradient (MICCG) algorithms of Gustafsson [5] and Axelsson [l]. In these algorithms, the 
sparse matrix A is generated by a consistent finite-difference or finite-element operator .&’ 
approximating - h2A, where h is the size of the discretization step. Similarly, the rows of the 
sparse factor matrices L and U= Lt produced by the incomplete Choleski decomposition 
represent discrete local operators ,Z? and their adjoints %= _CZ * whose products 4’= 22 * 
generate the rows of the sparse matrix M = LU. 
For the ICCG algorithms, the row sums of M are not constrained in any way and are thus in 
general nonzero. Consequently, for these algorithms, we have 41 = O(1) whereas 
&‘u= -h2Au+O(h4). (1.9 
This situation is reflected in the condition number K of the iteration matrix I - M-IA associated 
with the basic defect correction scheme: K = 0( hp2) in this case. In the MICCG algorithms, the 
row sums of M are set equal to zero, i.e., Al = 0 and J%‘U = O(h) for a differentiable u. In 
accordance with this, K = 0( h-‘) for these algorithms. 
Asymptotically, the number of steps required for the unaccelerated iteration to converge to a 
relative error 6 is O(K), whereas for the iteration accelerated by PCG that number is O(h) [l]. 
Consequently the ICCG methods require O(n) steps to “converge”, where O(n) is the number of 
discretization steps in each direction for a region whose dimensions are O(1). For the MICCG 
algorithms this number is O(h). 
The preconditioner M is said [5,9] to be of order Y, relative to the consistent discretization &, 
if 
(&-.E+ = O(h”), (1.6) 
for any sufficiently smooth function u. For example, the ICCG and MICCG preconditioners are, 
respectively, or orders zero and one. In view of (1.5) and (1.6), an order v preconditioner ~‘4 
would, for v z 3, represent a consistent approximation of - h2A with an order of consistency ’ of 
v - 2. 
In this paper we propose two versions of an algorithm for constructing an unsymmetrical 
preconditioner M associated with nearest-neighbor nine-point difference operators J%’ at all grid 
points. Formally, _&’ is a preconditioner of order v = 3, i.e., it is first-order consistent, with the 
’ Unfortunately, the two definitions of order are not the same. 
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Taylor expansion 
s&u= -h2A+h3 cl------- 
i 
a3 +c a3 
~ 
ax2 ay 2 ax ay2 
+ 0(h4). (1.7) 
The operator JY is, by definition, the product of two nearest-neighbor factor difference 
operators Z? and 4Y involving seven free parameters in all. The consistency of _J%’ imposes six 
constraints on these parameters; i.e., JZY must operate on the functions u = 1, x, y, x2, xy and 
y2 the same way as - h2A does. The two versions of the algorithm mentioned above differ by the 
strategies for selecting, at each grid point, a value for the one remaining free parameter after 
imposing the six accuracy constraints. 
The above-mentioned approach originally represented an attempt at defining at all grid points 
of a region a truly consistent (first-order accurate) discretization JY of the Laplacian which is 
locally factorable and thus, subject to an appropriate treatment of the boundary conditions, 
would lead to a one-pass solver of optimal complexity (i.e., one requiring O(N) arithmetic 
operations and storage locations each, where N = 0( n2) represents the number of unknowns). 
Formally, this attempt succeeds but the resulting discretization is not conuergent, i.e., the discrete 
solution u does not converge to the exact analytic solution u as h + 0. The reason for this lies in 
a mild instability of the recursive construction of the factor operators 5? and % which takes 
place in a diagonal direction from one side of the region to the other. In the simpler version of 
the algorithm, the entries of -4’ appear to grow linearly with the number of recursion steps in 
each direction. This causes the operator entries and the nonconstant expansion coefficients (error 
constants) in (1.7) to be 0( h-‘) at the end of the construction. Globally, the expansion of 4 is 
thus 
/eG’u= -h2A+h2 yl- 
i 
a3 a3 
ax2 ay 
+ Y2- 
ax ay2 
+ 0(h3), (1.8) 
where yk := hck, k = 1, 2, and the yk are O(1). 
To overcome the above-mentioned difficulty we combine the one-pass “solver” with an 
iterative defect correction scheme. The former is first used to produce an initial guess u0 for the 
iteration. For reasonably smooth problems, u0 turns out to be surprisingly accurate. The defect 
correction scheme then generates a sequence of approximations uk, k = 1, 2,. . . , converging to 
the solution u of a truly consistent and convergent discretization .B?, e.g., the one associated with 
the familiar five-point star (see Fig. 3.3). The iteration is accelerated by the PCG method, with 
the one-pass algorithm now playing the role of an “unsymmetrical” (LU-type) preconditioner, 
rather than being a true solver. 
Preconditioners of orders v = 2 or higher were investigated by various authors [e.g., 6,9,10] but 
some of those authors were skeptical about the usefulness of the resulting algorithms because 
they, too, detected the mild instability in the construction of the operators which is mentioned 
above. This is true both for symmetrical preconditioners based on Choleski compositions [9] and 
for unsymmetrical ones associated with LU-type algorithms [6]. In particular, a composition 
algorithm closely related to the one studied in this paper was proposed by Tee [12], and again by 
Hyman and Manteuffel [6]. In [12], numerical results are given for one example but the lack of 
convergence is not addressed. In [6], the mild instability in the construction of the factored 
discretization is mentioned but no further disc,ussion or numerical results are given for the 
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algorithm in question. The present study is related also to the content of other important 
publications, e.g., [2,3]. We now give an outline of the paper: 
In Section 2 we propose an algorithm for generating a Pseudo-Consistent (PC) preconditioner 
which is described above in general terms and which is combined with iterative defect correction 
schemes as discussed hereafter. 
In order for a preconditioner to be (formally) consistent at all grid points, special care needs 
to be taken at points near the boundary *. A consistent factorable discretization applicable near 
the boundary of the region is defined in Section 3 for Dirichlet boundary conditions. Work on a 
generalization of the algorithm to more general linear (e.g., Neumann-) boundary conditions is 
under way and will be published elsewhere. Factorable consistent discretizations of boundary 
conditions are also proposed in [12]. 
Recurrence relations of the type defining the composition of the factor operators 9 and @ 
into formally consistent product operators J&E’ represent systems of quadratic (bilinear) difference 
equations whose solution, in principle, can blow up in “finite time”, i.e., after finitely many 
recursion steps. Such a behavior is known to occur also in systems of Ricatti differential 
equations which are the continuous counterparts of the above-mentioned difference equations. In 
Section 4 we prove a stability result for the recursive construction of the PC preconditioner, 
guaranteeing that the entries of the operators .LX will remain finite for any finite number of 
recursion steps, i.e., for discretizations of finite regions with arbitrarily small positive h. 
Section 5 of this paper is devoted to studying numerical results produced by the one-pass 
preconditioner algorithm itself, stressing the need for correcting it by an iterative refinement 
scheme. 
In Section 6, three such schemes are defined. They consist of the PC algorithm combined with 
(i) a basic unaccelerated Iterative Refinement procedure (PCIR); 
(ii) a First-order Acceleration scheme representing the first stage of the preconditioned 
conjugate gradient iteration (PCFA); 
(iii) the full preconditioned Conjugate Gradient method, a second-order acceleration scheme 
(PCCG) [2]. 
The PCIR and PCFA methods are intended mainly for investigative purposes whereas the PCCG 
iteration initiated by the one-pass PC algorithm (the scheme of primary significance) represents a 
very competitive fast solver. All three versions exhibit interesting novel convergence properties as 
discussed hereafter. 
The algorithms proposed in this paper were studied numerically by applying them to various 
test problems as described in Section 7. The present algorithms are compared qualitatively and 
quantitatively with a representative, powerful existing Comparison Algorithm (CA), one of the 
MICCG algorithms mentioned above. 
An important feature of the solvers proposed in this paper is their applicability to problems on 
generaI irregular regions. Here this is exemplified by just one test problem (P5). Work on an 
automatic implementation of the algorithms on regions bordered piecewise by rectilinear 
segments of grid lines or diagonals is under way and will be discussed elsewhere. 
No mathematical proof of the numerically observed convergence properties of the present 
algorithms is available at this time but there is a substantial amount of numerical evidence 
’ For zero- and first-order preconditioners this is not necessary. In those cases one can simply drop all operators’ 
entries which pick up data on the boundary. 
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supporting the following claims: 
(i) All three iterations PCIR, PCFA, and PCCG converge. The convergence of PCFA is 
much faster than that of PCIR, and PCCG is much faster than PCFA. 
(ii) Relatively speaking, all three algorithms initially converge very fast. Afterwards the 
convergence gradually slows down and may reach an exponential asymptotic rate rela- 
tively late. In contrast, the CA algorithm enters its asymptotic phase rather early. Initially, 
at relatively high error level, PCCG converges faster than CA but at low error levels the 
situation is reversed. 
(iii) The fast initial convergence rates of PCIR, PCFA, and PCCG are virtually independent of 
the grid parameter n, particularly as n gets large. This is the case up to a number of 
iteration steps which is approximately the same ‘for all three algorithms and which 
increases with n. This behavior is thus valid down to some error level which decreases 
with n. Typically, that level is at or below the truncation error level of the five-point star 
(i.e., the largest global error in absolute value over the grid), especially for PCCG. In 
contrast to this, the dependence on n of the asymptotic rate of convergence of CA, 0( n’), 
is effective already after relatively few iteration steps, well before reaching the truncation 
error level. 
(iv) Because of the properties mentioned under (iii) and because the convergence of PCCG 
above the truncation error level is in its fast early phase, PCCG reaches the truncation 
error level sooner than CA for all n above some reasonably small threshold which 
depends on the smoothness of the problem. 
The observed independence of the early convergence rates of the PCCG algorithm on n is the 
most important result of this investigation. Clearly, the iteration should not be continued below 
the truncation error level. Thus, even if/though the convergence rate of this algorithm does 
depend on n at low error levels, that practically does not seem to matter. In the sense of the 
above comments, the proposed algorithm PCCG, although it is not a one-pass solver, is 
quasi-direct since practically it can be run with a number of forward and backward solves which 
do not depend on the grid parameter n. 
2. Locally factorable discretizations of the Laplacian 
Consider a discretization {xi, yj}, i, j integers, of the xy-plane with a square mesh of size h 
and let the coordinate axes be oriented as shown in Fig. 2.1. 
Let S?= 1 - bE;’ - cE; ’ + dE; *EL1 and % = a - eE, - fEy + gE, Ey be backward and for- 
ward difference operators, respectively, where E, and E,, represent the x- and y-shifts by the 
mesh parameter h. These operators can be represented by stencils (or templets), as shown in Fig. 
2.2, in which the circled entries identify a generic reference grid point (i, j) at which the 
operators are applied. The reference entry of S? is normalized to unity. In the following, 
nonsubscripted quantities are by definition assigned to the point (i, j); for example, a := u,~. On 
the other hand, operator entries associated with the grid point (i + ~_l, j + v) will be subscripted 
by the relative shifts (CL, v); for example, upV := ai+P,j+y. 
Assume that, in defining a matrix problem, the rows of which represent difference equations at 
all grid points of a given region, we number those points along the left-to-right y, j-direction 
first, and in the top-to-bottom x,&direction second, then the backward operator 3 generates a 
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*= ;R 4c= py-q 
Fig. 2.2. 
lower triangular, block bidiagonal matrix L whose diagonal blocks have l’s on the main diagonal 
and - c’s on the first subdiagonal. The offdiagonal blocks have -b’s on the main diagonal and 
d’s on the first subdiagonal. Similarly, the forward operator % generates an upper triangular, 
block bidiagonal matrix U. The matrix product M = LU is a block tridiagonal matrix whose 
blocks are themselves tridiagonal, i.e., a nine-diagonal matrix whose rows represent the entries of 
a nearest-neighbor nine-point difference operator, as shown in Fig. 2.3, and which by definition 
is sparsely factorable provided the boundary conditions are also discretized in an appropriate 
way, as discussed in Section 3 hereafter. The operator composition J&’ = 9~ @ is defined by the 
relations 
B = a_,,_,d, E = a,,_,c + e_,,_,d, H = e,,_,c, 
C = a_,,,b + f_,,_,d, F= a + e_,,,b + fo,_,c + g_,,_,d, I = e + go,_lc, (2.1) 
D =f-l& G =f + g-,,ob, J= g, 
which also express the inner product formation between L and U. 
The operator JZ? is a consistent (i.e., first-order accurate) approximation of - h 2A, where 
A := a2/ax2 + a*/ay’, if .Mu = -h2Au + 0( h3) for all sufficiently smooth functions U(X, y). 
This is the case if and only if J%’ operates like - h2A on the functions 1, x, y, x2, xy and y2, and 
thus on all polynomials in x and y of degree < 2. If we denote the row and column sums of the 
entries of _4! by Pk and Qk, k = 1, 2, 3, respectively, then the consistency of _LJ%!, applied at (0, 0) 
with respect to 1, x and x2 requires 3 that P, + P2 + P3 = 0, P3 - P, = 0, and P3 + Pl = - 2, 
where P, + P2 + P3 is the sum of all entries of 4. These three conditions are equivalent to 
P,=B-C+D= -1, (2.2) 
P2= -E+F-G=2, (2.3) 
P,=H-I+J= -1. (2.4 
UC-l= 
B -C D r -E @ -G H -I J 
Fig. 2.3. 
3 Note that each accuracy constraint is homogeneous to some power of h and can thus be divided by that quantity. 
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Similarly, the column sums must satisfy 
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in order 
relations 
Q,=B-E+H= -1, (2.5) 
Q2= -C+F-I=2, (2.6) 
Q,=D-G+J= -1, (2.7) 
for J&’ to be consistent with respect to 1, y and y2. Of course, only five of the six 
(2.2)-(2.7) are linearly independent. In fact, for example, (2.2)-(2.4) (2.5) and (2.7) 
imply Q2= -C+F-I= -(B-E+H)-(D-G+J)=2, i.e., they imply (2.6). The last 
accuracy constraint, with respect to xy, is 
B+J-D-H=O. (2.8) 
Substituting for the capitalized quantities in (2.2), (2.5), (2.8), (2.4), (2.7) and (2.3) the expres- 
sions given by (2.1) yields, respectively, the six recurrence relations 
b = 1+ (a -fL-*d 1 + (a - e)_i,_id 
(a -L,o ’ c= (a-&,-1 ’ 
g=f-10 , b + e,,_,c - a_,,_,d, e=l+g+(e-g)O,-lc, (2.9) 
f = 1+ g+ (f - g)-*,ob, a=2+f+ (a-f)o,-lc- (e-g)_,,,b 
+ (e - g)-,,-,d, 
for determining a, b, c, e, f and g, in which the seventh unknown, d, plays the role of a 
parameter. Instead of the last of equations (2.9) one could write the equivalent relation 4 
a = 2 + :[(e + f) + (a - 2e + g)_,,,b + (a - 2f + g)o,-,c + (e + f - 2g)_,,_,d], 
(2.10) 
which is symmetrical in x and y, in the sense that an interchange of these two independent 
variables, their corresponding backward shifts, and of the associated “offdiagonal” entries e and 
f, respectively b and c, transform (2.10) into itself, as is the case collectively for the first five of 
relations (2.9). 
One of the strategies used hereafter for selecting d is simply to let d = 0. Another is to 
minimize, over all possible choices of d, the &norm of the vector of error constants of A. Note 
that &x3 =dy3 = 0 because these conditions are equivalent to J&‘X =M_y = 0 and the latter 
constraints were imposed as part of the consistency requirements. Thus, the local truncation 
error involves only the mixed third derivative terms: 
&‘u= -h2Au+h3 (J-H)* 
ax2 ay 
+(J-D)* 
ax ay* 1 + O(h4). (2.11) 
One finds that 
J-H=K-Ad, J-D=y-vd, (2.12) 
4 Relation (2.10) arises from averaging (2.3) and (2.6). 
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where 
f-l.0 
lc= (a-f>-LO 
x = f-l,Of-1,-l - 2a-I,-If-l,0 + =,,,a-L-1 
b-f l-1,0 
7 
eo,-1 eo,-le-l,-l - 2a-l,-leo,-l + ~o,-I~-~,-I 
‘= (a-e)O,-l’ v= (a - 40,-l 
The value d,, of d minimizing 
@(d):=(J-H)2+(J-D)2, 
is 
de,, = 
KX+/_ll’ 
P+p2 . 
(2.13) 
(2.14) 
(2.15) 
The second strategy used for defining d is to let d = d,in. 
3. Factorable discretization of Dirichlet boundary conditions 
Consider the square region 0 < x, y G 1 discretized as shown in Fig. 3.1. Our goal is to replace 
the difference equation 
.A!v=r, (3.1) 
which is the discretized version of (1.1) formulated at all interior points of the region with 
r = h2f, by the factored difference equations 
L?w=r, al=w, (3 4 
which will govern the forward and backward solves, respectively, relative to the chosen orienta- 
tion of the axes. The subset of those internal grid points at which the Soperator picks up data at 
Y=o h=l/n Y=l 
j=l 2 - j=n j=n+l 
x=O,i=l 
w----L---F-J 
At &i A(b ii ‘ZI &b 
Fig. 3.2. Fig. 3.1. 
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da:= 
-1 tr -1 @ -1 -1 
Fig. 3.3. 
/ 
-1 
/ 
;8; 
,A @ -1 
,’ -1 
Fig. 3.4. 
one or more boundary points (i.e., the points marked by “A" in Fig. 3.1) shall be referred to as 
the (north-west) “fringe” 9. The “bulk” of the interior points, not belonging to 9, shall be 
called the “core” V. The set of all boundary points at which data get picked up by an 9 
operating at any point of $ (i.e., the points marked by “0”) shall be called the north-west (NW) 
part of the boundary, and its complement (i.e., the points marked by “0”) will be called the 
south-east (SE) part of the boundary. The forward solve starts from NW and the backward solve 
starts at (a subset of points of) SE. 
Note that starting data of u are available on SE for the backward solve since we are 
considering Dirichlet problems in this paper and we can set u = u on the boundary. Conse- 
quently, no special discretizations are needed at immediate neighbors of SE. However, no 
starting data of the intermediate variable w are available on NW for the forward solve. This 
difficulty can be overcome by a strategy which mimics that of the (complete) LU decomposition 
of the matrix problem Mu = r. It amounts to using a modified discretization on 9 defined as 
follows: consider first the NW corner fringe point (2, 2). Here we can write &?‘=Yi X %+A%‘,, as 
shown in Fig. 3.2. The location of the boundary is shown by the dotted lines. Clearly, we can let 
&! be equal to the familiar second-order accurate five-point star discretization of -h2A, as 
shown in Fig. 3.3; i.e., we can let P = a = 4, G = I = e = f = 1, C = E = 1, and B = D = H = J = 0. 
The difference equation JZ%‘U = r formulated at (2,2) can then be rewritten as 
~iU = Y’ ‘= r + CU,,* + %,I > (3.3) 
which has a local factorization of the form (3.2) with P=_‘Z’i being the identity operator. The 
boundary part Mb of J! picks up the known boundary values z~r,~ and uZ,r which are combined 
with the original right-hand side r to give Y’, and the forward solve is now “self-starting” since 
LiW = w = r’ at (2,2). The same discretization can also be applied along any NW portion of the 
boundary running in the south-west-to-north-east direction (e.g., at the points marked by “0” in 
I north boundary 
Fig. 3.5. Fig. 3.6. 
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Fig. 7.10 hereafter). In this case the location of the boundary is as shown in Fig. 3.4. 
Consider now a point P on the north portion of 9 (other than (2, 2)), i.e., a neighbor of the 
boundary running in the west-to-east direction (see Fig. 3.5). We can again write &‘=A’, +A’, 
=Zi X %+A, at P (see Fig. 3.6). The difference equation JHU = r can be rewritten as 
~iU = r’ := r + CU_1,0, (3.4) 
where 
E = a,,_,c, H = e,,_,c, 
F= a +fo,-lc, I=e+go,_lc, (3.5) 
G=f, J=g, 
and B = D = 0. In this case, the six accuracy conditions (2.2), (2.5), (2.8), (2.7), (2.4) and (2.3) 
yield, respectively, the six relations 
C=l, c= (a -:,,,_, ) 
g = e,,-6, s=1+g, 
e= 1 + g + (e - g)0,-lc =f + (e - g),,-,c = 1 + (2e - g)o,_lc, 
a=3+g+(a-f)o,_lc=3+(u+e-f)0,_1c, 
(3.6) 
which uniquely determine C and the five free parameters in Pi and a. Instead of the last of 
relations (3.6) one could use the relation 
a = 3 + e - (f - g)o,_lc = 4 + g + (e-f )o,_lc, (3.7) 
which derives from (2.6). The equations (3.6) serve to compute Zi and q recursively for 
increasing j starting with j = 3, and with C = 1. 
It can be observed numerically that the solution of (3.6) tends to a “limit” along a 
“sufficiently long” stretch of the north boundary. The limit is found by analyzing the steady-state 
version of (3.6) which has two real-valued solutions. One of these: c, = :(3 - fi), a, = i(6 + 
2fi), e, = :(3 + 6), f, = 2 and g, = 1, is evidently the limit which the recursion approaches. 
The corresponding composite limit operator AG’~ is as shown in Fig. 3.7. 
.A._= 
-1 
ti 
1 @ -2 
1 -3 1 
di 
Fig. 3.8. Fig. 3.7. 
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L-y-aL..-v-dcs~- 
xi q Yb ‘2/b J4 
Fig. 3.9. 
The composition along the west position of 9 is formed in an analogous way (see Fig. 3.8) 
and produces the “mirror image” of relations (3.6), etc., i.e., 
E=l, 
g=f b -l,o ) e=l+g, 
f= I+ g+ (f- g)-i,,b = e + (f- g)-l,ob = I + (2f- g)-,,,b, 
~=3+g+(a-e)_~,~b=3+(a+j-e)_~,~b, 
(3.8) 
respectively, 
a=3+j-(e-g)_ l,oc = 4 + g + (f- e)-i,& (3.9) 
The solution of (3.8) tends to the limit b, = :(3 - 6), a, = :(6 + 26), e, = 2, j, = :(3 + 6) 
and g, = 1, with B=H-0, E=l, C,=I,=2, F,=6, D,=J,=l and G,=3. The 
discretization of the Dirichlet boundary conditions given above, e.g., along the north fringe, can 
be reinterpreted as follows [8]: define %-operators on the NW boundary to be identity operators, 
so that by definition 
uu=w=u (3.10) 
at that boundary. We can write Pi X %+2Tb X ab =A (see Fig. 3.9). The consistency relations 
with d = 0 then uniquely determine all quantities b = C, c, a, e, f and g as defined by (3.6) and 
consequently E, F, G, H, I and J. The discretization can then everywhere (including on S) be 
written as (3.1) and be factored in the form (3.2) (with d = 0 along g) and w = u = u is to be 
used as initial data for the forward solve. 
It should be noted that the recursive construction of the discretization operators is independent 
of n and represents an initial-value calculation starting from 3. 
4. Stability of the composition algorithm 
The recursive construction of the factorable discretizations of the Laplacian by the relations 
(3.6), (3.8) and (2.9) could break down after a finite number of steps if one of the divisors of the 
relations defining b and c were to vanish at or “near” some grid point (i, j). The formally 
consistent operator M would then, near that point, fail to approximate the differential operator 
to any accuracy at all because its entries could become arbitrarily large and so could the error 
constants. (A similar event can occur in the full LU decomposition of a matrix, even a regular 
one, if no pivoting is done.) In this section we prove a weak stability theorem which guarantees 
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that this type of “catastrophic” breakdown cannot occur: (i) unconditionally, if d = 0; (ii) 
provided certain “precautions” are taken when d = d,, is used. 
In order to prove this result, we need the additional recurrence relations 
e - g = 1 + (e - g),,_,c, f- g = 1+ (f- g)-i,,b> 
a-e--f+g=b(a-e-f+g)_l,,+c(a-e-f+g),,_,, 
(4.1) 
which are derived from the general recurrence relations (2.9) with d = 0, applicable in the “core” 
of the interior, i.e., the set of interior points not belonging to the fringe %. Similarly, the 
relations (3.6) valid on the north fringe imply 
e - g = 1 + (e - g),,_,c, f-g=l, 
a-e-f+g=l+(u-e-f+g),,_,c, (4.2) 
and (3.Q applicable on the west fringe, gives 
e-g=l, f-g=1 + (f-g)-,,ob? 
a-e-f+g=l+(u-e-f+g)_,,,b. (4.3) 
We now state and prove two lemmas and a theorem. 
Lemma 1. Assume the proposition 
Pl: Thequantities b, c, g, a-e-f+g are >,Oand e, f, e-g, f-g are >O, 
is true. Then 
P2: The quantities a, a - e, and a -f are > 0, 
is also valid. 
Proof. (1) a-e-f+g>Ooa-e>f-g =a-e>Osincea-e-f+g>,Oandf-g>Oby 
assumption. 
(2) a-e-f+g>,O oa-f>,e-g-a-f>0 since a-e-f+g>O and e-g>0 by as- 
sumption. 
(3) a-f>O*u>f * u > 0 since a -f > 0 was just proved and f > 0 by assumption. 0 
Lemma 2. Assume Pl is true for the operators J%‘_~, j and/or Mi, j_, and all entries of these 
operators are finite. Then the proposition 
P3: The quantities a, b, c, e, f, g, e - g, f - g, a - e and a -f are finite and strictly 
positive, and a - e -f + g is finite and nonnegative, 
is true for A,,, where Aij is produced by the recurrence relations (2.9) with d = 0, or by (3.6) or 
(3.Q whichever is applicable. 
Proof. For a point (i, j) E %?, Pl is true at (i - 1, j), (i, j - 1) by assumption and thus P2 is 
true as well by Lemma 1. As a consequence, for d = 0, the quantities b, c, e, f, g, e - g and 
f - g are finite and strictly positive, and a - e - f + g is finite and nonnegative at (i, j) in view 
of the recurrence relations (2.9) and (4.1), respectively by (3.6) and (4.2), or by (3.8) and (4.3), 
producing these quantities. Thus Pl is true at (i, j), and so is P2 by Lemma 1, i.e., a, a - e and 
a -f are strictly positive. The latter quantities are finite since a - e = (a - e -f + g) + (f - g), 
a -f = (a - e -f + g) + (e - g), and a = (a - e) + e and the right-hand sides are finite. This 
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completes the verification of proposition P3 for a point (i, j) in V. The proof is analogous for 
the fringe points. 0 
Theorem 3. The proposition P3 is true for the operators Aij for all finite i and j > 2 (except 
i =j = 2). 
Proof. For (i, j) = (2, 2) we use the five-point star discretization (Fig. 3.3) with the splitting 
shown in Fig. 3.2, for which b = c = g = 0, a = 4 and e = f = 1. Thus Pl is true at (2, 2) and the 
theorem follows by induction using Lemma 2. 0 
It can be shown numerically by counterexamples that Theorem 3 is in general not valid for the 
algorithm using d = d,i,. But the following minor modification “stabilizes” this version of the 
algorithm, i.e., Theorem 3 will be valid for it, too. Note that if Pl is true at the points (i - 1, j) 
and (i, j - l), then, no matter how ~i_l,j and J%?~,~_~ were produced (whether with d = 0 or 
d # 0), Pl is true at (i, j) provided dij = 0 is used. Thus, if Pl holds at (i - 1, j) and (i, j - l), 
but P3 is violated (and thus Pl is not true) at (i, j) for dij = dtin(i, j), then Pl must be true for 
dlj = pdti,,(i, j) for some sufficiently small p, 0 < p < 1. In fact, g > 0 for d = 0 implies g > 0 
for sufficiently small ( d ( as well, by the third of relations (2.9). In all other cases, the 
introduction of a nonzero d does not affect the reasoning of the proofs given above. (Note that, 
on the fringe, d = 0 by definition.) Finiteness and positivity (or nonnegativity) of the above-men- 
tioned quantities can thus be assured if we do the following: we monitor the validity of Pl at 
every grid point. If at any point of V, after applying the composition rules with d = d,, to 
produce &’ at that point, Pl is found to be violated by the newly computed entries, then we 
reject this result, reduce d,, by some factor p, 0 < p < 1, reapply the composition rules and 
check Pl again. We repeat this procedure until Pl is satisfied 5. Then we go on to the next grid 
point. 
In numerical examples in which reductions of d,, became necessary it was observed that 
such reductions were moderate in size and were needed only at very few grid points. 
5. Computational analysis of the one-pass algorithm 
We refer to the recursive construction of the factorable, Pseudo-Consistent (PC) discretization 
operators 6 2, followed by one forward and backward solve each, as the one-pass PC algorithm. 
The numerical results discussed in this section were obtained by the PC algorithm, applied to a 
model test problem for Poisson’s equation on a square region 0 < x, y G 1, whose exact solution, 
by definition, is 
u = exp(0.5 x + 0.3 y) (5.1) 
and for which, therefore, f = - Au = -0.34 u, with Dirichlet boundary conditions u = u where u 
satisfies (5.1). We shall refer to this example as Problem Pl. 
For Problem Pl, the PC algorithm produces surprisingly accurate results, even with a crude 
grid spacing h = l/n, n = 6. In fact, the global errors e := u - U, whose absolute values at all grid 
5 After sufficiently many reductions, ( d ( will be arbitrarily small, 
6 With d = dmin if not stated otherwise. 
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0” -~.000072485 %00012673 -&0016496 -iLx3o17332 -00.0001356 : 
0 -0.00016639 -0.00019406 -0.00019569 -0.00017613 -0.00012377 0 
0 -0.00026106 -0.00027177 -0.OCO24384 -0.00019564 -0.00012313 0 
0 -0.00031637 -0.00032264 -0.OC027626 -0.OOOl239 0 
0 -0.00027464 0 -0g.00027476 -:.0002294 ~0.00020961 C&O0016976 -0.000097147  0” 
Fig. 5.1. Absolute global errors for Problem Pl with d = dmin and n = 6. 
points are given in Fig. 5.1, are of magnitude - 10-4. However, if the maximum (over the grid) 
e of 1 e 1 is computed as a function of n, one finds that emax apparently tends to a nonzero 
czztant as IZ gets large (Fig. 5.2), i.e., the numerical solution u does not converge to the exact 
solution u as h + 0. 
This difficulty is not caused, as one might suspect, by an ill-conditioning of the discretized 
problem, i.e., the inversion from the local to the global errors does not amplify the former. In 
fact, emax is considerably smaller than the largest in absolute value of the local truncation errors 
I, defined by 
l:=$&++~=&?~-y, 
A 
10-2 = 
P 
& 10-3 - 
6 
10-4 - 
h’ h’ 
--L 
(5.2) 
T-- 
10-61 ’ ’ ’ ’ ’ ’ ’ ’ ’ * 
0 20 40 60 80 
” 
Fig. 5.2. Preconditioner errors for Problem Pl with 
d = d,, as functions of n. (1) Global absolute errors; 
(2) Local absolute errors. 
lcr4 u 0 20 40 
n 
Fig. 5.3. Local preconditioner errors for Problem Pl as 
functions of n. (1) At point (2, 3); (2) At point 
(n - 1, n). 
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Fig. 5.4. Diagonal entry a of preconditioner operator as 
function of location i along grid diagonal (i, i). (1) 
Version with d E 0; (2) Version with d = d,i,. 
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Fig. 5.5. Largest error constant as a function of n for 
d = dmjn. 
as shown in Fig. 5.2. An experiment, in which the results obtained by the PC algorithm as 
defined were compared to those of a run in which random perturbations of size of an elementary 
rounding error in double precision arithmetic (- 10-l’) were introduced in that algorithm in 
every arithmetic operation, also indicated that the inversion is well-conditioned. 
Instead, the above-mentioned difficulty stems from the fact that the largest local error in 
absolute value, I,, = max,,;, 1 I (, also tends to a finite limit as h gets small (Fig. 5.2). If the 
discretization would be truly consistent, we would have I,,, = O(h). Instead, 1= O(h) near the 
NW boundary but I= O(1) near the SW boundary (Fig. 5.3). This is due to a mild instability of 
the recurrence relations (2.9) for generating the operators J&‘. In fact, for d = 0, the entries of _L&’ 
appear to grow linearly along grid diagonals i -j = constant, as shown for a on the main grid 
diagonal in Fig. 5.4. For d = dmin, the entries seem to grow quadratically (Fig. 5.4) but, in both 
cases, the “error constant” y = Qpf, where @ is defined by (2.14), grows linearly ’ (Fig 5.5). Note 
’ For the algorithm proposed in [12], the entries of the discretization operators remain bounded as the number of 
recursion steps increase. This, however, is misleading since those operators approximate a scaled Laplacian, rather 
than the Laplacian itself, and the scale factor obviously decreases like the reciprocal of the number of recursion steps 
along the grid diagonals. 
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that, for the square region with d = dmin, the local error is actually zero along the grid diagonal 
i =j (i.e., the operator JH is second-order accurate). 
Because of its mild instability, the one-pass PC algorithm is not truly a Poisson solver. But, as 
was suggested by Golub [4] in a somewhat different context, it can be combined with an iterative 
defect correction scheme as described in Section 6 hereafter. 
6. Iterative refinement 
The above-mentioned difficulty with the PC algorithm can be overcome by combining it with 
an (unaccelerated or accelerated) Iterative Refinement (IR) scheme as described hereafter. Using 
the notation of [2], a general procedure for solving a “hard” algebraic problem 
Au=?., (6.1) 
say the one associated with the five-point star discretization (Fig. 3.3), is the following: associate 
with (6.1) an “easy” problem 
Mv=s, (6 -4 
say one that can be factored sparsely, where M is some “approximation” of A. The relation 
Mv=r’:=r-(A-M)v, (6.3) 
which is equivalent to (6.1), then lends itself in an obvious way to defining an iterative scheme: 
Mv(~+~)=~--(A-M)v(~), k=O,1,2 ,... . (6.4) 
Equivalently, in terms of the residue p of (6.1) and the correction z, (6.4) becomes 
Mz(k) = _ P(W 
> P (k) := AV’k’ _ r, 
v(k+U = v(k) + Z(k). (6.5) 
This simple iterative scheme, starting from an initial guess vO produced by the PC algorithm, will 
be referred to as PCIR. 
Instead of (6.5) one may apply a First-order Acceleration scheme, representing the “first 
stage” of the Preconditioned Conjugate Gradient (PCG) iteration [2], namely 
MZ’k’ = _ pW > 
P (k) = AU(k) _ y, 
U(k+l) = Jk) + akZW, 
Z(k)+MZ(“) 
ilk = 
zW+~z(k) ’ 
(6.6) 
which will be referred to as the PCFA algorithm. 
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The full PCG iteration (a second-order acceleration scheme) is defined by [2] 
&f*(k) = _ pw) 
9 
P 
(k) = Au(k) - y, 
i 
b,=O, 
b, = 
zw+&fz(w 
z(k-i)+JQW ’ 
k= 1, 2,..., 
P (k) = Z(k) + bkp(k-l), 
,(w+~zw 
ak = 
pW>pW ’ 
U(k+l) = Jk) + akPWe 
(6.7) 
The PCG acceleration scheme with PC as the preconditioner will be referred to as the PCCG 
algorithm. 
7. Numerical results 
Numerical experiments were carried out for Problem Pl defined in Section 5, for three 
Problems P2-P4 on a square region all of which have exact solutions of the form 
u = g i cp,(cos +pm + a sin Qp~~rx)(cos @my + p sin @WY), (7.1) 
p=o o=o 
for which 
-Au=+‘T’ i i cp0(p2+u2)( cos @ pox + (Y sin ~pax)(cos $m~y + /3 sin $uJ~~), 
p=o a=0 
P-4 
and for a Problem P5 on an irregular region whose exact solution is the same as that of Pl. In 
Problems P2-P4 we used $ = 0.2, 0.5 and 1, respectively; the other parameters used were the 
same for all three problems, namely Y = s = 3, (and the “randomly chosen” values) (Y = - 0.74, 
p = 0.62, and C = ( cpo), where 
i 
- 0.88 0.54 - 0.33 -0.56 
C= -0.60 
-0.76 -0.55 0.22 
0.05 -0.19 0.47 -0.39 * 
0.56 -0.29 -0.27 0.80 I 
The Problems P2-P4 are considerably “rougher” than Pl in the sense that, for the same grid 
parameters n, the truncation errors of P2-P4 are much larger than those of Pl. The roughness of 
P2, P3 and P4 increases with $ in this order. 
The numerical results for the present algorithms are given in comparison with those produced 
by a “Comparison Algorithm” (CA) for which we chose the algorithm MICCG(0) of Gustafsson 
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[5]. The latter is said to be roughly identical with the generalized SSOR method of Axelsson [l], 
and with a method due to DuPont et al. [3]. All algorithms were started from the same initial 
guess u,,, the one provided by the PC algorithm defined above; i.e., we use u,, such that MU, = r. 
This makes quantitative comparisons easier and fairer. For any specific algorithm and test 
problem, the initial errors (the truncation errors of PC) are approximately the same for all n 
because of the properties of PC discussed in Section 5. In view of this, the error curves in each of 
Figs. 7.3-7.8 and 7.10 start practically from one and the same point independently of n. 
The next observation which was made in each case is that the errors eck) := max,,;, 1 dk) - u 1 
tend to limits as k * co. These limits represent the truncation errors e(n) of the five-point star ~2 
for each value of the discretization parameter n and are indicated by dotted horizontal lines in 
the figures. They vary with n like - n-* because of the second-order accuracy of &‘. 
This finding suggests that the sequences { u(~)} produced by anyone of the iteration schemes 
considered here converge to the discrete solution u = u(n) associated with ZZ? for the mesh 
parameter n in question. In order to compute u numerically and to verify that the “convergence 
errors” cck) := max,,, ) dk) - u 1, tend to “zero” as k tends to “infinity”, we let the iteration (say 
with PCCG) run over a total number K of iteration steps which was “large” compared to the 
10-4 
10-5 
% 
& 
B 
d 
10-6 
$ 
d 
lo-61 ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ’ ‘- 
0 5 IO 
k 
Fig. 7.1. Global errors for Problem Pl as functions of 
number of recursion steps k. (1) Unaccelerated scheme 
PCIR; (2) First-order scheme PCFA; (3) Conjugate 
gradient algorithm PCCG; (4) Maximum absolute 
global error of five-point star discretization for n = 40. 
5 IO 
k 
Fig. 7.2. Convergence of algorithm MICCG(0) for Prob- 
lem Pl with n = 40. 
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upper limit k,, of k up to which we wanted to observe cck) (e.g., K- 3k,,,). The final iterate 
z&K1 was then used as an approximation u” of u in computing c(“) up to k = k,,,. In the results 
given hereafter, the errors cc“) are observed down to some level below the truncation error level 
e := max,,, 1 u - u 1 of S? for the grid parameter n in question. 
The errors cck) associated with Problem PI and n = 40, produced by the three iterative 
schemes described above are represented in Fig. 7.1. Clearly, both PCFA and PCCG converge 
faster than PCIR, the PCCG method being by far the fastest of the three. This is the case in spite 
of the fact that the present preconditioner is not “symmetric” [9], i.e., not associated with a 
Choleski decomposition but rather with a LU decomposition. 
For each of the three algorithms the convergence is initially very fast at high error levels but 
then slows down at lower error levels. It may ultimately enter into an exponential asymptotic 
phase (in which the error becomes reduced by a constant factor less than unity at each iteration 
step and which in our simple logarithmic plots would show as a straight line behavior of cck’), 
but for Problem PI this is hard to detect since it seems to happen at very low error levels (if at 
Fig. 
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lo-7 - 
0 5 IO 
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7.3. Convergence of algorithm MICCG(0) for Prob- 
Pl for different size grids. (1) n = 20; (2) n = 40; 
(3) n = 60. 
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Fig. 7.4. Convergence of unaccelerated algorithm PCIR 
for Problem P3 and truncation errors of five-point star 
for different size grids. (1) Error reduction, n = 7; (2) 
Truncation error, n = 7; (3) Error reduction, n = 10; 
(4) Truncation error, n = 10: (5) Error reduction, n = 
20; (6) Truncation error, n = 20; ‘(7) Error reduction, 
n = 40; (8) Truncation error, n = 40. 
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all). From a practical point of view, it is of course useless to continue the iteration after the 
convergence error c (k) dips below the truncation error e of &‘. For the present algorithms, 
especially for the PCCG algorithm, all or most of the early “relevant” portion of the iteration 
seems to be part of the fast initial “transient phase” and thus the slowing of the convergence 
occurring later on seems to be rather unimportant. 
The behavior of the present algorithms contrasts sharply with that of the comparison 
algorithm CA whose convergence is depicted in Fig. 7.2 for Problem Pl and n = 40. This 
algorithm is known to converge exponentially [5] from some point on. Evidently, for Pl, the 
convergence of CA enters into its exponential phase very early on, i.e., long before reaching the 
truncation error level. Thus, for this and similar algorithms the asymptotic convergence rates are 
meaningful. 
Asymptotically, the number of iteration steps required by CA to converge to any specified 
relative error level E is known to increase like 0( n$ [5]. This dependence on n is exhibited by the 
decreasing slopes of the “straight lines” 1, 2, and 3 of Fig. 7.3 which are associated with Pl and, 
respectively, n = 20, 40 and 60. As far as the dependence on n is concerned, the behavior of the 
Fig. 7.5. Convergence of PCCG and MICCG(0) and 
truncation errors of five-point star for Problem Pl. (1) 
Errors for PCCG; (2) Errors for MICCG(O), n = 20; 
(3) Truncation error, n = 20; (4) Errors for MICCG(O), 
n = 40; (5) Truncation error, n = 40; (6) Errors for 
MICCG(O), n = 60; (7) Truncation error, n = 60. 
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k 
Fig. 7.6. Convergence of PCCG and MICCG(0) and 
truncation errors of five-point star for Problem P2 
(+ = 0.2); (same interpretation as for Fig. 7.5). 
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present algorithms is more complicated to describe and again is in sharp contrast with that of 
CA. It is easier to examine it, say, for Problem P3 than for Pl because, for the former, the 
behavior discussed hereafter occurs at higher error levels and can thus be detected more easily. 
The error curves for the unaccelerated algorithm PCIR for P3 are shown in Fig. 7.4. Initially, 
for small enough k, the curves for different n practically coincide with one another. More 
precisely: for two different grid parameters n and n+, n < nf, which are both small (e.g., n = 7 
and n+ = 10) the curves begin to separate from one another below a certain relatively high error 
level (c, - 5 X 10p2), and from some separation point k, on in the number k of iteration steps 
(k, - 2), and the separation increases from there on with increasing k. For a pair of larger values 
of n (say n = 20 and n+ = 40), the curves coincide to a lower error level (es - 2 x 10p3), and k, 
is larger (k, - 13). For an even larger k, say k = 28, the separation is much greater between the 
curves for the small pair n = 7 and .+ = 10 than for those associated with the larger pair n = 20 
and n+ = 40. Thus it appears that r,(n) and k,(n) are monotone decreasing and increasing 
functions, respectively, and all iteration error curves for nf k n coincide (practically) down to 
some error level cS( n) and up to some number of iteration steps k,(n). Another way of 
expressing this is to say that the number of iteration steps k = k(r) required to reduce the 
convergence error down to any specified level c appear to be independent of n for all n > n,, 
where n, is such that E = tzS(n,). 
10-4 4 
0 5 IO 
k 
5 IO 
k 
Fig. 7.7. Convergence of PCCG and MICCG(0) and Fig. 7.8. Convergence of PCCG and MICCG(0) and 
truncation errors of five-point star for Problem P3 truncation errors of five-point star for Problem P4 
(9 = 0.5); (same interpretation as for Fig. 7.5). (9 = 1.0); (same interpretation as for Fig. 7.5). 
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A comparison with the truncation error levels shown in Fig. 7.4 indicates that, for Problem P3 
and algorithm PCIR, the separation points eS( n) seem to be at or below the truncation error 
levels e(n) of &; i.e., the independence of k(r) on n in the above-mentioned sense seems to be 
valid (at least) down to the truncation error level e(n), i.e., during all of the practically relevant 
early part of the iteration. 
The qualitative findings for the unaccelerated algorithm PCIR discussed above carry over to 
the accelerated schemes PCFA and PCCG. Figures 7.5-7.8 give a comparison of the error 
sequences { cck)} for the algorithms CA and PCCG for Problems PlLP4, respectively. In each 
case, three different n’s are considered but, because of the approximate independence of the 
error curves of PCCG on n, on& one curve is drawn for this algorithm: the one associated with 
the largest n. In each plot, the truncation error levels e(n) for the five-point star LZ? are indicated 
by dotted lines as mentioned above. The intersection points of the three CA curves and the one 
PCCG curve with the corresponding truncation error levels are marked by “ @ “. In each case, the 
algorithm PCCG required fewer iteration steps to converge to the truncation error level than CA, 
with the exception of Fig. 7.8 for Problem P4 whose solution is very rough relative to the size of 
the grid parameters n used in the plot. Indeed, for these n’s, the truncation errors of ~2 are quite 
large. It is anticipated that for larger n’s the situation will reverse in favor of PCCG for this 
problem as well. 
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Fig. 7.9. Irregular region of Problem P5 
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Fig. 7.10. Convergence of PCCG and MICCG(0) and 
truncation errors of five-point star for Problem P5; 
(same interpretation as for Fig. 7.5). 
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The last numerical test problem, P5, studied in here was formulated on the irregular region 
shown in Fig. 7.9, its exact solution being by definition the same as that of problem Pl, i.e., the 
one defined by (5.1). In this case, the special factored form of the five-point star _JZ? defined in 
Fig. 3.3 was used at all fringe points marked by “0” along the slanted portion of the NW 
boundary. The results for P5 produced by CA and PCCG agree qualitatively with those for the 
other test problems discussed above. 
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