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ABSTRACT
Time variation in expected returns is understood to be a common feature across aggregate asset
classes as diverse as equities, currencies and bonds. Less is known on aggregate commodity return
predictability. Findings of this thesis provide evidence of time variation of commodity returns and
assesses its economic value within portfolio allocation strategies. Further findings demonstrate
the effect aggregate hedge fund capital has on the profitability of carry and momentum strategies
across global futures markets. Besides the financial implications, the findings of this thesis also
affect policies with respect to international macroeconomics, poverty alleviation, energy and climate
policy, and commodity market regulation.
First, I study variation of expected commodity return portfolios. I run regressions of 1 to 9
months portfolio holding returns on lagged average futures discounts (AFD). I find that the AFD
predicts commodity portfolio returns with 9 months R2 values of 10 percent. Most predictable
variation is a result of spot premia variation, while term premia are only significantly time-varying
on short term horizons. Variation in the AFD is procyclically related to macroeconomic conditions.
The procyclical relation leads to strong return predictability: the AFD and US industrial production
growth rates forecast up to 16 percent of the commodity portfolio holding return variation at the
9 months horizon.
Second, I study the statistical and economic value of macroeconomic, financial and commodity
market specific variables in predicting commodity returns. I estimate the models within a data-
rich Bayesian model averaging (BMA) framework. I find that commodity portfolio returns and
volatility are predictable across commodity sectors. Posterior model probabilities reveal that most
of the predictable variation in commodity returns is due to macroeconomic variables of industrial
production growth and the variation of the aggregate commodity basis. Portfolio volatility is related
to lagged dividend yield, default spread, and inflation growth. I further find that an investor will pay
a high performance fee to switch from a dynamic portfolio strategy based on a simple autoregressive
benchmark models to a BMA model. In contrast a conditional volatility strategy does not generate
significant economic gains.
Third, in collaboration with James B. Grant, we provide evidence that hedge funds capital
is a key determinant for the profitability of carry and momentum strategies in futures markets
vi
across asset classes. We parameterize carry and momentum portfolios from the perspective of a
utility maximizing risk averse investor. We find that the returns to optimal carry and momentum
strategies yield high Sharpe ratios (above 1.2), which are not a compensation for traditional risk
exposure or time-varying risk due to macroeconomic cycles or funding liquidity, however they are
related to pro-cyclical hedge fund capital flows. Larger capital flows lead to higher carry and
momentum returns, implying that expected returns decrease with the total amount of assets under
management by hedge funds. We argue that these findings are consistent with the notion of limits
to arbitrage.
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CHAPTER 1
INTRODUCTION AND LITERATURE REVIEW
Understanding whether returns of financial assets are predictable lies at the heart of financial eco-
nomic theory. In this thesis, I focus on studying predictive relations in commodity and global futures
markets and test whether predictability can be exploited to generate economic profits within novel
econometric and portfolio choice frameworks. I provide evidence on the time-varying behaviour
of expected returns of commodity futures portfolios across futures maturities and the relation to
macroeconomic fundamentals. I further investigate the relative statistical and economic value of a
multitude of financial, macroeconomic and commodity-specific variables in predicting the returns
and volatility of commodities within a Bayesian model averaging framework. Finally, I study the
performance of carry and momentum strategies in global futures markets in a parametric portfolio
choice framework to show that their excess returns are linked to the aggregate capital available to
the hedge fund industry.
While early evidence of return predictability was interpreted as evidence against the efficient
market hypothesis1, predictability is by now understood to be directly linked to time-varying
expected excess returns2 (excellent summaries of the exhaustive literature are provided by Fama
(1991) or more recently by Cochrane (2011)). Empirical evidence shows that movements in price-
based valuation ratios and yields translate to expected excess return variation. Fama and French
(1988), for example, show that dividend yields forecast returns, however not dividend growth.
Cochrane (2008) and Binsbergen and Koijen (2010), motivated by the approximate present value
identity of Campbell and Shiller (1988), find that cash flow growth and returns are predictable by
the dividend yield, however most of the predictability is attributed to expected return variation.
Subsequently, evidence on return predictability using yields and valuation ratios has been gathered
in a variety of asset classes such as currencies, bonds, treasuries, sovereign debt, the housing
1. The efficient market hypothesis relates asset prices to information sets. In particular, it states that financial
markets are efficient when prices aggregate all available information (see Fama (1965), Fama (1970); Jensen (1978);
Shiller (1978); Summers (1986)). Testing the efficient market hypothesis requires a market model that specifies how
information gets incorporated into asset prices.
2. In the following exposition expected excess returns, discount rates and risk premia are used synonymously.
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market, and hedge funds3. The empirical in-sample evidence consistently reports statistically and
economically significant coefficient estimates in predictive regressions and R2 values that increase
with forecasting horizon.
Several theories have been proposed to explain time variation in expected returns. A vast litera-
ture has generalized consumption-based frameworks to introduce time variation in discount rates4.
These macroeconomic theories of discount rate variation predict that expected returns are high
and prices are low at times when consumption, output, and investment are low, unemployment is
high and industrial production is decreasing, and vice versa. Consequently, macroeconomic models
link expected returns to macroeconomic data. Cooper and Priestley (2009) empirically confirm the
counter-cyclical behaviour of expected excess returns for equity markets, showing that the indus-
trial production gap predicts global stock market returns. Ludvigson and Ng (2009) show that the
first principal components of a large set of macroeconomic data predict excess bond returns and
Lustig et al. (2013) show that industrial production growth predicts returns of currency portfolios.
Theories that include financial frictions have become increasingly popular in understanding
return predictability, especially since the financial crisis in 2007-2008. These friction-based the-
ories try to understand the effects segmented markets, intermediaries and market liquidity have on
discount rates. Theories of segmented and intermediated markets typically imply that the limited
risk sharing ability of market participants leads to downward sloping demand or supply curves5.
Consistent with these theories, Adrian et al. (2011) show that measures of intermediary balance
sheet aggregates contain strong predictive power for excess returns on equities. These theoretical
and empirical concepts have been extended to currency markets (Adrian et al. (2011)) and trea-
3. E.g., Fama and Bliss (1987) and Campbell and Shiller (1988) show that a rising yield curve of treasuries signals
better 1-year returns for long-term bonds and not higher interest rates, Fama (1986) show that credit spreads over
time and across firms predicts returns and not default probabilities, Hansen and Hodrick (1980) and Fama (1984)
show that international interest rate spreads predict returns and not exchange depreciation, an effect underlying
the famous carry trade, and Avramov et al. (2011) show that various macroeconomic variables predict hedge fund
returns.
4. Campbell and Cochrane (1999) introduce models with time-varying risk aversion, Bansal and Yaron (2004)
and Bansal et al. (2010) advocate time-varying aggregate consumption risk, Gabaix (2008) and Gabaix (2012) intro-
duce time-varying consumption disasters, Lustig and Van Nieuwerburgh (2005) model time variation in risk sharing
opportunities among heterogeneous agents and Timmermann (1993) introduces time variation in believes.
5. He and Krishnamurthy (2012) show that in asset markets where a financial intermediary is the marginal investor,
tightening capital constraints of the intermediaries lead to increasing risk premia. Similarly, Duffie and Strulovici
(2012) show that asset markets that differ only by the committed capital earn lower risk premia if less capital is
available. Intermediaries engage in these markets, against a fee, to move capital from one market with the lower to
the market with the higher returns and amount of capital.
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suries (Vayanos and Vila (2009), Krishnamurthy and Vissing-Jorgensen (2012) as well as different
classes of intermediaries (Jylha¨ and Suominen (2011)). Furthermore, aggregate market liquidity is
a priced risk factor in equity and currency markets (Pastor and Stambaugh (2002) and Mancini
et al. (2013)) and consequently aggregated measures of market liquidity predict returns. The effect
of market liquidity on asset prices is tightly linked to segmented and intermediated market theo-
ries. Brunnermeier and Pedersen (2009), for example, show that if financial market participants
or intermediaries are increasingly capital constraint, the unwinding of trading positions leads to
higher trading costs, affecting asset returns, and subsequently even tighter capital constraints; an
effect termed liquidity spirals. Brunnermeier et al. (2008) document liquidity spirals empirically in
currency markets. In summary, macroeconomic and financial friction-based theories can explain
predictability in asset returns within a rational expectations model.
An alternative view to explain return predictability are behavioural theories of asset pricing.
Behavioural theories explain return predictability by psychological biases (Barberis and Thaler
(2003)). Hong and Stein (1999), for example, develop a theory of underreaction and delayed over-
reaction where information are being included in prices only gradually leading to momentum and
reversal effects. Hong et al. (2007) show empirically that information contained in industry returns
diffuses only gradually into aggregate stock markets. Baker and Wurgler (2006) construct a market
wide sentiment index to show that shocks to aggregate sentiment impact stocks that are difficult
to arbitrage. Limits to arbitrage lead then to cross-sectional return differences. Stambaugh et al.
(2011) show that equity anomalies, such as momentum returns, are stronger when following high
levels of sentiment and vice versa. The differentiation between behavioural and discount rate theo-
ries are, however, blurred. Behavioural theories can be embedded within discount rate theories by
assuming that market participants systematically have ”wrong” expectations (Cochrane (2011)).
Systematically ”wrong” expectations distort the probabilities to discount future payoffs and are
equivalent to psychological biases. In particular, Cochrane (2011) states that it is pointless to
argue rational versus behavioural theories, because saying that ”The market went up, risk aversion
must have declined” is as vacuous as saying ”the market went up, sentiment must have increased”.
Return predictability in commodity markets, embedded within the framework of financial eco-
3
nomic theory, has received less attention in the academic literature6. Interestingly, from a the-
oretical perspective, commodity return predictability and time-varying risk premia predates the
literature in other asset classes. Keynes (1930) and Hicks (1939) argue that futures prices should
embed a risk premium to entice speculators to offset the spot price risk that commodity produc-
ers (hedgers) are facing. This Theory of Normal Backwardation postulates that aggregate futures
positions of hedgers are net short and the risk premium increases or decreases with the amount
of net short positions. Early empirical evidence such as by Working (1949), Telser (1958), and
Dusak (1973) do not find evidence of time-varying risk premia in commodity futures, while, more
recently, De Roon et al. (2000) find some evidence on the ”hedging pressure effect”. Fama and
French (1987) are the first to link time variation in expected returns to variation in the futures dis-
count or yield (difference between log spot price and log futures price), extending the evidence from
other asset classes to commodity futures. They find that the individual futures discount has some
power in explaining expected return variation for a variety of individual futures contract. However,
they also note that most of futures discount variation on an individual futures level is related to
idiosyncratic sources. In the context of storage models the commodity futures basis is affected by
expected changes in the spot price of the underlying commodity and therefore, idiosyncratic factors
play a role in explaining the basis variation, e.g., Deaton and Laroque (1996) and Routledge et al.
(2002). The resulting high idiosyncratic volatility makes the statistical results difficult to interpret.
To reduce the idiosyncratic sources of time variation, Szymanowska et al. (2013) and Gorton et al.
(2007) study cross-sectional commodity sorts based on the futures discount and find statistically
significant return premia, confirming the presence of time-varying risk in commodity markets.
While the futures discount is a direct ex-ante measure of expected return variation in com-
modity markets, various authors suggest that price-based measures of expected returns from other
asset classes should have predictive power for expected commodity returns, e.g., Bessembinder and
Chan (1992) and Bailey and Chan (1993). From an asset-pricing perspective, it is systematic risk
in the economy that should lead to higher expected returns and therefore should be common across
6. Much of the literature on commodity markets has focussed on the effect inventory decisions of commodity
producers have on futures and spot prices (Deaton and Laroque (1996) and Routledge et al. (2002)), on the link
between exhaustible resources, production decisions and commodity prices (Carlson et al (2007), the effect of sup-
ply and demand imbalances on commodity prices (Kilian (2009)), and the role of commodity price shocks on the
macroeconomy (Kilian (2007) and Kilian and Lewis (2011)).
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asset classes. Bailey and Chan find that basis variation of commodities is indeed related to com-
mon systematic variables, while it is not clear how the variation is reflected in expected returns.
Bessembinder and Chen show that expected returns of some futures contracts can be predicted
by the dividend yield, term spread, default spread, and short rate. Bakshi et al. (2011) show that
changes in the baltic dry index predict the returns to commodity indices. Lastly, Gargano and Tim-
mermann (2013) show that various macroeconomic aggregates have statistical in- and out-of-sample
predictive value for spot price return indices.
Recently, friction based theories have also been applied to commodity markets. Acharya et al.
(2013) and Etula (2014) show theoretically that at times the limited risk sharing ability of specula-
tors in commodity markets cannot offset the hedging demand by commodity produces. The authors
show empirically, that measures of aggregate speculative capital predicts expected commodity re-
turns, consistent with the theoretical predictions. In a related vain, Hong and Yogo (2013) show
that open interest predicts commodity returns in the presence of hedging pressure and downward-
sloping demand in futures markets.
In Chapter 2 of this thesis I contribute to the literature on commodity return predictability
and study the time variation in expected returns for commodity futures portfolios. Studying return
predictability on a portfolio level helps to diversify the idiosyncratic noise of return variation and
focuses on the aggregate and systematic sources of risk that are central to the modern notion of
discount rate variation. I, therefore, complement and extend the recent literature that focusses
on the behaviour of commodity returns from an investment perspective (see Rouwenhorst and
Tang (2012) for a review). Gorton and Rouwenhorst (2004) and Erb and Harvey (2006) report
that unconditional risk premia for diversified commodity portfolios are similar to those in equity
markets. I focus on conditional or time-varying risk premia by decomposing the expected return
of a commodity futures portfolio, that includes energy, livestock, agricultural, metal and precious
metal commodities, into the average futures discount (AFD) (mean of futures discounts across
futures contracts in the portfolio) and expected spot price changes. The AFD is a model-free
component of the expected returns that can be observed ex-ante. Time variation of AFD does,
however, not immediately imply time-varying risk premia. The AFD can change even if expected
returns are constant when the change is offset by an equal but opposite-signed expected spot price
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appreciation.
To test the relation between AFD and expected returns, I follow Fama and French (1987),
Fama (1984) and Lustig et al. (2013) and run complimentary regression of 1 to 9 months excess
portfolio returns and average price changes on the AFD. I find that the AFD predicts commodity
portfolio excess returns with R2 values of more than 9 percent at a 9 months horizon. The results
for increasing horizons reveal interesting dynamics of the coefficient estimates: Coefficients for
short-term horizons are significantly smaller than 1, implying a negative relation between futures
discount and spot changes, while coefficient estimates for longer horizons are 1 or larger than 1,
implying a one-to-one relation between expected return variation and futures discount variation.
The negative relation between futures discount and future spot price changes at short horizons
is a consequence of The Theory of Storage. Low inventory levels lead to high futures discounts
and high contemporaneous spot prices and consequently low expected spot changes. These results
are robust to various time horizons, alternative construction methods of the predictive variable,
and out-of-sample regressions. In addition, investors profit from significant economic gains when
conditioning commodity allocation on the futures discount.
In the next section, following Szymanowska et al. (2013), I decompose portfolio holding returns
into spot premia and term premia by taking long positions in short maturity futures contracts
and combining long and short positions in contracts with different maturities, respectively. Spot
premia are associated with the risk in the underlying spot price and term premia are associated with
risk in the convenience yield analog to risk premia in the term structure of bonds, see Cochrane
and Piazzesi (2002). I find that time variation in expected returns is mostly associated with
time-varying spot premia, while term premia satisfy a version of the expectation hypothesis with
significant unconditional risk premia, however no time-variation.
These empirical results imply that commodity portfolio returns vary over time with movements
in the AFD. Given the lack of theoretical and empirical evidence, it is not clear ex-ante, whether the
time variation can be explained by macroeconomic theories or commodity market specific sources of
risk (e.g., hedging pressure (De Roon et al. (2000)), inventory levels (Gorton et al. (2007)) and open
interest (Hong and Yogo (2013))) explain this time variation. More recently, Baker and Routledge
(2012) and Casassus et al. (2005) developed equilibrium models of oil price and risk premia dynam-
ics showing that time variation in expected oil risk premia is related to macroeconomic conditions.
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Motivated by these finding, I further test, whether macroeconomic and systematic variables are
also related to the variability of the AFD in my sample and consequently predict expected hold-
ing returns. I find that commodity portfolio returns are pro-cyclically related to macroeconomic
activity because the AFD is statistically significantly correlated with macroeconomic and common
systematic variables. Furthermore, macroeconomic variables contain information about the cyclical
behaviour above and beyond the information contained in the AFD, and therefore, predict expected
spot price growth. Including US industrial production growth (IP growth) and the AFD in the
predictive regression increases the adjusted R2 values for a 9 months horizon to 16 percent. An
interesting observation is that term premia are counter-cyclical, however statistically insignificant.
When analysing the role of trading activity on commodity portfolio returns, I do not find any
indication that hedgers’ or speculators’ positions, as declared by the Commodity Futures Trading
Commission (CFTC), predict expected returns.
Despite the evidence for time-varying expected returns in commodity futures portfolios in Chap-
ter 2 and the reviewed evidence on time variation in other asset classes, return predictability remains
a subtle feature of the data. The forecasting relationship between financial ratios and future stock
returns exhibits several concerning statistical features. Stambaugh (1999) and Nelson and Kim
(1993) argue that the near-unit root behaviour of the lagged regressors and its innovations, that
are highly correlated with returns of the endogenous variable, lead to special finite sample prop-
erties of the ordinary least square estimator. These properties lead to a substantial deviation of
the standard errors that depart from the ordinary least square assumptions. To avoid this small
sample bias, Ang and Bekaert (2007) and Campbell and Yogo (2006) derive asymptotic distribu-
tions for coefficients under the assumptions that the forecasting variable follows a local-to-unit
root and still find evidence for statistically significant predictability. Furthermore, Bossaerts and
Hillion (1999), Goyal and Welch (2003), Welch and Goyal (2008) and Inoue and Kilian (2006)
show that the significant in-sample predictive results, do not necessarily produce significant out-
of-sample test statistics. Out-of-sample tests are, however, important for real-time investors, who
make investment decisions based on data that is only available up to this point in time. While
several statistical measures have been proposed to assess the predictive out-of-sample value, more
recently, various authors suggest the use of portfolio investment strategies to determine the eco-
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nomic value of asset return predictability. Della Corte et al. (2009) show that futures discount
forecasts of currencies add economic value to a portfolio relative to a random walk benchmark,
while macroeconomic variables do not. Thornton and Valente (2012) show that neither the Fama
and Bliss (1987) forward-spot spread nor the Cochrane and Piazzesi (2002) forecast utilizing the
full term structure of forward rates adds economic value to portfolio investment strategies relative
to the random walk benchmark. This is a surprising result given that Cochrane and Piazzesi (2002)
document highly significant in- and out-of-sample test statistics. Recently, McCracken and Valente
(2012) find marginal evidence of economic value of predictability using various predictors in equity
return premia.
An even more important data issue is that the specification of the ”correct” predictive model
is not trivial. The large amount of predictors resulting from the many theoretical models, that are
mostly not explicit about which variables should enter the regressions, makes the empirical evidence
difficult to interpret. Some predictive variables can be statistically significant based on a particular
collection of variables, but not on a competing one. Furthermore, in regression frameworks, it is
difficult to assess the relative value a particular variable adds relative to another variable. Recently,
various authors have employed Bayesian model averaging (BMA) methodologies to overcome these
problems (Avramov (2002), Cremers (2002) and Wright (2008)). The BMA framework is attractive
because it incorporates model uncertainty and is therefore robust to model misspecifications. In
particular, the BMA methodology allows for inclusion of an arbitrary number of variables that
are weighted according to the posterior probabilities of inclusion. The posterior probabilities can
be further used to assess the relative value a particular variable adds to the overall predictive power.
In Chapter 3, I use the BMA methodology to examine the relative statistical importance and
economic value of macroeconomic, financial and commodity-specific variables in predicting com-
modity portfolio returns and volatility. The BMA framework allows to include a rich set of variables
in the linear predictive model without specifying, ex-ante, the correct variables or forecasting model.
In contrast, the BMA methodology assigns a priori equal probabilities to each potential model and
further assigns posterior probabilities of inclusion only after having observed all potential model
combinations. This characteristic of the BMA framework is particularly desirable when studying
commodity markets with ambiguous economic theory regrading the sources of return and volatility
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variation. In particular, it remains difficult to determine whether commodities are integrated within
traditional asset classes, influenced by commodity market-specific sources of risk, or a combination
of both (see discussion above). Furthermore, I study portfolio volatility predictability, which is a
separate task to return predictability. For the choice of potential predictors, I rely on previous
research on commodity markets and do not propose any new set of variables.
I rank model specifications and consequently the predictive variables by computing posterior
probabilities of each model and estimate the BMA weighted coefficients and corresponding t-ratios
adjusted for model uncertainty. The ranking reveals that macroeconomic variables, which proxy for
global and US IP growth, are key variables to predict commodity portfolio returns. Furthermore,
the commodity-specific futures discount has some additional power in predicting returns accord-
ing to the cumulative posterior inclusion probability. Given that the futures discount is an ex-ante
measure of expected returns, suggests that important sources of return variation have not been cap-
tured by the variables included in this study. Commodity portfolio volatility, on the other hand, is
predictable by inflation growth, dividend yield and default spread in addition to the lagged portfo-
lio volatility. Macroeconomic variables do not have any significant posterior inclusion probabilities
for volatility predictions. This finding suggests that commodity portfolio returns and portfolio
volatility are driven by different sources of risk. I find very similar results for commodity sector
portfolios. The characteristics based portfolios that are constructed according to the individual
momentum and basis signal are not predictable by the variables considered in this study.
The in-sample results do not guarantee significant out-of-sample predictive results for a real-
time forecaster or investor. Therefore, I assess the value of real-time predictability using statistical
out-of-sample measures as well as portfolio investment strategies. I find that the statistical mea-
sures consistently report significant out-of-sample predictability for commodity portfolio returns
for global and sector portfolios. Predicting portfolio volatility does not result in significant out-
of-sample results relative to an autoregressive benchmark model. For the economic assessment, I
employ mean-variance analysis as a standard measure of portfolio performance and apply quadratic
utility, which allows me to quantify how risk aversion affects the economic value of predictability,
building on empirical studies of volatility timing in stock returns by Fleming et al. (2001) and
Marquering and Verbeek (2004). I find that the BMA portfolio return predictions generate high
economic value relative to an investor, who uses autoregressive models to forecast mean returns for
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varying risk aversion and volatility levels. This predictive power is robust to reasonable transaction
costs. The volatility predictions, on the other hand, consistent with the statistical out-of-sample
results, do not add any economic value relative to the autoregressive benchmark model.
In summary, I find that commodity portfolio returns and volatility is predictable, however with
different sources of risk attribution. The in-sample results extend to out-of-sample significance
for commodity return predictability but not to volatility predictability. Furthermore, the return
predictability generates significant economic value.
In the previous sections, I described aggregate sources of return variation of commodity futures
portfolios and other asset classes. A large complimentary stream of literature suggests that charac-
teristics of individual assets lead to significant predictable variation in cross-sectional sorts. Fama
and French (1993) and Fama and French (1996) show that sorting stocks by their book-to-market
ratio and size leads to significant return premia. Jegadeesh and Titman (1992) and Jegadeesh
and Titman (2002) show that stocks that recently outperformed their peers will continue to do
so. A characteristic that has been termed momentum. The characteristics-based approach has
been extended to other asset classes. Lustig and Verdelhan (2008) show that individual interest
rate differentials, which are equivalent to the futures discounts or carry in currency markets, pre-
dict currency excess returns. Menkhoff et al. (2012) find evidence for momentum in a large set
of different currencies. Szymanowska et al. (2013) and Gorton et al. (2007) show that carry and
momentum sorts also work in commodity markets7. More recently, Moskowitz et al. (2011), As-
ness et al. (2013) and Koijen et al. (20012) extend the evidence of carry and momentum strategies
across asset classes. While the literature on characteristics based strategies and return premia is
exhaustive, the literature lacks theoretical explanation8.
In Chapter 4, which was written in collaboration with James B. Grant, we study optimal
carry and momentum strategies and their relation to hedge fund capital. We extend the analysis
7. Further evidence is provided by Miffre and Rallis (2007), Fuertes et al. (2010) and Fuentes (2013).
8. Theoretical explanations for the return premia, generally fall into the categories, rational risk-based (e.g. Fama
and French (1996), Jegadeesh and Titman (2002), Sarno et al. (2012)), characteristics-based models (e.g. Moskowitz
and Grinblatt (1999)), and explanations based on limits to arbitrage (e.g. Jylha¨ and Suominen (2011), Lesmond
et al. (2004)).
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from commodity to global futures markets, including equity, bond and currency futures. We do
so because the power of looking at various asset classes and strategies together greatly improves
the ability to identify common factor structures (see Asness et al. (2013)). Furthermore, futures
contracts across various asset classes represent an excellent laboratory for implementing dynamic
strategies. In contrast to stock markets, most futures markets are very liquid, feature high transac-
tion volumes, and have very low transaction costs. By the very nature of futures contracts, taking
long or short positions is a natural process for investors, who only maintain a margin account
that makes a dynamic use of leverage easily attainable. Furthermore, futures markets are mainly
populated by sophisticated institutional investors such as hedge funds and investment banks, who
do not face short selling constraints, which would prevent market participants from fully exploiting
pricing anomalies, as investigated in Stambaugh et al. (2011).
Here, we study carry and momentum strategies within the framework of parametric portfolio
choice problems by Brandt et al. (2009). Most research on characteristic-based asset allocation
strategies resort to equally- or volatility-weighted portfolios. Even though simple trading rules
tend to outperform more complex ones (DeMiguel et al. (2009) and Jacobs et al (2010)), they
also abstract from real investors challenges. Investors have to choose the weight they apply to
each signal, include transaction costs in their asset allocation process, and be able to adjust their
level of risk aversion in terms of their utility function. The parametric portfolio choice framework
accommodates all these uncertainties in a unifying framework. Furthermore, in contrast to Garleanu
and Pedersen (2009), who also introduce portfolio allocation strategies with transaction costs and
predictable returns, the framework of Brandt et al. (2009) does not require to model or estimate the
many moments of the return generating process. In contrast, we model the portfolio weights of each
asset as a function of the asset’s momentum or carry signal and take the perspective of a risk averse
utility maximising investor with CRRA preference structure. The advantage of CRRA preferences,
in contrast to mean/variance portfolios, is that it penalizes higher moments of the portfolio return
process; a desirable property when studying carry and momentum strategies (Brunnermeier et al.
(2008) and Daniel (2011)).
By characterizing the optimal carry and momentum strategy, we find that the out-of-sample
parametric portfolio policy generates a Sharpe ratio of 1.2, which corresponds to a certainty-
equivalent (CE) gain relative to the risk-free rate of an annualized 15 percent. The CE and Sharpe
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ratio are 8 percent and 0.5 higher, respectively, than the performance of a volatility-weighted long-
only portfolio. We find that the optimal out-of-sample portfolio weight of the momentum signal
is 1.5 times the carry signal. Nevertheless, both signals contribute statistically significantly to the
performance of optimal carry and momentum strategies. Increasing the level of risk aversion re-
duces the allocation to carry and momentum strategies, however, the relative importance of carry
and momentum signal in the portfolio remains constant. To analyze transaction costs, we modify
the return equation and re-run the portfolio optimisations. For both, a conservative flat one-way
trading cost of 0.05 percent and the market based bid-ask spread cost, we find no material change in
neither the optimal portfolio nor its returns. Furthermore, the significant return premia are not ex-
plained by standard (Fama and French (1992) and Pastor and Stambaugh (2002)) or non-standard
(Asness et al. (2013)) risk factors. Motivated by these findings, we study the diversification benefit
of including optimal carry and momentum strategies in portfolios of stock market factors and bonds,
as in Barroso and Santa-Clara (2013) and Burnside et al. (2006). We find that including optimal
carry and momentum strategies in an optimized portfolio increases the Sharpe ratio on average
by 0.7, out-of-sample. Even more important, including these strategies reduces the skewness and
kurtosis of the original portfolios and therefore minimizes the overall risk of the portfolios.
We test two possible explanations for this puzzling performance of the carry and momentum
strategies and find that capital frictions rather than business cycle risk is a key determinant.
First, we investigate if the returns to the strategies capture fluctuations in macroeconomic and
liquidity risk. Bessembinder and Chan (1992) find some evidence that macroeconomic variables
explain return fluctuations of long-only futures strategies. Asness et al. (2013) find that value
and momentum strategies, which include futures markets, are related to liquidity risk. Regressing
lagged variables of macroeconomic activity and liquidity proxies (Chordia and Shivakumar (2002))
on the strategy returns, we find that macroeconomic variables are pro-cyclically related to future
returns, while liquidity risk does not show any significant exposure. The pro-cyclical behaviour,
however, contrasts the theories on discount rate variation.
The second approach to explain our results relies on capital market frictions, limits to arbitrage
and hedge fund activity. First, we find that the returns to optimal carry and momentum strategies
and a aggregate market factor (MSCI) explain more than 40 percent of aggregate hedge fund index
returns. Furthermore, our strategies explain a larger fraction of hedge fund returns, and further
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reduce the statistical significance of the residual alpha, relative to factors by Fung and Hsieh (2004).
Our results have important applications in the literature determining alpha contribution of hedge
funds (Avramov et al. (2012), Kosowski et al. (2007), Buraschi et al. (2013) and references therein).
Second, having determined that hedge funds indeed follow carry and momentum strategies, we fol-
low the approach of Jylha et al. (2010), Jylha¨ and Suominen (2011) and Baltas and Kosowski
(2013), and regress optimal carry and momentum returns on proxies of aggregate hedge fund cap-
ital and capital flow into the hedge fund industry. The theoretical literature on capital frictions
and market segmentation implies that capital flow to hedge funds and consequently to carry and
momentum strategies should contemporaneously lead to increasing returns due to downward slop-
ing demand curves and lead to lower expected returns relative to the aggregate capital available
to the hedge fund industry. Our empirical investigation confirms the theoretical predictions. We
find that hedge fund capital flows are contemporaneously positive related to the optimal strategy
returns, while the predictive coefficient of aggregate hedge fund capital is negatively related to the
carry and momentum strategies. For robustness we run complimentary regressions with macroe-
conomic and liquidity proxies as control variables. We find that the hedge fund capital variables
completely drive out the predictability of the macroeconomic and liquidity variables. These obser-
vations suggest that the pro-cyclical behaviour of the carry and momentum returns is related to
hedge fund capital and not macroeconomic risk. If we regress long-only strategies on hedge fund
capital and macroeconomic variables, we find that macroeconomic risk is counter-cyclically related
to the returns, consistent with theoretical predictions, while hedge fund capital does not influence
the performance. In summary we find that hedge fund activity is a strong determinant for the
performance of optimal carry and momentum strategies.
In chapter 5 of this thesis I conclude, highlight policy implications of this research, and outline
areas of further research.
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CHAPTER 2
TIME-VARYING EXPECTED RETURNS IN COMMODITY FUTURES
PORTFOLIOS
2.1 Introduction
Do expected commodity portfolio returns vary over time in a statistical and economical meaningful
way? If so, is the return variation related to macroeconomic and commodity market specific state
variables? Recent literature in financial economics suggests that predictable time series variation
of aggregate portfolio returns is a common feature across asset classes as diverse as equities, bonds,
currencies or the housing market (Cochrane (2011)). The main objective of this chapter is to sys-
tematically investigate predictable variation of commodity futures portfolios and test if commodity
futures markets feature the same characteristics of common asset classes.
This study complements the work by Fama and French (1987) who investigate time-variation
in expected returns for individual commodities. They find that the individual futures discount,
the difference between logarithmic spot and futures price, has only limited power in predicting
expected returns for a variety of individual futures contract, therefore not being able to reject
the null hypothesis of constant or zero risk premia. However, they also note that most of futures
discount variation on an individual futures level is related to idiosyncratic factors. In storage
models, for example, the commodity futures discount is affected by expected changes in the spot
price of the underlying commodity and thus, idiosyncratic factors such as expected changes in
demand and supply play a large role in explaining the basis variation, see e.g. Deaton and Laroque
(1996) and Routledge et al. (2002).
I extend the study by Fama and French (1987) in two dimensions. First, I combine individual
futures contracts into equally weighted futures portfolios. Studying futures portfolios diversifies the
idiosyncratic risk and improves statistical inference by reducing error variance. A casual inspection
of the data set reveals that the average return volatility of individual futures contracts is 31 percent
while the volatility of the futures portfolio is only 15 percent confirming the diversification benefit.
Second, I use futures price data for maturities of 1 to 9 months across 21 futures contracts spanning
the commodity classes agricultural, livestock, energy and precious commodities from January 1973
to September 2012. The increased sample length and the use of various maturity improves the sta-
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tistical inference when investigate slow moving signals such as futures discounts and macroeconomic
variables.
I study time-variation in expected returns by decomposing holding returns of commodity futures
portfolios into the average futures discount, denoted as AFD henceforth, and average expected price
appreciation. The AFD is defined as the average logarithmic difference of contemporaneous spot
and futures prices across 21 commodities 1. In contrast to spot price changes, the AFD is a
model-free component of the expected return that can be observed ex-ante. Time-variation of AFD
does, however, not immediately imply time-varying risk premia. The AFD can change even when
expected returns are constant if the change is offset by an equal but opposite-signed expected spot
price appreciation. To test the relation between AFD and expected returns I follow Fama and
French (1987),(1986) and Lustig et al. (2013) and run complimentary regression of excess portfolio
returns and average price changes on the AFD.
I report several findings. First, the AFD is statistically significant related to expected com-
modity portfolio returns across holding periods. The 1 month ahead AFD explains around 1%
of the variation in a portfolio of commodity excess returns over the next month. As the horizon
increases, the R2 value increases, because the AFD is a persistent variable with high coefficients of
autocorrelation. At the 9 months horizon, the AFD explains up to 10% of the variation in returns.
Interestingly, the coefficient estimates of the predictive regression increase with maturity. For short
term horizons, the beta coefficient is below 1 implying that some of the predictable variation is
offset by expected mean reversion of spot changes. Over longer horizons, expected returns vary
close to one-to-one with variation in the AFD implying that spot changes are random walks. The
negative relation between futures discount and spot changes at the short horizon is a consequence
of The Theory of Storage. The Theory of Storage by Kaldor (1939), Working (1949), and Brennan
(1958) explains the futures discount in terms of storage and warehousing cost, and a convenience
yield. In particular, the theory predicts that a high futures discount, which is related to low inven-
tory levels and a resulting convenience yield that is larger than interest and storage costs, leads to a
decrease in expected spot price changes. Second, for precious metals I find even stronger predictive
results with R2 values above 13 percent for holding returns and significantly time-varying term
1. In the commodities literature the futures discount is typically defined as the roll return.
15
premia for long horizons. The presented findings are robust to subperiod analysis, out-of-sample,
and alternative construction methods for the AFD and economically significant. Simple trading
strategies that exploit the return predictability of commodity portfolios increase the Sharpe ratio
by approximately 0.5 in contrast to the random walk benchmark.
Next, following Szymanowska et al. (2013), I motivate theoretically and implement empirically
portfolio investment strategies that decompose holding returns to extract information about the
risks present in the underlying spot price and the term structure; called spot and term premia,
respectively. Decomposing the holding return into the two components helps to identify the funda-
mental sources of time variation. In particular, I will be able to distinguish between risk variation
due to spot risk and variation due to convenience yield risk. Spot premia can be identified by
taking long positions in short maturity futures contracts, while detecting term premia requires the
combination of long and short positions in contracts with different maturities. Term premia in
futures contracts underly the same concept to risk premia in the term structure of bonds that have
been widely studied, e.g., see Cochrane and Piazzesi (2002). By running regressions of term and
spot premia on the AFD, I find that spot premia are significantly predictable, while term premia
are only predictable at a two month horizon. In summary, the empirical results imply that expected
holding returns of commodity portfolios vary over time and most of the time variation is related to
variation in the underlying spot price.
A voluminous literature in financial economics suggests that investors in equity and bond mar-
kets must be compensated for risk associated with recessions. These theories imply that risk premia
are counter-cyclically related to macroeconomic activity, see e.g. Campbell and Cochrane (1999)
and Bansal and Yaron (2004). While various studies show empirically that risk premia in currencies
(Lustig et al. (2013)), equity markets (Cooper and Priestley (2009)) and bonds (Ludvigson and
Ng (2009)) are counter-cyclically related to macroeconomic activity, it is not clear theoretically
nor empirically whether or how risk premia in commodity markets are related to business cycles.
This uncertainty is further complicated by the fact that various authors find that commodity risk
premia are related to commodity market specific sources of risk or trading activity such as hedging
pressure (De Roon et al. (2000)), inventory levels (Gorton et al. (2007)) and open interest (Hong
and Yogo (2013)).
I find that commodity portfolios are pro-cyclically related to expected returns in that the
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AFD is statistically significant correlated with macroeconomic and common systematic variables.
Furthermore, macroeconomic variables contain information about the cyclical behaviour above and
beyond the information contained in the AFD and therefore, predict expected spot price growth.
Including US industrial production growth (IP growth) and the AFD in the predictive regression
increases the adjusted R2 values for a 9 months horizon to 16 percent. Interestingly, term premia
are counter-cyclical, however statistically insignificant. A precious portfolio, on the other hand,
displays counter-cyclical risk premia consistent with the literature in financial economics confirming
the role of gold as a pure financial investment. When analysing the role of trading activity on
commodity portfolio returns, I find that speculators and hedgers, as declared by the Commodity
Futures Trading Commission (CFTC), adjust their long and short positions in futures, according
to expected future returns. In particular, hedgers increase their relative short positions, acting
as contrarian investors, and speculators increase their long positions. I do not find, however, any
indication that hedgers or speculators positions are leading expected returns.
The presented study is closely related to the literature of commodity futures risk premia. Hir-
shleifer (1988) and De Roon et al. (2000) argue that limited participation, due to informational
and capital constraints of commodity producers in equity markets cause the returns on futures to
depend on their covariance with non-marketed endowments, the hedging pressure, and their co-
variance with excess returns on the market portfolio, which is consistent with modern asset pricing
theory. Empirically, Hirshleifer (1988) and De Roon et al. (2000) indicate that futures markets
are at least partially segmented from other asset classes. Bessembinder and Chan (1992) and Bai-
ley and Chan (1993) show that futures markets and in particular commodity futures markets can
be predicted by common macroeconomic variables that have also been shown to predict stock and
bond markets, suggesting systematic sources of risk. More recently, Szymanowska et al. (2013) show
that the cross section of spot premia can be explained by a high-minus-low portfolio from futures
discount sorts and term premia can be explained by two additional basis factors. These results
indicate a common factor structure across commodity futures contracts. In contrast, Daskalaki
et al. (2014) reject the null hypothesis of a common factor structure, by providing evidence that
commodity markets are segmented from equity markets and show that individual commodity fu-
tures are considerably heterogenous. The authors use various asset pricing test, but do not find
evidence for common factors across individual commodities.
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This chapter proceeds as follows: Section 2.2 defines the portfolio construction and data used.
Section 2.3 presents the predictive regression results that test for time variation in expected returns
of holding returns and are the main results of the presented study. This section also presents
several desirable robustness checks. Section 2.4 tests for time variation in spot and term premia.
Section 2.5 shows that systematic macroeconomic variables have incremental explanatory power
for future commodity portfolio returns and investigates the role of trading activity. Lastly, section
2.6 concludes.
2.2 Definitions and Empirical Implementation
In this section, I will formalize the definitions and construction of returns to aggregate commodity
investment portfolios. Furthermore, I present the data used and discuss first summary statistics.
2.2.1 Holding Returns
Definitions Commodity holding returns correspond to a simple investment strategy. At time
t an investor buys a futures contract guaranteeing delivery of the underlying commodity in one
period and sells the commodity in the spot market at expiry. In practice most financial investors
do not hold the futures contract until maturity but sell it just prior to maturity to avoid the low
liquidity, the physical delivery and irregular price behaviour of many spot commodity markets.
In the empirical implementation I sell the futures contract at the end of the month just prior to
delivery, but use the spot price for notational convenience in the theoretical motivation. I use st+1
to denote the logarithm of the spot price of the underlying commodity at time t + 1 and use f
(1)
t
for the log price of the futures contract at time t maturing in one period. The one period log
holding return, rx(1), on buying a futures contract and selling it in the spot market in one period is
simply defined as rx
(1)
t+1 := st+1 − f (1)t . Investment strategies using futures contracts are zero cost
investment strategies and the holding return is equal to the excess returns of a fully collateralized
futures position.
The holding return rx
(1)
t+1 can, equivalently, be stated as the sum between log spot change
and log futures discount: rx
(1)
t+1 = st+1 − st + (st − f (1)t ). In the commodities literature the
decomposition into log spot changes and log futures discount is typically denoted as spot and roll
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return, respectively (see e.g. Erb and Harvey (2006)). I refrain from the terminology and continue
to use the same terminology used in the bond and exchange rate literature (Lustig et al. (2013) and
Cochrane and Piazzesi (2002)) to highlight the similarities to other asset classes. In equilibrium, a
positive futures discount or backwardated term structure implies that immediate ownership of the
physical commodity entails a benefit which deferred ownership does not, e.g., see Routledge et al.
(2002). This benefit, expressed as a rate, is termed the convenience yield. The futures discount
in commodity markets, also called carry or basis, is equal to the difference between convenience
yield in excess of storage costs and risk-free interest rate. The convenience yield is similar to the
dividend yield on equities or the foreign interest rate in currencies. The relation between futures
discount, risk-free rate and convenience yield is a direct consequence of The Cost-of-Carry model
(e.g. Fama and French (1987)):
F
(1)
t = Ste
(rt−δt) (2.1)
where rt is the risk-free interest rate and δt the convenience yield. The futures discount is
therefore equal to st − f (1)t = (δt − rt). Hence, the log commodity holding return for one pe-
riod equals the spot rate changes minus the yield or convenience yield/intrest rate differential:
rx
(1)
t+1 := st+1 − st − (δt − rt).
Horizons and Maturities Futures contracts are available at different maturities. However,
maturities for different underlyings are not consistently spaced. While energy futures contracts
are available that expire in every month of the year, agricultural futures have irregularly spaced
maturities. The irregular spacing leads to a spot contract for agriculturals deviating from the
”real” spot price by several months. For the study at hand the irregular spacing is not of particular
concern. First, financial investors use the same investment procedure I use. Second, using ”real”
spot prices would introduce too much measurement error due to the low liquidity and would limit
my analysis even more.
I use n-month maturity futures contracts to calculate n-month horizon returns (where n=1,
2, 3, 6 and 9)2. The log holding return on the n-month commodity contract, i, is defined as
2. I use these maturities to guarantee sufficient liquidity in implementing the commodity investment strategies. I
measure liquidity in terms of open interest and trading volume.
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rx
(n)
i,t→t+n := si,t+n − f (n)i,t→t+n = ∆si,t→t+n + (si,t − f (n)i,t→t+n), where f (n)i,t→t+n is the log futures price
at time t maturing in n periods and ∆si,t→t+n is the n-month change in spot price.
Portfolios of Commodities and Futures Discounts I construct three portfolios of commodity
futures. The first portfolio is the Global with Precious portfolio including all futures contracts across
commodity classes. The second portfolio, denoted as Global, contains the futures contracts of all
commodity classes excluding precious metals. The final portfolio, denoted Precious, contains only
gold and silver futures contracts. I distinguish between non-precious and precious commodities
because gold and silver are mostly used as financial assets to store wealth, while other commodities
are consumption goods.
Average log holding return on commodities in portfolio j over horizon n is defined as rxjt→t+n =
1
Njt
∑Njt
i=1 rx
i
t→t+n, where N
j
t denotes the number of commodities in portfolio j at time t. Table 2.1
shows that the start dates of the individual futures contracts vary across assets. A time-varying
number of assets explains the t subscript in N jt . I use an equally weighted average of individual
commodity returns, similar to Hong and Yogo (2013) or Szymanowska et al. (2013). Consequently,
the AFD for maturity, n, and portfolio, j, is sj,t − f (n)j,t→t+n = 1Njt
∑Njt
i=1 si,t − f (n)i,t→t+n.
2.2.2 Data
I start from price data of daily commodity futures contracts covering a cross section of 21 futures
markets that resemble the data set of Szymanowska et al. (2013). These data are collected from a
variety of futures exchanges via Bloomberg over the sample period from January 1973 to September
2012. From the daily price data I build end-of-month series for each maturity (n=1,2,3,6,9)3. I
also collect data on open interest and volume for each of the futures contracts. The total futures
sample consists of energy, agricultural, livestock and precious commodities presented in Table 2.1.
3. Due to the irregular spacing of maturities for some contracts I use the closest to maturity contract if a particular
date is not available.
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Table 2.1: Summary Statistics for Individual Commodities: This table reports the exchange,
start date, annualized mean and annualized standard deviations of one period holding returns
(rxi,t+1), spot changes (∆si,t+1) and futures discounts (si,t − fi,t) for the sample of individual
commodity futures contracts i. Holding returns are constructed by entering a long futures contract
at time t holding it for one periods until maturity and selling it at the spot price (front futures
contract). The spot change is constructed as the log difference of front month futures contracts and
the futures discount is the log difference between spot (front futures contract) and next to maturity
futures price. Summary statistics are based on monthly return series that span the cross-section of
19 futures contracts across the commodity classes Energy, Agriculturals, Livestock, Precious Metals
and Metals and are reported for the closest to maturity contracts (n=1) only. The sample is from
January 1973 to September 2012.
Instrument Exchange Start
Holding Returns Spot Returns Futures Discount
Mean Std Mean Std Mean Std
Energy
Crude Oil NYMEX Mar-83 6.7 33.3 4.2 33.4 2.4 6.7
Heating Oil NYMEX Apr-86 13.3 36.6 9.6 37.7 3.7 13.1
RBOB Gas NYMEX Oct-05 12.0 37.8 10.3 41.1 1.7 11.5
Natural Gas NYMEX Apr-90 -17.6 50.6 4.9 56.2 -22.3 21.8
Agriculturals
Corn CBOT Jan-70 -3.9 26.8 4.5 27.8 -8.4 8.8
Soybean CBOT Jan-70 2.2 28.9 4.5 29.3 -2.2 6.5
Chicago Wheat CBOT Jan-70 -3.8 27.5 4.3 29.2 -8.1 9.1
Soybean Oil CBOT Jan-70 4.0 32.7 4.2 32.1 -0.2 7.9
Kansas Wheat CBOT Jan-70 1.8 25.9 4.5 26.9 -2.6 7.5
Coffee NYMEX Aug-72 1.2 38.2 2.4 38.7 -1.2 10.1
Cotton NYMEX Jan-70 1.0 26.9 2.5 30.0 -1.5 15.9
Sugar NYMEX Jan-70 -3.5 43.5 4.3 47.0 -7.8 15.9
Cocoa NYMEX Jan-70 2.2 32.8 3.1 33.2 -0.8 8.4
Livestock
Feeder Cattle CME Dec-71 1.6 16.8 3.5 17.7 -1.9 6.2
Live Cattle CME Jan-70 5.3 18.3 3.5 20.0 2.0 10.1
Lean Hogs CME Apr-86 -1.5 26.0 1.0 35.3 -2.5 25.0
Precious Metals
Gold COMEX Jan-75 0.6 19.6 6.3 19.7 -5.6 2.2
Silver COMEX Jan-75 -0.3 34.6 5.8 34.7 -6.0 4.5
Metals
Copper LME Jun-97 8.6 27.8 7.7 27.6 0.2 2.3
Lead LME Jul-97 6.7 31.3 8.4 31.1 -1.7 3.3
Nickel LME Jul-97 7.1 37.5 5.6 37.3 1.4 2.5
Zinc LME Jul-97 -3.1 28.5 1.8 28.8 -4.9 1.9
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Figure 2.1: Individual long run average holding returns and individual futures discounts:
This figure displays the average annualized mean holding returns on the y-axes and the local futures
discounts on the x-axes. Mean returns are computed for individual commodity contracts over the
sample period from January 1973 to September 2012.
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Individual Commodity Summary Statistics Table 2.1 reports the summary statistics of the
one period holding returns rx
(1)
t+1, the spot changes ∆st+1 and the futures discounts st − f (1)t for
each individual commodity within the asset classes, energy, agriculturals, livestock, precious metals
and metals. One period holding returns display large cross sectional variations. While Heating
Oil futures contracts have annualized mean returns of 13.5 percent, Natural Gas contracts have
a mean return of -17.6 percent. Over all, 15 contracts have positive mean returns and 7 mean
returns are negative. Most commodities also display high volatilities comparable to the volatilities
of individual stock returns. Annualized volatilities range from 50.6 percent for Natural Gas to 16.8
percent for Feeder Cattle. The annualized mean of spot return changes also vary cross-sectionally
but with a smaller range than the holding returns and are all positive. The annualized volatilities
are consistently higher than the holding returns. A declining term structure of commodity futures
volatility is known as the ”Samuelson (1965) effect” and a consequence of the convenience yield
and inventory decisions (e.g. Routledge et al. (2002)). The annual mean of the futures discounts or
roll returns displays large cross sectional variation and considerable volatility. Figure 2.1 displays
the average annual holding returns against average annual yields for each commodity, as an indi-
cation of the long term relation. The data are highly concentrated along a positive sloping linear
regression line indicating that futures discounts are related to the expected returns in the long term.
Portfolio Holding Returns Summary Statistics Table 2.2 Panel A reports the summary
statistics for average holding returns rxjt→t+n, average spot changes ∆s
j
t→t+n and AFDs sj,t −
f
(n)
j,t→t+n over the maturity horizon of n=1, 2, 3, 6 and 9 months. I report the summary statistics
separately for the Global portfolio, the Global and Precious portfolio and Precious only portfolio.
Annualized holding returns for the Global with Precious portfolios are positive and increasing, with
values ranging from 0.86 percent for a 1 month horizon to 2.59 percent for a 9 months horizon.
The annualized standard deviations are increasing as well and ranging from 14.64 percent to 17.87
percent 4. These results highlight the benefit of aggregating commodities into average portfolios.
While the standard deviation of individual commodities is on average higher than 30 percent, the
4. Even though the unconditional returns are positive they are much lower than equity returns. This is in con-
trast to studies by Gorton and Rouwenhorst (2004) or Erb and Harvey (2006) who report unconditional returns of
commodities that are similar to equity returns. However, the sample periods of there studies differ from the sample
period considered in this study which might explain this deviation.
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Table 2.2: Summary Statistics for Portfolios of Commodity Futures: This table reports the
summary statistics for portfolios of commodity holding returns (rxt→t+n), spot changes (∆st→t+n)
and average futures discount (st − ft→t+n) in Panel A and the summary statistics for portfolios of
front roll (frxt→t+n) and excess holding returns (hrxt→t+n) in Panel B. Front roll returns for various
maturities are constructed by rolling forward one month horizon holding returns. Excess holding
returns are the difference between holding returns and front roll returns. The individual return series
are aggregated by constructing equally weighted portfolios averages across all commodities. The
average futures discount is constructed as the difference between the average spot prices at time t
and the average futures returns at time t with maturity n across all commodities. The table shows
the annualized mean, annualized standard deviation and autoregression coefficient of order one
(AR(1)) for holding horizons of n = 1, 2, 3, 6, 9 months. I report the results when aggregating across
all available commodity contracts (Global w. P), when aggregating across energy, agriculturals,
metals and livestock (Global) and Precious metals only. The sample is from January 1973 to
September 2012.
Panel A:
Horizon Holding Returns Spot Changes Futures Discount
n Mean Std AR(1) Mean Std AR(1) Mean Std AR(1)
Global
1 0.73 15.01 0.05 3.81 15.05 0.00 -3.08 3.83 0.39
2 0.96 15.27 3.87 15.04 -2.92 4.20 0.64
3 1.29 15.82 3.87 15.51 -2.58 4.53 0.78
6 2.07 17.34 3.78 16.40 -1.72 5.11 0.88
9 2.68 19.17 3.77 17.50 -1.09 5.40 0.91
Global w. Precious
1 0.86 14.64 0.07 4.24 14.64 0.02 -3.38 3.42 0.64
2 1.05 15.10 4.27 14.86 -3.22 3.77 0.64
3 1.34 15.62 4.27 15.31 -2.93 4.09 0.78
6 2.03 17.00 4.17 16.02 -2.15 4.73 0.89
9 2.59 17.87 4.18 16.51 -1.58 5.08 0.92
Precious Metals
1 0.11 25.31 0.06 6.08 25.17 0.03 -5.95 2.27 0.09
2 -0.07 26.00 5.90 26.21 -5.98 2.03 0.46
3 -0.16 25.85 5.81 26.27 -5.97 2.11 0.65
6 -0.18 30.42 5.77 31.34 -5.95 2.64 0.89
9 -0.04 31.29 5.89 32.56 -5.93 3.08 0.94
Panel B:
Front Rolls Excess Holding
Global w. P. Global Precious Global w. P. Global Precious
n Mean Std Mean Std Mean Std Mean Std Mean Std Mean Std
1 0.85 14.61 0.73 14.95 0.11 25.03
2 0.81 15.14 0.69 15.36 -0.06 25.76 0.23 1.25 0.27 1.38 -0.01 1.38
3 0.77 15.76 0.66 16.07 -0.15 25.32 0.56 1.62 0.63 1.81 -0.01 1.63
6 0.63 16.97 0.52 17.29 -0.20 25.69 1.40 2.61 1.56 2.95 0.01 1.70
9 0.66 17.95 0.54 18.19 -0.09 26.10 1.92 3.34 2.13 3.79 0.04 1.68
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standard deviation of the portfolio reduces to 15 percent when aggregating the contracts. The
high individual return volatility indicates that a major part of variation is driven by idiosyncratic
sources of risk. However, it is important to stress that there should exist common elements driving
excess returns across difference commodities, which is the focus of this study. This hypothesis is
further encouraged by the variation of the AFD which is an important component of expected
returns. The mean is significantly different from zero with a value of -3.28 percent and is highly
time varying as indicated by the equally high standard deviation of 3.42 percent.
The summary statistics for Global portfolios are very similar to the Global with Precious coun-
terpart. For Precious metals I find significant differences. First, holding returns are very close to
zero or even negative and the volatilities are much higher, ranging from 25 to 31 percent, which
is obvious given that the portfolio consists of only two assets. More interesting is, however, that
the AFD variation of Precious metals is much lower than for the Global commodities. The low
volatility will have an effect on predictive regressions, which are sensitive to different volatility levels.
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Figure 2.2: Nine months average futures discount and 9 months holding returns: This
figure displays the average 9 months futures discount and 9 months holding returns.
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2.3 Time Variation in Holding Returns
The pattern in the unconditional portfolio return strategies and the variation of the AFD, which
is an ex-ante component of expected returns, are indicative of time variation in commodity risk
premia. In this section I use predictive regressions to formally test for time variation in expected
commodity portfolio returns. For individual commodities predictive regressions have been applied
by Fama and French (1987) and are standard in other asset classes, e.g., see Cochrane and Piazzesi
(2002) and Lustig et al. (2013). A typical characteristic of individual commodities traded in futures
markets is the high uncertainty and therefore, volatility of expected spot price variations. Even if
the futures discount variation is large it can be small relative to the spot price variation. At the same
time, the large variance of futures discounts means that average risk premia are not sufficient to
infer statistically non-zero expected premiums, see e.g. Fama and French (1987). As a consequence
it is difficult to obtain reliable and robust results in predictive regressions. Combining commodities
into portfolios can increase the power of univariate tests for time-varying expected premium and
has been extensively used in various other asset markets, e.g., see Cochrane (2011) for a review.
Another important differentiation in this chapter is the time frame and term structure of prices in
which I study predictability. I consider a longer sample period and a variety of maturity horizons
than most previous studies in commodity predictability. I start the study in 1973 until September
2012 and consider maturities from 1 to 9 months. Variation in expected returns does typically not
show up in short term horizons of daily or weekly frequencies but changes within longer frequencies.
Obtaining results for longer time horizons and various maturity horizons is therefore crucial.
2.3.1 Predictability Results
Holding Returns Holding returns can be decomposed into the futures discount and spot price
change. As a consequence expected portfolio holding returns consist of the AFD, observable ex
ante, and model-free and expected portfolio spot price change, resulting in
Et[rxjt→t+n] = Et[∆st+1] + sj,t − f
(n)
j,t→t+n (2.2)
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for each commodity portfolio j. Equation (2.2) shows that the futures discount contains informa-
tion on the risk premium and/or the expected spot price change. More specifically, the futures
discount is equal to spot and term premia if spot price changes are assumed to follow a random
walk. A time-varying futures discount would then immediately imply time variation in risk premia.
Unfortunately, it is not clear ex ante if positive futures discounts result in high expected returns. A
high futures discount can result in expected spot price depreciation that offsets the gain in expected
holding returns. To formally test whether futures discounts predict expected holding returns I fol-
low the regression framework by Fama (1984), Fama and French (1987) and Lustig et al. (2013).
Consider the complimentary regression of the holding returns and the spot price change on the
AFD:
rxjt→t+n = ψ
j
0 + ψf(s
j
t − f
j
t→t+n) + ηt+n (2.3)
and
∆s
j
t→t+n = ζ
j
0 + ζf(s
j
t − f
j
t→t+n) + t+n. (2.4)
By construction, equation (2.3) and (2.4) impose restrictions on the coefficient estimates of ψ0 and
ζ0, as well as, on ψf and ζf. The difference of the risk premium and the change in spot price is equal
to the futures discount, thus the intercepts ψ0 and ζ0 must sum to zero and most importantly, the
slope coefficients must sum to one. In other words, the regression always allocates all variation of
the AFD to the risk premium, the expected change in spot price, or a combination of the two.
The regressions in equation (2.3) and (2.4) test two hypotheses. In regression (2.3), the null
hypothesis states that log expected holding returns of commodities are constant. Consequently, a
coefficient estimate of ψf that is statistically different from zero implies that the futures discount
contains information on excess returns or risk premia. Predictable variation in realized risk pre-
miums is evidence of time-varying expected premiums. In regression (2.4), the null states that
changes in log spot rates are not predictable. It is sufficient to run one of the two regressions as
they are complimentary, but it is instructive to observe both estimates.
While the main task of this article is to determine the magnitude or presence of time variation
of risk premia in portfolios of commodities, it is important to understand potential outcomes of
the regression (2.3) and (2.4) within the complementary theoretical framework of The Theory of
Storage. The Theory of Storage by Kaldor (1939), Working (1949), and Brennan (1958) explains
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the futures discount in terms of interest forgone in storing commodity, warehousing cost, and a
convenience yield. In particular the theory predicts that a high futures discount, which is related
to low inventory levels and a resulting convenience yield that is larger than interest and storage
costs, leads to a decrease in expected spot price changes. For individual commodities the relation
between futures discounts and expected spot price changes is not controversial5. On a portfolio
level, however, this relation has not been examined, yet. Negative predictability of spot changes
on a portfolio level suggests that common factors across commodities drive variation in the conve-
nience yield. Common drivers could be related to macroeconomic demand and supply cycles that
could be potentially systematic across commodities. Fama and French (1988) establish this link on
an individual level for metal commodities.
Statistics Inference Statistical inference of the parameters in equation (2.3) and (2.4) and equa-
tions (2.23) and (2.24) is complicated by the overlapping data used in the predictive regressions and
the autocorrelated AFD. To have confidence in the statistical results, I investigate two variations
of statistical inference. I report t-statistics for the slope coefficients ψf and ζf as well as θf and ϑf
for two asymptotic tests. If data is overlapping the overlap causes regression errors to be serially
correlated even under the null hypothesis of no predictability. Estimates of the covariance matrix
of coefficients based on the assumption of homoscedasticity and no autocorrelation overstate the
statistical significance of the estimates. First, I use Hansen and Hodrick (1980) methodology to
compute asymptotic standard errors (HH) with the number of lags equal to the horizon of the
forward contract plus one lag. Second, I use Newey and West (1987) adjusted standard errors
(NW) computed with the optimal number of lags computed (Andrews (1991)) to correct for error
correlation and conditional heteroscedasticity. Both methodologies can be understood as instances
of the Generalized Methods of Moments framework for different choices of the long run covariance
matrix of sample moments that estimate the asymptotic covariance matrix of coefficients, taking
overlaps and heteroscedasticity into account.
Predictability Results for Holding Returns Table (2.9) reports the results from the regres-
5. In particular Fama and French (1987) or Routledge et al. (2002) show the negative relation between futures
discount and expected spot changes.
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sions of equation (2.3) and (2.4) over the sample period from 1973 to 2012. The left panel focuses
on the Global with Precious portfolio of commodities. There is strong evidence that the AFD is
a predictor for holding returns for all horizons considered (n=1,2,3,6 and 9). The estimated slope
coefficients, ψf, in the predictability regression are all highly significant by means of Newey-West
or Hanson-Hodrick correction. The adjusted R2 values increase from 1.2 percent for the monthly
horizon to 10.3 percent for a 9 months horizon. The increase in the R2’s is not surprising given the
high autocorrelation of the AFD of around 70 percent reported in Table (2.2).
The slope coefficient estimates, ψf, become larger with holding horizon. For short horizons of 1
month the coefficient is only 0.5 while it increases to 1.16 over a 9 months horizon. The increasing
coefficient estimates have implications for spot price changes given the identity ψf=1+ζf . For very
short horizons of one month I find that spot price changes are negatively and significantly related
to the ADF. At longer horizons the negative relation decreases and in turn becomes even positive at
horizons of 6 and 9 months. This result is not surprising considering the predictability results within
The Theory of Storage. As, e.g., Routledge et al. (2002) show, a high futures discount is related
to low inventory levels, because low inventory levels lead to high spot prices. As a consequence
a high futures discount is related to lower expected returns and explains the negative sign in the
predictability regression. Nevertheless, note that for short horizons a common component in the
variability of the AFD seems to be common to all commodities considered. Fama and French (1988)
show that for metals positive demand shock around business cycle peaks reduce metal inventories,
which generates the high AFD.
The economic impact of the AFD on commodity holding returns is increasing with holding
periods; for example, the estimated coefficient on the AFD from the 9 month predictability re-
gression for the Global holding returns is 1.16, implying that each 100 basis point increase in the
futures discount implies a 116 basis points increase in the expected holding returns. For 1 months
horizons, each 100 basis point increase in the futures discount implies only 50 basis points increase
in the expected holding returns, implying a 50 basis point decrease in spot changes. The economic
significance implies that trading futures contracts with longer maturities conditioned on the AFD
can be beneficial for investors as it avoids the strong mean reversion in short term spot prices. I
will come back to the economic significance of the predictability in the robustness section.
The mid panel in Table (2.9) reports the predictability results for the Global portfolio selection
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that excludes precious metals from the set of commodities. The results are very similar to the
results of the Global selection, even though, the adjusted R2 values are reduced slightly. For the 1
month horizon the R2 is 1 percent and increases to an R2 of 9 percent on a nine months horizon.
Furthermore, I find the same negative effect of AFD on spot price changes consistent with The
Theory of Storage and the economic impact is comparable to the Global with Precious portfolio.
The last two panels in Table (2.9) report the results from regressing holding returns and spot
changes of Precious commodities on the AFD for different horizons (n=1,2,3,6 and 9). I find for all
horizons statistically significant positive coefficient estimates. In contrast to the Global selection,
however, I find significantly higher R2 values: for the 1 month horizon I find adjusted R2 of 3
percent that increase to almost 14 percent for the 9 months horizon. Even more pronounced are
the magnitudes of the coefficient estimates. Each 100 basis point increase in the futures discount
implies a 200 basis points increase in expected holding returns on a 1 month horizon that increases
to 294 basis point on a 9 month horizon. The increase of holding returns by more than 100 basis
points implies that the AFD predicts spot price changes, too, even though, not statistically sig-
nificant due to the high volatility. Again, this result is not surprising. While the Global selection
contains commodities that are highly dependent on inventory levels, Precious metals are not as
affected by cyclical inventory movements.
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2.3.2 Average Futures Discount and Individual Futures Contracts
Most of the literature on commodity return predictability has focused on variation of individual
futures contracts. In particular Szymanowska et al. (2013) show that cross-sectional sorts based
on individual futures discounts result in statistically significant excess returns6. In this section,
I test if the AFD is able to forecast individual futures returns in addition to the portfolio level
forecasts. In particular, I test if the AFD contains information that are not captured in individual
futures discounts, similar to Lustig et al. (2013). Empirically, I set up a pooled panel regression of
individual holding returns on the AFD and individual commodity specific local futures discounts;
rxi,t→t+n = ψi,0 + ψf(s
j
t − f
j
t→t+n) + ψf(si,t − fi,t→t+n) + ηt+n (2.5)
and
∆si,t→t+n = ζi,0 + ζf(s
j
t − f
j
t→t+n) + ψf(si,t − fi,t→t+n) + t+n. (2.6)
where ψi,0 and ζi,0 are commodity fixed effects, so that only the slope coefficient are constraint
to be the same across commodities. Stacking all futures contracts and dates I run a pooled panel
regression and compute t-statistics that account for group-wise clustering by time.
Table (2.4) reports the results of regression (2.5) and (2.6) for the Global with Precious, Global,
and Precious portfolios over the horizon of n=2,3,6, and 9. In the rows marked with an (a),
I report the regression results including only the individual local futures basis. Rows marked
with a (b) report the results when including the AFD and the individual futures discount. First,
when observing the (a) rows, I find highly significant coefficient estimates for all maturities and
commodity portfolios. This result is consistent with the findings of Szymanowska et al. (2013) and
are more robust than the findings by Fama and French (1987). Next, when including the AFD in
the panel regression, I find that both the individual and the average futures discount are highly
significantly related to individual expected holding returns across maturities. The magnitude of
the coefficient estimates is even higher and in most cases more significant for the AFD than for the
individual futures discounts. This result extends for the Non Precious and Precious selection.
In summary I find that a single return forecasting variable describes time variation in individual
6. Cross sectional sorts are just an alternative way to regression analysis to test for predictability
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Table 2.4: Predictability of Individual Holding Returns Using Univariate and Average
Futures Discount: This table reports results of pooled panel regressions for holding returns of
individual commodities at horizons of n=2,3,6, and 9 months, on both the average futures discount
and the commodity specific futures discounts. The pooled panel regression controls for commodity
fixed effects to allow for different drifts. For each group of commodities (Global w. Precious,
Global, and Precious Metals), I report the slope coefficient on the AFD, ψf, and on the individual
futures discount,ψf . I run the regression separately for the individual futures discount in (a) and
for both predictors in (b). The t-statistics of the slope coefficients (in brackets) are computed using
robust standard errors clustered by month. Data are monthly and the sample runs from January
1973 to September 2012.
Global w. Precious Global Precious Metals
Horizon rxt→t+n rxt→t+n rxt→t+n
n ψf ψf ψf ψf ψf ψf
2 (a) 0.56 0.64 2.16
(4.01) (4.90) (2.86)
(b) 0.45 0.11 0.55 0.08 2.21 -0.05
(3.25) (2.62) (4.23) (1.88) (2.16) (-0.10)
3 (a) 0.58 0.68 1.79
(3.60) (4.53) (1.72)
(b) 0.45 0.14 0.57 0.11 2.89 -1.11
(2.75) (2.90) (3.71) (2.25) (1.89) (-1.03)
6 (a) 0.81 0.90 2.69
(4.03) (4.71) (3.05)
(b) 0.60 0.23 0.73 0.17 4.73 -2.04
(2.99) (3.59) (3.77) (2.70) (2.31) (-1.14)
9 (a) 0.52 0.60 2.03
(2.87) (3.39) (3.14)
(b) 0.30 0.30 0.39 0.25 2.70 -0.86
(1.67) (4.41) (2.24) (3.70) (2.44) (-0.75)
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commodity futures in addition to the commodity specific individual futures discounts. This variable
is the AFD of commodity futures portfolios. The result is novel to the commodity literature and
is similar to the findings by Lustig et al. (2013) for portfolio of currency excess returns.
2.3.3 Robustness
The results in the previous subsections show that expected holding returns are predictable by the
AFD consistent with the presence of time-varying risk premia. In this section, I investigate a num-
ber of desirable robustness checks: (1) I show that the results are stable across various sub samples.
Only the very recent period of high commodity volatility in 2008 deteriorates the predictive results.
(2) I show that the results are robust to alternative construction methods of the AFD. (3) I show
that the in-sample results are robust to an extension to out-of-sample statistical measures. (4)
I construct various simple ”trading rules” based on the predictive results, generating significant
economic profits. I report the results for Global and Precious portfolios and holding and excess
holding returns only.
Sub-sample Analysis Table (2.5) Panel A addresses the issue of the robustness of predictability
by the AFD to a sub-sample analysis by splitting the data into two roughly equal time periods
of 20 years. The first period is starting at the beginning of 1973 until 1993 and the second time
period ranges from 1993 to 2012. I chose these long sub-samples because the predictability of the
AFD is stronger, given the high autocorrelation, at a business cycle frequency than for very short
time horizons.
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In the early period from 1973 to 1993, I find highly significant coefficient estimates that are
in magnitude similar to the full sample results. This result holds for holding and excess holding
returns for the Global and Precious commodity portfolios. I furthermore find that the adjusted R2
values are even higher than for the full time period. For the late period from 1993 to 2012 I find
mostly significant coefficients. While for Precious Metals the adjusted R2 values are even higher
than for the late period, I find that the predictability for holding and excess holding returns of the
Global selection deteriorated significantly. The magnitude of the coefficient estimates, however,
remains relatively stable, suggesting that a change in volatility in the late period can be the source
of the deteriorated statistical significance. To examine this effect I test for two additional sub-
samples in Table (2.5) Panel B. I find that when restricting the sample to the period from 1987 to
2007 coefficient estimates are highly significant with adjusted R2 values of up to 8 percent. For the
very late time period from 2005 to 2012 I cannot obtain significant coefficient estimates anymore.
This indeed suggests that the high volatility after 2007 in the commodity markets reduced the
significance of the predictive regression.
Alternative Construction Methods of AFD In this passage I evaluate the predictive con-
tent of alternative construction methods for the AFD. In particular, I evaluate the predictive
content of including futures discounts of different maturities into the predictive regressions. This
is motivated by Cochrane and Piazzesi (2002) who show that the whole term structure of bond
forward rates contains information about expected bond excess returns. I use two methods to
include all maturity futures discounts in the regression framework. First, I use a naive measure
that equally weights futures discounts across maturities and across all commodities. This measure
is similar to the predictors used in Hong and Yogo (2013). Second, I extract principal components
of futures discounts from the panel of all commodities and across futures maturities. The principal
components are linear combinations of the individual futures discounts constructed to best explain
the total variation in the data. I use the first three principal components as measures for the
AFD, which explain more than 40 percent of the total variation of the panel of individual futures
discounts. The construction methodology is similar to Gospodinov and Ng (2011).
The upper panel of Table (2.6) presents the results from the forecasting regression of commodity
holding returns and excess holding returns on the AFD across all maturities and contracts. For the
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Table 2.6: Predicting Commodity Portfolio Holding and Excess Holding Returns with
Alternative Construction Methods of the Aggregate Futures Discount: This table
presents the results of forecasting regressions of commodity portfolios on alternative construc-
tion methods for aggregate futures discounts for horizons of n=1,2,3,6, and 9 months. I use two
alternative construction methods for the aggregate futures discount: First, I construct the aggre-
gate futures discount as the average of all individual futures discounts across assets and maturities
(Avg). Second, I extract the first three principle components of all individual futures discounts
across assets and maturities (PC1, PC2 and PC3). The principal components are constructed as
linear combinations of the individual futures discounts such that they explain most cross sectional
variation. Reported are the estimated slope coefficient ψ and ϑ for the alternative versions of
aggregate futures discounts.
Global Precious
Horizon rxt→t+n hrxt→t+n rxt→t+n hrxt→t+n
n ψAvg R
2 ϑAvg R
2 ψAvg R
2 ϑAvg R
2
1 0.23 0.02 0.23 0.02 0.84 0.03 0.84 0.03
(2.39) (2.39) (2.66) (2.66)
2 0.52 0.05 0.04 0.04 1.39 0.05 0.02 0.00
(3.03) (3.10) (2.52) (0.93)
3 0.76 0.07 0.06 0.04 1.59 0.04 0.05 0.01
(3.16) (2.52) (2.29) (1.16)
6 1.36 0.09 0.07 0.01 3.07 0.08 0.15 0.04
(3.02) (0.97) (2.45) (2.14)
9 1.72 0.09 -0.03 -0.00 4.77 0.12 0.21 0.05
(2.50) (-0.25) (2.67) (2.12)
Global
Horizon rxt→t+n hrxt→t+n
n ψPC1 ψPC2 ψPC3 R
2 ψPC1 ψPC2 ψPC3 R
2
1 0.00 0.00 -0.00 0.02 0.00 0.00 -0.00 0.02
(2.81) (0.76) (-1.11) (2.81) (0.76) (-1.11)
2 0.00 0.00 -0.00 0.04 0.00 -0.00 -0.00 0.02
(3.36) (0.87) (-1.05) (2.15) (-1.34) (-1.23)
3 0.00 0.00 -0.00 0.06 0.00 -0.00 -0.00 0.02
(3.25) (1.05) (-1.05) (1.27) (-0.08) (-1.90)
6 0.01 0.00 -0.00 0.08 -0.00 0.00 -0.00 0.06
(2.73) (1.32) (-1.55) (-0.28) (2.04) (-2.69)
9 0.01 0.00 -0.01 0.07 -0.00 0.00 -0.00 0.11
(2.15) (1.47) (-1.69) (-1.37) (2.65) (-2.76)
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Global portfolio I find significant coefficient estimates across all maturities. Similar to the regular
AFD I find that the coefficient estimates and the adjusted R2 values are increasing with holding
maturity. The R2 values are significantly higher than for the regular AFD for short horizons. The
R2 is 2 percent for a 1 month horizon and increases to 7 percent on a 3 months horizon. For 6 and
9 months horizons I find R2 values of 9 percent. For the excess holding returns I find similar results
as for the regular AFD. For the Precious commodity portfolio I find very similar results as in the
regular AFD case for both holding and excess holding returns. In the lower panel of Table (2.6),
I present the results for the forecasting regressions on the first three principal components. The
results are very similar to the results in the upper panel. Noteworthy is that all of the predictive
power is related to the first principal component. This suggest that indeed a common factor struc-
ture across commodities is responsible for the results in this chapter. In summary, I find that for
Global portfolios futures discounts across different maturities indeed contain additional information
to the AFD. However, the information content is not as significant as in the bond literature, see
e.g. Cochrane and Piazzesi (2002).
AFD, common systematic and commodity specific variables Previous research, such as
Bessembinder and Chan (1992), De Roon et al. (2000) and Hong and Yogo (2013), show that com-
mon systematic variables and commodity specific variables have some power to predict commodity
returns. In Table (2.7) I test whether the common systematic variables also predict portfolios of
holding returns and excess holding returns in addition to the AFD. These variables include the
Dividend Yield (DivY) and the Cochrane and Piazzesi (2002) bond risk factor (CP), and commod-
ity specific variables, such as the aggregate hedging pressure variable and open interest growth of
Hong and Yogo (2013). To test the common predictive power I run the regressions,
rxjt→t+n = ψ
j
0 + ψf(s
j
t − f
j
t→t+n) + βZt + ηt+n (2.7)
and
hrx
j
t→t+n = ϑ
j
0 + ϑf(s
j
t − f
j
t→t+n) + βZt + t+n (2.8)
where Zt is a vector of common systematic variables.
38
T
ab
le
2.
7:
P
re
d
ic
ti
n
g
C
o
m
m
o
d
it
y
P
o
rt
fo
li
o
H
o
ld
in
g
a
n
d
E
x
c
e
ss
H
o
ld
in
g
R
e
tu
rn
s
w
it
h
A
v
e
ra
g
e
F
u
tu
re
s
D
is
c
o
u
n
t
(A
F
D
),
C
o
m
m
o
n
S
y
st
e
m
a
ti
c
a
n
d
C
o
m
m
o
d
it
y
S
p
e
c
ifi
c
V
a
ri
a
b
le
s:
T
h
is
ta
b
le
p
re
se
n
ts
th
e
re
su
lt
s
o
f
fo
re
ca
st
in
g
re
g
re
ss
io
n
s
o
f
co
m
m
o
d
it
y
p
or
tf
ol
io
s
on
th
e
A
F
D
,
co
m
m
on
sy
st
em
at
ic
an
d
co
m
m
o
d
it
y
sp
ec
ifi
c
va
ri
ab
le
s
fo
r
h
or
iz
on
s
of
n
=
2
,3
,6
,
a
n
d
9
m
o
n
th
s.
I
u
se
th
e
D
iv
id
en
d
Y
ie
ld
(D
iv
Y
)
an
d
th
e
b
on
d
ri
sk
fa
ct
or
(C
P
)
b
y
C
o
ch
ra
n
e
an
d
P
ia
zz
es
i
(2
00
2)
as
co
m
m
on
sy
st
em
a
ti
c
va
ri
a
b
le
s
(u
p
p
er
p
a
n
el
)
a
n
d
th
e
eq
u
al
ly
w
ei
gh
te
d
gr
ow
th
in
op
en
in
te
re
st
(O
I)
an
d
th
e
av
er
ag
e
h
ed
gi
n
g
p
re
ss
u
re
(H
P
)
ac
ro
ss
co
m
m
o
d
it
ie
s
a
s
co
m
m
o
d
it
y
m
a
rk
et
sp
ec
ifi
c
va
ri
ab
le
s
(l
ow
er
p
an
el
).
H
ed
gi
n
g
p
re
ss
u
re
is
d
efi
n
ed
as
th
e
n
u
m
b
er
of
co
m
m
er
ci
al
sh
or
t
p
os
it
io
n
m
in
u
s
co
m
m
er
ci
a
l
lo
n
g
p
o
si
ti
o
n
s
d
iv
id
ed
b
y
th
e
to
ta
l
op
en
in
te
re
st
of
co
m
m
er
ci
al
s
as
d
efi
n
ed
b
y
th
e
C
om
m
o
d
it
y
F
u
tu
re
s
T
ra
d
in
g
C
om
m
is
si
o
n
(C
F
T
C
).
R
ep
o
rt
ed
a
re
th
e
es
ti
m
a
te
d
sl
op
e
co
effi
ci
en
t
ψ
f
an
d
ϑ
f
fo
r
th
e
av
er
ag
e
fu
tu
re
s
d
is
co
u
n
t,
th
e
sl
op
e
co
effi
ci
en
ts
β
fo
r
al
l
ot
h
er
va
ri
a
b
le
s
a
n
d
th
e
a
d
ju
st
ed
R
2
s.
G
lo
b
al
P
re
ci
ou
s
H
or
iz
on
rx
t→
t+
n
h
rx
t→
t+
n
rx
t→
t+
n
h
rx
t→
t+
n
n
ψ
f
β
D
iv
Y
β
C
P
R
2
ϑ
f
β
D
iv
Y
β
C
P
R
2
ψ
f
β
D
iv
Y
β
C
P
R
2
ϑ
f
β
D
iv
Y
β
C
P
R
2
2
0.
77
-0
.0
0
-0
.0
0
4.
82
0.
06
-0
.0
0
0.
00
3.
69
1.
05
0.
02
-0
.0
1
5.
54
0.
07
-0
.0
0
0
.0
0
0
.2
6
(3
.3
5)
(-
0.
08
)
(-
0.
85
)
(2
.6
4)
(-
0.
37
)
(1
.9
9)
(1
.2
9)
(2
.9
5)
(-
2.
75
)
(2
.2
4)
(-
0.
65
)
(0
.5
1
)
6
1.
10
-0
.0
0
-0
.0
1
1
3.
11
0.
05
-0
.0
0
0.
00
0.
54
3.
90
0.
06
-0
.0
1
11
.7
4
0.
16
-0
.0
0
0
.0
0
4
.5
1
(2
.9
8)
(-
0.
01
)
(-
1.
11
)
(0
.8
6)
(-
0.
84
)
(0
.5
1)
(1
.4
6)
(2
.4
4)
(-
0.
68
)
(1
.5
8)
(-
0.
21
)
(0
.2
4
)
9
1.
16
0.
00
-0
.0
1
15
.5
6
-0
.0
0
-0
.0
0
0.
00
0.
18
7.
62
0.
11
0.
01
22
.2
5
0.
13
-0
.0
0
0
.0
0
5
.9
0
(2
.5
7)
(0
.1
7)
(-
1.
38
)
(-
0.
04
)
(-
0.
80
)
(0
.4
2)
(2
.5
9)
(2
.6
8)
(0
.5
2)
(0
.7
3)
(-
0.
30
)
(0
.1
1
)
G
lo
b
al
P
re
ci
ou
s
H
or
iz
on
rx
t→
t+
n
h
rx
t→
t+
n
rx
t→
t+
n
h
rx
t→
t+
n
n
ψ
f
β
O
I
β
H
P
R
2
ϑ
f
β
O
I
β
H
P
R
2
ψ
f
β
O
I
β
H
P
R
2
ϑ
f
β
O
I
β
H
P
R
2
2
0.
74
0.
00
0.
06
6
.8
9
0.
06
-0
.0
0
-0
.0
0
2.
42
2.
43
0.
00
-0
.0
8
2.
63
0.
11
0.
00
-0
.0
0
2
.3
0
(3
.3
5)
(1
.7
8)
(0
.9
6)
(2
.5
7)
(-
0.
22
)
(-
0.
41
)
(1
.8
1)
(0
.6
6)
(-
1.
13
)
(1
.8
0)
(1
.5
8)
(-
0
.8
0
)
6
1.
06
0.
01
0.
04
13
.5
6
0.
02
0.
00
-0
.0
0
3.
08
3.
22
0.
02
-0
.2
8
11
.2
8
0.
21
0.
00
0
.0
1
1
2
.2
0
(3
.1
5)
(1
.3
0)
(0
.4
4)
(0
.3
1)
(2
.0
0)
(-
0.
22
)
(2
.7
3)
(1
.3
2)
(-
2.
07
)
(2
.9
7)
(0
.3
0)
(1
.7
3
)
9
1.
12
0.
02
-0
.0
8
17
.6
4
-0
.0
7
0.
01
-0
.0
2
6.
44
3.
39
0.
02
-0
.3
9
18
.2
4
0.
20
0.
00
0
.0
2
1
6
.6
9
(2
.8
8)
(1
.7
5)
(-
0.
95
)
(-
0.
69
)
(2
.5
9)
(-
1.
14
)
(3
.1
9)
(1
.3
6)
(-
1.
98
)
(3
.1
6)
(0
.0
9)
(2
.1
1
)
39
The upper panel in Table (2.7) presents the results for the regressions (2.7) and (2.8) in Global
and Precious portfolios on the AFD, the DivY and the CP factor. For the Global portfolios I find
that the AFD is still significantly related to holding returns when controlling for the DivY and CP
factor. The DivY and CP factor do not seem to add additional information to expected holding
returns for any holding periods. For the excess holding returns I find that short horizon returns are
statistically significant related to the AFD and the CP factor, while the DivY remains insignificant.
It is not surprising that the CP factor is significantly related to expected excess holding returns as
those are affected by risk in the convenience yield and interest rates. For the Precious portfolio I
find that the DivY is significantly related to holding returns across holding periods. The CP factor
is only significant for short maturities. At the same time, the AFD is not significant anymore for
horizons of 2 and 6 months but becomes significant for horizons of 9 months. For excess holding
returns I do not find any significant relation between the systematic variables and return variation.
In summary the DivY and CP factor do not seem to have additional explanatory power for Global
portfolios. The results indicate that Precious metals are more related to systematic fluctuation in
asset markets than all other commodities.
The lower panel in Table (2.7) presents the results for the regressions of holding returns and
excess holding returns in Global and Precious portfolios on the average futures discount, the open
interest growth (OI) and hedging pressure (HP). Similar to Hong and Yogo (2013), I find that
OI has some additional power to the AFD in predicting holding returns at all maturities for the
Global portfolios. The hedging pressure variable is not significant, however. Note that open in-
terest is significantly related to excess holding returns at maturities of 6 and 9 months horizon,
when the AFD is not significant anymore. For the Precious portfolios I find that hedging pressure
is negatively related to holding returns and positively related to excess holding returns. While a
positive sign is consistent with the theory of hedging pressure, see De Roon et al. (2000), a neg-
ative sign is troubling. In summary, I find that commodity specific variables do indeed possess
some predictive power for holding and excess holding returns but do not subsume the AFD as a
predictor, indicating that other sources of risk are responsible for time variation in expected returns.
Given the significant in-sample predictability results, it is of interest for investors to assess the
predictive ability of the AFD using only real-time data. From a rational-expectations perspective,
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this additional exercise is not necessary given that investors have historical information, and evolved
rules of thumb that summarize far longer time series than the data set I use. Therefore, there is
no error in using the full-sample forecast results. Nevertheless, I use out-of-sample regression tech-
niques and simple trading strategies to assess the statistical and economic value for an investor,
who has access only to real time data.
Out of Sample Results I use two out of sample metrics that have been suggested in the literature:
(1) the out-of-sample R2 by Campbell and Thompson (2008), and (2) the adjusted mean-square
prediction error statistic, as introduced by Clark and West (2007). Both tests compare the pre-
dictive ability of the AFD to a benchmark model where commodity returns are regressed on a
constant, month-by-month, to provide forecasts at each month based on the historical mean. First,
the out-of-sample R2 values which I will denote as OOS R2, is defined as
R2OS = 1−
∑T−1
t=0 (rxi,t→t+1 − rˆxi,t→t+1)∑T−1
t=0 (rxi,t→t+1 − rxi,t→t+1)
(2.9)
where rˆxi,t→t+1 is the prediction for month t+1 from the main regression in equation (2.3) and
rxi,t→t+1 is the historical mean. I calculate the OOS R2 values using an expanding window, where
I estimate rˆxi,t→t+1 and rxi,t→t+1 using all data available up to and including month t. I assume
that an investor can utilize all available data when making the regression forecast.
The second test I use is the adjusted mean-square prediction error statistic by Clark and West
(2007). In contrast to the OOS R2 the MSPE-adjusted statistic assesses the statistical significance
of out-of-sample predictions of the AFD. Specifically, I investigate whether this test significantly
improves on a forecast based solely on the historical average return. As before I use as a benchmark
model the random walk specification of the holding returns. I follow Clark and West (2007), who
develop an adjusted mean-squared prediction model (MSPE) statistic for evaluating forecasting
models, by defining:
ft+1 = (rxi,t→t+1 − rxi,t→t+1)2 − [(rxi,t→t+1 − rˆxi,t→t+1)2 − (rxi,t→t+1 − rˆxi,t→t+1)2], (2.10)
where rxi,t→t+1 and rˆxi,t→t+1 are defined as before. The t-statistic from the regression of ft+1 on
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a constant is the MSPE-adjusted statistic.
Table (2.8) Panel A presents the results for the OOS R2 values and the MSPE-adjusted statis-
tic, based on an expanding window with initial length of 60 and 120 months. The OOS R2 values
for the Global holding portfolios are consistently positive across horizons of 1 to 9 months. For
a horizon of 1 to 3 months and a 60 months expanding window the OOS R2 values are around 2
percent and increase to 6 percent for a holding horizon of 6 and 9 months. For the 120 months
expanding window the values are even higher for the short horizons. For the Precious portfolios the
1 month holding return does not have positive OOS R2 values but this changes for horizons from 2
months to 9 months which are all positive. Here, the OOS R2 values are as high as 7 or 12 percent
for the 9 months holding period. The results for the MSPE adjusted statistic are even more encour-
aging. For all specifications of Global or Precious portfolios the MSPE have statistically significant
positive estimates. In summary, the results indicate that the AFD does indeed possess incremental
forecasting power for a real time investor, in contrast to a random walk benchmark model.
Economic Significance of Predictability Even though out-of-sample regression tests provide
an indication for the predictive strength of the AFD from the perspective of a real-time investor,
they do not need to coincide with economic profits when trading on the information content of the
regression. For example, Thornton and Valente (2012) show that even though bond risk premia are
highly predictable in and out-of-sample the predictions do not provide any economic gains from an
investors perspective.
In this section I use two very simple trading strategies to explore the economic significance of
the predictive regressions. In the first strategy investors go long the commodity portfolio when
the AFD is above its long term mean and short the commodity portfolio otherwise. I call this
investment strategy Simple Trading Strategy. In the second trading by Cochrane and Piazzesi
(2002), I take a position in the holding returns, which size corresponds to the expected value from
the forecasting regression, rˆxi,t→t+1. In other words, I calculate the trading rule profits according
to
rxi,t→t+1 × rˆxi,t→t+1 = rxi,t→t+1 × (ψf(sit − f it→t+n)). (2.11)
To estimate the regression, I use only data up to time t within an expanding window. To com-
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Table 2.8: Economic and Out-of-Sample Significance of Forecasting Regressions: This
table reports the out-of-sample and economic significance of the predictive regression, where holding
returns are regressed on the lagged AFD. In panel A the table presents the out-of-sample R2 statistic
(in %) from Campbell and Thompson (2008) and the one-sided t-statistic for the MSPE-adjusted
statistic, developed by Clark and West (2007), for the null hypothesis that using the AFD does not
significantly improve on a forecast based solely on the historical average returns. The results are
presented for an expanding window with initial length of 60 and 120 months for the Global and
Precious futures portfolios. Panel B presents the economic significance of the predictive relation
for two trading strategies. The first trading strategy goes long the futures portfolio if the average
futures discount is above its long term term and short otherwise. The second investment strategy
invests in a futures portfolio with a weight proportional to the estimated regression coefficient
times the signal strength. The table reports the mean, standard deviation and Sharpe ratio of
these investment strategies. Furthermore, the p-value of the Jobson-Korkie-Memmel test statistic,
which tests for equality of Sharpe ratios, is reported. We test for equal Sharpe ratios relative to
the buy and hold strategy. The table also reports the results for the long only strategy. For all
calculations and regressions I use only the data available to an investor in real time. The sample
period is 1973 to 2012.
Panel A:Out of Sample Results
60 months 120 months
Global Precious Global Precious
Horizon OOS R
2
MSPE OOS R
2
MSPE OOS R
2
MSPE OOS R
2
MSPE
1 1.84 3.25 -1.19 2.20 4.38 2.77 -2.67 2.13
2 2.35 2.96 5.03 2.51 4.84 2.87 -0.23 2.53
3 1.37 2.51 0.09 2.41 3.53 2.50 4.31 2.61
6 6.37 2.09 4.22 2.33 5.77 2.45 9.08 2.72
9 6.95 1.73 7.12 2.65 3.16 2.13 11.69 2.61
Panel B: Economic Significance
Simple Regression Long only
Mean Std.Dev. Sharpe Mean Std.Dev Sharpe Mean Std.Dev Sharpe
Non Precious 0.09 0.21 0.44 0.13 0.22 0.58 0.01 0.15 0.04
JKM Test (0.08) (0.04)
Precious 0.06 0.19 0.30 0.09 0.20 0.47 0.00 0.25 0.00
JKM Test (0.15) (0.06)
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pare these strategies, I lever the commodity positions ex-post so that all commodity investment
strategy returns are as volatile as the long-only commodity holding return. Furthermore, I use the
Jobson-Korkie-Memmel test (Memmel (2003) and Jobson and Korkie (1981) to assess the statistical
significance of the trading strategy Sharpe ratios relative to the long only benchmark.
Table (2.8) Panel B presents the results for the two trading strategies. For the Global commodity
portfolios I find that the simple trading strategy has a mean of 9 percent and a standard deviation of
21 percent, yielding a Sharpe ratio of 0.44. The regression trading strategy is even more profitable
with an annualized mean of 13 percent and a standard deviation of 22 percent, yielding a Sharpe
ratio of 0.58. Both trading strategies are highly significant and result in economic gains to an
investor compared to the long-only strategy that has a Sharpe ratio of only 0.04. This result is also
confirmed by the Jobson-Korkie-Memmel test that displays significant p-values for both conditional
trading strategies. The same is true for the Precious portfolios. The simple strategy generates a
Sharpe ratio of 0.3 and the regression trading strategy of 0.47. Both strategies are significantly
better than the long only Sharpe ratio of almost zero.
Of course, real trading profits should also incorporate estimates of the conditional variance of the
returns that are heteroscedastic in commodity markets. I leave a more comprehensive assessment
of the economic value of predictive regressions in commodity markets for future research.
2.4 Time Variation in Spot and Term Premia
The previous section shows that holding returns of commodity futures portfolios are predictable
across various maturities. In this section I go one step further and use the decomposition of holding
returns into spot and term premia introduced by Szymanowska et al. (2013) to study the relative
contribution of the underlying spot risk and the risk in the convenience yield for the variation in
holding returns.
Each commodity futures contract is available with various maturities. Therefore, analogous
to bonds, futures contracts possess a term structure of prices. Exposure to investment strategy
returns for an n-period horizon can consequently be obtained in at least three dimensions. First,
investors can open futures contracts along the term structure, which, e.g., expire in n months,
and close the contract just prior to maturity. Second, investors can open futures contracts, e.g.,
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the contract closest to maturity, hold it for one period and close the contract, then open the next
closest to maturity contract and close it again after one period. Repeating the procedure for n-
periods results in an alternative n-period investment strategy return. Third, the investor can open
a long and a short position in two futures contracts with different times to maturity and close
these contracts after n periods, exposing the investor to movements in the term structure of prices.
Because futures contracts are zero cost securities these investment strategies consist of risk premia
only. In the following I formalize these thoughts.
In this section I decompose holding returns into spot and term premia that can be identified by
taking long positions in short maturity contracts and by combining long and short spreading po-
sitions in contracts with different maturities, respectively. Decomposing holding returns into spot
and term premia is important for two reasons: (1) Term and spot premia are likely to compen-
sate agents for different sources of risk. While spot premia reflect the price risk of the underlying
commodities within the portfolios, term premia compensate agents for the risk present in the term
structure or convenience yields of the commodities. (2) Time variation of holding returns, as stud-
ied in the previous section might be due to time variation in spot premia, in term premia or a
combination of both.
Portfolio Spot Premia The expected log spot price change for an equally-weighted commodity
portfolio j is defined as
Et[∆sj,t+1] := Et[
1
N jt
Njt∑
i=1
∆si,t+1] =
1
N jt
Njt∑
i=1
(δi,t − rt) + pis,t, (2.12)
where pis,t is defined as the portfolio spot premium. The spot premium pis,t can be interpreted
as the expected return in excess of the short-term convenience yield and interest rate, similar to
stock returns in excess of the short-term interest rate and dividend yield. The portfolio spot risk
premium is not only related to changes in spot prices but is equal to the one maturity portfolio
holding return, rx(1), which follows immediately from the cost of carry formula,
Et[rx
(1)
t+1] = E[
1
N jt
Njt∑
i=1
(si,t+1−f (1)i,t )] = E[
1
N jt
Njt∑
i=1
(si,t+1−si,t−y1t )] =
1
N jt
Njt∑
i=1
Et[si,t+1−si,t]− 1
N jt
Njt∑
i=1
y1t = pis,t
(2.13)
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The result from equation (2.13) presents an easy method to extract spot premia from trading short-
term futures contracts.
Portfolio Term Premia. By defining y
(n)
t := (rt − δt) and taking logarithms, I can rewrite the
cost of carry relation in equation (2.1) as,
y
(n)
t =
f
(n)
t − st
n
. (2.14)
As in De Roon et al. (1998), I define the forward yield, h
(n)
t , as the yield or return the investor can
earn from simultaneously taking a long position in a futures contract maturing at time t+n and a
short position in a futures contract with a shorter maturity. The forward yield can then be defined
as
h
(n)
t :=
f
(n)
t − f (1)t
n− 1 =
ny
(n)
t − y(1)t
n− 1 (2.15)
where the second equation is a direct consequence of the cost of carry relation in equation (2.14).
In defining the term premium, pi
(n)
y,t , I decompose the forward yield into the expected futures
yield and a risk premium. The term premia in commodity markets are, therefore defined as the
expected deviation from the expectations hypothesis of the term structure of the yield, which is
similar to term premia in bond markets. More specifically I assume that,
h
(n)
t =
ny
(n)
t − y(1)t
n− 1 := Et[y
n−1
t+1 ]−
pi
(n)
y,t
n− 1 (2.16)
This definition allows me to extract term premia through trading strategies in futures markets. I
can rewrite equation (2.16) in terms of futures and spot prices using equation (2.14) as
pi
(n)
y,t = ny
(n)
t − y(1)t − Et[y(n−1)t+1 ] = f (n)t − f (1)t − Et[f (n−1)t+1 − st+1]
= Et[fn−1(t+1) − f
(n)
t ]− Et[st+1 − f (1)t ]
(2.17)
The last term in the equation is the spot premium defined in equation (2.13). Equation (2.17)
shows that the term premium equals the expected one period return on a spreading strategy, which
involves a long position in a futures contract with n periods to maturity and a short position in a
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one period futures contract.
Equivalently, I can define the portfolio term premium for each portfolio j, piy,t
(n), as
piy,t
(n) = Et[
1
N jt
Njt∑
i=1
(fn−1(t+1) − f
(n)
t )]− Et[
1
N jt
Njt∑
i=1
(st+1 − f (1)t )]. (2.18)
Using this equation it is possible to extract term premia for contracts with different maturities.
I will focus on the portfolio term premia definition in equation (2.18) but interested readers can
resort to Szymanowska et al. (2013) for alternative constructed methods.
Horizons and Maturities In this section I extend the one period results of the portfolio spot and
term premia in the previous sections to the multi period case. First, the conditional expectation or
risk premium of the portfolio holding return ,rxjt→t+n, consist of a combination of spot and term
premia over time. In particular
Et[rxjt→t+n] = Et[
1
N jt
Njt∑
i=1
rxji,t→t+n] = Et[
1
N jt
Njt∑
i=1
(si,t+n − f (n)t )]
= Et[
1
N jt
Njt∑
i=1
(si,t+n − f (1)t+n−1) +
1
N jt
Njt∑
i=1
(f
(1)
t+n−1 − f (2)t+n−2) + ...
...+
1
N jt
Njt∑
i=1
(f
(n−1)
t+1 − f (n)t )]
=
n−1∑
k=0
Et[pis,t+k] +
n−1∑
k=0
Et[pi
(n−j)
y,t+j ]
(2.19)
Second, I show how to extract portfolio spot premia for longer maturities. In equation (2.13) I show
that 1 month horizon portfolio futures returns consist only of spot premia. The returns on those
contracts are given by rx
(1)
t+k for k=1,2,...,n. I can therefore extract future spot premia, frx
j
t→t+n,
by investing in one period futures portfolios for n consecutive periods to get
Et[frx
j
t→t+n] = Et[
n∑
k=1
rx
(1)
t+k] =
n−1∑
k=1
Et[pis,t+k] (2.20)
This strategy of rolling forward short maturity futures contracts is the method institutional in-
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vestors in commodity markets employ. I will denote the strategy as the short roll.
By comparing the expected returns from the holding returns and the short rolls over varying
maturities I can immediately see how to extract long maturity term premia, hrx
j
t→t+n . I can go
long in the holding return strategy and take a short position in the short roll strategy which results
in,
Et[hrx
j
t→t+n] = Et[rx
j
t→t+n −
n∑
k=1
rx
(1)
t+k] =
n−1∑
k=0
Et[pi
(n−j)
y,t+j ]. (2.21)
I will denote the strategy as the excess holding strategy. The excess holding strategy is defined for
maturities of n=2 or above.
Summary Statistics Front Roll and Excess Holding Returns Table 2.2 Panel B reports the
summary statistics of the front rolls frx
j
t→t+n, which isolate the spot premia, and excess holding
returns hrx
j
t→t+n, which isolate the term premia, for maturity horizons of n=1,2,3,6, and 9 months.
The annual mean returns for front rolls for the Global portfolios show a pattern that is decreasing
with maturity, from 0.85 percent for a 1 month horizon to 0.66 percent for a 9 month horizon. At
the same time the excess holding returns are increasing with maturity from 0.17 percent for a 2
months horizon to 1.43 percent for a nine month horizon. The volatilities of the front roll returns
are approximately the same as for the holding returns. The volatilities of the excess holding returns
are, however, significantly lower and range from and annual 1.25 percent for a 2 month horizon
to 3.34 percent for a nine month horizon. Therefore, the unconditional returns of excess holding
strategies are statistically significant. The results for Non-Precious and Precious portfolios show
similar patterns, even though, the excess holding returns are not statistically significant.
Figure 2 plots the 12 months rolling average returns to holding and excess holding returns for the
commodity portfolios. The profitability of holding returns is time-varying for Global and Precious
portfolios. The time variation of excess holding returns is far less pronounced than for the hold-
ing returns, however, still observable. More interestingly, the excess holding returns seem to be of
exactly the opposite to the holding returns; a result similar to findings in Szymanowska et al. (2013).
Spot and Term Premia In a similar vain as the complimentary regression framework for holding
returns I test for time variation in spot and term premia. In equation (2.17) I find that expected
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holding returns can be decomposed into spot and term premia:
Et[hrx
j
t→t+n] + Et[frx
j
t→t+n] = Et[rx
j
t→t+n] = Et[∆st+1] + sj,t − f
(n)
j,t→t+n, (2.22)
where hrx
j
t→t+n are portfolio excess holding returns and frx
j
t→t+n are front roll returns. If futures
discounts imply time-varying expected holding returns, then the time variation is due to variation
in spot or term premia or a combination of both. I can test this relation in the complimentary
regression framework given by
frx
j
t→t+n = θ
j
0 + θf(s
j
t − f
j
t→t+n) + ηt+n (2.23)
and
hrx
j
t→t+n = ϑ
j
0 + ϑf(s
j
t − f
j
t→t+n) + t+n. (2.24)
By construction equation (2.23) and (2.24) impose restrictions on the coefficient estimates of θ0
and ϑ0 as well as on θf and ϑf. The sum of the excess holding and front roll returns is equal to
the futures discount, thus the intercepts θ0 and ϑ0 must sum up to ψ0 and the slope coefficients θf
and ϑf sum up to ψf. In this regression, the variation in the basis is allocated to the spot premia,
term premia, or a combination of both. As in the previous regression, because of the adding up
constraint it would have been enough to run one of the regressions in equation (2.23) and (2.24).
The regressions in equation (2.23) and (2.24) test the following hypothesis. In both regres-
sions, the null states that the front roll returns and excess holding returns are constant. Coefficient
estimates of θf and ϑf that are statistically different from zero implies that the futures discount
contains information on spot and/or term premia.
Predictability Results for Spot and Term Premia Table (2.3) presents the results from
the regression of equation (2.23) and (2.24) over the sample period from 1973 to 2012. The left
panel reports the results from the Global w. Precious portfolio selection of regressing the front roll
returns and excess holding returns on the AFD for horizons of n=1,2,3,6, and 9 months. I find that
front roll returns are highly predictable with coefficient estimates similar to the holding returns.
The adjusted R2 values are increasing from around 1.2 percent on the 1 month horizon to 7 percent
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Table 2.9: Predicting Commodity Holding Returns and Spot Changes of Futures Port-
folios with the Average Futures Discount (AFD): This table reports results of forecasting
regressions for average holding returns and average spot changes on the average futures discount
for commodity portfolios at horizons of n=1,2,3,6, and 9 months. The first four columns report
the predictability results for Global w. Precious commodity portfolios. Reported are the estimated
slope coefficient ψf and ζf and the adjusted R
2 values for the time series regression of the average log
holding return rxt→t+n and the log spot return ∆st→t+n on the AFD, st− ft→t+n. The t-statistics
for the slope coefficients in brackets are computed using Newey and West (1987) standard errors
(NW) with heteroscedasticity and autocorrelation consistent covariance estimators computed with
the number of lags equal to the length of overlap plus one lag and Hansen and Hodrick (1990) stan-
dard errors (HH). I repeat the analysis for Global portfolios in columns five to eight and Precious
portfolios in columns nine to thirteen. The sample period is January 1973 to September 2012 for
Global and and Global without Precious portfolios and January 1976 to September 2012 for the
Precious portfolio.
Global w. Precious Global Precious Metals
Holding Spot Holding Spot Holding Spot
Horizon rxt→t+n ∆st→t+n rxt→t+n ∆st→t+n rxt→t+n ∆st→t+n
n ψf R
2 ζf R
2 ψf R
2 ζf R
2 ψf R
2 ζf R
2
1 0.49 1.13 -0.50 1.19 0.44 1.06 -0.56 1.82 2.00 3.04 1.00 0.61
NW (2.19) (-2.23) (2.28) (-2.89) (3.71) (1.85)
HH [2.19] [-2.24] [2.27] [-2.88] [3.78] [1.89]
2 0.77 3.52 -0.23 0.13 0.70 3.49 -0.30 0.50 2.12 2.73 1.12 0.62
NW (3.12) (-0.92) (3.23) (-1.39) (2.07) (1.09)
HH [2.92] [-0.86] [2.99] [-1.29] [2.05] [1.08]
3 0.82 4.34 -0.19 0.04 0.74 4.26 -0.26 0.37 1.75 2.08 0.75 0.21
NW (2.89) (-0.66) (2.93) (-1.03) (1.47) (0.63)
HH [2.58] [-0.59] [2.60] [-0.92] [1.41] [0.60]
6 1.05 9.02 0.05 -0.18 0.96 8.45 -0.05 -0.19 2.69 8.23 1.69 3.29
NW (3.02) (0.15) (2.96) (-0.14) (2.56) (1.61)
HH [2.55] [0.13] [2.50] [-0.12] [2.18] [1.37]
9 1.16 10.34 0.15 -0.19 1.07 9.13 -0.07 -0.16 2.94 13.48 1.94 6.26
NW (2.57) (0.11) (2.47) (-0.19) (2.82) (1.86)
HH [2.15] [0.09] [2.08] [-0.16] [2.37] [1.56]
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for the 9 months horizon. Therefore, the predictability results show that expected aggregate spot
premia are time varying.
Next, I present the regression results for Global excess holding returns on the AFD. For the
2 and 3 months horizon I find significant predictable variation of excess holding returns. The
predictability, however, deteriorates with maturity. In contrast to the front roll or holding returns,
I find significant constant risk premia as evident in a statistically significant ϑ0 coefficient. This
result persists for all maturities considered. Note that for long maturities the excess holding returns
satisfy a version of the expectation hypothesis, while for short horizons I find significant time varying
term premia in addition to a constant risk premium.
For the Global selection in the two central panels I find almost identical results to the Global
selection. The coefficient estimates of the front roll regression and the excess holding regression are
close to the Global w. Precious results and the R2 values are only slightly lower.
I next focus on the final two panels of Table (2.3) that present the regression results for the
Precious selection. Again, I find that the front roll returns are highly predictable with respect to
the AFD as confirmed by statistically significant coefficient estimates. Furthermore, the adjusted
R2 values increase from 3 percent on a monthly horizon to 12 percent on the nine month horizon.
For excess holding returns the results are different than for the Global and Global with Precious
selection. I find that the significance of the ϑf coefficients increase with maturity. In particular for
horizons of two and three months the coefficient is insignificant and becomes significant at the six
and nine months horizon. At the same time for the long maturity horizons I find high adjusted R2
values of 4 and 5 percent, respectively. The significance of the long maturity predictability indicates
that the result is driven by interest rate predictability that is more relevant for long maturities than
for short maturities. Similar to the Global and Non Precious selection I find significant constant
risk premia at all maturities.
2.5 Macroeconomic Influences and Market Participants’ Positions
The empirical results of the previous section imply that expected holding returns of commodity
portfolios are time-varying. Having explored how expected returns vary over time, I will continue
in this section to understand why they vary. In this section, I contribute to the understanding of
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time-varying commodity risk premia by studying the relation of the AFD and expected holding
returns to measures of economic activity.
2.5.1 Properties of the Average Futures Discount
The regressions in the previous chapter imply that the one step ahead forecast of excess holding
portfolio returns is given by
Eˆt[rxt→t+n] = ψ0 + ψf(st − f t→t+n). (2.25)
Therefore, variation in expected holding returns inherit the properties of the AFD. Finding that
the AFD is related to systematic macroeconomic variables implies that risk premia in expected
returns vary with the business cycles (see Bailey and Chan (1993)). In Table (2.10) I revisit the
relation of common macroeconomic variables and the AFD on a portfolio level. I use four financial
variables - the dividend yield (DivYield), the short rate (Short), the term spread (TSpread) and
the default spread (DefSpread)- and two macroeconomic indicators - the three month US industrial
production growth (IP Growth) and the consumer price index/inflation rate (Inflation) to assess
the relation to the AFD. I also include the open interest growth that is related to business cycle
conditions (see e.g. Hong and Yogo (2013)) as a measure for commodity specific variables. Table
(2.10) Panel A reports the results from regressing the AFD of the Global and Precious commodities
contemporaneously on the financial variables. The regression results show that the Global AFD is
indeed statistically significant related to the DivYield and the DefSpread. The coefficient estimate
for the DivYield is positive while it is negative for the DefSpread. Given that the DivYield is
pro-cyclical and the DefSpread counter-cyclical, implies that the AFD varies pro-cyclically. For the
Precious AFD I find the opposite signed coefficient estimates. The DivYield and the short rate are
significantly negative related to the AFD suggesting counter-cyclical variation.
I continue the investigation in Table (2.10) Panel B, where I regress the AFD on the industrial
production growth and the inflation rate for various lead and lag combinations. In particular, I run
the regression
st − f t→t+i+2 = α+ βZt−i + t (2.26)
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Table 2.10: Average Futures Discount and Systematic Variables: This table reports the
results from regressing the AFD on various sets of systematic variables. Panel A reports the
results form regressing the futures discount of Global and Precious portfolios on lagged common
systematic and commodity specific variables. These variables include the dividend yield (DivYield),
the short rate (Short), the term spread (TSpread), the default spread (DefSpread) and the open
interest growth (OI Growth). Panel B reports the results from regressing the AFD on the industrial
production growth (IPgrowth) and on changes of the consumer price index (CPI). Regression results
are reported for a lead and a lagged AFD by 0, 1, 3, 6 and 9 months. Panel C reports the results
from regressing stock and bond returns on the lagged AFD. The left panel reports the results for
the Global portfolio and the right panel for the Precious portfolio. For all regressions I report the
Newey-West t-statistics. The sample is from 1973 to 2012.
Panel A:
α DivYield Short TSpread DefSpread OI Growth R2
Global -0.00 0.01 -0.002 0.002 -0.030 0.20
(-0.14) (3.73) (-1.74) (0.87) (-8.95)
Global -0.01 0.00 0.03
(-3.55) (1.70)
Precious 0.01 -0.01 -0.01 0.00 -0.00 0.83
(3.39) (-5.88) (-9.73) (1.06) (-0.56)
Precious -0.02 -0.00 0.00
(-4.97) (-0.70)
Panel B:
Lead Futures Discout Lag Futures Discout
Global
9 6 3 1 0 -1 -3 -6 -9
IP Growth 0.62 0.62 0.56 0.40 0.38 0.35 0.23 -0.01 0.00
(2.24) (2.00) (2.43) (1.93) (2.32) (1.80) (0.91) (-0.03) (0.01)
Inflation -0.15 0.40 0.72 0.98 1.22 0.96 1.02 1.27 1.26
(-0.17) (0.48) (0.97) (1.72) (2.56) (1.71) (1.46) (1.45) (1.36)
Precious
IP Growth -0.10 -0.00 -0.00 0.04 0.12 0.18 0.16 0.13 0.31
(-0.42) (-0.00) (-0.00) (0.31) (0.85) (1.03) (0.96) (0.66) (1.54)
Inflation -2.67 -2.31 -2.23 -2.22 -2.10 -2.13 -1.75 -1.78 -1.48
(-4.95) (-5.21) (-5.50) (-6.12) (-6.25) (-5.69) (-5.13) (-4.17) (-3.91)
Panel C:
Global Precious
α Fut.Disc. R2 α Fut.Disc. R2
Stocks 0.01 -0.01 -0.00 Stocks 0.01 -0.06 0.01
(7.22) (-0.27) (-0.00) (3.60) (-1.54) 0.01
Bonds 0.621 -6.001 0.004 Bonds 0.60 -5.32 -0.00
(6.570) (-1.669) (0.004) (3.05) (-0.65) -0.00
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where Zt−i is either the industrial production growth or the inflation rate for i= -9,-6,-3,-1, 0, 1, 3, 6
and 9 months. The regression results confirm that the industrial production growth is contempora-
neously positive and statistically significant related to variations in the Global AFD. Furthermore
I find that industrial production growth predicts movements in the AFD for up to 9 months. How-
ever, the AFD does not predict industrial production growth for any horizon. These result confirm
that the AFD is pro-cyclically related to macroeconomic cycles and the macroeconomic cycles are
the drivers of these variations in the AFD. For the Precious AFD I do not find any significant
relation. Next, I investigate the role of inflation rates on the AFD. I find that the inflation rate is
contemporaneously significant related to the AFD and marginally significant for the lagged futures
discount. This suggest that the futures discount has some power in predicting inflation rates, which
is consistent with the findings of Gospodinov and Ng (2011). For the Precious AFD the results are
striking. I find a highly significant and negative relation between Precious AFD and lagged or lead
inflation rates at all horizons. These results imply that high inflation is related to low expected
returns, while low inflation is related to high expected returns and is consistent with the view that
gold is an inflation hedge.
If the AFD measures systematic risk premia variation, it should also have predictive power for
stock and bond returns. Table (2.10) Panel C reports the result from regressing stock and bond
returns on the AFD. I find that the Global AFD has marginal predictive power for bonds, while the
predictability is insignificant for stocks. However, in both cases the negative coefficient estimates
are consistent with counter cyclical variation of stock and bond risk premia, given that the AFD is
pro cyclical.
2.5.2 Macroeconomic Factors, Average Futures Discount and Commodity Return Predictabil-
ity
The predictive power of price based measures such as the AFD is important in order to understand
if expected returns are time varying (see e.g. Cochrane (2011). In the previous section I showed
that the AFD is indeed related to macroeconomic variables suggesting that expected commodity
returns vary with macroeconomic cycles. However, recent literature in financial economics suggests
that macroeconomic variables, such as the IP growth, contain information about risk premia that
are not captured in price-based information (see Ludvigson and Ng (2009) and Daniel (2011)).
54
In this section I check if macroeconomic variables contain information about expected commodity
holding and excess holding returns above and beyond what is captured by the AFD. I test this
conjecture by focusing on the predictive power of industrial production growth, controlling for the
AFD, for expected holding returns, as well as expected spot changes.
Using the same framework and notation as in the previous sections Table (2.11) presents the
results from the regression,
rxjt→t+n = ψ
j
0 + ψf(s
j
t − f
j
t→t+n) + ψIP∆ log IPt + ηt+n (2.27)
and
∆s
j
t→t+n = ζ
j
0 + ζf(s
j
t − f
j
t→t+n) + ψIP∆ log IPt + t+n. (2.28)
Panel A reports the results for the regressions for (a) when including only the IP growth and (b)
when adding the AFD as a control variable. For the individual regressions I find that all the
slope coefficients ψIP of the Global portfolio and for all holding periods are positive and strongly
statistically significant for holding and spot returns. When including the AFD in the regressions
as a control variable, I find that the industrial production growth variable remains statistically
significant, however the significance decreases slightly. The adjusted R2 values for the holding
returns on a 9 months horizon are around 5 percent for the IP growth and increase to almost 16
percent when including the AFD. Since I are controlling for the AFD the IPgrowth coefficient for the
combined regression is the same for holding returns and spot changes, capturing the pure effect of
risk premia on expected spot price changes, rather than the return stemming from the convenience
yield or interest rates. The adjusted R2 values for the spot changes are around 5 percent across
maturities. The positive coefficients in the estimation confirms the pro-cyclical behaviour of the
Global portfolio.
Next, I investigate the regression framework for the Precious portfolio. I find that all slope
coefficients ψIP are negatively, however for 6 months and above, only marginally significantly related
to expected holding returns. When including the AFD the results remain almost unchanged. Also I
do not find a significant increase in the R2 values. Note the negative sign of the coefficient estimates
indicating counter-cyclical behaviour of the risk premia.
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Table 2.11: Predicting Commodity Portfolio Holding, Spot, Front Roll and Excess Hold-
ing Returns with Average Futures Discount and Macroeconomic Variables: This table
presents the results of forecasting regressions of commodity portfolios on the AFD and macroe-
conomic variables for horizons of n=2,3,6, and 9 months. I use the IP-Growth as a measure of
macroeconomic activity. Reported are the estimated slope coefficient ψf, ζf, θf and ϑf for the AFD
as well as the slope coefficients ψIP, ζIP, θIP and ϑIP for the macro variable and the adjusted
R2 values. The numbers in brackets denote the Newey and West (1987) standard errors with het-
eroscedasticity and autocorrelation consistent covariance estimators computed with the number of
lags equal to the length of overlap plus one lag. All results are reported for the Global portfolio
and the Precious portfolio from 1973 to 2012.
Global Precious Metals
Holding Spot Holding Spot
Horizon rxt→t+n ∆st→t+n rxt→t+n ∆st→t+n
n ψf ψIP R
2 ζf ψIP R
2 ψf ψIP R
2 ζf ψIP R
2
2 2.00 5.90 1.75 4.65 -0.62 -0.04 -0.67 -0.01
(3.06) (2.67) (-0.66) (-0.70)
0.65 1.85 9.00 -0.34 1.84 5.40 1.93 -0.71 2.20 0.93 -0.71 0.34
(3.06) (2.85) (-1.61) (2.82) (1.82) (-0.74) (0.88) (-0.74)
6 3.96 6.12 3.33 4.96 -2.70 0.99 -2.78 1.13
(2.67) (2.29) (-1.65) (-1.71)
1.01 3.44 15.27 0.01 3.32 4.75 2.41 -2.90 7.27 1.41 -2.90 3.20
(3.12) (2.29) (0.03) (2.34) (2.26) (-1.75) (1.32) (-1.75)
9 4.68 5.17 3.88 4.29 -2.92 0.72 -2.99 0.84
(2.89) (2.57) (-1.75) (-1.88)
1.07 3.85 15.65 0.05 3.84 4.10 2.59 -3.12 10.97 1.58 -3.11 4.79
(2.75) (2.47) (0.14) (2.65) (2.40) (-1.89) (1.46) (-1.88)
Global Precious Metals
Front Roll Excess Holding Front Roll Excess Holding
Horizon frxt→t+n hrxt→t+n frxt→t+n hrxt→t+n
n θf θIP R
2 ϑf ϑIP R
2 θf θIP R
2 ϑf ϑIP R
2
2 2.02 5.91 -0.01 -0.19 -0.63 -0.04 0.01 -0.23
(3.14) (-0.40) (-0.66) (0.36)
0.60 1.88 8.52 0.06 -0.03 2.68 1.87 -0.71 1.94 0.07 0.01 0.45
(2.87) (2.95) (2.63) (-0.79) (1.73) (-0.74) (1.42) (0.28)
6 3.97 6.04 -0.08 -0.13 -2.78 1.04 0.09 0.03
(2.72) (-0.64) (-1.69) (1.18)
0.91 3.50 13.34 0.05 -0.11 0.45 2.27 -2.98 6.39 0.15 0.08 4.69
(3.02) (2.39) (0.87) (-0.79) (2.08) (-1.79) (2.25) (1.18)
9 4.62 4.94 -0.09 -0.18 -2.95 0.72 0.02 -0.24
(2.76) (-0.37) (-1.80) (0.15)
0.92 3.91 12.36 -0.00 -0.09 -0.40 2.45 -3.14 9.71 0.14 0.01 5.65
(2.65) (2.48) (-0.00) (-0.37) (2.25) (-1.94) (2.19) (0.05)
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Table (2.11) Panel B present the regression results for front roll and excess holding returns on
AFD and IPgrowth. For the Global portfolio I find that all slope coefficients are positive for all
maturities. For excess holding returns on the other hand I find negative slope coefficients, that
are however not significant. These results confirm my earlier finding that most of the time series
variation of portfolio holding returns is related to spot premia. For the Precious portfolio the
findings are similar. For front rolls I find a marginally significant relation between IP growth and
expected returns. For excess holding returns the macro variables does not contain any additional
information.
In summary, I find that Global portfolios are pro-cyclically related to expected returns. Fur-
thermore, macroeconomic variables contain information about the cyclical behaviour above and
beyond the information contained in the AFD. The Precious portfolio displays counter-cyclical risk
premia consistent with the literature in financial economics.
2.5.3 Trading Position, Average Futures Discount and Commodity Returns
A vast majority of the literature in commodity markets has focussed on price discovery in futures
returns related to traders’ position. The early contribution on ”Normal Backwardation” by Keynes
(1930) and Hicks (1939) argues that hedgers pay speculators a premium for offsetting their spot
price risk in futures markets. This thought-process has been further refined by the ”Hedging
Pressure” literature of, e.g., De Roon et al. (2000) who show that the commodity risk premium is
a combination of hedging positions and systematic risks. In contrast to the early literature that
emphasizes the role of hedgers in commodity markets, more recently the high activity of speculators
in commodity futures markets has caught the attention of researchers and policy makers alike. In
particular, they have asked, whether the increase in speculative interest in commodities has exerted
upward pressure on the level of both spot and futures prices. Several authors have found mixed
evidence of the role of speculators in commodity futures markets, e.g., see Singleton (2013) and
Irwin et al. (2009).
In this section, I contribute to this literature by examining the interaction of trading positions,
macroeconomic variables and commodity portfolio returns. In contrast to many other asset classes,
the US Commodity Futures Trading Committee (CFTC) requires all individuals and institutions
above a certain size to report their positions to the CFTC each week. The CFTC reports aggregates
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of these data, broken down into hedging (commercial) and speculative (non-commercial) position.
I use these data to construct aggregate measures of relative hedging short positions and relative
speculative long positions. Relative hedging short positions are constructed as the average of
hedgers short positions minus hedgers long positions divided by all hedgers open interest across all
commodities. Relative speculative long positions are constructed as the average of speculators long
positions minus speculators short positions divided by all speculative positions.
Table (2.12) Panel A presents the results from regressing aggregate relative speculative long
and hedging short positions on the AFD, commodity portfolio holding returns and the IPGrowth
for the Global and Precious portfolio. The results are reported when all variables are included
contemporaneously and for a predictive framework. The data shows that in the Global and Pre-
cious portfolio speculators and hedgers contemporaneously increase their long and short positions,
respectively, according to changes in the futures discount and due to higher one period holding
returns. While macroeconomic influences do not seem to play a role for the Global portfolio, the
data show that speculators also increase long positions according to macroeconomic cycles. I find
very similar results for the predictive model. Speculative and hedging positions increase even with
a lag of 1 month. In summary, I find that hedgers and speculators seem to adjust their trading
positions according to past and contemporaneous AFD and return movements. In particular, I find
that speculators increase their long position seemingly knowing of higher expected returns, while
hedger act as contrarian traders, consistent with The Theory of Normal Backwardation.
In order to better understand the causality of the relations between trading positions and signals,
Table (2.12) Panel B presents the results from regressing the one period commodity holding returns
on lagged and contemporaneous values of the relative short hedge position, relative long speculative
position, AFD and the IPgrowth. I find that for the Global portfolios neither the short hedge nor
long speculative positions are statistically significant related to to holding returns, while the AFD
and the IPGrowth still predict holding returns, consistent with the previous sections. These results
suggests that traders are not ”causing” expected returns as suggested in the hedging pressure
literature, but rather adjust their positions according to changes in the price-based signals. I find
similar results for the Precious portfolios.
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Table 2.12: Commodity Trader Long and Short Positions and the Average Futures
Discount: This table reports the regression results from the interaction of trading activity, AFD
and macroeconomic influences. Panel A reports the results from regression relative speculative
long positions and relative hedge short positions on the AFD, the 1 month holding return, and
the IPGrowth. Speculators and hedgers long and short positions are from the Commodity Futures
Trading Commission (CFTC). Panel B reports the results from regressing the 1 month holding
returns on the speculative or hedge positions, the average futures discount and the IPGrowth. All
regressions are conduction contemporaneously and for lagged exogenous variables and for Global
and Precious commodity portfolios. The numbers in brackets denote the Newey and West (1987)
standard errors with heteroscedasticity and autocorrelation consistent covariance estimators. The
sample period is from 1987 to 2012.
Panel A:
Contemporaneous Predictive
Global Fut.Disc. rxt−1→t IPt R2 Fut.Disc. rxt−2→t−1 IPt−1 R2
Spec. Long 2.27 1.41 -1.07 0.17 1.88 1.30 0.53 0.13
(4.12) (4.34) (-0.46) (3.38) (4.11) (0.24)
Hedge Short 1.15 0.44 0.31 0.21 1.08 0.38 0.72 0.18
(6.35) (4.39) (0.40) (5.78) (3.90) (1.01)
Precious
Spec. Long 10.62 1.19 4.44 0.33 11.55 0.67 3.63 0.24
(8.95) (6.98) (2.04) (9.17) (4.06) (1.89)
Hedge Short 4.64 0.58 1.89 0.22 5.09 0.23 2.25 0.14
(5.79) (5.22) (1.69) (5.90) (1.97) (2.14)
Panel B:
Contemporaneous Predictive
Global Trade Pos. Fut.Disc. IPt R
2 Trade Pos. Fut.Disc. IPt−1 R2
rx 0.00 0.36 1.31 0.06 0.00 0.35 2.10 0.10
(0.43) (2.62) (1.99) (0.15) (2.60) (2.23)
rx -0.01 0.39 1.31 0.06 -0.02 0.38 2.12 0.10
(-0.24) (2.86) (1.99) (-0.66) (2.89) (2.24)
Precious
rx -0.03 2.24 0.82 0.06 -0.02 1.20 1.41 0.04
(-2.11) (4.70) (0.83) (-1.57) (3.02) (1.93)
rx -0.07 2.28 0.85 0.07 -0.04 1.19 1.41 0.05
(-2.54) (4.78) (0.86) (-1.73) (3.03) (1.95)
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2.6 Conclusion
This chapter shows that expected returns of commodity futures portfolios are time-varying and
therefore complements the recent cross sectional findings by Szymanowska et al. (2013). I find that
most statistically significant variation is related to the risk in the underlying spot price, while risk
in the term structure is statistically significant but constant for most maturities. The variation
in the AFD, an ex-ante measure of expected returns, is pro cyclically related to macroeconomic
variables. Furthermore, macroeconomic variables contain information about expected returns that
are not captured by the AFD and therefore, predict spot price growth. The results survive a variety
of robustness test.
The results have several important implications. First, I find that the characteristics of com-
modity futures portfolio returns can be embedded within the more recent literature on discount
rate variation as surveyed by Cochrane (2011). In particular I show that a valuation ration, the
AFD, predicts expected returns and not spot price growth similar to the findings in other asset
classes. Second, from an investment perspective the results can be utilized to implement commod-
ity portfolio investment strategies that take advantage of the predictive relations. In this chapter
I scratched the surface of this task by implementing very simple trading strategies to exploit the
predictability. Third, understanding expected returns of commodity futures is important for policy
makers and commodity producers to make informed business and policy decisions. Fourth, I show
that the variation of the risk premia is pro-cyclical, contradicting the results of bond and stock
markets. This might be due to the fact that commodities are viewed as inflation hedges. Future
endowers to explain this observation can have important implications for economic theory. Fourth,
a large part of the variation of the AFD remains unexplained suggesting that more commodity
specific sources of risk play an important role in explaining the fluctuations.
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CHAPTER 3
PREDICTING COMMODITY RETURNS AND VOLATILITY: A
BAYESIAN APPROACH
3.1 Introduction
The effects of changes in economic state variables for commodity returns and volatility have been
studied extensively in international finance and within production and storage frameworks. Com-
modity return predictability from a financial and asset allocation perspective is of a more recent date
and has received only little recognition in the academic literature (see Rouwenhorst (2013) for a re-
view). This lack of attention is surprising given the dramatic increase in financial investors’ interest
in commodity index investments over the last 10 years1. In this chapter, I provide a comprehensive
analysis of the relative statistical contribution of macroeconomic, financial, and commodity-specific
variables in predicting commodity sector and characteristics-based portfolio returns and volatility
in a data-rich bayesian model averaging framework. Second, I examine the out-of-sample economic
value of the predictive relations within a conditional mean variance portfolio allocation.
Various authors have shown that commodity returns are predictable (e.g. Szymanowska et al.
(2013) and Hong and Yogo (2013)). Economic theory is, however, ambiguous regarding the sources
of commodity return variation. In particular, it remains difficult to determine whether commodi-
ties are integrated within traditional asset classes, influenced by commodity market-specific sources
of risk, or a combination of both. From an equilibrium model perspective, systematic sources of
risk, common across asset classes, should lead to variation in expected commodity returns with
respect to economic state variables, e.g., Richard and Sundaresan (1981). A separate, yet equally
important stream of literature argues that commodity market-specific sources of risk, such as the
hedging demand and inventory decisions of commodity producers (De Roon et al. (2000), Gorton
et al. (2007)), the limited risk bearing capacity of speculators (Acharya et al. (2013)), and the
trading behaviour of commodity index investors (Hamilton and Wu (2013) and Basak and Pavlova
(2013)) lead to predictable variation in expected returns and segment the return premia in com-
modity markets from other asset classes. The various theoretical explanations of commodity return
1. According to the CFTC (2008) staff report the total value of commodity index investments increased from 15
billion dollar to more than 200 billion by the end of 2008 (Rouwenhorst and Tang 2012).
61
variation, the multiplicity of resulting explanatory variables, and the changes in the market partic-
ipants behaviour over time makes the empirical evidence of predictability difficult to interpret and
introduces significant uncertainty regarding the correct model specifications.
I propose to formally assess the value a particular predictor adds relative to other predictors
by taking the view of an economic agent forming beliefs about commodity activity given macroe-
conomic, financial, and commodity-specific information available at a given point in time using a
Bayesian model averaging (BMA) framework (Fernandez et al. (2001), Wright (2008), and Bins-
bergen et al.(2012)). The economic agent forms beliefs about a set of candidate forecasting models
and assigns posterior probabilities to various sets of competing predictive models. This framework
explicitly incorporates model uncertainty and is therefore robust to model misspecifications at least
within linear models. To understand predictability in a BMA framework, I focus my study on three
key questions. First, are commodity portfolio returns predictable at a monthly frequency, and if
so, what is the relative contribution of commodity market-specific, macroeconomic, and financial
variables? Second, is commodity volatility predictable (relative to an autoregressive benchmark
model) and do the same variables that predict returns also predict volatility? Third, do the re-
turn and volatility predictions add economic value to a real-time investor in a mean/variance asset
allocation framework?
In answering these questions, I aim to shed light on the sources of price variation in commodity
markets and the relative contribution of macroeconomic, financial and commodity-specific variables.
For the choice of predictors, I do not propose any new set of variables but rely on instruments that
have previously been shown to contain information about future commodity returns2. In addi-
tion, economic theory suggests that variables capturing time-varying risk premia in returns are also
candidates for understanding predictability of volatility (Mele 2007). However, predictability of
returns does not immediately imply volatility predictability. I therefore make volatility predictabil-
ity a complimentary task in this study. Finally, statistical in-sample predictability does not imply
2. The variables I study are: aggregate basis, open interest growth (Hong and Yogo (2013)), hedging pressure
(De Roon et al. (2000), Gorton and Rouwenhorst (2004)), as well as a measure for speculative capital flow (Acharya
et al. (2013), Etula (2014)), dividend yield, default spread, term spread, short rate, TED spread (Bessembinder and
Chan (1992), Bailey and Chan (1993)), global and US specific industrial production growth (Bakshi et al. (2011)),
and inflation changes Gargano and Timmermann (2013). The first four instruments are local to commodity markets
and are constructed for each commodity sector separatly, the next four are financial variables and the last three are
macroeconomic variables.
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out-of-sample predictability and economic value of the predictive relations, e.g., Goyal and Welch
(2008) and Thornton and Valente (2012). I use economic criteria to quantify how much a risk-averse
utility maximizing investor is willing to pay to switch from a dynamic portfolio strategy, based on a
autoregressive model3, to BMA combination forecast models that use commodity market-specific,
macroeconomic, and financial variables (Fleming et al. (2001), Della Corte, Sarno, and Thornton
(2008) and Della Corte, Sarno, and Tsiakas (2008)). I use mean-variance analysis as a standard
measure of portfolio performance and apply quadratic utility, which allows me to quantify how
risk aversion affects the economic value of return and volatility predictability, building on empirical
studies of volatility timing in stock returns by Fleming, Kirby, and Ostdiek (2001) and Marquering
and Verbeek (2004).
In addressing these questions, I rank model specifications by calculating the posterior probabil-
ities of each model and calculate weighted mean and t-statistics for each coefficient estimate. To
preview my results I first find, that returns and volatility of a global commodity portfolio as well as
the corresponding commodity sectors; agriculturals, energy, livestock, metals and precious metals,
are highly predictable within a BMA combination forecasting framework. The in-sample results
suggest that macroeconomic variables related to global and US industrial production growth have
strong forecasting power for future portfolio returns. Furthermore, the futures portfolio basis adds
value in terms of cumulative posterior inclusion probability suggesting that commodity-specific
sources of risk influence expected return variation. On the other hand, I find that financial vari-
ables, in particular the dividend yield, default spread, and inflation growth are mostly responsible
for the predictability of commodity portfolio volatility. These results are consistent across commod-
ity sectors. For the characteristics based portfolios, I do not find significant in-sample predictability.
Second, I assess the statistical and economic out-of-sample value of the BMA combination forecasts
against the null of a pure autoregressive forecasting models with only lagged values of portfolio re-
turns and volatility. I find evidence for both statistical and economic value of the combination
forecasts for a real-time investor. These results are robust to reasonably high transaction costs. I,
however, do not find any economic value or statistical significance for the out-of-sample volatility
3. In this article, I study commodity predictability relative to a model that includes lagged values of returns and
volatility (autoregressive model). I make this choice to focus on information that is not already incorporated in
commodity prices but adds additional statistical and economic value.
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predictions.
The recent paper by Gargano and Timmermann (2013) comes closest to this chapter in that it
analyses predictability of commodity returns and volatility using a large set of financial and macroe-
conomic variables. Here, I go beyond their work in several regards. First, I study a more diverse set
of predictive variables by adding commodity market specific variables in addition to macro-finance
predictors. Second, I study predictability of sector and characteristics based portfolios constructed
from futures contracts. Gargano and Timmermann study predictability of commodity spot price
indices only. Spot indices in commodity markets are, however, not traded liquidly which would
make our economic assessment not feasible. Third, I study the economic value of mean and variance
predictability in a comprehensive mean-variance portfolio allocation framework. Finally and most
importantly, I consider the effect of model uncertainty using the BMA approach when studying and
comparing the relative statistical and economic value added from a large set of variables. Avramov
(2002), Wright (2008) and Cremers (2002) introduced BMA to study predictability in equity and
exchange rate markets. In a related vain Daskalaki and Skiadopoulos (2011) show that including
commodities in a portfolio that consists of traditional asset classes, without conditional variables,
is not beneficial in an out-of-sample setting.
This chapter is more broadly but closely related to a large stream of literature that explores
predictable time variation in expected returns across asset classes. Predictable time series variation
of aggregated expected returns using price based valuation measures is by now understood to be
a common feature across equity, bond, currency and housing markets (see Cochrane (2011) for an
excellent review). Cooper and Priestley (2009), Bessembinder and Chan (1992), Ludvigson and Ng
(2009) and Lustig et al. (2013) show that measures of macroeconomic activity have incremental
power to predict expected returns in bond, equity and currency portfolios. On the other hand, Goyal
and Welch (2008) and Thornton and Valente (2012) show that some of the in sample predictability
does not extend to out-of-sample tests and does not generate economically significant value from
an asset allocation perspective questioning the usefulness of the predictive variables. Recently,
Christiansen at al (2013) explore the predictability of volatility across various asset classes.
The remainder of this chapter is structured as follows. In section 3.2 I describe the commodity
data I use, the construction of the commodity portfolios and predictive variables. Section 3.3 lays
out the Bayesian estimation procedure and combination forecasts based on the BMA framework.
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Furthermore, I describe the framework to assess the economic value of commodity return and
volatility predictability for a risk averse investor with a dynamic portfolio allocation strategy.
Section 3.4 presents the main empirical results in a statistical in-sample and economic out-of-sample
assessment. Section 3.5 concludes.
3.2 Data and Descriptive Statistics
3.2.1 Commodity Data
Commodity Futures Data The data sample consists of daily prices of commodity futures con-
tracts that cover a cross section of 22 futures markets. These data are collected from various futures
exchanges via Bloomberg over the sample period from January 1973 to September 2012. I collect
price data of futures contracts across the term structure of up to 12 months. My total futures sam-
ple consists of energy contracts, including Crude Oil, Heating Oil, RBOB Gas, and Natural Gas,
agricultural contracts, including Corn, Soybeanm Chicago Wheat, Soybean Oil, Kansas Wheat,
Coffee, Cotton, Sugar, Cocoa, livestock contracts, including Feeder Cattle, Live Cattle, Lean Hogs,
industrial metal contracts, including Copper, Zinc, Aluminum and Nickel, and precious metals,
including Gold and Silver. These contracts and maturities were chosen because they are traded in
sufficient volumes and open interest to implement dynamic trading strategies.
Commodity Returns and Volatility The main variables of interest in my analysis are returns
and volatilities of commodity futures portfolios. I construct returns by assuming that an investor
opens a futures position in the most liquid futures contract, which is typically the nearest or second
closest to maturity contract, and is not within the delivery month. Furthermore, I assume that
the futures investor is fully collateralised in that he always posts capital in a margin account that
is as high as the futures price at initiation. Given these assumptions the excess futures return for
contract j at time τ + 1 during month t is defined as,
rj;t,τ+1 =
F Tj;t,τ+1 − F Tj;t,τ
F Tj;t,τ
(3.1)
where F Tj;t,τ is the price of the futures contract j at time τ , during month t, maturing at time T
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(t < T ).
Having constructed daily return series of individual futures contracts, I construct equally
weighted commodity sector portfolios, a global portfolio, as well as two dynamic long/short portfo-
lios. To construct sector portfolios, I take the equally weighted average of individual futures returns
within the commodity classes agriculturals, energy, livestock, industrial metals and precious met-
als. The global portfolio is an equally weighted portfolio of the sector portfolios. This approach of
constructing commodity portfolios is similar to Hong and Yogo (2013) and Gorton et al. (2007).
Furthermore, I construct basis and momentum sorted commodity portfolios as in Szymanowska
et al. (2013). Each month, I sort the 22 commodities according to the strength of the basis and
momentum signal in descending order4. The basis signal is the log difference in prices between front
and third months to maturity futures contract, while the momentum signal is the cumulative past
12 months performance of each commodity contract. Having sorted the individual commodities, I
take a long position in the top half of commodities and a short position in the bottom half. Then
I construct the equally weighted average across all commodities. Finally, I compound the daily
portfolio return series to monthly frequencies.
Following French et al. (1987) and Schwert (1989), I compute the realized variance of each
commodity portfolio i in month t as the sum of squared daily returns:
∑Mt
τ=1 r
2
i;t,τ , where ri;t,τ is
the τth daily return during month t, as defined above for commodity portfolio i and Mt are the
trading days during month t. I then follow Christiansen et al. (2012) and calculate the log of the
square root of the realized variance as
RVi,t = ln
√√√√Mt∑
τ=1
r2i;t,τ (3.2)
for each month t. Andersen et al. (2003) show that the realized volatility is an accurate proxy for
the true integrated volatility as the number of intra-period observations becomes large.
Panel A of Table 3.1 reports the summary statistics for the returns and (log) realised volatility
of sector, global, and characteristics-based portfolios of commodities. Within the sector and global
portfolios, all annualised mean returns are positive with a maximum of 3 percent for energy com-
4. The commodity with the highest momentum and basis signal is first followed by the commodity with the second
strongest signal and so on.
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modities. The annualised standard deviations of the returns of the sector portfolios are comparable
to equity portfolios, ranging from 16 percent to 26 percent for the livestock and energy portfolio,
respectively. The global portfolio has a standard deviation of 14 percent suggesting a diversification
benefit when aggregating across sectors. I find annualised mean returns of 8 and 6 percent with
standard deviations of only 17 and 14 percent for momentum and basis portfolios, respectively.
The high returns suggest that commodity returns are indeed predictable by the momentum and
basis characteristic similar to the findings by Szymanowska et al. (2013). All portfolios exhibit
negative skewness, but the agriculturals, and a kurtosis that indicates non-normal tail distribution.
These findings are consistent with Szymanowska et al. (2013). The autocorrelation coefficients of
the return series are below 20 percent for all commodity portfolio suggesting low predictive power
of past returns for future returns.
The means of the (log) commodity portfolio volatility display, trivially, the same characteristics
as the volatility of the returns. The standard deviation of the (log) commodity portfolio volatility
is relatively low and the kurtosis and skewness display close to normal characteristics. As is well-
known, realized volatility is highly persistent and I find this behavior for all commodity portfolios
under investigation as indicated by the high positive autocorrelation coefficients.
Panel B of Table 3.1 presents contemporaneous correlations among portfolio returns and volatil-
ities, which are all positive. This outcome indicates commonalities across the returns and volatilities
of different commodity sectors. The only portfolio that deviates from this observation are basis
sorted portfolios that are close to uncorrelated to the other strategies.
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3.2.2 Predictors Data
I collect data on predictive variables that have been previously shown to forecast commodity returns,
albeit mostly in-sample. The set of predictive variables consists of commodity-market specific vari-
ables, macroeconomic variables, and financial variables. In the following, I provide a brief overview
and some further details regarding the theoretical motivation behind some specific variables. In
total, I consider a set of 29 state variables.
Commodity market specific variables The set of commodity specific variables contains a global
as well as sector specific predictive variables for each predictor that I consider. I start by construct-
ing the equally weighted average basis across commodity contracts and maturities. The basis for
commodity i at time t is defined as
basisi,t,Tj = log(F
T1
i,t /F
Tj
i,t ) (3.3)
where F T1i,t is the futures price of the contract closest to maturity and F
Tj
i,t is a contract with maturity
in Tj periods where T1 < Tj . In the aggregate version of this measure, I take the average across
all commodity contracts i within a sector and available maturities Tj . The basis as a predictor for
commodity returns is an ex-ante measure of risk premia and has been previously used by Fama and
French (1987), Szymanowska et al. (2013) and in its aggregate version by Hong and Yogo (2013).
Based on the Theory of Storage, the basis has also a direct relation to the volatility of futures
prices. Routledge et al. (2002) show that low inventory levels are related to a low basis and high
volatility. Whether this relation holds in a predictive way is not clear ex ante.
The next predictive variable I use is the growth rate in commodity market open interest. Hong
and Yogo (2013) show theoretically and empirically that open interest contains information about
future returns in the presence of downward sloping demand curves. To construct the variable,
I compute, for each commodity, the logarithmic growth in dollar open interest by multiplying
the spot price with the quantity of futures contracts outstanding and taking the first difference.
The total futures contracts outstanding (open interest) stem from the Commitments of Traders
Report published by the Commodity Futures Trading Commission (CFTC). Having constructed
the individual growth in open interest series, I take the equally weighted average of the time series
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Table 3.2: Summary Statistics for Predictive Variables: This table presents the summary
statistics of the predictive variables that are available at a business cycle (monthly) frequency. The
reported statistics include the variable name, its abbreviation, mean, standard deviation, skewness,
kurtosis and autocorrelation coefficient for commodity market specific variables, macroeconomic
variables, and financial variables. Data is available from 1973 to 2012
Panel A: Business Cycle (Full Sample)
Commodity Market Specific Variables
No. Variable Abbrev. Mean Std.Dev. Skewness Kurtosis AR(1)
1 Basis Agriculturals BaAg -0.01 0.03 0.76 4.00 0.83
2 Basis Energy BaEn 0.01 0.05 1.28 8.05 0.67
3 Basis Livestock BaLi 0.00 0.05 -0.05 3.50 0.63
4 Basis Metal BaMe -0.01 0.03 0.76 4.42 0.82
5 Basis Precious BaPr -0.02 0.02 -0.84 4.45 0.85
6 Hedging Pressure Agri. HPAg 0.06 0.08 0.80 3.27 0.79
7 Hedging Pressure Ener. HPEn 0.03 0.06 0.57 3.70 0.56
8 Hedging Pressure Live.. HPLi 0.05 0.14 1.01 4.89 0.76
9 Hedging Pressure Metal HPMe 0.07 0.08 0.53 2.10 0.86
10 Hedging Pressure Prec. HPPr 0.19 0.21 0.68 2.02 0.85
11 Open Interest Agri. OIAg 0.00 0.03 0.06 4.94 0.32
12 Open Interest Ener. OIEn 0.00 0.05 0.26 5.32 0.35
13 Open Interest Live. OILi 0.00 0.04 -0.28 6.45 0.33
14 Open Interest Metal OIMe 0.00 0.02 -0.10 5.17 0.33
15 Open Interest Prec. OIPr 0.00 0.03 0.12 5.04 0.22
16 Speculators Capital Agri. SCAg 0.01 0.10 -0.17 5.63 0.21
17 Speculators Capital Ener. SCEn 0.02 0.23 0.53 6.88 0.12
18 Speculators Capital Live. SCLi 0.01 0.12 -0.17 6.58 0.16
19 Speculators Capital Metal SCMe 0.01 0.08 -0.23 5.33 0.23
20 Speculators Capital Prec. SCPr 0.01 0.12 0.65 6.52 0.17
Macroeconomic Variables
21 Kilian Global Ind. Prod. KGIP -0.00 18.28 0.79 6.14 0.93
22 Baltic Dry Index BDI -0.00 0.00 -4.47 56.48 0.40
23 Inflation Rate CPI 0.00 0.00 1.13 5.79 0.80
24 US Industrial Production USIP 0.00 0.02 -0.04 15.25 0.51
Financial Variables
25 Dividend Price Ratio DivY 1.18 1.68 1.15 3.04 0.99
26 Term Spread TSpr 0.58 1.08 1.59 4.06 0.96
27 Default Spread DefS 0.45 0.63 1.33 4.42 0.96
28 Short Rate ShRt 2.10 3.34 1.59 5.00 0.98
29 TED Spred TED 0.18 0.37 2.82 13.36 0.89
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across commodities within each sector.
I use hedging pressure as a measure of imbalances between hedgers and speculators in commodity
futures markets. I follow De Roon et al. (2000), Bessembinder (1992) and Gorton et al. (2007) and
construct hedging pressure as the difference between the outstanding number of short positions by
hedgers and the number of long positions divided by the total number of hedging positions. Long
and short hedging positions for each commodity are identified from the Commitments of Traders
Report. I construct an aggregate imbalance measure by taking the equally weighted average of
individual hedging pressure variables. Keynes (1923) and Hicks (1939) argue that futures prices
should embed a risk premium to entice speculators to offset the spot price risk that commodity
producers (hedgers) are facing. This ”Theory of Normal Backwardation” postulates that aggregate
futures positions of hedgers are net short and the risk premium increases or decreases with the
amount of net short positions.
The final commodity specific variable is a proxy for speculative capital flow. Similar to the hedg-
ing pressure variable, I take the difference between the outstanding number of long positions by
speculators and the number of short positions divided by the total number of speculative positions.
To aggregate this measure, I take the spot price weighted average of the individual speculative
capital flows. The speculative capital flow measure has a correlation of more than 0.7 with other
measures of speculative activity, such as hedge fund capital flows used by Etula (2014) and Acharya
et al. (2013). In contrast to hedge fund capital measures, my measure is observable in real time.
Macroeconomic Variables The second set of predictive variables are macroeconomic state vari-
ables. While there are potentially many variables that are indicative of the state of the economy,
I will focus on four main variables to omit the peculiar danger of data-mining. Furthermore, it is
questionable if adding more macroeconomic variables does really span a larger information space to
understand economic activity5. I use three measures of industrial production growths: two global
and one US specific measure. For the first global version of industrial production, I follow Bakshi
et al. (2011) and construct the logarithmic growth rate of the Baltic Dry Index (BDI). The BDI
5. Ludvigson and Ng (2009) show that using principal components of a set of 132 measures of economic activity has
predictive power for bond risk premia. At the same time however, they also show that the first principal component
has a correlation of more than 91% with a simple industrial production growth variable
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measures the average shipping costs for raw materials that are largely variable due to changes in
the worldwide demand for raw materials. This link to global demand suggests the use of the BDI as
an indicator for global economic activity. Bakshi et al. (2011) show that the BDI growth rate has
predictive power for stocks, bonds, and commodities, however only for spot indices. The second
global variable is the global oil demand variable (KGIP) by Kilian (2009), which has been used to
determine the role of demand and supply shocks on commodity price dynamics. The US specific
measure of economic activity is the logarithmic growth rate of industrial production (USIP) as
reported by the Federal Reserve Bank of St. Louis. Gargano and Timmermann (2013) show that
this variable has predictive power for commodity spot indices. Furthermore, the US industrial pro-
duction growth has been used by Cooper and Priestley (2009) to forecast stock and bond returns.
Lastly, I use the inflation growth rate (CPI) that has been linked to futures discount movements
by Gospodinov and Ng (2011).
Financial Variables Third, I discuss common systematic price-based measures of risk premia
from bond and equity markets. These variables include the three months T-bill or short rate
that is negatively related to future stock market returns and serves as a proxy for expectations of
future economic activity. The dividend yield on the market, defined as the total dividend payments
accruing to the CRSP value-weighted index over the previous 12 months divided by the current
level of the index. The term spread, measured as the difference between the average yields of 10-
year Treasury bonds and 3 months T-bills, based on the findings of Fama and French (1988), who
provide evidence that this measure forecasts short-term business cycles. And the default spread,
defined as the difference in yield between the highest and lowest rated investment grade bonds.
Specifically, I calculate the default spread as the average yield of bonds rated BAA by Moodys
minus bonds rated AAA by Moodys. Fama and French (1988) demonstrate that the spread tracks
long term business cycles. Furthermore, I include the TED spread as a measure of aggregate market
liquidity. Bessembinder and Chan (1992) show that these equity and bond return predictors do
also have forecast power for commodity futures returns. Bailey and Chan (1993) show that these
variables are correlated with movements in the commodity basis.
Because most macroeconomic and trading activity variables are noisy, I smooth them by taking
the rolling 3-months average in time series. I use 3-months consistently across variables to avoid
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data-mining concerns. Table 3.2 reports the summary statistics of the predictive variables. The
means and standard deviation of the variables are comparable to previous studies. Importantly,
I find that most predictive variables do not display high negative or positive correlations and are
therefore good candidates for combination forecasts.
3.3 Bayesian and Economic Framework
3.3.1 Bayesian Setup
The main variables of interest are volatilities and returns of the commodity portfolios, as defined
in the previous section, which serve as dependent variables in my predictive regressions. I formally
assess the value a particular predictor may add relative to other predictors by using a Bayesian
econometrics approach following the recent work by Fernandez et al. (2001), Wright (2008), and
Binsbergen et al.(2012). In the financial economics literature the BMA approach was initially de-
veloped to explicitly incorporate model uncertainty, which is the uncertainty about the true set of
predictive variables, and is therefore robust to model misspecification see e.g Avramov (2002) and
Cremers (2002).
Predictive regression specification I follow Fernandez et al. (2001), Wright (2008), Avramov
(2002) and Cremers (2002) and consider a set of k linear models M1, ...Mk with a total of K
predictive variables. Each of these linear models obey the form
yt+1 = α+Xi,tβi + t+1 (3.4)
whereXi is a T×Ki matrix containing all regressors specified in modelMi. I specify yt+1{rt+1, RVt+1}
depending on whether I study return or volatility forecasts. The T-vector of errors, , is assumed to
be normally distributed as N(0, σ2IT ) where IT is the identity matrix. The regression coefficients
βi and αi are a Ki × 1 vector and a constant coefficient, respectively.
Within the Bayesian econometrics framework, I am interested in learning about βi and αi given
the data yt+1 and Xi,t for model Mi. The logic of Bayesian econometrics suggests that I use Bayes’
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rule to derive a probability statement about what I do not know (the correct specification of the
model), conditional on what I know (the data). Formally, I derive the posterior density of model i,
Mi, being the true model as
p(Mi|y) = p(y|Mi)p(Mi)
p(y)
=
p(y|Mi)p(Mi)∑k
j=1 p(y|Mj)p(Mj)
(3.5)
where y is the return or volatility data the econometrician observes. p(Mi) is the prior model density,
and, since it does not involve any observed data, the choice is subject to the econometricians beliefs
of Mi being the correctly specified model. p(y|Mi) is the marginal likelihood of Mi and can be
calculated using some straightforward algebraic manipulations. Using Bayes’ rule, I can write the
posterior density of the model parameters αi,βi and σi as
p(αi, βi, σi|y,Mi) = p(y|αi, βi, σi,Mi)p(αi, βi, σi|Mi)
p(y|Mi) (3.6)
where p(y|αi, βi, σi,Mi) is the likelihood function and p(αi, βi, σ|Mi) the prior density of the pa-
rameters of model Mi. Integrating both sides of Equation (3.6) with respect to αi,βi and σi and
using the fact that the posterior density integrates to one, I can rearrange the equation and obtain
the following expression for the marginal likelihood,
p(y|Mi) =
∫ ∫ ∫
p(y|αi, βi, σi,Mi)p(αi, βi, σi|Mi)dαidβidσi (3.7)
which consists only upon the prior and the likelihood of the parameters. With particular choices
of the priors the marginal likelihood can be calculated in closed form.
Prior selection In the context of model uncertainty, the choice of the prior distribution can have
substantial impact on posterior model probabilities (see, e.g., George (1999) and Cremers (2002)).
For my study, I choose priors that are easy to interpret and provide analytical solutions, which
are denoted as natural conjugate priors. Furthermore, it is desirable for data information to be
predominant over prior information as I do not have any intuition or theoretical justification on
how to choose the parameters ex-ante. In choosing the prior distribution for αi,βi and σi, I follow
Fernandez et al. (2001), who propose a benchmark prior distribution that has little influence on
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the posterior distribution. In particular, they propose to use improper noninformative priors for
the parameters that are common to all models, namely αi and σi. This corresponds to choosing
6
p(α, σ) ∝ 1
σ
. (3.8)
For the βi parameters, I choose the g-prior that was first introduced in Zellner (1986). In particular,
I am setting
p(βi|α, σ,Mi) = fKiN (βi|0, σ2(gX ′iXi)−1), (3.9)
where f qN (w|m,V ) denotes the density function of a q-dimensional normal distribution with mean
m and variance covariance matrix V . In summary, the g-prior says that the prior covariance of β
is proportional to the comparable data-based quantity. For more details, I refer to Zellner (1986).
The final specification to identify the prior distribution of the parameters is the choice of the g-
parameter in equation (3.9). The value of g = 0 corresponds to a perfectly non-informative prior,
while a value of g = 1 implies that prior and data information are weighted equally in the posterior
covariance matrix. While both previous cases are extreme cases, a natural choice would be to
choose a value that lies somewhere in between zero and one according to an information criterion.
In this study, I follow Fernandez, Ley and Steel (2001) and choose g = 1/max{n, k2}, a value
that has been proposed after extensive simulation experiments. In summary, as Fernandez, Ley
and Steel (2001) show, the priors in equation (3.8) and (3.9) allow me to compute the marginal
likelihoods analytically while leading to satisfactory results in simulation test from a posterior and
predictive point of view.
So far I have focused on the specifications for the parameter priors given model Mi. Equation
(3.5) shows that, besides the marginal likelihood, I need to specify the prior model distribution
over the space of all models. I assume, as in Cremers (2002) that each variable is assigned an equal
and independent prior probability of inclusion. This choice is reasonable because I do not have any
a priori belief about which model is more likely to be the right one. More formally, if model Mi
6. This prior choice is called improper, because it is not, in fact, a valid density, in that it does integrate to one.
This is why I use ∝ instead of equality. Nevertheless, it has many desirable properties and provides a close bridge
between Bayesian and frequentist econometrics. I will come back to this point at a later stage.
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consists of Ki explanatory variables out of K total variables, I assign the prior probability
p(Mi) = ρ
Ki(1− ρ)K−Ki (3.10)
where ρ is the probability of inclusion of a particular variable. For example, a choice of ρ = 0.5
assigns equal probability to each model. In the case of, e.g., ρ = 0.25 a model including less vari-
ables is a priori more likely to be the right model. Therefore, the higher the choice of ρ the more
confident I am that a model with a lot of variables is the correct one. I will focus on ρ = 0.5 given
that I do not want to impose to much structure on the model.
Marginal Likelihood Having specified the structure of the model and parameter priors, I can
derive the marginal likelihood in equation (3.7) and consequently the posterior density in equation
(3.5). While many Bayesian models require numerical computations to derive the values of the
marginal likelihood in equation (3.7), my choice of priors allows for a closed form solution. The
marginal likelihood in equation (3.7) can be written as
p(y|Mi) =
∫ ∫ ∫
p(y|α, βi, σ,Mi)p(α, σ|Mi)p(βi|α, σ,Mi)dαdβidσ (3.11)
where p(y|α, βi, σ,Mi) is the normally distributed density of the sampling model in equation (3.4),
p(α, σ|Mi) is the prior density in equation (3.8), and p(βi|α, σ,Mi) is the g-prior in equation (3.9).
Fernandez et al. (2001) show that for these prior specifications I can write
p(y|Mi) ∝ ( g
g + 1
)ki/2[
1
g + 1
y′PXiy +
g
g + 1
(y − y1T )′(y − y1T )]−
N−1
2 , (3.12)
where PXi := IN−Xi(X ′iXi)−1X ′i and y := 1T y/n. Since the marginal likelihoods can be computed
analytically, the same holds for the posterior model probabilities given in equation (3.5).
Mean and Variance of Parameter Space and Forecasts The appeal of the Bayesian frame-
work is that the posterior distribution of any quantity of interest, denoted as φ7, is an average of
the posterior distributions of that quantity under each of the models Mi with weights given by the
7. φ could be for example all the parameters of the model in equation (3.4), or just one of the parameters.
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posterior model probabilities. In particular, I can write
p(φ|y) =
K∑
i=1
p(φ|y,Mi)p(Mi|y) (3.13)
where p(φ|y,Mi) can be typically calculated in standard form and p(Mi|y) is the posterior density
of model i. Following from the rules of probability, I can use the result to calculate the mean and
variance of the quantity of interest as
E(φ|y) =
K∑
i=1
E(φ|y,Mi)p(Mi|y) (3.14)
and
V ar(φ|y) =
K∑
i=1
V ar(φ|y,Mi)p(Mi|y), (3.15)
respectively. An important example for my study is the choice of φ = βi. With this choice, I can
show that the posterior distribution of p(βi|y,Mi) follows a multivariate t distribution with mean
E(βi|y,Mi) = V iX ′iy, and variance V ar(φ|y,Mi) = νs
2
i
ν−2V i where
V i = [(1 + g)X
′
iXi]
−1 (3.16)
and
s2i =
1
g+1y
′PXiy +
g
g+1(y − y1T )′(y − y1T )
ν
(3.17)
where PXi is defined as above. Another example are mean and variance forecasting exercises. Let
φ = rt+1 be a K × 1 vector of commodity risky commodity returns and choose yt = rt. I can
characterise the predictive distribution of rt+1 as
p(rt+1|rt) =
2k∑
i=1
fS(rt+1|n− 1, r + 1
g + 1
x′t,iβ
∗
i ,
n− 1
d∗j
{1 + 1
n
+
1
g + 1
x′t,i(X
′
iXi)
−1xt,i}−1)p(Mi|r),
(3.18)
where fS(x|ν, b, a) denotes the probability density of a univariate Student-t distribution with ν
degrees of freedom, location b and precision a evaluated at x. xt,i is the observation used to predict
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rt+1 for model i, β
∗
i = (X
′
iXi)
−1X ′ir and
d∗i =
1
g + 1
y′MZiy +
g
g + 1
(r − r1T )′(r − r1T ). (3.19)
Given that the posterior of the predictive model has a univariate Student-t distribution, I can
immediately write the conditional mean as
µj,t+1|t := Et[rt+1] =
2k∑
i=1
(r +
1
g + 1
x′t,iβ
∗
i )p(Mi|r) (3.20)
for portfolio j. This equation shows that the mean is a weighted average and scaled version of the
ordinary least square regression framework. This example can be trivially extended to the volatility
forecast by choosing φ = RVt+1 and yt = RVt, which results in the equation
lnσj,t+1|t := Et[RVt+1] =
2k∑
i=1
(RV +
1
g + 1
x′t,iβ
∗
i )p(Mi|RV ). (3.21)
Markov Chain Monte Carlo Model Composition (MC3) Given the specific setup of my
model (linear normal and g-priors), I can calculate all quantities of interest in closed form. Unfor-
tunately, this procedure is computationally demanding in rolling or expanding regressions (used for
out-of-sample forecasts) that re-estimate the model at each time step. To handle the large number
of models, I follow Fernandez et al. (2001) and Cremers (2002) and use the Markov Chain Monte
Carlo Model Composition (MC3) sampling approach, which has been shown to be well suited for
the problem at hand. In short, for each run the algorithm draws a candidate model M∗ from the
model space M1, ...Mk where k = 2
39, accepts it if the model improves the marginal likelihood
from the previous model selection and rejects it otherwise. If the model is rejected it remains at its
previous model draw chain. If the number of Monte Carlo draws is sufficiently large the fraction
of draws for the different models converges to the posterior model probability. To ensure a close
approximation, I sample 500000 models and use the first 50000 draws as a burn-in period to avoid
sensibility of the results with respect to the starting model. More information on the algorithm
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can be found in Fernandez et al. (2001) and references therein.
Statistical Inference and Model Comparison Having derived all the posterior probabilities,
the weighted mean and variance equations, and the mean and variance forecasting equations, I
proposes various statistics to investigate the robustness of explanatory variables in predictive re-
gressions and their relative statistical importance in- and out-of-sample. The first statistic is the
posterior t-ratio, which is defined as the posterior mean of each of the slope coefficients in the
weighted model given by equation (3.14) divided by its corresponding standard error obtained from
equation (3.15). The interpretation of the posterior t-ratio is analog to the classical frequentist t-
ratio but explicitly incorporates model uncertainty. Second, I propose the posterior odd ratio that
is a key tool for model comparison in Bayesian econometrics. The posterior odd ratio is defined as
p(Mi|r)
p(Mi|r) that compares the posterior density of model i to the posterior density of model j. I will use
various specifications of this measure. The third statistic is the cumulative posterior probability
of the predictive variables. I add the model posterior probabilities of each variable across models
in order to measure the probabilities that each of the predictive variables appears in the weighted
forecasting model. For more details on the statistics, I refer to Avramov (2002). The next statistics
are the in- and out-of-sample Bayesian R2, the adjusted mean-squared prediction model (MSPE),
and the root mean square error (RMSE). The definition of the statistics is analogue to the regular
in- and out-of-sample statistics of Campbell and Thompson (2008), Clark and West (2007) and
Goyal and Welch (2008), respectively, where the conditional mean forecasts and consequently the
mean square errors are calculated with the Bayesian forecasting methodology.
3.3.2 Portfolio Choice and Economic Value
In the previous section, I developed the Bayesian estimation framework for an investor who is un-
certain regarding the right choice of the predictive model. In this section, I will apply the Bayesian
forecasting within a dynamic asset allocation framework. Specifically, I consider an investor with a
one-month horizon, who wants to maximize conditional expected returns of a commodity portfolio
by dynamically rebalanceing the portfolio weights to achieve a particular conditional volatility. I
therefore use a classic dynamic mean-variance portfolio choice problem similar to Della Corte et al.
(2008), Thornton and Valente (2012) and Fleming et al. (2001).
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Portfolio Choice Problem The classical mean variance portfolio choice problem states that for
each month t an investor solves the problem
max
wt
[w′tµt+1|t + (1− w′t1)rf ]
s.t.(σ∗p)
2 = w′tΣt+1|twt
(3.22)
where wt is an K × 1 vector of portfolio weights on the risky assets, rf is the return on a risk free
asset, 1 is a K × 1 vector of ones. σ∗p is the target volatility of the portfolio that will be specified
ex-ante. It is well known that the optimisation problem has the solution for the weights, wt, given
by
wt =
σ∗pΣ
−1
t+1|t(µt+1|t − 1rf )
(µt+1|t − 1rf )′Σ−1t+1|t(µt+1|t − 1rf )
. (3.23)
In this article, I am working with futures contracts only, which are zero cost securities. As a
consequence, the return on a futures position is the excess return, which simplifies the formula for
the weights further. I can rewrite equation (3.23) as
wt =
σ∗pΣ
−1
t+1|tµt+1|t
µ′t+1|tΣ
−1
t+1|tµt+1|t
. (3.24)
It should be noted that I do not constrain the weights in any way and therefore allow for unlimited
short and long positions. Given that I trade in futures markets only, which do not present any
natural short selling constraints, the assumption is not restrictive.
The task at hand is to determine the optimal weights of the portfolios, given condition mean
return and volatility predictions. I consider the value of mean and volatility predictions sepa-
rately to understand which predictive model adds economic value. Again, this is not restrictive,
because using both predictive models at the same time will only increase the value of the portfo-
lio allocation. When I consider the value of conditional mean predictions, I use equation (3.20)
to determine µt+1|t and estimate Σt+1|t using a simple rolling scheme, where at each time t, I
estimate the rolling variance/covariance matrix using only returns up to time t. When I con-
sider the economic value of conditional variance predictions I set the conditional mean equal to
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the sample mean µt+1|t = 1t
∑t
i=1 rt+1. For the estimation of Σt+1|t, I follow Bollerslev (1990)
and specify the conditional variance/covariance matrix for each element, at location i and j, as
Σi,j,t+1|t = σj,t+1|tσi,t+1|tρt, where σj,t+1|t is estimated as specified in equation (3.21). For ρt I use
an expanding window of sample correlations of portfolio i with portfolio j. A similar approach has
been used by Della Corte et al. (2008) and Fleming et al. (2001).
Quadratic Utility and Economic Value I use mean-variance analysis with quadratic utility to
rank the performance of competing commodity models, as in West et al. (1993), Fleming et al.
(2001), Della Corte et al. (2008) and Thornton and Valents (2012). The resulting realised utility
of the investor in period t+ 1 can be written as
U(Wt+1) = WtRp,t+1 − λW
2
t
2
R2p,t+1 (3.25)
where Wt+1 is the investor’s wealth at t+ 1, λ is his risk aversion, and
Rp,t+1 = (1− w′t1)rf + w′trt+1 (3.26)
is the period t+ 1 return on this portfolio. Under some regularity assumptions the expected utility
can be shown to be linear homogenous in wealth. When I set the initial level of wealth W0 = 1, I
can write the average realised utility as
U(.) =
T−1∑
t=0
{Rp,t+1 − λ
2(1 + λ)
R2p,t+1}. (3.27)
The appeal of using average realised utility is that I can equate two competing commodity trading
strategies to estimate the economic value as in Fleming et al. (2001). In particular, I assess the
value added from conditional mean prediction model and the conditional volatility model against
weights that are based on the benchmark model. Assume, for example, that a benchmark model
yields the same average utility as holding a conditional model that is subject to additional monthly
expenses of φ, expressed as a fraction of wealth invested. Since the investor would be indifferent
between these two strategies, I interpret φ as the performance fee the investor will pay to switch
from the benchmark model to the conditional model. I estimate this fee by finding the value φ that
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satisfies the equation
T−1∑
t=0
{(RCp,t+1 − φ)−
λ
2(1 + λ)
(RCp,t+1 − φ)2} =
T−1∑
t=0
{RRWp,t+1 −
λ
2(1 + λ)
(RRWp,t+1)
2} (3.28)
where RCp and R
B
p denote the portfolio returns using a dynamic strategy based on conditional
means or volatility and the benchmark, respectively. If φ > 0 then the conditional mean or volatil-
ity prediction add economic value to the model, while φ ≤ 0 is an indication of no predictability.
Another commonly used measure of economic performance in the context of mean-variance analy-
sis, is the Sharpe ratio. The Sharpe ratio is calculated as the average portfolio excess return to its
standard deviation. Given that the Sharpe ratio can underestimate the performance of a dynamic
strategy (Marquering and Verbeek (2004) and Han (2006)), I will only report the Sharpe ratios for
comparison and not as a main decision tool.
Transaction Costs Given the nature of conditional trading strategies, I have to control for the
possible effect of transaction costs. Since, static strategies typically generate a lower turnover than
dynamic strategies, the gain from the dynamic strategy could be partly offset by transaction costs.
It should be noted, however, that I implement the trading strategies in futures markets that require
a rollover of a futures position even for the static portfolio. Nevertheless, it is instructive to consider
transaction costs. I follow Han (2006) and calculate break even transaction costs. Using break even
transaction costs avoids the difficult inference of real transaction costs that are usually dependent
on the type of investor, the value of the transaction, and the nature of the broker. To accomplish
this, I assume that transaction costs equal a fixed proportion, τ , of the value traded in different
commodity futures. The average transaction cost is calculated as τ × V where
V =
1
T
T∑
t=0
k∑
i=1
|wi,t − wi,t−1 (1 + rt)
1 + rp,t
|. (3.29)
The break even transaction cost can then be calculated as (e.g., Jondeau and Rockinger (2008))
τBE =
( 1T
∑T
t=0R
CMP
p,t+1 )− ( 1T
∑T
t=0R
RW
p,t+1)
V CMP − V RW . (3.30)
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I will report the transaction costs if, and only if, the performance fees φ are positive. If the perfor-
mance fees are smaller than zero then the dynamic strategy would not be optimal, independent of
the effect of transaction costs.
3.4 Empirical Results
In this section, I present the main empirical results of the study. All results are based on the
Bayesian Model Averaging (BMA) approach, which selects the best predictive variables in terms
of posterior model probabilities. I study the relative importance of predictive variables for return
and volatility commodity portfolios separately. Furthermore, I distinguish between results for the
global portfolio, sector portfolios and characteristics based portfolios.
3.4.1 Bayesian Model Averaging: In-Sample Analysis
Predicting the Global Portfolio In this section, I present the in-sample baseline results, which
entail the predictability results for global commodity returns and volatilities using the BMA
methodology. For the Bayesian estimation of global portfolio return and volatility predictions,
I restrict the analysis to global commodity-specific, macroeconomic and financial variables as de-
scribed in the data section. I refrain from including sector-specific variables. Furthermore, it is well
known that volatility is fairly persistent. Therefore, in addition to the predictive variables described
above, I include autoregressive terms of volatility (of order one) and for completeness also lagged
return values (of order one) in the model selection setup to focus on information other than that
already incorporated in prices. For the global model setup, I use in total K = 15 variables that
result in k = 215 potential predictive models. This number of models is computationally tractable.
I therefore calculate the posterior probabilities for each model in closed form.
The main results for predicting global commodity portfolio returns and volatility are reported
in Table 3.3, which presents the cumulative posterior probability of each variable being included
in the model. From an economic agent point of view, the cumulative posterior probabilities of
inclusion reflect the belief of how likely it is he should include a variable in the model after seeing
the data. The agent specifies that each model is equally likely to be the right one before seeing
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the data, which implies an ex-ante inclusion probability of each predictive variable of 0.5. If the
cumulative posterior probability for a particular variable is higher than 0.5 the prior belief of the
economic agent is revised upwards and he should include or assign this variable a higher weight in
his model setup. I mark these instances of probabilities that are higher than 0.5 in bold. To get a
better overview of the results, I further sort the variables by their posterior inclusion probability in
descending order. I also display the posterior means and posterior t-ratios of each variable to make
a comparison to classical frequentist econometric frameworks easier. It should be noted, however,
that the posterior t-ratio includes an adjustment for model uncertainty. The frequentist t-ratio and
the Bayesian t-ratio will consequently differ in value.
I find that 4 out of 15 predictive variables have cumulative posterior probabilities that are
higher than 0.5 and therefore add predictive value to the model, while the other variables are dis-
carded as worthless. The low number of significant predictors is surprising given that all variables
have been previously shown to be significant predictors for commodity portfolio returns by other
authors. The finding is, however, consistent with the view that the BMA methodology includes
uncertainty in the model setup (Avramov (2002)) and therefore, can reduce the statistical value a
particular predictor would have in a classical regression framework. I find that the BMA method-
ology emphasises the importance of macroeconomic variables in predicting commodity returns. US
industrial production growth (USIP) and the growth in Baltic Dry Index (BDI) are included in al-
most all models, having cumulative posterior inclusion probabilities of 1 and 0.9, respectively. The
positive Bayesian coefficient estimates imply that growth in USIP and BDI is positively related
to future commodity returns, which is in line with the findings of Bakshi et al. (2011). Also the
posterior t-ratios are significant with values of 3.1 and 2.2 for USIP and BDI, respectively. The
only financial ratio that adds predictive value to the model according to BMA is the short rate
(ShRt), with a cumulative posterior probability of 0.97. The short rate is negatively related to
global commodity returns with a posterior t-ratio of -2.55 similar to the findings of Hong and Yogo
(2013). The positive relation between variables of macroeconomic activity and the negative relation
to the short rate implies that global commodity portfolio returns are pro-cyclical. The pro-cyclical
relation is in sharp contrast to the findings in stock and bond markets that find a counter-cyclical
relation (Cooper and Priestley (2009) and Ludvigson and Ng (2009)). Since expected commodity
returns are high when macroeconomic activity is high, commodities can be viewed as a good hedge
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Table 3.3: Predictive Regressions for Global Commodity Portfolio Returns and Port-
folio Volatility using BMA estimation: This table reports in-sample predictability results
for the global commodity portfolio returns and portfolio volatility, estimated using the Bayesian
Model Averaging (BMA) approach in closed form. The global commodity portfolio is an equally
weighted average across the commodity sectors agricultural, energy, livestock, metals, and precious
metals. The set of predictive variables contains commodity specific variables (global variables only),
macroeconomic variables and financial variables as well as lagged dependent returns and volatility
(RVt−1). In total the number of predictors is 15. The table presents the results separately for
portfolio returns on the 5 left hand columns and for the portfolio volatility on the 5 right hand
columns. The table displays the results for the 15 predictors ranked according to the cumulative
posterior probability of inclusion. From left to right the table reports rank, variable name, cu-
mulative posterior probability of inclusion (Prob), posterior means and posterior t-ratios for each
variable. The posterior means of slope coefficients are obtained by averaging slope estimates by the
posterior model probabilities across all possible model combinations (BMA approach). The poste-
rior t-ratios are adjusted to account for model uncertainty. In particular, the t-ratios are obtained
by dividing the posterior model averaged means across models by its posterior standard error aver-
aged over all models, including model uncertainty that summarizes the dispersion in slopes across
models. Variables with cumulative posterior probabilities of more than 50 percent are marked bold.
The sample period spans from 1973 to 2012.
Portfolio Returns Portfolio (Log) Volatility
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 USIP 1.00 1.43 3.11 1 Vol 1.00 0.29 4.27
2 ShRt 0.97 -0.00 -2.55 2 CPI 0.99 21.32 3.31
3 BDI 0.90 0.82 2.18 3 DefS 0.99 0.14 3.21
4 BaGl 0.62 0.40 1.97 4 DivY 0.98 -0.08 -3.56
5 KGIP 0.21 0.03 0.30 5 BaGl 0.93 1.56 2.23
6 TSpr 0.14 -0.00 -0.16 6 HPGl 0.53 -0.62 -1.59
7 DivY 0.09 0.00 0.07 7 USIP 0.28 -1.26 -0.43
8 TED 0.09 -0.00 -0.08 8 SCGl 0.18 -0.05 -0.23
9 CPI 0.09 0.06 0.07 9 TSpr 0.14 -0.00 -0.16
10 HPGl 0.08 -0.01 -0.07 10 ShRt 0.12 -0.00 -0.15
11 OIGl 0.07 -0.00 -0.05 11 BDI 0.08 -0.17 -0.07
12 Ret 0.06 -0.00 -0.03 12 OIGl 0.08 -0.02 -0.07
13 DefS 0.06 -0.00 -0.02 13 Ret 0.06 0.01 0.04
14 Vol 0.05 -0.00 -0.02 14 TED 0.06 0.00 0.03
15 SCGl 0.05 -0.00 -0.01 15 KGIP 0.05 -0.00 -0.02
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for time-varying investment opportunities in stock and bond markets. An alternative explanation
for the positive relation is that macroeconomic information are not immediately incorporated into
commodity prices due to informational frictions and underreacting agents lead to delayed price
reactions. This explanation corroborates with behavioural theories of Hong and Stein (1999) and
Hong et al. (2000). The final variable of use for the predictive regression is the commodity-specific
futures discount (BaGl). The BaGl enters the regression with a cumulative posterior probability
of 0.62 and has a positive posterior mean coefficient and significant posterior t-ratio of 1.97. The
positive relation is consistent with the view of the futures discount or basis being an ex-ante mea-
sure of expected returns (Szymanowska et al. (2013) and Fama and French (1987)) and contains
information about commodity risk that is not contained in macroeconomic variables. Surprisingly,
most commodity market specific variables such as open interest growth (OIGl) (Hong and Yogo
(2013)), hedging pressure (De Roon et al. (2000) and speculative capital (Acharya et al. (2013) do
not add any value to the predictive regressions. Furthermore, most financial variable do not enter
the predictive regressions suggesting that commodity markets are partially segmented from other
asset classes contrasting the findings of Bailey and Chan (1993) when including model uncertainty.
Next, I study the predictive BMA results using the global (log) commodity volatility as the
endogenous variable presented in the right hand columns of Table 3.3. I find that several variables
add significant value to the predictive model. First, the lagged value of commodity volatility (vol)
enters all predictive regressions consistent with earlier findings that volatility is highly persistent.
The posterior mean is positive and the t-ratio highly significant with a value of 4.27. More interest-
ing, however, is the finding that variables other than pure price-based measure enter the predictive
model with high posterior inclusion probabilities. Growth in inflation (CPI) has a posterior in-
clusion probability of 0.99, a positive posterior mean coefficient and a highly significant posterior
t-ratio of 3.31, suggesting a very strong positive relation between inflation and volatility of com-
modity returns at short horizons. The positive effect can be related to a higher trading activity
during times of inflation since commodities are commonly known to be good inflation hedge. Mele
(2007), on the other hand, argues that inflation has an effect on volatility due to its relation to risk
premia. The latter explanations finds further support in the finding that the financial variables
default spread (DefS) and the dividend yield (DivY) enter the predictive regressions with posterior
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inclusion probabilities of 0.99 and 0.98, respectively. These two variables have been shown to be
ex-ante measures of stock and bond risk premia. The positive (negative) posterior coefficient of
the default spread (dividend yield) suggests that commodity volatility is counter-cyclical; a finding
similar to observations in stock and bond markets (Mele (2007)). The counter-cyclical behaviour is
further confirmed by negative, although insignificant, relations between USIP and BDI with com-
modity volatility. The final two variables entering the predictive regressions are the commodity
market-specific variables global futures discount and global hedging pressure. The basis enters the
regression with an inclusion probability of 0.93, positive posterior mean coefficient and a significant
posterior t-ratio of 2.23. The positive relation is consistent with the predictions of the Theory of
Storage (Ng and Pirrong (1994) and Routledge et al. (2002)). On the other hand, this relation also
corroborates with the view that the futures discount is an ex-ante measure of risk premia. Hedging
pressure is only weakly related to future volatility with inclusion probability of only 0.53. Fur-
thermore, the negative sign of the posterior coefficient seems troubling as higher hedging pressure
is associated with lower inventory levels and higher volatility (Gorton et al. (2007) and De Roon
et al. (2000)). All other variables are discarded as worthless from a posterior perspective.
In Table 3.4, I extend the results from the previous section and report the variables that are
included within the top 5 models according to the posterior model probabilities. Inclusion of a
variable in the return and volatility predicting model is indicated with a bold one and zero oth-
erwise. Consistent with the previous results, I find in Panel A that the macroeconomic variables,
BDI and USIP, and the financial variable; short rate, are included in all top 5 models. The futures
discount is selected in only 2 out of the top 5 models. I also report the frequentist R2 and adjusted
R2 values. All top 5 models have R2 values that are higher than 8 percent and adjusted R2 values
that depart at most 1 percent from their unadjusted counterpart. Eight percent R2 values are
high on a monthly frequency and indeed suggest significant predictive power of the selected mod-
els. Finally, I report the posterior odds ratios. The posterior odd ratios compare posterior model
probabilities of models including only lagged volatility and returns (price based models) with the
posterior model ratios of the top 5 models. All posterior odd ratios indicate significant predictive
ability of the selected models in contrast to the pure price based models. Table 3.4 panel B shows
that 5 variables are included in all top 5 models for the volatility predictability. These variables
are, consistent with the previous results, lagged volatility, global futures discount, inflation growth,
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dividend yield, and default spread. The other significant variables enter in at most 2 out of the
5 top models. Each top 5 model explains more that 25 percent of the variation in volatility and
display significant posterior odd ratios. The R2 values are lower than results from stock and bond
markets (e.g. Christiansen et al (2012)), however, are still highly significant.
By comparing the results from the return and the volatility predictions several findings are
worth mentioning. First, both global portfolio returns and portfolio volatility are predictable. The
results of predictability are even stronger for the volatility predictions than for the portfolio returns,
which is in part attributable to the higher idiosyncratic volatility of returns and the persistence of
volatility. Second, a relatively large portion of the total monthly variation of returns and volatility
can be explained by the top predictive variables in terms of posterior probabilities. I show that
almost 10 percent of return and more than 25 percent of variation in volatility can be explained by
the top 5 models. Third, from an economic perspective, I show that most predictable variation of
portfolio returns can be attributed to macroeconomic variables. In particular business cycles prox-
ies are pro-cyclically related to future returns. On the other hand, commodity portfolio volatility
is mostly related to financial risk premia proxies that also have predictive power for stocks and
bonds. In particular, the dividend yield and default spread have high explanatory power for future
volatility. The only variable that is significant for both returns and volatility is the global futures
discount. The relation of futures discount with returns is consistent with the view that futures
entail a time-varying risk premium, however also indicates that I have omitted important sources
of expected commodity return variation. For the volatility, the findings of a significant basis rela-
tion are consistent with the Theory of Storage, however might also be attributable to risk premia
variation. In summary, the results indicate that returns and volatility of global commodity futures
portfolios are driven by different economic sources. In this article, I only document and compare
the stylised facts of commodity return and volatility variation but a lot more theoretical work is
necessary to explain these observations.
Sector Portfolios In this section, I repeat the previous analysis by focussing on predictive rela-
tions in commodity sector portfolios. In particular, I decompose the global commodity portfolio,
into agricultural, energy, livestock, metal and precious metal portfolios. I include commodity sector
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and cross-sector specific, macroeconomic, and financial variables in the predictive model setup. The
main difference to the global analysis is that I allow all commodity-specific variables to enter the
predictive models across commodity sectors. This decision is motivated by the findings of De Roon
et al. (2000) and Basak and Pavlova (2013), who show that spill-over effects in commodity markets
exist. For example, De Roon et al. (2000) show that hedging pressure effects of particular com-
modities have an effect on other commodity returns. This specification increases the total number
of predictive variables from K = 15 to K = 41 (including lagged values of returns and volatility).
Given the high number of variables, I do not resort to closed form solutions, which are computation-
ally intractable, but rely on MC3 methods as described previously. The Monte Carlo experiment
is based on 500000 repetitions for each commodity sector model and I allow for a burn-in period of
50000 steps to avoid sensibilities to the starting point. Furthermore, I use a shorter sample period
from 1983-2012 given that some sectors, in particular energy commodities, have a later starting date.
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Table 3.5 presents the sector-specific results. As a first observation, I find that almost all sector
portfolio returns and volatilities have some predictive variables with cumulative inclusion proba-
bilities above 0.5. The only exception are livestock portfolio returns. The general observations
of the global portfolio analysis also hold on a sector portfolio level. I find that the baltic dry
and/or US industrial production growth variables are among the best predictors in most sectors
according to the cumulative posterior inclusion probabilities. Furthermore, I find some evidence
that the sector-specific futures discount and, in some cases, cross-sector futures discounts predict
sector level returns. For the commodity portfolio volatility the default spread, the dividend yield
and the inflation growth emerge as key predictive variables. The only sector portfolio that deviates
from this general conclusion are precious metals. I find that the precious metals basis and the
dividend yield are key predictors for portfolio returns with inclusion probabilities of 1 and 0.84 and
posterior t-ratios of 3.97 and 1.82. Macroeconomic variables do not seem to be relevant to predict
precious metal returns. This finding is consistent with the view that gold and silver are mostly
pure financial investments. Proxies for systematic risk premia from stock and bond markets, such
as the dividend yield, are therefore important to describe return variation for precious metals.
Besides these commonalities across commodity sector portfolios, I also find cross-sectional differ-
ences. First, I find that one of the key predictors of portfolio volatility of agricultural commodities
is the aggregate open interest growth (OIAg). In particular, I find that the variable has a negative
posterior mean coefficient. This finding is interesting as it contributes to the literature on the fi-
nancialisation of commodity markets. An increase in capital committed to agricultural markets (as
measured by open interest) leads to a decrease in volatility. This finding supports the view that an
increase in capital invested in agricultural commodity markets actually decreases price volatility.
Second, I find that the TED spread, which is a proxy for funding liquidity, has high explanatory
power for future energy portfolio volatility. In particular, the posterior coefficient estimate pre-
dicts that a decrease in funding liquidity (increase in TED spread) leads to higher energy portfolio
volatility. This finding is consistent with the view that capital constraint speculators cannot fully
arbitrage inefficiencies in energy markets, which leads to an increase in volatility (Acharya et al.
(2013) and Etula (2014)).
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Table 3.5: Predictive Regressions for Sector Commodity Portfolio Returns and Portfolio
Volatility using BMA estimation: This table reports in-sample predictability results for the
sector commodity portfolio returns and portfolio volatility, estimated using the Bayesian Model
Averaging (BMA) approach with an MC3 algorithm. The sector portfolios are constructed as
equally weighted averages within the sectors agricultural, energy, livestock, metals, and precious
metals. The set of predictive variables contains commodity specific variables (cross commodity
predictive variable), macroeconomic variables and financial variables as well as lagged dependent
return and volatility (RVt−1). In total the number of predictors is 31. The table presents the
results separately for portfolio returns on the 5 left hand columns and for portfolio volatility on
the 5 right hand columns. The table displays the results for the top 6 predictors ranked according
to the cumulative posterior probability of inclusion. From left to right the table reports rank,
variable name, cumulative posterior probability of inclusion (Prob), posterior means and posterior
t-ratios for each variable. The posterior means of slope coefficients are obtained by averaging
slope estimates by the posterior model probabilities across all possible model combinations (BMA
approach). The posterior t-ratios are adjusted to account for model uncertainty. In particular,
the t-ratios are obtained by dividing the posterior model averaged means across models by its
posterior standard error averaged over all models, including model uncertainty that summarizes
the dispersion in slopes across models. Variables with cumulative posterior probabilities of more
than 50 percent are marked bold. The sample period for all sectors is from 1983-2012.
Portfolio Returns Portfolio (Log) Volatility
Agriculturals
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 USIP 0.99 1.76 3.84 1 Vol 1.00 0.37 8.37
2 KGIP 0.96 0.00 2.83 2 OIAg 1.00 -1.08 -4.58
3 ShRt 0.52 -0.00 -0.89 3 DefS 0.99 0.14 4.10
4 BDI 0.29 0.23 0.57 4 CPI 0.99 18.12 3.81
5 BaGl 0.20 0.04 0.43 5 DivY 0.97 -0.05 -3.42
6 BaPr 0.11 0.02 0.15 6 BaAg 0.83 1.58 1.92
Energy
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 BDI 0.99 2.43 3.61 1 Vol 1.00 0.43 9.67
2 USIP 0.50 1.38 0.87 2 HPEn 1.00 0.67 4.33
3 OIEn 0.38 0.11 0.70 3 KGIP 1.00 -0.00 -4.09
4 Ret 0.35 0.05 0.65 4 TED 0.99 0.19 3.91
5 HPEn 0.25 0.02 0.51 5 DivY 0.99 -0.09 -3.44
6 HPAg 0.11 0.01 0.27 6 BaEn 0.95 1.09 1.13
Livestock
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 USIP 0.50 0.50 0.88 1 CPI 0.99 32.22 3.73
2 BaLi 0.20 0.02 0.43 2 DefS 0.94 0.14 2.28
3 BaEn 0.11 0.01 0.29 3 DivY 0.90 -0.06 -2.16
4 KGIP 0.09 -0.00 -0.26 4 ShRt 0.83 -0.03 -1.78
5 BDI 0.09 0.03 0.23 5 BDI 0.45 2.99 0.80
6 SCLi 0.08 -0.00 -0.24 6 Ret 0.32 0.08 0.60
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Metals
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 BDI 1.00 2.29 4.72 1 Vol 1.00 0.45 6.73
2 BaPr 0.48 0.31 0.82 2 DivY 0.97 -0.08 -3.34
3 USIP 0.25 0.37 0.51 3 BDI 0.92 -6.55 -2.35
4 HPGl 0.13 0.01 0.31 4 BaEn 0.69 -0.81 -1.29
5 Vol 0.12 0.00 0.30 5 DefS 0.32 0.04 0.60
6 ShRt 0.11 -0.00 -0.26 6 BaGl 0.30 -1.09 -0.56
Precious Metals
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 BaPr 1.00 1.61 3.97 1 Vol 1.00 0.50 11.06
2 DivY 0.84 0.01 1.82 2 Ret 1.00 1.02 4.17
3 TSpr 0.13 -0.00 -0.32 3 DefS 0.99 0.17 3.55
4 SCPr 0.12 -0.00 -0.30 4 KGIP 0.81 0.00 1.68
5 KGIP 0.11 0.00 0.29 5 BDI 0.70 -4.82 -1.28
6 BDI 0.08 0.05 0.23 6 BaPr 0.66 -0.61 -1.20
Characteristics Based Strategies Finally, I investigate the value of commodity market specific
variables, macroeconomic variables, and financial variables in predicting characteristics-based port-
folio returns. I focus on the momentum and basis characteristics that has been shown to generate
significant positive returns in cross-sectional sorts (Szymanowska et al. (2013) and Gorton et al.
(2007)). I focus on returns in the analysis and leave the setup of the estimation methodology
unchanged from the sector portfolio analysis.
Two results emerge: First, I find that basis portfolio returns are not related to any of the
aggregate predictive variables I consider in this study. This finding corroborates with the finding
of Gorton et al. (2007), who show that idiosyncratic sources of risk such as individual inventory
levels drive individual basis movements and therefore, cross-sectional return premia. Another
explanation is that I have omitted important variables in my study or the predictability emerges
at another frequency than monthly. Second, I find that momentum returns are predictable by the
short rate (ShRt) with a posterior inclusion probability of only 0.55. The short rate has a positive
posterior coefficient estimate, which is opposite to the findings for the global portfolio, suggesting
counter-cyclical movements. Consistent with this I find that US industrial production growth is
also negatively related to momentum returns as well, however insignificantly.
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Table 3.6: Predictive Regressions for Characteristics Based Commodity Portfolio Re-
turns and Portfolio Volatility using BMA estimation: This table reports in-sample pre-
dictability results for characteristics based commodity portfolio returns, estimated using the
Bayesian Model Averaging (BMA) approach with an MC3 algorithm. The characteristics based
portfolios are constructed by ranking commodities according to their individual basis and mo-
mentum signal and taking long positions in the top half and a short position in the bottom half.
Then an equally weighted average across all commodities is taken. The set of predictive variables
contains commodity specific variables (cross commodity predictive variable too), macroeconomic
variables and financial variables as well as lagged dependent return variables. In total the number
of predictors is 30. The table displays the results for the top 10 predictors ranked according to the
cumulative posterior probability of inclusion. From left to right the table reports rank, variable
name, cumulative posterior probability of inclusion (Prob), posterior means and posterior t-ratios
for each variable. The posterior means of slope coefficients are obtained by averaging slope esti-
mates by the posterior model probabilities across all possible model combinations (BMA approach).
The posterior t-ratios are adjusted to account for model uncertainty. In particular, the t-ratios are
obtained by dividing the posterior model averaged means across models by its posterior standard
error averaged over all models, including model uncertainty that summarizes the dispersion in
slopes across models. Variables with cumulative posterior probabilities of more than 50 percent are
marked bold. The sample period for all sectors ranges from 1983 to 2012.
Basis Returns Momentum Returns
No. Variable Prob Post.Mean Post t-ratio No. Variable Prob Post.Mean Post t-ratio
1 BaPr 0.26 0.08 0.47 1 ShRt 0.55 0.01 1.82
2 OIEn 0.19 0.01 0.28 2 BaPr 0.35 0.98 1.29
3 KGIP 0.15 -0.00 -0.15 3 USIP 0.19 -0.12 -0.39
4 USIP 0.15 -0.10 -0.36 4 Ret 0.17 -0.01 -0.35
5 DivY 0.14 -0.00 -0.29 5 CPI 0.15 -0.00 -0.27
6 SCPr 0.12 0.00 0.31 6 BaGl 0.13 0.01 0.30
7 OIEn 0.12 -0.00 -0.12 7 SCPr 0.12 0.00 0.27
8 BaEn 0.12 -0.00 -0.10 8 SCGl 0.09 -0.00 -0.07
9 SCEn 0.11 -0.00 -0.09 9 SCAg 0.07 -0.00 -0.07
10 HPGl 0.10 -0.01 -0.30 10 DivY 0.07 0.00 0.11
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3.4.2 Bayesian Model Averaging: Out-of-sample Analysis
Thus far my analysis reveals significant in-sample predictability of portfolio returns and portfolio
volatility for global, sector and characteristics-based commodity portfolios and examines the rel-
ative importance of the predictive variables. However, several recent studies find that significant
in-sample predictability does not necessarily translate into any predictive or economic value for a
real time investor or forecaster (Goyal and Welsh (2007) and Thornton and Valente (2012)). In
this section, I comprehensively test if the predictive results of the previous section generate sig-
nificant out-of-sample (OOS) result and if they add economic value for a real time mean variance
investor as described in section 3.3.2. Importantly, I evaluate all forecasts and portfolio allocation
strategies against the null hypothesis of a forecast model that is based on an autoregressive linear
specification including lagged values of portfolio returns and volatility. The choice of the autore-
gressive benchmark model is more robust than a pure random walk benchmark (Della Corte et al
(2006)) and corroborates with the intention of the paper to evaluate the value added from non-pure
price based measures to forecast commodities. In the statistical OOS tests and the economic value
assessment, I rely on recursive estimation techniques with a learning period. In particular, I first
estimate the models with data from 1 to P and conduct a mean or volatility forecast for time P +1,
next I estimate the models with data from 1 to P + 1 and obtain forecasts for time P + 2. The
final estimation period is from 1 to T − 1. In the model estimation I rely on the MC3 algorithm
for all commodity portfolios given the computational intensity. I use 100000 Monte Carlo runs and
a burn-in period of 10000 runs.
Statistical Measures: I start examining the statistical out-of-sample value of commodity-specific
variables, macroeconomic variables, and financial variables in predicting global, sector, and characteristic-
based commodity portfolio returns and portfolio volatility. Table 3.7 and 3.8 reports the results
from several out-of-sample statistics including the out-of-sample R2, by Campbell and Thomp-
son (2008), the adjusted mean-squared prediction model, by Clark and West (2007), and the root
mean square error. I evaluate the out-of-sample forecasts based on the Bayesian Model Averaging
(BMA) approach and the Best Bayesian Model (BBM), which is chosen according to the highest
posterior probability across model combinations. I use the autoregressive baseline model as the
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Table 3.7: Out-of-sample Statistical Criteria for BMA Combination Forecasts of Global
Portfolio Returns and Portfolio Volatility: This table presents the out-of-sample R2 statistic
(OOS R2), the MSPE-adjusted t-statistic (MSPE), and root mean square error (RMSE) for com-
bination forecasts of global commodity returns and volatility using the Bayesian Model Averaging
approach (BMA) and the Best Bayesian Model (BBM). The BBM is chosen according to the high-
est posterior probability across all model combinations. The set of predictive variables contains
commodity specific variables (cross commodity predictive variable), macroeconomic variables and
financial variables as well as lagged dependent return and volatility. All forecasts are evaluated
against the null hypothesis that the BMA model does not significantly improve a forecast based
solely on a constant and lagged values of global portfolio returns and portfolio volatility. Results
are based on an expanding estimation window that starts at T0 = 1990, 1995, 2000 and 2005.
Global Portfolios
Returns (Log) Volatility
BMA BBM BMA BBM
T0 = 1990
OOS R2 0.071 0.055 0.055 0.049
MSPE 3.126 3.522
RMSE 0.001 0.001 0.005 0.005
T0 = 1995
OOS R2 0.080 0.064 -0.015 -0.029
MSPE 2.954 3.392
RMSE 0.002 0.001 -0.001 -0.002
T0 = 2000
OOS R2 0.077 0.057 -0.049 -0.072
MSPE 2.673 2.989
RMSE 0.002 0.001 -0.004 -0.005
T0 = 2005
OOS R2 0.097 0.069 -0.093 -0.128
MSPE 2.163 2.383
RMSE 0.003 0.002 -0.007 -0.010
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null hypothesis of no predictive value added.
Table 3.7 reports the out-of-sample forecast evaluation results for global portfolio returns on
the left hand columns and global portfolio volatility on the right hand columns. The results are
reported for different starting values for the first forecast (T0 = 1990, 1995, 2000 and 2005). I find
that predictive models augmented with commodity specific variables, macroeconomic variables, and
financial variables generally outperform the autoregressive bench mark model for portfolio returns
as indicated by the out-of-sample test statistics. The out-of-sample R2 are consistently positive
and the adjusted mean-squared prediction models consistently statistically significant across the
various forecasting periods. This behaviour is true for the BMA combination forecast model as well
as the BBM, however the BBM values are generally less significant than the BMA results. Another
observation is that the forecasting performance increases with the starting date. The results for
the global portfolio volatility are less encouraging. Even though I find that the out-of-sample
statistics are significant for the first starting date T0 = 1990, all other forecasting horizons show
that the autoregressive model outperforms the BMA and BBM model. Table 3.8 reports the out-
of-sample forecast evaluation results for sector and characteristics based portfolio returns in Panel
A and sector portfolio volatility in Panel B. The results are reported for different starting values
for the first forecast (T0 = 1990, 1995 and 2000). Similarly to the global results, I find that BMA
and BBM forecasts generally outperform the autoregressive model for sector portfolio returns.
Again the out-of-sample R2 are consistently positive and the adjusted mean-squared prediction
models consistently statistically significant across the various forecasting periods. The best out-
of-sample statistics can be observed for energy commodity portfolios, while livestock portfolios are
only marginally predictable out-of-sample.
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I cannot observe the pattern of increasing statistical value with starting date, as in the global
portfolios, for the sector portfolios. Within the characteristics-based portfolios, I do not find any
evidence of out-of-sample predictive power for the basis sorted portfolio, consistent with the findings
in the in-sample section. On the other hand, I find that the BMA and BBM models have some
incremental power in predicting momentum portfolios out-of-sample. In particular the forecasting
results starting at T0 = 1990 show significant test statistics but deteriorate with starting date. The
results for out-of-sample combination forecasts of BMA and BBM for sector portfolio volatility are
generally less significant than the return forecasts or not significant at all. Again, I find that the
forecasting power deteriorates with the starting date. Nevertheless, some sector portfolios such as
agricultural and livestock commodities show significant predictive power across sub samples.
In summary, I find significant results that portfolio returns are predictable out-of-sample for
global, sector, and momentum portfolios. On the other hand, predicting portfolio volatility does
not add significant value in comparison to an autoregressive model.
Economic Value: Next, I study the economic value of the forecasting models as outlined in
section 3.3.2. In particular, I analyse the performance of a dynamically rebalanced mean variance
portfolio, constructed using the Bayesian forecasts for conditional means and conditional volatility.
The comparability of this analysis is based on the performance fees, φ, a US investor is willing to
pay for switching from a autoregressive forecasting model that includes only autoregressive terms
of portfolio returns and portfolio volatility to a Bayesian model that weights commodity specific,
macroeconomic variables and financial variables according to their posterior probabilities in the
forecasting regression. I present the results separately for conditional mean and volatility forecasts.
For the economic evaluation of the conditional mean forecasts I estimate the predictive model of the
mean using the BMA and BBM approach, compare it to the value of the pure autoregressive model
and estimate in both cases the conditional variance-covariance matrix using an expanding window of
the sample variance-covariance estimator. For the economic evaluation of the conditional volatility
forecasts I use the predictive models of conditional volatility using the BMA and BBM approach
and estimate the correlation using an expanding window of sample correlations as described in
section 3.3.2 in more detail. In this setting I set the conditional mean equal to its sample mean. I
present the results for different degrees of relative risk aversion equal to either δ = 3 or δ = 8.
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Panel A of Table 3.9 presents the out-of-sample performance fees for a dynamic strategy with
BMA and BBM forecasted mean returns for commodity sector portfolios in a multivariate portfolio
allocation approach. The results provide robust evidence against the null hypothesis of an autore-
gressive benchmark model as all performance fees based on the out-of-sample Bayesian forecasts,
BMA and BBM, are positive and high. For example, when selecting δ = 3 and σ∗p = 10% the annual
performance fees from switching away from the benchmark autoregressive model is 551bps for BMA
and 670bps for BBM forecasts. In all possible combinations of risk aversions and volatilities the
BBM model generally outperforms the BMA model. The highest annual performance fee overall is
801bps for the BBM forecast, δ = 3 and σ∗p = 12%. Furthermore, I find that the performance fees
for BMA and BBM forecasts are decreasing with the level of risk aversion. For comparison, I also
display the annualised Sharpe ratios of the dynamic portfolio models and find that they are as high
as 0.7 and 0.64 for the BBM and BMA mean forecast, respectively. The values of the Sharpe ratios
decrease with increasing volatility. In summary, there is clear economic evidence on the improve-
ment in performance using commodity specific variables, macroeconomic variables and financial
variables relative to the autoregressive benchmark. Figure 3.1 presents the cumulative returns of
the dynamic strategies generated with BMA and BBM forecasts. For comparison, I also plot the
cumulative returns of the autoregressive benchmark and the returns to basis and momentum trad-
ing strategies. Miffre and Rallis (2007) and Fuertes et al. (2011) show that basis and momentum
strategies generate large economic profits in comparison to a long only equally weighted commodity
strategy. A visual inspection of figure 3.1 reveals that the dynamic strategies based on BMA and
BBM are as profitable or even more profitable than basis and momentum strategies. All strategies
generate high economic profits in comparison to the autoregressive benchmark.
To better understand the differences between dynamic strategies based on BMA and BBM
forecasts and the autoregressive benchmark model, I plot in Figure 3.2 the estimated portfolio
weights for each dynamic strategy. In both cases I observe that the volatility of the BMA and
BBM portfolio weights is much higher than for the autoregressive model. In particular, in Figure
3.2, it can be seen that for all sectors the weights switch frequently from long to short position and
vice versa. In the autoregressive model the portfolio weights remain constantly short or long along
the time period with the agricultural commodities being an exception.
The volatile portfolio weights can be dangerous for the dynamic BMA and BBM strategy. The
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Figure 3.1: Cumulative Returns of Global Portfolio Allocation Using BMA and BBM
Forecasts and Comparisons: This figure displays the out-of-sample cumulative returns of a
mean/variance optimal portfolio with conditional expected BMA and BBM forecasts, the random
walk benchmark, the basis and the momentum portfolio. The maximum return strategy builds an
efficient portfolio by investing in monthly returns of agricultural, energy, livestock, precious and
metal portfolios considering all predictive variables. The sample runs from 1990 to 2012.
frequent changes in portfolio weights can render the strategy to be to costly to implement relative
to the autoregressive benchmark. In particular, if transaction costs are sufficiently high they can
wipe out the performance gains from a dynamic strategy. I address this issue similar to Della
Corte et al. (2006) by computing the break-even transaction cost, τBE , as the minimum monthly
proportional cost, which cancels out the utility advantage of a Bayesian strategy relative to the
autoregressive strategy. An investor, who pays lower transaction cost than, τBE , will prefer the
Bayesian strategy. The, τBE , are expressed as monthly basis points. Panel A of Table 3.9 presents
the break even transaction costs for each risk aversion and volatility combination. The τBE are
all positive, large, and are around 280bps and 330bps per month for BMA and BBM forecasts,
respectively. In summary, I conclude that the economic value of the dynamic commodity strategies
I reported is robust to the inclusion of transaction costs.
Panel B of Table 3.9 presents the out-of-sample performance fees for a dynamic portfolio allo-
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Figure 3.2: Dynamics of Portfolio Weights of Global Portfolio Allocation Using BMA
and BBM Forecasts and Weights of Autoregressive Benchmark: The figure displays the
time variation of the optimal weights of a mean/variance optimal portfolio with conditional expected
BMA and BBM forecasts and for the autoregressive benchmark. The optimal weights are displayed
for agricultural, energy, livestock, precious and metals portfolio for the time period of 1990 to 2012.
cation strategy with forecasted volatilities. The finding is consistent with the statistical evidence
in that I do not find any positive performance fee and therefore, no economic gain of includ-
ing commodity specific variables, macroeconomic variables, and financial variables relative to the
autoregressive benchmark in the predictive regressions. In fact, the performance fees are even neg-
ative, however, very close to zero.
Next, I examine the relative economic value that each of the predictive variable classes add to
the overall performance of a dynamically rebalanced mean variance portfolio. To do so, I include
only either commodity market-specific variables, macroeconomic variables, or financial variables to
generate BMA and BBM forecasts and estimate the portfolio weights. Table 3.10 reports the results
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Table 3.10: Economic Value of Global Portfolio Return and Portfolio Volatility Pre-
dictability using BMA Combination Forecasts for Specific Predictor Classes: This ta-
ble shows the results from a conditional multivariate mean variance portfolio strategy, based on
conditional mean forecasts for specific forecasting variables, for all sector commodity portfolios
(Agriculturals, Energy, Livestock, Metals and Precious Metals) together. Reported are the out-
of-sample performance fees (φ) and break even transaction costs (τBE) for three ex-post target
portfolio volatilities (8%, 10%, and 12%). The fees represent the maximum percentage an investor
with quadratic utility and a degree of relative risk aversion equal to either δ = 3 or δ = 8 is will-
ing to pay to switch from a conditional mean forecast model with lagged returns and volatility to
a model that utilizes only macroeconomic (Panel A), commodity market specific (Panel B), and
financial variables (Panel C) in a BMA or BBM combination forecast framework. BMA denotes
the combination forecasts based on the Bayesian model averaging framework and BBM is the best
Bayesian model that considers only the forecast variables that were included in the model with the
highest posterior probabilities. τBE is defined as the minimum monthly proportional costs which
would cancel out the utility advantage of the given strategy. τBE is only reported whenever φ is
positive. The performance fees are in annual basis points and the transaction costs in monthly
basis points. All out-of-sample results are based on the period from January 1990 to September
2012.
Panel A: Macroeconomic Predictors
δ = 3 δ = 8
BMA BBM BMA BBM
σ∗p φ τBE Sharpe φ τBE Sharpe φ τBE φ τBE
8% 384.22 194.37 0.58 394.13 187.85 0.59 341.49 194.26 370.83 187.85
10% 466.82 194.59 0.53 484.95 188.10 0.54 399.46 194.49 447.87 188.10
12% 544.00 194.79 0.51 572.67 188.32 0.52 446.26 194.69 518.56 188.32
Panel B: Commodity Market Specific Predictors
δ = 3 δ = 8
BMA BBM BMA BBM
σ∗p φ τBE Sharpe φ τBE Sharpe φ τBE φ τBE
8% 101.55 24.41 0.34 54.57 11.79 0.29 79.52 24.37 48.71 11.79
10% 120.53 24.45 0.29 66.34 11.80 0.25 86.47 24.41 57.09 11.80
12% 136.93 24.47 0.27 77.36 11.80 0.22 88.20 24.44 63.95 11.80
Panel B: Financial Predictors
δ = 3 δ = 8
BMA BBM BMA BBM
σ∗p φ τBE Sharpe φ τBE Sharpe φ τBE φ τBE
8% 19.99 3.71 0.25 64.92 51.19 0.30 36.65 5.14 47.65 51.19
10% 27.45 4.03 0.21 74.22 56.40 0.26 50.95 5.59 45.51 56.40
12% 35.90 4.48 0.18 80.74 63.63 0.23 67.31 6.20 37.67 63.63
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from the restricted Bayesian forecasting and economic value assessment. As a first observation I
find that for each predictor class the performance remains positive and independent from the risk
aversion and volatility level. These findings indicate that each variable class has some economic
value to generate the overall performance. However, I find large cross-sectional differences. Table
3.10 Panel A to Panel C reports the performance fees and transaction costs for macroeconomic,
commodity-market specific and financial variables, respectively. The macroeconomic variables con-
tribute most of the overall performance fees with values of up to 572bps per year, followed by
the commodity market specific variables that generate a performance fee of up to 136bps and the
financial predictors having a performance fee of only up to 80bps. These findings resemble the re-
sults from the statistical analysis that suggests macroeconomic variable being the main predictors
of commodity returns. When observing the break even transaction costs, the only economically
viable strategy is the macroeconomic strategy with τBE of up to 200bps, while τBE is only up to
90bps for commodity specific and 80bps for financial variables. In this final section, I present two
robustness test. First, Table 3.11 repeats the previously performed analyses for four sub-samples
(1990-1995, 1995-2000, 2000-2005, and 2005-2012). While the general conclusions of the previous
sections remain the same, some addition features of the dynamic portfolio allocations appear. I
find that the predictive relations do not add economic value in the early sample from 1990-1995 for
all predictors and predictor classes. The performance of the predictive relations increases, however,
in the periods from 1995 to 2012 and is in most cases positive. In particular the late period from
2005 to 2012 is characterised by high economic profits using macroeconomic predictors. The eco-
nomic evaluation of the BMA and BBM forecasts is, furthermore, independent of the Sharpe ratio
the strategy generated in the particular time period. Second, Table repeats the dynamic portfolio
allocation using the global commodity portfolio as the only risky asset. I, therefore, first equally
weight the sector portfolios, then estimate the BMA and BBM return and volatility forecasts and
finally calculate the optimal mean/variance weights to generate the dynamic strategy. I find that
the performance fees to switch from the autoregressive benchmark model to the dynamic BMA
and BBM strategy are higher than for the multivariate sector portfolio strategy. In particular the
performance fees accumulate up to 1119bps per year for σ∗p = 12% and δ = 3. At the same time
the break even transaction costs are as high as 520bps per month and the Sharpe ratio is almost
0.9. The high performance is related to the higher statistical significance of the predictive relations
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Table 3.11: Economic Value of Sector Portfolio Return and Portfolio Volatility Pre-
dictability in Subsample Analysis: This table shows the results from a conditional multivari-
ate mean variance portfolio strategy, based on conditional mean and volatility forecasts, for all
sector commodity portfolios (Agriculturals, Energy, Livestock, Metals and Precious Metals) for 5
year sub-samples. Reported are the out-of-sample performance fees (φ), break even transaction
costs (τBE) and Sharpe ratio for ex-post target portfolio volatility of 10%. The fees represent the
maximum percentage an investor with quadratic utility and a degree of relative risk aversion equal
δ = 3 is willing to pay to switch from a conditional mean and volatility forecast model with lagged
returns and volatility to a model that utilizes all commodity market specific, macroeconomic and
financial variables in a BMA or BBM combination forecast framework. Panel A reports the results
when all predictors are included and Panel B-D when only, macroeconomic, financial and commod-
ity market specific variables are included. τBE is defined as the minimum monthly proportional
costs which would cancel out the utility advantage of the given strategy. The performance fees are
in annual basis points and the transaction costs in monthly basis points. The results are based on
the period from January 1990 to September 2012.
Panel A: All Predictors
BMA BBM
φ τBE Sharpe φ τBE Sharpe
1990-1995 -117.76 - 0.22 -2.67 - 0.26
1995-2000 440.94 113.34 0.59 433.82 138.19 0.63
2000-2005 488.86 35.20 0.80 509.97 56.40 0.88
2005-2012 1165.43 452.75 0.43 1132.61 531.35 0.40
Panel B: Macroeconomic Predictors
φ τBE Sharpe φ τBE Sharpe
1990-1995 -140.12 - 0.37 -222.12 - 0.33
1995-2000 335.57 151.58 1.01 628.72 130.61 0.99
2000-2005 234.39 85.46 0.34 232.57 79.38 0.35
2005-2012 1267.52 417.39 0.91 1491.78 400.35 0.93
Panel C: Commodity Market Specific Predictors
φ τBE Sharpe φ τBE Sharpe
1990-1995 42.41 27.13 0.67 -652.51 - 0.21
1995-2000 793.99 134.24 0.94 1004.36 133.06 0.95
2000-2005 -136.12 - 0.40 -332.32 - 0.30
2005-2012 485.41 93.76 0.04 574.37 77.95 -0.03
Panel D: Financial Predictors
φ τBE Sharpe φ τBE Sharpe
1990-1995 -635.93 - -0.00 -686.14 - -0.04
1995-2000 -442.73 - -0.05 -56.38 - 0.32
2000-2005 -80.74 - 0.51 21.61 - 0.56
2005-2012 198.74 135.01 -0.25 190.89 123.48 -0.25
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when examining the global portfolio in the previous section. I do not find any economic significance
for volatility predictions.
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3.5 Conclusion
This chapter provides a comprehensive analysis of return and volatility predictability in commodity
markets by commodity market specific, macroeconomic and financial variables. My main goal is
to shed light on the relative statistical value of each predictive variable and to conduct robust
out-of-sample inference using statistical and economic criteria. Compared to previous literature I
extend the setup of the analysis in three key dimensions: First, I allow for a comprehensive set
of predictive variables, that have previously been shown to possess forecast power for commodity
returns, to enter the predictive regressions. Second, I use Bayesian model averaging to conduct a
comprehensive analysis of selection and combination forecasts to infer the value added from each
predictive variable. Third, I use dynamic portfolio strategies to assess the economic value added
from commodity return and volatility forecasts.
I find that portfolio returns and volatility are predictable using economically motivated vari-
ables. I draw this conclusion from significant posterior inclusion probabilities of predictive variables
within the Bayesian model averaging methodology. In particular, for commodity returns, I find that
macroeconomic variables of industrial production growth play a dominant role in the predictive re-
gression. For the predictability commodity volatility I find information content in inflation growth,
dividend yields, and default spreads. The finding suggests that commodity returns and volatility
are driven by distinct information sources. The results for commodity return predictability are also
supported in realistic out-of-sample settings. I find that commodity return predictions add robust
statistical and economic value in a real time setting.
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CHAPTER 4
OPTIMAL FUTURES PORTFOLIOS AND HEDGE FUND CAPITAL
4.1 Introduction
Futures contracts have become an integral part in many diversified portfolios. In particular dy-
namic trading strategies that exploit the predictable variation of futures returns such as carry and
momentum strategies have attracted the interest of a variety of institutional investors. Carry strate-
gies relate the directly observable current spread between futures and spot price to the expected
return on an asset (Koijen et al. (20012)), while momentum strategies resort to a purely statistical
measure that relates an asset’s expected return to its own past return (Moskowitz et al. (2011)).
Moskowitz et al. (2011) and Koijen et al. (20012) show that carry and momentum signals predict
expected returns in futures markets consistently across asset classes leading to significant trading
profits. The high profitability of carry and momentum strategies has generated a wide debate as
to the underlying explanations for the significant return premia, and presents a strong challenge to
standard finance theory1.
In this article we contribute to the literature by studying the economic anatomy of optimal
portfolios based on carry and momentum signals in a unifying framework. We take the viewpoint
of a risk averse investor who maximizes his expected utility of a portfolio of futures contracts across
equities, bonds, currencies, commodities and metals. We model the portfolio weights of each asset
as a function of the asset’s momentum and carry signal using the parametric portfolio approach
by Brandt et al. (2009). Our data covers the period from January 1980 to January 2012, and we
study the cross section of up to 54 futures contracts spanning across the asset classes of currencies,
commodities, equity indices and bonds.
Besides using the parametric portfolio choice framework, we go beyond previous research in carry
and momentum strategies by (a) providing an in-depth analysis of the performance of the optimal
1. Most research on the profitability of carry and momentum strategies has focused on momentum in equity
markets, Fama and French (1992), Jegadeesh and Titman (1992) and Grinblatt and Moskowitz (2004), and carry in
currency markets, Burnside et al. (2008), Lustig and Verdelhan (2008) and Menkhoff et al. (2011). More recently the
concepts have been generalized for other asset classes or across asset classes, e.g., Menkhoff et al. (2012) and Gorton
et al. (2007) for momentum in currency and commodity markets, respectively, or Asness et al. (2013),Moskowitz et al.
(2011) and Koijen et al. (20012) for momentum and carry strategies across asset classes. Theoretical explanations
for the return premia, generally fall into the categories, rational risk-based (e.g. Fama and French (1996), Jegadeesh
and Titman (2002), Sarno et al. (2012)), or characteristics-based models (e.g. Moskowitz and Grinblatt (1999)), and
explanations based on limits to arbitrage (e.g. Jylha¨ and Suominen (2011), Lesmond et al. (2004))
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portfolios, including a detailed description of the characteristics of the strategy returns and portfolio
weights, the sensitivity of the returns to changes in risk aversion levels, and the return profile
over time, (b) studying the relative contribution of carry and momentum signals for the return
attribution in a statistical framework, (c) studying the diversification benefit of including optimal
futures portfolios in traditional and non-traditional equity and bond portfolios,(d) quantifying the
importance of transaction costs, (e) study the relation to standard and non standard risk factors
and investigate the performance over the business cycle, and (f) study the influence of institutional
investors, in particular Hedge Funds, on the profitability of the trading strategies.
We find large and significant return premia to optimal futures portfolios based on carry and
momentum, when estimating the parametric portfolio policy in- and out-of-sample. The certainty-
equivalent (CE) gain from investing in optimal carry and momentum strategies relative to the risk-
free rate is 15 percent per annum (p.a.) and has a Sharpe ratio of 1.2. The CE and Sharpe ratio are 8
percent and 0.5 higher, than the performance of a volatility weighted long-only portfolio, suggesting
that a large part of the additional return premia can be attributed to the predictable variation of
excess futures returns due to the carry and momentum signal. We find that the optimal out-of-
sample portfolio weight of the momentum signal is 1.5 times the carry signal, nevertheless, both
signals contribute statistically significantly to the performance of optimal carry and momentum
strategies. Increasing the level of risk aversion reduces the allocation to carry and momentum
strategies, however the relative importance of carry and momentum signal in the portfolio remains
constant. Furthermore, we find that the diversification benefit of including optimal carry and
momentum strategies in portfolios of stock market factors and bonds, as in Barroso and Santa-
Clara (2013) and Burnside et al. (2006), is highly desirable from an investors perspective. We
find that including optimal carry and momentum strategies in a traditional portfolio increases the
Sharpe ratio on average by 0.7 out-of-sample. Even more important, the inclusion reduces the
skewness and kurtosis of the original portfolios and therefore minimizes the overall risk.
In order to understand the high returns to optimal futures portfolios, we investigate if they can
be explained by (i) the inclusion of transaction costs, (ii) traditional risk factors, business cycle and
liquidity risk, and (iii) institutional investors influences related to segmented markets. First, we
find that transaction costs do not play a significant role in explaining the significant return premia.
Even though the inclusion of transaction costs marginally reduces the Sharpe ratio of the optimal
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futures portfolios they cannot account for the full return premia. The result is not surprising given
that transaction costs in futures markets are much smaller than in equity and currency markets.
Second, we test if time variation in optimal futures portfolios can be explained by traditional risk
factors, business cycles (e.g., Cooper and Priestley (2009), Ludvigson and Ng (2009) and Chordia
and Shivakumar (2002)) and liquidity risk (e.g., Brunnermeier et al. (2008)). While tradition risk
factors such as Fama and French (1992) three factor model, the value and momentum ”everywhere”
factors of Asness et al. (2013) and liquidity risk (Pastor and Stambaugh (2002)) do not explain
the full extend of the return premia we find that macroeconomic and common systematic variables
predict the returns to optimal carry and momentum portfolios. We find that the relation between
macroeconomic variables and optimal futures returns is pro-cyclical consistent with the findings of
Chordia and Shivakumar (2002) but inconsistent with the tradition macro finance view that asset
risk premia are countercyclical (Cochrane (2011)).
Third, we test if institutional investors and in particular hedge fund activity has an effect on
the return premia to optimal futures portfolios. Recently, the literature in financial economics has
started to investigate the influence of segmented markets on the return generating process, e.g.,
Brunnermeier (2008), Gabaix et al. (2007) and Daniel (2011). Segmented markets have an effect on
expected returns because financial agents, who are active in a particular market, have only limited
risk sharing abilities. Most theoretical models predict that expected returns are related to capital
and capital flows deployed in the asset classes. The limited risk bearing capacity of speculators
generate downward sloping demand curves that result in a positive relation between capital flows
and contemporaneous returns. Consequently, expected returns are negatively correlated with the
total capital committed within an asset class. We view the returns of carry and momentum strate-
gies through the lens of segmented markets, exploring the relation between speculative capital and
the profitability of the trading strategies.
Consistent with the theoretical predictions of segmented market models, we find that speculative
capital of hedge funds is a strong determinant of the time-varying profitability of optimal carry and
momentum strategies. We first show that the returns to carry and momentum strategies account
for a large fraction of aggregated hedge fund returns, with 40 percent of hedge fund return variance
across styles explained by market and optimal carry and momentum factors. Although it is not
the main focus of the paper, we note that the optimal carry and momentum strategies explain on
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average a larger fraction of hedge funds returns, and further reduce the statistical significance of
the residual alpha, than the factors of Fung and Hsieh (2004). We next regress optimal carry and
momentum returns on contemporaneous capital flows and lagged total assets under management
(AUM) in the hedge fund industry. We find that hedge fund capital flows are positively related
to the strategy returns, while total AUM negatively predicts expected returns, consistent with the
theoretical predictions of segmented market theories.
To understand the relative contribution of business cycle risk and hedge fund capital flows, we
run regressions of strategy returns on hedge fund variables together with macroeconomic business
cycle indicators. We find that the hedge fund variables completely drive out the predictability of the
macroeconomic variables. This suggests that the strategy return and business cycle relation is due
to pro-cyclical capital flows into the hedge fund industry. For robustness we re-run all regressions on
a long-only portfolio. Here, we find that expected returns are counter-cyclically related to business
cycle conditions, consistent with macroeconomic theory, and are not related to speculative capital
of hedge funds.
This chapter differs from the recent literature in five main aspects. First, we study the returns of
optimal dynamic futures portfolios conditioned on carry and momentum signals from the perspec-
tive of a utility maximizing risk averse investor. Most studies on trading strategies focus on simple,
equally or cross-sectionally weighted, portfolios. This choice is guided by evidence that simple allo-
cation rules tend to outperform more complex optimized portfolios (e.g., DeMiguel et al. (2009)).
However, this simplified framework ignores uncertainties that investors face. Namely, investors
have to deal with the signal choice, the weighting of each signal, their risk preferences and be aware
of changing cross and inter asset class correlation changes. In the setting of Brandt et al. (2009)
we can accommodate preference structures other than simple mean-variance utility functions. The
main advantage of using a preference structure such as utility with constant relative risk aversion
(CRRA) is that it incorporates preferences to higher-order moments in a parsimonious manner.
This feature is particularly desirable when studying momentum and carry strategies that are ex-
posed to crash risks leading to negatively skewed return distributions, e.g., Brunnermeier et al.
(2008). Second, the parametric portfolio approach avoids the need to model all the moments of the
conditional return distribution. The methodology makes the portfolio estimation computationally
tractable and avoids the estimation of a high dimensional parameter space. Third, our framework
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allows us to study the joint contribution of carry and momentum signals to the return process
together in a unifying framework. Most recent studies of carry and momentum have focused on
the strategies individually, however there are indications that the correlation between carry strate-
gies and momentum strategies is very low, e.g., Menkhoff et al. (2012) and Koijen et al. (20012).
Analogous to Asness et al. (2013), who combine value and momentum strategies, combining carry
and momentum strategies can not only add to the diversification benefit from a portfolio allocation
perspective, but also helps us to understand the common drivers of strategies from an asset pricing
perspective. Fourth, besides the in-sample results we also report extensive out-of-sample statistics.
This is important give that for example Daskalaki and Skiadopoulos (2011) show that the benefit
of including commodities in a diversified portfolio of a utility maximizing investor is significant in-
sample, but commodities do not add significant value out-of-sample. Fifth, we study the predictable
variation of futures returns across a wide range of asset classes; commodities, currencies, bonds,
and equities. Most previous studies on momentum and carry strategies resort to individual asset
classes. Studying return variation across asset classes reduces the influence of idiosyncratic asset
class specific sources of risk, and helps us to identify systematic sources of variation. We therefore
contribute to the recent asset pricing literature that attempts to develop financial theories that are
applicable to a variety of asset classes, markets and strategies together in a unifying framework,
see Asness et al. (2013), Koijen et al. (20012) and Moskowitz et al. (2011).
The remainder of this chapter proceeds as follows. In Section 4.2 we describe the construction
of optimal parametric portfolios by Brandt et al. (2009) that we adapt to accommodate asset
classes with various levels of volatility, the data we use, how we construct futures returns and
our construction of the momentum and carry signal. In section 4.3 we describe the data used.
In Section 4.4 we characterize optimal carry and momentum portfolios in terms of profitability,
changing risk aversion, risk exposure, transaction costs and diversification benefit. Section 4.5
presents the empirical results of the theoretical explanations for time variation in returns and
Section 4.6 concludes.
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4.2 Portfolio Construction and Data
In this section we describe the general framework of parametric portfolio construction introduced
by Brandt et al. (2009) and adapt it to futures markets that feature different level of contract
specific volatilities. Furthermore, we provide details on the data we use and the construction of
tradable futures return series, as well as the construction of carry and momentum characteristics.
4.2.1 Optimal Futures Portfolios with Predictable Returns
We optimize futures portfolios from the perspective of a risk averse utility maximizing investor,
who has access to futures markets across a range of asset classes. The investor’s problem is to
maximize conditional expected utility of the portfolio return, rp,t+1, by choosing portfolio weights
wi,t for Nt futures contracts, where each futures contract, i, has a return of ri,t+1 from date t to
t+ 1,
maxEt [u(rp,t+1)] = max
{wi,t}Nti=1
Et
[
u
(
rft +
Nt∑
i=1
wi,tr
i
t+1
)]
. (4.1)
We assume the investor has constant relative risk aversion (CRRA) utility, with risk aversion factor
γ. The main advantage of CRRA utility is that it incorporates preferences to higher-order moments.
In contrast to standard mean variance utility, which focuses purely on preferences in the first two
moments of the distribution of portfolio returns, CRRA utility penalizes kurtosis and skewness
(Brandt et al. (2009)).
Optimizing the portfolio using a traditional optimization approach requires the investor to
model the joint distribution of returns and characteristics. The investor is required to estimate the
conditional means, variances, and covariances of all asset returns as a function of their characteris-
tics. If the investor uses a utility function other than the quadratic one the parameter estimation
for the skewness, kurtosis and even higher moments, by portfolio optimization becomes extremely
challenging and robust estimates are difficult to obtain.
To address this problem we adapt the recently developed portfolio optimization methodology
by Brandt et al. (2009), who parameterize the optimal portfolio weights as a linear function of
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asset’s characteristics. In this setting the portfolio weight on asset i at time t is defined by,
wi,t = θ
> xi,t
σi,tNt
, (4.2)
where xi,t is a vector of characteristics of futures contract i at time t. The portfolio policy, θ, is a
vector of parameters to be estimated. In addition to scaling the weights by Nt as in Brandt et al.
(2009), which allows us to optimize the portfolio with an arbitrary and time varying number of
assets without changing the characteristics of the allocation, we scale the weights and therefore the
returns by their respective volatilities. The volatility scaling parameter σi,t, which is defined as the
past 3 months absolute value of daily returns2, ensures that the performance of the optimal portfolio
is not dominated by the returns of higher volatility assets (Moskowitz et al. (2011)). It is important
to note that we do not scale the individual returns to optimize the portfolio returns, but rather to
take into account the very different levels of volatility across diverse asset classes such as bonds,
equities, currencies and commodities. To obtain a meaningful comparison between, and portfolio
allocation across, the different asset classes the dynamic volatility scaled weights considered in this
article reduce the leverage of assets with a high volatility and increase the leverage of assets with
low volatility to reach an equal level of volatility for all asset classes. Even though we impose a
linear structure of portfolio weights, this parametrization is not restrictive in the sense that we
allow for positive or negative weights and therefore, long and short futures positions.
For the choice of characteristics, xi,t, we restrict ourself to the use of carry and momentum
that have previously been shown to be related to expected futures returns (e.g. Koijen et al.
(20012) and Moskowitz et al. (2011)). Carry for asset i at time t is typically defined as the relative
difference between the front month futures contract and second to maturity contract,
FT+1i,t−j
FTi,t−j
− 1,
where F Ti,t and F
T+1
i,t are the prices of the time t front and second to maturity futures contracts,
respectively. We adapt the definition of the carry characteristic to make it suitable for the presented
portfolio optimization framework. We require that the measure is (1) proportional to the strength
of the futures basis, (2) comparable across the cross-section of futures contracts for assets across
investment classes, and (3) considered in isolation for each asset rather ranked over the cross-
2. Using the absolute value, instead of the squared returns reduces the impact of extreme realization on the
volatility estimator.
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section. To generate the measure we take the monthly futures basis of each asset divided by mean
absolute deviation of the futures basis in the previous 12 months.
xcarryi,t =
F Ti,t − F T+1i,t
σ255t (F
T
i,t − F T+1i,t )
(4.3)
where σ255(F Ti,t − F T+1i,t ) is defined as the annualized daily mean absolute deviation of the futures
basis for the previous 255 days. This normalization is an important feature that ensures that for a
given carry portfolio policy, our returns are not dominated by assets with high carry volatility.
The momentum characteristic is constructed using a similar method to Brandt et al. (2009)
and Moskowitz et al. (2011), using the 12 month average of the excess return defined in Equation
4.9. However, for our framework, due to the range in volatility of excess returns between futures
contracts, we normalise the average excess return by the annualized mean absolute deviation of
the past 255 days excess returns. This ensures that higher volatility futures do not have dispro-
portionately large characteristics that would dominate the portfolio weighting. The momentum
characteristic for the contract i at time t is therefore
xmomi,t =
1
12
12∑
s=1
ri,t−s
σ255(ri,t)
, (4.4)
where σ255(ri,t) is the annualised daily standard deviation of excess returns of the ith futures
contract for the past 255 days. The momentum characteristic, analogously to carry, deviates from
the literature since it is not ranked as in cross-sectional studies (Carhart (1997)), and takes the
magnitude of excess returns, rather than only the sign, of excess returns (Moskowitz et al. (2011))3.
3. By scaling the futures basis and the 12 month excess return for individual carry and momentum characteristics
we ensure that no one asset has a disproportionably large characteristics, and therefore excessive extreme portfolio
weight. However, although this re scaling ensures characteristics are consistent in the cross-section of assets for
each portfolio parameter, the necessary and fundamentally different scaling methods between carry and momentum
characteristics lead to dissimilar variation over all assets between characteristics. To ensure that portfolio coefficients
are comparable, we follow Brandt et al. (2009) and re normalize over all assets for each portfolio coefficient, dividing
each characteristic by its respective standard deviation measured across all assets. It is important to realize that
this has no effect on optimal portfolio weights, or performance metrics, but simplifies the interpretation of portfolio
policy coefficients to allow the comparison of their relative magnitudes.
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4.2.2 Portfolio Estimation
The parametric structure of portfolio weights introduced in the previous section implies that we
can rewrite the conditional portfolio optimization with respect to the portfolio weights wi,t as the
unconditional optimization with respect to the coefficient θ, as
max
θ
E [u(rp,t+1)] = E
[
u
(
rft +
Nt∑
i=1
θ>
xi,t
σi,tNt
rit+1
)]
. (4.5)
which can be estimated by maximizing the corresponding sample analog with respect to θ, given
by
max
θ
1
T
T−1∑
t=0
u(rp,t+1) =
1
T
T−1∑
t=0
u
(
rft +
Nt∑
i=1
θ>
xi,t
σi,tNt
rit+1
)
. (4.6)
To obtain our estimate of the optimal parametric portfolio we therefore reach the optimization
problem,
θˆ = arg max
θ
T−1∑
t=0
u
(
rft +
Nt∑
i=1
θ>
xi,t
σi,tNt
rit+1
)
. (4.7)
The chosen parametrization of the optimal portfolio problem has several main advantages to the
traditional Markowitz approach, particularly when applied to optimal futures portfolios. First, the
parameter space to be estimated is reduced to the dimension of θ, which is only as high as the
number of characteristics included in the problem. Second, the constant coefficient θ implies that
the portfolio weight in each asset depends only on the futures’s characteristics and not its historic
return. This is important as we are not interested in which asset class or individual asset performed
best but only on the relative contribution of momentum and carry signal. Third, the parametric
portfolio policy optimizes a utility function and not a measure of the distance between forecasted
and realized return. Therefore, θ conveys information about higher order moments, even if it does
not convey any information for the first moment. Fourth, we can easily embed the volatility scaling
as in Moskowitz et al. (2011) and Baltas and Kosowski (2013) that makes the returns in each
asset class comparable. Finally, by posing the portfolio problem as an estimation problem, we can
conduct statistical inference for the estimated parameters θˆ using simple generalized methods of
moments (GMM) procedure. More details on the statistical inference are in Appendix A and in
Brandt et al. (2009).
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4.2.3 Construction of Tradable Futures Return Series
The construction of individual excess futures returns, rit+1, for the estimation of the portfolio policy
in Equation (4.7), is non-trivial. In contrast to equities, futures contracts have a finite life defined
by the contractual delivery date and are ‘zero cost’ securities that do not require any initial cash
payments, besides margins, which constitute a fixed percentage.
We define excess futures returns as the change in prices from date t to t+1 for a futures contract
with the same delivery date, T . We assume an investor allocates Mi,t dollars of capital today, at
time t, to finance a futures contract on asset i4. For the future i, the contract at time t that expires
in period T is denoted as F Ti,t where t < T . Suppose the investor opens a futures position in the
most liquid futures contract, which is typically the nearest or next nearest to delivery contract,
and is not within the delivery month5. At time t+ 1 the value of the initial dollar allocation Mi,t,
assuming it can be invested in a risk-free money account rf , and the price change in the futures
contract results in a total value of Mi,t(1 + r
f
t ) + F
T
i,t+1 − F Ti,t, leads to a futures return of
Ri,t+1 =
Mi,t(1 + r
f
t ) + F
T
i,t+1 − F Ti,t −Mi,t
Mi,t
=
F Ti,t+1 − F Ti,t
Mi,t
− rft . (4.8)
Consequently, the return in excess of the risk free rate is given by
ri,t+1 =
F Ti,t+1 − F Ti,t
Mi,t
. (4.9)
In defining the return on futures positions we do not use the spot price to close the position, but
take the view of an investor, who trades in futures contracts only. If we assume a fully collateralized
futures position, we set Mi,t equals to F
T
i,t and the excess futures return is defined as the scaled
price change.
4.2.4 Transaction Costs
For each underlying asset contract positions must be ‘rolled’ before expiry, if an equal exposure
needs to be maintained using futures contracts. Rolling futures contracts requires closing the full
4. Mi,t must be at least as big as the margin requirement set by the respective futures exchanges
5. We appropriately adjust for rollovers in order to reflect a tradable return series
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futures position in advance of each maturity, whilst simultaneously opening a position in the next
nearest maturity contract. For the majority of futures contracts this requires monthly trading of the
whole position, suggesting a monthly cost equal to that of the bid-ask spread. However, Garleanu
and Pedersen (2009) argue that trading costs from rolling are negligible, due to a separate roll
market which entails smaller costs than independently selling the old contract and buying the new
one. Consequently, although in implementation the entire portfolio is traded before each maturity,
we only consider the difference in monthly allocation when calculating trading costs. Analogous to
Brandt et al. (2009) we therefore calculate costs based on monthly turnover defined as
Tt =
Nt∑
i=1
|wi,t − wi,t−1|, (4.10)
where wi,t refers to the monthly weighting of assets defined above. The optimal portfolio equation
is now,
θˆ = arg max
θ
T−1∑
t=0
u
(
rft +
Nt∑
i=1
θ>
xi,t
σi,tNt
rit+1 −
Nt∑
i=1
ci,tθ
>
∣∣∣∣ xi,tσi,tNt − xi,t−1σi,t−1Nt−1
∣∣∣∣
)
(4.11)
where ci,t is the fractional cost of buying (or selling) asset i at time t, defined as
ci,t =
FBidi,t,T − FAski,t,T
2(FBidi,t,T + F
Ask
i,t,T )
(4.12)
for futures contracts on the i-th asset at time t with maturity T . The factor of two in Equation 4.12
corresponds to the one-way transaction cost incurred when the weighting is changed for buying and
selling, as defined in Equation 4.11. For a given time-series and cross section of transaction costs
we can therefore find optimal portfolio characteristics by optimizing the average utility of returns
net of transaction costs.
4.3 Data
In this section we describe the price data we use and provide preliminary descriptive statistics.
Furthermore, we describe the intuition and construction of the macroeconomic and hedge fund
data.
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4.3.1 Price Data
The data we use covers a cross section of 55 global futures contracts spanning the asset classes
commodities, currencies, bonds, equities and metals during the sample period from January 1980
to January 2012. Summary statistics are reported in Table (4.1). The analysis is carried out on a
monthly frequency, although we collect daily data to construct proxies for futures market volatility.
We obtain daily settlement prices for the first and second nearest to maturity futures contract from
different futures exchanges via Bloomberg. It is important to note that some asset classes have
futures contracts expiring every month, whilst others have contract months that are regularly spaced
(every 3 months, for example) or irregularly spaced (7 months out of the year). We acknowledge this
fact by conducting robustness tests with different specifications of the carry measure. Furthermore,
while spot data is available for some futures contracts, we follow the literature, e.g., Moskowitz
et al. (2011), and use near-month futures prices instead of spot prices. This is particulary important
for commodity futures contracts. Using the near-month futures price as a measure of spot price
allows us to focus on the change in futures price over time, unclouded by other differences between
futures and cash prices, such as differences in transaction or transportation costs, delivery cost, or
delivery location. The near-month futures contract also mitigates problems of low liquidity and
irregular price behavior. One weakness in using near-month prices is that due to the irregular
spacing of futures expiry, for a given futures contract the near month price may reflect a contract
that expires after a few months, rather than within a few days. To remain consistent, we apply
this methodology to all asset classes.
We note that our effective sample size varies over time as not all futures contracts are available
from the beginning of the sample in January 1980. To illustrate this point we plot the number
of futures contracts available through time in Figure 4.1. We distinguish the number of available
assets by asset class. As can be inferred from the data in Figure 4.1, our sample starts with 12
contracts including mostly commodities. Currencies are available from April 1986 onwards. The
number of contracts increases monotonically and from the early 1990s there are more than 40
contracts available. This number only increases again in 2000 when additional contracts across
asset classes are introduced. The time-varying nature of the contract availability will not alter the
results significantly as more than 4/5th of the contracts are available for more than 2/3rds of the
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Table 4.1: Summary Statistics for Individual Futures Contracts: The table presents sum-
mary statistics for 55 individual futures contracts across the asset classes bonds, commodities,
currencies, equities and metals. From left to right the summary statistics include the instruments’
name, the start date of the price series, the annualized mean of the fully collateralized excess return,
and its annualized standard deviation. All series end in September 2012, but have different starting
dates.
Instrument Start
Returns
Instrument Start
Returns
Mean Std Mean Std
Bond Currency
Canadian Bill Aug-90 0.8 1.3 AUD/USD Jan-87 4.5 12.1
Canadian 10Yr Sep-89 4.1 6.4 CAD/USD Apr-86 2.0 7.5
Euro Bobl Oct-91 3.1 3.5 CHF/USD Apr-86 1.4 11.9
Euro Bund Nov-90 4.1 5.5 EUR/USD May-98 0.6 10.3
Euro Buxl Oct-98 4.2 11.1 GBP/USD May-86 2.2 10.0
Euro Schatz Mar-97 1.1 1.4 JPY/USD May-86 0.4 11.2
Japan 10Yr Oct-85 3.4 5.2 NOK/USD May-02 4.7 13.7
Long Gilt Nov-82 2.8 7.6 NZD/USD May-97 3.6 13.9
US Govt Long Jan-80 4.8 11.6 SEK/USD May-02 4.4 13.5
US Govt 10Yr May-82 5.3 7.0 Equity
US Govt 2Yr Jun-90 1.8 1.7 ASX SPI 200 May-00 1.8 16.8
US Govt 5Yr May-88 3.3 4.2 AEX Jan-89 0.8 25.1
Commodity CAC 40 Dec-88 2.4 22.9
Cattle, Live Jan-80 4.2 14.8 DAX Index Nov-90 4.2 23.6
Cocoa Jan-80 -5.6 30.7 FTSE 100 Mar-88 2.5 18.7
Coffee, ’C’ Jan-80 -2.6 36.0 FTSE MIB Mar-04 -3.5 24.8
Corn Jan-80 -5.9 23.6 IBEX 35 Jul-92 5.2 24.7
Cotton, No. 2 Jan-80 -3.4 24.6 S&P 500 Apr-82 6.0 19.9
Crude, Brent Jun-88 12.2 33.8 Toronto 60 Sep-99 3.4 21.0
Crude, WTI Apr-83 6.9 34.4 TOPIX May-90 -5.8 23.8
Gasoil Jul-89 12.2 32.3 Metals
Gasoline Oct-05 5.1 37.8 Copper Jul-97 8.3 28.0
Heating Oil Jul-86 8.3 33.8 Gold, 100 oz Jan-80 -0.7 19.4
Lean Hogs Apr-86 -0.4 22.8 Nickel Jul-97 8.0 38.5
Natural Gas Apr-90 -24.2 48.4 Platinum Jan-84 3.2 23.3
Soybean Jan-80 0.7 22.7 Aluminum Jul-97 -3.1 21.8
Soybean Meal Jan-80 5.4 24.5 Silver Jan-80 -4.6 31.6
Soybean Oil Jan-80 -2.5 23.8 Zinc Jul-97 -3.4 31.1
Sugar, #11 Jan-80 -5.5 38.6
Wheat Jan-80 -7.2 26.4
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sample.
Figure 4.1: Number of Available Futures Contracts over Time: This figure shows the
cumulative number of futures contracts that are available for the optimal portfolio allocation over
the sample period January 1980 to September 2012. The figure also shows the share of available
contracts distinguished by the asset classes currency, commodity, bond and equity index futures.
Figure (4.2) reports the cross-sectional means and standard deviations of the carry and mo-
mentum signal across time. The carry and momentum signal are time varying and display episodes
of high and low volatilities. The cross sectional standard deviation of the carry signal is higher
than for the momentum signal. Figure (4.2) also displays the cross sectional correlation of the
signals. We can observe that the correlation is mostly positive but highly time varying. The cor-
relation varies mostly between 0 and 0.5. Interestingly the correlation decreased since the early
2000’s with a short interruption during the Lehman Brothers crisis. This indicates that including
carry and momentum signals in an optimal portfolio portfolio framework might add a substantial
diversification benefit.
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Figure 4.2: Cross Sectional Summary Statistics of Carry and Momentum Signal: The
figure displays cross-sectional means and standard deviations of the carry and momentum signal
every month from January 1982 to September 2012. We also report the cross sectional correlation
of carry and momentum signal.
4.3.2 Macroeconomic and Liquidity Data
Macroeconomic Proxies As proxies for the state of the economy we choose three sets of macroe-
conomic variables. First, we follow Cooper and Priestley (2009) and choose the output gap as
an empirical proxy for business cycles. The output gap (IP Gap) is measured as the deviation of
the logarithm of total industrial production from a trend that includes both a linear component
and a quadratic component. Cooper and Priestley (2009) show that the output gap is a prime
business cycle indicator and predicts stock and bond risk premia counter-cyclically, consistent with
theoretical predictions.
Second, we use a set of common systematic price-based variables that are related to the business
cycle. These variables include the three month T-bill (Yield), or short rate, that is negatively
related to future stock market returns and serves as a proxy for expectations of future economic
activity. The dividend yield (Div Yield) on the market, defined as the total dividend payments
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accruing to the CRSP value-weighted index over the previous 12 months divided by the current
level of the index, which has been shown to be associated with slow mean reversion in stock returns
across several economic cycles. The term spread (TSpread), measured as the difference between the
average yields of 10 year Treasury bonds and 3 month T-bills, is based on the findings of Fama and
French (1988), who provide evidence that this measure forecasts short-term business cycles. The
final business cycle indicator is the default spread (Def), defined as the difference in yield between
the highest and lowest rated investment grade bonds. Specifically, we calculate the default spread
as the average yield of bonds rated BAA by Moodys minus bonds rated AAA by Moodys. Fama
and French (1988) demonstrate that the spread tracks long term business cycles. The authors find
that it is higher in recessions and lower in expansions, and therefore proxies for the unobservable
default risk premium embedded in corporate debt.
Finally, we use business cycle indicators from the National Bureau of Economic Research
(NBER), who publish a range of ex-post information on business cycles. Notably, they report
the dates that are related to an economic expansion, defined from trough to peak, and economic
recession, defined from peak to trough. We further subdivide the expansion and recession periods
into equal halves and denote them early and late expansions/recessions. These indicators are not
used for forecasting regressions as they are only reported ex-post by NBER.
Liquidity Proxies As a state variable for changing liquidity environments we use the TED spread.
The TED spread is defined as the difference between the 3 months LIBOR Eurodollar rate and the
3 months T-Bill rate. The LIBOR rate reflects uncollateralized lending in the interbank market,
which is subject to default risk, while the T-Bill rate is assumed risk-less since it is guaranteed by the
U.S. government. When banks face liquidity problems the TED spread typically increases, as bank
funding cost increase whilst the T-Bill yield falls due to a “flight-to-liquidity” or “flight-to-quality”.
4.3.3 Hedge Fund Data
We construct proxies for the total capital available and capital flow to the hedge fund industry as
measures for arbitrage capital similar to Jylha et al. (2010), Jylha¨ and Suominen (2011), and Naik
et al. (2007). For both measures we use monthly return and total asset under management (AUM)
data from a large cross-section of hedge funds and funds-of-funds from January 1994 to December
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2012 obtained from Barclay-Hedge databases. We select the subset of funds from this data, that
are self reporting global macro funds and commodity trading advisors (CTAs)to construct the
aggregate measures.
Total Arbitrage Capital We define total arbitrage capital for each time t as the sum of AUM
across N global macro funds and commodity trading advisors. Furthermore we scale the aggregate
number by M2 money supply of the US to get a relative measure of hedge fund/arbitrage capital,
HFAUMt =
∑N
i=1AUMi,t
M2
. (4.13)
Total Arbitrage Flows We measure the total arbitrage flow as the AUM-weighted net flow of
CTA and global macro funds scaled by lagged AUM. For each fund i, we construct time t net flows
as,
Flowi,t = AUMi,t −AUMi,t−1(1 + ri,t). (4.14)
Then we define the AUM-weighted net flow scaled by lagged AUM as
Flowt =
N∑
i=1
wi,t−1
Flowi,t
AUMi,t−1
. (4.15)
where wi,t−1 =
AUMi,t−1∑
AUMi,t−1 . Having described the portfolio allocation and the data we use we will
continue with the main empirical results.
4.4 Characterising Optimal Futures Portfolios
In this section we present the performance characteristics of optimal futures portfolios based on the
carry and momentum signal across all asset classes. Furthermore, we study the role of changing
risk aversion on the profitability of the optimal portfolios and study the diversification benefit of
optimal futures for classical stock and bond portfolios.
4.4.1 Carry and Momentum Portfolio Returns Across Asset Classes
Table 4.2 presents summary statistics for the parameter estimates, portfolio weights, and returns
of four base-case portfolio parametrizations, which are estimated in- and out-of-sample. The in-
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sample exercise uses all available data to estimate the parameters of the model. The out-of-sample
methodology uses a recursive procedure by first estimating the parameters in an initial configuration
period of 120 months and then re-estimating the model every month, using an expanding window
of data until the end of the sample is reached. The out-of-sample estimation is less prone to
look ahead biases and resembles the parameter estimation of a real-time investor. The first three
portfolio parametrizations are formulated by including either the futures contract’s carry signal and
momentum signal in isolation or a combination of carry and momentum signals, using the portfolio
policy function in Equation 4.2. These parametrizations are compared to a long only benchmark
portfolio6. The table is split into three sections: The first set of rows report parameter estimates
and associated student t-statistics, the following set describe the distribution of portfolio weights
and the remaining rows report summary statistics of the optimized portfolio returns. The sample
period is from January 1982 to September 2012.
The first 4 rows of the first column present the estimates of the in-sample policy parameters,
θ, and the corresponding t-statistics for a combined parametric portfolio including both the carry
and momentum characteristic. Without imposing any ex-ante relation between signals and future
returns, we find that the θ estimates for both characteristics are positive and significant, with
a GMM t-stat of 2.65 and 4.29 for the carry and momentum signal, respectively. The positive
relation confirms the general findings of the literature: a positive carry signal, that is when the
near contract trades above the far contract, predicts positive future returns and contracts that
had a positive performance over the previous 12 months (momentum) continue to perform well. It
should be stressed again that the relation between futures returns and trading signals is a result
of the estimation procedure and was not assumed ex-ante, as most cross-sectional sorts resort to.
For comparison, we also report the results of the portfolio parametrization using only individual
signals in the second and third column. For each signal we find positive coefficient estimates with
highly significant t-statistics (4.65 and 5.39 for the carry and momentum signal, respectively). The
fourth column reports the summary statistics of the long only portfolio. This portfolio policy is
nested in the parametric function of Equation 4.2 by removing the momentum and carry signal and
6. For the long only portfolio we still estimate the θ parameter but set the characteristics to xi = 1. We therefore
estimate the optimal weights for a inverse volatility weighted portfolio of futures contracts, that is a popular investment
strategy denoted as risk parity portfolios.
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Table 4.2: Optimal Futures Strategy Portfolio Returns This table shows estimates of the
portfolio policy for individual carry, momentum, and joint carry and momentum characteristics
across all available assets. The portfolio policy is defined in Equation 4.7. The reported values
are estimated by optimizing a power utility function with a relative risk aversion of five. We use
futures prices from Bloomberg from January 1980 to September 2012. The first four columns
report in-sample results where optimal characteristics are calibrated once for the entire sample
period. The remaining columns report out-of-sample results. Here we use data from January
1982 to January 1992 (120 months) to estimate the initial coefficients and corresponding portfolio
weights to generate next month returns. The coefficients are then re-estimated each subsequent
month for the remainder of the sample, yielding an out-of-sample return. The first 6 rows refer to
the optimal portfolio coefficients and their associated student t-statistic for the carry characteristic,
momentum characteristic and long-only strategy, in descending order. The following 4 rows report
weighting parameters, the average absolute portfolio weight, the maximum weight, the minimum
weight, and the turnover of the portfolio. The remaining columns report the portfolio return
statistics, annualized mean return, annualized standard deviation of returns, skewness of returns,
excess kurtosis of returns, Sharpe ratio, and certainty equivalent return excess of the risk-free rate.
In sample Out of sample
C&M Car. Mom. Long C&M Car. Mom. Long
θcarry 2.036 3.195 1.714 3.073
(t-stat) (2.65) (4.65) (1.70) (3.51)
θmom 3.157 3.853 3.514 4.197
(t-stat) (4.29) (5.39) (3.59) (4.61)
θlong 2.862 2.572
(t-stat) (4.13) (3.00)
|wi| 0.072 0.055 0.062 0.082 0.050 0.038 0.046 0.052
max (wi) 0.308 0.305 0.239 0.082 0.174 0.171 0.141 0.052
min (wi) -0.301 -0.381 -0.197 0.082 -0.158 -0.230 -0.100 0.052∑
wiI(wi < 0) -1.658 -1.686 -1.173 0.000 -1.002 -1.133 -0.752 0.000∑
I(wi < 0)/Nt 0.427 0.534 0.375 0.000 0.271 0.351 0.241 0.000∑ |wi,t − wi,t−1| 1.119 0.743 1.163 0.000 0.825 0.511 0.865 0.001
r¯ 0.368 0.202 0.307 0.179 0.364 0.190 0.307 0.171
σ(r) 0.232 0.166 0.210 0.150 0.239 0.160 0.224 0.131
Skewness 0.105 0.256 0.084 -0.218 0.061 0.364 -0.119 -0.421
Excess kurtosis 1.097 2.097 1.237 0.627 1.059 2.674 0.671 1.114
Sharpe 1.162 0.821 1.056 0.779 1.110 0.791 0.993 0.838
CE 0.151 0.074 0.123 0.064 0.151 0.085 0.119 0.087
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introducing a signal of unity across all assets and months. The reported θlong of 2.86 demonstrates
that ex-post allocation to an equally weighted portfolio of futures over the sample period is 2.86
times the initial wealth for an investor with power utility of risk aversion five. The t-statistics are
based on errors calculated using the covariance estimator of Equation 5.2.
As a consequence of standardizing the portfolio characteristics cross-sectionally, the magnitudes
of the coefficients can be compared to each other. In-sample we find that for the optimal futures
portfolios that the momentum characteristic is assigned a higher weight than the carry, 3.157
compared to 2.036. Nevertheless, both coefficients are highly significant, and again the comparable
magnitudes support the inclusion of both signals in an optimal futures portfolio.
Compared to the momentum-only and carry-only parametrizations, the sum of coefficients for
the optimal carry and momentum portfolio is bigger, indicating that a diversification benefit leads
the optimal portfolio to have larger net exposure. This feature is reflected in the next few rows of
Table 4.2, which characterize the distribution of the portfolio weighting.
For portfolios based on carry and momentum signals, we find that the time series average
absolute volatility adjusted weight7 of futures contracts is 0.072, slightly larger than that for the
individual carry and momentum signals of 0.055 and 0.062. The next two rows report the time
series average of the maximum and minimum volatility-adjusted contract weighting. The range of
weights describes the average maximum exposure the strategy has to any one contract. For the in-
sample carry and momentum portfolio we find the maximum and minimum allocation of 0.308 and
−0.301, respectively. On first inspection, these values seem high compared to Brandt et al. (2009).
However, we have far fewer assets, 55 futures contracts compared to over 5500 stocks, and in the
beginning of our sample we have only 13 available assets as can be seen in Figure 4.1. As such, the
limits of the optimal portfolio weight is only three times that of the equally weighted portfolio, and
therefore we can conclude that the portfolio remains well diversified given the number of available
assets.
The next two rows report the time series average of the sum of negative volatility-adjusted
weights, and time series average fraction of short positions, respectively. We find that the combined
7. For each weighting statistic we report the product of the actual futures weight and the annualized 3 months
absolute mean deviation, σiwi, to compare the economic significance of the futures weights within the optimal
portfolio for contracts over a wide range of volatilities.
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signals portfolio has a smaller fraction of short positions compared to that of the individual signals
portfolios. However, the magnitude of the difference in negative weights is negligible.
The last weighting statistic is the average monthly turnover for each contract. We use this
measure to calculate the transaction costs from modifying contract weighting. We find a turnover
of 1.119 for the in-sample optimal carry and momentum portfolio8. Although such a turnover
would be high for a stock portfolio, this value is less than the inherent turnover of a futures trading
strategy, or that required for the long-only futures strategy.
The last 6 rows of Table 4.2 present summary statistics for portfolio returns of the optimal
strategies. The four left hand columns demonstrate the in-sample portfolio to have very impressive
performance. The leveraged optimal futures portfolio based on the carry and momentum char-
acteristic has an annualized return of 36.8 percent with a Sharpe ratio of 1.162. The last row of
Table 4.2 reports the certainty equivalent return (CE), at which an investor would value the returns
series, above that of the risk free rate. The CE measure provides a parsimonious perspective, from
which to understand the return distribution, since it takes into account the entire distribution of
returns and is monotonic with our objective function. As a result the CE penalizes large values in
the higher moments of the distribution of returns. The certainty equivalent of the optimal carry
and momentum portfolio is 15.1 percent above the risk-free rate. Here, we can also see the benefit
of combining both carry and momentum signals to form the optimal portfolio. The carry-only
portfolio has a high excess kurtosis of 2.097, which is reflected in a lower CE return of 7.5%. In
the combined portfolio this is reduced to 1.097 leading to a 6.7 percent increase in CE. The four
right hand side columns of Table 4.2 repeat the summary statistics of the in-sample estimation for
the out-of-sample exercise. The first rows of Table 4.2 report the average out-of-sample coefficient
estimates. We use the first ten years of data, from January 1982 to September 1992, to estimate
the coefficients of the initial portfolio policy. Each month, we then re-estimate the parameters
using an expanding window of data until the end of the sample is reached. Figure 4.3 displays
the θ estimates and the corresponding confidence bands for the carry and momentum coefficients
over time. The coefficients of the characteristics are roughly similar to the in-sample estimates and
do not display much time variation. Furthermore, the confidence bands show that the coefficient
8. In results not reported in the table this is found as 29.0% of the mean absolute weight.
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Figure 4.3: Out of Sample Parameter Estimates over Time (θ estimates): These ﬁgures
display the θ estimates for the out of sample parametric portfolio choice problem. The displayed
parameters are estimated for all futures assets and both signals in the portfolio optimization of
Equation 4.7. Panel A reports the estimates for the carry signal (θcarry), Panel B reports for the
momentum signal (θmom). We also report the upper and lower 95 percentile conﬁdence bands for
each parameter. The standard errors are estimated form the asymptotic covariance matrix within
the framework of general methods of moment (GMM) by Hansen (1982). The model is calibrated
for the in sample period from January 1980 to December 1990 and then the θ’s re-estimated every
month, using an expanding window of data until September 2012.
estimates are statistically signiﬁcant, most of the time, for both characteristics. In the contrast to
the in-sample results, we ﬁnd a slight widening of the diﬀerence between the carry and momentum
coeﬃcients, with the ratio of momentum-to-carry coeﬃcient increasing from 1.6 to 2.1, between in-
and out-of-sample estimates, respectively.
The strong performance of the in-sample optimized portfolio is to some extent unsurprising,
since the coeﬃcients are chosen ex-post to maximize the CE return. What is surprising is the
similarity to the out-of-sample results. For all portfolio conﬁgurations, we report a smaller than
1% diﬀerence in CE, when returns are calculated based on out-of-sample portfolio characteris-
tics. Figure 4.4 Panel A displays the cumulative returns of the optimal out-of-sample carry and
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Figure 4.4: Historical Performance of Carry, Momentum and Carry and Momentum:
These plots present the cumulative logarithmic returns and rolling Sharpe ratios for the out of
sample estimation from January 1990 to September 2012. The portfolios are optimized for a power
utility function with a relative risk aversion of γ = 5. Panel A presents the cumulative returns for
the carry, momentum, and the combined carry and momentum portfolio. For comparison Panel
A includes the cumulative return series of an optimized long only portfolio. Panel B presents the
24 month rolling Sharpe ratios of the return series for carry, momentum, and the combined carry
and momentum portfolio. The grey bands in both panels indicate the NBER recession periods
(business cycle peak to trough).
momentum strategies over time and compares it to the optimal carry only, momentum only and
long only portfolios. We find that the optimal carry and momentum portfolio has a significantly
higher performance than the individual carry and momentum portfolios. This again indicates a
diversification benefit of including both characteristics. Furthermore, all strategies have a better
performance than the long only strategy which is consistent with their statistically significant θ
estimates.
Comparing the distribution of adjusted portfolio weights between in- and out-of-sample results,
we find out-of-sample metrics to be generally more conservative. For instance, for combined signals
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the monthly mean absolute adjusted weight is 0.05 out of sample compared to 0.07 in sample.
The difference is stark when we consider the extremes of the distribution. Going from in- to
out-of-sample, we find the maximum and minimum weights halved from 0.308 to 0.174, and from
−0.301 to −0.158, respectively. These findings give us confidence that the strong performance
of the out-of-sample portfolio is not dependent on a few lucky trades. Although the time series
average of portfolio turnover is smaller, we find that the turnover as percentage of total absolute
portfolio weight remains nearly unchanged at 32%. We report analogous results when the in- and
out-of-sample carry-only and momentum-only portfolios are compared.
Figure 4.5: Rolling Average Returns and Draw-down Dynamics: These figures show average
monthly excess returns over rolling windows of 12 months and the maximum draw-down dynamics
for the optimal portfolios. The portfolios are optimized out of sample for the estimation from
January 1990 to September 2012 and a power utility function with a relative risk aversion of γ = 5.
Panel A reports the rolling averages for momentum and carry as well as for carry and momentum
separately. Panel B reports the draw-downs for the same set of trading strategies and draw-down
is defined as: Dt :=
∑t
s=1 rs−maxu{1,...,t}
∑u
s=1 rs and rt are the returns to the trading strategies.
Finally, we study the dynamic behaviour of the out-of-sample carry and momentum returns
from 1992 to 2012. Figure 4.4 Panel B presents the 24 months rolling Sharpe ratio for carry and
momentum strategies. The Sharpe ratio is highly time-varying, even though it is positive for the
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entire period, a negative trend is observable. While the Sharpe ratio varied around 2 and 3 in the
period from 1997 to 2005 it deteriorated to a level of around 1 or lower since then. The same can
be observed for the rolling 12 months average return of the carry and momentum strategy in Figure
4.5. While the returns are highly time varying in the early sample, they deteriorate towards the
end. Lastly, Figure 4.5 reports the draw-down dynamics of the strategy. While a clear trend is not
observable, we consider two sample events, and their effect on the optimal portfolio. Looking at
the optimal momentum portfolio, we find the largest draw-down from December 1993 to August
1994, losing 31.3 percent. In Figure 4.3, we see the policy response to this event: we observe a
small but sharp decrease of the momentum coefficient around the same period. The second event
we consider is the dramatic draw-down of the carry strategy in the run-up to the sub-prime crisis
of 2008, where it suffered a loss of 38.1 percent between April 2005 and December 2007. However,
for the carry event we observe a different portfolio response. The carry event estimation sample
was nearly double the size of the momentum event. As a consequence of this and its occurrence
towards the end of the sample, we observe a smaller magnitude, and more gradual, reduction in
theta estimate compared to the earlier momentum event.
4.4.2 Effects of Changing Risk Aversion
The optimal portfolio policy depends critically on the preferences of the investor. Throughout
this paper we optimize a portfolio for an investor with a CRRA utility function with relative risk
aversion of γ = 5. In this section, to give a better sense of the role of the utility function in the
portfolio allocation, we present the in- and out-of-sample results for varying degrees of risk aversion.
In addition to the base-case coefficient γ = 5, we report the estimation results for a CRRA risk
aversion coefficient of γ = 2, corresponding to an investor with a low risk aversion, and a risk
aversion of γ = 100, corresponding to an investor who is very sensitive to even small loses.
The results for varying relative risk aversion are reported in Table 4.3. Panel A of Table 4.3
reports statistics for the optimal carry and momentum portfolio, Panel B reports analogous results
for an optimal allocation to an equal volatility-weighted long-only portfolio, which serves as a
benchmark for comparison.
Looking first at the optimal portfolio of momentum and carry characteristic, for small values
of γ we find that the coefficients of both signals are large. As we increase risk aversion a higher γ
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Table 4.3: Varying Risk Aversion Reported are estimates of futures portfolio policy with
the characteristic carry, momentum, carry and momentum combined, and long-only optimized
for different power utility functions with a relative risk aversion of one, five (used in previous
tables), and 100. Policy estimates and associated return statistics are reported for in-sample and
out-of-sample portfolios. For the in-sample section, we estimate an optimal portfolio policy based
on data from January 1982 to September 2012. Out-of-sample optimisation is calibrated over
the period from January 1982 to January 1992. We then form out-of-sample monthly portfolios
by enlarging the sample period and re-estimating the portfolio policy for each subsequent month
until the end of the sample. In the upper panel, the first 4 rows refer to the optimal portfolio
characteristics and their associated bootstrapped student t-statistic for the carry, and momentum,
in descending order. The following 4 rows report weighting parameters, the average absolute
portfolio weight, the maximum weight, the minimum weight, and the turnover of the portfolio.
In these measures, each weighting parameter is multiplied by its respective futures volatility to
ensure comparability. The remaining columns report portfolio the return statistics, annualized
mean return, annualized standard deviation of returns, skewness of returns, excess kurtosis of
returns, Sharpe ratio, and certainty equivalent return excess of the risk-free rate. The lower panel
reports analogous statistics for the long-only portfolio.
In sample Out of sample
Variable γ = 2 γ = 5 γ = 100 γ = 2 γ = 5 γ = 100
Panel A: Carry and Momentum
θcarry 3.542 2.043 0.106 4.855 1.713 0.083
(t-stat) (3.63) (2.66) (0.52) (2.25) (1.70) (1.73)
θmom 4.528 3.147 0.154 9.793 3.515 0.172
(t-stat) (4.27) (4.28) (0.80) (4.77) (3.59) (3.58)
|wi| 0.111 0.071 0.004 0.139 0.050 0.002
max (wi) 0.491 0.308 0.016 0.488 0.174 0.009
min (wi) -0.493 -0.301 -0.015 -0.445 -0.158 -0.008∑
wiI(wi < 0) -2.649 -1.658 -0.084 -2.814 -1.002 -0.049∑
I(wi < 0)/Nt 0.436 0.427 0.430 0.271 0.271 0.270∑ |wi,t − wi,t−1| 1.689 1.117 0.055 2.312 0.825 0.041
r¯ 0.572 0.368 0.064 1.194 0.364 0.048
σ(r) 0.356 0.231 0.015 0.670 0.240 0.013
Skewness 0.120 0.105 0.264 0.052 0.065 -0.139
Excess kurtosis 1.084 1.097 1.413 1.024 1.068 0.632
Sharpe 1.161 1.162 0.892 1.141 1.110 -0.118
CE 0.371 0.151 0.003 0.481 0.151 0.005
Panel B: Long only
θlong 8.098 2.862 0.162 7.351 2.572 0.156
(t-stat) (5.37) (4.13) (0.16) (3.92) (3.00) (3.63)
|wi| 0.233 0.082 0.005 0.149 0.052 0.003
max (wi) 0.233 0.082 0.005 0.149 0.052 0.003
min (wi) 0.233 0.082 0.005 0.149 0.052 0.003∑
wiI(wi < 0) 0.000 0.000 0.000 0.000 0.000 0.000∑
I(wi < 0)/Nt 0.000 0.000 0.000 0.000 0.000 0.000∑ |wi,t − wi,t−1| 0.001 0.000 0.000 0.002 0.001 0.000
r¯ 0.453 0.179 0.057 0.469 0.171 0.042
σ(r) 0.426 0.150 0.011 0.374 0.131 0.009
Skewness -0.229 -0.218 -0.056 -0.380 -0.421 -0.598
Excess kurtosis 0.573 0.627 0.889 0.992 1.114 1.223
Sharpe 0.777 0.779 0.568 0.916 0.838 -0.834
CE 0.195 0.064 0.000 0.269 0.087 0.003
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gives lower portfolio coefficients and therefore allocations. These observations demonstrate that the
allocation is related to both risk and return, since for larger levels of risk aversion the utility cost
of risk subsumes benefits associated returns until the allocation, and thus the portfolio coefficients,
are reduced.
Note that the tilt towards the momentum signal is maintained with the ratio of momentum-
to-carry coefficients of around 1.5 and 2.0 for in-sample and out-of-sample, respectively, across the
three levels of risk aversion. The portfolio weighting statistics paint the same picture: The weights
are scaled down equally with increasing levels of risk aversion. This effect is seen for both time series
averages of the mean absolute weight, minimum weight, maximum weight and the portfolio turnover
metric. Accordingly, the time series average faction of short positions is nearly unchanged over the
different γ levels maintaining approximately 0.43 and 0.270 for in- and out-of-sample, respectively.
We therefore conclude that the relative importance of the carry and momentum characteristics in
the investors optimal portfolio remains independent of varying degrees of risk aversion.
The last 6 rows of Table 4.3 Panel A report performance statistics. As we would expect from
its higher characteristic coefficients the γ = 2 case generates very high returns. With an annualized
return of 57 percent in sample and 119 percent out of sample. These returns are accompanied by
similarly high annualized standard deviations of 36 percent and 67 percent. With increasing γ, the
coefficients, the portfolio weights, and therefore portfolio return and volatility, are reduced towards
zero. Indeed, with γ = 100 annualized return is reduced to 6.4 percent in sample and 4.8 percent
out of sample. The associated annualized standard deviations of returns are less than 1.5 percent
for both sampling methodologies.
The last row of Table 4.3 Panel A reports the CE return in excess of the risk-free rate. The CE
cannot be compared across levels of risk aversion. However, note that for each level of risk aversion
the CE is improved for the out-of-sample methodology.
4.4.3 Diversified Investor with Optimal Futures Portfolio
Given the recent trend of including dynamic futures portfolios in diversified portfolios of institu-
tional investors, we next investigate the diversification benefit of including optimal futures portfolios
based on the carry and momentum characteristics in such allocations. Explicitly, we test the hy-
pothesis that a diversified investor, who already has an optimal allocation to popular tradable risk
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factors or asset classes, would benefit out of sample from the inclusion of an optimal carry and
momentum strategy in his portfolio. This relatively unexplored topic of including dynamic trad-
ing strategies in traditional asset allocation mixes, notable exceptions are Barroso and Santa-Clara
(2013) and Burnside et al. (2006), is not only important from an investors perspective, but will give
us an indication of the economic value of higher moments of the return distribution with respect
to the standard risk factors that cannot be observed in the linear regression framework.
To do so, we modify our return on wealth, rp,t+1, in Equation 4.6 to incorporate classes of risk
factor returns containing M tradable assets. The return on the wealth of the investor is now given
by
rp,t+1 = rf
US
t +
M∑
j=1
wjFj,t+1 +
Nt∑
i=1
wi,tri,t+1, (4.16)
where wj is the portfolio weight on the tradable factor Fj,t+1, expressed as excess returns, and wi,t
depends on the carry and momentum signals through θ characteristics, as previously described.
We estimate the optimal portfolio by maximizing the CRRA utility of returns from Equation 4.16
for θ and wj , with a γ = 5.
Table 4.4 reports comparative return statistics for out-of-sample optimal allocations to four
popular risk factor classes: a passive index investment in the S&P 500, Fama and French factors
taken from Fama and French (1992), equity value and momentum factors of Asness et al. (2013),
and a portfolio containing the S&P 500 and the 10 year US government treasury bond. To provide
a benchmark case, for each risk factor class, we first consider performance of an out-of-sample
allocation to just the tradable risk factor(s) in that class, effectively forcing θ coefficients to be
zero.
The first and second columns of Table 4.4 report return statistics for our optimal carry and
momentum strategy base case, and the optimal carry and momentum with long-only, respectively.
The remaining columns are in pairs, and report performance statistics of each class of risk factors
for the benchmark case, on the left, and diversified portfolio case, on the right.
The opportunity to invest in futures is clearly of significant value to investors. Figure 4.6
displays performance metrics for each risk factor class, without and then with the addition of the
carry and momentum optimal futures strategy. The inclusion of futures in the optimal portfolio
enhances performance by nearly all metrics. Amongst the benchmark portfolios the highest out-
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Table 4.4: Diversification Benefit of the Optimal Futures Portfolio Reported are out-
of-sample performance statistics for optimal portfolios containing popular classes of tradable
risk factors. For each class of risk factors we compare out-of-sample portfolio performance with
and without the inclusion of the carry and momentum futures portfolio. Optimal portfolios are
calculated by incorporating traditional strategy performance into the portfolio return as described
in Equation 4.16. The first column reports performance of our base case optimal carry and
momentum strategy. The second column reports the same strategy with the inclusion of an equally
weighted long only futures return. The remaining columns display statistics for the four strategy
classes we consider; a passive index strategy represented by the excess return of the S&P 500
index, the Fama-French factors (Market Excess Return, High minus Low, Big minus Small) taken
from Eugene Famas website, Equity value and momentum factors taken from Tobias Moskowitzs
website, and a portfolio consisting of S&P 500 excess return and the excess return on the 10 year
treasury bill. For each class we report a ‘benchmark’ case, where we force all futures weights
to zero, so that the reported performance is the optimal allocation for that risk factor class in
isolation. This is reported in the left hand column of each class. On the right hand column of each
class we include the optimal carry and momentum strategy. For each strategy class out-of-sample
optimisation is calibrated over the period from January 1982 to January 1992. The reported
performance is then calculated using optimised weights and characteristics for an expanding
window for each subsequent month. Performance statistics are in rows, reporting in descending
order: maximum monthly return, minimum monthly return, annualised mean return, annualised
standard deviation, monthly excess skewness, monthly kurtosis, annualised Sharpe ratio and the
certainty equivalent return in excess of the risk free rate.
Optimal Futures Risk Factor Classes
Long only Stocks Fama & French Value & Mom. Stocks & Bonds
w/o w w/o w w/o w w/o w w/o w
max (r) 0.276 0.285 0.075 0.267 0.206 0.295 0.573 0.314 0.165 0.259
min (r) -0.188 -0.234 -0.129 -0.194 -0.162 -0.210 -0.306 -0.193 -0.117 -0.205
r¯ 0.364 0.529 0.086 0.406 0.162 0.462 0.258 0.420 0.094 0.403
σ(r) 0.239 0.301 0.106 0.246 0.204 0.265 0.253 0.265 0.132 0.241
Skewness 1.059 0.928 1.323 1.242 0.800 1.402 16.538 1.037 1.707 1.437
Ex. Kurtosis 0.060 -0.026 -0.568 0.086 0.154 0.106 1.829 0.092 -0.025 0.121
Sharpe 1.110 1.276 0.318 1.209 0.502 1.275 0.724 1.163 0.310 1.224
CE 0.151 0.186 0.021 0.179 0.016 0.198 0.049 0.164 0.013 0.184
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Figure 4.6: Diversified Investor Reported are out-of-sample performance statistics for optimal
portfolios containing popular classes of tradable risk factors. For each class of risk factors we
compare out-of-sample portfolio performance with and without the inclusion of the carry and
momentum futures portfolio. Optimal portfolios are calculated by incorporating traditional risk
factor performance into the portfolio return as described in Equation 4.16. The figure contains
four plots of performance measures, clockwise from the upper left depicting, certainty equivalent,
Sharpe ratio, skewness and excess kurtosis. Each plot displays statistics for the four strategy
classes we consider; a passive index strategy represented by the excess return of the S&P 500 index,
denoted “RmRf”, the Fama-French factors (Market Excess Return, High minus Low, Big minus
Small),“FF”, taken from Eugene Famas website, Equity value and momentum factors,“VME”,
taken from Tobias Moskowitzs website, and a portfolio consisting of S&P 500 excess return and
the excess return on the 10 year treasury bill, “S+B”. For each class we report a benchmark’ case,
where we force all futures weights to zero, so that the reported performance is the optimal allocation
for that risk factor class in isolation. This is displayed by the red bars in the plots, blue bars show
performance statistics when we include the optimal carry and momentum strategy.
of-sample certainty equivalent was the equity value and momentum factors of Asness et al. (2013)
with 4.9 percent above the risk free rate. In contrast, when futures are included in the diversified
portfolios even the lowest CE, the diversified value and momentum portfolio, is 16.4 percent.
Looking across Table 4.4 we can see the CE gains of including futures, diminishes those of
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popular risk factors over the stock market significantly. The highest certainty equivalent gain
amongst our benchmark factor portfolios is the one based on the value and momentum factors of
Asness et al. (2013), corresponding to 2.7 percent gain over the stock market. Interestingly, we
obverse that, although, the Fama and French factors have a higher-than-market Sharpe ratio, the
inclusion of the HmL and SmB factors actually decreases CE, due to the higher kurtosis of these
factors. We also find that the addition of bonds decreases the CE compared to only the stock
market.
In summary we, find that including optimal carry and momentum portfolios into the asset
allocation of a diversified investor is optimal, both from the perspective of increasing Sharpe ratios
and decreasing higher moments, such as kurtosis and skewness.
4.5 Business Cycles, Limits to Arbitrage and Hedge Fund Capital
The impressive performance of optimal futures portfolios across asset classes and the significant
diversification benefit of including optimal futures portfolios in traditional portfolio allocations
presents yet another challenge to existing financial economic theories. The performance of the
optimal portfolios is driven to a large extent by the significant predictable variation in excess returns
of futures contracts conditioned on the price-based asset characteristics carry and momentum.
Optimal futures portfolios improve the Sharpe ratio of the long-only benchmark, which is by itself a
dynamic strategy due to the volatility adjustment, by almost 0.5. Furthermore, the diversification
benefit of including optimal carry and momentum portfolios within a stock and bond portfolio
are highly desirable from an investors perspective. They increase the Sharpe ratios of the total
portfolios on average by 0.6 and reduce skewness and kurtosis. In this section we contribute to the
understanding of dynamic trading strategies by exploring the role of transaction costs, traditional
risk factors, business cycle, liquidity risk and the role of institutional investment, in particular
hedge fund activity, on the profitability of optimal futures portfolios based on carry and momentum
characteristics.
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4.5.1 Optimal Futures Returns with Transaction Costs
In this first section we will explore the role of transaction costs on the profitability of optimal
futures portfolios. Transaction costs have been shown to significantly reduce (Korajczyk and Sadka
(2004)) or even remove (Lesmond et al. (2004)) abnormal profits. For carry strategies, Burnside
et al. (2006) find the inclusion of costs substantially reduces excess returns, although they remain
significant. Therefore, it is a natural starting point to introduce transaction cost adjusted portfolio
returns. Futures markets have low transaction costs compared to equity markets and currency
forwards, ex-ante we therefore expect their effect to be small. Furthermore, due to a separate roll
market (Garleanu and Pedersen (2009)) transaction costs are only apposite when the portfolio is
modified. Thus, with a typical one-way trading cost of 0.05 percent (Garleanu and Pedersen (2009))
combined with monthly turnover of approximately 25 percent (see Table 4.2), annual costs would
be expected of the order 0.1 percent, small compared to strategy returns in excess of 35 percent.
Table 4.5.1 reports statistics for optimal portfolios where the portfolio policy is determined by
optimizing the utility of net returns, given in equation 4.11, for two different cost specifications,
alongside the zero cost case for comparison. The first specification considers a conservative estimate
for one-way transaction costs of 0.05 percent, constant across time series and cross-section. The
second specification measures transaction costs directly from the futures bid-ask spread of monthly
close prices.
The difference in optimal portfolio policy with transaction costs is negligible, even with the
introduction of conservative costs. For the in-sample methodology, the addition of a flat cost across
all contracts in the utility maximisation leads to a minor increase in the magnitude of the carry
characteristic, from 2.036 to 2.090, and a slight decrease in the momentum characteristic, from
3.137 to 3.135. Due to the similarity in portfolio characteristics the futures weighting dynamics,
reported in rows five to ten of Table 4.5.1, are virtually identical between the three cost cases.
The last seven rows of the table report return statistics. As conjectured, the return of the flat
transaction cost optimal portfolio is reduced the most, albeit still small compared to overall return,
with a reduction of 1.6 percent from 36.8 to 35.2 percent. The different portfolio policy leads the
bid-ask cost specification to have a slight increase in returns of 0.4 percent over the zero cost base
case. The consistency of the last three rows demonstrates changes in certainty equivalent due to
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Table 4.5: Optimal Futures Returns with Transaction Costs This table shows estimates
of portfolio policy for joint carry and momentum characteristics across all available assets for the
utility function specified in Equation 4.7. Average utility of return is maximized for a gamma five
power utility function for two cost specifications. In the first specification transaction costs are a
constant 0.1 percent across assets and time. In the second, costs are based on the monthly close
bid-ask spread for the corresponding asset. For comparison, statistics for zero transaction costs
are also reported. The first three columns report “in-sample results where optimal characteristics
are calibrated once for the entire sample period. The remaining columns report “out-of-sample
results, here we use data from January 1982 to January 1992 to estimate the initial coefficients
and corresponding portfolio weights to generate next month return. The coefficients are then
re-estimated each subsequent month for the reminder of the sample, yielding an out of sample
return. The first 4 rows refer to the optimal portfolio coefficients and their associated student
t-statistic for the carry characteristic and momentum characteristic, in descending order. The
following 6 rows report weighting parameters, the average absolute portfolio weight, the maximum
weight, the minimum weight, and the turnover of the portfolio. Each weighting parameter is
multiplied by volatility to ensure comparability. The remaining rows report the portfolio return
statistics, annualized mean return, annualized standard deviation of returns, skewness of returns,
excess kurtosis of returns, Sharpe ratio, and certainty equivalent return excess of the risk free
rate. The certainty equivalent return is reported for returns net of costs for each of the three cost
specifications.
In sample Out of sample
ci,t = ci,t =
0.000 0.001 f(mei,t, t) 0.000 0.001 f(mei,t, t)
θcarry 2.036 2.090 2.074 1.714 1.714 1.714
(t-stat) (2.65) (2.75) (2.75) (1.70) (1.68) (1.68)
θmom 3.157 3.135 3.297 3.514 3.514 3.514
(t-stat) (4.29) (4.21) (4.46) (3.59) (3.54) (3.54)
|wi| 0.072 0.072 0.074 0.050 0.050 0.050
max (wi) 0.308 0.311 0.317 0.174 0.174 0.174
min (wi) -0.301 -0.305 -0.309 -0.158 -0.158 -0.158∑
wiI(wi < 0) -1.658 -1.675 -1.709 -1.002 -1.002 -1.002∑
I(wi < 0)/Nt 0.427 0.428 0.426 0.271 0.271 0.271∑ |wi,t − wi,t−1| 1.119 1.120 1.161 0.825 0.825 0.825
r¯ 0.368 0.352 0.372 0.364 0.346 0.358
σ(r) 0.232 0.231 0.238 0.239 0.238 0.238
Skewness 0.105 0.103 0.099 0.061 0.033 0.037
Excess kurtosis 1.097 1.098 1.093 1.059 1.001 1.008
Sharpe 1.162 1.115 1.145 1.110 1.058 1.101
CE|ci,t = 0.000 0.152 0.152 0.152 0.084 0.084 0.084
CE|ci,t = 0.001 0.138 0.138 0.138 0.072 0.072 0.072
CE|ci,t = f(mei,t, t) 0.146 0.146 0.146 0.080 0.080 0.080
142
transaction costs are only related to the reduction in returns, ceteris paribus, and not the impact
of costs over the optimal portfolio policy. Taking costs into account, we find a 1.4 and 0.6 percent
reduction in certainty equivalent net return for the flat cost and bid-ask specification, respectively,
compared to the no cost case. Columns four to seven of Table 4.5.1 show differences in portfolios
and returns are further reduced for the out-of-sample methodology.
In summary transaction cost play only a minor role in explaining the performance of optimal
futures portfolios.
4.5.2 Risk Factor Exposure
To better understand the sources of the risk-return profile, we next evaluate the risk-adjusted
performance of optimal carry and momentum portfolios within the framework of standard, and non-
standard, linear risk-factor models, typically used in the asset pricing literature. Table 4.6 reports
results from regressing individual optimal carry and momentum returns, as well as a combination
of the two, on various model specifications.
The first three columns of Table 4.6 report the results from regressing the optimal strategy
returns on factors from the Value and Momentum Everywhere model by Asness et al. (2013). The
value and momentum factors are diversified, volatility weighted portfolios of cross-sectional value
and momentum strategies in global equities, equity indices, bonds, commodities, and currencies.
We add the optimal long-only portfolio as a benchmark market factor to the model. In all three
cases, the strategies deliver a large and highly significant alpha, or intercept, with respect to the
value and momentum factors of about 19, 14 and 21 percent for optimal carry, momentum and
combined strategies, respectively. Both, the value and momentum factors are statistically significant
and positively related to all optimal strategies. The factor exposure of the long-only benchmark
shows some cross-sectional differences. While it is negatively and insignificantly related to carry
strategies it is highly significantly and positively related to the optimal momentum strategy. This
high positive significance carries over to the combination of optimal carry and momentum strategies.
These findings confirm the results by Moskowitz et al. (2011), who show that timeseries momentum
strategies are related to cross-sectional strategies, although, it is in contrast to Koijen et al. (20012),
who do not find significant exposure of carry strategies with respect to value and momentum factors.
The next three columns in Table 4.6 present results from regressing the optimal strategy re-
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turns on Fama and French (1992)’s market, high-minus-low and small-minus-big factors. With the
exception of the momentum strategy, we find that all factors have a significant negative relation
with optimal carry, momentum, and carry and momentum returns. The negative factor exposure
explains the highly significant alphas of 21, 21 and 37 percent.
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The fourth set of regressions in Table 4.6 reports the exposure of optimal carry, momentum and
carry and momentum returns to the market liquidity risk factor by Pastor and Stambaugh (2002).
In all three strategy cases the beta coefficient estimates remain statistically insignificant. In the
last three columns of Table 4.6 we repeat the the exercise but include the Value and Momentum
Everywhere factors. While the coefficient estimates of the Asness et al. (2013) factors remain almost
unchanged from the first regression exercise, we find that the market liquidity risk factor is now
highly positive and significantly related to optimal momentum and optimal carry and momentum
returns. The coefficient for optimal carry strategies remains unchanged.
Even though we find some exposure of optimal carry and momentum returns to standard and
non-standard risk factors, a large proportion of the returns remains unexplained, as measured by
alpha. In particular, the negative correlation of optimal carry and momentum returns with market
factors is difficult to reconcile with standard risk-based explanations. However, these findings
may be masked by significant dynamic exposure of these factors driven by changing economic
environments that are related to time-varying beta estimates or market frictions. We explore this
hypothesis in the next two sections.
4.5.3 Macroeconomic Influences and Funding Liquidity
Even though, the literature in financial economics has provided evidence of time variation in risk
premia due to changing business cycle and liquidity environments in a variety of asset classes, it
is not clear ex ante if these sources of time-varying risk also explain, or are related to, the returns
of optimal carry and momentum strategies in futures markets. Equilibrium models based on the
assumption that all claims, including futures contracts, are costlessly marketable, e.g., Richard and
Sundaresan (1981), indicate that risk premia in both futures and other asset markets are sensitive to
the same sources of economic uncertainty. This similarity implies that state variables that possess
forecast power in stock and bond markets should also forecast expected futures returns for other
assets. Imposing macroeconomic theories of discount rate variation would therefore imply that the
returns to optimal carry and momentum strategies are counter-cyclically related to macroeconomic
state variables. In this section we test the theoretical conjectures on the effect of macroeconomic
risk and liquidity risk on optimal carry and momentum portfolios are reflected in the data.
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Macroeconomic and Liquidity Risk in Optimal Carry and Momentum Portfolios Table
4.7 Panel A reports the performance of the optimal carry and momentum strategy across different
economic environments and serves as a preliminary test for our economic analysis. The first three
columns report the Sharpe ratios of the trading strategy in three different time periods. The first
time period ranges from 1982 to 1992, the second from 1992 to 2002, and the final and most recent
time period ranges from from 2002 to 2012. We find that the Sharpe ratios in the first two time
periods remain almost unchanged at 1.51 and 1.53, respectively. However, in the third period the
performance deteriorates significantly to 1.07. While this is still an impressive Sharpe ratio, it is
almost one third smaller than in the previous twenty years. This suggests that significant time
variation in the performance of the trading strategies exists. We compare these results to the long-
only strategy and find that the effect is exactly the opposite. The Sharpe ratios are lower in the
early sample but increase steadily.
Next, we relate the performance of the optimal carry and momentum strategy to variations
in business cycle conditions. In particular, we study the Sharpe ratios during the early and late
phases of recessions and expansions. We first observe that Sharpe ratios are substantially higher
during recessions, averaging 2.2, than in expansions, averaging 1.3. Second, the difference between
the Sharpe ratios during the early and late stage of recession and expansion periods, respectively,
is only significant during expansions. While early expansions have on average a Sharpe ratio of
1.07 this value increases to 1.53 in late expansions. Again comparing the results to the long-only
strategy, we find exactly the opposite trend. During expansions the Sharpe ratio is on average 1.3,
while during recessions the returns are even negative.
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Finally, we test how changing liquidity environments affect the performance of the optimal carry
and momentum strategy. We find that during worsening liquidity environments the Sharpe ratios
are higher than during improving liquidity conditions9. In particular, we find that the Sharpe ratio
is 1.59 on average during worsening conditions and 1.18 during improving liquidity conditions.
All these preliminary results indicate that expected returns are time-varying and the time
variation is related to macroeconomic state variables. In this section we investigate if the findings
are consistent with theoretical predictions. Panel B of Table 4.7 examines more formally how
optimal carry and momentum returns are related to macroeconomic and liquidity risk. We use
predictive regressions within the context of a multi-beta framework with linear time-varying risk
premia. We follow the approach by Chordia and Shivakumar (2002) and Bessembinder and Chan
(1992), who show that, assuming a linear multivariate proxy for the pricing kernel, the expected
return is the one-period-ahead forecast from the regression,
Rt = α+ βZt−1 + . (4.17)
where Zt−1 is a vector of economic state variables and Rt are the portfolio returns. By following this
approach, we do not test whether the payoff of the momentum strategy is related to its covariation
with risk factors. Nevertheless, the regression framework allows us to test whether momentum
payoffs are captured by a common set of standard macroeconomic variables. As mentioned earlier
we use two sets of macroeconomic variables. First, we use the US industrial production gap (IP gap)
for which Cooper and Priestley (2009) show a strong relation to business cycles and to have strong
predictive power for expected bond and stock returns. Second, we use the common systematic price-
base factors, dividend yield, term spread, yield and default spread, as measures for macroeconomic
conditions.
Panel B of Table 4.7 presents the regression coefficients and the Newey and West adjusted t-
statistics from regressing the optimal carry and momentum returns on the lagged sets of macroeco-
nomic variables. In the macroeconomic model, the estimated coefficient for the IP gap is positively
and statistically significant related to the strategy returns. The adjusted R2 value of the predictive
9. Improving and worsening liquidity environments are defined as positive and negative changes in the TED spread,
respectively.
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regression is 2 percent. From the results for the common systematic risk factors, we find that coef-
ficients for the dividend yield are statistically negative related to the future strategy returns. The
default spread is positively related to expected returns, however, not statistically significant. The
short-rate is again statistically significant and positively related to the strategy returns. Finally, the
term spread is positively and marginally significantly related to the optimal carry and momentum
strategy. The adjusted R2 value is only 1.3 percent.
When interpreting these results, we note that the two ex-ante stock and bond variables, default
spread and dividend yield, are counter-cyclical: when real activity is expected to be high, these
variables take low values. Conversely, the term spread and yield are pro-cyclical: high values
coincide with high expected real activity. Examining the data, we find that the IP gap is positively
related to expected optimal carry and momentum returns. This relationship suggests that the
variation of the expected returns is pro-cyclical. The same result is applicable, when observing the
common systematic factors. While the dividend yield is negatively related to expected returns,
the yield and the term spread are positively related to future returns. Again this suggests that
the return premia are pro-cyclical. These findings, however, are inconsistent with macroeconomic
theories of discount rate variation, which predict counter-cyclical variation of risk premia. These
results may be interpreted as investors using futures trading strategies as a source of hedging, or as a
misspecification due to the macroeconomic variable being related to variables that are pro-cyclically
correlated.
4.5.4 Hedge Fund Activity and Capital Flows
Recently, a large stream of literature in financial economics emphasizes segmented markets and
frictions as a source of predictable variation in asset prices. Segmented markets are important for
expected returns because financial agents, who are active in a particular market, have only limited
risk-sharing abilities. Theoretical examples of segmentation in diverse asset classes are given by
Brunnermeier (2008), Gabaix et al. (2007) and Daniel (2011). Most of the theoretical models
predict that expected returns are related to capital and capital flows deployed in the asset classes.
The limited risk-bearing capacity of speculators generates downward sloping demand curves that
result in a positive relation between capital flows and contemporaneous returns. Consequently,
expected returns are negatively correlated with the total capital committed within an asset class.
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Jylha¨ and Suominen (2011) show theoretically and empirically, in a similar vain to our study, that
returns to carry strategies in currency markets are predictable by the speculative capital of hedge
funds active in these markets.
In this section we test if financial market frictions, in particular speculative capital flows by
hedge funds, are related to the returns of optimal carry and momentum portfolios. We proceed as
follows. First, we test if hedge funds indeed trade in carry and momentum strategies within the
framework of a linear factor model. Second, we test if speculative capital by hedge funds is related
to optimal carry and momentum returns.
Hedge Fund Returns and Optimal Carry and Momentum Strategies Table 4.8 presents the
results from regressing the net-of-fee monthly returns of three asset-under-management weighted
hedge fund indices on the returns of the optimal futures portfolios, and various combinations of
factor benchmark models. We include a hedge fund return index that covers all hedge fund styles
and two sub indices: one macro hedge fund index and a managed futures hedge fund index. We
choose the Fung and Hsieh (2004) (FH7, hereafter) 7-factor model, and a simple CAPM model
based on the returns of the MSCI, as benchmark models. The FH7 incorporates five primitive trend-
following factors for bonds, commodities, currencies, interest rates and equity classes. Furthermore,
we include the term spread and the default spread as control variables for changing macroeconomic
environments. For each hedge fund index or subindex, columns (1)-(4) report the alpha, which
can be interpreted as the proportion of returns that cannot be explained by the factors, and the
beta coefficients denoting the factor loadings. In brackets we report the statistical significance in
terms of Newey-West adjusted t-stats for each coefficient. In the last row we report the adjusted
R2 values.
Column (1) and (2) of Table 4.8 report the results of regressing the hedge fund index returns,
first on the MSCI returns, and then on a combination of MSCI returns and the optimal carry
and momentum returns. In agreement with the literature, we observe that all factor coefficient
estimates are positive and highly significantly related to hedge fund index returns. However, a
surprising feature is the explanatory power of the factors measured by adjusted R2 values. We
find that, while the MSCI explains around 28 percent of the variation in all hedge fund returns,
this value increases by almost 10 percent to a total of 40 percent when including the optimal carry
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Table 4.8: Return Decomposition of Hedge Fund Indices: This table reports the results
of regressing the returns of hedge fund indices on various return factors. The hedge fund indices
include an index across all strategies (HF Index), a macro strategy sub index (HF Macro), and a
managed futures sub index (HF CTA). For each hedge fund index return regression we use three
factor specifications: (1) includes the returns to the MSCI, (2) the returns to the MSCI and the
optimal carry and momentum strategy (Car & Mom), (3) corresponds to an extended Fung and
Hsieh (2004) model using all primitive trend-following Fung and Hsieh (2001) factors, the S&P500,
the term spread (TSpread), which is the difference between a 10 year and a 3 month bond yield,
and the default spread (DefSpread), and (4) which is a combination combination of (3) including
the optimal carry and momentum strategy (Car & Mom). The data period used for the regressions
is restricted by the data availability of the Fung and Hsieh (2004) factors, from January 1994 to
December 2011.
HF Index HF Macro HF CTA
(1) (2) (3) (4) (1) (2) (3) (4) (1) (2) (3) (4)
Alpha 0.01 0.00 0.00 -0.00 0.01 0.01 0.01 0.01 0.01 -0.00 0.02 0.01
tstat (4.87) (3.13) (0.35) (-0.10) (4.89) (2.61) (1.25) (0.64) (2.46) (-0.73) (1.10) (0.56)
MSCI 0.25 0.26 0.23 0.24 0.11 0.14 0.10 0.12 -0.03 0.01 0.05 0.08
tstat (6.39) (7.06) (5.61) (6.36) (2.05) (2.67) (1.82) (2.38) (-0.59) (0.32) (0.95) (2.11)
Car&Mom 0.10 0.09 0.17 0.16 0.28 0.26
tstat (4.03) (4.52) (5.04) (5.14) (7.48) (7.93)
PTFSbd -0.03 -0.03 -0.02 -0.02 0.04 0.04
tstat (-2.36) (-2.22) (-1.21) (-1.13) (2.39) (2.75)
PTFScom 0.02 0.01 0.02 0.00 0.05 0.02
tstat (1.73) (0.98) (1.20) (0.33) (3.03) (1.51)
PTFSfx 0.01 0.01 0.01 0.01 0.04 0.04
tstat (1.03) (1.08) (0.78) (0.81) (2.89) (3.03)
PTFSir -0.02 -0.01 -0.02 -0.01 -0.02 -0.00
tstat (-3.58) (-3.18) (-1.85) (-1.12) (-2.14) (-0.72)
PTFSstk 0.02 0.01 0.02 0.01 0.05 0.02
tstat (1.66) (0.92) (1.35) (0.42) (2.99) (1.75)
TSpread -0.00 -0.00 -0.00 -0.00 0.00 0.00
tstat (-1.90) (-1.44) (-1.47) (-1.00) (0.01) (0.81)
DefSpread 0.00 0.00 0.00 0.00 -0.00 -0.00
tstat (0.84) (0.95) (0.07) (0.11) (-0.59) (-0.68)
R2 0.29 0.38 0.36 0.43 0.03 0.19 0.05 0.19 -0.00 0.30 0.18 0.42
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and momentum factor. For robustness, we report in column (3) and (4) the benefit of including
the optimal carry and momentum factor into the FH7 model. The FH7 model already explains
35 percent of variation in hedge fund returns. When including the optimal carry and momentum
factor this value increases again by almost 8 percent to a total of 43 percent.
In the next four columns we repeat the exercise, but use global macro hedge fund returns as
the dependent variable. The MSCI only explains 3 percent and the FH7 factors account for only
5 percent variability of global macro returns. When including the optimal carry and momentum
returns into the regression the R2 values increase in both cases to more than 19 percent. A similar
finding emerges for the last four columns. Here, we present the results for the managed futures
index. The MSCI is almost unrelated, or even negatively related, to the managed futures returns.
Including the optimal carry and momentum factor raises the explanatory power to 30 percent.
Even more unexpected are the results for the FH7 factors. The FH7 factors are constructed to
resemble the risk in trend-following strategies, which is exactly what managed futures invest in.
While these factors indeed explain 18 percent of the variance, the inclusion of the optimal carry
and momentum factor raises this by 25 percent to a total of 42 percent.
In summary, the presented results suggest that hedge funds do indeed follow optimal carry and
momentum strategies and their trading behaviour, or capital flow in particular, can have an effect
on the profitability of optimal carry and momentum strategies as conjectured earlier. We explore
this feature further in the following section.
Hedge Fund Capital and Optimal Carry and Momentum Strategies Table 4.9 tests if
optimal carry and momentum returns are related to financial frictions, and, in particular, to specu-
lative capital of hedge funds. Panel A reports the performance of the optimal carry and momentum
strategy conditioning on different hedge fund related states and serves as a preliminary investiga-
tion. First, the Sharpe ratios are reported during times of capital flows, into and out of the hedge
fund sector. We find that the Sharpe ratios of optimal carry and momentum strategies are higher
during times of capital outflows. The Sharpe ratios are 1.32 and 1.49 during times of inflows and
outflows, respectively. These observations are consistent with the implications of markets with fric-
tions. During times of capital outflows, less capital is available to arbitrage inefficiencies, which in
turn implies higher returns. For comparison, we also report the performance of a long-only strategy
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Table 4.9: Hedge Funds, Speculative Capital and the Optimal Carry and Momentum
Strategy: This table reports the performance of optimal carry and momentum portfolios across
different hedge fund related economic environments (Panel A), the results from regressing optimal
carry and momentum portfolios on proxies for speculative capital of hedge funds (Panel B), the
interaction of macroeconomic environments and speculative capital in explaining optimal carry and
momentum returns (Panel C). The first two columns of Panel A present the performance, measured
as Sharpe ratio, of optimal carry and momentum portfolios during increasing and decreasing hedge
fund flow (HF Flow) environments. HF Flow is measured as the sum of the past 12 months
capital flows into the hedge fund industry. The next two columns report the Sharpe ratios before
and after the LTCM crisis and the last four columns interact improving and worsening liquidity
environments before and after the LTCM crisis. Panel B provides statistical evidence of optimal
carry and momentum returns regressed on total hedge fund asset under management scaled by M2
(AUM), HF Flow and a time trend variable. The table only reports the coefficient estimates as well
as Newey-West adjusted test statistics for the total AUM and HF Flow variables. The table also
presents regression results when including combinations of TED, IP Gap, Yield and Tspread. Panel
C presents the coefficient estimates and test statistics of optimal Carry and Momentum returns
regressed on HF AUM and HF Flow interacted with growing and decreasing business conditions
measured by IP Gap growth and NBER recession periods. In all panels the results for long only,
carry only and momentum only are presented for comparison.
Panel A: Sharpe Ratios in Different Hedge Fund States
HF Flow LTCM LTCM and Liq.
Incr. Decr. pre 08/98 post 08/98
pre 08/98 post 08/98
Wors. Impr. Wors. Impr.
Carry & Mom 1.32 1.49 1.67 1.15 1.83 1.49 1.33 0.95
Long 1.13 1.35 1.41 1.10 1.73 1.27 1.23 0.96
Mom 1.16 1.49 1.60 1.04 1.76 1.49 1.34 0.80
Carry 1.12 1.14 1.51 0.92 1.58 1.18 0.92 0.92
Panel B: Speculative Capital and Optimal Carry and Momentum Returns
α HF AUMt−1 HF Flowt TED IP Gap Yield TSpread R¯2
(1) 0.043 -0.178 0.402 0.026
(t-stat) (5.86) (-3.97) (3.24)
(2) 0.038 -0.194 0.431 0.010 0.026
(t-stat) (4.75) (-4.16) (3.83) (1.17)
(3) 0.043 -0.182 0.417 -0.006 0.022
(t-stat) (5.45) (-3.03) (2.05) (-0.09)
(4) 0.021 -0.178 0.462 0.002 0.005 0.015
(t-stat) (0.50) (-2.50) (2.13) (0.35) (0.61)
Long 0.027 -0.068 0.31 -0.024 -0.104 0.036
(t-stat) (4.21) (-1.13) (1.52) (-1.81) (-2.38)
Carry 0.031 -0.189 0.40 0.003 -0.0852 0.029
(t-stat) (4.50) (-2.3) (1.86) (0.33) (-1.23)
Mom 0.029 -0.146 0.43 0.012 0.006 0.061
(t-stat) (-1.75) (-1.98) (1.86) (1.55) (0.07)
Panel C: Macro Environments and Speculative Capital
HF AUM× HF Flow×
α I(IPGap>0) I(IPGap<0) I(IPGap>0) I(IPGap<0) R¯
2
Carry and Mom 0.043 -0.159 -0.224 0.134 0.776 0.025
(t-stat) (5.08) (-2.58) (-2.48) (0.62) (1.92)
Long 0.016 0.007 -0.046 0.086 0.132 -0.010
(t-stat) (3.63) (0.11) (-0.85) (0.43) (0.61)
Carry and Mom 0.045 -0.188 -0.188 0.255 0.898 0.027
(t-stat) (5.27) (-3.06) (-1.98) (1.19) (1.88)
Long 0.014 0.037 -0.093 0.021 0.075 0.020
(t-stat) (3.46) (0.93) (-1.18) (0.14) (0.19)
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during these states of the world. We find exactly the opposite relation: Sharpe ratios are higher
for increasing states, than for decreasing states.
In the next columns of Table 4.9 we split the data sample into two periods, prior to and after
August 1998, which roughly corresponds to the peak of the funding crisis following the collapse of
Long Term Capital Management (LTCM). A variety of academic studies find a structural break
in the return generating process of hedge funds during this time, e.g., Meligkotsidou and Vrontos
(2008) or Sadka (2010). We find that the performance of optimal carry and momentum strategies
before 1998 is significantly higher than afterwards, with Sharpe ratios of 1.67 and 1.15, respectively.
Finally, in Table 4.9 Panel A, we investigate the effects of changing liquidity conditions on
the performance of optimal carry and momentum before and after August 1998 (LTCM crash).
Similarly to Panel A Table 4.7 we find that, during times of worsening funding liquidity conditions,
the Sharpe ratios are higher than during improving funding liquidity conditions. This effect is
symmetric for the time before and after August 1998. Changing liquidity conditions have the
same effect on long-only strategies. These two findings suggest that, while funding liquidity is an
important source of expected returns in futures markets, it is not specific to optimal carry and
momentum strategies.
Table 4.9 Panel B examines more formally the relation between optimal carry and momentum
strategies and speculative capital, which we define as the capital available to hedge funds. We
regress the trading strategies return series’ on the contemporaneous month’s hedge fund flow and
the previous month’s hedge fund total AUM (HF AUM). This regression follows the methodology
of Jylha¨ and Suominen (2011) and Jylha et al. (2010). We also include a time trend variable to
account for the positive trend in total AUM and the negative trend in the optimal portfolio returns.
Panel B of Table 4.9 presents the coefficient estimates, the Newey-West adjusted test statistics and
the adjusted R2 values for the regression. We find that the coefficients to both HF AUM and
HF Flow are statistically highly significant. Furthermore, the signs of the coefficients confirm the
conjectures. We find that the HF Flow variable is contemporaneously positive related to optimal
carry and momentum returns, consistent with a downward sloping demand curve. However, this
effect results in the lower than expected returns with respect to total capital committed in the
next period, which is confirmed by the data; the lagged HF AUM variable is negatively related to
optimal carry and momentum returns.
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To disentangle the role of liquidity risk, macroeconomic risk and speculative capital, we run
several control regressions. First, we add the lagged TED spread into the regression framework.
As expected, and consistent with the results in Table 4.7 Panel A, the coefficient estimate for the
TED spread is statistically insignificant, while the coefficients of HF AUM and HF Flow remain
significant. Then we test the explanatory power of lagged macroeconomic variables used in the
previous section together with the hedge fund flow variables. Panel B of Table 4.9 shows that the
coefficient estimate of the IP Gap becomes insignificant once we use this variable together with
the HF AUM and HF Flow variables. This influence indicates that the pro-cyclical behaviour of
expected returns of optimal carry and momentum strategies documented in the previous section
is not driven by changing risk preferences of economic agents, but rather due to the correlation of
the HF Flow and IP Gap variable. In undocumented results we find that the correlation between
HF Flow and IP Gap is 55 percent. Finally, we regress optimal carry and momentum returns on
lagged yield and term spread. As for the IP Gap we find that the coefficients are not significant
once we include the hedge fund capital variables. For comparison, we also test the regressions for
the long-only strategy. We find that the HF AUM and HF Flow variables are not significantly
related to the long strategy. On the other hand, we find that IP Gap variable predicts significantly
counter-cyclical risk premia for the long-only strategy, consistent with macroeconomic risk theories.
Furthermore, we find that the TED spread is weakly but significant related to the long-only strategy,
consistent with liquidity risk theories.
Table 4.9 Panel C reports the results from regressing optimal carry and momentum strategies
on the HF AUM and HF Flow variable conditioned on improving and weakening macroeconomic
environments. First, we find that HF AUM is always negatively and statistically significantly
related to optimal carry and momentum strategies regardless of the macroeconomic states. For the
HF Flow variable, on the other hand, we find that a significant flow return relation is only given
in weakening macroeconomic environments, while this relation is insignificant during economic
upturns. For long-only strategies the relation between HF AUM and HF Flow variables and returns
remains insignificant.
In summary, the results in this section suggest that a large proportion of the returns to optimal
carry and momentum strategies are due to the segmentation of futures markets from other asset
classes. In particular, the strong involvement of hedge funds limits the risk sharing ability of market
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participants with other asset classes. Consequently, only increasing capital available to hedge funds
reduces the returns to the trading strategies and increases the efficiency of futures markets.
4.6 Conclusion
We have empirically investigated optimal futures portfolios based on the momentum and carry
characteristic across currencies, commodities, equity indices and bond futures. We adapt the opti-
mal parametric policy methodology by Brandt et al. (2009) to include assets with varying levels of
volatility. We find that the optimal carry and momentum strategy yields high Sharpe ratios and
certainty equivalent returns. The returns are hard to understand in a framework that relies on
covariance risk with standard risk factors and cannot be explained by time varying macroeconomic
and funding liquidity risk. In contrast, we find that the returns to optimal carry and momentum
returns are highly related to speculative capital of hedge funds. Contemporaneously larger capital
flows lead to higher optimal carry and momentum returns, implying that expected returns decrease
with the total amount of assets under management of hedge funds.
These findings have important implications for investors and policy makers. First, investors,
who invest in carry and momentum strategies, should be aware that a large proportion of the
performance relies on the size of the hedge funds industry and, in particular, the speculative capital
available to arbitrage inefficiencies. The high returns of optimal carry and momentum strategies
might deteriorate in the future with increasing hedge fund industry size. From a policy perspective
it seems disadvantageous to restrict hedge funds in their activity in futures markets. In contrast,
the more capital hedge funds allocate to futures markets the more efficient they become.
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CHAPTER 5
CONCLUSIONS, POLICY IMPLICATIONS AND FUTURE RESEARCH
This thesis builds on the literature of predictability in financial markets and, in particular, time
variation in expected commodity returns and other global futures markets. I identify several new
stylized facts of aggregate commodity returns that are consistent with the literature of financial
economics of equity, bond and currency markets. At the same time, however, I highlight distin-
guishing features that are local to commodities. I use novel econometric and portfolio allocation
frameworks to uncover and extend the understanding of predictability and its drivers in global
futures markets. In this final section I provide a brief overview of my contributions, outline simi-
larities and differences to the findings in other asset classes, highlight the policy implications and
propose future research paths.
The first topic of this thesis focuses on predictability of aggregate commodity futures returns
using price-based valuation ratios. I use the average futures discount (AFD) as an ex-ante measure
of expected returns and run predictive time series regressions of future returns and spot changes
on the AFD. The coefficient estimates for the predictive regressions at various horizons range from
0.5 to 1.1 and are all statistically significant and robust. The R2 values of the predictive regression
increase from 1 percent on a monthly horizon to almost 10 percent at the 9 months horizon. I
decompose the total expected returns into spot and term risk premia and find that the time variation
of total expected returns is mostly attributable to time-varying spot risk premia, while term premia
satisfy a version of the expectation hypothesis with constant risk premia. My findings extend the
literature on time variation of expected returns, as surveyed by Cochrane (2011), to aggregate
commodity returns. I show that the main characteristics of discount rate variation observable in a
variety of asset classes extend to aggregate commodity markets regarding (a) robust predictability
of expected returns by yield-based valuation ratios, (b) increasing R2 values with longer predictive
horizons, and (c) no or weak predictability of spot price growth, extend to aggregate commodity
markets.
Several findings in this chapter, however, deserve special attention. First, I find that the coef-
ficient estimates of the predictive regression are below 1 at short horizons. This finding indicates
mean reversion in spot rates and therefore, diminishes the value of the predictive regressions. An
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explanation for the mean reversion is provided by The Theory of Storage. This theory predicts
that low inventory levels lead to high contemporaneous futures discounts and high spot prices for
individual commodities and subsequent mean reversion. I show that this behaviour is not only
observable on an individual commodity level, but also for commodity portfolios. Second, and
most importantly, I find that the AFD and consequently expected returns vary pro-cyclical with
macroeconomic conditions. Asset pricing theory suggests, however, that risk premia should move
counter-cyclically. Two potential explanations for my findings are feasible. On the one hand,
economic agents view commodities as hedges against stock and bond return fluctuations. This
reasoning would result in increasing risk premia in commodities when bond and stock risk premia
are low and vice versa. On the other hand, pro-cyclical expected commodity returns could be a
consequence of under-reacting economic agents to new macroeconomic information and therefore,
fall into the behavioural category (Hong and Stein (1999)). These arguments are encouraged by the
finding that IP growth predicts spot price growth in addition to changes in the AFD. In summary,
more theoretical models of commodity return variation are needed to understand these complex
dynamics.
The second topic offers statistical and economic evidence of commodity return and volatil-
ity predictability using a multitude of predictive variables including commodity market-specific,
macroeconomic, and financial variables. To accommodate the many potential model outcomes, I
use a Bayesian Model Averaging (BMA) methodology for the combination forecasts. The BMA
methodology explicitly incorporates model uncertainty in the predictive regressions, a desirable
feature given the ambiguous empirical and theoretical evidence on commodity return prediction
models. I find, that at most 4 out of 41 variables that have previously been shown to predict com-
modity returns by other authors, provide statistical evidence on return and volatility predictability
according to posterior inclusion probabilities. The in-sample BMA tests reveal a prominent role for
macroeconomic variables, such as global and US specific IP growth, for predicting portfolio com-
modity returns across commodity sectors. At the same time, the short rate and futures discount are
significant commodity return predictors. The results for predicting commodity portfolio volatility
are somewhat different. I find that lagged values of volatility predict future volatility a result that
is not surprising given its high persistence. Next, I find that the dividend yield and default spread,
which are measures of ex-ante stock and bond risk premia, have posterior inclusion probabilities
159
that indicate predictive value. Again the futures discount also offers predictive power for future
commodity volatility. While the in-sample results show clear pattern of predictability, they do not
guarantee that a real-time investor or forecaster can benefit from the predictive relations. I assess
the out-of-sample performance of commodity return and volatility predictability using statistical
and economic criteria. I find that the return predictions generate significant statistical and eco-
nomic value for a real-time investor or forecasts. This result is robust for various sub-samples and
commodity sector portfolios.
Findings within this topic contribute to the literature on robust inference of predictive relations
and sheds light on the underlying sources of return and volatility variation in commodity markets.
In assessing the predictive performance of the commodity returns and volatility models I implement
a BMA methodology that is robust to parameter and model uncertainty. I conduct robust out-of-
sample forecasting exercises by providing a comprehensive economic evaluation of the forecasting
models in the context of dynamic asset allocation strategies. In contrast to studies in currency,
equity and bond markets, which find that most information content for future returns is in price-
based predictive measures such as the dividend yield, default spread or futures discount (Avramov
(2002) and Della Corte et al. (2009)), I find that future commodity returns are significantly related
to macroeconomic information. These findings are similar to the recent studies by Cooper and
Priestley (2009), Ludvigson and Ng (2009) and Lustig et al. (2013). Furthermore, Christiansen
et al. (2012) show that predictors of return premia of financial assets also predict their volatility.
I find a somewhat different result for commodity markets. In particular, I find that returns and
volatility of commodities are related to different sources of information.
The third topic, which was written in collaboration with James B. Grant, evaluates the per-
formance of combined carry and momentum strategies in a parametric portfolio choice problems
across the asset classes commodities, currencies, bonds, and equities. We find that the portfolio
returns are high, with Sharpe ratios exceeding 1.2 and are robust to transaction costs. The diver-
sification benefit of including the carry and momentum strategy in a traditional stock and bond
portfolio or other factor portfolios reduces skewness and kurtosis of the traditional portfolios, while
increasing the combined Sharpe ratio. The high returns to carry and momentum strategies pose yet
another challenge to existing financial theories. To shed light on the sources of the high returns, we
further investigate risk based explanations, macroeconomic theories and friction based theories. We
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find that traditional and non-traditional risk factors are not able to explain carry and momentum
returns. However, we also find that hedge fund capital flow is contemporaneously related to the
returns to carry and momentum strategies and that the amount of total asset under management
in the hedge fund industry negatively predicts future returns. These findings are consistent with
predictions of friction based theories with segmented markets and limits to arbitrage. Our results
are robust to the inclusion of macroeconomic and liquidity variables.
Findings in this topic contribute to the literature on explanations for positive return premia
across asset classes (Asness et al. (2013), Koijen et al. (20012), Moskowitz et al. (2011) and Asness
et al. (2012)). By assessing the performance of carry and momentum strategies across asset classes
and relating it to the activity of the hedge fund industry, we provide empirical evidence of frictions
in futures markets. In contrast to previous studies relating hedge fund activity to return premia,
such as Baltas and Kosowski (2013), we do not rely on equally- or volatility-weighted strategies
with only one particular signal but use a more comprehensive and realistic portfolio construction
approach that optimally trades of the momentum and carry signal in a unifying framework. The
success of this investigation is related to the inclusion of important limitations in the portfolio
allocation process such as transaction cost, optimal weighting, and utility functions, other than the
mean/variance approach.
The findings in the three main chapters have important policy implications. First, despite the
general view that commodity market prices are related to inflation, US Real GDP, macroeconomic
activity and stock market movements, the formal link is not well understood1. I provide novel
evidence for such links in this thesis (topic one and two). I show that macroeconomic variables
predict commodity returns, but commodity returns do not lead macroeconomic activity. Second,
the aggregate commodity portfolios that I study contain a large fraction of agricultural and energy
commodities. Understanding agricultural commodity price movements has recently become highly
relevant for developing countries to alleviate poverty. Chen et al (2010) argue that many developing
economies rely heavily on commodity production for growth and export and governments often
distribute food grains at subsidized prices to help combat poverty. A better understanding of
1. Recently, Gospodinov and Ng (2011) show that the first three principal components of the cross section of
futures discounts have predictive power for future inflation, Kilian and Vigfusson (2013) find that the oil price has
predictive power for US GDP and Boons et al (2012) find that commodity risk is priced in the cross section of stock
returns.
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energy prices, on the other hand, is important for policy makers, who introduced emission trading
schemes to combat climate change such as the European Union Emission Trading Schemes (EU
ETS). The EU ETS is built on the premise that CO2 emission can be priced (emission permits)
and traded freely, just as other commodities. Alberola et al. (2008) and reference therein show that
the main driver of emission permit prices are energy commodity fluctuations. Third, the recent
surge in commodity prices and subsequent sharp decline during 2008 has triggered an extensive
policy debate about the role of speculative trading activity in commodity markets. The large
capital inflow into commodity markets from non-user speculators and passive investors concurrently
with the large price fluctuations led to the hypothesis that speculators changed the behaviour of
commodity markets (Masters (2009) and Singleton (2013)). On the other hand, various authors
attribute the large price movements to fundamentals of demand and supply and actually argue that
the increasing influence of speculators has moderated the volatility of commodities (see Irwin et al.
(2009) for a review). In my thesis I present evidence for the latter argument. In Chapter 3, I show
that predictive relations are to the most part attributed to macroeconomic variables and measure
of capital flows of speculators do not have a distorting effect on commodity prices. In Chapter 4,
I find that the increasing presence of speculators (hedge funds) leads to a decrease in deviations
from efficient markets as measured by carry and momentum strategies.
Findings presented in this thesis give rise to various future research directions to improve current
methodologies and provide more detailed and robust explanations for the empirical results. First
and foremost, commodity and futures market research embedded within financial economic theory
of discount rate variation and asset allocation decisions is at its infancy (Rouwenhorst and Tang
(2012)). As a first step, I provide new stylised facts regarding the characteristics of aggregate
return variation of commodity and global futures markets. In the future these stylised facts of
return variation in aggregate commodity markets need to be accommodated in sound theoretical
models, an endower that has already started to explain oil market risks (Baker and Routledge
(2012)). One particularly interesting avenue of future research is to better understand the link
between trading activity of commodity market participants, macroeconomic fundamentals, and
commodity returns. So far the data sample on commodity trading activity is too short to provide
meaningful results but will become interesting in the future. Finally, more research is warranted
to understand common characteristics across asset classes, as reviewed by Cochrane (2011). The
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third topic of my research provides first evidence in this direction.
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5.1 Appendix A
5.1.1 Statistical Inference of optimal future portfolio coefficients
By posing the portfolio problem as an estimation problem, we can conduct statistical inference for
the estimated parameters θˆ. In particular, the optimization problem (4.7) with the parametric and
linear portfolio policy (4.2) satisfies the first-order conditions,
1
T
T−1∑
t=0
h(rt+1, xt; θ) ≡ 1
T
T−1∑
t=0
u′(rp,t+1)
(
1
Ntσi,t
xˆ>t rt+1
)
= 0. (5.1)
Interpreting this relation in terms of the general method of moments estimator (GMM) by Hansen
(1982), we have the asymptotic covariance matrix of θˆ as,
Σθ = AsyVar[θˆ] =
1
T
[
G>V −1G
]−1
(5.2)
where
G ≡ 1
T
T−1∑
t=0
∂(rt+1, xt; θ)
∂θ
=
1
T
T−1∑
t=0
u′′(rp,t+1)
(
1
Ntσi,t
xˆ>t rt+1
)(
1
Ntσi,t
xˆ>t rt+1
)>
(5.3)
and V is a consistent estimator of the covariance matrix of h(t, x; θ). If we assume that the portfolio
policy is correctly specified and implements an unconstrained optimization then, by construction,
the marginal utilities are uncorrelated and we can consistently estimate V by,
1
T
T−1∑
t=0
h(rt+1, xt; θˆ)h(rt+1, xt; θˆ)
>. (5.4)
To accommodate for a misspecified portfolio policy or weighting constraints, this estimator can be
substituted for an autocorrelation adjusted estimator, such as that of Newey and West (1987).
As an alternative to asymptotic estimators altogether, the covariance matrix can be estimated
using a bootstrap method. This approach consists of taking a large number of randomized samples
(with replacement) of price and signal data. For each sample, the θ coefficients are re-estimated,
collectively yielding a distribution of coefficients to compute the covariance matrix. This method
has the advantage of not being subject to difficulties associated with asymptotic results, and accom-
164
modates any non-normal features of the data. We use bootstrapped covariance matrix estimates
in the analysis below.
Using the covariance matrix, we test individual and joint hypotheses on the portfolio policy
estimates to determine whether an investor finds it optimal to assign portfolio weights according
to historical characteristics of each futures contract.
It is important to recognise that the significance of the portfolio coefficients does not correspond
to whether a characteristic is cross-sectionally related to the conditional moments of excess futures
returns. Instead, significance implies that optimized portfolio characteristic generates a statistically
significant increase in the investors utility of wealth. Therefore, if the contribution of two moments
are correlated such that their effects offset each other in the investor utility function, the optimal
portfolio will be found to be independent of that characteristic.
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