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Measurement processes in quantum physics:
a new theory of measurements in terms of statistical ensembles
W. A. Hofer
Technische Universita¨t Wien
A–1040 Vienna, Austria
Considering the recently established arbitrariness the
Schro¨dinger equation has to be interpreted as an equation
of motion for a statistical ensemble of particles. The sta-
tistical qualities of individual particles derive from the un-
known intrinsic energy components, they depend on the phys-
ical environment by way of external potentials. Due to these
statistical qualities and wave function normalization, non–
locality is inherent to the fundamental relations of Planck,
de Broglie and Schro¨dinger. A local formulation of these
statements is introduced and briefly assessed, the modified
and local Schro¨dinger equation is non–linear. Quantum mea-
surements are analyzed in detail, the exact interplay between
causal and statistical reasons in a measurement process can
be accounted for. Examples of individual measurement ef-
fects in quantum theory are given, the treatment of diffrac-
tion experiments, neutron interferences, quantum erasers, the
quantum Zeno effect, and interaction–free measurements can
be described consistent with the suggested framework. The
paper additionally provides a strictly local and deterministic
calculation of interactions in a magnetic field. The results
suggest that quantum theory is a statistical formalism which
derives its validity in measurements from considering every
possible measurement of a given system. It can equally be es-
tablished, that the framework of quantum physics is theoreti-
cally incomplete, because a justification of ensemble qualities
is not provided.
03.65.Bz, 03.75.Dg, 04.20.Gz, 41.20.Gz
I. INTRODUCTION
In recent papers we demonstrated that quantum the-
ory allows for a layer of hidden variables, which deter-
mines the properties of individual electrons and photons
[1,2,3]. The aim of the new theory was to estimate,
whether the current axiomatic interpretation of quantum
theory is the only possible solution to wave–like proper-
ties of micro physical systems, especially since the current
standard does not allow for a physical interpretation of
wave functions.
By revealing intrinsic potentials inherent to wave prop-
erties of moving particles the wave structures of individ-
ual particles could be deduced, which provided the fun-
damental relations of quantum theory as well as electro-
dynamics. The Schro¨dinger equation [4] was identified
as a mechanical modification of the particle wave equa-
tion, and it was demonstrated, that it allows for a level
of arbitrariness described by the uncertainty relations.
As many discussions with readers of the previous sum-
mary of the theory [3] showed, the exact range of the
concept was not defined clearly enough. Equally did the
logical relation between the theory and measurements in
quantum theory not be clearly determined. This was
partly intended, since the first step of establishing a new
concept must be the definition of fundamental properties
and relations. As ensembles and interactions of ensem-
bles are somewhat more complex than single particles,
the issue of measurements and systems of particles was
left aside. But as the logical implications of measure-
ments in quantum theory present a substantial problem
not solved in any other way than by applying the axioms
of the Copenhagen interpretation [5], the issue surely re-
quires to be clarified.
This paper is therefore aimed at determining the ex-
act interface, where the deterministic picture of material
wave theory – based on the qualities of single electrons
and photons and their interactions – is replaced by the
statistical picture of quantum theory. It is equally sought
to clarify, how quantum theory combines the two differ-
ent perspectives in a single picture, more precise, what
the mathematical procedures employed actually signify.
In order to clarify the essential issues of this paper
some initial remarks seem necessary, especially in view
of current concepts. The standard framework (classi-
cal electrodynamics and quantum field theory) employs
three central concepts for the description of physical
events: a particle is thought to be a physical entity with
definite mechanical qualities (mass and charge, enhanced
with the non–classical quality of spin) and local bound-
aries commonly considered insignificant (this is also the
case for de Broglie’s particle and Renninger’s conception
of the photon). Dealing with particles, physics tends to
consider them as reasonably stable units (even in case
of short decay times). A wave possesses neither limited
dimensions, nor can it be described in terms of mechan-
ical quantities. The notion of coherence length, used to
describe the maximum extension of a field in order to
produce interference effects, is already a combination:
while in a strictly classical context, the concept of light
pulses with small cross–sections (an everyday experience
in laser–optics), would lead to severe boundary problems
at the local limits of the laser beam, a more practical ap-
proach has to account for the limited extensions of elec-
tromagnetic fields and reduces classical theories to the re-
gion well within the beam boundaries. Given this limited
extension of fields in phenomena of light absorption and
emission – verified in abundance in spectroscopic mea-
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surements –, it seems evident that the classical theory
cannot be employed to describe events in a large sys-
tem without substantial adaptations. Therefore neither
the concept of a mechanical particle (usually considered
point–like), nor the concept of a wave (essentially unlim-
ited) are strictly valid.
These, practical, limitations have so far not found suf-
ficient resonance in theoretical modeling. More impor-
tant, these limitations have not even been used in any
fundamental way to modify the physical frameworks.
As the Maxwell equations are verified to the point of
certainty, the question of their validity needs to be an-
alyzed from the viewpoint of limited field extensions. If
unlimited space is thought to be filled by electromagnetic
fields, the actual value of these fields within the coherence
length of a beam should yield results which are not ini-
tially compatible with the solutions of the Maxwell equa-
tions, since, after all, energy conservation in the classical
framework does not account for beam boundaries. As the
solutions of Maxwell’s equations are determined but for
a constant of integration, the absolute quantity cannot
be calculated: the solutions therefore do not allow for
an evaluation of energy density in specific regions of the
system. The problems of compatibility, as soon as quan-
tities are considered, points to the essential limitations
of classical electrodynamics: which is, in our view, one
more reason for the infinity problems inherent to quan-
tum electrodynamics.
Similar considerations apply to the problem of point–
like particles: in this case an aggregation is determined
by the absolute quantity of mass or charge. The energy
density then acquires a statistical meaning.
The decisive results of previous papers on material
wave theory do not allow for either of these interpre-
tations: as found by considering the intrinsic properties
of single particles, their internal structure complies with
the Maxwell equation, i.e. with a strictly deterministic
and causal framework. The theory introduced the con-
cept of a limited extension of single particles, and it was
shown, that the local extension does not alter the results
achieved. The consequence of this notion was developed
on a fundamental level. On the one hand, the physical
units of electrodynamics were analyzed in view of inter-
action processes, achieved by photons: the result of this
analysis was that the units actually signify mechanical
energy densities. On the other hand, it was sought to
clarify the notion of an energy quantum in interaction
processes: and the essential result, in this respect, was
that the decisive properties are energy densities and not
energy quanta.
In this paper, the fundamental ideas of the new ap-
proach are developed in view of current standards. Since
a particle, or the limited extension of a physical entity
complying with the Maxwell equations, cannot be the
origin of statistical measurement results, we have to con-
sider an ensemble of these entities. The structure of
the ensemble considered derives from the, equally de-
rived, fundamental uncertainty in any evaluation of the
Schro¨dinger equation: contrary to Maxwell’s equations
this equation does not provide causal and determinis-
tic results, because it is essentially arbitrary. The fun-
damental entity of this new approach could be called a
wave particle: wave–like qualities are retained as internal
structures and polarizations of the intrinsic fields, while
the particle aspect is due to its limited extensions. The
duality is therefore replaced by a physically rigorous si-
multaneity: and it is equally shown, that the classical
limit is a specific form of the resulting ensemble. An
ensemble with exactly defined energy values.
We are well aware that this treatment is not fully
causal, because it includes statistical ensembles. This
statistical feature, as will be demonstrated, is also inher-
ent to classical electrodynamics: if the coherence length
of single photons and the intensity of radiation are succes-
sively decreasing, then the overall formalization of elec-
trodynamics must become a statistical limit. That is not
to say, though, that the statistical qualities are inherent
to the interactions or interferences of a single photon:
the individual process is causal and deterministic, but
neither electrodynamics, nor quantum theory deal with
these single processes, but only with statistical ensembles
of many single entities.
The main advantage of this new approach as well as
its essential justification is to provide a theoretical frame-
work which is neither limited to mechanical nor to strictly
field theoretical concepts. The fundamental results of
current theories can be derived in a close to local frame-
work (the only concession to non–locality is the assump-
tion that frequency and wavelength remain fairly con-
stant within the considered region), and the concept of
”spin” as well as the logically puzzling results of diffrac-
tion and interference measurements can be understood
without recurring to extraneous sources or potentials.
In section II we develop the principal consequences of
the arbitrariness inherent to the Schro¨dinger equation,
by including all particle wave functions for a specific en-
ergy eigenvalue E. The result is a statistical ensemble,
which is changed in different potential environments. On
this basis the probability amplitude ψ∗(~r)ψ(~r) of the en-
semble is derived, which is a function of E and V (~r). The
wave–particle duality, which is inherent to conventional
models, is found to be a result of misinterpreting the
properties of ensembles as properties of single particles.
In the suggested model the duality is replaced by a hier-
archical structure of single particles, particle ensembles,
and their mathematical description.
Section III proposes a local modification of the
Schro¨dinger equation. It is shown that the local equa-
tion is non–linear and the consequences for the superpo-
sition of two plane waves are developed: while the wave
equation and the electromagnetic framework are not af-
fected by non–linearity, the modification leads to inter-
ference effects if system development is evaluated with
the Schro¨dinger equation.
In section IV the collapse of the wave–function due
to external potentials is analyzed, it is shown that the
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process has to be seen as change of statistical ensembles.
In section V we analyze the original diffraction experi-
ments and its modern version, the neutron interferences.
Magnetic interactions are calculated, and it is established
that interaction energy does not depend on the orienta-
tion of magnetic fields.
Section VI and VII treat two specific measurements
effects in quantum theory, the quantum Zeno paradox
and the interaction free measurements.
In section VIII the statistical model of particle mani-
folds is compared to hidden variable theories and to the
proofs by von Neumann and Jauch and Piron, that a
statistical interpretation of quantum theory is contradic-
tory. It is shown, that the particle ensemble, treated in
quantum theory, is not dispersion–free, which renders the
theoretical proofs against hidden variables inapplicable.
As a new theory can only gain by deviating view-
points and controversial opinions, any feedback is
greatly appreciated: readers are encouraged to con-
tact me directy via email at the email address:
whofer@eapa04.iap.tuwien.ac.at
II. QUANTUM ENSEMBLES
Rejecting the orthodox Copenhagen interpretation of
quantum theory requires, in principle, a clarification of
the interface between causal behavior of the intrinsic
properties of single particles (described by the classi-
cal theory of electrodynamics and additional results on
electron–photon interactions), and the results of mea-
surements in microphysics, which are generally of a sta-
tistical nature. Or, in David Bohm’s words [6]:
The usual interpretation of the quantum theory is self–
consistent, but it involves an assumption that cannot be
tested experimentally, viz., that the most complete pos-
sible specification of an individual system is in terms of
a wave function that determines only probable results of
actual measurement processes. The only way of inves-
tigating the truth of this assumption is by trying to find
some other interpretation of the quantum theory in terms
of at present ”hidden” variables, which in principle de-
termine the precise behavior of an individual system, but
which are in practice averaged over in measurements of
the type that can now be carried out.
In the previous paper [3] it was found that the
Schro¨dinger equation can be seen as the linear differential
equation of internal particle structures. Its derivation by
way of the wave equation employed a mechanical concept,
the total energy of a particle wave. This total energy was,
like in classical mechanics, determined by kinetic energy
of the particle and potential energy of a given environ-
ment. The essential difference from any current interpre-
tation is the result, that Schro¨dinger’s equation does not
completely define the intrinsic properties of any single
particle, because it generally omits intrinsic potentials.
It could be shown, in this context, that the immediate
consequence of this arbitrariness is the fundamental un-
certainty in Heisenberg’s relations [7].
In the following section we will determine the structure
of the statistical ensembles pertaining to this fundamen-
tal arbitrariness. To differentiate between solutions ap-
plying to single particle waves from solutions applying to
the whole ensemble, we will use the terms particle, wave
particle, or particle wave to denote the intrinsic proper-
ties of any specific particle with finite dimensions, while
the term ensemble refers to all particles or particle waves
meeting the described requirement.
A. Quantum ensemble of free particles
Due to periodic wave functions, the intrinsic poten-
tial at an arbitrary moment t can take any value, and
the wave vector of the problem therefore is not exactly
determined, but covers the whole range from k2 = 0
to k2 = m
h¯2
ET . The interpretation of this result re-
veals a rather interesting feature of the Schro¨dinger equa-
tion. The differential equation in its time–free formula-
tion does not only describe one specific particle or one
specific wave function, but a whole range of individual
particle wave functions for every single point of a given
region. When seen from the viewpoint of intrinsic parti-
cle properties it describes therefore an allowed range of
particle states. And the formalism is basically a statis-
tical distribution, where every single result has the same
statistical weight.
Consider a point ~r, where the external potential van-
ishes V (~r) = 0. Due to the disregard for intrinsic poten-
tials the Schro¨dinger equation at this location applies for
all particle waves described by:
~k2(~r) + ~k2i (t) =
m
h¯2
ET
0 ≤ ~k2i (t) ≤
m
h¯2
ET (2.1)
~k2i (t) denotes the intrinsic potential, not accounted for
in quantum theory, which is the origin of the inherent
arbitrariness. ET is the total energy of the particle. The
two variables are given by:
ET = mu
2 h¯
2
m
~k2i (t) = φi(t)Vp (2.2)
where u is the velocity and VP the volume of a parti-
cle. The quantum ensemble is the Fourier integral over
allowed wave states. The wave function ψ(~r) can then be
written as:
ψ(~r) =
1
(2π)3/2
∫ k0
0
d3k φ0(~k)e
i~k~r
k0 =
√
m
h¯2
ET (2.3)
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Using the Fourier transformation the amplitudes of the
ensemble are consequently:
φ0(~k) =
1
(2π)3/2
∫ +∞
−∞
d3r ψ(~r)e−i
~k~r (2.4)
The quantum ensemble in simplified accounts of quan-
tum theory (especially the simplifications in fundamen-
tal treatments of wave mechanics, see, for example [8])
is reduced to its member of half the total energy. The
reduction follows from the conventional solution of the
Schro¨dinger equation, where a solution in the orthogonal
basis of plane waves will be:
ψ(~r) =
1
(2π)3/2
ei
~kqm~r
φ0(~k) =
1
(2π)3
∫ +∞
−∞
d3r ei(
~kqm−~k)~r = δ3(~kqm − ~k)
φ0(~kqm) = 1 φ0(~k 6= ~kqm) = 0 (2.5)
From the viewpoint of material wave theory and
equally quantum theory the reduction is an approxima-
tion (in quantum theory due to particle properties, while
in material wave theory due to the fundamental arbitrari-
ness). To describe the full ensemble of possible waves
including intrinsic potentials the Fourier integral has to
be retained, the quantum ensemble in this case is:
ψ(~r) =
1
(2π)3/2
∫ k0
0
d3k φ0(~k)e
i~k~r
k0 =
√
m
h¯2
ET ET = mu
2 (2.6)
In view of intrinsic properties of particles the general
solution of the Schro¨dinger equation of free particles con-
sidered at a specific location ~r is thus not a defined state
of the particle, but a defined range of possible particle
states. The consideration applies to every single point.
The result differs from Bohm’s analysis of the mea-
surement process [9]. In Bohm’s view the Schro¨dinger
equation could not account for an ensemble of particles
due to its mathematical properties. Since it is a linear
differential equation of second order it completely deter-
mines the development of the wave function from initial
values. The Schro¨dinger equation, Bohm concluded, is
therefore the deterministic part of quantum theory. And
he continued:
Yet it is not immediately clear how the ensembles, to
which . . . probabilities refer, are formed and what their in-
dividual elements are. For the very terminology of quan-
tum mechanics contains an unusual and significant fea-
ture, in that what is called the physical state of an individ-
ual quantum mechanical system is assumed to manifest
itself only in an ensemble of systems.
Translating system into particle, the very features
Bohm describes as inherent to quantum theory are
found by estimating the effect of arbitrariness on the re-
sults provided by the Schro¨dinger equation. The time–
dependent Schro¨dinger equation will not be treated sepa-
rately, because it is standard practice in quantum theory
to separate the time–dependent part either by a linear
harmonic including the energy or frequency of the parti-
cle, or by a unitary transformation yielding the develop-
ment of time–free solutions of the Schro¨dinger equation.
B. Quantum ensemble in external potentials
An external potential at ~r basically has two effects: the
range of allowed particle waves and therefore the quan-
tum ensemble will be changed, and the internal proper-
ties of single particle waves will be altered. If the poten-
tial at ~r equals V (~r), the allowed k–values will comply
with:
k2(~r) + k2i (t) =
m
h¯2
(ET − V (~r))
0 ≤ ~k2i (t) ≤
m
h¯2
(ET − V (~r)) (2.7)
k21 =
m
h¯2
(ET − V (~r)) ET = mu2 (2.8)
For reasons of consistency the potential V (~r) is double
the potential if only kinetic properties are considered.
The range of allowed k–values in this case depends on
the energy ET of a single particle as well as the potential
applied. There are two distinct cases: ET −V (~r) is either
a positive or a negative value, corresponding to particle
waves in a potential or to exponential decay of single
waves.
E
0
+v
-V
∆k(E,0)
∆k(E,+V)
∆k(E,-V)
n(v)
V = 0
V = +V
V = -V
FIG. 1. Quantum ensemble of particle waves for three dif-
ferent potentials. A negative potential increases the number
of allowed k–values, a positive potential has the opposite ef-
fect
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1. Positive solutions ET − V (~r) ≥ 0
The potential applied can either be a positive or a neg-
ative value, leading to an enhancement or a reduction of
the quantum ensemble of valid solutions. The general
solutions for both cases are then:
ψ(~r) =
1
(2π)3/2
∫ k1
0
d3k φ0(~k)e
i~k~r
k1 =
√
m
h¯2
(ET ± |V (~r)|) ET = mu2 (2.9)
The range of individual particle waves defines, as in
the case of a vanishing external potential, an ensemble of
particles, which comply with the differential Schro¨dinger
equation. Any integration of the equation therefore also
contains a – hidden – manifold of individual particle
waves.
It is interesting to consider the effect of opposite signs
of the external potential. A positive potential essentially
limits the number of individual waves contained in the en-
semble, because it diminishes the range of k. A negative
potential has the opposite effect: the number of waves in
the ensemble is increased, and their statistical weight in
the whole system is equally higher. Fig. 1 displays the
quantum ensembles for different external potentials.
2. Negative solutions ET − V (~r) ≤ 0
The mathematical formalism of Schro¨dinger’s equation
in this case allows for solutions with a negative square of
~k, equivalent to an exponential decay of single particle
waves:
k2(~r) + k2i (t) =
m
h¯2
(ET − V (~r)) ≤ 0
0 ≥ ~k2i (t) ≥
m
h¯2
(ET − V (~r)) (2.10)
ψ(~r) =
1
(2π)3/2
∫ k1
0
d3k φ0(~k)e
−~k~r
k1 =
√
m
h¯2
(V (~r)− ET ) ET = mu2 (2.11)
The question in this case concerns not so much the
mathematical formalism but the physical validity. Con-
sidering, that electrodynamics is a description of intrin-
sic properties of single particles, applicable to photons as
well as electrons, the results of electrodynamics in differ-
ent media should also have relevance for the wave prop-
erties of single particles. And considering, furthermore,
that an exponential decay into a medium at a boundary
is one type of solution, the same must generally hold for
single particle waves. Therefore the exponential decay
results from wave properties of single particles and has
to be included in the overall picture. It is a basically clas-
sical solution to boundary value problems and, so far, no
specific feature of a quantum system.
C. Wave function normalization
We have not yet defined the amplitude φ0(~k) of sin-
gle components in the quantum ensemble. This can be
done by requiring single particle waves to comply with
the mass relations of particles. Since:
φ∗(~k)φ(~k′) =
1
(2π)3
φ0(~k)φ0(~k
′)ei~r(
~k′−~k) (2.12)
an integration over infinite space yields the result:∫ +∞
−∞
d3r φ∗(~k)φ(~k′) =
+
∫ +∞
−∞
d3r δ3(~k − ~k′)φ0(~k)φ0(~k′) (2.13)
m =
∫ +∞
−∞
d3r |φ(~k)|2 = φ20(~k)
Using this amplitude the square of the wave function
ψ(~r) in different external potentials can be calculated.
∫ +∞
−∞
d3r |ψ(~r)|2 = m
(2π)3
∫
d3r
∫ k
0
d3kd3k′ei~r(
~k′−~k)
= m
∫ k
0
d3k d3k′δ3(~k − ~k′) = 4πm
3
k3 (2.14)
And since k can be written in terms of momentum
of a particle the calculation yields the result, that the
wave function of the electron ensemble integrated over
the while space is proportional to u3:∫ +∞
−∞
d3r |ψ(~r)|2 = 4πm
4
3h¯3
u3 = 2.46× 10−18 · u3 (2.15)
The left term, the integral of the ensemble wave func-
tion, does not depend on the exact location, whereas the
right term, the velocity or the wave vector of the quantum
ensemble, clearly is a local function because it depends
on the potential V (~r).
∫ +∞
−∞
d3r |ψ(~r)|2 = α · u3(~r)
u(~r) =
√
1
m
(ET − V (~r)) (2.16)
If ψ(~r) is therefore interpreted as the wave function of
any single particle, the formalism must yield non–local
effects. The result sheds some light on non–locality in
quantum theory. While individual particle waves and the
quantum ensemble are strictly local, the normalization
of ψ(~r) and the subsequent interpretation of ψ(~r) as the
wave function of single particles suffices to introduce non–
locality into the basically statistical framework.
The problem can be avoided by considering intensive
properties rather than quantities. If the potential V (~r)
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is constant throughout the system, the integral over the
wave function ψ(~r) can be written:∫ +∞
−∞
d3r |ψ(~r)|2 = VSψ∗(~r)ψ(~r) = m4π
3
k3(~r) (2.17)
And setting the volume of the system VS equal to a
particle volume VP , the right term reduces to density ρ¯
and a function of energy:
ψ∗(~r)ψ(~r) = ρ¯
4π
3
(
m
h¯2
)3/2
(ET − V (~r))3/2 (2.18)
The effect of these definitions will be that the probabil-
ity density of the quantum ensemble can be determined,
it will be a local function and depend on the potential
as well as particle energy, while the average density ρ¯ of
the ensemble, which is a non–local function, can be cal-
culated by an integral over the whole system of varying
potentials:∫
d3r |ψ(~r)|2 := 1 ρ¯ = 1∫
d3r [(ET − V (~r))]3/2
ψ∗(~r)ψ(~r) =
(ET − V (~r))3/2∫
d3r (ET − V (~r))3/2
(2.19)
It is evident that these definitions yield a local and
steady function for the probability density of the quan-
tum ensemble. The relation between probability density
and energy at a point ~r is non–linear. As the probability
density of the quantum ensemble must be positive defi-
nite, this solution does not include situations where the
total energy is lower than the external potential V (~r).
D. Boundary conditions
The decisive difference in the interpretation of quan-
tum systems is the statistical interpretation of the man-
ifold contributing to solutions to Schro¨dinger’s equation.
The difference becomes especially obvious, if boundary
conditions are considered. One of the easiest examples
in quantum theory, which suffices for this purpose, is the
square potential well. We take a one dimensional poten-
tial well, the external potentials described by:
V = 0 ∀ |x| ≤ x0
V = V0 ∀ |x| ≥ x0 (2.20)
To solve the problem we have two consider the be-
havior of single members of the quantum ensemble as
well as the behavior of the whole ensemble. The limiting
k values can again be inferred from the solution of the
one–dimensional Schro¨dinger equation, they will be for
ET < V0:
k20 ≤
m
h¯2
ET |x| ≤ x0
k′20 ≤
m
h¯2
(V0 − ET ) |x| ≥ x0 (2.21)
On the physical level any single member of the quan-
tum ensemble then is subject to boundary conditions at
the two boundaries ±x0. The problem on this level has
to be treated by field theory, and we will use an analogy
in electrodynamics. As electromagnetic waves, and also
electron waves, are described by the same basic equa-
tions, the results of electrodynamics on wave reflection
and exponential decay into a region, where oscillation is
physically impossible, must equally apply. And as the en-
ergy is not sufficient for wave propagation in the potential
barrier, the result in this area should be an exponential
decay. As we generally are confronted with incident, re-
flected and penetrating waves, the three components of
the wave are a wave of positive and a wave of negative
propagation in the region |x| < x0, and a decaying com-
ponent in the region |x| > x0. It has to be noted, that
the concept of a particle does not arise at this level. If
we use plane waves, it can be assumed that we only use
the real or the complex component to satisfy the bound-
ary conditions, since this component is periodic it will be
proportional to a component of the intrinsic electromag-
netic fields, and the boundary conditions imposed are
then basically electromagnetic conditions.
Considering individual members of the ensemble, the
lowest k value should correspond to maximum decay in
the potential, while the member with maximum total en-
ergy should display maximum penetration. The relation
between an arbitrary wave vector k1 and its correspond-
ing member k2 must therefore be:
k22 =
m
h¯2
V0 − k21 k21 + k22 =
m
h¯2
V0 (2.22)
The wave functions in the three separate regions shall
be described by standard solutions. Accounting for the
boundary conditions for steady transition of the particle
wave the coefficients can be determined and the solution
for an individual wave is therefore, equivalent to the so-
lution in quantum theory [10]:
φ0 · ek2x x ≤ −x0
φ(x) = φ0 · e−k2x0 cos k1x
cos k1x0
|x| ≤ x0
φ0 · e−k2x x ≥ x0 (2.23)
The normalization conditions for a member of the en-
semble allow to calculate the amplitude of the particle
wave:
φ0(k1, k2) =
√
mk2
1 + k2x0
ek2x0 cos k1x0 (2.24)
And the total ensemble can equally be calculated by
integrating over the full range of allowed k values.∫ ∞
∞
dx|ψ(x)|2 = 2
∫ ∞
0
dx
[
θ(x0 − x)
∫ k0
0
dk1 φ
2
0(k1)×
×e−2k1x0 cos
2(k1x)
cos2(k1x0)
+ θ(x − x0)
∫ k′
0
0
dk2 φ
2
0(k2)e
−2k2x
]
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The amplitude φ0(k) must finally be renormalized, and
the square of the wave function then describes the proba-
bility distribution of the whole ensemble. The procedure
described is equal to the standard procedure in quantum
theory, since a single electron in quantum theory must
be described as a Fourier integral over k space. The es-
sential difference is, though, that in the present context
k space is not unlimited, the cutoff is determined by the
energy ET .
The parallel treatment of quantum ensembles in dif-
ferent environments and the conventional treatment in
quantum theory could basically be performed for arbi-
trary environments and initial conditions, for the present
purpose it suffices to demonstrate, that the framework
of quantum theory allows for a statistical interpreta-
tion. The causal level of the concept treats single particle
waves and their boundary conditions, while the statisti-
cal level refers to manifolds of possible physical proper-
ties. Quantum theory is therefore a statistical concept,
and the statistical distribution is equal to the quantum
ensemble defined in this section.
E. Local ensembles
The particle waves treated in the context of intrinsic
properties were local entities, the volume of any single
wave is therefore finite. The normalization of the wave
function for a full quantum ensemble of allowed energy
values and arbitrary locations within the system has the
effect, that the results of any integration of Schro¨dinger’s
equation are no longer strictly local. Consider a system
with an arbitrary number of individual particle waves,
which could be named, in an allusion to Louis de Broglie’s
term [11], solitons. In de Broglie’s view a soliton pos-
sesses insignificant volume, its motion within the limits
of the wave function was later referred to a hidden quan-
tum potential (Bohm [6]) or to Brownian motion (Nelson
[12,13]). In our view the term soliton shall only signify
the exact energy value and the limited local extensions of
a single particle wave, retaining all its intrinsic properties
described by a field theoretical approach. The difference
of the current approach to de Broglie’s concept is the in-
terpretation and the significance of the wavefunction for
the qualities of ensembles: while de Broglie’s suggestion
that the wavefunction be associated with an ensemble
of identical particles is accepted (these particles possess
different positions within a considered system), the in-
fluence of the wavefunction on motion of the particles
(or the concept of a pilot–wave) is rejected. In our view
the wavefunction is not a strictly physical entity in en-
sembles, but a statistical measure. The current theory
therefore combines two hitherto separate methods: the
statistical interpretation of quantum theory by Ballen-
tine [14], and the causal interpretation of the theory by
de Broglie and Bohm [15,16,6]. But while the de Broglie–
Bohm theory is highly non–local [17], the current frame-
work retains locality and refers physical processes to a
change of the internal structure of the particles. That
this essentially local concept is equivalent to the conven-
tional one in the description of measurement processes,
will be demonstrated in the following sections. But that
it additionally allows to treat fundamental processes in
a local and determinist manner, seems to be a major
achievement.
Let us take an ensemble of particles with exactly de-
fined energies. We will describe, how the quantum en-
semble can be reduced to constant energy values in the
following sections, currently we only assume, that it is
feasible. Then a soliton covers only a comparatively small
region of the whole system S, which we shall not spec-
ify. In this case the quantum ensemble consists of an
arbitrary number of solitons, covering the whole of the
considered system. The only arbitrariness retained is the
local arbitrariness, the reason being again, that the time
variable in Schro¨dinger’s equation is accounted for by a
unitary transformation removing any explicit local de-
pendency. The solutions of Schro¨dinger’s equations then
cover the whole local range of the system. Since the am-
plitude of the wave function is arbitrary, the exact num-
ber of solitons cannot be estimated. The local ensemble
ψν(~r) is given by:
{ψ(~r, t ∈ [−∞,+∞])} → {ψν(~r)}
~r ∈ S ν ∈ [0,∞] (2.25)
And together with the normalization condition for the
square of the wave function we are forced to accept the
probability interpretation of the wave function.∫
ν
∫
S
d3r dν |ψν(~r)|2 =: 1
⇒
∫
ν
dν |ψν(~r)|2 = w(~r) (2.26)
The concept clearly does not allow for any causal inter-
pretation of the wave function. The structure of physical
statements is therefore multidimensional. The causal di-
mension reflects interactions of single solitons due to fun-
damental processes, which can be seen as photon inter-
actions. The interaction processes were extensively ana-
lyzed, and it was shown that the subsequent quantization
rules apply to every single point of the intrinsic particle
structure [3]. But the causal dimension is not sufficient,
neither to account for the features of quantum systems,
nor indeed for a physical formalization of measurement
processes, which generally have to account for statistical
ensembles. On this level the probability interpretation
as well as the subsequent Copenhagen interpretation of
quantum theory are practical conventions to deal with
the statistical nature of microphysical processes. It must
be stressed, though, that it is not a physical interpre-
tation deriving from the structure of microphysical pro-
cesses, but only an interpretation based on the features
of quantum ensembles.
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The local ensemble is a special case of the full quan-
tum ensemble, the case where the energy of individual
particles is exactly determined. Comparing classical field
theories with ensemble structures, it will be seen further
on, that the local ensemble is also the classical limit of
quantum theory.
The ensemble is introducing, by way of normaliza-
tion procedures, a non–local component into fundamen-
tal statements of quantum theory. That is, though, not
the whole story. Based on this result it could be assumed,
that some clever structure of physical statements will en-
able us to refer the statements to a strictly local theory.
That this is not possible, even on the level of fundamental
particles without fundamental changes in the mathemat-
ical structure of quantum theory, can be demonstrated
as follows:
Take a particle (photon or electron) of finite volume
VP and exactly defined energy h¯ω. Consider now the fre-
quency or wavelength of the particle wave at an arbitrary
position ~r within the particle. Then the frequency ω at
this point is given by:
ω(~r) =
ρ(~r) · VP
h¯
· u(~r)2 (2.27)
Since the volume of the particle cannot be described as
a function of location (or only, again, via a normalization
condition ρ(~r) · VP = mP ), the frequency of the wave is
not a function of location: the wave itself therefore has
a non–local element to its structure, which remains only
insignificant, as long as the volume is not measurable.
F. Classical limit
The intrinsic functions of a single particle waves de-
scribe the classical limit of physical theories, the case
when the energy of the particle is exactly defined. Since
the wave function (due to the relation ρ ∝ ψ2 see [3]) has
the same periodicity as intrinsic electromagnetic fields,
the classical electromagnetic solutions for an infinite sys-
tem must be proportional to the wave functions for an
infinite local ensemble. The classical limit of quantum
theory therefore is the local quantum ensemble.
G. Spreading of a wave packet
It may seem that the definition of the ensembles is
only justified in view of intrinsic potentials, that it is not
originally a concept of quantum theory. That this is not
the case can be shown by a calculation of developments
with the time–dependent Schro¨dinger equation. The no-
torious spreading of a wave packet due to the applica-
tion of Schro¨dinger’s equation cannot be interpreted in
a physical way, because the implicit experimental result
has always been falsified.
If it is not a physical effect, it is nevertheless a feature
inherent to the qualities of the wave function. And since
the wave function is, in conventional reasoning, a mea-
sure for the probability density of particles, the problem
remains, why the statistical nature of a quantum system
of free particles is altered. This effect, so far not really
understood, is a common source of irritation, and con-
cepts have been put forth to eliminate it in a modified
version of quantum theory (see, for example, Mackinnon
[18,19]).
x0
x0
t = 0 t = t
x1
1
x1
Ψ (x,0)
Ψ (x,t  )1
Ψ (x,0)
Ψ (x,t  )1
FIG. 2. Development of ensembles. An ensemble of arbi-
trary energy and Gaussian distribution will develop into a
quantum ensemble of equal probability for all energy values
(top). The development of a particle with exactly defined en-
ergy due to the Schro¨dinger equation or the wave equation
leads to a local ensemble over the whole local range of the
system (bottom)
We consider a quantum system of presently undefined
k–vectors and local extension. Then the quantum en-
semble at an initial moment t = 0 shall be given by the
Fourier components of the wave function, ψˆ(~k), the de-
velopment of initial components shall be described by
plane waves, for the sake of simplicity we treat the one–
dimensional model:
ψ(x, t) =
∫
dk ei(kx−ωt)ψˆ(k) (2.28)
The essential feature to consider is the development
of an initial distribution of a system only governed by
the Schro¨dinger equation. The two initial distributions
we estimate are the local ensemble with exactly defined
energies and wave vectors and an inhomogeneous quan-
tum ensemble, where the wave function shall be centered
around a value x0 = 0:
ψ1(x, t = 0) = e
−x
2
b2
+ik0x
ψ2(x, t = 0) = e
ik0x (2.29)
The Fourier transform can be calculated from the ini-
tial state of the wave functions, it will be:
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ψˆ1(k) =
∫
dxψ1(x, 0) e
−ikx = e−(k−k0)
2 b2/2
ψˆ2(k) =
∫
dxψ2(x, 0) e
−ikx = δ(k − k0) (2.30)
And the wave functions of the two systems are at t > 0:
ψ1(x, t > 0) =
eX√
b2 + ih¯tm
X =
1
2
(
b4 +
h¯2t2
m2
)−1
·
(
−k20b2
h¯2t2
m2
+ · · ·
)
ψ2(x, t > 0) = exp (i(k0x− ω0t)) (2.31)
The norm of the two wave functions is consequently:
|ψ1(x, t > 0)|2 =
(
1 +
h¯2t2
m2b4
)−1
×
exp
[
−b−2
(
1 +
h¯2t2
m2b4
)−2
·
(
x− h¯k0
m
t
)2]
|ψ2(x, t > 0)|2 = 1 (2.32)
The norm of the wave functions in the infinite limit
t→ ±∞, the probability density, will in both cases be an
equal distribution over the whole range of the system: in
case of the initial Gaussian distribution it does no longer
reflect the initial structure of the Fourier transform, dif-
ferent components can then no longer be distinguished.
It is, in the infinite limit, an equal distribution over the
whole range of k values, or an infinite quantum ensemble.
The second wave function will retain its kinetic proper-
ties, although it will cover the whole local range of the
system. The wave therefore has the same qualities as the
local ensemble. The development of the two ensembles is
displayed in Fig. 2
As it is always possible to decompose an arbitrary dis-
tribution of initial k values in Gaussian distributions, the
result holds quite generally. In case the system is left to
itself, an application of the Schro¨dinger equation thus
leads to a gradual change of the system qualities until,
in the infinite limit, the qualities are equal to a quantum
ensemble.
The spreading of the wave packet therefore appears
to be a statistical process of restructuring: it reveals an
entropy–like principle inherent to the conventional for-
mulations of quantum theory, which is not quite easy
to analyze. Apart from the requirement, that the final
state of a system must be an equal distribution of physi-
cal qualities, it cannot be based on any physical founda-
tion. That the equal distribution is physically relevant
in measurement processes, will be derived later on. But
that this groundstate of physical properties is arrived at
without any interaction seems hard to accept.
There are two possibilities to account for this feature:
(1) Either the restructuring is referred to some potential
not covered by field theories, in this case we would have
to recur to Bohm’s quantum potential [6]. (2) The ini-
tial conditions contain an assumption which affects the
physical properties of particles. The answer to this prob-
lem can be found on the level of intrinsic properties of
particles. Since ψ(x)2 ∝ ρ(x) ∝ φ(x), an inhomogeneous
distribution like ψ1(x, 0) gives rise to an intrinsic poten-
tial φ(x), described by:
ψ1(x, 0) = ψ0e
ik0x ψ0 = e
−x2/2b2
φ(x, 0) = ψ20 = e
−x2/b2 (2.33)
And the system is therefore not, as implied by the
mathematical formulations, free of forces, but will ex-
perience a force along the direction x:
Fx = −∂φ
∂x
=
2x
b2
e−x
2/b2 (2.34)
The exact evaluation of this existing force and its ef-
fects for the propagating wave need not occupy us at this
point: it suffices to prove that the initial assumption (free
waves) cannot be sustained in view of intrinsic properties,
and that the result of quantum theory, which served as
a proof against Schro¨dinger’s initial concept of physical
waves, is physically invalid.
Along this line of reasoning we may reconsider the
question of quantum ensembles from the viewpoint of
intrinsic potentials and forces. The most general form of
a wave function is given by its Fourier integral over all
components:
ψ(~r) =
∫
d3k ψ0,~k(~r,
~k)ei
~k~r (2.35)
The potentials due to the qualities of the amplitude
are then responsible for intrinsic potentials additional to
the constant potential of a plane wave. They are given
by:
φi(~r,~k) = u
2
∣∣∣ψ0,~k(~r,~k)∣∣∣2 = h¯2k2m2
∣∣∣ψ0,~k(~r,~k)∣∣∣2 (2.36)
The forces within the propagating wave are either peri-
odic – the total potential of the plane wave is constant –,
or they are forces due to the properties of the amplitude.
These forces will be:
~F =
h¯2k2
m2
[
ψ∗
0,~k
∇ψ0,~k + ψ0,~k∇ψ∗0,~k
]
(2.37)
A stable state of the system can only be expected,
if these forces vanish. The equilibrium condition for a
system of particles described as plane waves is therefore:
ψ∗
0,~k
∇ψ0,~k + ψ0,~k∇ψ∗0,~k = 0 (2.38)
The two ensembles defined, the local ensemble as well
as the general quantum ensemble, comply with this con-
dition since in both cases the amplitudes ψ0,~k(
~k) do not
depend on ~r. The distribution used for the calculation of
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the spreading wave packet clearly is not compatible with
this condition.
However, given the condition of stability, the quan-
tum ensemble seems unnecessarily restrictive: it is not
excluded, that the amplitudes change with the wave vec-
tor ~k, although the quantum ensemble does not allow for
an interpretation in terms of inhomogeneous ~k distribu-
tions. The restriction is not a physical result, meaning
that it does not derive from physical processes, but a
logical consequence of the fundamental arbitrariness of
Schro¨dinger’s equation (see the discussion).
III. A LOCAL SCHRO¨DINGER EQUATION
As the conventional framework is non–local, it might
be interesting to consider its local modification. A fea-
sible method to regain locality is a different basic set of
variables in field theory. If the concept of particles is
given up altogether, and if the decisive variables of phys-
ical systems are the intrinsic values of density ρ, charge
density σ, as well as the intrinsic fields of motion φk and
electromagnetic complements φE , and their correlating
vector fields ~p, ~E, and ~B, the Planck and de Broglie re-
lations can be formulated in a local way. We take the re-
sult on hydrogen atoms, where the atomic radius equals
3.3 × 10−10 m [20]. And we assume that the density of
electron mass at the atomic radius shall be the density
of a free electron. The volume Vel of a free electron shall
therefore be:
V 0el = 2πR
3
0 ≈ 2.26× 10−28m3
Therefore the Planck and de Broglie relations can be
formulated as local statements, the frequency and wave-
length of a free electron given by the relations:
λ(~r, t) · u(~r, t) = 2πβel
ρ0el(~r, t)
ρ0el(~r, t) · ~u2(~r, t) = βel ω(~r, t) (3.1)
βel =
h¯
Vel
≈ 4.67× 10−7[kg/ms]
In view of current results, the volume of an electron is
far too high. But as recently established [3], the energy
exchange in interactions not only applies to the electron
as a whole, but to every single point within the electron.
Scattering experiments are therefore no way to detect
definite electron extensions.
Rewriting the Schro¨dinger equation for electrons in a
strictly local manner, we get furthermore (density ρ0,
frequency ω, and velocity ~u equal to the functions defined
in (3.1), indices and variables omitted for brevity):
ρ0
(
−β
2
el
ρ20
△+ φ(~r, t)
)
ψ = βelω ψ
ψ(~r, t) = ψ0 exp i
(
ρ0 ~u
βel
~r − ωt
)
(3.2)
It can be seen, that the local version of Schro¨dinger’s
equation is no longer linear, the linearity of the relation,
which corresponds to the principle of superposition only
holds in the non–local case.
The general case of a local Schro¨dinger equation, in
its time–free and time–dependent form can be written as
the nonlinear system of the following equations:
A
[−β2el△+ ρ20 φ(~r, t)]ψ = ρ0βelω ψ
B
[−β2el△+ ρ20 φ(~r, t)]ψ = iρ0 βel ψ˙ (3.3)
C ρ0 = |ψ(~r, t)|2
Or if we define the Hamiltonian density H(~r, t), the
local system of equations for electron motion will be given
by:
H(~r, t) := ρ0
(
−β
2
el
ρ20
△+ φ(~r, t)
)
Hψ = βelω ψ (3.4)
Hψ = −βel
i
∂ψ
∂t
ρ = ψ∗ψ
In view of these results it can be concluded that non–
locality is a feature inherent to the conventional formu-
lation of quantum theory, it can be derived from its fun-
damental statements without any experimental consider-
ation. The local formulation of these statements yields
non–linear differential equations, a local theory therefore
will not comply with the principle of superposition.
If we calculate the effect of superimposing two single
solutions of the local Schro¨dinger equation, we may pro-
ceed from the two plane waves at ~r, t:
ψ1 = ψ
1
0 exp i
(
ρ10 ~u1
βel
~r − ω1t
)
|ψ10 |2
(
u21 + φ
)
= βelω1
ψ2 = ψ
2
0 exp i
(
ρ20 ~u
βel
~r − ω2t
)
|ψ20 |2
(
u22 + φ
)
= βelω2
A superposition of the two solutions leads to a rela-
tion containing additional interference–terms of the two
original waves:
ψs := ψ1 + ψ2 (3.5)
Hψs = βel |ψ
1
0 |2ω1 + |ψ20 |2ω2
|ψ1 + ψ2|2 +
+ φ
|ψ1 + ψ2|4 − |ψ10 |4 − |ψ20 |4
|ψ1 + ψ2|2 6= βel(ω1 + ω2)
The fundamental relations are therefore essentially
non–linear and depend on the interference of the two
original waves. The difference between the non–local
and the local formulation of the equation, furthermore,
implies the intensity of the potential in interactions of
electrons. If the amplitudes of the original waves ψ1 and
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ψ2 are unity, then a superposition of the two waves to ψs
means, that the potential, and therefore the photons of
emission, must be:
φ := φ1 + φ2 = ω1 · Γ(~r, t) + ω2Γ(~r, t)
Γ(~r, t) ≡ βel · 1 + 2 cos△ϕ
4(1 + cos△ϕ)2 − 2 (3.6)
△ϕ = ~u1 − ~u2
βel
~r − (ω1 − ω2)t
The effect must be considered a result of the mechani-
cal formulation, which does not allow for any simple eval-
uation of particle interactions. The wave equation is not
affected in the same way: it remains a linear differential
equation of second order still allowing for the superposi-
tion of single solutions, as can easily be established:(
△− 1
u2
∂2
∂t2
)
ψ = 0
ψ = ψ0 exp i
(
ρ0~u
β
~r − ωt
)
(3.7)
And the dispersion relation for the monochromatic
wave yields the local form of Planck’s relation or the re-
lation between the total energy density and frequency of
the plane wave.
β =
ρ0~u
2
ω
~k =
ρ0~u
β
(3.8)
Since electromagnetic formulations are derived from
the wave equation, the theory of classical electrodynam-
ics is equally not affected.
IV. COLLAPSE OF THE WAVE FUNCTION
In his rather fundamental and comprehensive analy-
sis of measurement processes in quantum theory Ballen-
tine [14,21] proceeded from two mutually exclusive state-
ments on the quality of the state concept, i.e. that (1)
a pure state provides a complete and exhaustive descrip-
tion of an individual system, and (2) a pure (or mixed)
state describes the statistical properties of an ensemble of
similarly prepared systems. The subsequent analysis of
measurement processes proved that [21] any interpreta-
tion of the type (1) . . . is untenable. Ballentine remarks,
furthermore, that the collapse of the wave function is a
necessary consequence of an interpretation type (1) and,
since this interpretation of the wave function is disproved,
the theory gives no evidence of this collapse to occur.
The process is conventionally described as follows: a
particle with its wave function ψ(q), where q denotes
some generalized coordinates is thought to interact with a
measurement apparatus described by the wave function
φ(ξ), where ξ equally describes the generalized coordi-
nates of the measurement system. After the interaction
the combined wave function of the measurement appara-
tus and the particle is described by ψn(q)φn(ξ), where n
is a single eigenstate and pointer position. In von Neu-
mann’s view (see Ref. [38]) the process must occur in
two steps: (1) the interaction of particle and measure-
ment device leads to a superposition of states described
by:
Ψ =
∑
n
ψn(q)φn(ξ)
(2) The observation of the measurement leads to the
collapse of the wave function to its actually measured
state given by:
Ψ = ψn(q)φn(ξ)
The formalization is not changed if instead of discrete
pointer positions a range of continuous measurement val-
ues is considered. One just has to substitute the index n
by a continuous index ν describing the range of measure-
ments. The basic problem is that this process cannot
be described within the framework of quantum theory,
which leads, in the more orthodox interpretations, to the
negation of every process which is not an actual measure-
ment result (Heisenberg’s view in Ref [22]), or even to
metaphysical interpretations of the effects of conscious-
ness (which seemed to be Bohr’s view, stating that the
process of observation is essentially non-causal and ir-
reversible). In more ingenious interpretations the result
has been been used as the basis of a many world interpre-
tation (Everett [23]), where every outcome of a measure-
ment occurs in a different universe. For a complete survey
as well as a critical analysis of the many world interpreta-
tions see Adrian Kent’s original paper [24], or his recent
update in the eprint archive [25]. Recently theoretical
models focus on the concept of quantum–entanglement.
Clearly, the problem is still rather disputed.
If the state vector of a system, or the wave function in
quantum theory were an exhaustive information about
the system, the logical problems seem indeed severe if
not unsurmountable. The situation changes, though, if
one concedes that the quantum mechanical description
of systems is essentially arbitrary and does not provide a
full account of physical variables, as demonstrated in the
previous paper [3]. The results obtained do not exclude
a collapse of the wave function during a measurement
process leading to a coherent superposition of different
measurement values (or, in Ballentine’s words ”pointer
positions”), although the specific wave function is not a
complete and exhaustive description of a quantum sys-
tem: this is, incidentally, the result obtained in the pre-
vious section. From a physical point of view, it remains
to clarify, how the measurement affects the quantum en-
semble, and if the total number of ensemble members is
reduced in this process.
A simple example of the reduction of the wave func-
tion in a measurement process is a retarding field ana-
lyzer frequently employed in LEED (low energy electron
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diffraction) measurements. The reason that we do not
use the commonly used spin–measurements is the oscil-
lating feature of particle–spins when defined according to
the definition in quantum theory [3].
A retarding field analyzer is basically a positive po-
tential, assumed rectangular for simplicity, which selects
only electrons above a certain energy threshold. We
equally assume, that the electrons initially are free, their
energy shall be given by a value Ek (see Fig. 3).
x
x
∆k
∆k
k
E
VrfaEk
FIG. 3. Reduction of the wave function due to retarding
field analyzer. The positive potential Vrfa is lower than the
total energy of the ensemble limit Ek (top), the selection of
members of the ensemble leads to a reduction of the statistical
ensemble after the measurement (bottom)
From a strictly causal point of view, the electrons be-
low an exactly defined threshold value Erfa < Ek cannot
pass the filter and the number of electrons after the fil-
ter is therefore reduced to single particles with an energy
above the threshold value. Naively one could assume,
that the wave function after the barrier must be the same
as before the barrier, since all the electrons had sufficient
energy. This assumption is only correct, though, if in-
trinsic potentials remain unconsidered.
As the calculation in quantum theory accounts for
the arbitrariness by integrating over all possible parti-
cle states at a given location ~r, and since the range of
allowed k–values depends on the level of kinetic energy,
the total of density ρ(~r) at an arbitrary location before
the analyzer will be:
ρ(~r) = ψ∗(~r)ψ(~r) =
∫ k0
0
d3kφ∗(~k,~r)φ(~k,~r)
k20 =
2m
h¯2
Ek (4.1)
while after the analyzer the wave function will be lim-
ited to states with energy values higher than the thresh-
old:
ρ′(~r) = ψ′∗(~r)ψ′(~r) =
∫ k0
k1
d3kφ∗(~k,~r)φ(~k,~r)
k21 =
2m
h¯2
(Ek − Erfa) (4.2)
Clearly the wave function, or the quantum ensemble,
have been reduced. The interesting question now seems
to be whether this collapse is a causal process, a statisti-
cal one, or a process only found in quantum mechanical
systems.
Let’s say we want to make sure, that only particles of
a specific energy will be part of the measurement pro-
cess. Thus some sort of preselection has to be estab-
lished, which guarantees that the total potential of the
particles meets the required conditions. This sort of pre-
selection requires, though, that the particles are initially
prepared, the same way the retarding field analyzer makes
sure, that only particles above the threshold will pass. If
the particles are prepared, then the reduction will occur
at the preparation process, exactly in the same way as
above. Then all the particles prepared will pass the an-
alyzer and no further reduction is required. If particles
are not prepared, then the result is the previous one, al-
though this result is a consequence of a lack of knowledge
about individual particles. It is therefore, like in statisti-
cal kinetics, a result of statistical distributions of intrinsic
potentials at every arbitrary point ~r of the system, for-
malized in quantum theory by way of the fundamental
arbitrariness.
The measurement of particle energies by retarding
fields is therefore a causal and deterministic process on a
statistical ensemble. The same applies to the reduction
of the wave function. A special quantum process, apart
from the intrinsic features of single particles, is therefore
not required.
In an ideal limit, where the field analyzer selects only
particles of a defined energy Ek, the quantum ensem-
ble after the measurement is reduced to the local ensem-
ble. In this case the wave function describes an ensem-
ble of exactly defined energies and infinite extensions:
this ensemble has the structure of infinite electromag-
netic fields, it is therefore equal to the classical limit of
quantum theory. The same could basically be achieved
by a monochromator, and, as will be seen further down,
particle properties in this case only prevail as limited re-
gions of space of individual particle waves. That this
limitation is not described by classical formulations, is
equally understandable, since the classical limit is based
on an infinite local ensemble.
V. DIFFRACTION EXPERIMENTS
A. Double–slit experiments
Diffraction experiments have long been difficult to ana-
lyze since the exact interplay between causal reasons and
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statistical considerations remained something of a puzzle-
ment to logical reasoning. Especially the existence of in-
terference terms in the notorious double–slit experiments
has been hard to explain (see for example Bohm’s anal-
ysis of the double slit experiment in [9], or recent exper-
iments on complementarity and quantum erasers [26]).
The main problem, from the viewpoint of logical reason-
ing, is the fact that the path of a single particle through
one aperture (an electron for example) should be deter-
mined by the second aperture, since it is evident, from
the results of measurements, that the interference pattern
changes with the state of the second aperture. There re-
mained basically only two solutions to the problem: (1)
the Copenhagen interpretation [5] stating that an indi-
vidual particle is only to be seen as a statistical ensemble
of particles, the statistical quality is therefore inherent
to the trajectory of any single one (which is essentially
the complementarity argument), or (2) Bohm’s interpre-
tation that the trajectory of a single particle is exactly
determined by the Schro¨dinger equation, and that the
statistical qualities derive from hidden variables [9].
From the viewpoint of intrinsic particle properties and
the interpretation of Schro¨dinger’s equation as an equa-
tion of motion for statistical manifolds of particles, both
solutions are partly correct, although neither of them
provides a full account of the problem.
The Copenhagen interpretation is correct, as far as
the quantum ensemble of the measurement is concerned.
That the non–local formulation of quantum theory is the-
oretically incapable of describing the field type interac-
tions of a single particle wave in the potentials of the slit
environment, cannot be used – as the dogmatic version
of the interpretation holds – to assume any metaphysical
connection between the observed particle and the observ-
ing experimenter. It is, in the present context, the result
of the local quantum ensemble, which yields the char-
acteristic interference patterns. As every single particle
wave only covers a small local range of the whole ensem-
ble, the individual measurement result exhibits point like
features. And since this specific ensemble is equivalent
to the classical limit, a classical theory of diffraction will
provide a suitable model to describe the experimental
result.
The question of self interference of a particle with a
volume similar to the volume of an electron derived in
section III thus indicates the point, where the particle
interpretation breaks down: all the intrinsic relations re-
main valid, if an electron beam is thought to be split
in two components (which in fact is the only possible
interpretation concerning neutron interferences treated
further down), the same holds for every single point in
interactions. That the measurement after the double–
slit system then is registering a limited region of space
for the trajectory, is only a consequence of the limited
volume of space covered by the wave structure of a ”sin-
gle” electron. In this case as well as in the case of neutron
interferences the problem to a consistent physical inter-
pretation of events (a causal chain at that), is the parti-
cle picture of quantum theory deriving from the basically
mechanical outlook and the subsequent normalization.
Self interaction of single particles is therefore an un-
suitable term: the internal structure of the particle in-
teracts with the slit environment (this is the causal and
local level, which is not described by quantum theory, but
classical field theories). And as the ensemble of particles
in this measurement covers the whole local range, all re-
sults of the classical limit will eventually be covered (this
is the statistical level, described by the ensemble wave
function as well as the classical variable of intensity).
The interface between the causal level and the statistical
one in this case is the local range of intrinsic structures
covering, eventually, the whole system.
Bohm’s result is not quite consistent with the qualities
of the Schro¨dinger equation: as the Schro¨dinger equation
is not a causal – i.e. physical – description of single par-
ticles (due to non–locality in the normalization and arbi-
trariness because of omitted intrinsic potentials), it can
only describe the behavior of ensembles, while the pro-
posed deterministic quantum potential [6] implies phys-
ical origins for the change of the wave function during
measurement. This interpretation, in our view, combines
two aspects of the problem which have nothing in com-
mon: the wave function is not a physically valid descrip-
tion of any single particle, therefore the change of the
wave function has a physical (field interactions) as well
as a statistical (over the whole local range of the sys-
tem) aspect. Reducing the physical aspect to the statis-
tical one (which is, essentially, the content of the Copen-
hagen interpretation), or reducing the statistical aspect
to physical ones (which is the content of Bohm’s theory)
is equally unjustified: the whole picture is only emerging,
if both aspects are included simultaneously.
To display the essential features of these experiments,
it suffices to describe diffractions by a modification of
classical electrodynamics. The theoretical account sheds
some light on the seeming paradox of single particles and
individual measurements, which are, in the limit of in-
finite repetitions, equal to classical interference patterns
[27]. Let the wave function of a particle (photon or elec-
tron) in the vacuum be described by the Helmholtz equa-
tion: (△+ k2)ψ(~r) = 0 (5.1)
With Green’s theorem and using a vacuum Green’s
function we may rewrite the conditions for ψ(~r) to:
ψ(~r) =
∮
R(V )
d2 ~f ′
eik|~r−~r
′|
4π|~r − ~r′| × (5.2)
×
[
∇′ψ(~r′) + 2πiψ(~r
′)
λ
~r − ~r′
|~r − ~r′|
(
1 +
i
k|~r − ~r′|
)]
The surface R(V ) denotes the boundary of the volume
of integration. To account for particle separation we de-
scribe the wavefunction of the ensemble as an integral
over all measurements:
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ψ(~r) =
+∞∫
−∞
dtψt(~r, t)
The time dependency and the limited extensions of an
individual particle are included with a δ function, the
wave function at the aperture of the diffractometer is
then:
ψ(~r′) =
+∞∫
−∞
dt δ3(~r′ − ~cpt) · eik|~R−~cpt| (5.3)
− ~R shall be the location of the particle source and cp
the velocity of the particle. If we neglect the derivatives
of the δ function (which, after all, shall only denote the
existence of single entities), the following relation is de-
rived:
ψt=0(~r) = e
ikRΓ(k,~r) (5.4)
Γ(k,~r) =
i
2λ
∮
R(V )
d2 ~f ′
~r − ~r′
|~r − ~r′|2
(
1 +
i
k|~r − ~r′|
)
eik|~r−~r
′|
With a Kirchoff approximation the calculation yields
the familiar results of classical electrodynamics: the am-
plitude Γ(k,~r) depends on the geometrical setup of the
diffractometer and particle wavelength. But due to the
δ function, it yields these amplitudes for individual par-
ticles passing the device.
This, rather simple, example reveals much of the logi-
cal problems of quantum theory in interference measure-
ments. If the concept of a particle is retained, then the
wavefunction at the moment t = 0, the moment when
it passes the slit, contains already the future measure-
ment results in form of the amplitude Γ(~k,~r). But since
the amplitude depends on the number of slits – which,
for a single particle, cannot be a determinant of parti-
cle motion through a specific one – the experimental re-
sult (interference fringes depending on the experimental
setup) cannot be described by a causal and local model.
A causal theory therefore must be non–local (which ap-
plies to the de Broglie–Bohm approach). If the particle
model is given up and replaced by a model of single wave–
particles with dimensions comparable or larger than the
slit geometry, the amplitude given by classical calcula-
tions results essentially from the requirements of conti-
nuity after the interaction (contained in the form of the
Green’s function), while interference is referred to a sta-
tistical effect due to varying local distributions. It seems
to confirm the interpretation of classical electrodynamics
as a theory, which gains its validity from two separate
origins: the formalization of internal particle structures
and the consideration of infinite local ensembles.
The total wavefunction of the system ψ(~r) and the
wavefunction of single measurements ψt(~r) are numeri-
cally equal but for the delta function. While the total
wavefunction, therefore, may be said to contain the infi-
nite repetition of the measurement in the form of mea-
surement results, the individual wavefunction contains
the same information in the form of measurement prob-
abilities. The wavefunction in this case has a double sig-
nificance: a statistical as well as a determinist one.
B. Neutron interference
As a further example we may consider the modern ver-
sion of these measurements, the neutron interference ex-
periments by Rauch and Zeilinger [28,29,30].
We postulate initially that neutrons are physical enti-
ties similar to electrons or photons, in that they possess
wave like properties described by a wave function ψ of
single particles, intrinsic potentials to account for peri-
odic mass distributions, and they shall be subject to the
fundamental Planck and de Broglie relations in non–local
formulation. Since the theoretical framework so far has
not been extended to nuclear fields and properties, the
postulate is a generalization yet without an indisputable
proof. Additionally, we take intrinsic magnetic fields into
account by postulating, that neutron mass in motion pos-
sesses an intrinsic magnetic field of a specific orientation
ϑ, which shall be perpendicular to the axis of particle
motion ~u.
θ
z
x
BInterferometer Magnet
1cm
II
I
IH
IO
[2,2,0]
FIG. 4. Neutron interferometer for spin superposition mea-
surement according to Rauch. The incident neutron beam is
split coherently at the first plate and reflected at the middle
plate. The two beam components I and II are coherently
superposed at the third plate of the interferometer, a static
magnetic field in the path of beam I leads to interference
patterns depending on magnetic intensity
The most interesting results were obtained by a perfect
crystal interferometer based on amplitude division, which
yields a macroscopic (in the range of cm) beam separa-
tion. The intensity of the incident neutron beam was in
every case such that only a single neutron passed the in-
terferometer at a given moment. The separated beams
could be manipulated by an insertion of attenuation and
absorption devices, in single but highly significant ex-
periments magnetic fields were employed to change the
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spin–orientation [28]. According to Rauch all experimen-
tal results can be accounted for, if they are evaluated in
the wave picture of quantum theory, while the particle
picture can only be preserved by applying the concept of
de Broglie’s pilot waves (see Fig. 4).
From the viewpoint of material waves the result is not
surprising: as the incident neutrons were initially pass-
ing a monochromator, the resulting quantum ensemble is
the local one, which is, as established in section II, equal
to the classical limit of quantum theory. It does seem,
therefore, completely acceptable to treat the experiments
within the framework of classical optics. And the theo-
retical calculations then are equal to the classical ones
for x–ray interferences, where the amplitude of the wave
function and electromagnetic intensity are related by (Iqt
is the intensity due to quantum theory, Iem the intensity
obtained in classical electrodynamics):
Iqt ∝ ψ∗ψ ∝ | ~E|2 ∝ Iem
⇒ Iqt ∝ Iem (5.5)
There are, though, two results which require a closer
scrutiny: the first is the proximity of experiments with
single neutrons to the thought–experiments by Renninger
[36] on single photons, the second is the change of wave
properties by external magnetic fields.
As derived in the section on photons of the previous
paper [3] the mass of a photon cannot be confined to an
infinitesimal volume within the electromagnetic field, if
Maxwell’s relations are correct descriptions of the intrin-
sic electromagnetic fields. The kinetic properties of pho-
tons thus had to apply to every single point of the elec-
tromagnetic field, and the total energy density within the
photon therefore was an intrinsic constant. The experi-
mental and theoretical basis of this result was the deter-
ministic relation between the electromagnetic fields of a
photon and the experimental result. If the experimental
results of neutron interferences are, therefore, described
by the deterministic theory of classical electrodynamics,
the same must apply to the relation between kinetic and
electromagnetic properties of neutrons. And the kinetic
properties of a neutron shall then prevail throughout the
region of its complementary intrinsic fields: the initial
assumptions about neutrons are then backed by the ex-
perimental results of interference measurements in con-
junction with their theoretical description. This result
suggests a wide range of speculative questions about the
physical nature of neutrons, which cannot, at present, be
treated, since the qualities of nuclear fields and interac-
tions have not yet been included into the framework of
material wave theory.
C. Magnetic interactions of particles
Quantum theory bases the interaction of magnetic
fields and particles on the intrinsic qualities of spin and
magnetic momenta. Spin is a non–local property, in pre-
vious calculations it was found, that the concept is the-
oretically questionable [3]. The following calculation is
a local and deterministic deduction of magnetic interac-
tions, based on intrinsic electromagnetic fields and the
field equations of electromagnetic properties as well as
intrinsic potentials:
1
u2
∂ ~E
∂t
= ∇× ~B − ∂
~B
∂t
= ∇× ~E
φem =
1
2
(
1
u2
~E2 + ~B2
)
(5.6)
We consider the change of intrinsic fields due to a con-
stant external magnetic field ~Bext, the field vectors shall
be given by:
~B = (0, 0, B0) cos(k0x− ω0t)
~E = (0, E0, 0) cos(k0x− ω0t) (5.7)
~Bext = (0,− sinϑ, cosϑ)Bext
Accounting for the dynamic qualities of the process by
linear increase of the magnetic field t ∈ [0, τ ], the internal
fields will be at τ :
E′y = E0 cos(k0x− ω0t)−Bext
cosϑ
τ
x
E′z = −Bext
sinϑ
τ
x (5.8)
B′y = −Bext sinϑ
B′z = B0 cos(k0x− ω0t) +Bext cosϑ
Additional informations about the system can be in-
ferred from the relation between the variables x and t as
well as from the relation between amplitudes from Eq.
5.6:
x
τ
= u0 E0 = u0B0 (5.9)
The electromagnetic potential due to interaction with
the magnetic field is then given by:
2φem = [B0 cos(k0x− ω0t)−Bext cosϑ]2 + [Bext sinϑ]2 +
+ [B0 cos(k0x− ω0t) +Bext cosϑ]2 + [Bext sinϑ]2
φem = B
2
0 cos
2(k0x− ω0t) +B2ext (5.10)
The result is interesting due to two features: (1) The
potential of interaction does not depend on the angle ϑ
of the magnetic field: it can therefore not be formalized
as the scalar product of an intrinsic magnetic moment
~µ and an external field ~Bext, or only, if the magnetic
moment is a non–local variable: the non–local definition
of particle spin in quantum theory can therefore be seen
as a different expression of an equivalent result. And the
motivation for this definition has to be seen in the missing
15
account of deterministic and dynamic developments of
the intrinsic variables.
The result confirms a conclusion already drawn by an-
alyzing electron photon interactions: the framework of
quantum theory is essentially limited to interactions, its
logical implications only become obvious, if interaction
processes are considered. In the context of particle spin
it explains, why spin in quantum theory cannot be a lo-
cal property: because interactions do not depend on the
direction of field polarization.
(2) The electromagnetic potential of the particle is
higher than the original potential. This result leaves two
possibilities: either total energy density of the particle
remains constant – which should be the case for neutral
particles, which do not alter their energy due to magnetic
interactions –, or the kinetic energy density of the parti-
cle is equally altered by interactions: which should apply
for charged particles. In both cases the kinetic potential
during magnetic interaction is changed, the alteration
can be described by:
2B
ext
2φ
φ
φ
k
0
k
+
-
k
φ
k
E
B
u
θ
Bext
B = 0 BextB = 
FIG. 5. Intrinsic electromagnetic fields and applied mag-
netostatic field of the neutron beam (left). Shift of kinetic
potential due to interactions (right)
φ′k = φ
0
k ±B2ext (5.11)
Fig. 5 displays the intrinsic electromagnetic fields and
the energy terms due to magnetic interactions. Due to
the relations between kinetic potential and density of
mass φk = ρu
2 and the relation between the wave func-
tion and density of mass ρ ∝ ψ2 the properties of the
wave function in the region of interaction will equally be
changed, which means, that posterior superposition of
the two separated beam parts will yield a changed inter-
ference pattern. The easiest way to calculate the changes
in the affected beam is by estimating the difference of ve-
locity. Since:
〈φ′k − φ0k〉 =:△φk = −ρ¯ (△u)2 = −B2ext (5.12)
ρ¯ denotes denotes average density of the beam, as the
wave length is much shorter than the macroscopic region
of the magnetic field in the interaction process, averaging
is physically justified. Then the phase difference α of
the beam after t1 = l/u0 seconds, where l is the linear
dimension of the magnet, will be:
α = 2π
△u · t1
λ
= 2π
(
l
λ
· Bext√
ρ¯ u20
− n
)
n ∈ N (5.13)
The theoretical result is consistent with the experimen-
tal result by Rauch, that the phase of the beam is linear
with the intensity of the magnetic field applied [28]. Fig
6 displays the phase shift of the beam component I in a
magnetic field.
That this phase shift is sufficient for an experimental
proof of the 4π–symmetry of spinors seems to be a matter
of convention, since it depends, essentially, on the scaling
of the magnetic fields in terms of kinetic potentials. All
that can be inferred from measurements is that magnetic
fields affect the phase of the neutron beam, and equally,
that this effect does not depend on the orientation of the
magnetic field or the incident beam: both results can in a
local and deterministic manner be accounted for by this
deduction of magnetic interactions.
It should be noted, that the theoretical concept is only
applicable to the local ensemble or the classical limit of
quantum theory (As a consequence of monochromatic
neutron beams). If the ensemble considered contains par-
ticles of arbitrary energies then an equivalent theoreti-
cal framework additionally has to account for the phase
shifts of specific members of the ensemble: a close to clas-
sical interference pattern in this case cannot be expected.
α
Bext
1
-1
ψ [ψ  ]0
kxk λ0 k λ0
FIG. 6. Phase shift α in a magnetic field. The phase shift
of the beam component I depends on the scale of the external
magnetic field Bext
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D. The quantum eraser
That the intrinsic properties and, especially, the po-
larization of the intrinsic fields is decisive for interfer-
ence measurements can be demonstrated by an analysis
of quantum eraser phenomena. In this case the which–
path information of the photon is said to preclude inter-
ference. Conventionally, the measurement is formalized
as follows [31]:
The amplitude of an incident photon of horizontal po-
larization is split coherently in two separate beams, de-
scribed by the quantum state vector (1 denotes the first,
2 the second of the two paths)
ψ012 =
1√
2
(ψ1,H + ψ2,H) (5.14)
The square of ψ, or the probability density in this case
contains an interference term ψ∗1,Hψ2,H :
|ψ012|2 =
1
2
(|ψ1,H |2 + |ψ2,H |2 + ψ∗1,Hψ2,H + ψ∗2,Hψ1,H)
If a polarization rotator changing the polarization of
the beam to vertical (V) orientation is placed in path 1,
the interference pattern is no longer observable, and the
measurement yields random results for the local proba-
bility density on the measurement screen. In quantum
theory the result is referred to the orthogonality of the
two states H , and V , and the state vector of the photon
described by
ψ112 =
1√
2
(ψ1,V + ψ2,H) (5.15)
|ψ112|2 =
1
2
(|ψ1|2 + |ψ2|2)
The result can be changed by inserting a diagonal po-
larizer into the path of the recombined beams, in this
case the wave function and probability density will again
show interference effects: the which–path information,
connected to the polarization of the two separate beams
is said to have been ”erased”.
ψ212 =
1
2
√
2
(ψ1 + ψ2) (ψV + ψH) (5.16)
|ψ212|2 =
1
4
(|ψ1|2 + |ψ2|2 + 2Re [ψ∗1ψ2])
The result can be understood in the context of intrinsic
properties and polarizations of intrinsic fields, since the
intensity of electromagnetic radiation is described by the
electromagnetic potential φem (for a general description
the field vectors are assumed complex):
φem =
1
2
(
1
c2
| ~E|2 + | ~B|2
)
(5.17)
If the beam of horizontal polarization (direction x) is
split into two separate beams, the electric and magnetic
fields after recombination will be:
~E012 =
1√
2
(E1~ex + E2~ex)
~B012 =
1√
2
(B1~ey +B2~ey) (5.18)
where the fields E2, B2 contain the phase information
eiϕ. The intensity measured after recombination will con-
sequently contain interference terms:
φ0em =
1
2
(
1
c2
|E1|2 + |B1|2
)
(1 + cosϕ) (5.19)
A polarization rotator in path 1 changes the polariza-
tion of the electric and magnetic fields to ~ey and −~ex re-
spectively, and the intensity after recombination is then
not affected by the phase ϕ:
~E112 =
1√
2
(E1~ey + E2~ex)
~B112 =
1√
2
(−B1~ex +B2~ey) (5.20)
φ1em =
(
1
c2
|E1|2 + |B1|2
)
(5.21)
If the recombined beam is passing through a diago-
nal polarizer (plane of polarization in xy–direction), the
electromagnetic fields after polarization are:
~E212 =
1
2
(E1~exy + E2~exy)
~B212 =
1
2
(−B1~eyx +B2~eyx) (5.22)
And the intensity of the beam shows again the inter-
ference pattern of the phase ϕ:
φ2em =
1
4
(
1
c2
|E1|2 + |B1|2
)
(1 + cosϕ) (5.23)
Mathematically, the description by way of intrinsic po-
tentials and polarizations yields the same result as the
conventional calculation in quantum theory. However,
the interesting aspect of the effect is its interpretation.
While in the conventional framework the which–path in-
formation (and its relation to the conception of comple-
mentarity) is seen as the ultimate reason for the experi-
mental results, it is, in the new theory, the intrinsic infor-
mation due to the electromagnetic fields and their vector
features, which are held responsible.
In more general terms it is the concept of the wave
function and its dogmatic interpretation, which creates
the logical problems of interpretation contained in the
conventional approach: since the wave function contains,
a priori, all the information about the particle, and since
it is a scalar function, it does not contain a vector vari-
able. But in this case the transformation of its features
due to a change of intrinsic directional information must
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be explained by some auxiliary conception, in case of
quantum erasers by the conception of complementarity,
in case of magnetic fields by the non–local conception of
spin. The whole formalism, in this way, gains a highly ar-
tificial and abstract quality, which makes it increasingly
difficult to render a straightforward account of physical
processes. What this analysis amounts to, is not so much
a theoretical or logical flaw of the current concept, but
rather a defect in terms theoretical simplicity.
VI. THE QUANTUM ZENO EFFECT
The quantum Zeno effect, or the unusual feature of
unstable quantum systems that measurements slow down
the decay of unstable particles, has been introduced by
Misra and Sudarshan [32] and further analyzed by Peres
[33]. Its experimental implications have recently been
tested by Kwiat et al., and the theoretical feature has
been exploited to realize interaction free measurements
with an efficiency exceeding 50 % [34,35].
The proof of this feature depends on the development
of an initial state φ, it shall belong to the domain of the
operatorH , which does not explicitly depend on time. In
second order approximation the probability of the state
to survive will be, for small time intervals t (h¯ = 1):
∣∣(φ, e−iHtφ)∣∣2 ≈ 1− (△H)2t2 + . . . (6.1)
where t is assumed sufficiently small, and the finite
term △H shall be described by:
(△H)2 = (Hψ,Hφ)− (ψ,Hφ)2 (6.2)
The decisive step now is to perform a measurement
of the system state n times in the given interval, in this
case the probability to find the system always in its initial
state will be:
Pφ =
[
1− (△H)2(t/n)2]n > 1− (△H)2t2 (6.3)
Clearly the probability has increased, and the logical
reason for it is the repetition of measurements. In the
infinite limit n → ∞ the probability equals 1, which
obviously signifies that an unstable system in constant
observation does not decay.
In order to determine the physical content of the state-
ment, we may first consider an experimental realization
by way of polarization rotators [35]. Polarization rotators
interspersed with polarizers can be used to establish, that
the additional polarizers (equivalent to measurements of
polarization) allow for transmission of photons, which are
otherwise blocked out in the final polarization measure-
ment.
Seen from the viewpoint of classical electrodynamics,
the result is completely understandable, since the trans-
mitted intensity depends on the angle of polarization.
But from the viewpoint of quantum theory the result is
puzzling, because it indicates that the decay of unsta-
ble states ”is not a property of the particle” [32]. The
paradox has been clarified to some extent by A. Peres,
who referred the effect to the features of the Schro¨dinger
equation [33]. Expanding the time dependent wave func-
tion ψ in an orthonormal basis ui and applying the time
dependent Schro¨dinger equation, we get:
ψ =
∑
ak(t)uke
−iEkt
ia˙j =
∑
Vjkake
i(Ej−Ek)t (6.4)
Selecting one eigenfunction of the orthonormal basis
to represent φ = u0, it becomes clear that the change of
the survival amplitude is due to the amplitudes of the
decay products ak (since Vjj = 0). Although the result
is reasonably well explaining the effect within the lim-
its of quantum theory, it is interesting to consider the
same behavior from the viewpoint of quantum ensem-
bles. Considering a local ensemble with exactly defined
energy, the development describes the propagation of a
particle wave with energy E:
ψ(t) = φ (0) e−iωt (6.5)
And the probability Pφ after an arbitrary interval t is
consequently equal to 1. The same applies for every com-
ponent of a quantum ensemble in an external potential.
Now let us assume, that the ensemble is unstable, like
the initial configuration used to calculate the spreading
wave packet (section IIG). And additionally, that this
configuration was brought about by some kind of mea-
surement process. Whether such a measurement pro-
cess is possible, would require an extended discussion,
for the quantum Zeno effect its existence may be taken
for granted. Using the result of Peres Eq. 6.4, the change
of this initial configuration depends on the existence of
interactions between different components of the ensem-
ble. As long as the measurement process is repeated fast
enough to stall the development of interacting ensemble
components, the initial configuration is conserved. The
argument of Peres [33], that the interactions within an
atomic nucleus are equivalent to a measurement process,
does not seem justified in this case. As the stable sys-
tem state is equal to a quantum ensemble of single par-
ticles, the unstable configuration requires some sort of
energy exchange. And since an isolated system cannot
provide this energy in infinite repetition, the argument
then would lead to postulating some sort of perpetuum
mobile explicitly forbidden by the entropy principle.
The quantum Zeno effect thus derives its validity from
several sources: (1) The existence of measurements lead-
ing to an unstable system state, and (2) the provision
of additional energy to regain the initial state in infinite
repetitions. From a physical point of view, the repeti-
tion contains an infinity problem which makes the effect
theoretically viable but physically infeasible in isolated
systems.
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VII. INTERACTION–FREE MEASUREMENTS
The essential feature of an interaction–free measure-
ment, which is based on a thought experiment by Ren-
ninger [36], is that it provides information about the exis-
tence of an object in a closed system without necessarily
interacting with this object. The essentials of such a mea-
surement, recently undertaken by Kwiat et al. [34,35],
can be seen in Fig. 7.
Interaction free measurements, usually performed with
down–converted photons, are interesting due to two fea-
tures: the wave function of the system and consequently
system energy is changed, even if no interaction occurs.
And the results are seemingly incompatible with classical
field theories because the trajectories of single particles
through the measurement apparatus can be identified.
D1
D2
D1
D2
bomb
FIG. 7. Mach–Zehnder interferometer with or without a
sensitive bomb–trigger in one path
The first feature was modeled by Dicke [37] using a
modified Heisenberg microscope and calculating the state
vectors of photons and a non–interacting atom in first
order perturbation theory. The result of Dicke’s calcula-
tion seemed to prove that even interaction free measure-
ments correlate with an exchange of virtual photons or, in
Dicke’s words: The apparent lack of interaction between
the atom and the electromagnetic field is only illusionary.
On the statistical basis developed in this paper, the re-
sult must be modified. The local modification of ensem-
ble ranges means, in this context, that an interaction free
measurement corresponds to a different ensemble, i.e. an
ensemble which has zero probability in the range, where
an interacting particle is appreciable. It is therefore the
limitation imposed, the change of boundary conditions,
which is the ultimate reason for the change of the wave
function. And if this local range affects system energy
like in Dicke’s model of an harmonic oscillator in a mag-
netic field [37], then the energy of the system changes.
The changed result is therefore not of physical, but statis-
tical origin. The logical difficulties of interpretation arise,
once more, from the Copenhagen interpretation: if wave
functions in quantum theory are interpreted as physical
determinants of single particle properties, interaction free
measurements must indeed be referred to physical ori-
gins. But once this interpretation is rejected, the whole
problem changes its qualities: instead of a physical effect
it becomes a change of statistical ensembles. And that
different ensembles do have different qualities is not all
too surprising.
The second feature of interaction free measurements,
the assertion by Kwiat et al. [35] that ”complementary is
essential” to the experimental results achieved, requires
a critical analysis. What the argument indicates, is the
impossibility for a single photon in the interferometer to
trigger the bomb and detector D2 (see Fig. 7). Given
the experimental facts, the argumentation is not wholly
convincing.
For their ”proof of principle” experiment [35] a Michel-
son interferometer was employed with an insertable mir-
ror in one light path (the bomb–in configuration). The
interferometer was initially adjusted in such a way, that
the detector counts on Difm were a minimum, and it
was shown that with gradual reduction of beam–splitter
reflectivity the ”figure of merit” (the fraction of mea-
surements allowing to conclude the presence of the bomb
without triggering it) yields a 50 % probability (see Fig.
8).
Dm
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FIG. 8. Experiment to demonstrate the principle of inter-
action–free measurements according to Kwiat et al. [35]. The
insertable mirror in one arm of the Michelson interferometer
equals the bomb–in configuration, the reflectivity of the cen-
tral mirror can be changed. Note that the detector counts
of detector Difm and Dm are perfectly in accordance with
classical intensities.
From the viewpoint of classical field theory the initial
configuration requires destructive interference of the two
wave components in the path of the detector. Thus the
interferences, or the wave features, are decisive in this
case. If, in the bomb–in configuration, one of the compo-
nents is removed, interference is avoided and the intensity
in the detector path is the intensity of the transmitted
and reflected (TR) wave component. From the view-
point of electromagnetic fields and potentials, the reac-
tion of the detector then is critical. The same applies,
basically, to the bomb detector. If detection efficiency
were high enough to allow for the conclusion that every
photon is detected at one of the two detectors, and if it
could be established, that coincidences between the two
detectors certainly do not exist, the argument of com-
plementarity would be valid. But as detection efficiency
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is only two percent, about 98 % of the incident energy
(triggering a detector by one of the down–converted pho-
tons) is not accounted for. And in this case the ar-
gument of complementarity as well as the whole argu-
mentation of interaction–free measurements seems ques-
tionable. What is missing in the experimental results
of Kwiat et al. [34,35] is the proof, that triggering the
detector Difm is invariably related to no energy passing
the bomb detector. As long as this proof is not provided,
the results can easily be accounted for by the model of
photons already developed [3], and which allows for in-
teractions of arbitrary fractions of a single photon.
VIII. HIDDEN VARIABLES
We lastly have to consider the proofs of quantum the-
ory, that the theory cannot contain hidden variables. A
lot of scientific research has been applied to that prob-
lem, since the standard proofs by von Neumann [38] and
by Jauch and Piron [39] have not remained undisputed.
Especially David Bohm [40] and John Bell [41] criticized
the proofs as inadequate.
Bell’s refutation of von Neumann’s proof stresses, that
it was not the objective measurable predictions of quan-
tum mechanics which ruled out hidden variables. It was
the arbitrary assumption of the particular (and impossi-
ble) relation between the results of incompatible measure-
ments either of which might be made on a given occasion
but only one of which can in fact be made. His objec-
tion against the proof by Jauch and Piron stresses the
same point, i.e. that the basic assumptions contain very
peculiar properties of systems which are unnecessarily re-
strictive. An additional analysis of Gleason’s proof [42]
shows, in Bell’s view, that this proof is in fact a circular
argument since the implicit assumptions of the proof are
essential to its conclusion.
The arguments of Bohm against von Neumann’s and
Jauch’s and Piron’s proofs [9,40] are similar, although
centered around the linearity requirement.
Since the theory of measurements developed in this
paper depends explicitly on the existence of hidden vari-
ables (the intrinsic potentials), it seems necessary to re-
consider the proofs against the very possibility of hidden
variables from this angle. We shall begin the analysis
with von Neumann’s proof.
A. von Neumann
Von Neumann’s proof centers around an analogy with
classical statistical mechanics in his description of the
hidden variables potentially contained in quantum the-
ory. And he stresses that the impossibility of dispersion
free states implies the impossibility of hidden variables in
quantum theory. Dispersion free states meaning the con-
ception, that a quantum system is composed of a number
of individual particles with precisely determined mechan-
ical properties. Let us consider the mathematical proce-
dure employed in quantum theory for an energy measure-
ment. The expectation value of an operator H in a given
state ψ of the system is:
〈H〉 =
∫
d3 r |ψ(~r)|2H(~r) (8.1)
and in case of eigenstates of H the expectation value is
equal to an precise kinetic energy Ek
〈H〉 =
∫
d3 r |ψi(~r)|2H(~r) = Ek,i (8.2)
Since this expectation value can be derived from
Schro¨dinger’s equation, we may consider the statistical
ensemble underneath the state vector |ψi〉. First of all,
the statistical ensemble for a given energy value is a ho-
mogeneous ensemble, meaning that it cannot be broken
down in sub–ensembles with different statistical proper-
ties. This structure of the hidden variables derives from
their properties at every single point of a system. For a
specific eigenvalue Ek it comprises all k–values within de-
fined limits. And this structure of the statistical ensem-
ble could only be split in components, if different regions
of the system are considered. But then the expectation
values refer to different subsystems and are no longer
a linear combination. This requirement of linearity in
the hidden variables, on which von Neumann’s proof is
based, has been disputed by Bohm [40] on the grounds,
that the relation between the hidden variables and the
expectation value for a given distribution need not be
linear. We will consider his proposed theory of quantum
measurements further down.
Secondly, due to the arbitrariness in the time–variable
of the Schro¨dinger equation, it is not dispersion free, since
it cannot be described as a statistical ensemble of pre-
cisely defined physical properties. It is therefore, in von
Neumann’s terminology, a normal ensemble. And as von
Neumann only proved, that the existence of non–normal
ensembles underneath the formulations of quantum the-
ory must be excluded, it does not exclude the type of
hidden variables found in material wave theory.
Bell based his refutation of von Neumann’s proof on
the spin properties of particles [41]. As already derived,
the definition of spins in quantum theory does not allow
for dispersion free spin states of individual particles, if
spin variables are considered from the viewpoint of in-
trinsic variables. Therefore the assumptions, on which
von Neumann’s proof is based, do not apply also in this
case.
B. Jauch and Piron
The argument of Jauch and Piron is slightly differ-
ent in that it employs projection operators into different
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states and subspaces. And they conclude that a disper-
sion free state defined by the intersection of two given
states a and b cannot exist [39]. Bell’s refutation [41] of
the argument given is that it refers to logical reasons not
necessarily applicable to the statistical ensembles of hid-
den variables. The argument concerning von Neumann’s
proof can be repeated here. Since the states of the in-
trinsic variables are not dispersion free, it cannot be the
question of referring measurements in quantum theory to
an ensemble of exactly determined particles. As soon as
internal fluctuations due to the wave features of particles
are considered, the proof is no longer applicable.
C. Bell’s inequalities and spin measurements
Bell’s inequalities provided an experimental way of
checking on the existence of hidden variables. Basically,
as already deduced, the measurements of spin–variables
of photons would in all likelihood violate the uncertainty
relations [3]. The result of such a measurement can only
be (1) the possibility of hidden variables is rejected, or
(2) the possibility of hidden variables is confirmed. But
measurements are only valid under the condition that
(3) the uncertainty relations have been violated. As the
result in either case does not allow for a refutation of hid-
den variables within the framework of quantum theory,
the result cannot contradict the theoretical background
developed.
D. Bohm and Bub
It might be interesting to consider the proposed so-
lution of the measurement problem in quantum theory
given by Bohm and Bub [9]. It is based on their as-
sessment of von Neumann’s proof and the result, that a
non–linear type of relation between hidden variables and
expectation values is not explicitly excluded.
To allow for hidden variables, the authors develop a
two–dimensional subspace of state vectors |ψ〉 and 〈ξ|,
which comply with a nonlinear and equally nonlocal
equation of motion. This equation of motion determines
the development of the state vectors during measurement
processes. The interesting consequence of the theory is,
that the state vectors depend in a complicated way on
the values of the vectors in every other part of space.
Their theory allows to describe measurement processes
in quantum theory due to a fundamental irreversibility
of the dynamical formulations.
We consider the argument of irreversibility in compari-
son with the collapse of the wave function due to external
potentials.
On the level of individual particles an applied poten-
tial, which shall be electrostatic, affects intrinsic variables
and motion of the particle in a deterministic way. From
the viewpoint of individual particles, irreversibility can-
not be confirmed, because electromagnetic interactions
are essentially reversible. But considering the qualities
of the ensembles before and after the measurement, the
whole process is no longer reversible, since the full quan-
tum ensemble cannot be obtained by an application of
a positive potential to the collapsed one. The collapse
of the wavefunction therefore indicates an irreversersible
measurement process in quantum theory. From the view-
point of causality it can be understood as the selection
of ensemble members with defined qualities.
The decisive change in the measurement occurs on the
level of information. While the range of allowed k–values
extended from k = 0 to k = k0 before the measurement,
the range is diminished after the measurement. Our in-
formation about the system clearly has increased. Re-
lating information to thermodynamic entropy it could be
said that a measurement process diminishes the entropy
of the system. Carrying the analogy to entropy and infor-
mation one step further, it could be said that the natural
state of system should be the state of minimum knowl-
edge, which is, in case of non–interacting particles of a
defined total energy, the state where all the intrinsic po-
tentials are equally possible.
While, therefore, the statistical and thermodynamic
qualities do not enter in the interactions of single parti-
cles with a given measurement environment, they do en-
ter on the level of our total knowledge about the system.
A measurement in quantum theory is therefore objec-
tively defined in terms of single particle interactions and
applied external potentials. The measurement appara-
tus enters only in our evaluation of the experiment, on
the level of general system entropy. Which means, that
the problem of the interface between measured objects
(particles) and measurement facilities in quantum mea-
surements reveals an entropy principle inherent in the
framework of quantum theory by way of intrinsic vari-
ables and wave functions of the system.
IX. CONCLUSION
We have shown in this paper that the arbitrariness of
the fundamental formulations of quantum theory signi-
fies, theoretically, that the theory is to be seen as a theory
of statistical manifolds. The structure of these manifolds,
called quantum ensembles, was developed for different
physical environments and the results deduced. It was
also clarified, where the logical borderline between the
usually causal and deterministic picture of classical field
theory and the probabilistic picture of quantum theory
is situated, and it was established that classical electro-
dynamics gains its validity also by considering a specific
ensemble of individual wave particles, the local ensem-
ble. As an additional confirmation of the framework sug-
gested, the spreading of the wave packet can be referred
to the initial conditions commonly considered and which
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are, from the viewpoint of intrinsic potentials, not equi-
librium states. The results are generally not, as could
have been expected by a formal approach, independent
of the physical process considered. The classical limit
of the statistical ensembles treated in quantum theory
was defined, it was identified as the limit of infinite field
extension.
The question of locality was analyzed in–depth, and
the results are completely novel regarding the prevail-
ing controversy of non–locality: non–locality must be as-
sumed in every formulation of fundamental equations em-
ploying mechanical analogies. The result means, that the
Schro¨dinger equation as well as the fundamental Planck
and de Broglie relations are non–local statements. A
strictly local formulation of the theory was suggested,
the Schro¨dinger equation in this case is no longer a lin-
ear differential equation.
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FIG. 9. Particles and measurements in quantum theory.
The causal level refers to individual particles, they are sta-
tistically formalized in quantum theory as a manifold of al-
lowed particle waves, in measurement processes the manifold
is reduced due to the conditions of the measuring apparatus,
which effects the collapse of the wave function
Fundamental measurement processes were treated in
detail. The reduction of the wave function, which cur-
rently is a major issue in attempts of a causal reformu-
lation of quantum theory, can be accounted for if the
change of quantum ensembles in measurement processes
is considered. Diffraction experiments as well as neutron
interference measurements can be treated in the frame-
work developed, the theory yields a local and determin-
istic theory of particle interactions in magnetic fields,
which does not require the non–local concept of parti-
cle spin.
Regarding existing proofs against theories of ”hidden
variables” it was shown that the statistical ensembles
treated in quantum theory do not possess a structure
which is explicitly excluded in the proofs by von Neu-
mann and Jauch and Piron. Since these ensembles can-
not be split in sub–ensembles of different physical qual-
ities, they are, in von Neumann’s terminology normal
ensembles: and the proofs given focus specifically on the
quality of non–normality. The experimental proof by As-
pect et al. [43], based on Bell’s inequalities, is equally un-
suitable to disprove the statistical sublayer of quantum
theory established, since the experimental result can only
be obtained, if the uncertainty relations are violated, as
already deduced [3]. A valid violation of Bell’s inequali-
ties with regard to hidden variables is therefore equal to
a violation of fundamental principles of quantum theory.
Generally it can be concluded, that the interface be-
tween the field theory of particles, developed in previous
papers [3], and the actual measurement process in experi-
mental practice can, without any logical inconsistency, be
achieved by the suggested statistical framework of parti-
cle waves, particle ensembles, and the change of ensemble
properties due to physical environments. Fig. 9 displays
the logical and hierarchical structure of particle waves,
particle ensembles, and measurement processes.
X. DISCUSSION
What is, therefore, it might be asked, the fundamental
difference between classical theories and quantum the-
ory? In one or another form this question has, since the
early Twenties, raised a considerable amount of contro-
versy and ingenious argumentation. A part of the prob-
lem results from an imprecise definition of the regions,
where the different theoretical frameworks apply. And
the usually quoted criterion (h¯ −→ 0) for the classical
limit is not all too convincing, since the derivation of the
classical Hamilton–Jacobi equation from Schro¨dinger’s
equation is by no means unambiguous (for a detailed ac-
count, see Holland [17], chapter 6). From a formal point
of view, the difference could be interpreted as a result of
the state concept, proper to quantum theory. But what
does this concept signify apart from discrete interaction
energies: a property, which can equally be referred to en-
ergy densities and transition rates, with the result that
the energy quanta appear to be a logical consequence of
the basic mechanical outlook [3]. The differences to clas-
sical models are, furthermore, only superficial and closely
related to the fundamental interpretations employed in
quantum theory. A statement which seems to be espe-
cially appropriate considering the logical circle of inter-
preting wavefunctions as probability waves and account-
ing for this interpretation by a normalization condition.
From another point of view the framework of quantum
theory appears to be the kinetic counterpart of classi-
cal electrodynamics: both theories treat, essentially, the
same phenomena, but they employ completely different
22
methods.
Leaving the problem of interpretation aside for the mo-
ment, the main theoretical features of quantum theory
are, in the present context, the following:
1. A micro structure of moving mass corresponding to
wave like distributions.
2. A process of interaction described by constant
transfer rates.
3. A statistical ensemble of possible energies (quan-
tum ensembles) and trajectories (local ensemble).
4. A normalization procedure which treats the man-
ifold of single particles as a distribution of proba-
bilities of one single particle.
5. And an equation of motion for the ensembles con-
sidered (Schro¨dinger equation).
It is therefore a decidedly new theoretical framework
– contrary to the reductionist’s ambitions –, and which
can be understood better by analogy. While statistical
mechanics is a statistical superstructure of classical me-
chanics, quantum theory is best understood as a ”sta-
tistical field theory”. The result suggests to reverse the
conventional logic of development: while quantum field
theory proceeds from foundations in quantum theory and
arrives, eventually, at the structure of electromagnetic
fields, the physical qualities of mass and charge are the
foundations, on which the results in quantum theory have
to be based. Since the same should apply to the relation
between other particles and their corresponding fields,
it seems justified to consider all fundamental particles
as an expression of field type interactions and statistical
measurement processes. In itself, the approach therefore
provides a new and fairly extensive field of theoretical
possibilities.
There exists, additionally, an essential difference be-
tween quantum theory as a statistical framework and
classical statistics. Statistical mechanics is composed of
single entities subject to the same physical laws (clas-
sical mechanics), the ensemble can therefore be decom-
posed. Quantum ensembles result from an imprecise and
arbitrary formulation of the fundamental law of motion
(Schro¨dinger’s equation). The quantum ensemble can
therefore neither be decomposed in sub–ensembles, nor
is the development of the ensemble or a possible equilib-
rium state taken into account. The quantum ensemble
is not calculated, but defined by the arbitrariness of the
equation of motion.
This analysis points to a gap, or rather a big hole in the
framework of current physics, obviously brought about
by the all too dominating Copenhagen interpretation:
while a reasonable scientific approach long ago should
have questioned the foundations of quantum physics es-
pecially in view of abundant inconsistencies and the ob-
vious fundamental difference between classical electro-
dynamics and mechanics in their method of modelling,
the prevailing mood of mathematical indulgence served
to hide the missing foundations of the framework devel-
oped (for a precise and up to date analysis on the his-
tory of this error see James Cushing [44]). Up to this
date the structure of ensembles, which quantum theory
refers to, has been addressed (Bohm) but not conclu-
sively determined. The analysis in this paper revealed
that the ensembles are not determined by physical pro-
cesses – which, in a consistent framework, they have to
be – but by mere possibilities, which says nothing about
the probability of members with exactly defined physical
properties. There are two solutions to this problem: (1)
The proof, that the ensembles we deal with in measure-
ments are in fact distributions of equal weight (in this
case the current approach is justified), or (2) the proof
that ensemble members of different properties do have
different probabilities (which is rather to be expected
from other statistical frameworks): in this case the pro-
cedure of quantum theory is but a simplification. In any
case it points to a missing theoretical justification, which
must be, in future, addressed.
Returning to the problem of interpretation, it can be
said, that the Copenhagen interpretation is definitely un-
justified: firstly, because the wave properties are of phys-
ical significance, and secondly, because it does not pro-
vide a full account of physical processes. But the same
is true for the alternative interpretations: de Broglie’s
interpretation is unsuitable, because the double solution
is not correctly describing the physical events and vari-
ables (the energy is distributed within the whole region
of wave properties, although the wave properties of the
wave function are not, generally, the wave properties of
single particle waves). Bohm’s interpretation can also not
be considered accurate, because the Schro¨dinger equa-
tion is not a deterministic equation, but an equation of
statistical ensembles. The correct interpretation is simul-
taneously more complex and more simple than these ap-
proaches signify: quantum theory has to be understood
as a statistical framework of particle properties (consis-
tent with the Copenhagen interpretation), although there
exists a sublayer of still more fundamental information
(consistent with the hidden variables concept): and this
sublayer treats the dynamical and intrinsic qualities of
mass in motion (consistent with de Broglie’s approach),
although not in a way that suggests a double solution.
In view of the fundamental relations described by clas-
sical electrodynamics a causal interpretation requires a
local and intensive framework of quantum theory yet to
be formulated. The modification of Schro¨dinger’s equa-
tion, derived in section III has not yet been tested. But
the relation is non–linear, which precludes superposition,
and the potential applied can be made consistent with the
process of electron photon interaction.
As quantum theory provides an abstract and widely
applicable framework, the second line of research will
have to establish differences between different physical
situations. It can be assumed, that not all situations
described by current quantum theory do really require
23
a modification of classical electrodynamics other than
including the kinetic effects (which was, for example,
proved for a simple case of Compton scattering).
Due to the presented combination of classical field the-
ory and intrinsic particle properties it can be expected
that the picture of micro physics eventually emerging
may be far less prone to excuse sloppy physical theories
with limited human understanding. Or, in other words,
that a future theory of micro physics may be understand-
able even from the viewpoint of common sense.
[1] Hofer W. A. Internal energy of free particles: de Broglie
waves in electrodynamics. Specs. Sci. Tech. 18, 157 (1995)
[2] Hofer W. A. An inertial model of atoms: atomic spectra
as a resonance problem. Specs. Sci. Tech., in print
[3] Hofer W. A. Beyond Uncertainty: the internal struc-
ture of electrons and photons. Internet publication:
http://xxx.lanl.gov/quant-ph/9611009 (1996)
[4] Schro¨dinger E. Ann. Physik 79, 361; 489 (1926)
[5] Bohr N. “Discussion with Einstein on Epistemological
Problems in Atomic Physics”, in A. Einstein: Philosopher–
Scientist, Schilpp P.A. (ed.), Harper and Row, New York
(1959)
[6] Bohm D. Phys. Rev.85, 166 (1952)
[7] Heisenberg W. Z. Physik 43, 172 (1927)
[8] Messiah A. Quantum Mechanics, Amsterdam (1964)
[9] Bohm D. and Bub J. Rev. Mod. Phys. 38, 453 (1966)
[10] Cohen–Tannoudji C., Diu B., and Laloe F. Quantum Me-
chanics Wiley & Sons, New York (1977)
[11] de Broglie L. J. Phys. Radium 8, 225 (1927)
[12] Nelson E. Phys. Rev. 150, 1079 (1966)
[13] Nelson E. Dynamical Theories of Brownian Motion,
Princeton (1967)
[14] Ballentine L. E. Rev. Mod. Phys. 42, 358 (1970)
[15] de Broglie L. Nature 118, 441 (1926)
[16] de Broglie L. J. de Phys. 8, 225 (1927)
[17] Holland P. R. The quantum theory of motion, Cambridge
University Press, Cambridge UK (1993)
[18] Mackinnon L. Found. Phys. 8, 157 (1978)
[19] Datzeff A.B. On the non–linear Schro¨dinger equation, in
Tarozzi G. and van der Merwe A. (eds.) Open Questions
in Quantum Physics, Reidel Publishing, Dordrecht (1985)
[20] the reduction of the atomic radius compared to the value
derived in a previous paper [2] results from including the
electron–proton interaction in hydrogen, a complete ac-
count will be given in A dynamic model of atoms: struc-
ture, internal interactions and photon emissions of hydro-
gen, to be published
[21] Ballentine L.E. Quantum theory of measurement, in Roth
L.M. and Inomata A. (eds.) Fundamental questions in
quantum mechanics, Gordon & Breach New York (1984)
[22] in Renninger M. Z. Physik 136, 251 (1953)
[23] Everett H. Rev. Mod. Phys. 29, 454 (1957)
[24] Kent A. Int. J. Mod. Phys. A, 1745 (1990)
[25] Kent A. http://xxx.lanl.gov/gr-qc/9703089 (1997)
[26] Herzog T.J., Kwiat P.G., Weinfurter H., and Zeilinger A.
Phys. Rev. Lett. 75, 3034 (1995)
[27] Tonomura A., Endo J., Matsuda T., Kawasaki T., and
Ezawa H. Am. J. Phys. 57, 117 (1989)
[28] Rauch H. Neutron interferometric tests of quantum me-
chanics, in Selleri F. (ed.) Wave–particle duality Plenum
Press, New York (1992)
[29] Zeilinger A., Gaehler R., Shull C.G., and Teimer W. Sym-
posion on Neutron Scattering, Argonne National Labora-
tory (Amer. Ints. Phys., 1981)
[30] Greenberger D.M. The neutron interferometer and the
quantum mechanical superposition principle, in Roth L.M.
and Inomata A. (eds.) Fundamental questions in quantum
mechanics, Gordon & Breach New York (1984)
[31] Scully M.O., and Dru¨hl K. Phys. Rev. A 25, 2208 (1982)
[32] Misra B. and Sudarshan E. C. G. J. Math. Phys. 18, 765
(1977)
[33] Peres A. Am. J. Phys. 48, 931 (1989)
[34] Kwiat P., Weinfurter H., Herzog T., Zeilinger A., and Ka-
sevich M.A. Phys. Rev. Lett. 74, 4763 (1995)
[35] Kwiat P., Weinfurter H., Herzog T., Zeilinger A., and Ka-
sevich M.A. Ann. New York Acad. Sci. 755, 383 (1995)
[36] Renninger M. Z. Physik 158, 417 (1960)
[37] Dicke R.H. Amer. J. Phys. 49, 925 (1981)
[38] von Neumann J. Mathematische Grundlagen der Quanten-
mechanik Springer, Berlin (1932) pp.305–324
[39] Jauch J.M. and Piron C. Helv. Phys. Acta 36, 827 (1963)
[40] Bohm D. and Bub J. Rev. Mod. Phys. 38, 470 (1966)
[41] Bell J.S. Rev. Mod. Phys. 38, 447 (1966)
[42] Gleason A.M. J. Math. & Mech. 6, 885 (1957)
[43] Aspect A., Dalibard J., and Roger G. Phys. Rev. Lett.
49, 1804 (1982)
[44] Cushing J. T. Causal quantum theory: why a non–starter?,
in Selleri F. (ed.)Wave–particle duality Plenum Press, New
York (1992)
24
