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Abstract
We define a basic matrix as a square matrix which has both subdiagonal and superdiagonal
rank at most one. We investigate, partly using additional restrictions, the relationship of basic
matrices to factorizations. Special basic matrices are also mentioned.
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1. Introduction and preliminaries
For m × n matrices, structure (cf. [2]) will mean any nonvoid subset of M × N ,
M = {1, . . . , m}, N = {1, . . . , n}. Given a matrix A (over a field, or a ring) and a
structure, the structure rank of A is the maximum rank of any submatrix of A all
entries of which are contained in the structure.
The most important examples of structure ranks for square n × n matrices are
the subdiagonal rank (S = {(i, k); n  i > k  1}), the superdiagonal rank (S =
{(i, k); 1  i < k  n}), the off-diagonal rank (S = {(i, k); i /= k, 1  i, k  n}),
the block-subdiagonal rank, etc. All these ranks enjoy the following property:
Theorem 1.1 [2, Theorems 2 and 3]. If a nonsingular matrix has subdiagonal (su-
perdiagonal, off-diagonal, block-subdiagonal, etc.) rank k, then the inverse also has
subdiagonal (. . .) rank k.
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We denote the subdiagonal rank of a matrix A as subr(A), the superdiagonal rank
as supr(A).
As usual, for an m × n matrix A, M = {1, . . . , m}, N = {1, . . . , n}, and α ⊆ M ,
β ⊆ N , we denote by A[α|β] the submatrix of A with row indices in α and column
indices in β. We denote by I the identity matrix, by Eik the matrix which has entry
1 in the position (i, k) and zeros elsewhere.
In [1], we observed (in a more general noncommutative setting) the following ([1,
Theorems 2.8 and 2.10]):
Theorem 1.2. Let (i1, . . . , in−1), (j1, . . . , jn−1) be permutations of (1, . . . , n − 1),
n  2, let ak, bk, k = 1, . . . , n − 1, be positive numbers. Then the product of n × n
matrices
Li1 · · ·Lin−1DUj1 · · ·Ujn−1 ,
where Lk = I + akEn−k+1,n−k, U = I + bEn−,n−+1, D diagonal with positive
diagonal entries, is an oscillatory matrix with both subdiagonal and superdiagonal
rank one. Moreover, every oscillatory matrix has such a factor, the remaining factors
being nonsingular totally nonnegative matrices.
We called a matrix of this form a basic oscillatory matrix. It turned out that there
is a close relationship between a certain kind of factorizations and these basic oscil-
latory matrices.
The present paper can be considered as another contribution to problems of fac-
torizations, with factors not necessarily nonnegative. We define basic matrices as
square matrices whose both subdiagonal and superdiagonal ranks are at most one.
In Section 2 we introduce also the notion of extended basic matrices, and special
classes of basic matrices will be mentioned in Section 3.
In [3], we studied the generalized Hessenberg matrices, i.e. matrices whose sub-
diagonal rank is one. Many of the results there apply to this paper, too.
As usual, we say that a square matrix is strongly nonsingular if the nested se-
quence of the upper-left corner principal submatrices consists of nonsingular matri-
ces only, or equivalently, that the matrix has an LU-factorization with both factors
nonsingular. We also say that a square matrix is reversely strongly nonsingular if all
its square submatrices in the lower right corner are nonsingular. Equivalently, this
means that the matrix has a UL-factorization.
2. Basic matrices
It is immediate that the class of n × n basic matrices contains tridiagonal matrices,
inverses of nonsingular tridiagonal matrices and is a proper extension of these for
n > 2.
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Theorem 2.1. The inverse of a nonsingular basic matrix is again a basic matrix.
Proof. Follows immediately from Theorem 1.1. 
The lower triangular basic matrices as well as analogous upper triangular basic
matrices play an important role in the theory of basic matrices which have an LU-
factorization.
Corollary 2.2. Let A be a square matrix. Then the following are equivalent:
(i) A is a strongly nonsingular basic matrix.
(ii) A = LU, where both L and UT are nonsingular lower triangular basic matrices.
Proof. Follows from a general theorem on structure ranks [2, Theorem 6]. 
The inverse of a nonsingular lower triangular matrix which has all entries in the
second subdiagonal different from zero and all other entries (except the diagonal)
zero, has subdiagonal rank one and no subdiagonal entry zero.
The converse is, of course, not true. However, if we add to the structure (in the
sense of above) all the diagonal entries (except the first and the last) then such full
nonsingular matrix with the “extended” subdiagonal rank one has indeed as inverse
the mentioned bidiagonal matrix. The more complicated general case is presented in
the sequel.
To simplify the formulations, we say that a basic matrix is complete, shortly CB-
matrix, if all entries in the first subdiagonal (i.e. in the positions (k + 1, k), k =
1, . . .) are different from zero, and similarly for the first superdiagonal. We also use
the notion of a lower triangular CB-matrix, etc., in a clear sense.
The following theorem was proved in [3].
Theorem 2.3 [3, Theorem 2.2]. Let A = (aik) be an n × n lower triangular CB-
matrix, n  2. Then the subdiagonal part of A is uniquely determined by the first
two subdiagonals, i.e. by the entries ak,k−1, k = 2, . . . , n, and ak,k−2, k = 3, . . . , n.
More explicitly, if i, k satisfy k − i > 2, then
aki = ak,k−2a−1k−1,k−2ak−1,k−3a−1k−2,k−3 · · · ai+2,i . (1)
Conversely, if A = (aik) is an n × n lower triangular matrix, n  2, such that
all entries ak,k−1, k = 2, . . . , n, are different from zero and (1) is satisfied for all i,
k, n  k > i + 2  3, then A is a lower triangular CB-matrix.
In addition, the first part holds even if we remove “lower triangular”.
Remark 2.4. Observe that the theorem states that in the case of CB-matrices there is
a “zig-zag” polygon which separates the all-zeros region from the rest which consists
of nonzeros only. The lower triangular part of A consisting of zeros is the union of
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submatrices A[N\Nik |Nik−1], for k = 1, . . . , s, which are all zero matrices; the re-
maining entries are all different from zero. Here, i0, . . . , is+1 are integers satisfying
0 = i0 < i1 < · · · < is+1 = n. Thus, s is the number of peaks of the region of zero
entries. The peaks of the second region of nonzeros are then the s + 1 positions
(ik, ik−1), k = 1, . . . , s + 1.
Let us state now simple formulae for the inverse of a nonsingular lower triangular
CB-matrix.
Theorem 2.5 [3, Theorem 2.7]. Let A = (aik) be a nonsingular n × n lower tri-
angular CB-matrix, n  2. Then its inverse B = (bik) is also a CB-matrix and has
entries
bii = a−1ii , i = 1, . . . , n,
bi+1,i = −a−1i+1,i+1ai+1,ia−1ii , i = 1, . . . , n − 1,
bi+1,i−1 = a−1i+1,i+1
(
ai+1,ia−1ii ai,i−1 − ai+1,i−1
)
a−1i−1,i−1, i = 2, . . . , n − 1.
The remaining entries are obtained from the formulae (1).
In the sequel, a matrix that has ones along the diagonal and a single nonzero entry
in the first subdiagonal is called an elementary lower bidiagonal matrix (cf. [1]). The
height of such matrix is then the number k if the matrix is n × n and the nonzero
off-diagonal entry is in the position (n − k + 1, n − k). We denote the set of all such
matrices as Lk .
Observation 2.6. For fixed order, matrices inLi andLj commute unless |i − j | = 1.
Theorem 2.7 [3, Theorem 2.9]. Suppose we have n − 1 n × n matrices Bi ∈ Li,
i = 1, . . . , n − 1. Let (k1, . . . , kn−1) be some permutation of the indices 1, . . . ,
n − 1. Then the product
A = Bk1Bk2 · · ·Bkn−1 (2)
has the following properties:
(i) All diagonal entries are equal to one, all entries in the first subdiagonal are
different from zero.
(ii) The subdiagonal rank of A is one, and thus the zero–nonzero structure of A
is as in Remark 2.4. The number of peaks of the zero-structure is equal to the
number of pairs among the pairs (2, 1), (3, 2), (4, 3), . . . , (n − 1, n − 2) which
appear in the permutation (k1, . . . , kn−1) in the same order. More explicitly,
whenever (k + 1, k) appears in the permutation in the same order, then the
position (n − k + 1, n − k − 1) is a peak of the zero structure, and conversely.
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(iii) In addition, the extended subdiagonal rank of A is one, where by the extension
is meant adding to the subdiagonal structure those diagonal positions (q, q) for
which (n − q + 1, n − q) appears in the permutation in the reverse order.
We call a matrix of the form (2) an extended lower triangular CB-matrix. Finally,
we call extended left positions those diagonal positions mentioned in (iii) of Theorem
2.7. Similarly, we speak about extended upper triangular CB-matrix and extended
right positions.
Observation 2.8. Let A = (aij ) be an extended basic lower triangular matrix. Then,
(k, k) is an extended right position if and only if the entry ak+1,k−1 is different from
zero.
Theorem 2.9 [3, Theorem 2.11]. The inverse of an n × n extended lower triangular
CB-matrix A always exists and is again an extended lower triangular CB-matrix.
The sets of extended left positions of A and A−1 form complementary subsets in the
set (2, 2), (3, 3), . . . , (n − 1, n − 1).
Corollary 2.10. Let B = (bij ) be the inverse of an n × n extended lower triangular
CB-matrix A = (aij ). Then ak+1,k−1bk+1,k−1 = 0 for k = 2, . . . , n − 1.
Theorem 2.11 [3, Theorem 2.13]. A lower triangular matrix A = (aij ) with ones
along the diagonal is an extended CB-matrix if and only if it has all entries
ak,k−1 different from zero and its subdiagonal rank is one, even if we extend the sub-
diagonal structure by those diagonal positions (k, k) for which ak+1,k−1 is different
from zero.
In addition, such matrix is uniquely determined by all n − 1 entries ak,k−1, k =
2, . . . , n and the set of extended left positions.
It is immediate that a similar result holds for an upper triangular matrix. In the se-
quel, we use the following notation for the extended subdiagonal rank and extended
superdiagonal rank of a square matrix.
Let A be an n × n matrix, let S be a subset of {2, . . . , n − 1}. We denote by
extS subr(A)
the structure rank of A for the structure obtained from the subdiagonal structure by
completing it by all diagonal positions (k, k) for k ∈ S.
Similarly,
extS supr(A)
the structure rank of A for the structure obtained from the superdiagonal structure by
completing it by all diagonal positions (k, k) for k ∈ S.
In [3], we proved:
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Theorem 2.12 [3, Corollary 2.18]. Let A be a square matrix, let U be a nonsingular
upper triangular matrix of the same order. Then extS subr(A) = extS subr(AU), as
well as extS subr(A) = extS subr(UA) for every diagonal extension S of the subdi-
agonal structure.
Remark 2.13. Obviously, a similar result holds for the superdiagonal rank and mul-
tiplication by a nonsingular lower triangular matrix.
We are now able to prove the main factorization theorem of this section, which
essentially generalizes the case of basic oscillatory matrices.
Theorem 2.14. Let A = (aik) be an n × n matrix, n  2. Then the following are
equivalent:
(i) A is strongly nonsingular, has all entries ak+1,k different from zero and its sub-
diagonal rank is one, even if we extend the subdiagonal structure by those diag-
onal positions (k, k) for which ak+1,k−1 is different from zero, and, at the same
time, has all entries a,+1 different from zero and its superdiagonal rank is one,
even if we extend the superdiagonal structure by those diagonal positions (, )
for which a−1,+1 is different from zero.
(ii) A can be factorized as
A = Bi1 · · ·Bin−1DCj1 · · ·Cjn−1 , (3)
where Bk = I + akEn−k+1,n−k, C = I + bEn−,n−+1 with nonzero numbers
ak, bk, k = 1, . . . , n − 1, (i1, . . . , in−1), (j1, . . . , jn−1) are permutations of
(1, . . . , n − 1), and D is a nonsingular diagonal matrix.
Proof. Let first (i) be satisfied. Then A has by Corollary 2.2 an LU-factorization
A = LU with both factors nonsingular and basic. The matrix L can be taken to have
ones along the diagonal, U can be written as DU1 where D is diagonal nonsin-
gular and U1 has ones along the diagonal. By Theorem 2.11, L as well as UT1 are
extended lower triangular CB-matrices since, by Theorem 2.12, the properties in (i)
are also valid in L and UT1 . (It is also true that “completeness” is preserved.) Thus
the factorization in (ii) holds.
Conversely, if (ii) holds, Theorem 2.7 implies that the product of the first n − 1
factors has extended subdiagonal rank one, the same being true for the transposed
products of the last n − 1 factors. By Theorem 2.12, this property is transferred to
A. 
We call matrices satisfying the properties in Theorem 2.14 extended basic
matrices.
Theorem 2.15. Let A be an n × n extended basic matrix which is reversely strongly
nonsingular. Then A−1 is also an extended basic matrix which is reversely strongly
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nonsingular. If n  3, the sets of left extended diagonal positions of A and A−1 form
complementary subsets of the set {2, . . . , n − 1}. Equivalently, in every position in
the second subdiagonal, either the entry of A, or the entry of A−1 is zero. The same
is true for the sets of right extended diagonal positions of A.
Proof. The matrix A has an LU-factorization A = LU with both factors nonsingu-
lar. Thus, by Corollary 2.2 and Theorem 2.12, the lower triangular factor L (which
can even have ones on the diagonal) is also extended basic. By Theorem 2.9, L−1 is
basic with complementary set of extended left diagonal positions.
Now, A−1 = U−1L−1 can be written as L1U1 by the reverse nonsingularity of
A. Theorem 2.12 implies then that L1 is again basic with the set of left extended
diagonal positions which is complementary to that of L. The rest is obvious. 
Remark 2.16. The assumption that A is reversely strongly nonsingular cannot be
omitted as already the 2 × 2 example(
1 1
1 0
)
shows. Indeed, this matrix is extended basic, but its inverse is not.
The classes of basic as well as extended basic matrices enjoy nice properties, such
as:
Theorem 2.17. The Hadamard (entrywise) product of two basic (respectively, ex-
tended basic) matrices of the same order is again a basic (respectively, extended
basic) matrix.
Proof. Immediate. 
Also, it is possible to extend the theory to the case that the entries belong to a
noncommutative ring with identity, similarly as it is done in [1]. This then includes
the case of block square matrices of the same order. A lower triangular matrix with
the “block subdiagonal rank one” can be defined by the formula (1) under the as-
sumption that all entries ak+1,k are invertible. We formulated the inverse in Theorem
2.5 in such a way that the result remains true even in this case.
3. Special basic matrices
We start with an interesting case of basic matrices. We call an n × n matrix com-
plementary basic if it is a strongly nonsingular CB-matrix with the property that
the sets of extended left and right diagonal entries are complementary in the set
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(2, 2), . . . , (n − 1, n − 1). In view of Theorem 2.9 this means that the shape of zero–
nonzero entries in the inverse is the same as the shape of the transpose.
In the next theorem, we call an n × n matrix G, n  2, an elementary tridiagonal
matrix if it is of the block form
G =
(
I 0 0
0 C 0
0 0 I
)
,
where C is a 2 × 2 matrix and I are some identity matrices which can be void. We
assume that such an elementary tridiagonal matrix has the property that C is strongly
nonsingular and both its off-diagonal entries are different from zero; in this case, G
will have height k if these nonzero entries are in the (n − k)th and (n − k + 1)st
row (and column). We denote the class of such matrices of height k by Tk , k =
1, . . . , n − 1.
We first prove a lemma which uses the classes Lk mentioned in Observation 2.6.
We denote the transpose class (of elementary upper bidiagonal matrices) simply by
LTk .
Lemma 3.1. Let D be a nonsingular n × n diagonal matrix, let Bi, Cj be n × n
matrices in Li, Lj respectively. If i /= j, then there exist matrices B˜i ∈ Li, C˜j ∈ LTj ,
and a nonsingular diagonal matrix D˜, such that
BiDCj = C˜j B˜iD˜.
Proof. Since clearly DCj = Ĉj D̂ for Ĉj ∈ LTj and D̂ is a nonsingular diagonal
matrix, it suffices to show that for i /= j ,
BiCj = CjBi.
This is trivially true if |i − j | > 1.
Now let i − j = 1. We can restrict ourselves to n = 3, j = 1, i = 2. Then indeed( 1 0 0
p 1 0
0 0 1
)( 1 0 0
0 1 q
0 0 1
)
=
( 1 0 0
0 1 q
0 0 1
)( 1 0 0
p 1 0
0 0 1
)
,
so that the result is true.
The case i − j = −1 follows by transposition. 
Theorem 3.2. A matrix is complementary basic if and only if it has the product
form
Gk1Gk2 · · ·Gkn−1 , (4)
where (k1, . . . , kn−1) is some permutation of (1, . . . , n − 1) and Gk ∈ Tk, k = 1, . . . ,
n − 1.
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Proof. Let first A be complementary basic. Then A has the form (3). By the com-
plementarity property and (iii) of Theorem 2.7, the product Cj1 · · ·Cjn−1 is equal to
Ci1 · · ·Cin−1 . By Lemma 3.1, there exist matrices C˜j ∈ LTj and a diagonal nonsingu-
lar matrix D˜, such that
A = Bi1 · · ·Bin−1C˜i1 · · · C˜in−1D˜,
and this is equal to
A = Bi1C˜i1 · · ·Bin−1C˜in−1D˜.
The matrix G˜k = BkC˜k belongs clearly to Tk and is strongly nonsingular. The
multiplication by D˜ can be distributed to the 2 × 2 factors, thus obtaining (4). The
off-diagonal entries of the matrices Gk are all different from zero due to complete-
ness of A.
The converse assertion is proved in the reverse way. 
An immediate consequence is:
Theorem 3.3. A class of basic irreducible n × n orthogonal matrices can be ob-
tained using products of the form (4), where each matrix Gk is a nontrivial rotation.
Such matrices are, of course, complementary basic.
Remark 3.4. Another class of basic orthogonal matrices is formed by reflections,
i.e. matrices of the form I − 2wwT, where w is a unit column vector.
Remark 3.5. Using the well known fact that the Hadamard square of an orthogo-
nal matrix is doubly stochastic, one can find by Theorem 2.17 two classes of basic
doubly stochastic matrices from Theorem 3.3 and Remark 3.4. Until now, we al-
ways preferred strongly nonsingular cases. A more general case is mentioned in the
following.
Question 3.6. Is Theorem 3.2 still true if in the definition of a complementary basic
matrix strong nonsingularity is replaced by nonsingularity only and in the definition
of the elementary tridiagonal matrix also only nonsingularity for C is assumed?
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