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Abstract
We introduce some constructions of weakly distance-regular digraphs of girth 2, and prove that a
certain quotient digraph of a commutative weakly distance-transitive digraph of girth 2 is a distance-
transitive graph. As an application of the result, we obtain some examples of weakly distance-
regular digraphs which are not weakly distance-transitive. Moreover, a class of commutative weakly
distance-regular (respectively weakly distance-transitive) digraphs of girth 2 is characterized. Finally,
all commutative weakly distance-regular digraphs of valency 3 and girth 2 are classified.
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1. Introduction
A digraph Γ is a pair (X, A) where X is a finite set of vertices and A ⊆ X2 is a set of
arcs. Throughout this paper we use the term ‘digraph’ to mean a finite directed graph with
no loops. We often write VΓ for X and AΓ for A, respectively. An arc (u, v) of Γ is said
to be an edge if (v, u) ∈ AΓ . A digraph is said to be undirected if each arc is an edge. A
path of length r from u to v is a finite sequence of vertices (u = w0, w1, . . . , wr = v)
such that (wt−1, wt ) ∈ AΓ for t = 1, 2, . . . , r . A path (w0, w1, . . . , wr−1) is said to be a
circuit of length r if (wr−1, w0) ∈ AΓ . The girth of Γ is the length of a shortest circuit.
If a digraph contains an edge, its girth is 2. The number of arcs traversed in a shortest path
from u to v is called the distance from u to v in Γ , denoted by ∂(u, v). The maximum value
of the distance function in Γ is called the diameter of Γ . A digraph is said to be strongly
connected if, for any two distinct vertices x and y, there is a path from x to y. For vertices
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x and y of Γ , define ∂˜(x, y) = (∂(x, y), ∂(y, x)). For a digraph Γ , we assume that ∂˜(Γ )
denotes the set {∂˜(x, y) | x, y ∈ VΓ }.
Definition 1.1. A strongly connected digraph Γ is said to be weakly distance-transitive if,
for any vertices x, y, x ′ and y ′ satisfying ∂˜(x, y) = ∂˜(x ′, y ′), there exists an automorphism
σ of Γ such that x ′ = σ(x) and y ′ = σ(y). A strongly connected digraph Γ is said to be
weakly distance-regular if, for all h˜, i˜ , j˜ ∈ ∂˜(Γ ) and ∂˜(x, y) = h˜,
ph˜i˜, j˜ = |{z ∈ VΓ | ∂˜(x, z) = i˜ and ∂˜(z, y) = j˜}|
depends only on h˜, i˜ , j˜ . The nonnegative integers ph˜
i˜, j˜ are called the intersection numbers.
We say that Γ is commutative if ph˜
i˜, j˜ = ph˜j˜,i˜ for all i˜, j˜ , h˜ ∈ ∂˜(Γ ). We say that Γ is thin if
ph˜
i˜, j˜ ≤ 1 for all i˜ , j˜, h˜ ∈ ∂˜(Γ ).
Note that a weakly distance-regular (respectively weakly distance-transitive) digraph Γ
is a distance-regular graph (respectively distance-transitive) if Γ is an undirected graph.
For a strongly connected digraph Γ , let Ai, j denote a square matrix of degree |VΓ |,
whose rows and columns are indexed by vertices of Γ such that
(Ai, j )x,y =
{
1, if ∂˜(x, y) = (i, j),
0, otherwise.
We say that Ai, j is the (i, j)th adjacency matrix of Γ . It is easy to see that Γ is a weakly
distance-regular digraph iff the span of the set {Ai, j | (i, j) ∈ ∂˜(Γ )} is closed under
multiplication. Let
Γi, j = {(x, y) ∈ VΓ × VΓ | ∂˜(x, y) = (i, j)},
and
Γi, j (x) = {y ∈ VΓ | ∂˜(x, y) = (i, j)}.
Note that Γ is weakly distance-regular iff the configuration (VΓ , {Γi, j }(i, j )∈∂˜(Γ )) is an
association scheme.
Let Γ be a weakly distance-regular digraph. For vertices x and y of Γ , let
Pi˜ , j˜ (x, y) = {z ∈ VΓ | ∂˜(x, z) = i˜ and ∂˜(z, y) = j˜}.
If ∂˜(x, y) = h˜, then |Pi˜, j˜ (x, y)| = ph˜i˜, j˜ . Note that |Γi, j (x)| does not depend on the choice
of x , denoted by ki, j .
Definition 1.2. Let G be a finite group and S a subset of G not containing the identity
element. We define the Cayley digraph Γ = Cay(G, S) of G with respect to S by
VΓ = G and AΓ = {(x, sx) | x ∈ G, s ∈ S}.
Definition 1.3. Let Γ1 and Γ2 be digraphs. The lexicographic product Γ1[Γ2] from Γ1 to
Γ2 is a digraph with the vertex set {(u1, u2) | u1 ∈ VΓ1 and u2 ∈ VΓ2} and the arc
set {((u1, u2), (u′1, u′2)) | (u1, u′1) ∈ AΓ1 or u1 = u′1 and (u2, u′2) ∈ AΓ2}. The dire-
cted product Γ1 × Γ2 from Γ1 to Γ2 is a digraph with the vertex set {(u1, u2) | u1 ∈ VΓ1
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and u2 ∈ VΓ2} and the arc set {((u1, u2), (u′1, u′2)) | (u1, u′1) ∈ AΓ1 and u2 = u′2 or u1 =
u′1 and (u2, u′2) ∈ AΓ2}.
Let X = (X, {Ri }0≤i≤d) denote an association scheme of class d . As regards
association schemes, we refer readers to [1] and [5]. For two nonempty subsets E, F ⊆
R := {Ri | 0 ≤ i ≤ d}, define
E F :=

Rh
∣∣∣∣∣∣
∑
Ri∈E
∑
R j ∈F
phi, j = 0

 ,
and write Ri R j instead of {Ri }{R j }. For each nonempty subset F of R, define 〈F〉 to be
the minimal equivalence relation containing F . Note that T (R) = {Ri | ki = 1} forms a
group with respect to the above multiplication.
For nonempty subset F ⊆ R and x ∈ X , let
F(x) :=

y ∈ X | (x, y) ∈
⋃
f ∈F
f

 , X/F := {F(x) | x ∈ X},
and
Ri F := {(F(x), F(y)) | y ∈ F Ri F(x)}.
Let Γ be a strongly connected digraph of diameter d . In the rest of this paper, we always
assume that R = {Γi, j | (i, j) ∈ ∂˜(Γ )}. For any equivalency relation F ⊆ R the digraph
(VΓ/F,
⋃
(1, j )∈∂˜(Γ ) Γ1, j F ) is said to be the quotient digraph of Γ over F , denoted by
Γ/F .
In [4], we introduced weakly distance-regular digraphs and determined all commutative
2-valent weakly distance-regular digraphs. In [3], Suzuki determined all thin weakly
distance-regular digraphs and proved the nonexistence of noncommutative weakly
distance-regular digraphs of valency 2. In this paper, we study weakly distance-regular
digraphs of girth 2, and obtain the following results.
Theorem 1.1. Let Γ be a commutative weakly distance-transitive digraph of girth 2, and
let F = 〈Γ1, j | j = 1, (1, j) ∈ ∂˜(Γ )〉. Then the quotient digraph Γ/F is a distance-
transitive graph.
Theorem 1.2. Let Γ be a commutative weakly distance-regular (respectively weakly
distance-transitive) digraph of valency k, diameter d, and girth 2. If k − k1,1 = 1, then
Γ is isomorphic to one of the following digraphs:
(1) Cay(Z4, {1, 2}).
(2) Kn[C4].
(3) ∆[C3].
(4) ∆× Cr , r is odd or d < r/2.
Here Kn is a complete graph with n vertices, Cr = Cay(Zr , {1}), and ∆ is a distance-
regular (respectively distance-transitive) graph.
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Theorem 1.3. If Γ is a commutative weakly distance-regular digraph of valency 3 and
girth 2, then Γ is isomorphic to one of the following digraphs:
(1) Distance-regular graphs of valency 3.
(2) Cay(Zn × Zm , {(0, 1), (1, 0), (n − 1, 0)}), m is odd or n < m.
(3) Cay(Z2n × Z2, {(0, 1), (1, 0), (2, 0)}).
(4) Cay(Z2n × Z2, {(0, 1), (1, 0), (n + 1, 0)}).
(5) Cay(Z2n, {1, n − 1, n}), n is even.
(6) Cay(Zn × Z2, {(0, 1), (1, 0), (n − 1, 1)}), 4 | n.
(7) Cay(Z2n, {1, n, n + 1}).
Here m and n are integers at least 3.
2. Constructions
In this section, we will give some constructions of weakly distance-regular digraphs of
girth 2.
Lemma 2.1. Let Γ be a connected undirected graph with at least 2 vertices. If Γ [Cr ] is
weakly distance-regular, then r ≤ 4.
Proof. Let Γ ′ = Γ [Cr ]. If r ≥ 5, (u, 2), (u, 3) ∈ Γ ′2,2((u, 0)). This is absurd by
Γ ′2,2 ∈ T (R), so r ≤ 4. 
Lemma 2.2. Let Γ be a connected undirected graph with n vertices. Then Γ [C4] is weakly
distance-regular if and only if Γ 	 Kn.
Proof. Let Γ ′ = Γ [C4]. If n = 1, the result is obvious. Now we consider the case n ≥ 2.
Suppose Γ ′ is weakly distance-regular. Let x, y, z be vertices of Γ satisfying
∂Γ (x, y) = ∂Γ (x, z) = 1 and ∂Γ (y, z) = 1.
Since Γ is connected, we only need to prove y = z. Suppose not. Then (z, 0), (y, 2) ∈
Γ ′2,2((y, 0)), a contradiction to Γ ′2,2 ∈ T (R). Therefore, Γ 	 Kn . The converse is
obvious. 
Lemma 2.3. Let Γ be a connected undirected graph of diameter d. Then Γ [C3] is weakly
distance-regular if and only if Γ is distance-regular.
Proof. Let Γ ′ = Γ [C3]. For each i ∈ {0, 1, . . . , d}, let Ai be the i th adjacency matrix
of Γ . By choosing the suitable ordering of rows and columns, the (i, j)th adjacency matrix
of Γ ′ may be written as follows:
Ai, j =


In ⊗ I3, if i = j = 0,
In ⊗ P3, if i = 1, j = 2,
In ⊗ P23 , if i = 2, j = 1,
Ai ⊗ J3, if i = j = 0,
O, otherwise,
where J3 is the all one matrix of degree 3, and P3 is a circulant permutation matrix of
degree 3.
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Suppose Γ is a distance-regular graph. For each i ∈ {1, 2, . . . , d}, we have
A21,2 = A2,1, A1,2 A2,1 = I3n,
A1,2 Ai,i = Ai,i A1,2 = A2,1 Ai,i = Ai,i A2,1 = Ai,i .
Moreover, for any i, j ∈ {1, 2, . . . , d},
Ai,i A j, j = 3Ai A j ⊗ J3 =
d∑
h=1
3 phi, j Ah,h + 3 p0i, j (I3n + A1,2 + A2,1).
Therefore, Γ ′ is weakly distance-regular.
Conversely, suppose Γ ′ is weakly distance-regular. For i, j ∈ {1, 2, . . . , d}, we have
Ai,i A j, j =
d∑
h=1
p(h,h)(i,i),( j, j )Ah,h + p(0,0)(i,i),( j, j ) I3n + p(1,2)(i,i),( j, j ) A1,2 + p(2,1)(i,i),( j, j ) A2,1.
By the definition of Γ [C3], we get p(0,0)(i,i),( j, j ) = p(1,2)(i,i),( j, j ) = p(2,1)(i,i),( j, j ), and so
Ai,i A j, j =
d∑
h=0
p(h,h)(i,i),( j, j )Ah ⊗ J3.
On the other hand,
Ai,i A j, j = 3Ai A j ⊗ J3.
Hence,
Ai A j =
d∑
h=0
p(h,h)(i,i),( j, j )
3
Ah .
Consequently, Γ is distance-regular. 
Lemma 2.4. Let Γ be a connected undirected graph of diameter d. Then Γ ×Cr is weakly
distance-regular if and only if Γ is distance-regular and one of the following holds:
(1) r is odd.
(2) d < r/2.
Proof. Let Γ ′ = Γ × Cr be a weakly distance-regular digraph. Suppose r is even and
d ≥ r/2; then there exist vertices x and y of Γ such that ∂˜((x, 0), (y, 0)) = (r/2, r/2).
Therefore, (x, r/2), (y, 0) ∈ Γr/2,r/2((x, 0)), which is impossible by Γr/2,r/2 ∈ T (R).
Consequently, (1) or (2) holds. Next we will prove that Γ is distance-regular. Let Ai, j be
the (i, j)th adjacency matrix of Γ ′. Then for any i, j ∈ {0, 1, . . . , d}, we have
Ai,i = Ai ⊗ Ir and Ai,i A j, j = Ai A j ⊗ Ir .
On the other hand, since Γ ′ is weakly distance-regular, for i, j ∈ {0, 1, . . . , d}, we get
Ai,i A j, j =
d∑
h=0
p(h,h)(i,i),( j, j )Ah,h =
d∑
h=0
p(h,h)(i,i),( j, j ) Ah ⊗ Ir .
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Hence,
Ai A j =
d∑
h=0
p(h,h)(i,i),( j, j ) Ah,
and so Γ is distance-regular.
The proof of the converse is similar to that of Lemma 2.3 and will be omitted. 
Lemma 2.5. Let Γ be a digraph of girth at least 3. Then Γ×Ks is weakly distance-regular
if and only if Γ is a weakly distance-regular digraph satisfying
(i, j) ∈ ∂˜(Γ ) (i + 1, j + 1) /∈ ∂˜(Γ ). (∗)
Proof. Let Ai, j denote the (i, j)th adjacency matrix of Γ , and let A˜i, j denote the (i, j)th
adjacency matrix of Γ × Ks . Suppose Γ × Ks is weakly distance-regular. If there exist
integers i and j such that (i, j), (i + 1, j + 1) ∈ ∂˜(Γ ), then we may choose vertices x, y
and z of Γ such that
∂˜((x, 0), (y, 0)) = (i, j) and ∂˜((x, 0), (z, 0)) = (i + 1, j + 1).
Note that ∂˜((x, 0), (y, 1)) = (i + 1, j + 1). But
(x, 1) ∈ P(1,1),(i, j )((x, 0), (y, 1)) and P(1,1),(i, j )((x, 0), (z, 0)) = ∅,
a contradiction. Therefore, (∗) holds. By choosing the suitable ordering of rows and
columns, we get
A˜i, j =
{
Is ⊗ Ai, j , if (i, j) ∈ ∂˜(Γ ),
(Js − Is) ⊗ Ai−1, j−1, otherwise.
For (i1, i2), ( j1, j2) ∈ ∂˜(Γ ),
A˜i1,i2 A˜ j1, j2 =
∑
(h1,h2)∈∂˜(Γ )
p(h1,h2)(i1,i2),( j1, j2) A˜h1,h2
= Is ⊗
∑
(h1,h2)∈∂˜(Γ )
p(h1,h2)(i1,i2),( j1, j2) Ah1,h2 .
On the other hand,
A˜i1,i2 A˜ j1, j2 = (Is ⊗ Ai1,i2 )(Is ⊗ A j1, j2) = Is ⊗ Ai1,i2 A j1, j2 .
Therefore,
Ai1,i2 A j1, j2 =
∑
(h1,h2)∈∂˜(Γ )
p(h1,h2)(i1,i2),( j1, j2) Ah1,h2 ;
consequently, Γ is weakly distance-regular.
Conversely, suppose Γ is a weakly distance-regular digraph satisfying (∗). It is a routine
computation to check that the span of { A˜i, j | (i, j) ∈ ∂˜(Γ × Ks)} is closed under the
multiplication, so Γ × Ks is weakly distance-regular. 
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3. Proof of Theorems 1.1 and 1.2
In this section, we will prove Theorems 1.1 and 1.2. We start from a lemma.
Lemma 3.1. Let X = (X, {Ri }0≤i≤d) be a commutative association scheme and let
F, G ⊆ {Ri | 0 ≤ i ≤ d}. If F is an equivalency relation, then (F(u), F(v)) ∈ GF
if and only if for any x ∈ F(u) there exists y ∈ F(v) such that y ∈ G(x), where
GF = {Ri F | Ri ∈ G}.
Proof. If, for any x ∈ F(u), there exists y ∈ F(v) such that y ∈ G(x), then
(F(u), F(v)) ∈ GF by the definition of GF .
Conversely, suppose (F(u), F(v)) ∈ GF , i.e., v ∈ FG F(u). By the commutativity of
X , we have
FG F = G F F = G F = FG,
and so v ∈ G F(u). For any vertex x ∈ F(u), F(x) = F(u) and v ∈ G F(x) = FG(x).
Hence, there exists y ∈ F(v) such that y ∈ G(x). 
Proof of Theorem 1.1. If F(x) = VΓ for some vertex x of Γ , then Γ/F is a single vertex.
Now suppose F(x) = VΓ . It is easy to see that Γ/F is an undirected connected graph.
Let F(u) and F(v) be vertices of Γ/F with distance m. By the weak distance-transitivity
of Γ , we only need to prove that there exist vertices x ∈ F(u) and y ∈ F(v) satisfying
∂˜(x, y) = (m, m).
If m = 0, the result is obvious. Now we consider the case m ≥ 1. Since
∂(F(u), F(v)) = m,
we can choose a path of length m in Γ/F
(F(u) = F(u0), F(u1), . . . , F(um) = F(v)).
Then (F(ui−1), F(ui )) ∈ Γ1,1 F for all 1 ≤ i ≤ m. By Lemma 3.1, for each xi−1 ∈
F(ui−1), there exists xi ∈ F(ui ) such that ∂˜(xi−1, xi ) = (1, 1). Hence ∂˜(x0, xm) =
(m, m), and so x0 and xm are the desired vertices. 
Remarks. By Theorem 1.1, Lemmas 2.3 and 2.4 also hold for weakly distance-transitive
digraphs.
Corollary 3.2. Let Γ be a distance-regular graph which is not distance-transitive. Then
the following digraphs are weakly distance-regular, but not weakly distance-transitive:
(1) Γ [C3].
(2) Γ × Cr , r is odd or d(Γ ) < r/2.
Proof. (1) Since Γ is distance-regular, by Lemma 2.3, Γ [C3] is weakly distance-regular.
If Γ [C3] is weakly distance-transitive, then Γ is distance-transitive by Theorem 1.1. This
is absurd. The proof of (2) is similar to that of (1). 
Example. It is well known that any Doob graph D is distance-regular, but not distance-
transitive. (See [2].) Hence D[C3] is weakly distance-regular, but not weakly distance-
transitive.
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Lemma 3.3. Let (X, {Ri }0≤i≤d) be an association scheme and let G, F ⊆ {Ri | 0 ≤ i ≤
d}. If (x, y), (u, v) ∈ Ri , then |G(x) ∩ F(y)| = |G(u) ∩ F(v)|.
Proof. It is obvious. 
Proof of Theorem 1.2. First, we suppose Γ is a weakly distance-regular digraph. Since
k − k1,1 = 1, there exists only one integer j = 1 such that Γ1, j = ∅. Let F = 〈Γ1, j 〉. Then
F ⊆ T (R) by k1, j = 1. For a vertex x of Γ , let
F(x) = {x0 = x, x1, . . . , xr−1},
where
∂˜(xi−1, xi ) = (1, j)
for all i where all subscripts of x are taken modulo r . If F(x) = VΓ , then R = F = T (R),
and so Γ is thin. The fact that Γ is of girth 2 tells us k1,1 = 1 and k = 2. Hence, (1) holds
by Theorem 1.1 in [4].
Next suppose F(x) = VΓ . It is easy to see that Γ/F is an undirected graph and F(x)
is a circuit as an induced subgraph of Γ for any vertex x of Γ . If ∂(F(x), F(y)) = 1, then
we can choose suitable vertices x ′ ∈ F(x) and y ′ ∈ F(y) such that ∂˜(x ′, y ′) = (1, 1).
Without loss of generality, suppose ∂˜(x, y) = (1, 1). Let
F(y) = {y0 = y, y1, . . . , yr−1},
where
∂˜(yi−1, yi ) = (1, j)
for all i where all subscripts of y are taken modulo r . For each i , we have y ∈ Γ1,1(x) ∩
Γ j,1i (yi ). By the commutativity of Γ , there exists a vertex zi ∈ Γ1, j i (x) ∩ Γ1,1(yi ). Note
that xi ∈ Γ1, j i (x), so xi = zi by F ⊆ T (R). Consequently, ∂˜(xi , yi ) = (1, 1) for all i .
Since ∂˜(x, y1) = (1, 1) iff ∂˜(x, yr−1) = (1, 1), we divide our discussion into the following
three cases.
Case 1. ∂˜(x, y1) = (1, 1).
Since Γ1, j ∈ T (R), Γ1, j (y) ∩ Γ1,1(x) = {y1}. By Lemma 3.3, Γ1, j (y1) ∩ Γ1,1(x) =
{y2}, and so ∂˜(x, y2) = (1, 1). By induction, we may prove
∂˜(x, yi ) = (1, 1) for all i.
Therefore, |Γ1,1(x) ∩ F(y)| = r . By Lemma 3.3 again, we have
|Γ1,1(xi ) ∩ F(yi )| = r for all i.
Consequently,
∂˜(xi , yl) = (1, 1) for all i.
Therefore, Γ 	 (Γ/F)[Cr ]. Combining Lemmas 2.1–2.3, we obtain (2) and (3).
Case 2. ∂˜(x, yi ) = (1, 1) for each i ∈ {1, 2, . . . , r − 1}.
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In this case, we have |Γ1,1(x) ∩ F(y)| = 1. By Lemma 3.3, |Γ1,1(xi ) ∩ F(yi )| = 1 for
all i . Hence, Γ 	 (Γ/F) × Cr , and (4) holds by Lemma 2.4.
Case 3. ∂˜(x, ym) = (1, 1) for some m ∈ {2, . . . , r − 2}.
Since F ⊆ T (R), it is easy to see that ∂˜(xi , x j ) = ∂˜(x p, xq) iff j − i ≡ q − p(mod r).
Note that ∂˜(y, ym) = (2, 2), so r = 2m. Moreover, for all i ,
∂˜(yi , ym+i ) = ∂˜(xi , xm+i ) = (2, 2).
Since ym ∈ Γ1,1(x) ∩ Γ2,2(y), Γ1,1(x) ∩ Γ2,2(y) = {ym} by Γ2,2 ∈ T (R). By Lemma 3.3,
for all i , we have
Γ1,1(xi ) ∩ Γ2,2(yi ) = {ym+i };
consequently, ∂˜(xi , ym+i ) = (1, 1).
We conclude that Γ/F is a complete graph. Suppose not. There exist F(x) and F(y) at
distance 2. Let
(F(x), F(z), F(y))
be a path in Γ/F . By Lemma 3.1, we can choose vertices z′ ∈ F(z), y ′ ∈ F(y) such that
∂˜(x, z′) = ∂˜(z′, y ′) = (1, 1);
then ∂˜(x, y ′) = (2, 2). Since Γ2,2 ∈ T (R), we get y ′ = xm ∈ F(x), which is impossible.
Therefore, our conclusion is valid. In this case, Γ is isomorphic to
Cay(Z2m × Zn, {(1, 0), (0, 1), . . . , (0, n − 1), (m, 1), . . . , (m, n − 1)}),
where n = |VΓ/F |. Note that (2, 0), (1, 1) ∈ Γ2,m((0, 0)), a contradiction to Γ2,m ∈
T (R). Therefore, Case 3 does not appear.
Moreover, if Γ is a weakly distance-transitive digraph, then Γ/F is distance-transitive
by Theorem 1.1. Hence, the desired result follows. 
4. Proof of Theorem 1.3
The following two lemmas tell us when two classes of Cayley digraphs are weakly
distance-regular.
Lemma 4.1. Γ = Cay(Z2n, {1, n − 1, n}) is weakly distance-regular if and only if n is
even.
Proof. Suppose Γ is weakly distance-regular and n is odd. If there is a circuit
(i0 = 0, i1 = 1, i2, . . . , in−1)
satisfying
∂˜(in−1, i0) = ∂˜(i j−1, i j ) = (1, 2) for 1 ≤ j ≤ n − 1,
then we can find two positive integers p and q such that
q + p = n and 2n | q + (n − 1)p.
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Therefore, p is odd and 2n | n(p + 1) − 2 p. Consequently, n | p, a contradiction. Hence,
such a circuit does not exist, and so
(An−11,2 )1,0 = 0.
On the other hand,
(0, n − 1, 2(n − 1), . . . , (n − 1)2)
is a circuit of length n satisfying
∂˜(i(n − 1), (i + 1)(n − 1)) = ∂˜((n − 1)2, 0) = (1, 2) for all 0 ≤ i ≤ n − 1,
so (An−11,2 )n−1,0 = 0. Since ∂˜(1, 0) = ∂˜(n − 1, 0) = (2, 1), An−11,2 cannot be expressed as a
linear combination of Ai, j ’s, a contradiction. Hence n is even.
Conversely, suppose n is even. In this case, ∂˜(0, i) = ∂˜(2n − i, 0). Moreover, by routine
computation,
∂˜(0, i) =


(
i, i + 1−(−1)i2
)
, if 0 ≤ i ≤ n2 ,(
n − i + 1+(−1)i2 , n − i + 1
)
, if n2 < i ≤ n.
Therefore, 1 ≤ ki, j ≤ 2 for all (i, j) ∈ ∂˜(Γ ). Let
σ : VΓ VΓ
i (n − 1)i.
Note that σ is an automorphism of Γ and is transitive on Γi, j (0) for all (i, j) ∈ ∂˜(Γ ). By
Proposition 2.1 in [4], Γ is weakly distance-regular. 
Lemma 4.2. Γ = Cay(Zn × Z2, {(0, 1), (1, 0), (n − 1, 1)}) is weakly distance-regular if
and only if 4 divides n.
Proof. Suppose Γ is weakly distance-regular. If n is odd, then
Γ 	 Cay(Z2n, {1, n − 1, n}),
contradicting to Lemma 4.1. If n = 4l + 2, then
∂˜
(
(0, 0),
(n
2
, 0
))
= ∂˜
(
(0, 0),
(n
2
− 1, 1
))
=
(n
2
,
n
2
)
.
But
(0, 1) ∈ P
(1,1),( n2−1,
n
2 −1)
(
(0, 0),
(n
2
− 1, 1
))
and
P
(1,1),( n2 −1,
n
2 −1)
(
(0, 0),
(n
2
, 0
))
= ∅,
a contradiction. Hence 4 | n.
Conversely, suppose 4 divides n. By the structure of Γ ,
∂˜((0, 0), (i, δ)) =


(
i + δ, i + 1−(−1)i2 + (−1)iδ
)
, if 0 ≤ i ≤ n2 ,(
n − i + 1−(−1)i2 + (−1)iδ, n − i + δ
)
, if n2 < i ≤ n,
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where δ = 0 or 1. Then 1 ≤ ki, j ≤ 2 for all (i, j) ∈ ∂˜(Γ ). Let
σ : VΓ VΓ
(i, δ)
(
n − i, 1 − (−1)
i
2
+ (−1)iδ
)
.
Note that σ is an automorphism of Γ and is transitive on Γi, j (0) for all (i, j) ∈ ∂˜(Γ ). By
Proposition 2.1 in [4], Γ is weakly distance-regular. 
In the rest of this section, we always assume that Γ is a commutative weakly distance-
regular digraphs of valency 3 and girth 2. If k1,1 = 3, (1) holds. If k1,1 = 2, by
Theorem 1.2, (2) holds. If Γ is thin, (3) holds in view of Theorem 1.2 in [3]. In order
to prove Theorem 1.3, we only need to consider the case k1,1 = 1 and k1,g−1 = 2. Let
F = 〈Γ1,g−1〉.
First, we consider the case F(x) = VΓ .
Lemma 4.3. If F(x) = VΓ , then Γ is isomorphic to
Cay(Z2g × Z2, {(0, 1), (1, 0), (g + 1, 0)}).
Proof. By k1,1 = 1, Γ/F is an edge. Let ∂(F(x), F(y)) = 1. Without loss of generality,
we may assume that ∂˜(x, y) = (1, 1). Let Γ1,g−1(x) = {x1, x2}. For each i = 1, 2,
x ∈ P(1,1),(1,g−1)(y, xi ). By the commutativity of Γ , there exists a vertex yi such that
yi ∈ P(1,g−1),(1,1)(y, xi). By the connectivity of the subgraph ∆ induced on F(x), Γ is
isomorphic to ∆ × K2. In view of Lemma 2.5, ∆ is a weakly distance-regular digraph of
valency 2. By Proposition 4.3 in [4], ∆ is isomorphic to one the following digraphs:
∆1 := Cay(Z2g, {1, g + 1}) and ∆2 := Cay(Z3 × Z3, {(0, 1), (1, 0)}).
Note that (2, 2), (3, 3) ∈ ∂˜(∆2); therefore, by Lemma 2.5,∆2×K2 is not weakly distance-
regular. The subgraph∆1 satisfies (∗), by Lemma 2.5 again, the desired result follows. 
Now we consider the case F(x) = VΓ .
Lemma 4.4. Let F(x) = VΓ . If there is a circuit of length g containing an edge, then
g = 3 and Γ is isomorphic to one of the following digraphs:
(1) Cay(Z2n, {1, n − 1, n}), n is even.
(2) Cay(Zn × Z2, {(0, 1), (1, 0), (n − 1, 1)}), 4 | n.
Proof. Let (x0, x1, . . . , xg−1) be a circuit of length g with ∂˜(x0, x1) = (1, 1). We conclude
that g = 3. Suppose not. It is clear that
∂˜(x0, x2) = ∂˜(x1, x3) = (2, g − 2).
Since x1 ∈ P(1,1),(1,g−1)(x0, x2), we get p(2,g−2)(1,1),(1,g−1) = 1 by k1,1 = 1. The fact
∂˜(x1, x3) = (2, g − 2) tells us that there exists x ′2 ∈ P(1,1),(1,g−1)(x1, x3), so x0 = x ′2
and ∂˜(x0, x3) = (1, g −1). Therefore, (x0, x3, . . . , xg−1) is a circuit of length g −2, which
is impossible. Hence our conclusion is valid, and so p(1,2)(1,1),(2,1) = 1 by k1,1 = 1. Note that
p(1,1)(1,2),(1,2) = k1,1 p(1,1)(1,2),(1,2) = k1,2 p(1,2)(1,1),(2,1) = 2.
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Let H = 〈Γ1,1〉. We claim that Γ/H is an undirected cycle. For each xi ∈ VΓ , let
H (xi) = {xi , x ′i }. Suppose ∂(H (x1), H (x2)) = 1. Without loss of generality, we can
choose x2 such that ∂˜(x1, x2) = (1, 2). Then x1 ∈ P(1,1),(1,2)(x ′1, x2), by the commutativity
of Γ , there exists y2 ∈ P(1,2),(1,1)(x ′1, x2). Note that k1,1 = 1 forces x ′2 = y2. Since
p(1,1)(1,2),(1,2) = 2, we get ∂˜(x2, x ′1) = ∂˜(x ′2, x1) = (1, 2), and so ∂˜(H (x1), H (x2)) = (1, 1).
Hence, Γ/H is an undirected graph. Let ∂(H (x2), H (x3)) = 1 be such that
H (x3) = H (x1) and ∂˜(x2, x3) = (1, 2).
By p(1,1)(1,2),(1,2) = 2, we get
∂˜(x3, x
′
2) = ∂˜(x ′3, x2) = (1, 2).
Since Γ is of valency 3, Γ/H is an undirected cycle of length n.
Let (H (x1), H (x2), . . . , H (xn)) be an undirected cycle of length n satisfying
∂˜(xi , xi+1) = (1, 2) for all i = 1, 2, . . . , n − 1.
If ∂˜(xn, x ′1) = (1, 2), by p(1,1)(1,2),(1,2) = 2, we get
∂˜(x1, xn) = ∂˜(x ′1, x ′n) = ∂˜(x ′n, x1) = (1, 2).
In this case, Γ 	 Cay(Z2n, {1, n − 1, n}). By Lemma 4.1, (1) holds. If ∂˜(xn, x1) = (1, 2),
by p(1,1)(1,2),(1,2) = 2, we get
∂˜(x ′n, x ′1) = ∂˜(x ′1, xn) = ∂˜(x1, x ′n) = (1, 2).
In this case, Γ 	 Cay(Z2n, {1, n − 1, n}) if n is odd; Γ 	 Cay(Zn × Z2, {(0, 1), (1, 0),
(n − 1, 1)}) if n is even. By Lemmas 4.1 and 4.2, (2) holds. 
Lemma 4.5. Let F(x) = VΓ . If any circuit of length g does not contain edges then
Γ 	 Cay(Z2g, {1, g, g + 1}).
Proof. Let E ′ = {(u, v) | ∂˜(u, v) = (1, g − 1)}. By the proof of Proposition 4.3 in [4],
Γ ′ = (VΓ , E ′) is isomorphic to
Cay(Z2g, {1, g + 1}) or Cay(Zg × Zg, {(0, 1), (1, 0)}).
If Γ ′ 	 Cay(Z2g, {1, g + 1}), by Proposition 2.6 in [4], Γ 	 Cay(Z2g, {1, g, g + 1}).
Now suppose Γ ′ is isomorphic to the latter digraph. Let ∂˜((0, 0), (i, j)) = (1, 1). By
(i, 0) ∈ P(i,g−i),( j,g− j )((0, 0), (i, j)), we get p(1,1)(i,g−i),( j,g− j ) = 0. Since
p(1,1)(i,g−i),( j,g− j ) = k1,1 p(1,1)(i,g−i),( j,g− j ) = ki,g−i p(i,g−i)(1,1),(g− j, j ),
p(1,1)(i,g−i),( j,g− j ) = ki,g−i by k1,1 = 1. We claim that ki,g−i = 2. We prove our claim by
induction on i . If i = 1 or 2, the claim is valid. Assume that the claim is valid for i − 1.
Suppose i ≥ 2. If ki,g−i = q ≥ 3. Let
Γi,g−i (0, 0) = {x1, x2, . . . , xq}.
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For each t = 1, 2, . . . , q , there is a path of length i
((0, 0), xt,i−1, . . . , xt,2, xt,1, xt,0 = xt ).
If x j,1 = xl,1 for i = l, then
∂˜(x j,2, x j ) = ∂˜(x j,2, xl) = (2, g − 2),
and so k2,g−2 = 4, a contradiction. Hence |{xt,1 | 1 ≤ t ≤ q}| = q . By the inductive
hypothesis, ki−1,g−i+1 = 2, and so q ≤ 2, a contradiction. Therefore, our claim is proved.
By ki,g−i = 2, p(1,1)(i,g−i),( j,g− j ) = 2. Therefore, (0, i) ∈ P(i,g−i),( j,g− j )((0, 0), (i, j)),
which forces i = j . Since ki,g−i = p(1,1)(i,g−i),( j,g− j ) = 2, ∂˜((2i, i), (0, 0)) = (i, g − i), and
so 2i = g. In this case
∂˜((0, 0), (1, 1)) = ∂˜
(
(0, 0),
(n
2
,
n
2
+ 1
))
= (2, g − 1).
But
(1, 0) ∈ P(1,g−1),(1,g−1)((0, 0), (1, 1)) and
P(1,g−1),(1,g−1)
(
(0, 0),
(n
2
,
n
2
+ 1
))
= ∅,
a contradiction, so Γ ′ can not be isomorphic to the latter digraph. Therefore, the desired
result follows. 
Combining Lemmas 4.3–4.5, we complete the proof of Theorem 1.3.
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