We propose a nonlinear multigrid approach for imaging the electrical conductivity and permittivity of a body , given partial, usually noisy knowledge of the Neumann-to-Dirichlet map at the boundary. The algorithm is a nested iteration, where the image is constructed on a sequence of grids in , starting from the coarsest grid and advancing towards the finest one. We show various numerical examples that demonstrate the effectiveness and robustness of the algorithm and prove local convergence.
Introduction
We consider the inverse problem of imaging electrical properties of a heterogeneous, isotropic material, in a domain , given low-frequency, alternating currents and voltages at the boundary ∂ . The electrical properties of the material are described by the complex conductivity, or admittivity function ρ(x, ω) = σ (x) + i ωε(x), (1.1) all grid levels. The idea amounts to taking a special projection of the excitation currents, on the coarse grid. To get this projection, we formulate an additional, coarse-grid, least-squares problem, which we solve once, at the beginning of the nested iteration. The computational cost of the coarse-grid solution is small and, as demonstrated by our numerical results, the coarse-grid images are often good approximations of the admittivity in . This is important in the multigrid iteration, for at least two reasons: good starting values in the nested iteration and effective coarse-grid corrections. The result is often a nice image on the fine grid, given at a low computational cost. The paper is organized as follows: in section 2, we formulate the inverse problem and derive the nonlinear equation that is solved with the multigrid. In section 3, we describe the algorithm. In section 4, we introduce the ideas and numerical algorithm for coarse-grid imaging. In section 5, we present various numerical results that demonstrate the robustness and effectiveness of the nonlinear multigrid approach for the solution of the electrical impedance tomography problem. Finally, in section 6, we prove local convergence. Our proof is based on the known results in [24] and it assumes that the inverse problem is properly regularized.
Formulation of the problem
In this section, we give the regularized, output least-squares formulation of the inverse problem. The nonlinear equation that we solve with the multigrid is the first-order optimality condition that the least-squares solution must satisfy.
We consider a simply connected domain ⊂ R 2 containing an inhomogeneous, isotropic material with admittivity ρ(x, ω) = σ (x) + iωε(x), satisfying where n(x) is the outer normal to ∂ . The Neumann boundary value problem (2.2) is derived from Maxwell's equations, in the limit of small ω, as shown in [10] . We assume a fixed frequency and, to simplify notation, we henceforth drop ω from the arguments of ρ, φ and I . It is well known (see e.g. [19] ) that for current densities I (x) satisfying ∂ I (s) ds = 0, (2.2) has a solution φ(x) ∈ H 1 ( ), that is unique up to an additive constant. We fix this constant by ∂ φ(s) ds = ∂ V (s) ds, (2.3) where V is the measured potential at the boundary. In the inverse problem, ρ(x) is unknown and it is to be found from simultaneous measurements of currents and potentials at the boundary. Thus, for a given I (x), we overspecify (2.2) by requiring that, at the true admittivity function ρ(x), the potential satisfy where we take some interpolation between the points of measurement of potential V j . We are concerned with finding ρ in the interior of so we assume that we know the admittivity at the boundary. The set ϒ of admissible ρ is defined by ϒ = {ρ ∈ L 2 ( ), ρ satisfies (2.1) and, at the boundary, ρ(x) =ρ(x), given for x ∈ ∂ }.
(2.7)
In (2.6), R j is the map We have the following theoretical results. Proofs of lemmas 1 and 2 are given in [14] . The Fréchet derivative operator defined in lemma 2 is compact (see e.g. [11] ), and so problem (2.6) is ill posed. We consider the regularization 11) and α > 0 is a small regularization parameter.
Lemma 1. R j (ρ) is a continuous map. That is, for an arbitrary perturbation δρ such that
min ρ∈ϒ J α (ρ), where J α (ρ) = J (ρ) + α ∇ρ 2 L 2 ( ) ,(2.
Lemma 3.
For all α > 0, the functional J α has at least one minimizer ρ α in the set ϒ H 1 ( ). [1] shows us that there is a subsequence, denoted by {ρ i k −ρ}, that converges to ρ α −ρ, strongly in L 2 ( ).
Proof. Choose a sequence {ρ
) is a minimizer of J α (ρ) and lemma 3 is proved.
By taking the first variation of functional J α (ρ), we find that, at a minimum, ρ(x) satisfies the first-order optimality condition 
Lemma 4. For any function
χ j ∈ L 2 (∂ ), such that ∂ χ j (s) ds = 0, we have [DR j (ρ)] χ j (x) = −∇φ j (x) · ∇ψ j (x),(2.
13)
where φ j is the complex conjugate of φ j , the solution of (2.9) , and ψ j solves the adjoint equation
(2.14)
The proof of lemma 4 is similar to that given in [14, 35] for the particular case of the real-valued function ρ in L 2 ( ). From (2.10) and (2.14), we have
where the overbar indicates the complex conjugate. Integrating by parts and using lemma 2, we obtain
This holds for arbitrary perturbations δρ, such that ρ + δρ ∈ ϒ and (2.13) follows.
We use lemma 4 with χ j = R j (ρ) − V j and rewrite equation (2.12) as
where we emphasize that φ j and ψ j depend nonlinearly on the unknown admittivity function ρ. Moreover, equation (2.15) is coupled with equations (2.9) and (2.14), satisfied by potentials φ j and ψ j , for each ρ and excitation I j , j = 1, . . . , N exp . In what follows, we focus attention on the nonlinear multigrid numerical solution of (2.15).
Nonlinear multigrid solution
In this section, we describe the nonlinear multigrid algorithm for solving equation (2.15) , with Dirichlet boundary conditions
We write (2.15) and (3.1) in abstract form
where the unknown is ρ and α is the regularization parameter.
Discretization
In a multigrid approach, equation (3.2) is discretized on a sequence {G l } K l=0 of grids, where G 0 is the coarsest grid, which we take with uniform spacing h 0 . We define grid G l as
Note that the uniform discretization (3.3) holds for the interior of . Depending on the shape of , near the boundary, the grid points may be irregular, such as (s h l , t h l ), where s and t may not be integers. We call the set of discrete boundary points ∂G l , and define the set G l = G l ∂G l , which contains all discretization points at level l, in . For simplicity, let us take a unit square domain , such that (x i , y j ) = (i h l , j h l ), for i, j = 0, . . . , n l , are the grid points of G l . The finite-difference discretization of (3.2) is
where α l and ρ (l) are the regularization parameter and the restriction of ρ on grid G l , respectively. We use a nine-point, finite-difference scheme
A numerical approximation of φ k (x i , y j ) and ψ k (x i , y j ) is obtained by solving equations (2.9) and (2.14) with a piecewise linear, finite-element method (see e.g. [27] ). Let T l be a triangulation of with vertices given by the grid points in G l . In each triangle of T l , we take the admittivity ρ as a piecewise linear interpolation of the values of ρ (l) at grid points (x i , y j ) ∈ G l . We define the vector of unknowns
where φ
2 contains the values of φ (l) j at the interior nodes and φ (l) j (boundary) ∈ C 4n l is the vector of boundary potentials. The finite-element discretization of (2.9) leads to the linear system of equations
where
is an (n l + 1) 2 -dimensional complex vector that depends linearly on the excitation current I j .
Due to the well-posedness of (2.9), A (l) is invertible and the solution φ (l) j exists and is unique. Similarly, the finite-element solution of (2.14) leads to
where A (l) is the same as in (3.7), except that it depends on the complex conjugate of ρ (l) . Note that the right-hand side in (3.8) depends nonlinearly on ρ (l) , due to the adjoint excitation current χ j = φ j − V j defined at the boundary.
In the multigrid, one must transfer functions from one grid to the next. This is done through prolongation and restriction operators. For ρ (l) and ρ (l−1) given on grids G l and G l−1 , we define the prolongation P and restriction R by
Since our differential equation is of second order, it suffices to take P as a piecewise linear interpolation [24] . We choose the nine-point prolongation P and the full weighted restriction R, which is the adjoint of P [24] . We conclude with the observation that our finite-difference discretizations F l−1 and F l , on adjacent grids G l−1 and G l , are independent. In other words, we can seek a solution of (3.4) on G l−1 , independent of the fact that we actually wish to solve (3.4) on G l , G l+1 , . . . , G K . This is essential in a multigrid, where coarse-grid computations are needed to correct the solutions on the finer grids. Another possible discretization of (3.2) is given by the conforming finite-element (Galerkin) approach. Then,
), as shown in [24] . This discretization has the advantage of a perfect relative consistency (F l−1 − RF l P = 0), which is important in coarse-grid correction [24] . However, the Galerkin approach has the major disadvantage that F l−1 depends on F l . This means that the evaluation of F l−1 and its Jacobian, on coarse grid G l−1 , requires the calculation of F l (Pρ (l−1) ) and its Jacobian, on the finer grid, G l . This is clearly too expensive and leaves us with the only choice of a finite-difference discretization, such as (3.5).
The nonlinear multigrid algorithm
For numerical computations, we transform the complex problem (3.4) into a real system of equations, with real unknowns. We define 10) and rewrite (3.4) as
To solve (3.11), starting with the coarsest grid G 0 and advancing towards the finest grid G K , we use the nonlinear nested iteration [24] algorithm sketched below:
Choose α l and set α k = α l ,
In (3.12), K andM are defined by the user. In our implementation, the index K of the finest grid is 2 andM = 3. On the coarsest grid G 0 , we solve L 0 (u 0 ) = 0 with Newton's method [13] . The initial guess of ρ (0) or, equivalently, u 0 , is the restriction on G 0 of the harmonic extension in , of the knownρ at ∂ .
Procedure NMGM (l, u l , g l ) performs the nonlinear multigrid iteration for solving
The important elements of NMGM are a smoothing or relaxation process and a coarse-grid correction. The purpose of smoothing on grid G l is not to solve (3.13), but rather to reduce the high-frequency components in the error
This allows us to approximate the error on the coarse grid G l−1 , where solution is cheaper. Finally, given the coarse-grid solution, we update u l on G l , through the coarse-grid correction.
Let us describe the smoothing (relaxation) process denoted by 14) where index ν stands for the number of relaxation sweeps. We choose a block nonlinear GaussSeidel smoother, where the blocks of unknowns are defined as follows: consider a grid point (x i , y j ) ∈ G l and define the set N ij = {(x k , y p ) ∈ G l such that |k − i| 1 and |p − j | 1}.
Note that N ij is the set of closest neighbours of (x i , y j ), in the interior of . Moreover, N ij contains the grid points of the nine-point stencil of discretization (3.5) . A block of unknowns in our Gauss-Seidel scheme consists of the components of u l that correspond to σ (l) (x) and ωε (l) (x) , at points x ∈ N ij . Let us denote by I m the set of indices of components of u l that belong to such a block, and suppose that we have a total of M l blocks. The nonlinear Gauss-Seidel relaxation scheme is
where u l,r are solutions of the nonlinear system of equations
In [4, 24] , it is shown that it is not necessary to solve the nonlinear system of equations in (3.15) . Instead, we just take one Newton step toward its solution. As emphasized in [4] , this is not related to any global linearization of our problem. We just linearize a few equations in (3.13), with respect to a few unknowns, for the sole purpose of smoothing the error. At small α l , making a full Newton step might not be satisfactory [13] . Instead, we use a line search approach, where we take a fraction λ m of the Newton step. The line search parameter λ m is calculated such that the sum of square residuals at grid points x ∈ G l , satisfying |x − (x i , y j )| kh l , does not increase after updating u l,p , for all p ∈ I m . In our numerical experiments, we take k = 3.
We have implemented two versions of procedure NMGM. The first version is the full approximation storage (FAS) algorithm introduced in [5] .
End.
The terms pre-and post-smoothing refer to the nonlinear, block Gauss-Seidel iterations performed before and after coarse-grid correction, respectively. Parameters ν 1 , ν 2 and M are defined by the user. In our implementation, ν 1 = 2, ν 2 = 0 and M = 2. The second version of NMGM, introduced in [24] , is a slight modification of (3.16), which uses coarse-grid solutions
(3.17)
Version (3.17) is more convenient for analysis, due to the extra parameter τ that can be chosen in such a way that d, needed for the coarse-grid correction, is sufficiently small (see section 6.2.1). Nevertheless, for our problem, numerical experiments show that, with a proper τ , (3.16) and (3.17) have a similar performance. We conclude this section with an explanation of the coarse-grid correction. The analysis of versions (3.16) and (3.17) is similar, so we consider the FAS algorithm (3.16). After ν 1 pre-smoothing iterations, the residual on grid G l is given by (3.18) and the error is
is the Jacobian of L l , calculated at the solution of (3.13). The computation of δu l from (3.19) is too expensive. However, δu l is smooth (due to pre-smoothing) and thus it can be approximated by δũ l on the coarser grid G l−1 . Algorithm (3.16) gives
Hence, the coarse-grid correction is
an approximation of (3.19).
Acceleration of coarse-grid correction in the FAS algorithm
After ν 1 relaxation sweeps, procedure NMGM, given by (3.16), takes u l and residual
, and projects them on G l−1 , for the purpose of coarse-grid correction.
Since the nested iteration algorithm (3.12) makesM repeated calls of NMGM, we have a sequence of admittivities u l . At step j = 1, 2, . . . ,M, let us denote byũ j l the admittivity obtained after ν 1 pre-smoothing iterations. We can speed up the convergence of (3.16) by using the minimal residual smoothing (MRS) acceleration technique [47, 48] , where we project on 
End. In our implementation, we solve the nonlinear, one-dimensional minimization problem for β, with the MATLAB function fminbnd.
The MRS acceleration is done only at the highest levell, reached in iteration (3.12), where g˜l = 0 holds. On grids G l , where l = 1, . . . ,l − 1, we are solving L l (u l ) = g l , for the purpose of correcting the solution on G˜l and, the right-hand side g l on G l , given by a vector d such as in (3.23) , changes at each iteration. This means that the smoothed u l from the previous iteration has nothing to do with u l of the current iteration and the MRS acceleration technique does not apply to the intermediate grids. Note however that, for coarsegrid correction, procedure NMGM is called M times, with the same right-hand side d. Hence, we can define shorter sequences of admittivities on the intermediate grids and use the MRS technique for acceleration. In our numerical experiments, we take M = 2, so we have no intermediate-grid acceleration.
The coarse-grid solution
As shown in [24] and section 6, an essential requirement for a successful multigrid iteration is that the approximation property L
In particular, this means that ρ (l−1) , the solution of (3.4) on G l−1 must be 'close' to ρ (l) , the solution on G l .
In section 3.1, we describe the piecewise linear, finite-element method used to calculate φ j and ψ j and, implicitly, the nonlinear part of F l or L l . The accuracy of ∇φ j and ∇ψ j is O(h l ), provided that the excitation current I j at ∂ is smooth [27] . On the coarse grids, especially on G 0 , where the grid spacing can be quite large, we expect a significant error in the calculation of both ∇φ j · ∇ψ j and the misfit φ j − V j at the boundary. Due to the ill-posedness of the inverse problem, the error in the boundary misfit φ j | ∂ − V j is highly amplified in the image of the admittivity in the interior of . To obtain a reasonable ρ (l) on a coarse grid, we need a large regularization parameter which leads to unsatisfactory, blurry images.
One possible way of ameliorating this problem is to use a higher-order numerical scheme for the solution of (2.9) and (2.14), on the coarse grids. In the finite-element setting, this means interpolating φ j , ψ j and ρ (l) by higher-degree polynomials. For example, suppose that, on the triangulation T 0 , we take a piecewise quadratic interpolation of φ j and the admittivity. Then, the vector of unknowns in (3.7) contains values of φ j at (x i , y j ) ∈ G 0 as well as at additional points, such as (
). Similarly, a piecewise quadratic interpolation of the admittivity causes matrix
). Hence, the discretization (3.4) at level l = 0 becomes dependent on the discretization on the next grid, G 1 , and the computational cost on G 0 is too high. A high-order finite-difference scheme could be used to solve (2.9) and (2.14), as well, but the accuracy of the result would be highly dependent on the smoothness of I j (x). Finally, it is most convenient to have the same numerical method for the solution of (2.9) and (2.14) on all grid levels.
In this section, we introduce an idea that allows us to get a good approximation of ρ on the coarse grids, without changing the numerical scheme for the solution of (2.9) and (2.14) on coarse grids and, especially, without increasing α l and thus compromising resolution.
A coarse-grid least-squares problem
We assume that we know the NtD map at some or all boundary points of the finest grid G K , and we denote by V j the vector of measured potentials V j (x), for x ∈ ∂G K . Then, we expect that
where Λ K is the discrete NtD map for the fine grid and ρ (K) is the restriction of the true admittivity on grid G K . The ideal coarse-grid image is the restriction of ρ on G 0 . Therefore, on grid G 0 , we formulate the least-squares problem
where ∇ h 0 ρ (0) h 0 ,0 is the discrete version of the L 2 norm of ∇ρ. By solving (4.2), we look for a solution ρ (0) that is 'close' to the restriction of the true admittivity ρ on G 0 . The restriction operator in (4.2) is
where R l−1←l takes functions defined at ∂G l into functions defined at ∂G l−1 . We consider the weighted restriction
for d l given at ∂G l and t ∈ ∂G l−1 . Similarly,
where P l←l−1 is the nine-point prolongation defined in section 3.1. 
Proposition 1. The following factorization holds:
for all piecewise linear functions ϑ(t) defined on T 0 . The discretization of (4.6) leads to a linear system of equations, similar to (3.7), which we write in block form as
where φ , whereas Q ∈ R 4n 0 ×4n 0 is a constant, nonsingular matrix. Now, consider the Dirichlet problem 
and proposition 1 is proved.
In light of proposition 1, we rewrite the coarse-grid minimization problem (4.2) as min
It appears that a numerical solution of (4.11) is very expensive because the coarse-grid current I 
Proof. As we did in the proof of proposition 1, we denote by r (0) (x) and δr (0) (x) the piecewise linear interpolation of ρ (0) and δρ (0) , respectively. We have
where δφ (0) j is the finite-element solution of
and
where δφ (0) j is the finite-element solution of 
where ϕ (0) j and δϕ (0) j are the finite-element solutions of (4.8) and
respectively. On the finest grid G K , we denote by r (K) (x) and δr (K) (x) the piecewise linear interpolation of P K←0 ρ (0) and
is the fine-grid, finiteelement solution of (2.9), with admittivity r (K) (x) and known excitation current I j (x). We have
where δφ
is the finite-element solution of
on grid G K . The discretization of (4.20) leads to a linear system of equations which we write in block form as
Here, matrices 
Numerical algorithm for coarse-grid solution
Nested iteration (3.12) begins with the coarse-grid admittivity u 0 ≈ L −1 0 (0), which we calculate as follows: We start with the initial guess ρ (0) given by the restriction on G 0 of the harmonic extension inside , of the known admittivity at the boundary. For this ρ (0) , we calculate the coarse-grid currents I changing I
j . Then, we recalculate the coarse-grid currents, make a couple of updates on ρ (0) and so on. The algorithm that we implemented is Get ρ (0) and, implicitly, u 0 , the initial guess.
Set regularization parameter α 0 to a sufficiently large value.
as explained in proposition 1. 
End.
For a given α 0 and fixed coarse-grid currents, we solve L 0 (α 0 , u 0 ) = 0 with a Newton-type method, implemented in the public domain software hybrj [22] . Note that we start the coarse-grid iteration with a large regularization parameter α 0 and we reduce it as we go along. The motivation for this iterative regularization approach is that, in the beginning, we expect to have a poor guess of the solution. This means that, in factorization (4.5), we can have coarse-grid currents that are very different from I (0) j (ρ (0) ), where ρ (0) is the restriction of the true ρ, on G 0 . Hence, as discussed at the beginning of section 4, we need a large α 0 to stabilize the coarse-grid inversion. As we iterate, we expect ρ (0) to get closer to ρ (0) , so we decrease the regularization parameter. In our numerical experiments, α 0 is reduced by a factor of 1.5 at each iteration. We terminate iteration (4.22) over k by asking that the relative change in u 0 at two consecutive iterations is less than or equal to 10 −3 . Numerical algorithm (4.22) is used only once, at the beginning of nested iteration (3.12). Then, we interpolate u 0 on G l , for l = 1, . . . , K − 1, and calculate the currents on G l , by proceeding as in proposition 1. These currents are needed in the calculation of φ (l) j and ψ (l) j , as well as the evaluation of L l (u l ) on G l . As the admittivity on the intermediate grid levels is updated, it may be useful to recalculate the coarse-grid currents from time to time. However, in all the numerical tests that we tried, we found that such additional current corrections were not really necessary. That is, as stated in proposition 2, the coarse-grid currents change very slowly with the admittivity and this allows us to get good coarse-grid images with a small number of fine-grid function evaluations. In fact, in all our experiments, after getting u 0 , we fix the currents on G l , where l = 0, 1, . . . , K − 1, for the entire duration of the multigrid iteration.
Numerical results
In all numerical calculations, we consider a unit square domain and a sequence of three, uniform grids, with spacing h l = 1 2 l+3 , where l = 0, 1, 2. For inversion, we take N exp = 27 excitation currents I j , that satisfy ∂ I j (s) ds = 0, and I j (x) = 0 for x in the vicinity of the corners of . Given any I j , consider the restrictionR 0←K , which is simple injection from ∂ to ∂G 0 . We have chosen currents I j such that the coarse-grid currents in sequence {R 0←K I j } 27 j =1 are linearly independent. That is, we have a complete set of currents on ∂G 0 \ {(0, 0), (0, 1), (1, 0), (1, 1)}. Note that the sole purpose of mentioningR 0←K I j is to explain the geometrical configuration of the current excitations I j . RestrictionsR 0←K I j are not used in the calculations. Instead, the coarse-grid currents are obtained from I j , as explained in proposition 1.
For any excitation I j , the resulting voltage V j is given at all boundary nodes in ∂G 2 , except the corners of . We have synthetic data, where we calculate potential φ j by solving forward problem (2.9), for all I j , j = 1, . . . , 27, on the fine grid G 2 . The forward problem solver is the piecewise linear, finite-element numerical scheme described in section 3.1. Data V j are the restriction of φ j on ∂G 2 , to which we usually add random, Gaussian, multiplicative noise.
In the multigrid procedure NMGM defined by (3.16) or (3.17), we take ν 1 = 2 presmoothing iterations and no post-smoothing (ν 2 = 0). For coarse-grid correction, we call NMGM, recursively, M = 2 times. In all experiments that we tried, choice τ = 0.1 in version (3.17) proved successful. In fact, we found that versions (3.16) and (3.17) of NMGM behaved quite similarly. However, we prefer the FAS version (3.16), because it can be accelerated, as shown in (3.23). All numerical results of this section are obtained with procedure NMGM, given by (3.23) .
We illustrate the performance of our algorithm by reconstructing the true admittivity function ρ(x) with real and imaginary parts shown in figures 5 and 6. 
Noiseless data
First, we consider noiseless data. The coarse-grid image ρ (0) shown in figures 7 and 8 is obtained with algorithm (4.22) . At the boundary, the true admittivity is ρ(x) = 2 and its harmonic extension inside is a constant, equal to 2, as well. Hence, we start algorithm (4.22) with initial guess ρ (0) (x) = 2, for all x ∈ G 0 . The starting value of α 0 in (4.22) is 10 −6 and, at each iteration, α 0 is reduced by a factor of 1.5. For α 0 ∈ [10 −10 , 10 −11 ], the image ρ (0) remained practically unchanged, so we stopped the iteration when α 0 became smaller than 10 −11 . Figures 7 and 8 demonstrate a very good reconstruction of the coarse grid restriction of the true admittivity.
For comparison, in figures 9 and 10, we show the coarse-grid image calculated directly with the given data currents {I j } 27 j =1 , and a regularization parameter α 0 = 10 −7 . That is, to evaluate L 0 (u 0 ), we solve equation (2.9) on G 0 , where, instead of calculating the coarse-grid currents as in proposition 1, we simply take the given data {I j } 27 j =1 , known at ∂G 2 . The resulting image is clearly far inferior to that given by algorithm (4.22) . The two conductive peaks of the real part of the admittivity cannot be distinguished. Instead, figure 9 shows a blurry, large conductive region, where the two peaks of real(ρ) are merged together. Furthermore, figure 10 does not show the large imaginary part of ρ in the centre of . It may appear that the blurry coarse-grid (2) . Noiseless data.
Figure 12.
Real part of fine-grid image ρ (2) . Noiseless data.
image in figures 9 and 10 might be improved by reducing α 0 . However, our experiments show quite the opposite. For example, α 0 = 10 −8 gives a ρ (0) that is highly oscillatory, and its real part even becomes negative at some grid points in G 0 . Such difficulties have been observed in all our numerical experiments and they are, in fact, what we expect. As explained in section 4, the inaccurate coarse-grid solution of equation (2.9) and the ill-posedness of the inverse problem force us to take a large regularization parameter in order to get a reasonable (although blurry) coarse-grid image. In contrast, the ideas of section 4, implemented in algorithm (4.22), lead to a much improved image on G 0 , as shown in figures 7 and 8.
The regularization parameter on the intermediate grid G 1 is α 1 = 10 −10 . Finally, the image on G 2 is shown in figures 11-14. The regularization parameter on G 2 is α 2 = 5 × 10 −10 . Note that we have done reconstructions with various regularization parameters and found that α 2 < 10 −10 give oscillatory images of ρ (2) , whereas α 2 > 10 −8 give a ρ (2) that is too smooth. The progress of nested iteration algorithm (3.12), with NMGM given by (3.23) is as follows:
Initial guess ρ(x) = 2 in . Initial residual on fine grid: L 2 (u 2 ) 2 = 5.073 4578e − 2. . Imaginary part of fine-grid image ρ (2) . Noiseless data. Figure 14 . Imaginary part of fine-grid image ρ (2) . Noiseless data.
Solve coarse-grid problem and begin nested iteration (3.12):
Starting residual: 1.213 5012e−4 1.422 9616e−5 After two smoothing iterations: 9.359 0648e−6 3.391 9214e−6 After coarse-grid correction:
5.288 1029e−6 1.279 5960e−6 After two smoothing iterations: 3.439 1389e−6 8.371 9534e−7 After coarse-grid correction:
1.986 1185e−6 4.166 3785e−7
Starting residual: 1.821 7390e−4 1.176 5655e−5 After two smoothing iterations: 5.918 4359e−5 1.039 8852e−5 After coarse-grid correction:
3.239 9215e−5 3.967 1256e−6 After two smoothing iterations: 1.448 7300e−5 3.156 2202e−6 After coarse-grid correction:
1.234 0064e−5 2.854 5680e−6 After two smoothing iterations: 1.042 7207e−5 1.214 2867e−6 After coarse-grid correction:
9.820 3521e−6 8.713 5490e−7
Noisy data
To test the performance of our imaging algorithm for noisy data, we add random, Gaussian, multiplicative noise to V j , for j = 1, . . . , 27. First, we take a 2.5% noise level and obtain the image shown in figures 15 and 16. This reconstruction is done with a regularization parameter α 2 = 5 × 10 −10 . For the reconstructed image, boundary misfit
is at the noise level. Note that the image ρ (2) is very close to the noiseless one shown in figures 11-14. The same is true for the coarse-and intermediate-grid images.
The good quality of the coarse-grid image in the experiments shown so far might lead us to the question: why bother to calculate ρ (2) with the multigrid and not stop at ρ (0) ? The advantage of doing fine-grid reconstruction is shown in the next experiment, where the noise level is 4.5%. The coarse-grid image shown in figures 17 and 18 is not as good as before and the smaller conductive region is misplaced. Nevertheless, this is corrected in the fine-grid Figure 15 . Real part of fine-grid image ρ (2) . Noise level = 2.5%. Figure 16 . Imaginary part of fine-grid image ρ (2) . Noise level = 2.5%. image shown in figures 19 and 20. The regularization parameter on G 2 is α 2 = 10 −9 and, at the end, the boundary misfit
is at the noise level. Clearly, the images in figures 19 and 20 are not as good as the noiseless ones, but we can still distinguish the important features of the true admittivity. Moreover, the recovered image has a magnitude that remains close to the actual value of the true admittivity in .
Summary of numerical results
The numerical experiments presented in this section demonstrate that the nonlinear, nested iteration, multigrid algorithm (3.12) can be effective in inversion. The constructed images of admittivity function ρ have the correct geometrical features as well as a good contrast. Moreover, the algorithm is stable in the presence of noisy data. A key part in the success of the multigrid iteration is played by the coarse-grid solution. We have showed that algorithm (4.22), described in section 4.2, can give coarse-grid images ρ (0) that are good approximations of the true admittivity. This is of great importance in the multigrid iteration (3.12) for two reasons:
(1) We have a good starting admittivity in the nested iteration or, equivalently, a small starting residual. For example, in the case of noiseless data, before having the coarse-grid image, Figure 19 . Real part of fine-grid image ρ (2) . Noise level = 4.5%. Figure 20 . Imaginary part of fine-grid image ρ (2) . Noise level =4.5%.
the residual is 5.073 4578 × 10 −2 . After the coarse-grid solutions, the residual on G 2 drops by two orders of magnitude.
(2) The coarse-grid corrections are effective in speeding up convergence.
The combination of these two attributes allows us to construct fine-grid images with just three calls of multigrid procedure NMGM, on grid G 2 , where computations are expensive.
In contrast, if the ideas of section 4 are not used in the coarse-grid calculations, we have found that, to get multigrid convergence, we need large regularization parameters. This is clearly undesirable because the images have poor resolution.
Convergence analysis
In this section, we establish the local convergence of the nonlinear multigrid algorithm (3.12), for the complex Dirichlet problem (2.15) and (3.1) written in abstract form as (3.2). To fix ideas, let us suppose that ⊂ R 2 . Our proof is based on the theory presented in [24] and it assumes that (3.2) is sufficiently regularized to achieve local convergence.
Definitions and regularity estimates
We proceed as in section 3.2 and write (3.2) or, equivalently, (2.15), (3.1), in the real form L(α, u) = 0, (6.1) for some regularization parameter α. For given admittivity ρ (or u), potentials φ j and ψ j entering the nonlinear part of equation (6.1) are solutions of (2.9) and (2.14), respectively. Suppose that in (2.9) and (2.14) we have a ρ ∈ H 2 ( ), with strictly positive real part. By Sobolev inequalities [32] , ∇ρ ∈ L q ( ), for any 2 q < ∞ and, given a smooth boundary ∂ and an excitation current I j ∈ H 1 2 (∂ ), equation (2.9) has a unique solution φ j ∈ H 2 ( ) (see lemma 9.1 in [31] ). Similarly, equation (2.14) has a unique solution ψ j ∈ H 2 ( ). Hence, by Sobolev inequalities [32] , ∇φ j and ∇ψ j are in L 4 ( ) and ∇φ j · ∇ψ j ∈ L 2 ( ). In light of this result, we suppose that equation (6.1) has a solution u, or equivalently, ρ with ρ ∈ L 2 ( ). Given that such a solution ρ ∈ H 2 ( ) exists, we show that the multigrid algorithm proposed in this paper is locally convergent. In what follows, we shall need the divided difference DL defined as
where α is fixed. To calculate DL, we solve for φ j + δφ j and ψ j + δψ j equations such as (2.9) and (2.14), with a perturbed admittivity ρ + δρ, where the real and imaginary parts of δρ are contained in δu. By arguments similar to the above, given δρ ∈ H 2 ( ), we have that δφ j and δψ j ∈ H 2 ( ) and so
where the regularization parameter is α l . Since our discretization is consistent, if (6.1) has a solution u ∈ H 2 ( ), we can suppose that (6.3) has a solution u l with bounded discrete H 2 norm. To calculate u l with multigrid algorithms (3.16) and (3.17), we solve on coarser grids G 0 , . . . , G l−1 equations such as (6.3), with a nonzero right-hand side. Therefore, we embed (6.3) into the family of equations
The divided difference DL l is given by 
and, in fact,
Here, we take the discrete norms
where ∂ i,h l and ∇ h l u l are finite-difference derivatives in the ith direction and gradients, respectively.
Proof. Consider on grid G l an admittivity ρ (l) which is bounded and has positive real part. In our algorithm, we calculate potentials φ j and ψ j by solving equations (2.9) and (2.14), where the admittivity is approximated by r (l) (x) = Pρ (l) (x), the piecewise linear interpolation of ρ (l) . We denote these potentials by φ j (x; r (l) ) and ψ j (x; r (l) ), respectively, and, since r (l) ∈ C 0 ( ), theorem 3.8 in [25] gives that φ j and ψ j are Hölder continuous, with Hölder coefficient 0 < β < 1, but arbitrarily close to one.
Numerical approximations φ (l) j and ψ (l) j of potentials φ j (x; r (l) ) and ψ j (x; r (l) ) are calculated with a piecewise linear finite-element method and the following L ∞ error estimates [6] hold. There exists a finite C > 0 such that lim
Therefore, for arbitrary grid points x and y, satisfying |x − y| = O(h l ), we can find a positive s < β that gives (6.10) uniformly in G l . By the same argument, given a bounded perturbation δρ (l) (or δu l ) of the admittivity on G l , we find that perturbations δφ (l) j and δψ (l) j of the potentials satisfy equations similar to (6.10). The entries in {L l }δu l are given by 11) where ∇ h l is the discrete gradient calculated with second-order finite differences. In light of (6.10), for sufficiently small h l , all discrete gradients in (6.11) are O( Note that, at fixed h l , r (l) 
for smooth ∂ and I j ∈ H 1 2 (∂ ), lemma 9.1 in [31] gives that potentials φ j (x; r (l) ) and ψ j (x; r (l) ) are in H 2 ( ). Similarly, the gradient of δr (l) 
where C is a finite, positive constant.
Proof. It is known [42] that the principal part of L l satisfies
14)
for some finite, positive constant C . Since L l is of order (6.15) where I l is the identity matrix in R 2(n l −1)
2 . By lemma 5,
Inequalities (6.14) and (6.16) give 17) and (6.13) follows.
Proof. By assumption, u l ∈ H 2 ( ) and we define a neighbourhood U l of u l , where u l − u l h l ,2 is bounded. Given u l ∈ U l and inequality (6.16), we have
and so L l is continuous. By lemmas 5 and 6, L l exists, is invertible and satisfies the discrete two-regularity (6.13). Furthermore, potentials φ j , ψ j and their perturbations δφ j and δψ j vary continuously with the admittivity (see [14] ), so L l is continuous in ρ (l) , as well. Finally, by lemma 7, L l is continuous at the solution. Therefore, the implicit function theorem [36] gives that there exists a neighbourhood U l ⊂ R 2(n l −1) 
Convergence
In (3.12), let j = 1, . . . ,M, denote the iteration number at level l, such that (6.19) where NMGM is defined either by (3.17) or (3.16). We show that this iteration is a contraction, provided that the coarse-grid solutions are sufficiently accurate and L l is regularized appropriately.
For a sufficiently large regularization parameter α l , nonlinear multigrid iterations (3.17) or (3.16) give 20) where j stands for iteration and ξ l is the contraction number.
The nonlinear nested iteration (3.12) makesM calls of procedure NMGM, on each grid level. The initial guess on G l , u 0 l , is the interpolation of the solution on coarser grid G l−1 . Given that NMGM is a contraction, the convergence of nonlinear nested iteration (3.12) depends on the consistency condition [24] Pu
21) that the solutions of (6.3) on G l and G l−1 must satisfy, for some κ > 0. We have a consistent discretization (6.3) of equation (6.1), as described in section 3.1. The nine point discretization L l u l of the principal part of L l (u l ) is second-order accurate. The nonlinear part L l (u l ) involves gradients of the electric and adjoint potentials φ k and ψ k , for k = 1, . . . , N exp . Since we calculate these potentials with a piecewise linear finite-element scheme, ∇φ k · ∇ψ k is first-order accurate and so is L l (u l ). Therefore, we expect (6.21) to hold with κ = 1. We have the following convergence result. 
whereM is the number of calls of procedure NMGM, ξ = sup l=1,...,K ξ l and ξ l is the contraction number in theorem 6.1.
Note that, for the nine-point interpolation P defined in section 3.1, C 2 is finite. Moreover, in (6.23), we assume that numberM of calls of procedure NMGM is large enough to have 2C 2 ξM < 1. Finally, note that theorem 6.2 assumes an accurate coarse-grid solution, so we have just local convergence. A successful multigrid algorithm combines a relaxation scheme, that smoothes the error, with a coarse-grid correction. A natural measure of smoothness of the error δu l = u l − u l is some norm of divided differences of δu l . In particular, we can use the second-order difference operator given by the Jacobian L l . Then, the smoothing number on G l can be defined as
, where η l (ν) 1 indicates no smoothing. In section 6.2.2, we show that there exists an s > 0 such that, given a regularization parameter α l O(h s l ), the relaxation scheme (3.14) satisfies the smoothing property 24) where smoothing number η l (ν) → 0, as the number of relaxation sweeps ν tends to infinity. The second key component of the multigrid algorithm is the coarse-grid correction. Given that the error on G l is smooth, a successful coarse-grid correction requires that the linearization of (6.3) satisfies the approximation property 25) where C A is some finite, positive constant. Inequality (6.25) is proved in section 6.2.3. Finally, in section 6.2.1, we prove that the nonlinear multigrid iterations are well defined. That is, at all steps, u l ∈ U l and g l ∈ G l , for l = 0, 1, . . . , K. Then, theorems 6.1 and 6.2 follow from the known nonlinear multigrid convergence results in theorems 9.5.12 and 9.5.13 of [24] . ). There exists a τ such that d belongs to BG l−1 ( l−1 ).
Proof. This proof is basically the same as that given in [24] . For completeness, we prefer to present it here, as well. From (3.17), We have the divided differences
for all g l ,g l ∈ G l , (6.29) where DL (6.33) Definition (6.32) is difficult to apply in practice, because we do not know the bound C L . In our numerical experiments, choice τ = 0.1 proved successful. The FAS algorithm (3.16) does not require such a parameter but it has the disadvantage that, in general, one cannot guarantee that d belongs to G l−1 . In all our numerical experiments, we achieved d ∈ G l−1 for properly chosen regularization parameters α l . For the analysis of (3.16), see [24] . Proof. From (6.6), we have L l is a second-order accurate discretization of −α l u and, from the known approximation property of the discrete Laplace operator [24] , we obtain
The second term in (6.46) can be bounded as (6.49)
