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The existence of certain A-optimal models for a regression experiment is 
equivalent to the solvability of certain matrix equations. It is proved that for any 
m X m matrix V (over the real field), there exists an orthogonal matrix Q such that 
QVQ’ has equal diagonal elements. This result is used to solve the equations 
mentioned above. The connection of this result to Hadamard matrices is discussed. 
1. INTR~DUCTTON 
Let G = (6,) 6, ,..., d,,)’ be an estimator of the unknown parameter 
0 = (0, ) 0, )...) 0,)’ by the realization of the stochastic process y(t) = 
CL 1 @kfk(f) + 40 on the interval T= [a, b] with f = (f, ,f2 ,..., f,)’ 
belonging to a certain set X. It is assumed that the process satisfies 
E(<(t)) E 0 and has known continuous covariance r(s, t) = E(&) r(t)) on 
T x T. The model y depends on f and, for convenience, will be referred to as 
m(f). m(f) is said to be A-optimal (with respect to 6 and X) if 
tr Z(j) = n$~ tr .?Y( g), 
where C(g) is the dispersion matrix of 6% The model m(J) was considered 
earlier by several authors such as Dorogovcev [4] and Parzen [6]. Parzen 
uses the notion of reproducing kernel Hilbert space to choose 6 so that 6 
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has the BLUE property. Later, Dorogovcev uses the notion of least squares 
to choose 8 so that 8 is simpler and less abstract. In [ 11, Chang solved the 
A-optimal control problem by using Parzen’s approach. It turns out that it is 
much harder to solve the A-optimal control problem by using Dorogovcev’s 
approach. In [2], Chang and Wong, with much effort, shows that the above 
A-optimal model exists if and only if there exists an m x m matrix H of rank 
n (n < m) such that all columns of H have Euclidean norm 1, 
for some (s - q) x (s - q) matrix E, and 
H+D’/z = tr D”‘E -HI, 
n 
where 
with &‘s given, E = HH+ , Ht is the Moore-Penrose inverse of H, s is the 
largest j such that lj = A,,, q + 1 is the smallest j such that lj = A,, and I, is 
the q x q identity matrix. In this paper, it is shown that such an H always 
exists. Although the problem is statistical, the tools used here are algebraic 
and are of interest in its own right. It is important to stress here that in 13, 
p. 51, the authors raised a similar control problem under a more general and 
practical situation. In a forthcoming paper of Wong, the solution of the 
above problem will be presented using the notion of reproducing kernel 
Hilbert space. One can also use Dorogovcev’s viewpoint to formulate and 
solve the above problem by using the results of this paper. 
2. PRELIMINARY RESULTS 
All matrices in this paper are over the real field R. All vectors will be 
column vectors. 
THEOREM 1. Let V be an m x m matrix. Then there exists an orthogonal 
matrix Q such that the diagonal elements of Q’ VQ are equal. 
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Proof. Case 1. V’ = V. We shall prove the desired result by induction. 
The desired result is obvious if m = 1. Suppose that m > 2. Since V is 
symmetric, there exists an orthogonal matrix Q, such that D = Q, VQ{ is of 
the form 
D= 
Let Q, be a Helmert matrix of order m, i.e., Q2 is an m X m orthogonal 
matrix such that the last row is (l/m”‘) (1, l,..., 1). Then 
Q,DQl, = 
for some vector b and symmetric matrix B. Let 
Then 
trB+c=trD=mc, 
i.e., 
trB=(m- 1)~. 
By induction hypothesis, there exists an orthogonal matrix T such that 
C = TBT’ has equal diagonal elements cii)s. Thus each 
1 1 
c..=-trC= l, m-l 
- tr B = c. 
m-l 
Let 
Then 
TBT’ Tb 
Q, Q,DQ; Q; = ( (Tb)’ c ) . 
406 CHANANDWONG 
Let 
Q= Q,Q,Q,. 
Then 
QVQ’ = ( (T;), 
Tb 
c 
and therefore QVQ’ has equal diagonal elements. 
Case 2. General case. By case 1, for some orthogonal matrix Q, the 
diagonal elements of Q(V+ V’) Q’ and therefore QVQ’ are equal. m 
V+ V’ above can be diagonalized in the usual way. So to obtain 
Theorem 1, there is no loss of generality in assuming that V is diagonal. Let 
us then assume that V is diagonal, Q above depends on the given V. But for 
some but not all m, Q can be so chosen that it does not depend on the given 
V. 
THEOREM 2. Let G be an m x m matrix and let Q = (l/m”*) G. Then 
the following statements are equivalent. 
(a) Q is orthogonal and for any 
v= 
QVQ’ has equal diagonal elements. 
(b) G is a Hadamard matrix of order m. 
Proof: (a) * (b). Let i, j, k E (1, 2 ,..., m}, n E Z+. Choose dj,n in R 
such that 
lim dj, n = 0 for j # k, 
lim d,,, E (0, 00). 
Let 
A-OPTIMAL MODELS 407 
By (a), QIQ’ has equal diagonal elements. So 
Letting n tend to infinity, we obtain 
1 
-= q;p 
m 
Thus each entry of G is either 1 or - 1. Since G’G = mI,,, G is a Hadamard 
matrix of order m. 
The proof for (b) * (a) is obvious. 1 
It is important to mention here that Hadamard matrices of order m exist 
only if m = 1, 2, or a multiple of 4. It is a very old well-known open problem 
that for any multiple m of 4, there exists a Hadamard matrix of order m. To 
the knowledge of the authors, 67 is the first 1 for which we do not know if a 
Hadamard matrix of order m = 41 exists or not. For Hadamard matrices, one 
could consult the paper by Hedayet and Wallis [5], where among many 
others, using seven pages, a Hadamard matrix of order 188 is given. 
3. EXISTENCE OF ANA-OPTIMAL MODEL 
For the existence of A-optimal models mentioned in Section 1, it suffices 
to prove the following result. 
THEOREM 3. Let 
D= 
Then there exist an m X n matrix H of rank n such that 
(a) All columns of H have Euclidean norm 1, 
(b) H+H= ; ; , 
( ) 
and 
(c) H+D1/2 = c;=l ‘i”* H,. 
n 
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Proof: For simplicity, let a = Cr=, Af’2/n. Let 
D, = 
By Theorem 1, there exists an orthogonal matrix Q such that QD:“Q’ has 
equal diagonal elements. Since QD:“Q’ and D, have equal trace, all 
diagonal elements of QD:“Q’ are equal to a. Let H be the m X IZ matrix 
defined by 
H = -$ [D:‘*, O]! Q’. (1) 
Since Q is nonsingular and each Ai > 0, H has rank n. By (1) 
H’H= i QD;“e,. (2) 
By (2), all diagonal elements of H’H are equal to 1. This proves (a). Since H 
has full rank n, 
H+ = (H’H)-’ H’. (3) 
BY Cl), (2), and (31, 
HH’ = --&[D:l’, 0 
( 
1’ Q%QQD;~“Q’) ($Qlo:“~Ol) 
= [D;‘“, 01’ DT”‘[D;‘~, 0] 
proving (b). 
Now 
H+D”* = (uQD;~‘~Q’) -$ Q[D:/“, 01) 01’2 
= a”‘Q [D;‘4, 0] 
= aH’, 
proving (c). I 
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3. EXAMPLES 
In the model m(f) mentioned in Section 1, n represents the number of 
unknown parameters which in practical situations is very small. For n = 1, 
2, 4, and 8, by Theorem 2, A-optimal models can be obtained by means of 
Hadamard matrices. For n = 3, 5, 6, and 7, Hadamard matrices do not exist 
and Theorem 1 provides us with a lengthy but constructive method of 
constructing A-optimal models m(f). Examples 1 and 2 below illustrate one 
of the most practical situations where m = n = 3. 
EXAMPLE 1. Let 
(4) 
Find an orthogonal matrix Q such that Q’DQ has equal diagonal elements. 
Solution. We shall use the notations in Theorem 1. Thus m = 3. Let 
1 -- 
(1 x 2)“2 (1 x:)‘/’ O 
Q2 = 
1 1 -2 
I- - I (2 x 3y (2 x 3y (2 x 3p* ’ 1 1 1 3V* 3 I/2 3 l/2 
Then Q, is a Helmert matrix of order 3. By (4) and (5), 
Q,D= 
4 42 -- 
(1 X 2)“2 (1 x 2)“2 O 
4 A2 -21, 
(2 x 3y (2 x 3y2 (2 x 3p2 
4 -- & L 
3 l/2 -jl/* 3112 
(5) 
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c = f@, + 1, + A,), 
b = ( 1 (2 x 3)LIz(Iz~ -‘2), 3(2)1/Z --%A, + A, - 2A,) ) ‘, 
B= 
! ’ (6) 
We shall now find the spectrum o(B) of B. Let w be the characteristic 
polynomial of B, z E Cc. By (6), 
w(z) = 2 - :<n, + A, + 1,) z + :(&A, + 44 + A,&). 
Let 
r=1:+~:+1:-~,1,+I,~,-;1,1,. (7) 
Then Y > 0 and r = 0 if and only if 1, = 1, = Ax. The zeros z_ , z+ of w in G 
are 
z* = +(A, + A2 + 1, f r’12), (8) 
i.e., z-, z+ are the eigenvalues of B. 
Cusel. ~,#A2.Since~,#~2,r>0.S~~+#~-.Let 
x* = (A1 + 1, - 2A, f 2(‘1’2), 3“2(& - A,))‘. (9) 
Then x,(x-) is an eigenvector of B corresponding to z+ (z-). Let 1) 1) be the 
Euclidean norm on R2, let 
T, = 
Then T, is orthogonal and 
(11) 
Let 
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Then G, is a Hadamard matrix of order 2. Let 
T,=&G1. (12) 
Then T, is orthogonal and in fact is a Helmert matrix of order 2. By 
Theorem 2, 
T’ 
2 
has equal diagonal elements. Let 
T= T,T;. 
Then T is orthogonal. By (1 l), (13), and (14), 
C = TBT’. 
Let 
(13) 
(14) 
Q=Q,Q,. (16) 
Then by the proof of Theorem 1, Q’DQ has equal diagonal elements. 
Case2. A,=1,#L3. Let 
Then 
(17) 
One can then apply case 1 to V,, instead of D. 
Case 3. A, =A,=A,. Let Q=Z,. Then Q’DQ has equal diagonal 
elements. 
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Find an H such that (a) - (c) in Theorem 3 are satisfied. 
Solution. Define Q, by (17). Let 
V= QoD1’2Q;,. 
Then 
A1 0 0 
v= 0 /I2 0 ) i 1 0 0 1, 
where AI = A3 = 1, 1, = 3. We shall use the notations in Example 1 with the 
understanding that V here is D in case 1 of Example 1. By (4) and (7), 
r = 4. 
BY (81, 
z- = 1, Z+ =;. 
BY (9), 
x- = (-2, 2(3)“2)‘, x, = (6, -2(3)“‘)‘, 
II-K II = 4, 11x+ 1) = 4(3)“2. 
By (10) and (12), 
‘BY (14), 
1 -- 
T, = 
2 
3 l/Z 
7 
T= 
3 112 
2 
-1 
1 ’ -- 
2 
T, = 
-1 - 3112 1 _ 3112 
2(2)“’ 2(2)“2 
1 3112 + 1 - 3’12 - ~ 
2(2)“’ 2(2)“2 
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BY (15), 
Q3 = 
BY (161, 
Q= 
Let P = QQ,, . Then 
P= 
1 -31/z 1 + 3”* -1 -- ~ -- 
2(3)“* 2(3)“* 3 1/z 
1 1 1 - - 
31/* 3112 3 112 
and PD”*P’ has equal diagonal elements. We shall now construct H by the 
proof of Theorem 3. Let 
Then 
Let 
-1 - 3112 1 _ 31/* 
2(2)“2 2(2)“2 O 
-1 + 3l/* -1 _ 3112 
2(2)“2 2(2)“’ O 
0 0 l* 
-l-31/* 1 -1 + 3”* 
2(3)“’ 1/2 3 2(3)“’ 
l-31/2 -1 1 + 31’* -- - 
2(3)“’ 
~ 
3 1/z 3 1/z 
1 1 1 - __ 
3 1/z 
- 
3112 3 1/* 
-1-31’2 -1 +3’/2 1 
--- --- - 
2(3)“’ 2(3)“* 3112 
a _ l”* + I”* + 9”* 
3 * 
a=$. 
H = --&“P’. 
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-1 + 31’2 1 + 31’2 
l- 3 112  -- 31 l/2 3 l/2 1 1 
-(l + 3)“Z 1 - 31’2 1 
2(5)“’ 2(5)“’ 5’/2 
- 1 + 3”* 1 + 3”* 1 --- 
2(5)“* -jiiT 2(5)“* 
(3/5)“’ (3/5)“’ (3/5)“’ 
and H satisfies (a)-(c) in Theorem 3. 
In our regression model mentioned in Section 1, D in the above example is 
positive definite but may not be a diagonal matrix. When D is not a diagonal 
matrix, one must then diagonalize D first and carry out the above process. 
Nofe added in prooJ Professor Ky Fan obtained a generalization of Theorem 1 with V 
symmetric: Let V be a real symmetric matrix of order m with eigenvalues I, > A, > ” > I,. 
Ifd,~d,~~~~~d,arerealnumberssuchthat~~~,d,~~~~,~i(l~k~m-l)and~~~, 
di = CT!, &, then there exists an orthogonal matrix Q of order WI such that the diagonal 
elements of Q’VQ are d,, d*,..., d,,,. (The same theorem holds for Hermitian V and unitary Q, 
with Q’ replaced by Q*.) Professor F. Lemire confirms at about the same time, my earlier 
conjecture: Let S, be the set of all permutations on (1,2,..., m). Let S be the convex hull of 
( (I,,i,) E Rm: u E S,). Then for any (di) E S, there exists an orthogonal matrix Q of order m 
such that the entry of Q’VQ at (i. i) is di, i = 1,2,..., m. This conjecture can easily be proved 
by the above result of Professor Ky Fan. 
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