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a b s t r a c t
Let T ,U be two linear operators mapped onto the function f such that U(T (f )) = f , but
T (U(f )) 6= f . In this paper, we first obtain the expansion of functions T (U(f )) and U(T (f ))
in a general case. Then, we introduce four special examples of the derived expansions.
First example is a combination of the Fourier trigonometric expansion with the Taylor
expansion and the second example is a mixed combination of orthogonal polynomial
expansions with respect to the defined linear operators T and U . In the third example, we
apply the basic expansion U(T (f )) = f (x) to explicitly compute some inverse integral
transforms, particularly the inverse Laplace transform. And in the last example, a mixed
combination of Taylor expansions is presented. A separate section is also allocated to
discuss the convergence of the basic expansions T (U(f )) and U(T (f )).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let S = {Si(.)}∞i=0 be an infinite set of all linear arbitrary functionals [1,2], which are defined on a linear vector space and
Φ = {Φi(x)}∞i=0 be a certain set of basis functions. In this case, it is clear that we have
Sj
(
m∑
i=0
aiΦi(x)
)
=
m∑
i=0
aiSj (Φi(x)) for any j = 0, 1, . . . , (1)
where {ai}mi=0 are arbitrary constants.
We start our discussion with a main problem: Suppose that the following equality is given
f (x) =
n∑
i=0
Si(f )Φi(x), (2)
where {Si(f )}ni=0 ⊂ S and {Φi(x)}ni=0 ⊂ Φ.
In general, two different viewpoints can be considered for equality (2). Either it is a functional equation to be solved,
e.g. the following equation
f (x) = f (0)+ f ′(2)x2 +
(∫ 1
0
f (x)dx
)
x3, (2.1)
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or it is a finite approximation for f (x) like:
f (x) = f (0)+ f ′(0) x
1! + f
′′(0)
x2
2! + f
′′′(0)
x3
3! , (2.2)
which is in fact a Taylor expansion of order 3 at x = 0.
Now, the main problem is how to recognize that (2) is a functional equation or is a finite approximation for f (x). For
instance, compare two given equalities in (2.1) and (2.2). Although both of them are just special cases of equality (2), how
can one find out that (2.1) is a functional equationwhile (2.2) is a finite approximation for f (x)? This is an important question
that should be answered. Before responding to this question, we should note that both above-mentioned cases lead to only
one result, i.e. determining the unknown functionals {Si(f )}ni=0 in (2) appropriately.
To solve the problem, first note that since {Si(f )}ni=0 are all linear functionals, taking S0, S1, . . . and Sn from both sides of
(2) respectively yields
S0(f ) = S0
(
n∑
i=0
Si(f )Φi(x)
)
=
n∑
i=0
Si(f )S0(Φi(x)),
S1(f ) = S1
(
n∑
i=0
Si(f )Φi(x)
)
=
n∑
i=0
Si(f )S1(Φi(x)),
...
Sn(f ) = Sn
(
n∑
i=0
Si(f )Φi(x)
)
=
n∑
i=0
Si(f )Sn(Φi(x)).
(3)
If the above expressions constitute a linear homogeneous system, then (2) can be interpreted as a functional equation.
In this case, (3) takes the matrix form
MX =

S0(Φ0)− 1 S0(Φ1) · · · S0(Φn)
S1(Φ0) S1(Φ1)− 1 · · · S1(Φn)
...
...
...
...
Sn(Φ0) Sn(Φ1) · · · Sn(Φn)− 1


S0(f )
S1(f )
...
Sn(f )
 = 0, (3.1)
whereM denotes the coefficients matrix and X is the unknown functionals vector.
After solving the above linear system with respect to one of the pre-assigned functionals (provided that detM = 0), the
exact solution of functional equation (2) will be obtained. For example, let us come back to the given Eq. (2.1) and solve it
via matrix representation (3.1).
By replacing the values S0(f ) = f (0), Φ0(x) = 1, S1(f ) = f ′(2), Φ1(x) = x2, S2(f ) =
∫ 1
0 f (x)dx andΦ2(x) = x3 in (3.1)
one gets
[0 0 0
0 3 12
1 1/3 −3/4
]
f (0)
f ′(2)∫ 1
0
f (x)dx
 = 0. (4)
If for instance f (0) 6= 0 in (4), then the solution of functional equation (2.1) would be f (x) = f (0)(1− 4825x2 + 1225x3).
But the next question is: What will happen if the second given example in (2.2) is assumed to be a functional equation?
To answer this question, it is clear that we should first constitute the elements of matrix M corresponding to Eq. (2.2).
Hence, if the values S0(f ) = f (0), Φ0(x) = 1, S1(f ) = f ′(0),Φ1(x) = x, S2(f ) = f ′′(0),Φ2(x) = x2/2, S3(f ) = f ′′′(0) and
Φ3(x) = x3/6 are replaced in (3.1) then the following system of equations will be revealed0 0 0 00 0 0 00 0 0 0
0 0 0 0

 f (0)f ′(0)f ′′(0)
f ′′′(0)
 = 0. (5)
Relation (5) shows that the linear system (3) (or equivalently (3.1)) always holds for the example (2.2) if f (i)(0) 6= ∞; i =
0, 1, 2, 3. This means that if all elements of matrix M are zero, then the functional equation corresponding to (2) will be
transformed to a finite approximation for f (x). Clearly this result depends onmaking some suitable conditions under which
the elements of matrixM are all zero. So, by looking atmatrixM in (3.1), we directly find out that the fundamental condition
Sj (Φi(x)) = δi,j =
{
0 if i 6= j,
1 if i = j, (6)
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must be always satisfied in order to have a finite approximation for f (x). In other words, (6) plays a key role to know how
to distinguish between a functional equation of type (2) and a finite approximation for f (x) of type (2).
By noting this comment, now suppose that (6) is satisfied and, without loss of generality, assume in (2) that n→∞.
If V ∈ S = {Si(.)}∞i=0 is a linear functional that satisfies the distributive property:
V
(
lim
n→∞
n∑
i=0
Si(f )Φi(x)
)
= lim
n→∞ V
(
n∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )V (Φi(x)) , (7)
then the following proposition holds.
Proposition. Let {Si(f )}∞i=0 be distributable linear functionals mapped onto the function f and {Φi(x)}∞i=0 be certain basis
functions. If Sj (Φi(x)) = δi,j then
f (x) =
∞∑
i=0
Si(f )Φi(x), (8)
is an expansion for f (x) provided that there exists at least a linear functional mapped onto the function f , say Sm(f ), so that
Sm(f ) 6= 0. Because if all {Si(f )}∞i=0 are zero, the right hand side of equality (8) will automatically be zero while the left hand side
is still f (x) 6= 0.
For instance, suppose that in (8) Sk(f ) = f (k)(0) andΦk(x) = xk/k!, which gives the well-known Taylor expansion at the
neighborhood x = 0 as
f (x) =
∞∑
k=0
f (k)(0)
xk
k! ,
and then consider the special function
f (x) =
exp
(
− 1
x2
)
if x 6= 0,
0 if x = 0,
which is already introduced by Cauchy. Since in this function Sk(f ) = f (k)(0) = 0 for any k = 0, 1, 2, . . ., the Taylor
expansion of the function always converges to zero while exp(−1/x2) 6= 0 for x 6= 0. Therefore, this example confirms that
the expansion (8) is valid only if all linear functionals {Si(f )}∞i=0 are not zero simultaneously.
Now, by noting the mentioned conditions, to prove the proposition it is sufficient to take any arbitrary linear functional
(like Sj) on both sides of (8) to get
Sj(f ) = Sj
( ∞∑
i=0
Si(f )Φi(x)
)
=
∞∑
i=0
Si(f )Sj (Φi(x)) =
∞∑
i=0
Si(f )δi,j = Sj(f ). (8.1)
As we see, (8.1) proves that (8) holds if the basic conditions (6) and (7) hold.
In the next section, we present our approach concerning how to construct new expansions of functions using linear
operators. In this sense, we obtain two basic expansions and introduce four special examples of them. First example gives
a combination of the Fourier trigonometric expansion with the Taylor expansion while in the second example we obtain a
mixed combination of orthogonal polynomial expansions. In the third example, one of the basic expansions is employed to
explicitly compute inverse Laplace transforms and in the last example, a mixed combination of Taylor expansions is given.
Finally, in Section 3, we discuss the convergence of the introduced basic expansions.
2. Constructing new expansions of functions using linear operators
Let T ,U be two linear operatorsmapped onto the function f such that U(T (f )) = f but T (U(f )) 6= f . Also, suppose they
obey the distributive property considered for linear functional V in (7). If we reconsider the structural expansion (8) for
another function, say g , as
g(x) =
∞∑
i=0
Si(g)Φi(x), (9)
then by taking g(x) = U(f (x)) and replacing it in (9) we get
U(f (x)) =
∞∑
i=0
Si(U(f ))Φi(x). (9.1)
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But Si(U(f (x))) in (9.1) are just numbers which are independent of x. Therefore, taking the linear operator T from both
sides of (9.1) yields
T (U(f (x))) =
∞∑
i=0
Si(U(f ))T (Φi(x)), (10)
which is the first basic expansion for functions of typeT (U(f )) 6= f .
Similarly, by taking g(x) = T (f (x)) and replacing it in (9) and then taking the linear operator U from both sides of the
foresaid equality one gets
U(T (f (x))) = f (x) =
∞∑
i=0
Si(T (f ))U(Φi(x)), (11)
which shows the second basic expansion for functions of type U(T (f )) = f .
Fortunately, many new formulas in the theory of function expansion can be constructed by these two basic rules.
However, due to page limitation, we here consider just four applied examples.
Example 1. Mixed Taylor–Fourier expansions
Let us explain the construction of the basic models (10) and (11) for this example step by step. Let f (t) be a periodic
function defined on [−pi, pi]. Then, under the Dirichlet conditions [3,4] the following expansion (known as Fourier
trigonometric series) holds
f (t) = 1
2pi
∫ pi
−pi
f (x)dx+ 1
pi
∞∑
k=1
(∫ pi
−pi
f (x) cos kxdx
)
cos kt +
(∫ pi
−pi
f (x) sin kxdx
)
sin kt, (12)
in which the interval [−pi, pi] can be easily transformed to any other arbitrary interval, say [−l, l]with period 2l, by a simple
linear transformation.
For example, define the following linear operators
Tm(f ) =
∫ x
λ
∫ zm−1
λ
· · ·
∫ z1
λ
f (t)dtdz1 · · · dzm−1 = 1
(m− 1)!
∫ x
λ
(x− t)m−1f (t)dt; λ ∈ R,
Um(f ) = d
m
dxm
f (x) = f (m)(x); m ∈ N = {1, 2, . . .},
(13)
and suppose that in (12) f (t) = Um(g) = g(m)(t), i.e.
g(m)(t) = 1
2pi
∫ pi
−pi
g(m)(x)dx+ 1
pi
∞∑
k=1
(∫ pi
−pi
g(m)(x) cos kxdx
)
cos kt +
(∫ pi
−pi
g(m)(x) sin kxdx
)
sin kt. (14)
Now, taking the linear operator Tm on both sides of (14) gives∫ x
λ
∫ zm−1
λ
· · ·
∫ z1
λ
g(m)(t)dtdz1 · · · dzm−1 = g(x)−
m−1∑
k=0
g(k)(λ)
k! (x− λ)
k
=
(
1
2pi
∫ pi
−pi
g(m)(x)dx
)
Tm(1)+ 1
pi
∞∑
k=1
(∫ pi
−pi
g(m)(x) cos kxdx
)
Tm(cos kt)
+
(∫ pi
−pi
g(m)(x) sin kxdx
)
Tm(sin kt). (15)
On the other hand, we have
Tm(1) =
∫ x
λ
∫ zm−1
λ
· · ·
∫ z1
λ
dtdz1 · · · dzm−1 = 1m! (x− λ)
m,
Tm(cos kt) =
∫ x
λ
∫ zm−1
λ
· · ·
∫ z1
λ
cos ktdtdz1 · · · dzm−1 = 1
(m− 1)!
∫ x
λ
(x− t)m−1 cos ktdt,
Tm(sin kt) =
∫ x
λ
∫ zm−1
λ
· · ·
∫ z1
λ
sin ktdtdz1 · · · dzm−1 = 1
(m− 1)!
∫ x
λ
(x− t)m−1 sin ktdt.
(15.1)
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So, (15) takes the final form
g(x) =
m−1∑
k=0
g(k)(λ)
k! (x− λ)
k + g
(m−1)(pi)− g(m−1)(−pi)
2pi
(x− λ)m
m! +
1
pi(m− 1)!
×
∞∑
k=1
(∫ pi
−pi
g(m)(x) sin kxdx
)∫ x
λ
(x− t)m−1 sin ktdt +
(∫ pi
−pi
g(m)(x) cos kxdx
)∫ x
λ
(x− t)m−1 cos ktdt, (16)
which is a mixed type of the Taylor–Fourier expansion.
Note, as the shape of (16) shows, that the foresaid expansion is automatically satisfied for any polynomial of degree at
mostm− 1.
For instance, takem = 1 in (16) to get
g(x) = g(λ)+ g(pi)− g(−pi)
2pi
(x− λ)+ 1
pi
∞∑
k=1
(∫ pi
−pi
g(x) cos kxdx
)
(cos kx− cos kλ)
+ 1
pi
∞∑
k=1
(
(−1)k
k
(g(pi)− g(−pi))+
∫ pi
−pi
g(x) sin kxdx
)
(sin kx− sin kλ). (16.1)
This particular expansion can be easily approved by considering for example g(x) = exp(x) and λ = 0, because in this
case, it is reduced to
exp(x) = 1+ sinhpi
pi
x+ 2 sinhpi
pi
∞∑
k=1
(−1)k
1+ k2
(
sin kx
k
+ cos kx− 1
)
, (16.2)
which is valid for any x ∈ [−pi, pi]. For instance, if x = pi then the following well-known series (available in Maple) is
derived
∞∑
k=0
1
2k2 + 2k+ 1 =
pi
2
epi − 1
epi + 1 =
pi
2
tanh
(pi
2
)
. (16.3)
Similarly, by noting the defined linear operators (13), to derive an expansion of type (11) if in (12) one replaces
f (x) = Tm(g(x)) = 1(m−1)!
∫ x
λ
(x− t)m−1g(t)dt then one gets
Tm(g(x)) = 12pi
∫ pi
−pi
Tm(g(x))dx+ 1
pi
∞∑
k=1
(∫ pi
−pi
Tm(g(x)) cos kxdx
)
cos kx+
(∫ pi
−pi
Tm(g(x)) sin kxdx
)
sin kx. (17)
Hence, taking the linear operator Um on both sides of (17) yields
Um (Tm(g(x))) = g(x) =
(
1
2pi
∫ pi
−pi
Tm(g(x))dx
)
Um(1)
+ 1
pi
∞∑
k=1
(∫ pi
−pi
Tm(g(x)) cos kxdx
)
Um(cos kx)+
(∫ pi
−pi
Tm(g(x)) sin kxdx
)
Um(sin kx). (18)
But in (18) we have
Um(1) = 0, Um(cos kx) = d
m
dxm
(cos kx) and Um(sin kx) = d
m
dxm
(sin kx). (18.1)
Consequently
g(x) = 1
pi(m− 1)!
∞∑
k=1
(∫ pi
−pi
cos kx
(∫ x
λ
(x− t)m−1g(t)dt
)
dx
)
dm(cos kx)
dxm
+ 1
pi(m− 1)!
∞∑
k=1
(∫ pi
−pi
sin kx
(∫ x
λ
(x− t)m−1g(t)dt
)
dx
)
dm(sin kx)
dxm
. (19)
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Example 2. Mixed type of orthogonal polynomial expansions
Let w(x)be a nonnegative integrable function on [a, b] and {Pn(x)}∞n=0 denote a sequence of algebraic polynomials that
are orthogonal [5,6] with respect tow(x). This means that∫ b
a
w(x)Pn(x)Pm(x)dx = 0 if n 6= m. (20)
Set 〈f , g〉w =
∫ b
a w(x)f (x)g(x)dx and ‖f ‖w =
√〈f , f 〉w where 〈., .〉w and ‖.‖w are respectively the scalar product and
the norm for the function space
L2w(a, b) =
{
f : (a, b)→ R, ‖f ‖2w =
∫ b
a
w(x)f 2(x)dx <∞
}
. (21)
As we know, it has been proved [7,1,8] that for any function f ∈ L2w(a, b) the generalized Fourier series
S(f ) =
∞∑
k=0
ckPk(x) with ck = 〈f , Pk〉w‖Pk‖2w
, (22)
converges in average (or in the sense of L2w(a, b)) to f so that we have
lim
n→∞
∥∥∥∥∥f (x)− n∑
k=0
ckPk(x)
∥∥∥∥∥
2
w
= lim
n→∞
∫ b
a
w(x)
(
f (x)−
n∑
k=0
ckPk(x)
)2
dx = 0. (23)
Now, by accepting these assumptions, let us consider the expansion
f (x) =
∞∑
k=0
∫ b
a w(x)Pk(x)f (x)dx∫ b
a w(x)P
2
k (x)dx
Pk(x), (24)
and assume, according to (10), that f (x) = U(g(x)). Therefore we have
U(g(x)) =
∞∑
k=0
∫ b
a w(x)Pk(x)U(g(x))dx∫ b
a w(x)P
2
k (x)dx
Pk(x). (24.1)
If T is a linear operator satisfying the essential condition (7), then taking it on both sides of (24.1) gives
T (U(g(x))) =
∞∑
k=0
∫ b
a w(x)Pk(x)U(g(x))dx∫ b
a w(x)P
2
k (x)dx
T (Pk(x)) . (24.2)
In a similar manner and corresponding to the basic expansion (11), one can arrive at
U (T (g(x))) = g(x) =
∞∑
k=0
∫ b
a w(x)Pk(x)T (g(x))dx∫ b
a w(x)P
2
k (x)dx
U (Pk(x)) . (25)
Touse the constructed expansions (24.2) or (25) one should note that there are generally five infinite sequences of classical
orthogonal polynomials (see e.g. [9,8]) that may be appliedwith the defined linear operators T andU . In this sense, although
there are also five finite sequences of classical orthogonal polynomials [9–11], they cannot be anyway used, because they
are restricted to some parameters constraint as n → ∞. Table 1 shows the main properties of these ten classes, where
W (u,v)(x; a, b, c, d) = ((ax+b)2+(cx+d)2)−u exp(v arctan(ax+b)/(cx+d)) is the generalized T distribution function [10]
and Sn(x; p, q, r, s) defined by
Sn
(
r s
p q
∣∣∣∣ x) = [n/2]∑
k=0
([n/2]
k
)([n/2]−(k+1)∏
i=0
(
2i+ (−1)n+1 + 2[n/2]) p+ r(
2i+ (−1)n+1 + 2) q+ s
)
xn−2k, (26)
is a basic class of symmetric orthogonal polynomials [9] satisfying the equation
x2(px2 + q)Φ ′′n (x)+ x(rx2 + s)Φ ′n(x)−
(
n(r + (n− 1)p)x2 + (1− (−1)n)s/2)Φn(x) = 0. (26.1)
For instance, let us consider the Legendre polynomials [8,6]
Qn(x) = 2−n
(
2n
n
) [n/2]−1∏
i=0
−(2i+ 2)+ (−1)n
2i+ 2− (−1)n + 2[n/2]Sn
(−2 0
−1 1
∣∣∣∣ x) = 12n
[n/2]∑
k=0
(−1)k
(
n
k
)(
2n− 2k
n
)
xn−2k, (27)
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Table 1
Characteristics of classical orthogonal polynomials.
Definition Weight function Kind & interval Parameter constraint
P (u,v)n (x) (1− x)u(1+ x)v Infinite, [−1, 1] ∀n, u > −1, v > −1
L(u)n (x) xu exp(−x) Infinite, [0,∞) ∀n, u > −1
Hn(x) exp(−x2) Infinite, (−∞,∞) –
J (u,v)n (x; a, b, c, d) W (u,v)(x; a, b, c, d) Finite, (−∞,∞) max n < (u− 1)/2 det(a, b, c, d) 6= 0
M(u,v)n (x) xv(x+ 1)−(u+v) Finite, [0,∞) max n < (u− 1)/2v > −1
N(u)n (x) x−u exp(−1/x) Finite, [0,∞) max n < (u− 1)/2
Sn
(−2u− 2v − 2, 2u
−1, 1
∣∣∣∣ x) x2u(1− x2)v Infinite, [−1, 1] u > −1/2, v > −1
Sn
(−2, 2u
0, 1
∣∣∣∣ x) x2u exp(−x2) Infinite, (−∞,∞) u > −1/2
Sn
(−2u− 2v + 2, −2u
1, 1
∣∣∣∣ x) x−2u(1+ x2)−v Finite, (−∞,∞) max n < u+ v − 1/2 u < 1/2, v > 0
Sn
(−2u+ 2, 2
1, 0
∣∣∣∣ x) x−2u exp(−1/x2) Finite, (−∞,∞) max n ≤ u− 1/2
satisfying the orthogonality property∫ 1
−1
Qn(x)Qm(x)dx = 22n+ 1δn,m s.t.w(x) = 1. (27.1)
The following expansion holds [7,8] for Legendre polynomials
f (x) =
∞∑
k=0
((
k+ 1
2
)∫ 1
−1
Qk(x)f (x)dx
)
Qk(x). (28)
Now if the linear operators T and U are defined (for example) as
T (g(x)) =
∫ x
λ
g(t)dt; λ ∈ R and U(g(x)) = d
dx
g(x) = g ′(x), (29)
then by substituting them respectively into (24.2) and (25) one gets
g(x) = g(λ)+
∞∑
k=0
((
k+ 1
2
)∫ 1
−1
Qk(x)g ′(x)dx
)∫ x
λ
Qk(t)dt, (30)
g(x) =
∞∑
k=0
((
k+ 1
2
)∫ 1
−1
(
Qk(x)
∫ x
λ
g(t)dt
)
dx
)
Q ′k(x). (31)
Note that the Legendre polynomial Qk(x) in these two latter series has the same role as Pk(x) in (24.2) and (25).
Example 3. Explicit computation of the inverse Laplace transform (and some other integral transforms) using the expansion of
rational orthogonal polynomials
One of the advantages of basic expansion (11) is to find a method to explicitly compute the inverse Laplace transforms
and some other integral transforms using the rational orthogonal polynomial expansions. Although this theme has been
presented completely independent of the constructed model (11) in [12] for inverse Laplace transforms, let us restudy it as
a special case of the model (11). Suppose T is the same linear Laplace transform [3] as
T (f ) = L(f (x)) =
∫ ∞
0
e−sxf (x)dx = F(s) ∀s > 0, (32)
and U as its inverse transform [3], i.e.
U(F) = L−1(F(s)) = 1
2pi i
∫ λ+i∞
λ−i∞
esxF(s)ds. (32.1)
Wewish to solve the integral equation (32.1)when F(s) is known. First, it is clear that the explicit solution of the equation
is f (x) = U(T (f )) = L−1(F(s)). But, as we know, in many cases L−1(F(s)) cannot be readily expressed in terms of tabulated
functions, see e.g. [13–16]. For this purpose, we first expand F(s) in a series of the linear combinations of suitable basis
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functions, say {Φi(s)}∞i=0, whose L−1 transform is easily accessible and then take the inverse transform from both sides of
relation. To clarify the subject, let us consider a particular example.
It is well known that the Laguerre polynomials [5,6]
L(α)n (x) =
n∑
k=0
(−1)k
k!
(
n+ α
n− k
)
xk, (33)
satisfy the orthogonality relation∫ ∞
0
xαe−xL(α)n (x)L
(α)
m (x)dx =
(n+ α)!
n! δn,m, (33.1)
for α > −1. Now, if one defines the rational (negative power) polynomials
L(α)−n(s) = L(α)n
(
1
s
)
=
n∑
k=0
(−1)k
k!
(
n+ α
n− k
)
s−k, (34)
then, by noting (33.1), we have∫ ∞
0
s−(α+2)e
−1
s L(α)−n(s)L
(α)
−m(s)ds = (n+ α)!n! δn,m. (34.1)
The above orthogonality shows that {L(α)−n(s)}∞n=0 is a complete orthogonal set with respect to the weight function
s−(α+2)e−1/s on [0,∞). So, under the Dirichlet conditions the following expansion should be valid
T (f ) = L(f (x)) = F(s) =
∞∑
n=0
CnL
(α)
−n(s), (35)
in which
Cn = n!
(n+ α)!
∫ ∞
0
s−(α+2)e
−1
s L(α)−n(s)F(s)ds. (35.1)
Note that (35) is in fact a special case of the generating relation of expansion (11), i.e.
T (f (x)) =
∞∑
i=0
Si(T (f ))Φi(s), (36)
where
Si(T (f )) = Si(F(s)) = n!
(n+ α)!
∫ ∞
0
s−(α+2)e
−1
s L(α)−n(s)F(s)ds and Φi(s) = L(α)−n(s) = L(α)n (s−1). (36.1)
Hence, by taking the linear transform U = L−1 from both sides of relation (35) the solution of equation will be derived
as
U(T (f )) = L−1(L(f )) = f (x) = U
( ∞∑
n=0
CnL
(α)
−n(s)
)
=
∞∑
n=0
CnL−1(L(α)−n(s)). (37)
But on the other hand we have
L−1(L(α)−n(s)) =
n∑
k=0
(−1)k
k!
(
n+ α
n− k
)
L−1
(
1
sk
)
. (37.1)
Therefore, the special series
f (x) =
(
1
α!
∫ ∞
0
s−(α+2)e−1/sF(s)ds
)
δ(x)
+
∞∑
n=1
(
n!
(n+ α)!
∫ ∞
0
s−(α+2)e−1/sL(α)−n(s)F(s)ds
)((
n+ α
n
)
δ(x)−
n∑
k=1
(
n+ α
n− k
)
(−x)k−1
k!(k− 1)!
)
, (38)
in which δ(x) = limε→0 fε(x) for fε(x) =
{
1/ε 0 ≤ x ≤ ε
0 x > ε denotes the Dirac delta function [3], would be a solution for the
inverse Laplace transform.
Note that the expansion (38) is valid only if its definite integrals are convergent on [0,∞) and the function F(s) = L(f (x))
is expandable under the Dirichlet conditions. Obviously, the explained technique can be followed for some other integral
transforms.
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Example 4. Mixed type of Taylor expansions
Let us assume in (9) that Sk(g) = g(k)(θ) for θ ∈ R andΦk(x) = (x− θ)k/k!. Then
g(x) =
∞∑
k=0
g(k)(θ)
(x− θ)k
k! , (39)
is known as the Taylor expansion at the neighborhood x = θ . As we mentioned, many different linear operators can be
considered for the expansion (39) and the constructedmodels corresponding to (10) and (11). However, if (for instance) the
linear operators
T (f ) =
∫ x
λ
f (t)dt; λ ∈ R and U(f ) = d
dx
(xf (x)) = xf ′(x)+ f (x), (40)
are defined, the mixed expansion corresponding to (10) is derived as
T (U(f )) =
∫ x
λ
(tf (t))′dt = xf (x)− λf (λ) =
∞∑
k=0
[(t − θ)k+1]xλ
(k+ 1)!
d(k+1)(zf (z))
dzk+1
∣∣∣∣
z=θ
. (41)
On the other hand, according to Leibnitz rule we have
(xf (x))(m) = xf (m)(x)+mf (m−1)(x). (41.1)
So, (41) is simplified in the final form
xf (x) = λf (λ)+
∞∑
k=0
θ f (k+1)(θ)+ (k+ 1)f (k)(θ)
(k+ 1)!
(
(x− θ)k+1 − (λ− θ)k+1) . (42)
This is just a very particular sample of mixed Taylor expansions though there are many further types if one defines their
corresponding linear operators, i.e. T and U .
3. An important remark about the convergence of basic expansions (10) and (11)
It is well known that interpolation theory is concerned with reconstructing functions on a basis of certain functional
information,which are linear inmany cases.Moreover,we know that the expansion of a function to a series of predetermined
(basis) functions can be interpreted as an interpolation problem with infinite number of conditions. In other words, if
the number of conditions infinitely grows in an interpolation problem of polynomial type then under certain favorable
circumstances the solution of the problem will be obtained as an infinite series of polynomials [7].
Recently in [17], constructing new interpolation formulas using linear operators has been presented. In this construction,
one should again suppose that {Si(f )}ni=0 are n+ 1 given linear functionals to interpolate the arbitrary function f as
f (x) =
n∑
i=0
Si(f )Φi(x)+ En(x; f ), (43)
where En(x; f ) denotes the error function and {Φi(x)}ni=0 are the basis functions to be obtained. Moreover, in order to be
satisfied the general interpolation (43) one should note that the sequence {Φi(x)}ni=0 must be selected in such a way that
Sj (Φi(x)) = δi,j and also Sj (En(x; f )) = 0 for any j = 0, 1, 2, . . . , n.
Thus, by noting the constructedmodels (10) and (11) it is now clear that the interpolation formulas T (U(f )) and U(T (f ))
respectively obey the specific forms
T (U(f (x))) =
n∑
i=0
Si(U(f ))T (Φi(x))+ T (En(x;U(f ))) , (44)
U(T (f (x))) = f (x) =
n∑
i=0
Si(T (f ))U(Φi(x))+ U (En(x; T (f ))) . (45)
The above relations easily prove if one wishes to accept the constructed expansions (10) and (11) from interpolation
point of view, the two following essential conditions must be finally satisfied
lim
n→∞ T (En(x;U(f ))) = 0, (44.1)
lim
n→∞U (En(x; T (f ))) = 0. (45.1)
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For example, the interpolation form of expansion (42) has been derived in [17] as follows
xf (x) = λf (λ)+
n∑
k=0
θ f (k+1)(θ)+ (k+ 1)f (k)(θ)
(k+ 1)!
(
(x− θ)k+1 − (λ− θ)k+1)
+ 1
(n+ 1)!
∫ x
λ
(t − θ)k+1 (zf (n+2)(z)+ (n+ 2)f (n+1)(z))∣∣z=ξ(t) dt. (46)
Hence, the main condition to hold infinite series (42) is that
lim
n→∞
1
(n+ 1)!
∫ x
λ
(t − θ)k+1 (zf (n+2)(z)+ (n+ 2)f (n+1)(z))∣∣z=ξ(t) dt = 0; λ < ξ(t) < x. (46.1)
Of course, we should note that in many infinite interpolation problems, series corresponding to the solution is not
available, see e.g. [7]. For instance, there is no solution for infinite interpolation problem f (n)(0) = (n!)2; n = 0, 1, 2, . . .,
because the convergence radius of the series
f (x) =
∞∑
n=0
(n!)2 x
n
n! =
∞∑
n=0
n!xn, (47)
is zero in the whole region |x| < r .
Thismeans that the convergence of constructed expansions (10) and (11) – in the general case – depends on the definition
of linear operators T and U . For instance, the theorem of term-by-term integration from Fourier trigonometric series [3,7]
and/or dominated convergence theorem (DCT) in the Lebesgue measure theory [3,2] are some samples that confirm the
latter theme.
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