The authors consider the generalized airfoil equation in some weighted Hölder-Zygmund spaces with uniform norms. Using a projection method based on the de la Vallée Poussin interpolation, they find an approximate polynomial solution which converges to the original solution like the best uniform weighted polynomial approximation. The proposed numerical procedure leads to solve a tridiagonal linear system, the condition number of which tends to a finite limit as the dimension of the system tends to infinity, whatever natural matrix norm is considered. Several numerical tests are also given.
Introduction
This paper proposes a numerical method for solving the so-called where x ∈ (−1, 1), the first integral has to be understood in the Cauchy principal value sense, ν is a complex number, g is a known function and f is the sought function. Such equation arises from the two dimensional oscillating airfoil in a wind tunnel. It was investigated by several authors and several different numerical procedures have been studied for solving it. For instance we recall [2, 3, 4, 8, 11, 13, 15, 17] .
Here we study equation (1.1) in some weighted Hölder-Zygmund spaces with uniform norms. By means of a discrete interpolating version of the de la Vallée Poussin operator, we project the equation into a finite dimensional polynomial space and investigate the resulting discrete equation. Assuming the original equation (1.1) is univocally solvable and stable, by standard techniques, we deduce the same properties hold for the discrete equation too. Moreover we state that the polynomial solution f m of the discrete equation approximates the solution f of (1.1) with the same order of best polynomial approximation of f . With respect to the projection methods based on the classical Lagrange interpolation, our approach gives better convergence estimates in the weighted uniform spaces with a comparable computational effort. More precisely, since the de la Vallée Poussin operator is uniformly bounded in the uniform weighted spaces that we consider, using de la Vallée Poussin interpolation instead of the Lagrange interpolation we succeed in cutting off the log m factor (due to the unboundedness of the Lebesgue constants of the Lagrange operator) in the error estimates with uniform weighted norms. On the other hand, similarly to the Lagrange projection methods, if we choose a suitable pair of orthogonal polynomial bases then the computation of the polynomial approximation f m of f is reduced to the solution of a tridiagonal system, so that we can use the Thomas-algorithm which consumes about O(m) flops. We compute explicitly the elements of the tridiagonal matrix of the system and study its condition number as m increase.
With regard to this we prove that the limit for m → ∞ of the condition number exists and is finite, for every natural matrix norm. Moreover in the particular case of the spectral norm, such limit is strictly connected with the condition of the original problem (1.1). The paper is organized as follows. In section 2 we give some notations, introduce the functional spaces where equation (1.1) is studied, and give a preliminary result on the mapping properties of the operators involved in equation (1.1). Section 3 is devoted to the study of the de la Vallée Poussin interpolating operators: we recall some error estimates and state some properties useful for the proposed numerical method. In section 4 we describe the numerical method: we construct the finite dimensional equation, estimate the error that we have approximating f by f m and give all the details on the computation of f m . Finally in section 5 we show several numerical tests.
Preliminaries
Throughout the paper we denote by C a positive constant which may take different values in different formulas and write C = C(a, b, ..) to underline that C is independent of the parameters a, b, ... Moreover, if A, B are two positive quantities depending on some parameters, then A ∼ B means that there exists a constant C > 0 independent of these parameters, such that C −1 B ≤ A ≤ CB holds. As usual we denote by P m the set of all algebraic polynomials of degree at most m, by v α,β (x) := (1−x) α (1+x) β a Jacobi weight, and by {p m (v α,β )} m the corresponding system of orthonormal polynomials having positive leading coefficients. C [a, b] denotes the space of all continuous functions on [a, b] , equipped with the norm f C [a,b] = max x∈ [a,b] |f (x)|, and for brevity we set 
Finally, in the case u(x) = 1 (i.e. α = β = 0) we set C u = C 0 . In all cases we equip C u with the following norm 1] |f (x)u(x)| and obtain a Banach space. Very important subspaces of C u are the weighted Hölder-Zygmund-type spaces which can be defined by means of the error of best weighted polynomial approximation
as well as by means of the weighted ϕ-modulus given by
+ inf
where k ∈ N, ϕ(x) := √ 1 − x 2 , and Ω k ϕ (f, t) u is the weighted main-part modulus of continuity defined as
Taking into account the following Jackson and Stechkin type inequalities [6, 12] 
the Hölder-Zygmund space Z r (u), r > 0, can be defined using the ϕ-modulus ω k ϕ (f, t) u with k > r as follows
or, equivalently, using the error of best polynomials approximation
It is well-known that Z r (u) results a Banach space equipped with the norm defined by 5) or equivalently given by [6, 12] 
In particular, for all f ∈ Z r (u) we have
Finally, in the non-weighted case u(x) = 1 we will omit the indication of u and use the simplified notations ω
, and Z r .
Some properties of the operators involved in equation (1.1).
Equation (1.1) can be rewritten in operator form as follows
where D is the Cauchy singular integral operator
and K is the perturbation operator
The next theorem, stated in [14] , summarizes the mapping properties of the operator D which we are interested in.
bounded, linear map having a bounded inverse given by
In addition, for all k > r > 0 we have
We recall the operator D is also the adjoint operator of D (see e.g. [18] ), i.e. we have 13) where, as usual, < f, g > u :=
f (x)g(x)u(x)dx denotes the weighted scalar product. On the operator K we state the following
,0 we have
holds for all t > 0 and k
is a bounded operator and, for all s < r + 1, the map K :
From the previous theorems, the following result on the solvability of (2.8) easily follows. We recall [3, Corollary 3.8] that if ν is a real number, then ker{D + νK} = {0} holds. Hence, from now on, we always assume ν ∈ R so that Corollary 2.3 can be applied. Finally we note that applying the operator D to both sides of (2.8) we obtain the so-called regularized equation
Corollary 2.3 If ker{D
By a result in [9] , the map DK :
,0 is compact. Thus the Fredholm alternative theorem assures that I + ν DK has a bounded inverse in C v 1 2 ,0 . Sometimes, in the sequel, we will consider the Fredholm regularized equation (2.16) in the space C v 1 2 ,0 instead of (2.8).
Some de la Vallée Poussin interpolating operators
The projection method we propose is based on the following de la Vallée Poussin interpolating operator
where m is an even positive integer, u is one of the following Jacobi weights
are the Christoffel numbers, and
with
is the so-called de la Vallée Poussin kernel. The discrete operator (3.1) was studied in [19, 5] . It can be achieved starting from the continuous de la Vallée Poussin operator
and applying the Gaussian rule on 3m/2 points with respect to the weight u. By this construction the following invariance property follows
Moreover, in [19] the following interpolating property is stated 6) and, consequently, we have
In [5] a general theorem on the uniform boundedness of V m (u) in the uniform weighted spaces can be found. Here we use the following particular result firstly proved in [19, Theorem 3.2] . 
where C = C(m, f ) in both the inequalities.
Consequently, in the Z r ( √ uϕ)-norm the following corollary holds. 
holds, where C = C(m, f ).
A particular polynomial space
Generally one refers to the de la Vallée Poussin operator (3.1) as a quasiprojection since, for all locally continuous functions f , V m (u, f ) is a polynomial of degree 2m − 1 which preserves the polynomials of degree at most m (see (3.5) ). But in order to construct a projection method for solving equation (1.1) we will look V m (u) as a projection into a suitable polynomial space which is nested between P m and P 2m−1 . More precisely, we set
The interpolation property (3.6) assures that
is a system of linearly independent polynomials of degree 2m−1. Thus, recalling also (3.5) we have that S m (u) is a polynomial space of dimension 3m/2 such that
The following proposition gives a different basis of S m (u) in terms of the orthonormal polynomials {p k (u)} k .
Proposition 3.3 For all even integers m and for
For brevity set 13) so that (3.12) can be written simply as
We explicitly note that while (3.11) gives an interpolating basis of S m (u), the system in (3.14) constitutes an orthogonal basis of S m (u). In proving Proposition 3.3 (see section 6) we will state the following basis transformation
Thus an arbitrary function f ∈ S m (u) can be expressed in terms of the interpolating basis (3.11) as
and in terms of the orthogonal basis (3.14) as follows
where the Fourier coefficients c j (u, f ), by virtue of (3.15), are given by
Comparing (3.16) and (3.1) we deduce
Thus, as previously announced, we have (1.1). Before this let us end the section by giving two other properties that will be useful in the sequel. Recalling the following well-known identities (see e.g. [18] )
by (3.13) we easily get
and
Consequently, from (3.14) we deduce the following 
. Such correspondence is bijective and its inverse is
Finally the following theorem holds.
4 The numerical method
In order to construct a finite dimensional equation that approximates the equation (2.8), let us consider the sequence of operators {K m } defined by
where from now on we always assume m ∈ N even. The properties of the operators K m easily follow from the results stated for K and V m . In particular, by (3.8) and (2.14) we obtain
and from Corollary 3.2 and Theorem 2.2 we deduce
Furthermore, using the error estimates (3.9) and (3.10), we get the following convergence result. 
In particular, by the previous theorem we get
That said, let us describe the numerical method that we propose. We approximate the generalized airfoil equation (D + νK)f = g by the following discrete equation
where
), and f m is the unknown polynomial solution. Note that once assumed the hypothesis of existence and uniqueness of Corollary 2.3, the existence, uniqueness and stability of the solution of (4.7) is assured by the following classical theorem which proof is based on standard arguments (see for instance [1] ), but for convenience of the reader it is also given in section 6. 
Theorem 4.2 The operator
and 
where f ∈ Z r (v 2 ) for representing the identity (4.12). In this way we obtain a linear system which has a unique solution given by the vector of the components of f m in the chosen basis. Of course different choices of the bases lead to different linear systems to solve. We propose to take the orthogonal bases of S m (u) (u = v
In terms of the basis functions {q j (v
2 ), the polynomial solution f m can be written as
(4.14)
In order to calculate the unknown values f j , let us represent the identity (4.12) with respect to the orthogonal basis {q i (v
). In such basis, making equal the components of the left and the right hand side members of (4.12), we get
where we set
Due to (4.14), (4.15) can be written as follows
where, by virtue of (3.22), 17) and, by virtue of (3.18), (3.7),
2 ), and
being the explicit expression of the Christoffel numbers (see e.g. [3] ).
Thus from (4.17), (4.18) and (4.19) we obtain the following linear system
the solution of which gives the unknown values f j , j = 0, 1, . . . , 3m/2 − 1, we need in (4.14).
Remark
Instead of (4.7) we could equivalently consider the regularized discrete equation
in the space S m (v ,0 , i.e. for any even m ∈ N and any polynomial Nevertheless we propose to consider the orthogonal bases (4.13) instead of (4.22) since, as we will see below, this choice leads to a very simple linear system, the condition number of which tends to a finite limit as m → ∞, whatever natural matrix norm is considered.
Some computational facts
Now let us examine some computational aspects of the proposed numerical method. First of all we observe that for computing the entries of the matrix of system (4.20) we have to calculate the quantities 
where the coefficients α j , β j and γ j depend on j and m as follows
28)
if m < j < 3m/2, (4.29)
Now denote the matrix of the linear system (4.20) by
(4.31)
From the previous proposition, the following interesting result on the structure of A m follows. Thus the system (4.20) is a tridiagonal system which can be rewritten as follows
Proposition 4.6 For all even m ∈ N, the matrix A m in (4.31) is tridiagonal with entries given by
and f m , g m are the following vectors
with 
we recall (see e.g. [11] ) that from 
and using the Parseval identity, we get the following
Theorem 4.8 Under the previous settings, we have
1 C κ(D + νK) 2 ≤ lim m→∞ κ(A m ) 2 ≤ κ(D + νK) 2 ,(4.
37)
where C = 2 is a suitable value of the constant C.
Numerical tests
In the sequel we apply our method to the equation Df + νKf = g by fixing different values of ν and taking several functions g with different degrees of smoothness. In the first two examples the exact solution f is known and we compute the error (f − f m )v In this case the resulting equation possesses the exact solution f (x) ≡ 1. From the theoretical estimates, since g is an analytic function, the error geometrically converges to zero, as confirmed by Table 1 . Furthermore, according to Theorem 4.7, in Table 2 one can check that the condition numbers of the matrix of the system tend to a finite limit, as the dimension of the system increases. 
Also in this case it is easy to check that the corresponding equation has the exact solution f (x) = √ 1 − x 2 . According to the theoretical estimate (4.10), since
2 ), ( see Table 3 ). Moreover in Table 4 one can see that in this case the condition numbers with respect to the spectral norm converge very quickly. 2 ). According to the pointwise estimate which can be derived from (4.10), in Table  5 the reader may note that the numerical results make worse when the evaluation points are "close" to 1. In Table 6 2 ). Table 7 confirms that for m = 128 we have at least 9 exact digits, while Table  8 gives the condition numbers for this example. 
Proofs

Proof of Theorem 2.2
Let us firstly prove (2.14). For all x ∈ [−1, 1], we observe
Thus we have to show that
To this aim we note that for all x, y ∈ [−1, 1] with x = y, |log |x − y|| ≤ log 4 |x − y| holds. Using this inequality and setting 1 + y = t(1 + x), we get (6.1) as follows
Now let us prove (2.15). Observing that d dx
Kf (x) = Df (x), and using the well-known property [6] 
by (2.12) we easily get
is a direct consequence of (2.14) and (2.15), since we trivially have
.
Finally in order to prove that
K : Z r (v 1 2 ,0 ) → Z s is compact for s < r + 1, it is sufficient to recall that Z r+1 is compactly embedded into Z s for s < r + 1 (see [9, Lemma 3.3]). Consequently K : Z r (v 1 2 ,0 ) → Z r+1 → Z s is compact since it is composed by the bounded map K : Z r (v 1 2 ,0 ) → Z r+1 and the embedding compact operator E : Z r+1 → Z s . 2
Proof of Corollary 2.3
The proof easily follows from the Fredholm alternative theorem applied to the regularized equation
by taking into account the results given in the Theorems 2.1 and 2.2. 2
Proof of Corollary 3.2
By (2.6) we have
For the first addend, by (3.8) and (2.7) we get
To consider the second addend in (6.3) we recall that V m (u, f ) ∈ P 2m−1 . Consequently, for all j ≥ 2m − 1, we have
and sup j≥2m−1
In the case j < 2m − 1, we get
Thus from (6.4), (6.5) and (6.6) we conclude (3.10). 2
Proof of Proposition 3.3
Firstly we note that the set
constitutes an orthogonal system with respect to the scalar product
Thus, (6.7) gives a system of 3m/2 linearly independent polynomials and, taking into account (3.11), in order to prove (3.12) it is enough to state that each basis function W m (u, x, x k ) in S m (u) can be written as a linear combination of the system (6.7). By (3.2), for all k = 1, . . . , 3m/2, we have
On the other hand it is easy to check (see [19, Prop. 3 
holds where {x k } k=1,..,3m/2 are the zeros of p 3m/2 (u). Thus we obtain
Proof of Theorem 3.5
For brevity set
Note that by (3.1) and (3.21) we have 8) where
. . , 3m/2, and
Further observe that, by virtue of Theorem 2.1 and (3.10), for 0 < s < r we have
Consequently, we can write
Hence, if we can prove that, for N := 2 i m, i ∈ N, 10) holds, then we obtain (3.24) as follows
In order to prove (6.10), let P * N ) . By (3.5) and (6.8) we get for all |x| ≤ 1
where we used a Marcinkiewicz-type inequality in the last line. Consequently, recalling the Remez-type inequality [16] 
we have 
the proof of which can be found in [14, pg. 69,73] . 2 6.6 Proof of Theorem 4.1
By (3.9) we get
. So, using again Theorem 2.2, we have
i.e. (4.4) holds. Analogously we can deduce the estimate (4.5) from (3.10) and Theorem 2.2. In fact we have Observe that Thus we can choose m sufficiently large such that
holds. This fact permits us to apply a Neumann series approach (see for instance [1, pg. 516] ) which assures the invertibility of I + ν(D + νK) −1 (K m − K) and gives the following estimate
Thus, by (6.11) we get
i.e. (4.8) holds. In order to prove (4.9) we observe that
Thus by taking into account (6.12), from (6.13) we deduce
and from (6.14), (4.8), we get
Proof of Theorem 4.3
Apply the operator D to both sides in (2.8), (4.7) and consider the regularized equations
From the second equation in (6.15) we derive 
Finally, we prove (4.11). In this case we consider equations (6.15) 
, where by (4.6) the right-hand side tends to zero as m → ∞. Thus, similarly to the previous case, both I + ν DK m and its inverse are uniformly bounded in
. 2
Proof of Theorem 4.4
The proof is similar to the proofs of Proposition 2.2 and Theorem 2.3 given in [10] . For brevity we give only a sketch of it. Set
Since B m represents I + ν DK m in the basis {b k (x)} k , then we have
Furthermore from (4.23) we get
Consequently we have
, and similarly
the restriction of the operator I + ν DK m to the subspace S m (v
On the other hand, taking into account that
it is possible to prove that
which, together with (6.18), gives the thesis. 2 where we set v := v
for brevity. On the other hand using (4.27), for j = 0, we can write
since the summation at the second line is the Gaussian sum on 3m/2 points with respect to the weight v which is applied to polynomials of degree at most 3m − 1. Thus for j = 0 the proposition follows by the orthonormality of the system {p i (v)}. Finally the case j = 0 follows similarly, taking into account that by (4.26) we have
Proof of Theorem 4.7
Taking into account that the entries α j , β j and γ j of the matrices A m are tending to zero as m tends to infinity, we have that for all > 0 there exists n ∈ N such that for every m > n m E differs from E only for two elements that are given by the product of −νγ n +1 times the (n , n +1) and (n +1, n +1) entries of H −1 n which are uniformly bounded with respect to n . In fact using the determinantal formula for the inverse matrix we have an explicit form of the previous entries of H −1 n , and recalling the formulas that give the LU factorization of a tridiagonal matrix, by recurrence, it is possible to prove their uniform boundedness with respect to n . Consequently we can say that for all > 0 there exists n > 0 such that for every m > n , we have Moreover since by (3.13) we have
