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ABSTRACT
A hybrid model of Probabilistic Neural Network and Fuzzy C-Means has been developed. The model has been 
applied using Mel Frequency Cepstrum Coeffi cients (MFCC) as feature extraction for identifi cation. In addition 
to the natural voice, the effect of noise has also been taken into account. It has been shown that the model has 
good accuracy at 96% for voice without noise, 85.5% for voice with noise at the level of signal to noise ratio 30, 
and 60% for voice with noise at the level of signal to noise ratio 20. It has also been concluded that the cluster-
ing procedure using Fuzzy C-Means could improve the accuracy up to 96% for large number of training data.
Keywords: Speaker Identifi cation, Probabilistic Neural Network, Fuzzy C-Means, Signal to Noise Ratio, Mel 
Frequency Cepstrum Coeffi cients (MFCC)
ABSTRAK
 Telah dikembangkanMmodelHhybrid Probabilistic Neural Network dan Fuzzy C-Means. Model ini meng-
gunakan Mel-Frequency Cepstrum Coeffi cients (MFCC) sebagai penggkstraksi ciri suara untuk identifi kasi. Selain 
percobaan pada data suara asli, penelitian ini jugaimelakukan percobaan menggunakan suara ber-noise untuk 
melihat kehandalan model yang dikembangkan dalam mengidentifi kasi suara ber-noise. Dari hasil pengujian 
didapatkan bahwa model yang telah dikembangkan ini memiliki akurasi cukup tinggi dengan akurasi tertinggi 
sebesar 96% untuk data suara tanpa noise. Sementara untuk suara ber-noise dengan tingkat signal to noise ratio 
sebesar 30, akurasi tertinggi mencapai 85,5% dan mencapai 60% untuk suara ber-noise dengan tingkat signal 
to noise ratio sebesar 20. Selain itu, dari penelitian ini diketahui bahwa prosedur pengelompokan dengan Fuzzy 
C-Means dapat meningkatkan akurasi hingga 96% untuk ukuran data pelatihan yang besar.
Kata kunci: Identifi kasi Pembicara, Probabilistic Neural Network, Fuzzy C-Means, Signal to Noise Ratio, Mel 
Frequency Cepstrum Coeffi cients (MFCC)
PENDAHULUAN
Pengenalan pola masih menjadi kajian yang 
menarik bagi para peneliti. Hal ini dilakukan 
tidak hanya untuk keperluan penelitian ataupun 
peningkatan produktivitas kerja, tetapi lebih 
mengarah pada kebutuhan di era high technology, 
sehingga kemajuan di bidang elektronika dan 
teknologi informasi diharapkan secara sinergi 
memenuhi tuntutan kebutuhan manusia. Oleh 
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karena itu, permasalahan pengenalan pola telah 
berkembang pesat dan telah banyak digunakan 
dalam berbagai bidang.
Di perkotaan ataupun industri, baik suara, 
sidik jari, pola geometri telapak tangan, maupun 
wajah bias digunakan sebagai mesin kehadiran. Di 
dunia perbankan, suara digunakan untuk berbagai 
kepentingan, seperti pelayanan bank melalui 
telepon. Di dunia kedokteran, iris mata digunakan 
untuk mengidentifi kasi adanya faal pada organ 
tubuh dan pupil mata untuk mengidentifi kasi 
tingkat kelelahan pada seseorang.
Penelitian yang dilakukan dengan menggu-
nakan data sinyal suara umumnya disebut dengan 
pemrosesan sinyal suara (speech processing). 
Speech processing sendiri memiliki beberapa 
cabang kajian. Salah satu kajian dalam speech 
processing adalah identifi kasi pembicara. Identi-
fi kasi pembicara (speaker identifi cation) adalah 
suatu proses mengenali seseorang berdasarkan 
suaranya.1
Banyak sekali metode yang dikembangkan 
para peneliti untuk melakukan identifi kasi, antara 
lain Hidden Markov Model (HMM)2, Genetic 
Algorithm3, ataupun jaringan saraf tiruan (Neural 
Networks)4. Di samping itu, gabungan dari 
beberapa metode tersebut pun sering digunakan.
Salah satu metode yang digunakan untuk 
identifikasi pembicara adalah Probabilistic 
Neural Network (PNN). Metode ini banyak 
digunakan untuk mengenal pola karena model 
yang fleksibel dibandingkan dengan metode 
neural network lainnya.5 Suhartono pada tahun 
2007 telah mengembangkan motode Probabilistic 
Neural Network dengan Mel-Frequency Cepstrum 
Coeffi cients (MFCC) sebagai pengekstraksi ciri 
suara untuk identifi kasi pembicara. Dari penelitian 
yang telah dilakukan didapat tingkat akurasi yang 
cukup tinggi, yaitu sebesar 94%.6 Salah satu hal 
yang dapat memengaruhi tingkat akurasi ini 
adalah gaya berbicara (seperti cara pengucapan, 
intonasi, dan logat) yang berbeda dari seorang 
pembicara pada saat pengumpulan data untuk 
membangun pola.7
Untuk meminimalkan pengaruh gaya 
berbicara yang berbeda dari pembicara, salah satu 
yang cara yang dapat ditempuh adalah dengan 
melakukan pengelompokan data dari setiap 
pembicara berdasarkan gaya berbicara tiap-tiap 
pembicara. Salah satu metode pengelompokan 
terbaik dan sering digunakan dalam banyak 
aplikasi seperti pengenalan suara dan pengenalan 
pola adalah Fuzzy C-Means.8 
Dengan melihat kemungkinan pengemban-
gan yang dapat dilakukan untuk meningkatkan 
akurasi model untuk identifi kasi pembicara, pada 
penelitian ini akan dikembangkan model hybrid 
Probabilistic Neural Network dan Fuzzy C-Means 
(FCM) dengan Mel-Frequency Cepstrum Coef-
fi cients (MFCC) sebagai pengekstraksi ciri suara 
untuk identifi kasi pembicara. Selain itu, pada 
penelitian ini juga akan dicobakan pengaruh data 
ber-noise terhadap akurasi model.
 TINJAUAN PUSTAKA
Fuzzy C-Means (FCM)
Menurut Jang et al., Fuzzy C-Means merupakan 
algoritma clustering data, yaitu setiap titik data 
masuk ke sebuah cluster dengan ditandai oleh 
derajat keanggotaan. FCM membagi sebuah 
koleksi dari n data vektor xj (j=1, 2, …, n) 
menjadi c cluster dan menemukan sebuah pusat 
cluster (center) untuk tiap kelompok dengan 
meminimalkan ukuran dari fungsi objektif. Pada 
FCM hasil clustering adalah sebuah titik data 
dapat menjadi anggota untuk beberapa cluster 
yang ditandai oleh derajat keanggotaannya antara 
nol dan satu.9 Berikut ini tahapan clustering meng-
gunakan algoritma FCM:
Langkah ke-1: Inisialisasi keanggotaan matriks U 
yang berisi derajat keanggotaan terhadap cluster 
dengan nilai antara 0 dan 1, sehingga:
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Langkah ke-2:  Penghitungan c sebagai 
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Langkah ke-3:  Penghitungan fungsi objektif (Ji):
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dengan uij adalah elemen matriks U yang 
bernilai antara 0 dan 1, dij = ||ci - xj|| adalah 
jarak antara pusat cluster ke-i dan titik data 
ke-j, ci adalah pusat cluster ke-i, m ∈  [1,∞ ] 
adalah parameter fuzzifi kasi. Nomalnya, ni-
lai m berada pada selang [1.25,2].10 Kemu-
dian kondisi berhenti dicek dengan syarat: 
Jika (|Jt –Jt-1| < nilai toleransi terkecil yang 
diharapkan) atau (t > maksimal iterasi) maka 
proses berhenti. Jika tidak memenuhi syarat 
tersebut, dilakukan operasi penjumlahan t = 
t + 1.
Langkah ke-4:  Sebelum perhitungan diulang 
kembali dari langkah ke-2, matriks U baru di-
hitung lebih dulu dengan menggunakan formula:
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Probabilistic Neural Network (PNN)
Probabilistic Neural Network diperkenalkan oleh 
Donald F. Specht tahun 1990 dalam tulisannya 
berjudul “Probabilistic Neural Network” yang 
merupakan penyempurnaan ide-ide sebelumnya 
yang telah dilakuannya sejak 1966. Probabilistic 
Neural Network dirancang berdasarkan ide 
dari teori probabilitas klasik yaitu Bayesian 
dan estimator pengklasifikasi Parzen untuk 
Probability Density Function. Dengan menggu-
nakan pengklasifi kasi Bayesian dapat ditentukan 
bagaimana sebuah data masukan diklasifi kasi 
sebagai anggota suatu kelas dari beberapa kelas 
yang ada, yaitu yang mempunyai nilai maksimum 
pada kelas tersebut.
Adapun struktur dari PNN ini dapat dilihat 
pada Gambar 1, yang terdiri atas empat layer yaitu 
input layer, pattern layer, summation layer, dan 
decision layer. Dengan menerima vektor tes x 
dari input layer, keluaran dari pattern layer dapat 
dihitung melalui persamaan:
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dengan d = dimensi vektor, k(z) = 25.0 ze ×− , xj 
= vektor input kolom ke-j, xij = vektor bobot 
baris ke-i kolom ke-j, hj = smoothing parameter 
(a×simpangan baku ke-j×n1/5 ). Di sisi lain, untuk 
summation layer dihitung dengan persamaan:
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dengan n adalah banyaknya observasi.
Suatu vektor tes x diklasifikasikan pada 
desicion layer sebagai kelas Y jika nilai DY(x) 
paling besar untuk kelas Y.
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Gambar 1. Struktur Probabilistic Neural Network11
METODOLOGI
Pada model yang akan dikembangkan ini, 
proses identifi kasi terdiri atas dua fase, yaitu fase 
pelatihan dan fase pengujian. Pada fase pelatihan, 
data suara dari setiap pembicara dikumpulkan 
kemudian akan di-cluster-kan menggunakan 
FCM. Hasil peng-cluster-an inilah yang akan 
digunakan oleh PNN sebagai data pelatihan untuk 
membentuk pola setiap pembicara. Di sisi lain, 
pada fase pengujian diberikan contoh data suara 
hasil perekaman untuk diketahui pemilik suara 
tersebut. Untuk lebih jelasnya, kedua fase ini 
dapat dilihat pada Gambar 2.
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Gambar 2. Blok d i agram sistem identifi kasi pembicara 
pada penelitian ini.
Data Suara
Data yang digunakan pada penelitian ini adalah 
gelombang suara yang telah didgjitasi dan direkam 
dari sepuluh pembicara, yaitu lima pembicara 
laki-laki dan lima pembicara perempuan dengan 
rentang usia 0–25 tahun Setiap pembicara diambil 
suaranya dalam jangka waktu yang sama dan 
tanpa pengarahan (unguided). Yang dimaksud 
tanpa pengarahan adalah pembicara dapat meng-
gunakan cara, intonasi, dan logat apa pun pada 
saat merekam data.
Jenis identifikasi pengucapan pembicara 
yang dilakukan bersifat bergantung pada teks, 
maka kata yang diucapkan baik untuk pelatih-
an maupun pengujian telah ditentukan yaitu 
“komputer”. Kata tersebut diucapkan sebanyak 
60 kali oleh setiap pembicara, sehingga terdapat 
600 fi le data. Di samping itu, diperlukan juga 
data ber-noise dengan jumlah yang sama untuk 
mengetahui pengaruh noise terhadap akurasi 
model yang dikembangkan. Besarnya noise yang 
ditambahkan pada suara asli yang akan dicobakan 
adalah dengan tingkat signal to noise ratio (SNR) 
sebesar 20 dan 30.
Untuk melihat pengaruh banyaknya proporsi 
data pelatihan terhadap tingkat akurasi model 
yang dihasilkan akan dicobakan tiga kombinasi 
proporsi pembagian data pelatihan. Kombinasi 
ini juga dipakai untuk data yang diberi tambahan 
noise. Kombinasi proporsi tersebut dapat dilihat 
pada Tabel 1.
Tabel   1. Kombinasi Proporsi Data Pelatihan dan 
Data Pengujia
Data PelaƟ -
han
Data Pengu-
jian Jenis Data
20 20
Data asli30 20
40 20
20 20
Data dengan SNR 3030 20
40 20
20 20
Data dengan SNR 2030 20
40 20
Praproses Sinyal Suara dengan MFCC
Praproses ini merupakan ekstraksi ciri sinyal suara 
menggunakan MFCC. Pada implementasi MFCC 
ini, kecuali tahap frame blocking, digunakan 
fungsi dari Auditory Toolbox yang dikembangkan 
oleh Slaney.12
Dalam penelitian ini, parameter yang 
digunakan disesuaikan dengan yang digunakan 
pada penelitian Suhartono tahun 2007, pertama 
adalah input masukan suara yang berasal dari tiap 
pembicara, sampling rate sebesar 16.000 Hz, time 
frame sebesar 30 ms, lap sebesar 0.5, dan cepstral 
coeffi cient sebanyak 13.
Model Hybrid Probabilistic Neural Net-
work dan Fuzzy C-Means (FCM)
Pada model yang akan dikembangkan ini, 
data untuk pelatihan dari tiap-tiap pembicara 
di-cluster-kan menggunakan Fuzzy C-Means 
(FCM) dengan parameter standar yang digunakan 
oleh MATLAB, yaitu cluster sebanyak tiga, error 
terkecil yang diharapkan sebesar 1×10-5, pangkat 
pembobot sebesar dua, dan maksimum iterasi 
sebanyak seratus. Selanjutnya, data setiap cluster 
yang terbentuk ini akan digunakan oleh pattern 
layer PNN sebagai data latih setiap kelas.
Proses identifi kasi model ini dimulai pada 
input layer PNN yang berupa data tes dari 
suara pembicara yang akan diidentifi kasi setelah 
melalui praproses. Setelah itu, pada pattern layer 
dilakukan penghitungan dengan menggunakan 
persamaan (5). Selanjutnya, pada summation 
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layer PNN akan dilakukan penjumlahan setiap 
keluaran dari pattern layer yang satu kelas dengan 
menggunakan persamaan (6). 
Dari bagian decision layer PNN akan 
diperoleh nilai terbesar bedasarkan hasil per-
hitungan summation layer PNN. Nilai terbesar 
yang ini mencerminkan bahwa suara yang 
diujikan diidentifi kasi sebagai pembicara kelas 
tersebut. Dari penjelasan itu, struktur model 
hybrid Probabilistic Neural Network dan Fuzzy 
C-Means (FCM) untuk identifi kasi pembicara 
dalam penelitian ini dapat dilihat pada Gambar 3.
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Gambar 3. Struktur model hybrid Probabilistic 
Neural Network dan Fuzzy C-Means untuk identifi kasi 
pembicara pada penelitian ini.
Hasil Identifi kasi
Hasil identifi kasi merupakan bagian akhir 
dari identifi kasi pembicara yang berupa iden-
tifi kasi pemilik suara berdasarkan input suara 
yang diujikan. Identifi kasi yang dimaksud adalah 
apakah suara yang diujikan diidentifi kasi sebagai 
pembicara 1, 2, 3, 4, 5, 6, 7, 8, 9, atau 10.
Selain itu, dari hasil identifi kasi ini juga 
dapat dihitung tingkat keberhasilan dari model. 
Tingkat keberhasilan model ini dapat dilihat 
dari besarnya tingkat akurasi identifi kasi yang 
dihasilkan oleh model. Tingkat akurasi dihitung 
sebagai rasio antara jumlah data pembicara yang 
diidentifi kasi secara benar dan jumlah semua data 
pembicara yang diujikan.
Perhitungan Akurasi
Hasil yang diamati pada penelitian ini adalah 
tingkat akurasi model dalam mengidentifi kasi 
data pengujian. Tingkat akurasi diperoleh dengan 
perhitungan:
%100
uji data
kasidiidentifibenar  uji data
 akurasi  ×∑
∑=  
                     (7)
 
 HASIL DAN PEMBAHASAN
Setelah model selesai dibangun, tahap selanjutnya 
adalah melakukan tes pada model untuk menge-
tahui tingkat akurasi model dengan menghitung 
hasil identifi kasi terhadap setiap data tes.
Hasil identifi kasi terkait erat dengan decision 
layer pada model. Dari decision layer akan 
diperoleh nilai maksimum untuk suatu kelas. 
Nilai terbesar ini mencerminkan bahwa suara 
yang diujikan diidentifi kasi sebagai pembicara 
kelas tersebut.
Setelah data suara tes melalui setiap layer 
model, maka akan dapat diketahui identitas pemi-
lik suara yang diujikan. Identitas yang dimaksud 
adalah apakah sebagai pembicara 1, 2, 3, 4, 5, 6, 
7, 8, 9, atau pembicara 10. 
Untuk model dengan menggunakan data 
asli, tingkat akurasi hasil identifikasi model 
ditunjukkan pada Gambar 4. Dari hasil identifi kasi 
tersebut, untuk model dengan data latih sebanyak 
20 data per pembicara menghasilkan akurasi iden-
tifi kasi sebesar 67%, dengan data latih sebanyak 
30 menghasilkan akurasi identifi kasi 82%, dan 
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dengan data latih sebanyak 40 menghasilkan 
akurasi identifi kasi sebesar 96%. Dari gambar 
tersebut terlihat peningkatan akurasi yang cukup 
tinggi seiring dengan bertambahnya jumlah data 
pelatihan yang digunakan.
 
Gambar 4. Tingkat akurasi model dengan meng-
gunakan data asli.
Dari hasil identifi kasi untuk model dengan 
menggunakan data ber-noise dengan SNR 
sebesar 30 sebagaimana terlihat pada Gambar 
5, untuk model dengan data latih sebanyak 20 
data per pembicara menghasilkan akurasi iden-
tifi kasi sebesar 73%, dengan data latih sebanyak 
30 menghasilkan akurasi identifi kasi 77%, dan 
dengan data latih sebanyak 40 menghasilkan 
akurasi identifi kasi sebesar 85,5%. Dari gambar 
tersebut terlihat juga peningkatan akurasi yang 
cukup tinggi seiring dengan bertambahnya jumlah 
data pelatihan yang digunakan, meskipun data 
tersebut dipengaruhi oleh noise dengan SNR 
sebesar 30.
 
Gambar 5. Tingkat akurasi model dengan meng-
gunakan data dengan SNR sebesar 30.
Untuk model dengan menggunakan data ber-noise 
dengan SNR sebesar 20 sebagaimana terlihat 
pada Gambar 6, tingkat tersebut, untuk model 
dengan data latih sebanyak 20 data per pembicara 
menghasilkan akurasi identifi kasi sebesar 48,5%, 
dengan data latih sebanyak 30 menghasilkan 
akurasi identifi kasi 48,9%, dan dengan data latih 
sebanyak 40 menghasilkan akurasi identifi kasi 
sebesar 60%. Dari gambar tersebut terlihat juga 
peningkatan akurasi meskipun tidak terlalu tinggi 
dibandingkan dengan jenis data yang lain seiring 
dengan bertambahnya jumlah data pelatihan 
yang digunakan. Hal ini disebabkan noise yang 
diberikan pada jenis data suara yang digunakan 
ini lebih besar dibandingkan dengan kedua jenis 
data sebelumnya.
 
Gambar 6. Tingkat akurasi model dengan meng-
gunakan data dengan SNR sebesar 30.
Perbandingan ketiga jenis data yang digu-
nakan model dengan jumlah data pengujian yang 
sama terlihat pada Gambar 7.
Dengan jumlah data pengujian yang sama, 
dari Gambar 7 terlihat bahwa untuk setiap 
jenis data yang digunakan pada model terjadi 
peningkatan akurasi identifi kasi seiring dengan 
bertambahnya jumlah data pelatihan yang 
diberikan. Peningkatan akurasi ini disebabkan 
oleh semakin banyaknya data pelatihan yang 
digunakan akan membuat semakin banyak pula 
pola yang dapat dikenali oleh model.
Selain itu, dari Gambar 7 terlihat bahwa 
secara umum terjadi penurunan akurasi model 
apabila suara yang digunakan mengandung 
noise. Semakin tinggi noise yang tergabung 
dalam suara, semakin kecil tingkat akurasi 
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model, terkecuali untuk data dengan SNR 30 
pada komposisi data pelatihan sebanyak 20 
dan data pengujian sebanyak 30 mengalami 
peningkatan akurasi dibandingkan dengan data 
aslinya. Hal ini kemungkinan disebabkan oleh 
sedikit penambahan noise (dengan SNR 30) yang 
diberikan mengakibatkan ekstraksi ciri suatu 
data dapat terbaca dengan benar dibandingkan 
dengan data aslinya, sehingga data tersebut dapat 
diidentifi kasi dengan benar.
Perbandingan dengan Penelitian Sebe-
lumnya
Untuk melihat pengaruh pengelompokan dengan 
metode Fuzzy C-Means (FCM), Gambar 5 
disajikan tingkat akurasi model PNN saja tanpa 
pengelompokan yang dikembangkan oleh Suhar-
tono pada tahun 2007 dan tingkat akurasi model 
hybrid PNN-FCM yang telah dikembangkan pada 
penelitian ini. Dari Gambar 5 terlihat adanya 
perbedaan tingkat akurasi dari kedua model pada 
setiap data pelatihan yang sama. Dengan ukuran 
Gambar 7. Perbandingan tingkat akurasi antara data data asli 
dan data yang ditambahkan noise.
Gambar 5. Perbandingan tingkat akurasi antara model PNN6 dan PNN-FCM.
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data pelatihan yang lebih sedikit, tingkat akurasi 
model hybrid PNN-FCM lebih rendah dibanding-
kan dengan model PNN saja. Hal ini disebabkan 
pada model hybrid PNN-FCM data pelatihan 
setiap pembicara menjadi lebih sedikit akibat ada-
nya pengelompokan dibandingkan dengan model 
PNN. Akan tetapi, seiring dengan bertambahnya 
data pelatihan, akurasi model hybrid PNN-FCM 
terus meningkat dan pada akhirnya dengan jumlah 
data pelatihan yang sama (40 data pelatihan), 
pengaruh pengelompokan dengan metode Fuzzy 
C-Means terlihat dan berhasil menaikkan akurasi 
identifi kasi menjadi 96%.
KESIMPULAN
Dari penelitian yang telah dilakukan, diperoleh 
suatu model hybrid Probabilistic Neural Network 
dan Fuzzy C-Means (FCM) untuk Identifi kasi 
Pembicara. Tingkat akurasi dengan jumlah data 
yang sama untuk model yang menggunakan data 
asli mencapai nilai tertinggi pada proporsi data 
dengan 40 data pelatihan yaitu sebesar 96%. Di 
sisi lain, tingkat akurasi untuk model yang meng-
gunakan data dengan tambahan noise dengan 
signal to noise ratio (SNR) sebesar 30 mencapai 
nilai tertinggi pada proporsi data latih sebanyak 
40, yaitu sebesar 85,5%. Tingkat akurasi untuk 
model yang menggunakan data dengan tambahan 
noise dengan signal to noise ratio (SNR) sebesar 
20 mencapai nilai tertinggi pada proporsi data 
dengan 40 data pelatihan, yaitu sebesar 60%. 
Selain itu, dari penelitian ini diketahui bahwa 
prosedur pengelompokan dengan Fuzzy C-Means 
dapat meningkatkan akurasi hingga 96% untuk 
ukuran data pelatihan yang besar.
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