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と逐一比較を行うことで類似領域を見つけ出す．例えば，SAD (Sum of Absolute Differences) や









例えば，特徴抽出として，DoG (Difference of Gaussian)やHarris-AffineやHessian-Affineや
MSERなどがあり，局所記述子として，SIFT (Scale-Invariant Feature Transform)[4]やGLOH 
(Gradient Location-Orientation Histgram)[5]やPCA-SIFT (Principal Component Analysis)[6]
やSURF (Supeeded-Up Robust Features)[7]やASIFT (Affine-SIFT)[8]などが提案されている．
また１つのカメラで撮像された半球視野の全方位画像を仮想的な球面モデルを介して、特徴量を






















 本論文では，球面モデル上で Kalman フィルタを用いて球面モデルにおける特徴点の
位置を予測して追跡を行うことで、特徴点追跡の精度の向上と計算の効率化をはかる。 






     本論文では、離散球面画像上で近似 Laplacian 演算子を用いて，偽の特徴点の削除と
特徴点記述子のスケールを決定する。 
1.3  本研究の構成 
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2.1  はじめに 






  一般的に平面画像はカメラレンズへの入射光を平面スクリーンに透視投影させて得られる． 
その透視投影は図2.2に示すようなピンホールカメラモデルにより説明される．カメラの座標系は 
図 2.1(a)カメラクラスター (b)複数枚の画像合成 (c)(d)全天周センサー 

























[ ]c c c cP X Y Z                (2.1) 
この点の球面画像への投影点Pの座標は，投影光線の方向を表す二つの角度，天頂角θと方位
角φを用いて 
[ sin cos sin sin cos ]TP f f f          (2.2) 
と書けるので，3次元空間のある点Pcとその投影点Pとの関係は， 
    
 
2 2 2
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c c c
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画像上での光軸点の位置を 0 0( , )c x y ，画像上の点を ( , )x y  とすると，この画像座標系で
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         (2.8) 
上記の3種類のひずみをまとめた，魚眼カメラの内部パラメータのひずみモデルは以下の式で
表される． 
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   
          (2.9) 
この式は魚眼カメラレンズの歪みを補正して，内部パラメータ 0x , 0y ， ， 1k ， 3k ， 5k ， 




   























図 2.6 正二十面体からの測地ドーム分割 






ス画像[7]またはSCVT (Spherical Centroidal Voronoi Tessellation)画像[8]をという．文献[9]では
SCVT画像が展開される五つの平行四辺形として表される．図2.7のように，平行四辺形の数をi






















iP ，隣接点を{ ,i jP }とし，画素を iV とし，その面積を iA とし，コーナ
ーを{
,i jC }とする．ここで12個の正二十面体の頂点は五隣接点を除く． 
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図 3.1 提案方法．(a) ペアの魚眼カメラを含む全天周センサーを移動ロボットに搭載する. 
(b) 全天周センサーから撮影する全天周画像のサンプル; 特徴点は魚眼カメラの境界に現












































































3.3  全天周画像における特徴点追跡の提案方法 
ここで，まず，全天周画像における特徴点追跡提案されたアルゴリズムの概要が与えられる．
次に，提案されたアルゴリズムを詳しく説明する． 
3.3.1  提案されたアルゴリズムの概要 
  提案されるアルゴリズムの概要が以下である。 
Step 1: ペアのサブ魚眼画像に対して，時刻 t に
 tL
I , と tRI , を取得した， tLI , と tRI , における特
徴点は Harris コーナー検出器によって検出される． 
  Step 2: 球を介して検出した特徴点の球面極座標を計算し、また、特徴点の NIP を生成する． 
  Step 3: 同じ処理はペアの魚眼画像，時刻 t+1 に
1, tL
I と 1, tRI を取得した， 1, tLI と 1, tRI において
実装される． 
    Step 4: 球上で指定された範囲で 1, tLI と 1, tRI における tLI , と tRI , の特徴点 tp が対応する特徴
点を見つける. 対応する特徴点 max,1tp は 1, tLI と 1, tRI において NIP 間の正規化相関値の最も高い
スコアを持っている場合，優先メイトとして選ばれる．対応する特徴点の探索範囲は後述の
Kalman Fileter (KF)により決定される． 
  Step 5: 球上で指定された範囲で 1, tLI と 1, tRI における tLI , と tRI , の特徴点 max,1tp の対応する
特徴点を見つける.もし max,1tp によって得られたメイトが tp であれば，つまり， max,1tp と tp は
相互に得られたメイトとし，このペアの特徴点 max,1tp と tp は有効なマッチとして受け入れられ
る．対応する特徴点の探索範囲は KF により決定される． 
3.3.2 NIP の生成 
  ペアのサブ魚眼画像の境界を超える特徴点の歪みに対処するために，前述したように，生成
された特徴点の NIP を用いて特徴点の類似度を測定する．以下に詳細に NIP の生成を紹介する．
NIP は特徴点を中心とした透視画像パッチであり，それで NIP を生成するために，焦点距離と画
像サイズを決定する必要がある．ここで，最初に仮想球を決定し，この仮想球はペアのサブ魚眼
画像と同じ解像度を持っており，その後に球に基づく NIP を生成する． 




           




              









r                                          (3.3) 
と示す． 
図3.4は球を介して生成するNIP， pI ，のスケッチを表現する．ペアの入力魚眼画像における一





















































球上で特徴点 tp の対応するベクトルを tm とする．図3.5のように，特徴点マッチングの範囲
は円錐と球の交差点のように決定されており，この円錐の頂点が球の中心になり，軸が tm のベク
トルと揃う．マッチング範囲は円錐の軸と母線の間の角度 によって決定される．こうして球に
おける 1, tLI と 1, tRI の特徴点 1tp に対応するベクトル 1tm は円錐で囲まれている場合， 1tp はマ











                     (3.4) 
 
球面上で特徴マッチングに対して相違制限の l を考えると，角度 は 
          
sr
l
                                                  (3.5) 
と表す． 
  角度 は大きければ大きいほど処理時間が長くなっている． 



















3.3.5 Kalman フィルタを用いて球面上で追跡 
特徴点追跡プロセスでは，Kalman filter(KF)は球面モデルに基づいて特徴点の位置を予測する
ために使用される．魚眼画像上で特徴点の位置を [ , ]Tiy x y と仮定し，球面モデルにおける位置
[ , ]TiX   にマッピングする[3]．移動ロボットがフレーム間をスムーズに移動する動きは連続
した画像シーケンスに対して非常に小さいので，等角速度モデルは KFの状態遷移モデルに適用さ
れる． KF の状態 X は以下の式のように定義される． 
        
. .
[ ]TX                                             (3.6) 
KF は時刻 t の状態によって時刻 t+1 の状態を予測： 
        1
~ (0, )
t t t t
t t
X AX Bu w
w N Q
   
                                   (3.7) 
ここで，
tu ( tu =0)は制御入力ベクトルであり， tw は時間遷移に関する雑音で，共分散行列 tQ か
つ零平均の多変数正規分布に従う．Aはシステムの時間遷移に関する状態遷移モデル行列である．
次の式に 
           
1 0 1 0
0 1 0 1
0 0 1 0








                                        (3.8) 
を示す． 
 ある時刻 t において、観測量 tz は真の（すなわち観測不可能な）状態 tx と、以下のような関係
にある． 
           
~ (0, )
t t t t
t t
Z H x v
v N R
 





            
1 0 0 0





                                   (3.10) 
時刻(t+1)に新たな特徴点
1tP が検出され，もし時刻ｔの点 tP と時刻t+1の 1tP がマッチングした
場合，次に特徴点の初期状態変数を取得することができる． 
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116175 81.05% 0.901125 0.42 000 0.999667 0.105884 0.011211 
NIP 方法 120635 84.17% 0.925234 0.45 0166 0.999816 0.091071 0.008294 
NIP-KF 
方法 






















3.4.2  魚眼画像の境界上で特徴点追跡のパフォーマンス 
上記の全天周画像シーケンスに対して，二つの魚眼画像の境界上に特徴点を追跡した結果を
確認した．提案するNIP方法によって境界上の特徴点はうまく追跡されたものの，CLR法を用いて

















3.4.3  KF との組み合わせのパフォーマンス 
対応する特徴点の探索範囲を狭くするために，セクション 3.5 で説明されるように，KF は提
案方法 NIP と組み合わされている．ここで，この組み合わせは NIP-KF という．表１の下の行は
NIP-KF を用いて特徴点追跡のパフォーマンスを示す．NIP-KF 方法は NIP メソッドよりマッチン




表 3.2 60 度と 92 度の間の境界領域に存在する特徴点の NCV の統計指標 (202 のフレームで
40838 の特徴点) 
 
 NCV の平均値 NCV の最小値 NCV の最大値 NCV 標準偏差 NCV の分散値 
提案方法 
(NIP) 
0. 927318 0.45 0167 0.999816 0.088284 0.007794 















するために使用される．このプログラムはPC上で開発された．実行環境はIntel(R) Core(TM) 2 
3.00GHz と 3.25GB RAM, OPENCV2.0のRELEASE modeを使う[19]. ディスプレー時間を考慮せ
ずに，毎秒約14全天周画像がNIP－KF法による特徴点追跡に達する．したがって提案方法は高速
な処理速度を必要とする移動ロボットに対していくつかのタスクに適用される． 
3.4.5  マッチング率でのパフォーマンス 
特徴点のマッチング率を調査するために，表3.3のように，本研究では，画像シーケンスでラ




























(4, 5) 502 462 92.0% 
(44, 45) 411 370 90.0 % 
(84, 85) 427 379 88.7% 
(124, 125) 516 447 86.6% 
(164, 165) 537 490 91.2 % 
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画像 ),,( yxL はガウス関数 ),,( yxG とSIF画像の畳み込みによって得られる． 
     ),(*),,(),,( yxIyxGyxL                                        (4.1) 





























図 4.2. 単純な平均差分 Sobel オペレータの六角形画素の表示. (a) X 方向の勾配. (b) Y 方向の勾配 
-1/2 1/2 
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(a) 
(b) 
図 4.3 六角形のグリッド上で優れた近似ラプラス演算子 
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Step 1. 5 層のガウスカーネルは六角形画素の隣接関係によって形成される． 
Step 2． 中心と各隣接点の間の空間距離を計算し，さらに，正規化した空間距離をガウスカーネ
ルの距離とする． 
Step 3.  中心画素値はガウスカネールと SIF画像の畳み込みによって計算される． 
スケールスペース画像の各オクターブに対して，本研究はSIF画像の6,7,8,9-分割を用いる．
ここでは，6-分割 SIF 画像のサイズは 320x128 である．分割のルールに従うと，7-分割 SIF 画像














A (i=6,7,8,9)である．T は SIF 画像と魚眼画像の間のサイズ関係で




           fsi AAT /                                       (4.3) 
























































してスケールスペース画像を形成し，次に SIF 画像のエッジ Laplacian オペレータで検出し，す
なわち，Gaussian-Laplace オペレータは SIF 画像において適応ブロック領域を検出するために
使用されている．そこでラプラシアンオペレータは特徴点を中心とする適応領域の検出に使用さ
れる．以下に示すステップで実装される： 
 Step 1：スケールスペース画像上でハリス特徴検出器によって検出した特徴点を期値とする． 
 Step 2：図 4.3 に示すように六角形のピクセルでスケールスペース画像における各点のラプラ
シアン値を計算する． 










4.3.4  特徴量 
ローカルな特徴量[6-8]は幅広く画像マッチングの面で研究されている．本研究では，マッチン
グ処理は SIFT 特徴量によって実装されている．この特徴量は以下のように生成される．検出し














         24 ss rA                                             (4.6) 
球は2つの魚眼画像と同じ解像度を持つと仮定すると，球の半径を決定するために，次式のよう
に示す： 





r                                             (4.7) 
弧の長さは特徴点の検出したスケールとSIFT特徴量の選択領域半径の関係によって決定す




















                             (4.8) 
球面上で円形領域は図4.7のようにハリス特徴点を中心として固定画像平面に投影される．
SIFT特徴量は右の画像上で実装される． 
























(a) ラプラス演算子を用いて SIF 画像エッジの検出 
 
(b) SIF 画像の球面投影画像 
図 4.8 スケールが違ってラプラス演算子で検出された SIF 画像エッジの比較 
(c) ガウス－ラプラス演算子を用いて SIF画像エッジの検出 
























図 4.9 提案手法により全天周画像で検出された特徴点は表示されている. 
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4.4.3  マッチング結果 
以下は提案手法と SIFT 法を比較すると，ペアの全天周画像のマッチングは提案手法によっ
図 4.10  提案手法によってマッチング結果 
回転前 回転後 
 







て図 4.10 に示されている．図 4.10の左側の画像は全天周センサーで撮影した全天周画像であり，
右側の画像は全天周センサーが任意の角度に回転して撮影した全天周画像である．提案方法によ
るマッチングペアの数は 120 である．一方，従来の SIFT アルゴリズムによって図 4.10 の画像を
用いたマッチング結果は図 4.11 に示されており，マッチングペアは 125 である．次に，RANSAC
法を用いて、画像間の特徴から算出される基礎行列 E に基づいて、外れ値を削除する [13]．提案
手法に対して RANSAC 法を適用したあとのマッチングペア数は 97 で、従来の SIFT 法に対して






120 であり, RANSAC 手法を用いたマッチングペアの数は 97 である．ここで，残るマッチングペ
アの数は正しいマッチングペアの数と見なす．従って提案手法による適合率は 97/120=80.8%であ
るが，従来法による適合率は 61/125=48.8%である．また、ペア 2 とペア 3 は同じ処理方法であ 
 
表 4.1  提案手法と従来法の適合率の比較 














ペア 1 120 97 80.8% 125 61 48.8% 
ペア 2 330 205 62.5% 256 72 28.1% 
ペア 3 328 262 79.3% 313 187 59.7% 





(a)   
(b)    
(c) 

















number of correct matches
recall
total number of correct matches
             (4.9) 
 
            1
number of falsematches
precision
total number of all matches
                     (4.10) 
特徴マッチが正しいかどうかを判断するために，エピポーラ制約が操作環境は剛体であると
仮定すると使用されている．ペア画像の間にRANSAC[13]を用い，外れ値を除去し，基礎行列E
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 (三) 今後の課題 
第三章では，全天周画像上での特徴点追跡は運転推定および環境の構造に対して基礎的な技
術である．更に，移動ロボットでこの方法を使った運動推定が課題として残されている． 
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第四章では，SIF画像上で特徴マッチングを実現した．しかし，このアルゴリズムに対して処
理時間の短縮が必要であり，加えてカメラ運動推定は将来の課題である． 
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