A (1 + ϵ)-spanner for a doubling metric (X, δ) is a subgraph H of the complete graph corresponding to (X, δ), which preserves all pairwise distances to within a factor of 1 + ϵ. A natural requirement from a spanner, which is essential for many applications (mainly in distributed systems or wireless networks), is to be robust against vertex and edge failuresso that even when some vertices and edges in the network fail, we still have a (1 + ϵ)-spanner for what remains. The
INTRODUCTION
1.1 Euclidean Spanners. Consider a set P of n points in R d and a number ϵ > 0, and let H = (P, E) be a graph in which the weight ω(x, y) of each edge (x, y) ∈ E is equal to the Euclidean distance ∥x − y∥ between x and y. H is called a (1 + ϵ)-spanner for P if for every p, q ∈ P , there is a path in H between p and q whose weight (the sum of all edge weights in it) is at most (1 + ϵ) · ∥p − q∥. Such a path is called a (1 + ϵ)-spanner path. The problem of constructing Euclidean spanners has been studied intensively [18, 19, 33, 4, 5, 3, 24] ; see also the book [37] on Euclidean spanners.
Euclidean spanners find applications in geometric approximation algorithms, network topology design, distributed systems, and other areas. In many of these applications we need to construct a (1 + ϵ)-spanner H = (P, E) which satisfies some useful properties. First, the spanner should contain O(n) (or nearly O(n)) edges. Second, the (maximum) degree deg(H) of H should be small, which is helpful for various applications in Computational Geometry, and also to reduce local memory constraints in compact routing schemes and in distributed systems (e.g., in network synchronizers and for broadcast). Third, the weight 1 ω(H) = ∑ e∈E ω(e) of H should not be much greater than the weight ω(M ST (P )) of a minimum spanning tree M ST (P ) of P , which is important for several applications, including to the metric TSP.
Many of the applications of spanners arise by modeling distributed systems and/or wireless networks as graphs. In such real-life applications we need to be prepared for the possibility of a failure. Consequently, the spanner should be robust against vertex and edge failures -so that even when some vertices and edges in the network fail, we still have a (1 + ϵ)-spanner for what remains. 2 The spanner H 1 For convenience, we will henceforth refer to the normalized notion of weight Ψ(H) = ω(H) ω(M ST (P )) , which we call lightness. 2 For simplicity we will only consider vertex faults, but this does not lose generality due to an argument from [35, 37] . is called a k-fault-tolerant (shortly, FT) (1 + ϵ)-spanner, for 1 ≤ k ≤ n − 2, if for any F ⊆ P with |F | ≤ k, the graph H \ F (obtained by removing from H the vertices of F and their incident edges) is a (1 + ϵ)-spanner for P \ F . 3 The notion of FT spanners was introduced in the pioneering work of [35] from STOC'98. A basic (non-FT) construction of (1 + ϵ)-spanners with constant degree and lightness can be built in time O(n log n) [7, 23, 29] . [35] generalized the basic construction of [7, 23, 29] and obtained a k-FT (1 + ϵ)-spanner with degree and lightness both bounded by 2 O(k) , in O(n log n) + n2 O(k) time. Notice that any k-FT spanner (with any stretch) must have minimum degree Ω(k), and thus Ω(kn) edges. Also, it is easy to show that the lightness must be Ω(k 2 ) [21] . Finally, the time needed to compute a k-FT spanner is Ω(n log n + kn). 4 Note that the gap between these lower bounds and the upper bounds of [35] (for the degree, lightness and running time) is exponential in k. [35] also devised two other constructions of k-FT spanners, one with O(k 2 n) edges and runtime O(n log n+k 2 n), and another with edges and runtime both bounded by O(kn log n).
In WADS'99, [36] devised two constructions of k-FT spanners, one with the optimal number O(kn) of edges and with runtime O(n log d−1 n + kn log log n), and another with degree O(k 2 ).
In SoCG'03, [21] showed that the optimal guarantees O(k) and O(k 2 ) on the degree and lightness of k-FT spanners can be achieved using a greedy algorithm. However, a naïve implementation requires time Ω(n 3 ) · 2 O(k) . [21] also devised a construction of k-FT spanners with the optimal degree O(k) and with lightness O(k 2 log n), in time O(kn log d n + nk 2 log k). (See Table 1 for a reference.)
Up to this date no construction of k-FT spanners could combine the optimal runtime O(n log n + kn) with either the optimal number of edges O(kn) (let alone with the optimal degree O(k)) or with the optimal lightness O(k 2 ). In particular, the following questions are stated in the book of Narasimhan and Smid [37] ; all these questions remained open for over 15 years even for 2-dimensional point sets.
Question 1 (Open Problem 26 in [37] ). Is there an algorithm that constructs a k-FT (1+ϵ)-spanner with O(kn) edges in O(n log n + kn) time?
Question 2 (Open Problem 27 in [37] ). Is there an algorithm that constructs a k-FT (1 + ϵ)-spanner with degree O(k) in O(n log n + kn) time? (This subsumes Question 1.) Question 3 (Open Problem 28 in [37] ). Is there an algorithm that constructs a k-FT (1 + ϵ)-spanner with lightness O(k 2 ) in O(n log n + kn) time?
Another important measure of quality is the (hop-)diameter of spanners; we say that a spanner H has diameter Λ(H) if it provides a (1+ϵ)-spanner path with at most Λ(H) edges, for every p, q ∈ P . Achieving a small diameter is desirable for various practical applications, e.g., in network routing protocols [6, 5, 2, 3, 11, 24] . Euclidean Spanners that combine 3 The basic (non-FT) setting corresponds to the case k = 0. The number of possible faults varies between applications, and it may be arbitrarily large in general. This can be viewed as a motivation for studying a general k. 4 The first term Ω(n log n) is a lower bound on the time needed to compute a basic (non-FT) spanner in the algebraic computation tree model [17] , and the second term Ω(kn) is a lower bound on the number of edges in any k-FT spanner.
small diameter with some of the other parameters (among small number of edges, degree, lightness and runtime) have been well studied over the past two decades. In particular, in a seminal STOC'95 paper [5] , a single spanner construction that combines all these parameters was presented, having constant degree, diameter O(log n), lightness O(log 2 n) and runtime O(n log n). [5] conjectured that the lightness can be improved to O(log n), without increasing any of the other parameters; having lightness and diameter both bounded by O(log n) is optimal due to a lower bound of [24] . The longstanding conjecture of [5] was resolved in the affirmative in STOC'13 [25] .
In ICALP'13, [16] extended the result of [25] to the FT setting (cf. [15, 41] ). They showed that a k-FT (1 + ϵ)spanner with degree O(k 2 ), diameter O(log n) and lightness O(k 2 log n), can be built in time O(n log n + k 2 n). Observe that the upper bounds of [15, 41, 16] are far from the known lower bounds: degree O(k 2 ) versus Ω(k), lightness O(k 2 log n) versus Ω(k 2 ), and runtime O(n log n + k 2 n) versus Ω(n log n + kn). (See Table 1 for a reference.) The following question (raised explicitly in [15] ) was left open.
Question 4. Is there an algorithm that constructs a k-
Our Results. We show that for any set P of n points in R d , any ϵ > 0, and any integer 1 ≤ k ≤ n − 2, one can build a k-FT (1 + ϵ)-spanner with optimal degree O(k) within optimal time O(n log n + kn). This result settles in the affirmative Questions 1 and 2 above. Moreover, our spanners also achieve diameter O(log n) and lightness O(k 2 + k log n), which settles Question 4. (See Table 1 for a reference.)
Consider the lightness bound. Notice that it is O(k 2 ), for all k = Ω(log n), thus matching the naïve lower bound Ω(k 2 ) in this range. In other words, it provides a positive answer to Question 3 for all k = Ω(log n). For k = o(log n), it exceeds the naïve bound Ω(k 2 ) by a factor of log n k . However, the naïve bound Ω(k 2 ) on the lightness can be strengthened if we take into account the diameter O(log n) of our spanners. Indeed, for any ρ ≥ 2, any spanner with diameter O(log ρ n) has lightness Ω(ρ log ρ n) [24] . Clearly, any spanner with degree O(ρ) has diameter Ω(log ρ n). By combining all these lower bounds together (and substituting ρ with k), we get the following multi-parameter lower bound: k-FT spanners with degree Ω(k), diameter Ω(log k n), lightness Ω(k 2 + k log k n), and runtime Ω(n log n + kn). Note that the parameters of our spanners are pretty close to this lower bound, with only a slack of log k on the diameter and a slack of min{log k, log n k } ≤ O(log log n) on the lightness. 1.2 Doubling Metrics. The doubling dimension of a metric (X, δ) is the smallest value d such that every ball B in the metric can be covered by at most 2 d balls of half the radius of B. This notion generalizes the Euclidean dimension, since the doubling dimension of the Euclidean space R d is Θ(d). A metric is called doubling if its doubling dimension is constant. Doubling metrics were introduced in [8, 20, 30] . Since then they have been studied intensively (see, e.g., [34, 43, 31, 11, 12, 39, 1, 9, 16] ).
Spanners for doubling metrics were also subject of intensive research [26, 13, 11, 31, 38, 27, 28, 39, 14, 25, 15, 41, 16] . In many of these works the objective is to devise spanners that achieve one parameter or more among small number of edges, degree, diameter, lightness, and runtime.
Reference

# Edges
Degree Diameter Lightness Runtime Metric [35] n2
O(k 2 n) unspecified unspecified unspecified O(n log n + k 2 n) Euclidean [35] O(kn log n) unspecified unspecified unspecified O(kn log n) Euclidean [36] O(kn) unspecified unspecified unspecified O(n log d−1 n + kn log log n) Euclidean [21] O(kn)
O(kn) unspecified unspecified unspecified unspecified doubling [14] O(km) unspecified O(α(m, n)) unspecified unspecified doubling [14] O(k 2 n) O(k 2 ) unspecified unspecified unspecified doubling [15] O In ICALP'12, [14] devised a construction of k-FT spanners for doubling metrics with O(kn) edges, and also another construction with degree O(k 2 ). The other papers in this context are follow-ups [15, 41, 16] to [25] (they were mentioned in Section 1.1, but they apply to arbitrary doubling metrics), which provide in O(n log n + k 2 n) time, a k-FT spanner with degree O(k 2 ), diameter O(log n) and lightness O(k 2 log n).
Observe that even much weaker variants of Questions 1-4 from Section 1.1 can be asked for doubling metrics. In particular, can one obtain degree o(k 2 ) or lightness o(k 2 log n) regardless of the runtime?
We show that our construction extends to doubling metrics without incurring any overhead in the degree, diameter, lightness, and runtime. (Our main result is summarized in Theorem 1.1 below.) Note that our construction improves all the previous state-of-the-art constructions of FT spanners (with sub-cubic time) -not only for doubling metrics, but also for Euclidean ones. This reveals a surprising phenomenon: the geometry of low-dimensional Euclidean metrics does not help in the context of fault-tolerant spanners! In particular, our result settles Questions 1, 2 and 4 in the affirmative for arbitrary doubling metrics. Question 3 is settled for all k = Ω(log n). While Question 3 remains open in the complementary range of k = o(log n), this is due to a good reason (at least for k = o( √ log n)): The problem of constructing (1+ϵ)-spanners for doubling metrics with sub-logarithmic lightness is a central open question in this area (see [9] ), even for basic (non-FT) spanners, and regardless of the diameter and all the other parameters. 1.3 Our and Previous Techniques. All previous constructions of Euclidean FT spanners [35, 36, 21, 37] rely heavily on geometric properties of low-dimensional Euclidean metrics, such as the gap property [7] and the leapfrog property [22] . Hence, these constructions do not extend to arbi-trary doubling metrics. In contrast, in our work we only use standard packing arguments of arbitrary doubling metrics.
All previous constructions of FT spanners for doubling metrics [14, 15, 41, 16] are quite simple, but they are inherently suboptimal. Our construction is more involved, but it produces much better spanners. The starting point in both our and previous constructions is the standard net-tree spanner of [26, 13] , which is induced from a net-tree T = T (X) that corresponds to a hierarchical partition of the metric (X, δ). Any tree node x is associated with a single point p(x) that belongs to the point set D(x) of its descendant leaves. For any pair x, y of i-level tree nodes that are close together with respect to the distance scale (or radius) 5 i at that level, a cross edge (x, y) is added (edge (x, y) translates to edge (p(x), p(y))); specifically, the weight of any i-level cross edge (x, y) is at most γ5 i , where γ = Θ( 1 ϵ ) and rad(x) = rad(y) = 5 i . The net-tree spanner is the union of the tree edges (i.e., the edges of T ) and the cross edges. (In the net-tree spanner of [26, 13] , the radius of i-level nodes is 2 i ; we use radius 5 i as in [38, 28] for efficiency reasons; see Section 2 for more details.) To obtain a k-FT spanner, [14, 15] use k + 1 net-trees rather than one, and in each of these trees, each tree node x is associated with a single point from D(x); the FT spanner is obtained as a union of k + 1 net-tree spanners, each corresponding to a different net-tree. Another idea that is used in [41, 16] is to use a single nettree, but to associate each tree node x with a set S(x) of (up to) k + 1 points from D(x) rather than a single point; the FT spanner is obtained by replacing each edge (x, y) of the basic net-tree spanner by a bipartite clique between the corresponding sets S(x) and S(y). To achieve degree O(k 2 ), [14, 15] used single-sink spanners (a notion introduced in [5]), whereas [41, 16] used a rerouting technique from [28] . However, achieving degree o(k 2 ) using these approaches is doomed to failure. Indeed, in [14, 15] the FT spanner is a union of k + 1 net-tree spanners, each contributing Ω(k) units to the degree load, yielding a total degree of Ω(k 2 ). Incurring a degree of Ω(k 2 ) via the approach of [41, 16] is also inevitable, for two reasons. "Global": Recall that each edge (x, y) of the basic net-tree spanner is replaced by a bipartite clique between S(x) and S(y). Since S(x) and S(y) may contain Ω(k) points each, the size of this bipartite clique may be Ω(k 2 ). As the basic spanner has Ω(n) edges, the FT spanner will contain Ω(k 2 n) edges (and will have degree Ω(k 2 )). "Local": As a node x is associated with a set S(x) of k + 1 points from D(x), the same leaf point p may belong to Ω(k) different sets S(x) of internal nodes x. For each edge (x, y) of the basic net-tree spanner that is incident on any of these Ω(k) nodes, p ∈ S(x) is connected via edges to all Ω(k) points of S(y), and so the degree of p will be Ω(k 2 ). We also remark that the lightness bound in all previous constructions is greater than the degree bound by at least a factor of log n, thus it is at least Ω(k 2 log n).
The basic idea of associating nodes of net-trees and other hierarchical tree structures (such as split trees and dumbbell trees) with points from their descendant leaves has been widely used in the geometric spanner literature; see [10, 5, 26, 13, 11, 37, 28, 14] , and the references therein. In particular, any point in D(x) is close to the original net-point p(x) of x, with respect to the distance scale rad(x) of x. Hierarchical Covers. Associating nodes x with points from D(x) leads to degree Ω(k 2 ) (due to the "Local" reason above). Instead of restricting ourselves to D(x), we suggest to look at a larger set B(x) of all points in the ball of radius O(rad(x)) centered at p(x). By associating nodes x with points from B(x), we get a hierarchical cover of the metric. As the doubling dimension is constant, this cover has a constant degree, i.e., every point belongs to O(1) sets B(·) at each level of the tree T . We employ this cover not only to get the optimal degree O(k), but also for improving the lightness and runtime bounds.
Similarly to [41, 16] , we associate each tree node x with a set S(x) of (up to) k + 1 points, called surrogates. However, there are three major differences between our approach and that of [41, 16] . First, as mentioned, while [41, 16] choose surrogates from D(x), we choose surrogates from B(x) ⊃ D(x). Second, while [41, 16] choose surrogates in a greedy manner, we use a sophisticated procedure for this task (some details are given in the next paragraph). Third, having assigned surrogates for each node, we could follow [41, 16] and replace each edge (x, y) of the basic net-tree spanner by a bipartite clique between S(x) and S(y). However, this naïve approach leads to Ω(k 2 n) edges (due to the "Global" reason above). To reduce the number of edges we identify redundant edges in the basic spanner: edge (x, y) is redundant if S(x) = S(y); such an edge need not be replaced by a bipartite clique, it is simply ignored. It turns out that a clever surrogate assignment can guarantee that most edges will be redundant. Informally, if x and y are close, we can usually guarantee that S(x) = S(y); so, roughly speaking, for a non-redundant edge (x, y), x and y should be pretty far from each other-we use this intuition in the next paragraph.
We assign surrogates bottom-up, first for 0-level nodes (leaves) in the net-tree T , then for 1-level nodes, etc. If x is at level i of T , a surrogate for x can be any point from B(x) whose degree due to edges at lower levels 0, . . . , i − 1 is small enough. The problem is to show that we have enough points of small degree in B(x), for any level i and any i-level node x. This can be shown inductively. Consider a nonredundant i-level cross edge (x, y); the case of tree edges is similar. Note that edge (x, y) is replaced by a bipartite clique between S(x) and S(y), thus increasing the degree of points in S(x) by |S(y)| units, possibly beyond the required degree threshold. Hence, it is unclear if there will be enough points of small degree in B(π(x)), where π(x) is the parent of x in T . So even if the induction hypothesis holds for all i-level nodes, it might be violated for (i+1)-level nodes. Intuitively, we can view edge (x, y) as "costing" |S(y)| units to x, and for the induction step to succeed, we'd like y to "compensate" x (or π(x)) at the same value, i.e., to (mentally) give it |S(y)| points of small degree from B(y) \ B(x). Our compensation strategy has three ingredients. (1) We guarantee that there are at least |S(y)| points of small degree in B(y) \ B(x), as follows. The induction hypothesis implies that there are enough points of small degree in B(y), but it is unclear why any of these points belongs to B(y) \ B(x); to this end we use the fact that edge (x, y) is non-redundant to reason that x and y are pretty far from each other, and conclude that the intersection of B(x) and B(y) is small. This enables us to show that there are plenty of points (at least |S(y)|) of small degree in B(y) \ B(x). (2) We want to be able to use these points as surrogates of π(x). Since x and y are
Alas, these points may be outside B(π(x)), so we may not be able to use them as π(x)'s surrogates. However, as the distance scales of tree nodes increase geometrically with the level, all these points must belong to the ball B(x ′ ) of any ancestor x ′ of x at level i + Ω(log 1 ϵ ) (assuming x is at level i). Hence any such x ′ may use all points of small degree in B(y) \ B(x) as its new surrogates. In this way we can compensate some close ancestor x ′ of x at a value that matches the "cost" of x due to cross edges. (3) As we need to compensate π(x) and not x ′ , this compensation strategy seems invalid. To correct the argument, we use the following idea: re-appoint the same surrogates of a node x for all its O(log 1 ϵ ) closest ancestors in T . While this increases the degree of surrogates by a factor of O(log 1 ϵ ), now we are guaranteed that the lowest ancestor of x which appoints new surrogates must be compensated, i.e., we can safely appoint new surrogates for it from B(y) \ B(x).
By using the above ideas carefully, we achieve the optimal degree O(k) for arbitrary doubling metrics. As a result we get O(kn) edges. But small degree and number of edges are just two out of the five desired parameters. Next, we briefly discuss how the other parameters can be achieved. Lightness. The standard net-tree analysis shows that the basic net-tree spanner has lightness O(log n). Replacing each (non-redundant) edge of the basic spanner with a bipartite clique of size O(k 2 ) between the corresponding surrogate sets yields lightness O(k 2 log n). Improving the lightness bound to O(k 2 + k log n) is more complicated. The idea is to try replacing each edge (x, y) of the basic spanner with a bipartite matching instead of a bipartite clique -this is possible only when both S(x) and S(y) contain k + 1 surrogates (see Figure 1 ). The total lightness of the bipartite matchings is O(k log n). The tricky part is to show that the total lightness of the bipartite cliques is O(k 2 ). This upper bound heavily relies on the fact that we choose surrogates from B(·) rather than from D(·). For example, we prove the following property (Lemma 4.2 is a variant of it) which does not hold if we replace B(·) by D(·). Let A be the set of all nodes x such that |B(x)| ≤ k < |B(π(x))|, for any k; then ∑ x∈A rad(x) = O(ω(M ST (X))). Diameter. We can achieve diameter O(log n) by shortcutting the net-tree T using the 1-spanners of [42] . To control the lightness, we follow an idea from [15, 41, 16] and shortcut the light subtrees (those at small enough distance scales). Then we replace the shortcut edges by bipartite cliques or matchings. The problem is that the degree and lightness may increase to O(k 2 ) and O(k 2 log n), respectively. To overcome this obstacle, we prune a certain subset of redundant nodes from T . Then we shortcut the light subtrees of the resulting pruned tree T * , and replace the shortcut edges by bipartite cliques or matchings. While in the approach of [41, 16] each point of X belongs to lists S(x) of Ω(k) nodes x in T , our approach guarantees (see Lemma 4.5) that each point will belong to lists S(x) of only O(1) nodes x in T * . Runtime. Given the standard net-tree spanner and the 1spanners of [42] , our construction can be implemented in O(kn) time rather easily. Since the standard net-tree spanner can be built in time O(n log n) [38, 28] , and as the same amount of time suffices to build the 1-spanners of [42] , the overall runtime of our construction is O(n log n + kn). 5
Similar Results by Kapoor and Li.
Independently of our work, [32] showed that for any low-dimensional Euclidean metric, one can build in time O(n log n+kn), a k-FT (1 + ϵ)-spanner with degree O(k) and lightness O(k 2 ).
PRELIMINARIES AND ORGANIZATION
Let (X, δ) be an n-point metric with doubling dimension d = O(1). We assume w.l.o.g. that the minimum inter-point distance of X is 1.
Additional details on the notions discussed below appear in Section 2 of the full version of this paper [40] . Hierarchical Nets. We consider the hierarchical nets of [28] . Write ℓ = ⌈log 5 ∆⌉, and let {Ni} ℓ i≥0 be a sequence of hierarchical nets, where N0 = X ⊇ N1 ⊇ . . . ⊇ N ℓ , and N ℓ contains exactly one point. For each i ∈ [ℓ], Ni is referred to as the i-level net and the points of Ni are the i-level netpoints. The same point of X may have instances in many nets. To refer to a specific instance of a point p ∈ X (which is determined uniquely by some level i ∈ [0, ℓ] such that p ∈ Ni), we may denote it by a pair (p, i). Net-tree. The hierarchical nets induce a hierarchical tree T = T (X), called net-tree [26, 13] . Each node in T corresponds to a single net-point; (p, i) will denote both the net-point and the corresponding tree node. The nodes corresponding to the i-level net-points are the i-level nodes. The only ℓ-level node is the root of T , and for each i ∈ [ℓ], each (i − 1)-level node has a parent at level i within distance 3 · 5 i . Thus, any descendant of every i-level node can reach it by climbing a path of weight at most ∑ j∈[i] 3 · 5 j ≤ 4 · 5 i . Standard packing arguments imply that each node has only O(1) O(d) children. Net-tree Spanner via Cross Edges. We recap the basic spanner construction H = H(X) of [26, 13] . 5 For low-dimensional Euclidean metrics, the time bound O(n log n + kn) of our construction holds in the algebraic computation tree model. Indeed, some Euclidean variants of the net-tree (e.g., the fair split tree of [10] ) can be built in this model within time O(n log n), and so the net-tree spanner can also be built in this model within time O(n log n). (For arbitrary doubling metrics, one also needs a rounding operation -to allow finding the i for which 2 i < x ≤ 2 i+1 , for any x.) The time bound O(n log n) needed to build the 1-spanners of [42] also holds in this model.
In order to achieve stretch (1 + ϵ), i-level cross edges are added, for each i ∈ [0, ℓ − 1]. Specifically, for any pair (p, i), (q, i) of distinct i-level nodes such that δ(p, q) ≤ γ5 i , for some parameter γ = Θ( 1 ϵ ), we add a cross edge between (p, i) and (q, i) of weight δ(p, q). The basic net-tree spanner H is obtained as the union of the tree edges (those connecting nodes with their children in T ) and the cross edges, where an edge ((p, i), (q, i)) between two nodes is translated to an edge (p, q) between the corresponding points. Standard packing arguments imply that the degree of any tree node in H is ϵ −O(d) . However, as the same point may have instances in many nets, the degree of a point may be unbounded. To reduce the degree of the spanner, we appoint to each (internal) node of T a surrogate, which is a nearby point. Specifically, for an i-level node (p, i), i ∈ [ℓ], its surrogate s(p, i) ∈ X should satisfy δ(p, s(p, i)) = O(5 i ).
The basic spanner H is translated to its surrogate spanner s(H) by replacing each edge e = (u, v) ∈ H with its surrogate edge s(e) = (s(u), s(v)). By carefully appointing surrogates to (internal) nodes, the resulting surrogate spanner will have degree ϵ −O (d) . The next lemma ( [28, 16] ) shows that the stretch of the surrogate spanner is in check. Organization. Section 3 is devoted to our construction of FT spanners with optimal degree. In Section 4 we show that small lightness (Section 4.1), diameter (Section 4.2) and runtime (Section 4.3) can be obtained by building upon the construction of Section 3. (Some details are deferred to [40] .)
FT SPANNERS WITH OPTIMAL DEGREE
The Construction.
Recall that i-level cross edges in the basic spanner H have weight at most γ5 i , where γ = O( 1 ϵ ), and define τ = ⌈log 5 γ⌉+1; let ξ = ϵ −O(d) be an upper bound on the degree of any tree node in H. The general approach is to try appointing a surrogate set S(p, i) of k + 1 surrogates for each internal node (p, i), so that following any k faults, at least one point in S(p, i) will function. Working bottom-up, a surrogate s ∈ S(p, i) of an i-level node (p, i) can be any point at distance O(5 i ) from p, whose degree due to edges at lower levels j ∈ [0, i − 1] does not exceed some fixed threshold D = (τ + 4)ξ 2 (2k + 1).
The basic spanner H is given as the union of the tree and cross edges. The FT-spanner H is obtained from H by replacing each edge (x, y) ∈ H such that S(x) ̸ = S(y) with a bipartite clique between S(x) and S(y). Edges (x, y) ∈ H with S(x) = S(y) are redundant, and they are simply ignored; the last paragraph of Section 3.2 formally explains why ignoring such edges does not affect the "FT stretch". Next, we describe how to compute the surrogate sets of all nodes, which is the crux of the problem.
The surrogate sets are computed bottom-up, starting at the leaf nodes. For a leaf (p, 0), we simply set S(p, 0) = {p}.
To compute the surrogate sets for internal nodes, we need to introduce some more definitions.
For a node (p, i) and a number t > 0, denote by Bt(p, i) the ball of radius t·5 i around p in X. We'll take the surrogates of (p, i) from B(p, i) := B10(p, i) when possible-but sometimes we'll need to take surrogates from larger balls B O(1) (p, i). Denote by D(p, i) the descendant set of node (p, i), i.e., the set of points in its descendant leaves. For each point q ∈ D(p, i), δ(p, q) ≤ 4 · 5 i , and so D(p, i) ⊆ B4(p, i) ⊆ B(p, i).
Complete Vs. Incomplete, Small Vs. Large, Clean
We define all leaves to be small. Our construction uses the fact that all points of B(p, i) are close enough to p for serving as (p, i)'s surrogates to guarantee that any large node will be complete.
Small and large nodes are handled differently. For a small node (p, i), we assign S(p, i) = D(p, i). As D(p, i) ⊆ B(p, i), we have |S(p, i)| ≤ 2k + 1; it turns out that allowing more than k + 1 (but up to 2k + 1) surrogates is helpful. Let Ch(p, i) denote the set of children of (p, i) in T (all of which are small too). Assuming by induction that S(x) = D(x) holds for every x ∈ Ch(p, i), we have S(p, i) = D(p, i) = ∪ x∈Ch(p,i) D(x) = ∪ x∈Ch(p,i) S(x). This means that a small node actually re-uses the surrogates of its children.
Similarly to small nodes, we'd want a large node to re-use the surrogates of its children; however, sometimes a large node must appoint new surrogates. An appointment of new surrogates to a large node x is made for a long term of at least τ + 3 = Ω(τ ) levels; recall that τ = ⌈log 5 γ⌉ + 1. This means that if x is at level i, no ancestor x ′ of x at level j ∈ [i + 1, i + τ + 2] would appoint new surrogates -as any such x ′ would re-use the surrogates of x (or of another one of its descendants); we call x an appointing node. Exactly k + 1 surrogates for x of "small degree" are chosen from B(x) -more specifically, we choose clean points (see next paragraph), which are guaranteed to have small degree. At the end of such a term, k + 1 new surrogates are appointed to the corresponding large ancestorx of x from B(x). We'll show that at this stage B(x) contains at least k + 1 clean points, which can be appointed as its new surrogates.
At the outset all points are marked as clean. A point p remains clean as long as it is appointed as a surrogate of small nodes. Once p is appointed as a new surrogate of a large node it becomes dirty, and it will never be reappointed as a new surrogate again. So, each point will be appointed as a new surrogate of at most one large node, and this appointment is for a term of at least τ +3 = Ω(τ ) levels.
Our construction will guarantee that either all surrogates of a node are clean, or they are all dirty. We will henceforth say that a node is clean (respectively, dirty) if all its surrogates are clean (resp., dirty).
Friends, and Leeches Vs. Hosts. We say that an i-level node (q, i) or a point q is a t-friend of another i-level node Bt(p, i) . The set of all clean 10-friends of a node (p, i) is denoted by F (p, i); as B(p, i) is the set of all 10-friends of (p, i), F (p, i) ⊆ B(p, i).
Appointing new surrogates to large nodes is a costly operation, and should be avoided if possible. Specifically, before new surrogates are appointed to a large node (p, i) (which happens at the beginning of a term as described above), we look for a dirty node (q, i) whose surrogates' term has not finished yet, which is a 24-friend of (p, i). If no such node is found, we appoint k + 1 new surrogates to (p, i) from F (p, i) as described above; note that (p, i) becomes dirty. Otherwise, we re-use the surrogates of an arbitrary such 24friend (q, i) of (p, i) as the surrogates of (p, i), i.e., we assign S(p, i) = S(q, i). We say that (p, i) is a leech and (q, i) is its host; note that (p, i) becomes dirty in this case too.
Recall that a small node (p, i) re-uses all the surrogates of its children by appointing them as its surrogates. Before this is done, we look for a potential host for (p, i), i.e., a dirty non-leech 24-friend (q, i) of (p, i). If no such node is found, we assign S(p, i) = D(p, i) as before; in this case (p, i) will be clean. Otherwise, we assign S(p, i) = S(q, i), which turns (p, i) into a leech of (q, i); thus (p, i) will be dirty.
The notions of leeches and hosts provide a mechanism for producing redundant edges, thereby reducing the number of edges and degree of the spanner. We remark that: (1) A node cannot be both a leech and a host, and it may be neither of them. (2) While a leech has only one host, a host may have multiple leechs. (3) Since a host is a 24-friend of its leeches and a 10-friend of its surrogates, we get that all surrogates of any node are 34-friends of it. (4) By packing arguments, a host may have at most O(1) O(d) leeches.
The O(1) O(d) leeches of a host "exploit" it by using its surrogates and overloading their degree due to cross edges that are incident on these leeches but not on the host. The loss is negligible -the degree of these surrogates grows by only a factor of O (1) O(d) . The gain is significant -by exploiting the host's surrogates, the clean points around the leeches (that would otherwise become dirty) remain clean, thus we can accumulate more clean points around nodes and control the degree in this way.
Procedure Surrogates (i) . Recall that once the surrogate sets S(x) of all nodes x in T are computed, the FT spanner H is obtained by replacing each non-redundant edge of the basic spanner H with a bipartite clique. Note that redundant edges (connecting nodes with the same surrogate set) are ignored.
We next show how to compute the surrogate sets of internal nodes, by putting together all the ingredients that were described above. (The surrogate set of a leaf (p, 0) is {p}.) We employ Procedure Surrogates (i) to compute the surrogate sets of the i-level nodes, for i = 1, 2 . . . , ℓ (bottomup). Procedure Surrogates (i) is invoked only after Procedures Surrogates (1) , . . . , Surrogates (i−1) have terminated. At this stage, the surrogate sets S(q, j) have been computed, for all nodes (q, j) at levels j ∈ [i − 1] .
Recall that at the outset of the algorithm all points are clean, and that F (p, i) consists of all clean points of B(p, i).
Procedure Surrogates (i) handles the i-level nodes (p, i) in some order described in Remark 1 below; the idea is to first handle all the potential hosts, and later handle the other nodes. The execution of the procedure splits into two cases. Case 1: All children of (p, i) are clean. We first look for a potential host for (p, i), i.e., a dirty non-leech 24-friend (q, i) of (p, i). If such a node (q, i) is found, we assign S(p, i) = S(q, i), and (p, i) will be a leech of (q, i), and thus dirty and complete. Otherwise we check whether |B(p, i)| < 2k+2.
• If so, (p, i) will be small and clean, and we assign S(p, i) = D(p, i).
• In the complementary case |B(p, i)| ≥ 2k + 2, (p, i) is large; in this case we appoint k + 1 arbitrary points from F (p, i) as new surrogates of (p, i) for a term of Ω(τ ) levels (see Remark 2 below), and these points become dirty; (p, i) itself will be dirty and complete.
(In this case we will show that |F (p, i)| ≥ k + 1.)
Case 2: At least one child of (p, i) is dirty. We first look for the dirty non-leech child (q, i − 1) of (p, i) (if any) whose surrogates' term started most recently. If such a child (q, i− 1) is found and the term of its surrogates is not over at level i−1, we assign S(p, i) = S(q, i−1); in this case (p, i) becomes a dirty and complete non-leech. Otherwise, the term of the surrogates of each dirty non-leech child of (p, i) (if any) will be over at level i − 1; in this case we proceed similarly to case 1. Specifically, we first look for a potential host (q, i) for (p, i), i.e., a dirty non-leech 24-friend (q, i) of (p, i).
If such a node (q, i) is found, we assign S(p, i) = S(q, i), and (p, i) will be a leech of (q, i), and thus dirty and complete. Otherwise, we appoint k+1 arbitrary points from F (p, i) as new surrogates of (p, i) for a term of Ω(τ ) levels (see Remark 2), and these points become dirty; (p, i) itself will be dirty and complete. (In this case we will show that |B(p, i)| ≥ 2k + 2 (i.e., (p, i) is large) and |F (p, i)| ≥ k + 1.)
Remark 1.
Procedure Surrogates (i) (for i ≥ 1) first handles nodes (p, i) with at least one dirty non-leech child (q, i − 1) whose surrogates term is not over at level i − 1 (if any); such nodes (p, i) become dirty non-leeches by construction. Only later it handles the remaining nodes. Among the remaining nodes, it first handles large nodes (p, i) (with |B(p, i)| ≥ 2k + 2), and only later handles small nodes (p, i) (with |B(p, i)| < 2k + 2). By construction, the nodes that are handled last are the only ones which may become clean; also, such nodes cannot become dirty non-leeches. Handling nodes in this order guarantees that each clean node is handled only after all its potential hosts have been handled. Remark 2. New surrogates of large nodes are appointed for a term of at least τ + 3 levels, which consists of two phases. The first phase starts with their appointment, and ends when their degree due to cross edges since their appointment reaches k + 1. The first phase may end within a single level, but may also last for many levels. When the second phase starts, the degree of surrogates since their appointment is between k + 1 and k + ξ 2 (2k + 1). The second phase lasts precisely τ + 2 levels.
Analysis.
In this section we analyze the FT spanner construction H described in Section 3.1.
First, we bound the degree of H. We disregard tree edges due to space constraints; see the full version [40] for details.
We argue that when the need to appoint new surrogates for a large node (p, i) arises, |F (p, i)| ≥ k + 1. We'll show inductively something stronger: |F (p, i)| ≥ 2k + 2. For the induction basis we may consider large nodes at level i * , where i * ≥ 1 is the first level in which some large node appoints new surrogates. Consider the first large i * -level node (p, i * ) which appoints new surrogates. All points are clean before this appointment. It follows that F (p, i * ) = B(p, i * ), and so |F (p, i * )| = |B(p, i * )| ≥ 2k + 2, as required. Next, consider an arbitrary i * -level node (q, i * ) which appoints new surrogates. We argue that all points in B(p, i * ) are clean before this appointment. Suppose for contradiction otherwise, and let s ∈ B(q, i * ) be some point that was appointed as a surrogate of some i * -level node (z, i * ) ̸ = (q, i * ), where (z, i * ) is a dirty non-leech. By construction, s is a 10-friend of both (q, i * ) and (z, i * ), thus (q, i * ) and (z, i * ) are 20-friends. This means that (q, i * ) would become a leech of (z, i * ), and would not appoint new surrogates, a contradiction. It follows that F (q, i * ) = B(q, i * ), and so |F (q, i * )| = |B(q, i * )| ≥ 2k + 2.
Assuming the induction hypothesis holds, after a large node (p, i) appoints k + 1 surrogates from F (p, i), there will remain a surplus of at least k + 1 clean points in F (p, i) \ S(p, i). In the induction step we make a critical use of this surplus. Consider a non-redundant i-level cross edge between an appointing node (p, i) and some large node (q, i), i.e., S(p, i) ̸ = S(q, i). There are surpluses of size at least k+1 in both F (p, i) \ S(p, i) and F (q, i) \ S(q, i). Moreover, the union of these two surpluses has size at least 2k + 2 (otherwise we can show that one among (p, i) and (q, i) would have to become a leech of the other, or both of them would become leeches of the same host; in either case S(p, i) = S(q, i), a contradiction). As the weight of i-level cross edges is at most γ5 i = 5 i+log 5 γ and since the radii of balls grow geometrically with the level, all points in F (p, i) \ S(p, i) and F (q, i) \ S(q, i) (there are at least 2k + 2 of them) belong to the ball B(p ′ , j) of any ancestor (p ′ , j) of (p, i) at level j = i + Ω(log 5 γ) = i + Ω(τ ). Finally, the fact that we re-use the same surrogates for a long term of Ω(τ ) levels implies that the lowest ancestor (p ′ , j) of (p, i) which appoints new surrogates must satisfy |F (p ′ , j)| ≥ 2k + 2, and we are done. (The formal argument for this assertion is quite elaborate and involved, and is deferred to the full version [40] .)
Denote the degree of any point p due to cross edges until level i by deg i (p). Recall that ξ = ϵ −O(d) is an upper bound for the degree of any tree node in the basic spanner H. It is not difficult to verify that the surrogates of any node are 34-friends of that node; consequently, standard packing arguments imply that any point can serve as a surrogate of O(1) O(d) nodes at each level. By construction, the number of surrogates in any node is at most 2k + 1. Hence the degree of any surrogate (due to cross edges) may increase by at most ξ · O(1) O(d) · (2k + 1) ≤ ξ 2 (2k + 1) units at each level.
Recall that D = (τ + 4)ξ 2 (2k + 1) and ℓ = ⌈log 5 ∆⌉.
Lemma 3.1. For any surrogate p ∈ S(x) of a j-level clean node x, we have deg j (p) ≤ D.
Proof. By construction, any clean node is small, hence |B(x)| ≤ 2k + 1. Let Q be the set of all neighbors of p due to cross edges until level j −τ . As x is clean, S(x) = D(x); thus p ∈ D(x), and so p is within distance 4·5 j from the net-point p(x) of x. Observe that p is within distance (γ + 68)5 j−τ < 5 j from any point q ∈ Q; hence δ(p(x), q) ≤ δ(p(x), p) + δ(p, q) ≤ 5 · 5 j , and so Q ⊆ B(x). Thus deg j−τ (p) = |Q| ≤ |B(x)| ≤ 2k + 1. In each of the τ levels j − τ + 1, . . . , j, the degree of p may increase by at most ξ 2 (2k + 1) units, hence
Let i be the first level in which p becomes dirty, as a surrogate of a large (and dirty) node x. (If no such i exists, set i = ℓ + 1.) By Lemma 3.1, deg i−1 (p) ≤ D. Recall that p is appointed at level i for a term of at least τ + 3 levels, which consists of two phases. The first phase starts at level i, and ends when the degree of p due to cross edges since its appointment at level i reaches k + 1. When the second phase starts, the degree of p due to cross edges since its appointment at level i is between k + 1 and k + ξ 2 (2k + 1). The second phase lasts τ + 2 levels. In each of these levels p may incur ξ 2 (2k + 1) additional units to its degree. Thus when the term of p is over, the degree of p due to cross edges since its appointment at level i is at most k+ξ 2 (2k+1)+(τ +2)ξ 2 (2k+1) ≤ D. When p was appointed as a new surrogate of x (by Procedure Surrogates (i) ), it was marked as dirty. By construction, p will not be re-appointed again as a surrogate after this term is over. It follows that
Next, we show that H is a k-FT (1 + ϵ)-spanner for (X, δ), i.e., for any F ⊆ X with |F | ≤ k and any p, q ∈ X\F , there is a (1+ϵ)-spanner path in H \F . Consider the (1+ϵ)-spanner path Πp,q between p and q in H (see Lemma 2.1), obtained by climbing up from the leaf nodes (p, 0) and (q, 0) to some j-level ancestors (p ′ , j) and (q ′ , j), respectively, which are connected by a cross edge ((p ′ , j), (q ′ , j)). By construction, p is a surrogate of every clean node along the sub-path of Πp,q that climbs from (p, 0) to (p ′ , j). Also, every dirty node along this path is complete, so it has k+1 surrogates, at least one of which must function. Since every (non-redundant) edge along this path is translated into a bipartite clique in H between the corresponding surrogate sets, we get a functioning path that starts at p and ends at any chosen surrogatep ∈ S(p ′ , j) \ F of (p ′ , j). Similarly, we get a functioning path that starts at q and ends at any chosen surrogatẽ q ∈ S(q ′ , j) \ F of (q ′ , j). The cross edge betweenp andq in H is functioning too, i.e., (p,q) ∈ H \ F . (In the degenerate case where S(p ′ , j) = S(q ′ , j) we can simply takep =q.) In this way we get a functioning path s(Πp,q) between p and q in H. Any node along the original path Πp,q in H is a 34-friend of all its surrogates. By Lemma 2.2, s(Πp,q) is a (1 + O(ϵ))-spanner path between p and q, but we can reduce the stretch back to 1 + ϵ by scaling γ up by some constant.
LIGHTNESS, DIAMETER AND RUNTIME
4.1 Lightness. The distance scale or radius rad(x) of an i-level node x is 5 i . The standard analysis of [13] (cf. [16] ) implies that the sum of radii of all tree nodes is O(log n) · ω(M ST (X)). Since the degree of any tree node in the basic spanner H is ϵ −O(d) and as all edges that are incident on a node x have weight at most O( 1 ϵ ) · rad(x), the lightness of H is ϵ −O(d) · log n. Our FT spanner H replaces each nonredundant edge (x, y) in H by a bipartite clique of size O(k 2 ) between S(x) and S(y). The weight of each of these O(k 2 ) edges exceeds the weight ω(x, y) of the original edge by an additive factor of O (rad(x)+rad(y) ). So the lightness of our FT spanner H is ϵ −O(d) · k 2 log n. See [16] for more details.
To obtain the desired lightness bound of ϵ −O(d) (k 2 +k log n), we replace each bipartite clique by a bipartite matching. We can do this only for edges (x, y) where both x and y are complete; for technical reasons we'll do this when both nodes x and y are dirty -the surrogate set of a dirty node contains exactly k +1 points. In this case |S(x)| = |S(y)| = k +1, and we use a perfect bipartite matching (of size k + 1) to connect S(x) with S(y). If x or y (or both) are clean, we connect S(x) and S(y) by a bipartite clique as before. The total lightness of all the bipartite matchings is ϵ −O(d) · k log n.
Next, we analyze the lightness of the bipartite cliques. Each such clique corresponds to an edge (x, y) of H, where either x or y (or both) are clean; we charge the total weight of all the clique edges with the clean nodes among x and y. We will thus bound the total charge W over all clean nodes.
For an i-level clean node x, let W (x) denote the total charge over x and all its descendants. By construction, all descendants of a clean node are clean as well. Moreover, for S(x) . The analysis of Section 3 implies that the degree of any point in S(x) is at most ϵ −O(d) · k. We also know that |S(x)| ≤ 2k+1. Finally, all edges that are incident on points in S(x) until level i have weight O( 1 ϵ )·rad(x). The next corollary easily follows. A clean node is called almost-dirty if its parent in T is dirty. Let A be the set of all almost-dirty nodes in T . By construction, for any pair x, y of distinct nodes in A, neither one of them can be an ancestor of the other. Also, any clean node z / ∈ A is a descendant of a single node in A, hence the total charge W of all clean nodes is equal to ∑ x∈A W (x). By
∑ x∈A rad(x) = O(ω(M ST (X))). Proof. We start with making the following claim. Let XA ⊆ X be the set of net-points that correspond to nodes in A, i.e., XA = {p(x) | x ∈ A}. Consider the MST of (XA, δ), M ST (XA), and note that ω(M ST (XA))) ≤ 2 · ω(M ST (X)). Let rt be an arbitrary node in A. We root M ST (XA) at p(rt), and orient all the edges towards p(rt). In this way for each node x ∈ A \ {rt}, the corresponding net-point p(x) has a single outgoing edge in M ST (XA), denoted e(x). By Claim 4.3, ω(e(x)) ≥ rad(x)
5
; also, for any pair x, y ∈ A of distinct nodes, their corresponding net-points p(x) and p(y) are distinct, which implies that the corresponding outgoing edges e(x) and e(y) are distinct too. It follows that ω(M ST (XA)) = ∑ x∈A\{rt} ω(e(x)) ≥ ∑ x∈A\{rt} rad(x) 5
. We also have rad(rt) = O(ω(M ST (X))). Thus ∑ x∈A rad(x) = O(ω(M ST (X))), and we are done. Denote byH the spanner obtained from H by replacing the bipartite cliques with bipartite matchings, whenever possible. The above discussion shows thatH achieves the desired lightness bound ϵ −O(d) (k 2 + k log n). Also, the degree ofH is no greater than the degree of H. Finally, the proof showing thatH is a k-FT (1 + ϵ)-spanner is similar to the proof from Section 3.2, though more elaborate (see [40] ).
Diameter.
We next show how to obtain diameter O(log n), without increasing the other parameters.
The starting point (following an idea of [15, 41, 16] ) involves shortcutting the light subtrees of the net-tree T , i.e., those with distance scales less than ∆ n ; recall that ∆ = maxu,v∈X δ(u, v) is the diameter of X. This shortcutting is done using the 1-spanners of [42] (cf. Theorem 3 in [42] ). Next, we would like to add shortcut edges to the spanner H of Section 4. The naïve approach would be to build the shortcut spanner of Theorem 4.4 for each of the light subtrees of the net-tree T , and then replace each shortcut edge by a bipartite matching (if possible) or by a bipartite clique. This would give rise to a k-FT (1 + ϵ)-spanner with logarithmic diameter. However, the degree and lightness would grow by too much, and would exceed the desired thresholds of ϵ −O(d) · k and ϵ −O(d) (k 2 + k log n), respectively.
In order to control the degree and lightness due to shortcut edges, we first prune some nodes from T , and only later proceed to shortcutting the light subtrees of the resulting pruned tree T * . Then we proceed as before, replacing each shortcut edge by a bipartite matching or a bipartite clique. The ultimate spanner H * proving Theorem 1.1 is obtained by adding the shortcut edges to the spannerH of Section 4.
We turn to describing how the pruned tree T * is obtained. First, we remove all clean nodes from T . Shortcutting clean nodes is unnecessary, as our construction guarantees that the surrogate set of any clean node contains its entire descendant set. Moreover, one can go from any leaf point p to all the surrogates of its lowest dirty ancestor via a direct edge, as there is a bipartite clique between the surrogate set of that dirty ancestor and those of its clean children, one of which is an ancestor of p (and has p as a surrogate).
Second, we go over the resulting tree (with only dirty nodes) top-down, looking for dirty nodes x whose surrogate set is the same as that of x's parent π(x) and as that of every one of x's dirty siblings. Such nodes are called redundant, and they are removed from the tree. When a node x and its siblings are removed from the tree, we connect π(x) with its grandchildren. However, they too may be redundant and thus removed from the tree. This process may be repeated over and over; thus for an i-level node x, its parent in the pruned tree T * might be an ancestor of x in T of possibly much larger level j, j ≫ i.
Note that the degree of the pruned tree T * may be larger than the degree of the original tree T . However, standard packing arguments imply that there can be only O (1) The fact that there are no clean and redundant nodes in T * can be used to prove the following lemma, which is crucial for achieving the desired bounds on the degree and lightness of the ultimate spanner H * . By Theorem 4.4, the shortcut edges increase the degree of each tree node of T by at most deg(T * ) + O(1) = O(1) O(d) units. Thus, using Lemma 4.5, the degree of any point (due to the bipartite cliques and matchings that correspond to the shortcut edges) will be ϵ −O(d) · k. Hence the degree will be in check. By combining the ideas of [15, 41, 16] with the ideas of Sections 3 and 4.1, we show that the resulting graph H * is a k-FT (1 + ϵ)-spanner with diameter O(log n) and lightness ϵ −O(d) (k 2 + k log n). (See [40] for details.)
Runtime.
Equipped with the net-tree spanner of [38, 28] and the 1-spanners of [42] (both can be built in ϵ −O(d) · n log n time), our FT constructions can be easily implemented in ϵ −O(d) ·kn time. The bottleneck is to compute the surrogate sets of tree nodes (via Procedure Surrogates (i) , i ∈ [ℓ]). To this end, we can afford to spend only ϵ −O(d) · k time for each node (p, i). The main obstacles are the following: (1) How can we quickly find a host (q, i) for (p, i) (if exists)? Since (q, i) is a 24-friend of (p, i), there is a cross edge between (p, i) and (q, i) in the spanner of [38, 28] . By packing arguments, the number of cross edges incident on (p, i) is at most ϵ −O(d) , and so finding a host in ϵ −O(d) time is trivial.
(2) How can we quickly maintain the set F (p, i) of clean points from B(p, i)? The general idea is to keep in F (p, i) only O(k) clean points from B(p, i). If F (p, i) gets too small, we'll use the cross edges from the spanner of [38, 28] to find new points that can be added to F (p, i). More specifically, if there is a cross edge between (p, i) and (q, i), some points of F (q, i) may belong to B(p, i); these points are added to F (p, i) if |F (p, i)| ≤ O(k). In addition, we put the other points in an auxiliary reserve set R(p, i); since the radii of balls grow geometrically with the level, all points of R(p, i) will belong to the ball B(p ′ , j) of any ancestor (p ′ , j) of (p, i) at level j = i + Ω(τ ). This means that the reserve set of a node should only keep track of points that were added due to cross edges of the last O(τ ) levels, thus its size is ϵ −O(d) · k. If F (p, i) gets too small, we can move points from R(p, i) ∩ B(p, i) to F (p, i). (See [40] for details.)
