Abstract -Decoding the sequential flow of events in the human brain non-invasively is critical for gaining a mechanistic understanding of brain function. In this study, we propose a method based on dynamic Granger causality analysis to measure timing differences in brain responses from fMRI. We experimentally validate this method by detecting sub-100 ms timing differences in fMRI responses obtained from bilateral visual cortex using fast sampling, ultra-high field and an event-related visual hemifield paradigm with known timing difference between the hemifields. Classical Granger causality was previously shown to be able to detect sub-100 ms timing differences in the visual cortex. Since classical Granger causality does not differentiate between spontaneous and stimulus-evoked responses, dynamic Granger causality has been proposed as an alternative, thereby necessitating its experimental validation. In addition to detecting timing differences as low as 28 ms using dynamic Granger causality, the significance of the inference from our method increased with increasing delay both in simulations and experimental data. Therefore, it provides a methodology for understanding mental chronometry from fMRI in a data-driven way.
neural connectivities underlying brain processes. Functional MRI (fMRI) is an indirect measure of neuronal activity based on the blood oxygenation level-dependent (BOLD) hemodynamic response. Typically the hemodynamic response takes 5-8 s to reach its peak and 15-30 s to return to baseline. On the other hand, neural latencies are typically of the order of tens to hundreds of milliseconds. Therefore, accurate inference of the timing difference of neuronal activities using fMRI is challenging. However, using innovative experimental designs, previous studies have shown that fMRI is sensitive to latency differences of the order of hundreds of milliseconds in the human brain, notwithstanding its poor temporal resolution and hemodynamic smoothing [1] , [2] . Recently, a study performed by Katwal et al. [3] , suggested that recent advances in ultrahigh field image acquisition, fast temporal sampling, and techniques for increasing the available signal-to-noise ratio (SNR) may improve the ability to detect shorter timing differences. Using these strategies, Katwal et al. attempted to detect small timing differences in BOLD signals by introducing known timing differences between left and right visual cortices. They showed that Granger Causality (GC) works well for detecting small temporal precedence in BOLD responses in the visual cortex [3] . GC is a widely-applied method for mapping effective connectivity over the brain, which is based on a statistical measure of how one time series predicts the future values of another [4] [5] [6] [7] . However, conventional GC is sensitive to both spontaneous and stimulus evoked responses [8] . Previous studies have proposed that by estimating time-varying coefficients using a dynamic Granger causality (dGC) model, temporal precedence due to stimulusevoked responses can be inferred and separated from that due to spontaneous activity using both EEG [9] , [10] and BOLD fMRI data [11] [12] [13] . It is noteworthy that Astolfi et al [10] clearly demonstrated the utility of different formulations of the dynamic Granger causality model for tracking dynamically changing signal precedence using simulations. Therefore, the focus of the current paper is to validate dynamic Granger causality as a method for inferring neuronal timing differences from fMRI when the former are smaller than the sampling period of the latter. Specifically, we demonstrate the ability of the dGC model to infer sub-100 ms of timing differences between BOLD fMRI time series from left and right visual cortices using both simulation and experimental data. 
II. METHODS A. Experimental Data acquisition
Gradient-echo EPI data (TR =250 ms, TE = 25 ms, flip angle = 30 • , FOV = 128 mm × 128 mm and voxel size = 1 mm × 1 mm × 2 mm) were acquired from a 7T Philips Achieva scanner from five healthy subjects in two coronal slices (with no slice gap) around the calcarine fissure. An event-related visual hemifield paradigm with known timing difference between the hemifields was used. Accordingly, the visual stimulus was presented separately to the left and the right hemifields with a variable delay in the onset times of the stimulus in the right, as compared to the left hemifield. Each visual stimulus comprised a 2-s flashing of checkerboard followed by a 16-s fixation cross for total trial duration of 18 s. Each run included 17 trials and the total run time was 306 s For each subject, five runs were executed by introducing known delays (including 0, 28, 56, 84, 112 ms) between right and left hemifield stimulus, with the left hemifield stimulus leading the right hemifield stimulus. It is well known that the signal in the left sight view maps on to the right primary visual cortex and vice versa. Therefore, ideally, the extracted time series in the left primary visual cortex should be a delayed version of the time series in the right primary visual cortex, and this delayed similarity should be increasingly obvious as the timing differences increase. Fig. 1 shows the stimulus paradigm described above. A standard preprocessing pipeline including motion correction, linear trend removal, normalization and high-pass filtering was adopted. Spatial smoothing was not performed, in order to preserve the high spatial resolution (please refer to Katwal et al [3] for further details). Regions of interest (ROIs) in the left and right visual cortices were obtained using voxels selected by a novel graph-based visualization of self-organizing maps as shown in Fig. 2 [3] , [14] . Katwal et al [3] showed that voxels and associated prototype time series identified via self-organizing maps best represented activity across different delays/subjects and hence were better suited for inferrring timing differences between the two visual hemifields as compared to those obtained via standard general linear models or independent component analysis. Also as in Katwal et al [3] , it was manually made sure that the ROIs did not contain voxels outside V1 and that approximately equal number of voxels were picked both left and right hemispheres contained. The selected prototype time series from left and right hemispheres were averaged and the resulting mean time series were denoted as X and Y, respectively. These time series were used for the current analyses.
B. Generation of Simulated Data
In order to theoretically evaluate the performance of dGC for inferring the time differences, a dataset was artificially generated to simulate the fMRI signals in left and right primary visual cortex with known time differences. Firstly, the "neural" time series of right primary visual cortex with sampling period of 1 ms was generated. The length of this time series was 306000-points corresponding a duration of 306000 ms, and contained 17 trials as in experimental data. Each trial consisted of 2000 points with values of one corresponding to visual stimulation followed by 16000 points with values of zero corresponding to rest. Likewise, "neural" time series corresponding to left primary visual cortex was generated by delaying the time series of right primary visual cortex by 0, 28, 56, 84, 112 points respectively, corresponding to 0-112 ms delays between time series in order to mimic experimental data. Subsequently, corresponding simulated HRF-convolved fMRI time series was generated by the convolution of "neural" time series with Statistical Parametric Mapping (SPM)'s canonical HRF. Finally the simulated fMRI time series were obtained by down-sampling the simulated HRF-convolved fMRI time series with a factor of 250 (corresponding to the TR used in experimental data) and 5 Db white Gaussian noise was added to mimic thermal noise in the data. Totally 500 simulated fMRI signals were generated for each delay in order to sample the noise distribution adequately. The analyses described below were carried out for both the simulated and experimental data.
C. Dynamic Granger Causality Analysis
As mentioned above, conventional GC is incapable of separating temporal precedence due to spontaneous and stimulusevoked brain activity. One possible approach for inferring temporal precedence only from stimulus-evoked brain activity is to show that Granger causal estimates covary with the experimental paradigm. Such modulation can confirm temporal precedence due to stimulus-evoked activity and rule out temporal precedence from spontaneous activity. However, conventional GC can only provide one connectivity measure for the entire experiment, because it assumes that the model coefficients are stationary and invariant across time as shown below. Let two fMRI time series from two cortical regions be represented as [x(t)y(t)]. The fMRI time series can be input into a bivariate autoregressive model [4] as follows:
where p is the order of the model [19] , a are the model coefficients and e is the model error. We chose a model order of 1 since the timing differences between bilateral visual cortices we were trying to detect is less than 1 TR. Note that a(0) represent the instantaneous influences between time series while a (1) represent the causal influences between time series. The effect of instantaneous correlation on causality can be minimized by modeling both instantaneous and causal terms in a single model as shown before [16] . The model coefficients were allowed to vary as a function of time in order to make the bivariate autoregressive model [i.e., (1)] dynamic as given below
Considering the model coefficients ai j (n, t) as a state vector of a Kalman filter, they were adaptively estimated using the algorithm proposed by Arnold et al. [17] . Unlike ordinary least squares used to estimate static autoregressive models (i.e., without time-varying coefficients) which use all the data to fit the model at once, the Kalman filter framework allows for recursive estimation of parameters so that the system will not become under-determined. Dynamic Granger causality (dGC), which is a function of time, was then obtained as follows:
A similar metric has been previously used in the static case [18] . The dGC model was used to get X → Y and Y → X connectivity time series for all subjects and delays using a model order of one. The forgetting factor for the Kalman filter was estimated based on minimization of relative error variance [13] . Subsequently, we calculated dynamic Granger causality difference (dGCD) time series as follows:
dGCD time series is to infer the difference in timing between X and Y. The reason of using Granger causality difference instead of original individual GC for the following analysis is that it can solve the inference problems mentioned in Roebroeck et al [5] . If dGCD is larger than zero, it means that the precedence is from X to Y at the specific time point and vice versa if dGCD is negative. (6)] was generated by the convolution of the stimulus boxcar function with Statistical Parametric Mapping (SPM)'s canonical HRF. Fig. 3 shows the stimulus function and the time series representing the experimental paradigm. In order to evaluate how dGCD covaried with the experimental paradigm, a linear regression model (LR) was used, considering the dGCD time series as the response variable and the experimental paradigm as the predictor variable [11] , [12] as shown in (6), where. β 1 is a coefficient and e(t) is the model error.
The t-value obtained from the LR is a statistic indicating the significance of the coefficient β 1 and hence represents the strength of co-variance between dGCD time series and the experimental paradigm. For each delay, we obtained 500 tvalues for simulation data and 5 t-values corresponding to experimental data from five subjects, respectively. Subsequently, a one-side z-test was performed to examine whether the sample represented by the t-values had a mean significantly larger than zero. Since we have only one dependent variable in the LR model, we could use either β or t value. In more general case, if we have more than two dependent variables, using t value in the z-test is more suitable. The null hypothesis of z-test was that the sample belonged to a normal distribution with zero mean, and standard deviation of σ . For all z-tests, we set σ equal to the standard deviation of the t-values obtained by 0 ms delay. We used z-test (not to be confused with the commonly used z-score calculation) because we had the assumption that the t values for all the five delays should have same variance, equal to that obtained by a 0 ms delay. By using z-test, we can fix the variances and thus made a more fair comparison of p-values. Finally, we performed a linear regression considering the t-values as a function of the timing difference between the hemi fields in order to test whether the t-values significantly increased with increasing delay.
E. Comparison With Cross-Correlation Function
The conventionally used metric for estimating delays between time series is the cross-correlation function which computes Pearson's correlation coefficient between two time series at various delays and infer the delay corresponding to the highest correlation coefficient as the time delay between the time series. Correlation analysis is the accepted gold standard for relative delay estimation when the "delay" is expressed in terms of the sampling period of the time series. However, in our case, we are trying to estimate a delay which is less than the sampling period. This delay is at the neural level, but we are trying to infer it from fMRI which is a smoothed and downsampled version of the neural signal. Therefore, the efficacy of correlation analysis for inferring neural delays from fMRI must be re-evaluated. The strength of such inference will likely increase with increasing delay. Therefore, we compared the efficacy of dGCD with that of the conventionally used cross-correlation function for inferring neural latencies. The minimum latency that can be inferred using the cross-correlation method is equal to the sampling period. The TR of the fMRI time series we used was 250 ms. Since we were interested in inferring sub-100 ms delays, we upsampled the data 25 times such that the resampled data had a sampling period of 10 ms. The upsampling method used here is called "spline interpolation," which is a fast, efficient and stable method and has been extensively used for interpolation in the past [20] [21] [22] . For each delay and subject, we obtained the cross-correlation function between the upsampled data from bilateral visual cortices. The delay corresponding to the maximum cross-correlation value was found in each case. A one-side z-test was performed to test whether the timing differences obtained from the cross-correlation function were significantly greater than zero, similar to the procedure adopted in the case of dGCD.
The up-sampling procedure described above is not a strictly analogous comparison with dGCD wherein we used the time series in its native temporal resolution. Therefore we further hypothesized that cross-correlation between X and Y at a timeshift of 1 TR should be significant for all delays except 0 ms. However, it was found that the cross-correlation between X and Y for 0 ms had a large bias. Therefore, we subtracted this bias from cross-correlation obtained from other delays and then used the z-test for each delay (in both simulated and experimental data), similar to the procedure adopted to test dGCD. Further, we tested whether cross-correlation increases as a function of increasing delay between left and right hemi fields. We obtained the cross-correlation value between X and Y at 1-TR shift for each delay between the visual hemi fields. Subsequently we performed a linear regression regarding cross-correlation value at 1-TR shift as a function of the timing difference between the hemi fields. If the hypothesis holds true, the gradient should be significantly different from 0.
III. RESULTS

A. Simulated Data
The dGC and cross-correlation analyses without upsampling were applied on simulated data. Table I and  Table II show the simulation results using the two methods. Table I shows the statistics (i.e., z-value, mean, 95% confidence interval for mean, p-value) of a one-sided z-test used to test whether the 500 t-value sample obtained from simulated fMRI signals using the dGC model was significantly greater than zero. It indicated that dGCD significantly covaried with the experimental paradigm for all the delays except 0. Notable that since it is a one-sided test, all the right-hand sides of 95% confidence intervals for mean are +∞. Table II shows statistics of a one-sided z-test used to test whether the crosscorrelation sample (obtained from 500 simulated fMRI time series) between X and Y at a time-shift of 1TR for non-zero delays is significantly greater than the mean value obtained with 0 ms delay. The results show that no significant correlation was detected for any delay using the cross-correlation analyses. Table III shows the statistics of a one-sided z-test used to test whether the t-value sample was significantly greater than zero. It is notable that no causality was detected for a delay of zero, while dGCD significantly covaried with the experimental paradigm for all other delays. Also, the significance of causality generally increased with increasing delay as evidenced by the significant positive relationship between t-values and the timing difference between visual hemi fields in the linear regression model ( p = 0.004). This indicates that dGCD derived from fMRI data was sensitive to even 28 ms latency and that the sensitivity increased with increasing delay time. Fig. 5 shows the delays inferred from the cross-correlation function using up-sampled data on the y-axis and the true delays on the x-axis. The statistics of the one-sided z-test used to test whether the delays inferred from the crosscorrelation function were significantly different from zero are shown in Table IV . It is apparent that the cross-correlation function with up-sampled data infers a delay when there is no true delay and does not infer a delay when there is one. TABLE V  STATISTICS OF A ONE-SIDED Z-TEST USED TO TEST WHETHER THE  CROSS-CORRELATION BETWEEN X AND Y AT A TIME-SHIFT OF 1TR OBTAINED FROM NON-ZERO DELAYS IS SIGNIFICANTLY GREATER THAN THE MEAN VALUE (i.e., 0.6732) OBTAINED WITH 0 ms DELAY Fig. 6 shows the cross-correlation values between X and Y at a time-shift of 1 TR for all delays between X and Y. The cross-correlation between X and Y for 0 ms had a large bias, which can be problematic in experimental studies. Even after subtracting this bias from cross-correlation values at a timeshift of 1 TR obtained from other delays (28- 112 ms) , the one-sided z-test was not significant for any delay. The corresponding statistics for the z-test are shown in Table V . This demonstrates the inability of the cross-correlation framework to infer neuronal delays from fMRI data. The p-value for the linear regression was not significant ( p = 0.31), indicating that there is no significant increase of cross-correlation value with increasing timing difference.
B. Experimental Data
IV. DISCUSSIONS
There has been intense debate in the past two years regarding methods which are suitable to infer directional connectivity information from fMRI [23] [24] [25] [26] [27] . Simulations by Smith et al [28] showed that Patel's τ [29] was more suitable than lagbased methods such as Granger causality for detecting directional connectivity. However, studies conducted by different groups have shown that under certain conditions, such as fast sampling and hemodynamic variability being within a range typically observed in healthy individuals, Granger causality can faithfully capture directionality information from fMRI based on neuronal latencies [30] [31] [32] , [35] . The most recent and compelling experimental evidence in favor of Granger causality corresponds to the study by Katwal et al. which showed that using Granger causality for relative timing measurement and self-organizing maps for voxel selection, timing differences as low as 28 ms can be inferred from fMRI time series in bilateral visual cortices, which had experimentally controlled timing differences induced by time-lagged hemifield stimulation [3] . This makes the data obtained from the Katwal et al. study ideal for testing and validating potential approaches for inferring latencies from fMRI.
However, it is notable that we are not aiming at improving the results from Katwal et al. in terms of the ability to detect neuronal lag. One outstanding issue with conventional GC is that it is sensitive to both spontaneous and stimulus evoked responses [8] . Our method is designed to be sensitive to only the stimulus-evoked response, and hence, may be more appropriate for task-based studies. Previous studies using both EEG [9] , [10] and BOLD fMRI data [11] [12] [13] have proposed that by estimating time-varying coefficients using a dynamic Granger causality model (dGC), temporal precedence due to stimulus-evoked BOLD responses can be separated from that due to spontaneous activity. Therefore, in this study, we have reused the data from the study conducted by Katwal et al. [3] to demonstrate and validate the use of dynamic Granger causality to infer tens of milliseconds of stimulus-evoked timing differences from BOLD fMRI. In order to be consistent with the study by Katwal et al., we used dynamic Granger causality difference between bilateral visual cortices as our metric.
We tested three primary hypotheses. First, whether the covariance of dynamic Granger causality difference with the experimental paradigm was non-significant for a delay of 0 ms. This was indeed the case as shown in the simulation and experimental results of Table I and Table III , respectively, wherein the null result would indicate that there was no underlying timing difference. Second, the amount of covariance of dynamic Granger causality difference with the experimental paradigm must increase with increasing latency. The increasing t-value of the LR in Fig. 4 (and decreasing p-value in Table I for  simulated data and Table III for experimental data) as well as a significant linear relationship (as ascertained through a regression model) between t-values and timing differences supports this hypothesis. Consequently, the t-value can be interpreted as proportional to the amount of latency between the time series, though the dGC method is not designed to explicitly estimate the latency. Third, we hypothesized that even for a 28 ms delay, we would find significant ( p < 0.05) covariance between dynamic Granger causality difference and the experimental paradigm. This was proven right as shown from the simulation results shown in Table I and experimental results shown in Table III . Results obtained from the conventionally used cross-correlation function demonstrated its inability to infer neuronal latencies from both simulated and experimental fMRI data. However, this must not be construed as a generalization to inference of delays from cross-correlation analyses of time series in other contexts wherein the delays maybe comparable to or greater than the sampling period.
The potential utility of the proposed method is primarily for investigating task-based directional connectivity between brain regions. Since the covariance of the experimental paradigm with dynamic effective connectivity can be inferred, much like the inference of the covariance of the experimental paradigm with the BOLD signal in traditional LR-based activation analysis, the rich set of tools and experimental designs available for traditional activation analysis can be readily used for connectivity analysis. Another potential application of the proposed method, which is not the primary focus of the current paper, is the investigation of ongoing spontaneous activity on evoked responses. It has been demonstrated that ongoing activity profoundly impacts trial-to-trial variability in taskevoked responses as well as behavior [39] . However, it is yet unclear how intrinsic directional connectivity during ongoing (spontaneous) activity impacts connectivity evoked by subsequent external stimulus and whether such relationships are salient for trial-to-trial variability in behavior. This question assumes greater importance in the context of the Bayesian hypothesis of brain function which proposes that intrinsic activity provides top-down predictions of sensory input while extrinsic activity causes bottom-up prediction errors based on incoming sensory information, and the brain compares both to minimize the surprise (or variational free-energy) due to prediction errors [40] , [41] . Future studies may test the validity of these notions by using the proposed dynamic connectivity approach which enables the segregation of intrinsic and evoked directional connectivities in the brain.
Finally, we provide a few cautionary notes for interpreting the results presented in this report. First, given the confounding effect of the variability of the hemodynamic response [33] , [34] on Granger causal estimates obtained from BOLD fMRI [35] , [36] , it is noteworthy that hemodynamic variability was probably not a factor influencing the results of both the Katwal et al.'s study [3] as well as the current study since left and right visual cortices are likely to have the same hemodynamics as they are fed by a common hemodynamic source. Also the monotonic increase in GC measures with the experimentally-controlled delays denotes a task-related effect and rules out hemodynamics as the cause of our results. However, if the proposed dGC technique is applied to other situations where this may not be the case, we recommend that the dGC model be applied on deconvolved fMRI data [37] , [38] . Second, the performance of the dGC model was aided by the high SNR obtained from the 7T magnet as well as high temporal resolution provided by a TR of 250 ms. More studies are required to ascertain the applicability of these results at lower field strengths and longer TRs. Third, our results should be interpreted within the framework of inferring neuronal delays as one of the indirect measures of directional connectivity. Neuronal delays are an established electrophysiological signature of directional connectivity; however the activity of region A may directionally influence (or predict) the activity of region B regardless of an explicit delay between the activities obtained from both the regions. Fourth, cross-correlation is a gold standard for estimating delays between time series. However, we did not find it to be useful for inferring neural delays from fMRI data, which is a special case where in the delays are lesser than the sampling period. Therefore, the performance of crosscorrelation in our context must not be generalized to other situations where in the delays may be comparable or greater than the sampling period in which case cross-correlation may work well.
V. CONCLUSION
In this study, dynamic Granger causality analysis was performed to detect sub-100ms timing differences in BOLD responses from the visual cortex. While Katwal et al. [3] demonstrated this possibility using conventional Granger causality, our proposed dynamic Granger causality metric relies on experimental modulation of causality with time. Consequently, the proposed model was able to infer only stimulus-evoked (and not spontaneous) neural timing differences. In summary, our experimental validation of dynamic Granger causality to detect sub-100 ms (as small as 28 ms) timing differences provides a reliable data-driven method for effective connectivity analysis of task-based fMRI data.
