Abstract-A pulsed plasma source for deposition of thin polymer films was modeled numerically with the one-dimensional (1-D) time dependent fluid transport equations describing an explosion for an ideal gas. Initial number density, explosion temperature, and velocity were made consistent with values in an experimental reactor. These quantities as well as pressure and fluence were modeled for a distance of 2 m and for a time duration of 93 s. The trajectory for maximum pressure calculated from the model was observed to be consistent with the experimentally measured trajectory of maximum emitted light from an acetylene plasma. Measured axial profiles of areal density for the deposited polymer films were compared with modeled fluence.
I. INTRODUCTION

I
NTENSE pulsed plasma sources have been used extensively for fusion research [1] - [4] and to a lesser extent in plasma assisted materials processing [5] - [9] . Low intensity pulsed plasma sources are more commonly used for the latter applications [10] - [13] . In this paper we use explosion theory to model energy release from an intense pulsed plasma source used for production of deposited thin electroactive polymer films. A monomer gas (acetylene) was released into a vacuum chamber and then 280 s later polymerization was initiated with intense radio frequency (RF) heating; the polymer formed was then deposited as a thin film on substrates mounted on a stainless steel holder and located downstream (see Fig. 1 and Table I .) For the work described here, peak current in the RF coil was about 55 kA with a damped sinusoidal time variation with fundamental frequency 290 kHz, a duration of about 20 s [7] , and a repetition rate of about 1 pulse/min. In the literature [1] - [4] such a mechanism for plasma production has been called a theta pinch or if the RF coil is cone shaped (as it was for this work), a conical theta pinch. Detailed modeling of the plasma in such devices can be quite complex [4] . In this work, we use the theory of explosions [14] - [18] to make a more tractable model as it relates to plasma-assisted polymerization and thin film deposition. Fig. 1 . Pulsed plasma source. Unsteady monomer gas flow from the puff valve is polymerized by the RF coil. Positions z 1 -z 7 are described in Table I. A detailed description of the processes by which the gas is heated and has imparted to it an initial velocity are beyond the scope of our work; however, many references exist that describe the salient phenomena [1] - [3] , [19] . For hydrogen and helium theta pinch plasmas parameters are known to be sensitive to experimental conditions but some researchers have reported values consistent with 580 000 K for electron temperature, 580 000 K for ion temperature, and 50 km/s for fluid velocity [1] - [3] . Thus in theta pinch plasmas electrical energy is transferred not just to electrons but also to the more massive ions. As will be seen later in this paper, fluid velocities appearing in our model are in the range 7-18 km/s, consistent with experimentally observed velocities. Some of this range is in excess of 9.27 km/s, the critical ionization velocity [19] for acetylene, the gas used in our experiments. Neutral gas moving (relative to a magnetized plasma) in excess of the critical velocity may be subjected to phenomena such as an ionization front, electron heating, excitation of electrostatic two-stream instabilities, and space charge buildup. Neutral gas not converted to plasma via these mechanisms is ultimately heated by processes such as photoexcitation, inelastic scattering, charge transfer, and dissociation into hot neutral fragments [20] .
A conventional constant volume combustion process results in an explosion and the final temperature (before expansion takes place) is the explosion temperature [14] . For typical explosions, the energy source is heat of combustion which results from oxidation of fuel. In this work, where there is no oxidizer present, we assume that energy injected by the RF coil into a region of monomer gas (acetylene) results in an "explosion temperature." The model then follows the downstream expansion of this heated gas into adjacent cold monomer gas.
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Right end of pyrex tube. 92 In addition, due to the conical shape of the RF coil, the heated gas is imparted an initial downstream drift velocity which, in the present experiments, is caused by magnetic pressure expelling plasma from the RF coil region. A one-dimensional (1-D) time dependent numerical simulation was developed in order to follow the expansion process, with both hot and cold monomer being modeled as the same ideal gas.
II. MODEL
A. Conservation Equations
For 1-D planar flow in the -direction without heat conduction, the conservation equations given by Korobeinikov [16] , [18] are
where , , , and are mass density, -directed velocity, pressure, and internal energy per unit mass, respectively. Equations (1), (2), and (3) describe conservation of mass, momentum, and energy, respectively, with the "conserved quantities" appearing in braces For an ideal gas we have
where , , , , and are mass per particle, number density, Boltzmann's constant, temperature, and degrees of freedom [21] , respectively. Equation (6) is a statement of equipartition of energy [22] . These six equations can be solved numerically if the initial conditions , , and are known at .
B. Numerical Form of Equations
In order to develop a numerical solution the space and time coordinates were divided into a grid such that the grid points were located by (7) (8) Using the Lax explicit numerical method [23] , [24] we replaced partial derivatives by numerical representations. Letting " " represent any quantity for which the partial derivatives are required, this numerical method yields (9) (10) The size of the time step, , was adjusted every 35 time steps throughout the simulation and was set by (11) where is a numerical stability parameter which was assigned a value of 0.6 in order to avoid instabilities in the simulation.
C. Initial Profiles for , , and
The initial profile for was found by considering monomer expansion from the puff valve. In the present work, the puff valve was energized about 400 s before RF energy was applied. Since the puff valve has a "dead time" prior to opening of about 120 s, the monomer gas expanded for about 280 s before the RF coil was energized. Combining the base pressure of torr with the model described in [25] yields the predicted initial monomer number density profile given as the curve in Fig. 2(a) . For this initial condition on , the front of the expanding monomer cloud was at cm, the rarefaction wave [25] was at cm, and the total number of injected monomer molecules was 1. 5 10 . As a summary of the time sequence of events in our model, note that gas expansion from the puff valve started at s and RF heating occurred instantaneously at . Previous work [25] described expansion from the puff valve for and the present paper models conditions for . Initial conditions on and came from energy balance considerations. For this simulation, the injected RF energy called is assumed to be deposited "instantaneously." In the experiment [7] , energy is deposited for a time duration of about 20 s.
is related to total energy stored in the RF capacitor by an efficiency factor (12) where and are capacitance and voltage, respectively, for the RF capacitor.
was assumed to be expended in raising the monomer temperature and, additionally, by virtue of the conical shape of the RF coil, imparting an axial velocity to the heated monomer.
The initial profile was assumed in the model to be of the form (13) where , , , and are maximum monomer temperature rise above ambient due to RF heating, ambient temperature, a parameter to control the axial extent of RF heating via the coil, and a parameter to control the steepness of transition from heated monomer to surrounding ambient monomer, respectively.
The initial profile was assumed in the model to be of the form (see (14) at the bottom of the page) where is the maximum value for . The hyperbolic tangent function in (13) and (14) was chosen to provide smooth transitions in these profiles. Equations (13) and (14) are based on the assumption that RF energy injection was nearly uniform over the axial length of the RF coil. Parameters and were forced to be consistent with energy conservation and with the equipartition theorem through the constraint (15) where , , and are degrees of freedom for the ideal gas, tube cross sectional area, and extent of the spatial grid, respectively. Parameters , , and were chosen to be consistent within an order of magnitude of Langmuir probe measurements previously reported for this device [8] .
Initial and profiles for this work appear as the curves in Figs. 2(c) and 3(a) , respectively. Parameters shown in Table II were used to create these initial conditions. The value of for degrees of freedom is quite large but this value accounts not only for translation, rotation, vibration, and excited internal states but also in an approximate way for other energy "sinks" such as dissociation, ionization, and vorticity. As the simulation progressed in time, boundary conditions at the origin related to temperature and density were chosen to preserve even symmetry about the plane. For velocity, for for (14) boundary conditions at the origin were chosen to preserve odd symmetry about the plane. Thus the model effectively simulated one pulsed plasma source firing in the direction and one firing simultaneously in the direction. Simulation run times were kept short enough such that the right boundary was beyond all perturbations. Table III shows parameter values used for the numerical runs discussed here. Equations (1)- (6) were solved numerically by the Lax explicit method. Results for , , , and , at various time intervals and axial locations, are shown in Figs. 2 and 3 . Although the simulation covered the domain results in these figures are plotted only for since reflection from the right end plate was not incorporated into the model. These figures show formation and movement of a right moving shock wave. Number density which had an initial maximum value in the simulation of at reached a maximum of at cm (not sampled by these plots.) In the simulation, the spatial profile of temperature never exceeded the initial maximum value of 212 000 K. Peak velocity continued to increase from its initial maximum value of 7.66 km/s reaching a peak value of 17.3 km/s during the simulation. Pressure reached a maximum value of 28.2 kPa at s and cm slightly in excess of its initial peak of 26.4 kPa.
D. Simulation Results
III. COMPARISON WITH EXPERIMENTS
A. Photodiode
Experimentally, the optical fiber and photodiode which are shown in Fig. 1 were used to measure light emission from the pyrex tube as a function of time and axial position. It was convenient to then tabulate time of maximum light emission as a function of axial position. We hypothesized that maximum light emission from an axial location would be coincident with maximum pressure. To test this hypothesis, we found from the simulation the time of maximum pressure for each location and plotted these as the dots shown in Fig. 4 along with the crosses which represent measured times of maxima from the photodiode signal. These plots support the hypothesis that maximum light emission is closely correlated with peak pressure. The nearly discontinuous behavior of the model trajectory near cm appeared as the pressure of the shock front decreased below the pressure plateau that followed the shock front. Fig. 5 compares measured photodiode current with modeled pressure at two locations. In both positions, precursor light (probably due to photoionization and/or light being reflected down the pyrex tube) appears on the photodiode signal before the main front arrived. The front of the photodiode signal was more gradual in time than the pressure wave predicted by the model. At cm, model pressure and photodiode current have nearly coincident peaks; however, the relative maxima are both quite gradual. At cm, relative maxima are more pronounced with pressure from the model peaking about 5 s later than measured photodiode current. Interpretation of light emission measurements are complicated by the fact that some photons might be emitted from the surface of the pyrex tube (rather than from within the gas) as the pressure wave passed the observation position. Since the model assumes instantaneous injection of energy, we expect to see some differences between model and experiment.
B. Mass Deposition Profile
The substrate holder shown in Fig. 1 was used to support gold foils which were weighed with a microbalance before and after exposure to multiple plasma pulses. On-axis areal density profiles are shown in Fig. 6 . Most remarkable in this graph is the relative maximum appearing at about cm. To compare with the numerical model, we considered fluence, , defined in our work as (16) where has units of particles/ . This definition accounts for particle transport via fluid velocity but not via random thermal motion. Of special interest is the available fluence defined by (17) Since it is not possible to run the numerical simulation for infinite time, we estimate as (18) which is the number of particles per unit area that exist left of the point at time . Fig. 7 shows plots of , , and . Ignoring wall losses, as approaches the deposition profile should be proportional to the dashed line in Fig. 7(a) . In the next section, we discuss the hypothesis that losses to the walls caused the relative maximum near cm that appears in the experimental data of Fig. 6 .
IV. DISCUSSION
Since this was a 1-D simulation, losses to the walls were not explicitly included; however, the experimental data shown in Fig. 6 show that on-axis areal density increased with axial distance, reached a relative maximum at about cm and then decreased. This behavior is consistent with losses to the walls of the reactor. Diffusion to walls is known to be an important factor in axial flow reactors and its relative importance can be calculated with Pe the radial diffusion Peclet number [26] ( 19) where , , and are axial velocity, inside radius of the reactor tube, and diffusion coefficient, respectively. Although our model does not include radial variations in , , , and , the Peclet number defined in (19) provides an estimate of the ratio (mass flux due to axial convection) to (mass flux due to radial diffusion). For this work, is shown in Fig. 3 , is 5 cm, and for we use the following relation which is consistent with Jeans [27] (20) where is collision cross section which was assigned the value 9.61 10 m to make this expression for match Andrussow's [28] value of 9.12 10 m /s for acetylene at K and kPa. Note that in (20) , the first set of parentheses contains mean thermal velocity and the second set contains mean free path. Fig. 8 shows Pe at times and axial locations that match Figs. 2 and 3 where , , , and were shown. For reference purposes dashed horizontal lines are shown in Fig. 8 at the level where we expect the instantaneous mass flux by axial convection to be nearly 10 times larger than the instantaneous mass flux by radial diffusion. In an approximate sense, we expect wall losses to become significant when the curves of Fig. 8 drop below the horizontal dashed lines.
Since our experimental measure of on-axis areal density shown in Fig. 6 is a time integrated quantity, it is difficult to make a direct comparison with our plots of instantaneous Pe in Fig. 8 . For example, we note that the maximum Peclet number from the model appeared at s and cm significantly to the left of the relative maximum in areal density appearing in Fig. 6 at about cm. In the opinion of the authors it could be hypothesized that these wall losses, combined with the positive slope of the available fluence [the dashed line in Fig. 7(a) ] should yield the relative maximum in areal density observed experimentally in Fig. 6 .
Future enhancements to this model could include the addition of chemical kinetics, inclusion of plasma reflection from the substrate, and modeling of thermal transients that appear in the growing film. However, in its present form, the model is complete enough to contribute to the optimization of intense pulsed plasma reactors.
V. CONCLUSIONS
The Lax explicit method was used to evaluate numerically a 1-D time dependent explosion model of a pulsed plasma reactor. The simulation modeled number density, temperature, pressure, fluid velocity, fluence, and Peclet number for a distance of 2 m and a time duration of 93 s. The calculated trajectory for the pressure maximum was similar to the measured trajectory of maximum light emission. A relative maximum in measured on-axis areal density was observed and is hypothesized to be a manifestation of the location of the puffed gas front and mass flux to the walls of the reactor due to radial diffusion.
