B in accordance with the "rules of correspondence" provided by the mathematical object d:B -♦ B.
There are at least two important ways to demonstrate the nonconstructive character of the above theorem within recursion theory:
First, the proof of this theorem like many in mathematics uses a highly non-constructive mathematical principle: the Heine-Borel Theorem. In fact, if the Heine-Borel Theorem were restricted to be constructive in a precise interpretation within the framework of recursive analysis, it would not be a theorem at all. We believe that Ernst Specker was among the first to realize this along with his early observation that the Bolzano-Weirstrass Theorem fails in recursive analysis. Thorough discussions of this type of phenomenon can be found in the very comprehensive book on constructive mathematics by Michael Beeson [1985] and in the monograph Structure and Complexity by Lewis [1986] .
Secondly, even if the theorem were true constructively, e.g. put in terms of finite sets entirely, the hypothesis of the theorem is not sufficient to provide any effective means for uniformly determining values of d(B) from effective enumerations of elements in its domain.
Here, we call an eniomeration effective if it can be carried out by an algorithm; and the set of objects thus enumerated is termed recursively enumerable.
To underscore the second point, here is an example of a noncomputable choice function on a recursively enumerable well-defined family of finite sets.
Example 1:
We will assume Church's Thesis and identify with any computable function some Turing machine that represents the recursive function and provides the algorithm for the computation of the function. A discussion of Church's Thesis and the terminology and concepts used from recursion theory may be found in Rogers [1967] , or Beeson [1985] . We will not go into detail on the reasons why Church's Thesis is a useful and reasonable principle, as we have discussed it elsewhere, cf. Lewis [1985] .
Let w be the first infinite ordinal, i.e. w = {0,1,2 n, . ..) and define the following family of finite sets. For each n < o, let B(n) be the initial segment of w determined by all integers less than or equal to the maximum number of one's printed by a Turing machine having n-states. There are infinitely many such machines, each determined by a list of instructions for the computation it performs.
But there are only finitely many equivalence classes over the different programmes for the class of n-state Turing machines. Let the relation R be determined by the reflexive order on the natural numbers so that X R y iff X > y for all x,y < w. It is clear that |B(n)| < w, for each n and so, the set {y: xeB(n) =» yRx} exists for all n and is simply the quantity argmax f for f the identity function on w. Note B(n) that the identity function is a recursive function; in fact, it is a primitive recursive function. And so, for each n, the quantity argmax f B(n) may be effectively found.
But now let us ask the question whether there exists a recursive function he'^w such that for all n < w,
First of all, if there were such a function he'^w, it is easy to see that there are certain features it must possess.
Lemma 1:
If there exists a recursive function he'^u such that for all n < w, h(n) = argmax f then, B(n)
Pf: Boolos and Jeffrey [1974] or T. Rado [1962] Theorem 2:
There is no recursive function h satisfying properties (1) -(3).
Pf:
It is not hard to see that if h were recursive then, for k the # of states in the Turing machine that computes h h(n + 2k) > h(h(n)) -6-(cf. Boolos and Jeffrey [1974] p. 38). Now the property that h(n + 1) > h(n) yields that h(j) > h(i) if j > i for all i,j < w. Thus, j < i if h(j) < h(i) for all i,j < w. Now let i = n + 2k and let j = h(n) to obtain n + 2k > h(n) for all n < w Positive translations do not affect this relation, and so, n + 11 + 2k > h(n + 11) for all n < w follows if h is recursive.
From the lemma, part (3) h(n + 11) > 2n (and this is true whether or not h is recursive). Combining inequalities, we obtain ■':.. --. . n + 11 + 2k > 2n "r if h is recursive. Therefore, * 11 + 2k > n for all n < w, if h is recursive. In the particular case of n = 12 + 2k, this relation gives the following piece of nonsense:
Therefore the function h cannot be recursive
It is not hard to construct other examples of non-computable choice functions for any recursively enumerable strictly monotone increasing family of finite sets. We have chosen the above example for the sake of its clarity.
The fact that no recursive h can exist such that
for all n, means that the demand correspondence induced by the choices made in accordance with f cannot be recursively realized in a uniform way on the family of finite sets (B(n) : n < w) The paper entitled "On Turing Degrees of Walrasian Models", Lewis [1987] gives a formalization of this example in terms of the partial ordering on the These matters may be sunmiarized by the following results. R. Jerislow [1985] has obtained results of complexity for very simple-minded equilibrium models that are based upon Stackleberg [1934] sequenced-move games placed in a setting of multi-level integer programmes.
Theorem 4: (Jerislow [1985] ) The class of multi-level finite
Stackleberg models of equilibrium is PSPACE complete Thus, even in the case of simple-minded translations of models of economic equilibrium into the framework of the Poly-hierarchy the bounds of complexity seem in excess of any NP-complete problem, e.g.
integer programming, the existence of Hamiltonian circuits in a finite graph, the sub-graph isomorphism problem for finite graphs, finite graph k-colorability, existence of equilibrium points for finite Nperson non-cooperative games with product-polynomial payoffs, and a host of other problems that can be found in Garey & Johnson [1979] .
Problems in the theory of algorithms that are also PSPACE complete are ' Player II Player I Figure 1 On the other hand, if we try to translate the mathematical framework of the more complex Walrasian models into the Poly-hierarchy, then many difficulties that are conceptual in character arise. The first such difficulty is that the Poly-recursive reals do not form a recursive field. This is a consequence of a result due to Jockusch of [1985] where it is shown that simple closure properties of the Polyrecursive reals with respect to maximization entail the collapse of the Poly-hierarchy through the consequence that P = NP. Thus any downward transformation of the Kleene-Mostowski hierarchy to the polynomiallybounded predicates vanishes if we require algebraic closure for the Poly-recursive real numbers.
As things stand, we do not know how to formulate the necessary analogues within the Poly-recursive real numbers to obtain Polyrecursive representations of Walrasian models of general equilibrium.
And even if this were accomplished in some acceptable way, for the One way to interpret our results is to say that the notion of a recursively presented field is too complex an algebraic object to serve as a framework for an effective theory of games. On one hand if one gets recursive presentations of fields, the relevant taskcorrespondences cannot be recursively realized, and If one tries to put things within realm of feasible computations by restricting the alternatives and outcome spaces to just sets of Poly-recursive reals, we do not get enough algebraic closure to carry out the theory.
Faced with this situation, it seems reasonable to search for algebraic objects that are less complex than recursively presented fields. For example, if we restrict games to be played on arithmetically definable sets of integers, life is more pleasant from the standpoint of computational complexity. These models translate easily into subrecursive fragments of arithmetic, and reasonable bounds for the Poly-recursive games that are played take place in PSPACE. The relevant algebraic structure here is a discretely ordered ring.
Actually, in most game-theoretic models, the full-force of the field of real numbers is not required, and the choice of the real numbers for Walraslan models of general equilibrium comes from the desirable topologlcal properties R enjoys as an ordered structure.
Of course, if one simplifies the admissible algebraic structures that games are to be played upon, it becomes more difficult to obtain what we like to call "good" results. Typically, the simpler a structure one deals with mathematically, the more complex the techniques employed to obtain deep results. Actually, the theorem we prove is actually stronger. In effect, we
show that there exists an R.E. class of resource allocation mechanisms which is uniformly realizable in NP-complete complexity. The reader is asked to note that the class constructed is a class of resource allocation mechanisms whose realizations use uniformly sub-recursive! Of course by our previous results, these mechanisms cannot be
Walrasian, but we have made the observation that the following type of Hurwiczian mechanism does in fact satisfy the description provided in our theorem. '
Let TT be a Hurwiczian mechanism of the form:
where E is an environment, M a message space h: ExM -►A is an outcome function for A a space of actions and g: ExM -+ Z is a performance criterion. We require in this setting that E,M and A are discrete, i.e. we allow E = M = A = Z where Z={... For the associated performance criteria class {F.(e)).^^ of the structures a, the task of finding actions aeA for a given eeE is an NP-complete problem; in other words, if we know the computation of any NP-complete problem in computer science, then this computation is sufficient to obtain F,(e) = a by a computation for all j < w! We feel that the discovery of the class a will allow a general theory of resource allocation that is realistically computational in character over a very rich class of Hurwiczian mechanisms a = {(E.,M ,A.,(h,g).) = T.},<t. that have recursive presentations.
What this means in turn is that properties of the models a.ea that are predicated on whether F. (e) = a or F. (e) 9^ a can be checked by the solutions to an NP-complete problem.
• Given constraints of the form:
i-1 the game is played in order to maximize c^x over values xeS where S., 1 < i < p is defined inductively as the set x which maximizes c^x over S^_j^. The set which satisfies the constraints y? , A^x^ < \>" is denoted as S . Obviously, we assume S T^ 0. If p is an arbitrary positive integer, the problem of determining the value for these games is PSPACE-complete! (cf. Jerislow [1984] ). This complexity is as high as one can possibly go within the polynomialhierarchy. And this discussion leads to the next result.
It is known that P ?* NP implies that PSPACE complexity lies Obviously, similar results should be obtainable for other games specific to mathematical economics, but at a cost of the desirable
•25-consequences of properties inherent in finitely dimensional Euclidean domains, such as convexity and other topological features, which seem to us to be the source of noneffectiveness in the models from the recursion-theoretic point of view. To assess the feasibility of such a programme for mathematical economics, one would have to establish just how much of the "economic" theory can be carried out in totally discrete mathematical setting, as Hurwicz and Marshak [1985] have assayed. Ostensively, it seems to us that any portion of the theory that is essentially dependent upon topological features of finite dimensional Euclidean spaces, or convexity, may be the price of admission to the totally effective setting. For example, in Garey and Johnson [1979] it can be found that the complexity of the existence of equilibriiam strategies for Nash N-person noncooperative games played on finite sets of pure strategies and with polynomial payoff functions is PSPACE -complete. This complexity, while in excess of P or NP complexity is well within acceptable bounds for recursive realizability, however.
