1 Generic stationary points.
Given a separable n-dimensional manifold M , we consider a system modelled by 4 a "potential" V : M → R, a vector field X on M or a map g : M → M . These three objects bear the common name f in the sequel. A stationary point or rest point of f is a point at which the system is as little dynamical as possible, i.e. a critical point of V , a zero of X or a fixed point of g.
What Thom's transversality lemma tells us
Setting k = 1 in the case of potentials and k = 0 otherwise, a is a stationary point of f if and only if the jet consisting of those j k ϕ(a) such that a is a stationary point of ϕ, namely − for potentials, the zero section of J 1 (M, R) as a vector bundle over J 0 (M, R) = M × R with projection j 1 ϕ(x) → j 0 ϕ(x) − for vector fields, the zero section of T M − for maps, the diagonal of M × M . By Thom's transversality lemma, the map j k f is almost surely ("generically") transversal to Σ. In other words: Proposition 1.1.1 (i) Almost every potential V on M is a Morse function, meaning that all its critical points are nondegenerate: for each critical point a of V , the Hessian D 2 a V of V at a is a nondegenerate quadratic form on T a M .
(ii) For almost every vector field X on M , all the zeros of X are nondegenerate: for every zero a of X, the differential d a X of X at a is an automorphism of T a M .
(iii) For almost every map g of M into itself, all the fixed points of g are nondegenerate: for every fixed point a of g, the differential d a g of g at a does not have 1 as an eigenvalue.
Geometric interpretation in function space
Denote by F the space C ∞ (M, R) of all smooth potentials on M , the space C ∞ (T M ) of all smooth vector fields on M or the space C ∞ (M, M ) of all smooth maps of M into itself. Forgetting about technical details, the reason for Thom's transversality lemma is that, for all , the map j : (f, x) → j f (x) of F × M into J is a submersion. Therefore, for every submanifold W of J , the inverse image (j ) −1 (W ) is a submanifold of F with the same codimension as W . 4 Unless otherwise specifed, all maps are C ∞ . 5 The systematic use of jet spaces is one of Thom's fundamental ideas in singularity theory.
The fundamental observation 6 is that the set of those (f, x)'s such that j f is not transversal to W at x is the critical set of the restricted projection (j ) −1 (W ) (f, x) π −→ f . Therefore, by Sard's theorem, the image of this critical set by π (i.e. the set of those f 's such that j f is not transversal to W ) is neglectible.
Notes Of course, there are technical details 7 . When M is compact, the above argument can be applied stricto sensu [2] provided C ∞ is replaced by C r with r ∈ N large enough, more precisely r − > max{dim M − codim W, 0}). Indeed, the function space C r (M, R), C r (T M ) or C r (M, M ) is a separable Banach manifold, the map j is C r− and Sard's theorem [24, 2] has been extended by Smale [25, 2] to Fredholm maps like π. At the limit when r goes to infinity, we get Thom's theorem. Moreover, still assuming M compact, it is true that (j ) −1 (W ) is a Fréchet submanifold of the Fréchet manifold F × M with the same codimension as W .
The word "neglectible" also requires an explanation: in Thom's original paper [27] as well as in [25, 2] , it meant "meager", i.e. contained in the intersection of countably many closed subsets with empty interior-the "fat" complementary subset of a meager subset is dense, as our function space is Baire. However, even though the definition of a measure on this infinite dimensional Baire space is problematic, the definition of a neglectible subset is not 8 , and it can be proven [17] that the set of critical values of π is neglectible in that sense too.
For noncompact M , the geometrically significant topology is Whitney's fine C ∞ topology, which has the Baire property but is certainly not a Fréchet topology, as it does not even make C ∞ (M, R) and C ∞ (T M ) into topological vector spaces 9 . It is often fruitful to avoid the problem by considering that a space "is a place where one can wander" 10 : in F, a smooth family with p parameters is a map u → f u of some open subset U of R p into F such that (u, x) → f u (x) is smooth. Similarly, a map j of F into another space of smooth functions G is smooth when, for every smooth family u → f u in F with p parameters, the family u → j(f u ) is smooth. For example, j is smooth. (i) The closed subset Σ := (j k ) −1 (Σ) of F × M consisting of those (f, a) such that a is a rest point of f is a smooth submanifold modelled on F, whose codimension is the dimension n of M .
(ii) The subset Σ 0 of Σ consisting of those (f, a) such that a is a nondegenerate rest point of f is open and dense in Σ. Its complement Σ Σ 0 is the union of finitely many mutually disjoint submanifolds, all of which have positive codimension in Σ.
(iii) We have (f, a) ∈ Σ 0 if and only if the restriction Σ where Σ κ = (j k+1 ) −1 (Σ κ ) and Σ κ denotes the set of those j k+1 x ϕ ∈ J k+1 such that j k x ϕ ∈ Σ and − in the case of potentials, the Hessian D 2 x ϕ has corank κ − in the case of vector fields, the differential dϕ x has corank κ − in the case of maps, the difference dϕ x − Id has corank κ.
Each Σ κ is a submanifold, whose codimension (n + κ 2 in the last two cases) increases with κ and equals n if κ = 0. Moreover, Σ κ ∪ · · · ∪ Σ n is closed for 0 ≤ κ ≤ n.
Let us now express Proposition 1.2.1 (iii) in purely finite dimensional and local terms.
Local deformations and unfoldings
A local deformation with p parameters of f at a ∈ M is a map (u, x) → V u (x) ∈ R, (u, x) → X u (x) ∈ T M or (u, x) → g u (x) ∈ M defined in an open neighbourhood of (0, a) in R p × M , such that, near a, V 0 = V , X 0 = X, g 0 = g and that, in the second case, each X u is a vector field.
We setṼ (u, x) := u, V u (x) ∈ R p × R,X(u, x) := 0, X u (x) ∈ R p × T x M andg(u, x) := u, g u (x) ∈ R p × M , and call the mappingṼ , the vector fieldX and the mappingg the unfoldings of V , X and g associated to the deformation. As before, we use the common notationf and f u for all three cases. Proposition 1.3.1 Given such a deformation, if a is a nondegenerate stationary point of f , there exist an open subset U 0 of R p , an open subset Ω a of M and a mapping ϕ : U → Ω of class C ∞ such that, for every u ∈ U , ϕ(u) is the only stationary point of f u contained in Ω. Therefore, in terms of unfoldings, the graph of ϕ consists of the stationary points 11 off contained in U × Ω.
Proof Given a chart c : (M, a) → (R n , 0), just apply the implicit function theorem at (0, 0) ∈ R k × R n to the equation D(c * V u )(x) = 0, X c,u (x) = 0 or c * g u (x) − x = 0, where c * X u (x) = x, X c,u (x) ∈ T R n = R n × R n .
Remark Even though the notion of a nondegenerate stationary point admits an "intrinsic" formulation on a manifold M , the equation d x V u = 0, (X u ) x = 0 or g u (x) = x cannot be solved using the implicit function theorem, except in a chart, since its right-hand side depends also on x ∈ M in the first two cases and, in the third, the equation g u (x) − x = 0 does not mean anything: on manifolds, the langage of transversality is hardly avoidable.
In Proposition 1.3.1, R p can be replaced by a Banach space and even by F, the deformation being in that case the tautological deformation (ϕ, x) → ϕ(x). This yields the implicit function in Proposition 1.
(iii).
From now on, we work in function space and leave the corresponding finite dimensional statements to the reader (despite the global language, most of what we are going to say has to do with local situations).
Miracle! the nondegenerate critical points of potentials are structurally stable
The notion of "likeness" considered here is quite reasonable: two potentials V and W look alike if one passes from one to the other by a (nonlinear, but C ∞ ) change of coordinates and the addition of a real constant (in physics, a potential is defined up to a constant). Theorem 1.4.1 (Morse lemma with parameters) For every (V, a) ∈ Σ 0 , there exists a smooth local family
s (R n , R) of symmetric bilinear forms on R n and equals 1 0
is nondegenerate, it follows from the inverse mapping theorem (or the Gauss decomposition algorithm) that there exists an analytic local map A :
, hence our lemma with
Remarks This result has the following global version: if M is compact, the potentials V : M → R which are structurally stable for bilateral equivalence 12 are Thom's excellent Morse functions, i.e. the Morse functions which take different values at different critical points. By the transversality lemma 13 , they form a dense open subset.
In the case of dynamical systems, we shall see that what happens near the "big stratum" Σ 0 is already too complicated to be completely described, even locally.
From the Morse lemma with parameters, we deduce a key result of singularity theory: Corollary 1.4.2 (splitting lemma) For every (V, a) ∈ Σ, there exists a smooth family of local charts
, where r is the rank of the Hessian D 2 a V and Q(z) = ±z
Proof Using a chart, we may assume (M, a) = (R n , 0). We then choose in R n a supplementary subspace S of the kernel K of D 2 V (a) and identify R n to K × S, K to R ν and S to R r . For V close to W , we can then consider V (y, z) as a function V y of the variable z ∈ R r , depending on the parameter y ∈ R ν and apply the Morse lemma with parameters at (
Remark This result diminishes in a sometimes spectacular way the number of significant variables, for it reduces the study of the W 's near a to that of the R W 's near 0, the behaviour of c W * W (y, z) with respect to z being that of Q. In particular, if V reaches a local minimum at a, which implies that Q is positive definite, the local study of the minima of the potential W is reduced to that of the minima of the potential R W , which depends on fewer variables (often much fewer) 14 .
12 Two functions V and W are equivalent if there exist two diffeomorphisms φ : M → M and ψ : R → R such that
13 Applied to the submersive "bijet" map 2 j 1 :
14 It is not difficult to see that this "residual singularity", up to changes of variables, is unique: it does not depend on the choices we have made to obtain it.
In dynamics, the miracle is not immediate and has a high cost
In this paragraph and the following one, we let f = X or g. The notion of "likeness" which would seem reasonable in dynamics is the following: we would say that f looks like f 1 = X 1 or g 1 locally if one passes from one to the other by a differentiable change of local coordinates: there exists a C ∞ local conjugacy between the two systems, i.e. a local diffeomorphism Ψ of M such that
In the first case, this means that Ψ sends the local solutions of dx dt = X(x) onto those of dy dt = X 1 (y). This equivalence relation is too fine to yield structural stability: if a is a stationary point of f , then d a Ψ realises a conjugacy between d a f and d Ψ(a) f 1 , which therefore have the same eigenvalues. These are moduli, i.e. numerical invariants which can vary continuously from one equivalence class to another. As this phenomenon takes place as soon as Ψ is C 1 , one considers topological conjugacy, where Ψ is merely a local homeomorphism 15 . Even then, one must exclude some nondegenerate stationary points: Proposition 1.5.1 Let a ∈ M be a nondegenerate stationary point of f where at least one eigenvalue of d a X (resp. d a g) is pure imaginary (resp. of modulus 1). Then f admits a local deformation R × M (u, x) → f u (x) at a such that, denoting by ϕ the implicit function of Proposition 1.3.1, there exists no local topological conjugacy Ψ : M, ϕ(u) → M, ϕ(−u) between f u and f −u for small positive u. In particular, the system is not structurally stable in the neighbourhood of a.
Proof Using a local chart, we may assume that M = R n and a = 0. It is then enough to take X u (x) := X(x) + ux (resp. g u (x) := e u g(x)): one has ϕ(u) = 0 and, if ν is the number of pure imaginary eigenvalues (resp. eigenvalues of modulus 1) of DX(0) (resp. Dg(0)), counted with their multiplicities, DX u (0) (resp. Dg u (0)) has no pure imaginary eigenvalue (resp. no eigenvalue of modulus 1) for u = 0 close to 0 and, for small enough positive u > 0, DX u (0) (resp. Dg u (0)) has ν eigenvalues with negative real part (resp. of modulus < 1) fewer than DX −u (0) (resp. Dg −u (0)), the eigenvalues being still counted with their multiplicity. Now, the number of eigenvalues with negative real part (resp. of modulus < 1) of DX u (0) (resp. Dg u (0)) is the dimension of the stable manifold W + u of X u (resp. g u ) at 0 = ϕ(u), which is the submanifold germ at 0 admitting the following topological definition 16 : − in the case of X u , it is the germ at 0 of the set of those points x such that the integral curve of X u which passes through x at time t = 0 tends to 0 when t → +∞; − in the case of g u , it is the germ at 0 of the set of those points x such that g n u (x) tends to 0 when n → +∞.
Any homeomorphism germ h :
Definition A stationary point a of X (resp. g) is hyperbolic when d a X (resp. d a g) has no eigenvalue on the imaginary axis (resp. on the unit circle or 0). Proposition 1.5.2 For almost every f , all the zeros of f are hyperbolic. More precisely, the subset Σ h of Σ 0 consisting of those (f, a) such that a is a hyperbolic rest point of f is open and dense in Σ and the set of those f all of whose rest points are hyperbolic is open and dense in F. 15 In the case of vector fields, the relation X = Ψ * X 1 means by definition that Ψ sends the local solutions of dx dt = X(x) (or local integral curves of X) onto those of dy dt = X 1 (y). 16 Choosing a representative of fu defined in a small enough neighbourhood of the origin.
Proof Let us treat the case of vector fields, the other one being analogous. To apply the transversality lemma in jet spaces, one must be somewhat cautious, for the set Σ nh of those j 1 a Y ∈ J 1 (T M ) such that Y (a) = 0 and d a Y is not hyperbolic is closed, but it is not a submanifold: its fibre Σ nha over each a ∈ M is semi-algebraic (i.e. defined by finitely many polynomial inequalities), being the image of the (algebraic) set of those (
; one can therefore stratify Σ nha , i.e. describe it as a finite union of disjoint submanifolds ("strata"), in a canonical enough way to obtain a stratification of Σ nh ; the strata being of codimension strictly greater than n = dim M (the non-hyperbolicity is added to the n conditions Y a = 0), for almost every X, the 1-jet j 1 X is transversal to each one of them, i.e. meets none of them. Openness follows from the fact Σ nh is closed. Finally, Σ h is open and dense in Σ since its complement (j 1 ) −1 (Σ nh ) is closed and the union of finitely many submanifolds of codimension at least 1. We can at last state a structural stability result more or less analogous to the Morse Lemma with parameter. Its proof can be found in [3] : Theorem 1.5.3 (Grobman-Hartman theorem with parameter) Let a be a hyperbolic stationary point of f . There exists a continuous family However, topological conjugacy is a very coarse equivalence relation: for example, in phase space, it does not make any difference between those systems which oscillate while they approach the equilibrium and those which don't. In many problems, the good local equivalence relation is C k conjugacy with k ≥ 1, even though there are moduli: 
of local charts such that each c ϕ * ϕ is linear. Moreover, the set of those (f, a)'s for which this family of local charts can be chosen C ∞ is open and dense in the Poincaré domain (if dim M = 1, it equals the whole of the Poincaré domain, which coincides with Σ h ).
Despite its apparent simplicity, the first half is trickier than the second. It shows that, in the Poincaré domain, the only C 1 conjugacy invariant is the obvious one: the linear conjugacy class of the differential at the stationary point, i.e., generically, its eigenvalues. Before giving more explanations, let us state the analogous result in the Siegel domain: 
Thus, in L k , the only C k conjugacy invariants are the obvious, linear ones. The problem of finding the largest possible L k 's is probably unsolved and difficult. Moreover, in contrast with the Poincaré domain, the Siegel domain does not contain any (f, a) for which there exists a C ∞ family of local charts F × M, (f, a) (ϕ, x) → c ϕ (x) ∈ (R n , 0) such that each c ϕ * ϕ is linear: in fact, as we shall see at the end of this subsection, there is a dense subset of points (f, a) in Σ hs such that the germ of f at a is not even formally linearisable. For simplicity, we shall restrict the theory to the set Σ σ of those (f, a) ∈ Σ 0 such that d a f is simple (i.e. has only simple eigenvalues). Proposition 1.6.3 The set Σ σ is open and dense in Σ 0 , and Σ 0 Σ σ is stratified, of codimension 1. For (f, a) ∈ Σ σ , denoting by r the number of real eigenvalues of d a f and setting 2c = n − r, there is a
, where Σ 0 Σ σ is the set of those j 1 f (a) ∈ Σ 0 such that the discriminant of the characteristic polynomial of d a f is zero. Thus, the restriction to Σ 0 Σ σ of the projection j 1 f (a) → a is a locally trivial fibration with algebraic fibre. Stratifying the latter in a canonical way and considering the inverse image by j 1 of the resulting stratification of Σ 0 Σ σ , we obtain the first assertion.
To get the rest, we shall use the following Lemma 1.6.4 If B 0 is a simple endomorphism of R n , there exists an analytic mapping A, defined in the neighbourhood of B 0 in the space gl n (R) of endomorphisms of R n , with values in the space of isomorphisms of R n onto R r × C c (where r is the number of real eigenvalues of B 0 and r + 2c = n) such that, for every B ∈ dom A, the endomorphism A(B) * B of R r × C c is diagonal. 
(iii).
Proof of the lemma. Diagonalise the adjoint L(R n , C) A → A • B 0 so that the real eigenvalues α 1 , . . . , α r of B 0 appear first, that its eigenvalues α r+1 , . . . , α r+c with, say, positive imaginary part appear next and that the first r vector of the corresponding basis (z 1 , . . . , z n ) of L(R n , C) are real linear forms. Then, A(B 0 ) := (z 1 , . . . , z r+c ) is an isomorphism of R n onto R r × C c sending B 0 onto a diagonal endomorphism and we can get A(B) = x 1 (B), . . . , x r+c (B) as follows: for 1 ≤ j ≤ r +c, the linear form x j (B) is the second component of the implicit function β j (B), x j (B) obtained by solving the implicit equation
and H j is the affine hyperplane of L(R n , K) consisting of those x j 's whose j-th component in the basis (z 1 , . . . , z n ) of L(R n , C) equals 1.
The following important result goes back essentially to Poincaré: Theorem 1.6.5 (normal forms) For every positive integer and every (f, a) ∈ Σ σ , there exists a for r + c < j ≤ c + 2r, this amounts to saying that the components R ϕ,1 , . . . , R ϕ,r+c of R ϕ := N ϕ − DN ϕ (0) are of the form
where
using the standard notation for multi-indices:
Proof By induction on . If = 1, this is just Proposition 1.6.3. Otherwise, assuming the c the homogeneous term of degree of the latter Taylor polynomial, this is expressed by the relations
in the case of vector fields,
the simplest choice for α ∈ P j (f, a) being Q j,α (ϕ) = 0.
Note that (1) makes sense only if we have P j (ϕ) ⊂ P j (f, a), which may force the domain of c f to shrink when increases. In the Poincaré domain, it stops shrinking after some time: 
→ c ϕ * ϕ is a polynomial normal form, whose degree has an upper bound (f, a) determined by the eigenvalues of d a f .
Proof With the notation of Proposition 1.6.3 and Theorem 1.6.5, as the real parts (resp. the logarithms of the absolute values) of the λ j (f )'s all have the same sign, the sets P j (f, a) are the same for every ≥ (f, a), where (denoting by [·] the integer part)
One then proves the following Lemma 1.6.7 There exists a unique germ
family such that each h ϕ has contact of order (f, a) with the identity at 0 and sends c
17 For vector fields, this means that the flows commute, i.e. that the Lie bracket is 0.
The theorem follows with
c ϕ := h ϕ • c (f,a) ϕ .
Proof of the lemma
18 . In the case of mappings, the relation h ϕ * c
For every ϕ close enough to f and every integer k > (f, a), this defines a C ∞ strict contraction u ϕ of the space of those C k functions on a ball B = B ρ (0) with small enough radius ρ which have contact of order (f, a) with the identity at 0, and this contraction depends in a C ∞ way on ϕ. Its unique fixed point is the required h ϕ (to see that it is C ∞ though the radius ρ may decrease when k increases, use the conjugacy relation to extend the h ϕ 's to a fixed domain).
In the case of vector fields, this argument applies to the values of the involved flows for positive times t, yielding an h ϕ which depends continuously on t. By uniqueness, it is the same for every rational t ∈ (0, 1] and therefore, by continuity, for every t ∈ (0, 1]. Proposition 1.6.8 With the notation of Theorem 1.6.5, for every positive integer , (i) the set Σ σ of those (f, a) ∈ Σ σ such that all the P j (f, a)'s are empty 19 is open and dense in Σ, and its complement Σ Σ σ is a finite union of submanifolds of codimension at least 1 in Σ (ii) the set U of those f ∈ F all of whose rest points a satisfy (f, a) ∈ Σ σ is open and dense.
Proof The set Σ σ of those
To prove that it is dense, we just have to prove that Σ 1 Σ σ is a finite union of submanifolds of codimension at least 1 in Σ 1 and apply the transversality lemma to them. Taking inverse images by j 1 , this will also yield the rest of (i).
In order to get those submanifolds, as we already know that Σ 1 Σ 0 = Σ 1 ∪· · ·∪Σ n and Σ 0 Σ σ are stratified into such submanifolds, we should prove that Σ σ Σ σ is a finite union of submanifolds of codimension at least 1 in Σ. A relatively easy way is to consider, for each α ∈ N n with 1 < |α| ≤ , the set of those λ 1 , . . . , λ n , j 1 f (a) ∈ C n × Σ σ which satisfy the equations α λ = λ 1 in the case of vector fields, λ α = λ 1 in the case of maps, and det(d a f − λ k ) = 0 for 1 ≤ k ≤ n. This is a sub-bundle of the natural bundle (with smooth semi-algebraic fibre) C n × Σ σ → Σ whose (smooth) semi-algebraic fibre has codimension 2n + 1 where λ 1 is real, 2n + 2 elsewhere. Therefore, its projection Σ α σ onto Σ σ is a sub-bundle of Σ σ → Σ whose fibre is semi-algebraic, of codimension at least 1. It follows that Σ α σ can be stratified and the codimension of its strata in Σ σ is at least 1. As Σ σ is the union of all Σ 18 See [26, 22, 6] and, for another approach, [8] . 19 Or, in other words, such that the germ of ϕ at b is formally linearisable at order for every (ϕ, b) ∈ e Σ close enough to (f, a).
Proof For each (f, a) ∈ Σ hp ∩ Σ σ , the definition (2) of (f, a) implies that, in a neighbourhood of (f, a), one has (ϕ, b) ≤ (f, a) and P j (ϕ, b) = P (f,a) j (ϕ) for all ≥ (f, a). Therefore, there exists an open neighbourhood of (f, a) in Σ σ whose intersection with the dense subset Σ σ equals its intersection with the open and dense subset Σ (f,a) σ . It follows that the subset ∩ Σ σ ∩ Σ hp is open and dense in Σ hp ∩ Σ σ . Now, it is precisely the set of those (f, a) ∈ Σ hp ∩ Σ σ such that the c ϕ * ϕ's of Theorem 1.6.6 are linear. Indeed, every neighbourhood of any other (f, a) ∈ Σ hp ∩ Σ σ contains points (ϕ, b) such that the germ of ϕ at b is not even formally linearisable.
Remarks When d a f is not simple, the notion of a normal form is heavier but the idea is the same.
To prove the first assertion of Theorem 1.6.1, one can follow the lines of the proof of Hartman's C 1 linearisation theorem 20 [15, 1] to get a parametric version of it. This works in the C 1+Lipschitz category. In the smooth category, another method consists in getting the linearisation explicitly from the normal form, in the spirit of [7] (see also [6] , Appendice 8 and [5] ), yielding a linearisation whose derivative is Hölderian for every Hölder exponent less than 1. When M is analytic, choosing an analytic chart c in the proof of Theorem 1.6.3, it is quite easy to see (using complexification) that the chart c ϕ constructed in the proof of Theorem 1.6.6 is analytic when ϕ is. This will not be the case in the Siegel domain. Proof This result is more difficult than the previous ones and the smallest possible integer k (f, a) is not known in general. With the notation of Theorem 1.6.5, let us sketch a proof [26, 22] . First remark that, for every integer and every ϕ ∈ F close to f , the unstable manifold W − of the normal form N ϕ is that of DN f (0), i.e. the direct sum of the characteristic subspaces of DN f (0) associated to the λ j 's with e λ j > 0 (resp. |λ j | > 1): this follows easily from the fact that N ϕ commutes with DN f (0). We then prove the following generalisation of the previous lemma: Proof of the lemma. For mappings, the equation
− centered at 0 and of small enough radius. It happens that, for d large enough 21 , Φ is a strict contraction if one restricts to those sections having contact of large enough order at 0 with (j Id)| W − , hence
implying that the unique fixed point of Φ is indeed the jet along B − of a (far from unique) map
In the case of vector fields, apply the above to the time 1 of the flows of ϕ d := c d ϕ * ϕ and of the normal form, and proceed as in the proof of the previous lemma to show that the (j (
In both cases, dependence with respect to ϕ is not a problem. End of the proof. Here, Nelson's idea [22] is to proceed as in the Poincaré domain, replacing the stationary point 0 by the invariant manifold W − . For that purpose, we use the same bump function to extend N 
converges in the C k sense to a diffeomorphismh ϕ , which is therefore tangent at order k to the identity along W − and of course
The theorem follows with c u =h
One passes from maps to vector fields as usual.
We can now establish Theorem 1.6.2: Corollary 1.6.12 For every positive integer k, the set L k of those (f, a) ∈ Σ hs ∩ Σ σ such that the c ϕ * ϕ's of Theorem 1.6.10 are linear (diagonal) is open and dense in Σ hs .
Proof
Remarks As mentioned before, the set of those (f, a)'s such that the germ of f at a is not formally linearisable is dense in Σ hs . Indeed, as Q is dense in R, any pair (λ, µ) of real numbers with λ < 0 < µ is the limit of a sequence (λ n , µ n ) such that there exist positive integers p n , q n with p n λ n + q n µ n = 0. Applying this remark to the eigenvalues of d a f or their real parts, one can see that every (f, a) ∈ Σ hs ∩ Σ σ is the limit of a sequence (f n , a n ) such that all the sets ∪ P j (f n , a n ) are infinite. Arbitrarily close to any such (f n , a n ), there are points (ϕ n , b n ) such that the germ of ϕ n at b n is not formally linearisable.
The C ∞ Sternberg-Chen theorem states that two hyperbolic germs are smoothly conjugate if and only if they are formally conjugate. It can be proved [6] that, in the Siegel domain, the set of all possible germs of such conjugacies is infinite dimensional, in sharp contrast with the fact that, when the two germs are analytic, there may be no analytic conjugacy between them, due to the presence of small denominators-the denominators on the right-hand side of (1)-preventing convergence.
2 Birth of dynamics out of statics.
In this section, with the notation of the previous one, we first describe the simplest part of the stratified subset Σ Σ 0 consisting of those (f, a)'s such that a is a degenerate rest point of f .
We consider for the last time potentials as well as dynamical systems and do not go beyond the singularity theory of mappings.
Then, for F = C ∞ (M, M ), we turn to the specifically dynamical problem of describing what happens near the simplest part of the stratified set Σ 0 Σ h of those (f, a)'s such that a is a non-hyperbolic nondegenerate rest point of f . This yields the period doubling bifurcation.
For vector fields, it implies two rather different phenomena: the Hopf (or Hopf-Andronov ) bifurcation, another example of the birth of dynamics out of statics, and the period doubling bifurcation, familiar to flutists and even violonists.
We then turn briefly to the somewhat discordant period tripling bifurcation, in the general setting of the p-upling bifurcation and its relationship with the Arnol'd "tongues".
We consider next a subtler bifurcation: the so-called Hopf bifurcation for maps, more rightly known as the Naimark-Sacker bifurcation. In the case of vector fields, it implies the periodicquasiperiodic bifurcation, which has received much attention as a model of transition to turbulence.
Finally, we show that the Naimark-Sacker circles are very far from being the only compact invariant manifolds that can arise from partially elliptic rest points.
The fold catastrophe and such
Recall that Σ is the disjoint union of Σ 0 , . . . , Σ n , where Σ κ = (j k+1 ) −1 (Σ κ ) and Σ κ denotes the set of those j k+1 ϕ(x) ∈ J k+1 such that j k ϕ(x) ∈ Σ and, in the case of potentials (resp. vector fields, maps), D 2 x ϕ (resp. dϕ x , dϕ x − Id) has corank κ. Here, we only study Σ 1 .
Theorem 2.1.1 The submanifold Σ 1 has the following properties:
(i) For each of its points (f, a), there exists a smooth family of local charts
Σ is the set of those (ϕ, x) ∈ F × M such that (y, z) := c ϕ (x) satisfies the equations z = 0 and F (ϕ, y) = 0, where F :
(ii) A decreasing sequence ( Σ 1 k+1 ) k∈N of smooth submanifolds of Σ 1 can be defined inductively from Σ 11 := Σ 1 as follows: Σ 1 k+2 is the (closed) set of those points of Σ 1 k+1 at which the differential of the restricted projection Σ 1 k+1 → F is not injective. Thus, (a) near every (f, a) ∈ Σ 1 , with the notation of (i), each Σ 1 k+1 is defined by the conditions
that the function F introduced in (i) satisfies ∂ j y F (f, 0) = 0 for every integer j, has infinite codimension: for every integer k, almost every smooth k-parameter family (f u ) of elements of F satisfies (f u , x) ∈ Σ 1,∞ for all (u, x).
(iii) It follows that the submanifold Σ 1 is the disjoint union of the subset Σ 1,∞ and the submanifolds Σ 1,k := Σ 1 k+1 Σ 1 k+2 , k ∈ N, each of which has codimension k in Σ 1 and does not intersect the closure
(a) the charts c ϕ and the function F in (i) can be chosen so that
where α 1 , . . . , α k+1 : (F, f ) → (R, 0) have independent differentials at f (b) in the case of potentials, the charts c ϕ in (i) can be chosen so that
where α 1 , . . . , α k+1 are as in (a) and
is a smooth local function whose differential at f is independent from those of α 1 , . . . , α k+1 .
Proof (i) In the case of potentials, by the splitting lemma p. 5, there exists a smooth family of local charts
, where each R ϕ is a function of one variable and R f (0) = R f (0) = 0. This implies at once (i) with F (y, ϕ) := R ϕ (y). The differentials ∂ ϕ ∂ j y F (f, 0) with j ≤ k + 1 are independent because, for each such j, there is a smooth path ε → ϕ ε in F such that ϕ 0 = 0 and
This makes sense because the conditions are stable by changes of variables preserving the projection onto F.
In the case of vector fields (resp. maps), let c 0 : (M, a) → (R n , 0) be a smooth chart sending the kernel of d a f (resp. d a f −Id) onto R×{0}. Setting f 0 := c 0 * f and ϕ 0 := c 0 * ϕ (resp. f 0 := c 0 * f −Id and ϕ 0 := c 0 * ϕ−Id), let A be an automorphism of R n sending the image of Df 0 (0) onto {0}×R n−1 and let A 1 : R n → R, A 2 : R n → R n−1 be its components. By the inverse mapping theorem, the smooth mapping
is of the form F 1 (ϕ, y, z), z , hence (i) with c ϕ = h ϕ • c 0 and F (ϕ, y) = F 1 (ϕ, y, 0). As before, the differentials ∂ ϕ ∂ j y F (f, 0) = 0 with j ≤ k are independent because, for each such j, there is a smooth path ε → ψ ε in F such that
The reason why this condition is intrinsic is the same as before.
(ii) With the notation of (i), setting Σ 10 := Σ, assume that Σ 1 k , for some k ∈ N, is defined near (f, a) ∈ Σ 1 by the equations z = 0 and ∂ j y F (ϕ, y) = 0 for 0 ≤ j ≤ k (which, by (i), is the case if k = 0). Let us show that these equations are independent near (f, a): if they are not satisfied at (f, a), then they are not satisfied near (f, a); if they are, then, by (i), the differentials ∂ ϕ ∂ j y F (f, 0) with 0 ≤ j < k are linearly independent and two cases can occur: This proves that the subset Σ 1 k is indeed a smooth submanifold of codimension n + k in F × M .
It follows that a point (ϕ, x) ∈ Σ 1 k close enough to (f, a) belongs to Σ 1 k+1 if and only if, setting c ϕ (x) =: (y, z) ∈ R × R n−1 there exists (δy, δz) ∈ R × R
(iii) With the notation of (i), it follows from (ii) that (f, a) belongs to Σ 1,k if and only if we have ∂ Example (the fold catastrophe) It occurs at points of the "big stratum" Σ 1,0 of Σ 1 . For each (f, a) ∈ Σ 1,0 , we are in the situation of Theorem 2.1.1 (iii)(a) with k = 0. Therefore, the equation F (ϕ, y) = 0 writes y 2 + α 1 (ϕ) = 0, implying that ϕ has the two rest points c −1 ϕ ± −α 1 (ϕ), 0 for α 1 (ϕ) < 0 and no rest point near a for α 1 (ϕ) > 0. Thus, if s → ϕ s is a smooth path (R, 0) → (F, a), generic in the sense that d ds α 1 (ϕ s )| s=0 is nonzero, then, according to its sign, one observes for s = 0 the birth or death at a of two rest points of ϕ s .This is the fold catastrophe, a first example of the birth of dynamics out of statics as there does not remain any rest point near a after the collision.
Remarks Thus, the simplest thing that can happen to systems depending on a parameter is a catastrophe. This shows the superiority of Thom's global viewpoint over that of former specialists in bifurcation theory, who postulated the persistence of a rest point for all values of the parameter: arriving at the collision with their nose on one of the two colliding points, they could not predict the catastrophe 22 . Theorem 2.1.1 is an example of a general feature of singularity theory for mappings: locally, except on a subset of infinite codimension, one can choose smooth coordinates so that everything becomes algebraic (in dynamics, the meaning of "everything" here is much more modest than for potentials).
For integer k, the notation Σ 1 k+1 is compatible with our previous conventions, as we do have that Σ 1 k+1 = (j ) −1 (Σ 1 k+1 ) for large enough , where Σ 1 k+1 ⊂ J is a smooth submanifold of codimension n + k + 1. Even though this definition in terms of jets is an essential part of singularity theory, the more geometric functional definition we chose is simpler: one can think of Σ as a huge "surface" in F × M , whose local equations can be used to describe the points at which it projects badly into F. The construction of the Σ 1,k 's is the starting point of the so-called Thom-Boardman stratification.
In the case of vector fields (resp. maps), each stratum Σ 1,k with k > 0 contains dynamically different kinds of points (f, a), namely points at which 0 is a simple eigenvalue of A := d a f (resp. A := d a f −Id) and f is degenerate in the direction of Ker A, and points at which 0 is a geometrically simple multiple eigenvalue of A, meaning that Ker A is a line.
The more complicated study of Σ κ for κ > 1 reduces to the essentially well-known theory of singularities of real functions (in the case of potentials) or maps between spaces of the same dimension (in the dynamical cases).
Periodic orbits of maps
Assuming F = C ∞ (M, M ), for each f ∈ F, and each positive integer p > 1, let
p (a) = a, the point a is called a periodic point of period p, or p-periodic point, of f , and {a, f (a), . . . , f p−1 (a)} is the corresponding periodic orbit of period p, or p-periodic orbit. If this orbit contains exactly p points, a is called a periodic point of minimal period p and, of course, so is every point of the orbit.
Let Σ (p) be the set of those (ϕ, x) ∈ F × M such that x is a periodic point of minimal period p of ϕ, hence Σ
(1) = Σ. The set Σ (p) of those (ϕ, x) such that ϕ q (x) = ϕ q (x) for some pair of integers satisfying 0 ≤ q < q < p is closed. We can now generalize Theorem 2.1.1 to periodic points of minimal period p > 1:
, is a smooth submanifold of codimension n.
This submanifold is the disjoint union of smooth submanifolds Σ (ϕ, x) → ϕ ∈ F is a local diffeomorphism, whereas the hypersurface Σ (p) 1 has the following properties:
is the set of those (ϕ, x) ∈ F × M at which (y, z) := c ϕ (x) satisfies the equations z = 0 and F p (ϕ, y) = 0, where
(ii) A decreasing sequence Σ 
, k ∈ N, each of which has codimension k in Σ 
1,k , k < ∞, the charts c ϕ and the function F p in (i) can be chosen so that
Proof This is easier if we restrict to the open and dense subset U p of F × M consisting of those (f, a) such that d(f p ) a is invertible (which would be the case if F were the space of diffeomorphisms of M onto itself), as the map (f, a) 1,k . The rest of the theorem is essentially obvious in that case, the function F p being defined from the function F of Theorem 2.1.1 by the formula F p (ϕ, y) = F (ϕ p , y). The case (f, a) ∈ U p can be treated as in the proof of Theorem 2.1.1.
The period doubling bifurcation for maps and such
As we have just seen, the set Σ (2) of those (ϕ, x) ∈ F × M such that x is a periodic point of minimal period 2 of ϕ, is a submanifold of codimension n. Denoting by cl( Σ (2) ) the closure of Σ (2) Proof We use the following obvious result: Lemma 2.3.2 For each (f, a) ∈ Σ and each chart c : (M, a) → (R n , 0), one defines a smooth local map G :
is onto for all u ∈ S n−1 by the formula G(ϕ, x, r, u) := c * ϕ(x) − (x + ru), G (1) (ϕ, x, r, u) + u , where
Under the hypotheses of Lemma 2. such that D(c * f )(0)u 0 = −u 0 , i.e. G(f, 0, 0, u 0 ) = 0. As the partial derivative ∂ ϕ G(f, 0, 0, u 0 ) is onto, the implicit function theorem implies that, arbitrarily close to (f, 0, 0, u 0 ), there exist points (ϕ, x, r, u) with r = 0 such that G(ϕ, x, r, u) = 0, i.e. c * ϕ(x) = x + ru and c * ϕ(x + ru) = x, hence ϕ, c −1 (x) ∈ Σ (2) , proving the first assertion of Proposition 2.3.1.
The rest follows from the fact that
), where
) is the set of those j 1 f (a) ∈ J 1 (M, M ) such that f (a) = a and −1 is an eigenvalue of d a f (resp. and d a f + Id has corank κ). Clearly, Σ (1, 2) is the union of the Σ (1,2) κ 's, which, as in the proof of Proposition 1.2.1, are submanifolds, the first of which has codimension n + 1.
Remarks Basically, the idea of this proof is that every tangent is the limit of secants. It can be used ( [6] , Appendice 4) to "fill in the gap over the diagonal" in the spaces 2 
: a = b of bijets of mappings of M into a manifold N , providing an algebraic description of the relationship between conflict and bifurcation, in Thom's terminology. The case of general multijets is not fully understood. Proposition 2.3.1 is typically simpler in our functional setting than for a particular deformation, which might involve an exotic "slice" of the general situation.
Under the hypothesis of Lemma 2.3.2, near (f, a), the subset cl( Σ (2) ) is the image of the smooth submanifold G −1 (0) by the projection (ϕ, x, r, u) → ϕ, c −1 (x) . Here are cases where this projected set is itself a smooth manifold:
with Σ 0 has the following properties:
. More precisely, there exists a smooth family of local charts
(a) Σ is the set of those (ϕ, x) such that c ϕ (x) = 0 (b) cl( Σ (2) ) is the set of those (ϕ, x) such that (y, z) := c ϕ (x) satisfies the equations z = 0 and F (ϕ, y) = 0, where F : F × R, (f, 0) → (R, 0) is a smooth local function satisfying ∂ ϕ F (f, 0) = 0 and F (ϕ, −y) = F (ϕ, y) (c) in dom c ϕ , the restriction of ϕ to the set of its 2-periodic points is given by the formula c ϕ * ϕ(y, 0) = (−y, 0)
(ii) A decreasing sequence Σ , with the notation of (i),
is defined by the conditions z = 0, y = 0 and ∂ j y F (ϕ, y) = 0 for every integer
is defined by the conditions c ϕ (x) = 0 and ∂ 2j y F p (ϕ, 0) = 0 for every integer
, consisting of all (f, a) ∈ Σ , k ∈ N, each of which has codimension k in Σ 1,k , k < ∞, the function F in (i) can be chosen of the form
where α 0 , . . . , α k : (F, f ) → (R, 0) are smooth local functions whose differentials at f are independent.
Proof (i) Since (f, a) belongs to Σ 0 , the submanifold Σ, near (f, a), is the graph of an implicit function
defines a family of local charts such that Σ, near (f, a), is the set of those (ϕ, x) satisfying χ ϕ (x) = 0. It follows that, near (f, a), the equation
As (f, a) belongs to Σ 0 , the kernel of A(f, 0)
. Hence, there exist invertible matrices Q 1 , Q 2 such that
and therefore a smooth local map P : F × R n , (f, 0) → GL(n, R), I n such that
with λ(ϕ, ξ) ∈ R and B(ϕ, ξ) ∈ GL(n − 1, R). Thus, the formula 
yielding ∂ y F 0 (f, 0) = 0 at the limit. It does follow that, near (f, a), the subset cl( Σ (2) ) is the set of those ϕ, c is open in Σ (1, 2) ). To modify the family c 0ϕ and F 0 so that (c) and the condition F (ϕ, −y) = F (ϕ, y) hold, we observe that cl( Σ (2) ) is equipped with the involution τ : (ϕ, x) → ϕ, ϕ(x) , whose fixed point set
Let us first assume that M = R n , a = 0 and c = Id. Then, if we choose a complement L of the closed hyperplane K := Ker ∂ ϕ F 0 (f, 0) in the vector space F = T f F, we can write each ϕ ∈ F in a unique fashion as f + ϕ 1 + ϕ 2 with ϕ 1 ∈ K and ϕ 2 ∈ L. Thus, the equation F 0 (ϕ, y) = 0 defines near (f, 0) the graph of an implicit function ϕ 2 = Ψ(ϕ 1 , y) and we can take ϕ 1 , y as local coordinates on cl( Σ (2) ). In these coordinates, the involution τ reads (ϕ 1 , y) → ϕ 1 , τ ϕ1 (y) with τ ϕ1 (0) = 0 and Ψ(ϕ 1 , τ ϕ1 (y) = Ψ(ϕ 1 , y). As τ is not the identity near (f, a), we have that τ ϕ1 (0) = −1, implying that H : (ϕ 1 , y) → ϕ 1 , 
The general case is along the same lines (as usual, the fact that c ϕ and F 0 (ϕ, y) are determined by the local map c * ϕ and not by the whole of ϕ makes the proof rather indifferent to the topology of F). Recall that T f F is the space of smooth vector fields over f , i.e. smooth sections of the vector bundle f * T M over M whose fibre over x is T f (x) M . Given a complete Riemanian metric on M , one defines a smooth local diffeomorphism exp f :
Choosing a complement L of K := Ker ∂ ϕ F 0 (f, 0) in the vector space T f F, each ϕ ∈ F close enough to f can be written in a unique fashion as exp f (ϕ 1 + ϕ 2 ) with ϕ 1 ∈ K and ϕ 2 ∈ L. We then proceed as before.
Proof of (ii). As F (ϕ, −y) = F (ϕ, y), the differentiable Newton theorem (with parameter ϕ) implies that there exists a smooth local functionF : Proof of (iii). As in the proof of Theorem 2.1.1, ifȳ →F (f,ȳ) vanishes exactly at order k at 0, applying the preparation theorem toF , we may assume F (ϕ, y) = y 2k+2 + α k (ϕ) y 2k + · · · + α 0 (ϕ), where α 0 , . . . , α k : (F, f ) → (R, 0) are smooth local functions, hence (a)-the fact that the linear maps dα j (f, 0) are independent can be obtained as in the proof of Theorem 2.1.1.
Remark I do not know if the structure of cl( Σ (2) ) near Σ
(1,2) κ is understood for κ > 1.
Proposition 2.3.1 and Theorem 2.3.3 generalize immediately from fixed points to periodic orbits:
is the disjoint union of the submanifolds Σ (p,2p) κ , 1 ≤ κ ≤ n, each of which is the set of those
is a hypersurface of Σ (p) .
25 A particular case of Bochner's linearization theorem for compact Lie group actions near a fixed point [6] . 
. More precisely, there exists a smooth family
) is the set of those (ϕ, x) such that (y, z) := c ϕ (x) satisfies the equations z = 0 and F (ϕ, y) = 0, where F : F × R, (f, 0) → (R, 0) is a smooth local function satisfying ∂ ϕ F (f, 0) = 0 and F (ϕ, −y) = F (ϕ, y) (c) in dom c ϕ , the restriction of ϕ p to the set of its 2-periodic points is given by the formula c ϕ * ϕ p (y, 0) = (−y, 0)
is defined by the conditions c ϕ (x) = 0 and ∂ 
, k ∈ N, each of which has codimension k in Σ (p,2p) 1 and does not intersect the closure Σ
Example (the period doubling bifurcation) It occurs at points of the "big stratum" Σ
, we are in the situation of Theorem 2.3.5 (iii) with k = 0. Therefore, the equation F (ϕ, y) = 0 writes y 2 + α 0 (ϕ) = 0, implying that, besides the fixed point c −1 ϕ (0), the map ϕ p has the 2-periodic orbit c a smooth path (R, 0) → (F, a) , generic in the sense that d ds α 1 (ϕ s )| s=0 is nonzero, then, according to its sign, one observes for s = 0 the birth or death at a of a 2p-periodic point of ϕ s . This is the period doubling bifurcation.
Periodic orbits of flows
Assuming F = C ∞ (T M ), for each X ∈ F, we denote by g X = (g t X ) the flow of X, defined by the fact g t X (x) is the value at time t of the integral curve of X which passes through x at time 0. If (X, a) ∈ F × M satisfies g T X (a) = a for some positive T , the point a is called a periodic point of period T of X (or g X ), and {g t X (a)} is the corresponding periodic orbit of period T , or T -periodic orbit. If t → g t X (a) is injective on [0, T ), then a is called a periodic point of minimal period T and, of course, so is every point of the orbit. We assume n := dim M > 1.
, is an injective immersion whose image per(M ) consists of all (ξ, x) ∈ F × M Σ such that x is a periodic point of ξ.
26
Proof We should prove that, for each (X, a, T ) ∈ Per(M ),
Both assertions are standard [2] : (a) comes from the fact ∂ ξ g T ξ (a)| ξ=X : T X F → T a M is onto, whereas (b) can be proved by contradiction: assuming that every neighbourhood of (X, a, T ) contains points (ξ, x, τ ) with g τ /p ξ (x) = x for some integer p > 1, either such p are bounded, in which case T is not the minimal period of a for X, or p must be unbounded, in which case X a = 0.
Here is the generalisation of Theorem 2.2.1 to flows:
The open and dense subset Per(M ) 0 is the union of those orbits of ρ at which the projection Per(M ) (ξ, x, τ ) → ξ ∈ F is a local fibration 27 , whereas the hypersurface Per(M ) 1 has the following properties: 26 Thus, per(M ) is equipped with the action of the circle defined by ρ θ (ξ, x) :=`ξ, g τ (ξ,x)θ ξ (x)´, where τ (ξ, x) is the minimal period of x for ξ. As per(M ) is definitely not a submanifold, what follows is only a first exploration of its very intricate topology. As a rule, it is safer to look for statements about Per(M ) before "going down". 27 A principal fibration, as its fibres are the orbits of ρ.
(i) For each (X, a, T ) ∈ Per(M ) 1 and each smooth hypersurface 28 S a of M with X a ∈ T a S, there is a smooth family
(b) near (X, a, T ), the submanifold Per(M ) is the set of those (ξ, x, τ ) ∈ F × M × R * + at which (y, z, w) := c ξ (x) and τ satisfy the equations τ = τ 0 (ξ, y, z), z = 0 and G(ξ, y) = 0, where τ 0 : F × R n−1 , (X, 0) → (R, 0) and G : F × R, (X, 0) → (R, 0) are smooth functions as follows: (*) τ 0 (ξ, y, z) is the smallest positive t such that g 
such that the function G introduced in (i) satisfies ∂ j y G(X, 0) = 0 for every integer j, has infinite codimension.
(iii) It follows that the submanifold Per(M ) 1 is the disjoint union of Per(M ) 1,∞ and the submanifolds Per(M ) 1,k := Per(M ) 1 k+1 Per(M ) 1 k+2 , k ∈ N, each of which has codimension k in Per(M ) 1 and does not intersect the closure Per(M ) 1 +1 of Per(M ) 1, for > k. Moreover, for (X, a, T ) ∈ Per(M ) 1,k , k < ∞, the charts c ξ and the function G in (i) can be chosen so that
where α 1 , . . . , α k+1 : (F, X) → (R, 0) have independent differentials at X.
Proof By the flow-box theorem, there exists a smooth family (C ξ ) of charts, defined near (X, a) and satisfying (i) (a). The function τ 0 (before further variable changes) is then obtained by applying the implicit function theorem to the equation expressing the vanishing of the last component of
for every integer . Therefore, our stratification is obtained by taking the inverse images by these submersions of the submanifolds Σ κ and Σ 1,k mentioned in the remarks following Theorem 2.1.1 (with M := R n−1 ), the function G being deduced from the function F of Theorem 2.1.1 by the formula G(ξ, y) = F (h ξ , y).
Remarks This makes sense, as F (ϕ, y) is determined by the restriction of ϕ to a neighbourhood of 0 and the submanifolds Σ κ , Σ 1,k are invariant by smooth variable changes.
Of course, what should be visualised is the local image of Per(M ) by the projection into F × M : locally, the globally dreadful injective immersion of Per(M ) as per(M ) is a harmless embedding.
If k = 0, one gets the fold catastrophe for periodic orbits: two periodic orbits collide for α 0 (ξ) = 0 and disappear for α 0 (ξ) > 0.
As the action ρ is free, the whole situation (including the strata Per(M ) κ with κ > 1) can be handled by the ordinary theory of singularities of smooth maps.
The story in paragraph 2.2 could be told similarly, introducing Per Z (M ) := p≥1 Σ (p) × {p}, whose p-th slice is endowed with an action of Z/pZ.
The period doubling bifurcation for flows and such
If (X, a, T ) ∈ F × M × R * + lies in the closure cl Per(M ) of Per(M ), then g T X (a) = a and therefore either X a = 0, or (X, a, T /p) ∈ Per(M ) for some positive integer p. Hence, for each integer p > 1, we introduce the closed subset Per * p (M ) of Per(M ) which consists of those (X, a, T ) with (X, a, pT ) ∈ cl Per(M ) . Here, we are interested in the case p = 2; the following result is proved in the same way as Proposition 2.3.1:
Remark If M is an orientable surface, Per * 2 (M ) must be empty. It is a nice fact of Nature that Möbius strips should appear so naturally in period doubling bifurcations. (i) For every (X, a, T ) ∈ Per * 2 (M ) 1 ∩Per(M ) 0 , the subset cl Per(M ) is a smooth n-codimensional submanifold of F × M × R * + in the neighbourhood of (X, a, 2T ), intersecting Per 2 (M ) along Per * 2 2 (M ). More precisely, for each Poincaré section S of X at a, there is a smooth family F ×M, (X, a) (ξ, x) → c ξ (x) ∈ (R×R n−2 ×R, 0) of local charts such that, near (X, a, 2T ), 
y F (X, 0) = 0 for every integer j, has infinite codimension.
(iii) It follows that the submanifold Per * 2 (M ) 1 is the disjoint union of the subset Per * 2 (M ) 1,∞ and the submanifolds Per 
where α 0 , . . . , α k : (F, X) → (R, 0) are smooth local functions whose differentials at X are independent.
Proof As in the proof of Theorem 2.4.2, this is obtained by applying Theorem 2.3.3 to the Poincaré first return maps h ξ .
Remarks What should be visualised is the normal crossing at (X, a) of the two local embeddings Per(M ), (X, a, T ) → F × M and cl Per(M ), (X, a, 2T ) → F × M obtained by restricting the projection F × M × R * + → F × M (a first reason why the injectively immersed manifold per(M ) is not a manifold).
If k = 0, one gets the period doubling bifurcation for periodic orbits: a periodic orbit of ξ whose period is twice that of the (robust) periodic orbit at which one is localized appears for α 0 (ξ) = 0 and develops for α 0 (ξ) < 0. When the eigenvalue −1 of the Poincaré map h X is simple and the others lie off the unit circle, the phenomenon takes place in a family of 2-dimensional Möbius strips (the sections ξ = constant of a central manifold) centred at the robust orbit from which the bifurcation occurs.
As before, I do not know if the structure of cl Per(M ) near Per * 2 (M ) κ is understood for κ > 1, even though this looks like a bona fide problem in the theory of singularities of smooth maps.
The AndronHopf bifurcation and such
We now consider the set Hopf(M ) of those (X, a, T ) ∈ cl Per(M ) such that a is a non-degenerate zero of X (which writes (X, a) ∈ Σ 0 with the notation of Proposition 1.2.1 for vector fields). In particular, the restricted projection cl Per(M ) → F × M is a smooth embedding near (X, a, T ); its image consists of those (ξ, x) such that (w, z) := c ξ (x) satisfies the equations z = 0 and F (ξ, w) = 0, and it is endowed with a smooth T-action. 
Proof Composing a smooth family of local charts satisfying (i) (a) with a smooth family of linear isomorphisms, we get a smooth family C ξ of local charts such that C ξ * ξ(0) = 0 and D(C ξ * ξ)(0)(w, 0) = (λ(ξ)w, 0) for ξ close enough to X, where the smooth complex function λ satisfies λ(X) = 2π T i. If L ⊂ C is any real line through the origin, it follows that the first return map h ξ,L : (L × R n−2 , 0) : (L × R n−2 , 0) for the flow of C ξ * ξ is well-defined and smooth (as a function of (ξ, x) near ξ = x). Our result is essentially Theorem 2.3.3 applied to these first return maps, but smoothness is not so obvious, at least to the author: it can be proved using a nice trick due to S. López de Medrano [11] .
Remarks What should be visualised is the transversal intersection at (X, a) of Σ with the image of the local embedding cl Per(M ), (X, a, T ) → F × M obtained by restricting the projection.
If k = 0, one gets the Andronov-Hopf bifurcation: a periodic orbit of ξ appears for α 0 (ξ) = 0 and develops for α 0 (ξ) < 0. When the eigenvalue 2π T i is simple and the others lie off the imaginary line, the phenomenon takes place in a family of 2-dimensional orientable surfaces (the sections ξ = constant of a central manifold).
As before, I do not know if the structure of cl Per(M ) near Hopf(M ) κ is understood for κ > 1.
Interesting examples where (X, a, T ) lies in Hopf(M ) 1,∞ are provided by Hamiltonian vector fields X. In that case [11] , near (X, a, T ), the intersection of cl Per(M ) with {ξ = X} is a smooth surface containing (X, a, T ), whose projection into M is smooth (Lyapunov's theorem). Note that a may be an elliptic rest point of X, in which case there are generically 2.7 p-upling bifurcations, Arnol'd tongues and such
, given an integer p > 2, the closure of the smooth submanifold Σ (p) , clearly consists of points (f, a) with f p (a) = a. Hence, for (f, a) ∈ cl( Σ (p) ) Σ (p) the primitive period of a for f is less than p and divides p; in particular, if p is prime, (f, a) lies in Σ. For brevity, we restrict to that case. The following result is proved like Proposition 2.6.1:
) is the set Σ 1,p of those (f, a) ∈ Σ 0 such that the spectrum of d a f contains a primitive p-th root of unity. Conversely, for any integer p > 2, the subset Σ 1,p lies in cl( Σ (p) ). It contains as a dense subset the smooth
At points (f, a) ∈ Σ 1,p 1 , the subset cl( Σ (p) ) is a submanifold of class only C p−3 in general [10] and its projection into F is a thinner and thinner "tongue" at f when p increases (at generic points, its intersection with a generic surface is the celebrated picture known as an Arnol'd tongue). As the set of primitive roots of unity is dense in the unit circle, these local submanifolds form an almost unavoidable maze near the large subset of Σ 0 Σ h consisting of those (f, a) such that d a f has a pair of eigenvalues on the unit circle, which will be considered in more detail in the next two paragraphs.
Stratifications and normal forms for cl( Σ (p) ) near Σ 1,p 1 may not be quite as obvious as previously, even though the normal form theorem 1.6.5 can help.
As in the case p = 2, this p-upling bifurcation extends from fixed points of maps to periodic orbits of maps or vector fields.
The Naimark-Sacker bifurcation
Despite superficial analogy (and its popularisation as the "Hopf bifurcation for maps"), it is essentially different from the Andronov-Hopf bifurcation and occurs at far less general points. We assume that F = C ∞ (M, M ) and denote by NS(M ) the set of those (f, a) ∈ Σ 0 Σ h such that (a) d a f has a pair of simple eigenvalues e ±iα f , 0 < α f < π, on the unit circle, with α f = (b) its other eigenvalues lie off the unit circle, hence f has a unique formal central manifold of dimension 2 and the (formal) restriction of f to this central manifold is the time 1 of the flow of a (formal) vector field X such that, in a suitable smooth complex coordinate vanishing at a, the jet j 4 a X identifies to a polynomial vector field w → w iα f + (β f + iγ f )|w| 2 with β f ∈ {−1, 0, 1} and γ f ∈ R (c) the "Birkhoff invariant" β f is nonzero. 
11 therefore is the "big stratum" for a hypothetic stratification. Every (f, a) ∈ NS(M ) lies in the closure of the set Circ(M ) of those (ϕ, x) ∈ F × M such that x belongs to a ϕ-invariant closed curve Circ ϕ (M ). More precisely, (i) there exist a fairly smooth family F × M, (f, a) (ϕ, x) → c ϕ (x) ∈ (C × R n−2 , 0) of local charts and a smooth submersion λ : (F, a) → (R, 0) such that, near (f, a), the closure cl Circ(M ) is the (n − 1)-codimensional submanifold of those (ϕ, x) ∈ F × M such that (w, y) := c ϕ (x) satisfies y = 0 and |w| 2 = λ(ϕ)
(ii) this submanifold intersects Σ along NS(M ).
Proof The first assertion is easy. To prove the rest, one can work in a central manifold W c of the tautological unfolding (ϕ, x) → ϕ, ϕ(x) at (f, a), which can be taken of arbitrarily high finite smoothness; there exists a very smooth family
of local charts such that C ϕ * ϕ(0) = 0 and C ϕ (W c ϕ ) = (C × {0}) ∩ Im C ϕ for every ϕ. This reduces our problem to the study of the maps C ϕ * ϕ| C×{0} : (C × {0}, 0) → (C × {0}, 0). Up to a polynomial change of variables depending smoothly on ϕ, each one of them has contact of order 4 at 0 with the time 1 of the flow of a polynomial normal form ξ ϕ : w → w − β f λ(ϕ) + iα(ϕ) + β f + iγ(ϕ) |w| 2 , where λ : (F, f ) → (R, 0), α : (F, f ) → (R, α f ) and γ : (F, f ) → (R, γ f ) are smooth and λ is a submersion. The circle |w| 2 = λ(ϕ) is invariant by this normal form and attracting or repulsing according to the sign of β f .
Let ϕ 1 : (C, 0) → (C, 0) be the map obtained fom ϕ| Wϕ after these variable changes. A nice way to prove that ϕ itself admits an invariant closed curve near this circle consists [9, 13] in making the change of variable w = λ(ϕ) 
tends to 0, the transformation g
λ(ϕ)Ξϕ does not tend to anything, but e
λ(ϕ)Ξϕ tends in the C 1 sense to the time 1 of the flow of W → W − β f + β f + iγ f |W | 2 and so does Remarks Inside each "tongue" considered in paragraph 2.7, near NS(M ), the periodic orbit of ϕ must lie on the invariant circle Circ ϕ (M ); hence, the (rational) rotation number of ϕ| Circϕ(M ) is locally constant in such zones; this makes a difference with the far more regular rotation number of the normal form on |w| 2 = λ(ϕ).
Using first return maps, one gets the periodic/quasiperiodic bifurcation, in which a persistent periodic orbit of a vector field gives birth to an invariant 2-torus.
If β f = 0, there may be no invariant circles around (what makes the Naimark-Sacker invariant circles Circ ϕ (M ) stable is normal hyperbolicity and not the fact that ϕ is topologically transitive on them, which it is not in general-in contrast with the genuine Hopf bifurcation). Generic cases of codimension at least 2 become very complex almost at once: see [14] , where the analogue of the situation considered in Theorem 2.6.2 (iii) with k = 1 gives rise to a wealth of dynamical phenomena.
Generalisations
Since much of biology, chemistry, psychology, etc. consists in coupling oscillators, one may show some interest in points of Σ 0 Σ h where the differential d a f (resp. d a X) has several pairs of eigenvalues on the unit circle (resp. the imaginary axis)
30 . For brevity, as in the first paragraphs of the paper, we denote both vector fields and maps by f, ϕ.
Hypotheses and notation: the case of vector fields
Assuming F = C ∞ (T M ), we consider points (f, a) ∈ Σ 0 with the following properties:
(H 1 ) The eigenvalues ±iα 1 (f ), . . . , ±iα ν (f ) (α j (f ) > 0) of d a f which lie on the imaginary axis are nonzero, simple and satisfy no "resonance" condition (p j + q j ) ≤ 4 except the unavoidable p k = q k + 1 and p j = q j for j = k, in which case the constraint 2 ≤ (p j + q j ) = 1 + 2 q j ≤ 4 imposes that one of the integers q 1 , . . . , q ν equals 1 and that the others vanish.
It follows that f has a unique formal central manifold of dimension 2ν, the (formal) restriction of f to which, in suitable smooth complex coordinates w 1 , . . . , w ν vanishing at a, has fourth order contact with a polynomial normal form
with β j (f ), γ j (f ) ∈ R. As in 2.8, one can work in a central manifold W c of the tautological unfolding (ϕ, x) → ϕ, ϕ(x) at (f, a), which can be taken of arbitrarily high finite smoothness; by the theory of normal forms, there exists a fairly smooth family F × M, (f, a) (ϕ, x) → c ϕ (x) ∈ (C ν × R n−2ν , 0) of local charts such that c ϕ * ϕ(0) = 0, that c ϕ (W 30 This paragraph was designed [9] as a perhaps embarrassing birthday present to V.I. Arnol'd.
where w = (w 1 , . . . , w ν ) ∈ C ν and the λ j , α j , β j , γ j are smooth real functions with λ j (f ) = 0 and α j (f ), β j (f ), γ j (f ) as before.
The normal form N ϕ is invariant under the natural action (e iθ1 , . . . , e iθn ; w) → (e iθ1 w 1 , . . . , e iθν w ν ) of U (1) ν on C ν . In particular, the mapping ρ : C ν → R ν + defined by ρ(w) = |w 1 |, . . . , |w n | sends N ϕ onto the smooth vector field V ϕ = j λ j (ϕ) − β j (ϕ)r 2 r j ∂ ∂rj . To each η ∈ T f F = F we associate the vector field
It is invariant under the action of O (1) ν generated by the symmetries with respect to coordinate hyperplanes. Here is our second hypothesis: (H 2 ) For some η 0 ∈ T f F {0}, the vector field W η0 admits a normally hyperbolic compact invariant manifold Σ η0 , invariant under the action of O(1) ν and whose intersection with the nonnegative orthant R ν + is connected, hence:
(P ) If R J , J ⊂ {1, . . . , ν}, is the smallest coordinate subspace which contains Σ η0 , then Σ η0 is transversal in R J to the coordinate subspaces lying in R J .
Since normal hyperbolicity is open, there is an open neighbourhood V η0 of η 0 in T f F such that every W η with η ∈ V η0 has a normally hyperbolic invariant manifold Σ η diffeomorphic to Σ η0 and close to it, unique and therefore O(1) ν -invariant, such that Σ η satisfies (P ) with the same J. It follows that S 0,η := ρ −1 (Σ η ) is a compact U(1) J -invariant submanifold of C J with the same smoothness and codimension as Σ v .
Remarks Each submanifold ε 1 2 Σ η0 , ε > 0, is a normally hyperbolic invariant manifold of W εη0 . As the mapping ϕ → λ 1 (ϕ), . . . , λ n (ϕ) is a submersion at f , the existence of η 0 is equivalent to that of v ∈ R ν such that the vector field j x j v j − β j (f ) x 2 ∂ ∂xj has a compact normally hyperbolic invariant manifold as before.
Using diagonal changes of coordinates in C ν , one can see that, for each , the functions β j +i γ j are defined up to multiplication by the same positive function of ϕ, which enables one to assume β jj (f ) ∈ {−1, 01} for every j and β jj (ϕ) = ±1 for all ϕ if β jj (f ) = ±1.
Hypotheses and notation in the case of maps
Assuming F = C ∞ (M, M ), we consider points (f, a) ∈ Σ 0 satisfying:
The eigenvalues e ±iα1(f ) , . . . , e ±iαν (f ) , 0 < α 1 (f ) < · · · < α ν (f ) ≤ π, of d a f which have modulus 1 are simple 31 and for 1 ≤ j ≤ ν, the only solutions (p, q) ∈ (N ν ) 2 with (p +q ) ≤ 4 of the equation e iαj (f ) = e i P (p −q )α (f ) are the obvious ones: p j = q j + 1 and p = q for = j. (7) with w = (w 1 , . . . , w ν ) ∈ C ν−1 × K, σ(w) = w if K = C, (w 1 , . . . , w n−1 , −w n ) otherwise, and λ j , α j , β j , γ j are smooth real functions with λ j (f ) = 0, α j (f ) is as before for j < ν and, if K = C, for j = ν and, of course, α ν (ϕ) = γ ν (ϕ) = 0 if K = R.
We assume that N ϕ satisfies (H 2 ) and, if K = R, we denote again by S 0,η the intersection of S 0,η ⊂ C ν with C ν−1 × R.
The birth(day) lemma and some consequences
The proof of the following result follows the same lines as the proof sketched for Theorem 2.8.1.
Theorem 2.9.1 (birth lemma) Under the previous hypotheses (H 1 ) and (H 2 ), there is an open subset U η0 of F, whose closure contains f and whose tangent cone 32 at f is an open cone with vertex 0 containing R * + V η0 , such that every ϕ ∈ U v0 has a compact normally hyperbolic invariant manifold S ϕ diffeomorphic to S 0,η0 , with the same index and co-index as the invariant manifold Σ η0 of W η0 , depending at least C 1+α on ϕ and tending to {a} when ϕ → f . More precisely, every smooth path γ : (R + , 0) → (F, f ) withγ(0) ∈ V η0 satisfies γ(ε) ∈ U η0 for small enough positive ε and lim ε→0 ε Remarks Of course, the set of such points (f, a) has codimension ν in Σ (it is a smooth submanifold). On the other hand, in contrast with the "tongues" of paragraph 2.7 for p > 3, the open subsets U η0 are not thin at all, as their tangent cone at (f, a) has nonempty interior. The advantage of maps over vector fields is that one can draw the curves or surfaces S ξ in three-space if ν = 2 and K = R.
To stick to the viewpoint of this article, it would probably be better to consider the submanifold of F × M consisting of all (ϕ, x) with x ∈ S ϕ and its closure near (f, a). However, in contrast with paragraph 2.8, for ν > 1, the boundary of U η0 is unknown and certainly not clean at all, marking the beginning of a terra incognita where terrible things (much worse than in [14] ) must happen. . Therefore, − in the case of vector fields, the S ϕ 's are periodic orbits: if ν = 1, we get a somewhat weak version of the Hopf bifurcation − in the case of maps with = ν and K = R, the S ϕ 's are 2-periodic orbits: if ν = 1, we get a somewhat weak version of the period doubling bifurcation 32 Set of velocitiesγ(0) of differentiable paths γ : (R, 0) → (F , f ) satisfying γ(ε) ∈ Uη 0 for every small positive ε.
It is not difficult to construct stable situations where an invariant (attracting) 3-sphere of a flow persists whereas periodic/quasiperiodic bifurcations, for example, occur inside that big sphere. This can model interesting simple facts of Nature, such as the transition between two periodic regimes.
From a theoretical viewpoint, the invariant submanifolds of a dynamical system can be viewed as fixed points of the dynamical system induced by the given one on the space of submanifolds. Normal hyperbolicity corresponds to hyperbolic fixed points and one can dream of extending the theory beyond normal hyperbolicity. KAM theory might be the beginning of such an extension.
