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Introdution
Cette thèse est omposée de deux parties. La première porte sur les notions de résidus de
2-formes diérentielles rationnelles sur une surfae algébrique. La seonde partie utilise les
résultats de la première en vue d'appliations aux odes orreteurs d'erreurs. Ce travail de
reherhe est parti d'une onstatation simple. En théorie des odes géométriques onstruits
à partir de ourbes algébriques, on distingue deux types de onstrutions. La onstrution
fontionnelle qui, omme son nom l'indique, utilise des fontions et la onstrution diéren-
tielle qui utilise des formes diérentielles. Cependant, tous les travaux de reherhe abordant
l'étude des odes géométriques onstruits à partir de variétés de dimension supérieure ou
égale à 2 font systématiquement appel à une onstrution de type fontionnelle. De ette ob-
servation est née une question : peut-on généraliser la onstrution diérentielle en dimension
supérieure ou égale à 2 ? Seule la généralisation aux surfaes sera abordée, nous justierons
e hoix un peu plus loin dans ette introdution.
Historique des odes géométriques
La première onstrution de odes orreteurs d'erreurs par des méthodes issues de la
géométrie algébrique a été présentée par Goppa dans [Gop81℄. Peu après, dans [TVZ82℄,
Tsfasman, Vl duµ et Zink, utilisaient ette approhe géométrique pour onstruire des familles
de odes dont les performanes asymptotiques dépassaient elles de toutes les familles de
odes onnues jusque là. Ces résultats ont été la prinipale motivation du développement de
la théorie des odes géométriques.
Codes sur les ourbes algébriques
Dès la n des années 80, la théorie des odes géométriques était devenue un thème de
reherhe extrêmement dynamique. Plusieurs entaines d'artiles ont été publié sur l'étude
de es odes, que e soit sur la reherhe de bons odes, de bonnes familles de odes ou enode
d'algorithmes de déodage. Il serait don diile de fournir une bibliographie omplète sur le
sujet. Signalons tout de même les quelques publiations présentant un point de vue général
sur la théorie. Le premier artile de synthèse sur la question est dû à Lahaud [La86℄, il y est
présenté toutes propriétés théoriques onnues sur les odes géométriques. Pour des référenes
plus détaillées, on peut onsulter le livre de Goppa [Gop88℄ ou elui de Tsfasman et Vl duµ
[TV91℄. Enn, pour une synthèse sur les algorithmes de déodage de odes géométriques
on pourra se référer à l'artile de synthèse de Høholdt et Pellikaan [HP95℄ pour les travaux
onnus avant 1995 et au hapitre de [MMR08℄ érit par Beelen et Høholdt pour les travaux
plus réents.
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Codes sur les variétés en dimension supérieure
Si le sujet des odes géométriques sur les ourbes a été étudié de façon très approfondie,
la reherhe sur les odes onstruits à partir de variétés de dimension supérieure ou égale à 2
est restée nettement plus marginale. Historiquement, le premier à avoir donné une onstru-
tion de odes orreteurs d'erreurs à partir de variétés de dimension quelonque est Manin
dans [VM84℄. Par la suite, un ertain nombre d'artiles est paru sur la question. La liste de
référenes qui suit n'est pas exhaustive.
On dénombre au moins trois publiations fournissant des résultats généraux sur les odes
géométriques onstruits à partir de variétés algébriques de dimension supérieure ou égale à 2.
Dans [La90℄ et [La96℄, Lahaud fournit une minoration de la distane minimale des odes
onstruits sur une variété projetive lisse quelonque. Dans [Han01℄, Søren Have Hansen étu-
die les paramètres des odes onstruits à partir de variétés algébriques lisses quelonques
et propose des exemples issus des variétés de Deligne-Lustzig. Enn, dans [Bou03℄, Bouga-
nis étudie les odes onstruits sur des surfaes algébriques lisses quelonques puis étudie le
omportement asymptotique de ertaines familles de tels odes.
Pour le reste, la plupart des autres travaux publiés portent sur l'estimation des paramètres
de odes onstruits à partir de variétés appartenant à une lasse partiulière. Les odes sur
les surfaes toriques ont été étudiés par Hansen dans [Han00℄. Ses résultats ont ensuite été
généralisés en dimension quelonque par Ruano dans [Rua07℄. Les odes onstruits sur des
Grassmanniennes ont d'abord été étudiés par Nogin dans [Nog96℄, puis par Ghorpade et
Lahaud dans [GL00℄. Les odes onstruits à partir de variétés Hermitiennes ont été abordés
pour la première fois par Chakravarti dans [Cha93℄, ensuite par Hirshfeld, Tsfasman et
Vl duµ dans [HTV94℄, puis par Sørensen dans sa thèse [Sør91℄ et enn par Edoukou dans
[Edo07℄. Notons que les variétés Hermitiennes et Grassmaniennes peuvent être vues omme
des variétés drapeaux. Ce point de vue unié est disuté par Rodier dans [Rod03℄. La distane
minimale des odes sur les variétés quadriques de dimension quelonque est étudiée par Aubry
dans [Aub92℄. Le as des surfaes quadriques est approhé de façon pus détaillée par Edoukou
dans [Edo08℄. Enn, Zarzar a traité le as des surfaes dont le rang du Groupe de Néron-
Sévéri arithmétique est petit dans [Zar07℄. Il propose ensuite dans un travail ommun ave
F. Voloh [VZ05℄, une approhe de déodage utilisant un algorithme de déodage itératif
proposé par Luby et Mitzenmaher [LM05℄.
Enn, signalons qu'une exellente synthèse sur les travaux onnus sur les odes onstruits
sur des variétés de dimension supérieure est présentée dans une prépubliation de Little (voir
[Lit08℄).
À présent, rappelons que, omme indiqué au début de e hapitre introdutif, en théorie
des odes sur les ourbes on distingue deux méthodes de onstrution de odes respetivement
appelées onstrution fontionnelle et diérentielle. Cependant, en dimension supérieure, on
ne dispose que de la onstrution fournie par Manin dans [VM84℄. Cette dernière est une
généralisation naturelle de la onstrution fontionnelle sur les ourbes. Tous les travaux
ités i-dessus s'appuient sur ette onstrution et auune généralisation de la onstrution
diérentielle n'a été proposée jusque là. Notons d'ailleurs que Little signale dans l'introdution
de son artile de synthèse [Lit08℄ une obstrution majeure à une telle généralisation.
In a sense, the rst major dierene between higher dimensional varieties and urves
is that points on X of dimension ≥ 2 are subvarieties of odimension ≥ 2, not divisors.
This means that many familiar tools used for Goppa odes (e.g. Riemann-Roh theorems, the
theory of dierentials and residues et.) do not apply exatly in the same way. 
En quelques mots, l'objetif de ette thèse est, après avoir mis en plae le matériel théo-
rique néessaire, de fournir une onstrution diérentielle de odes sur les surfaes, puis de
l'appliquer à l'étude des odes géométriques.
15
Pourquoi des odes diérentiels sur les surfaes ?
Outre la volonté de généralisation en vue d'une harmonisation des théories entre le as
des ourbes et elui des variétés de dimension supérieure, plusieurs arguments motivent ette
question.
Un intérêt historique. Les odes géométriques ont été introduits pour la première fois par
V.D Goppa en 1981 [Gop81℄. Dans et artile, la onstrution présentée était diérentielle.
Aussi, même si les odes fontionnels sont plus populaires hez les spéialistes des odes
géométriques, la onstrution historique est de type diérentielle.
L'intérêt d'une nouvelle onstrution géométrique. Le seond argument réside dans l'in-
térêt de disposer d'une onstrution géométrique de odes. Pour omprendre en quoi une
telle onstrution est avantageuse, ommençons par rééhir aux diérentes façons de dérire
un ode. La manière la plus simple est de s'en donner une base, 'est-à-dire une matrie
génératrie. Cependant, une telle desription n'est pas du tout adaptée à la résolution de
problèmes tels que la minoration de la distane minimale ou la reherhe d'un algorithme de
déodage eae. Par onséquent, on herhe en général à résoudre es problèmes pour des
lasses de odes admettant une réalisation par des objets appartenant à une autre branhe
des mathématiques, omme l'arithmétique ou la géométrie. C'est par exemple le as des
odes de Reed-Solomon qui font appel à des polynmes en une variable, des odes de Reed-
Müller qui se onstruisent à partir de polynmes à plusieurs variables ou enore des odes
de résidus quadratiques dont la onstrution et l'étude font appel à de l'arithmétique des
orps nis. Par e biais, les problèmes de minoration de la distane minimale et de reherhe
d'algorithmes de déodage peuvent être traduits sous forme de problèmes d'algèbre ou de
géométrie. On se ramène don à un ontexte omportant une struture (arithmétique ou
géométrique par exemple) et dans lequel on dispose de davantage d'outils mathématiques
pour résoudre un problème donné. En onlusion, il est toujours intéressant de disposer
d'une réalisation géométrique d'un ode pour l'étudier. À e titre, la onstrution
de odes orreteurs à partir de formes diérentielles sur des surfaes est une voie que l'on
se doit d'explorer.
Des odes en relation ave les odes fontionnels. En théorie des odes géométriques
onstruits à partir de ourbes, on dispose de relations entre odes fontionnels et odes
diérentiels.
(R1) Un ode diérentiel sur une ourbe est toujours l'orthogonal d'un ode fontionnel
onstruit à partir de la même ourbe et assoié aux mêmes diviseurs.
(R2) Tout ode diérentiel sur une ourbe se réalise omme un ode fontionnel onstruit à
partir de la même ourbe mais assoié à des diviseurs diérents.
La relation (R1) est une onséquene de la formule des résidus et du théorème de
Riemann-Roh. Cette propriété d'orthogonalité est de plus un ingrédient utilisé dans de
nombreux algorithmes de déodage (voir [HP95℄). D'une façon générale, disposer d'une réa-
lisation géométrique de l'orthogonal ou d'un sous-ode de l'orthogonal d'un ode orreteur
peut être fort utile pour le déodage. La relation (R2) est une onséquene du théorème
d'approximation faible ([Sti93℄ I.3.1). Elle implique que les odes fontionnels et les odes
diérentiels onstruits à partir de ourbes algébriques, bien qu'obtenus par des onstrutions
diérentes, appartiennent à la même lasse. On peut don restreindre l'étude générale de es
odes à elle de odes provenant d'une seule des deux onstrutions. Le plus souvent, 'est la
onstrution fontionnelle qui est adoptée. Ce hoix vient sans doute de e que, pour beau-
oup de mathématiiens, la notion d'évaluation d'une fontion en un point est plus intuitive
et manipulable que elle d'évaluation du résidu d'une forme diérentielle.
Ainsi, après s'être interrogé sur la possibilité d'étendre aux surfaes la onstrution dif-
férentielle de odes, il est naturel de rééhir aux perspetives d'extension aux surfaes des
16
propriétés (R1) et (R2). De tels résultats ontribueraient en eet à approfondir nos onnais-
sanes des odes géométriques onstruits à partir de surfaes. Nous détaillerons les résultats
obtenus dans e sens en page 18.
D'intéressants développements théoriques. Nous allons voir que la onstrution et l'étude
des odes diérentiels onstruits sur des surfaes a néessité de nombreux résultats théoriques
onernant les formes diérentielles sur les surfaes. Les résultats énonés dans le premier
hapitre ne sont pas réellement nouveaux. En géométrie algébrique, la notion de résidu en
dimension supérieure à 2 a été abordée par Grothendiek et Hartshorne dans [Har66℄ ainsi
que par Lipman dans [Lip84℄. Cependant, à la diérene de es référenes, la notion de
résidu présentée dans le hapitre I provient d'une onstrution expliite ne faisant appel à
auun raisonnement de type fontoriel. La volonté de onstruire des odes diérentiels sur
des surfaes algébriques a don permis l'élaboration d'une introdution au résidus sur des
surfaes par une approhe plus expliite et onstrutive que elles qui existaient jusque-là
2
.
Avant de passer à une présentation plus détaillée des diérentes parties de la thèse. Si-
gnalons que le ontenu des hapitres I et II en version ondensée a donné lieu à la rédation
d'un artile [Cou08℄.
Présentation de la première partie
Si la notion de résidu est bien onnue dans le as des 1-formes diérentielles sur une
ourbe algébrique et qu'une unique dénition de et objet fait l'unanimité dans la littérature,
en dimension supérieure la situation est nettement moins laire. Par exemple, en géométrie
algébrique omplexe, la dénition énonée dans l'ouvrage [GH78℄ de Griths et Harris dière
de elle du livre [BHPV℄ de Bath, Peters, Hulek et Van de Ven. Pour le premier, un résidu est
un élément du orps de base (le orps des omplexes) obtenu à partir de la donnée d'une n-
forme méromorphe ω dénie sur une variété omplexe X de dimension n, d'un point P de X
et d'une famille ordonnée de n diviseurs de ette variété s'intersetant en P . Pour le seond,
étant donnée une variété omplexe X et une sous-variété Y de odimension un dans X , le
résidu d'une r-forme méromorphe sur X le long de Y est la donnée d'une (r−1)-forme sur Y .
Notons dès maintenant que es ouvrages se plaent dans le ontexte des variétés omplexes,
ontexte dans lequel on peut aluler les résidus ave l'aide de la formule de Cauhy. En
d'autres termes, les résidus peuvent être obtenus en intégrant une forme diérentielle sur une
sous-variété réelle. Ce point de vue utilise le fait qu'une variété omplexe de dimension n peut
être vue omme une variété réelle de dimension 2n. Un tel point de vue ne peut évidemment
pas s'étendre à un autre adre omme par exemple elui des variétés sur un orps ni.
Dans un ontexte plus général, on trouve dans [Har66℄ un objet appelé résidu de Gro-
thendiek qui ressemble à l'objet déni par Griths et Harris en e sens qu'il assoie à une
forme diérentielle de degré maximal un élément du orps (ou de l'anneau) de base. Cet objet
est ependant plus fortement relié à un système de oordonnées loales et sa onstrution
néessite un important arsenal d'objets et de raisonnements fontoriels.
Dans la première partie, qui est omposée du seul hapitre I, on introduira les notions de
1-résidu qui orrespondront à la dénition de [BHPV℄ et de 2-résidu qui orrespondront à
la dénition de [GH78℄. Nous étudierons également les relations qui lient es objets. Pour e
faire, nous étudierons les développements de fontions et de 2-formes diérentielles en séries
de Laurent de deux variables. Le 2-résidu sera l'objet qui susitera le plus notre attention. Il
permet d'extraire un élément du orps de base à partir de la donnée d'une 2-forme rationnelle
ω sur une surfae, d'une ourbe C plongée dans ette surfae et d'un point rationnel P de
2
Peu de temps après l'envoi de la seonde version de e manusrit, Oleg Osipov du Steklov Mathematial
Institute, m'a ontaté après avoir onsulté une prépubliation de mes résultats sur ArXiv (voir [Cou08℄). Il
m'a alors signalé qu'une approhe similaire avait été donnée par Par²in dans [Par76℄. J'ignorais l'existene
de et artile peu onnu et rarement ité lorsque j'ai travaillé sur es questions.
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C. On le notera
res
2
C,P (ω).
Présentation des résultats de la première partie
Les travaux eetués dans la première partie (don le premier hapitre) aboutissent à
deux types de résultats.
Invariane des 2-résidus
Le premier résultat majeur est le théorème I.5.3 qui assure que l'appliation res
2
C,P est
bien dénie. En d'autres termes, le 2-résidu en un point P le long d'une ourbe C d'une
2-forme rationnelle ω ne dépend pas d'un hoix de oordonnées loales.
Formules de sommation
L'objetif prinipal de e travail est d'obtenir des formules du type :  la somme des résidus
de ω est nulle, en vue de relations d'orthogonalité entre odes dans la seonde partie. Dans
la setion I.7 du hapitre I, on fournira trois formules de sommation
3
.
Théorème I.7.1 (Première formule des résidus). Soit S une surfae projetive irrédutible
lisse dénie sur un orps algébriquement los. Soient C une ourbe projetive irrédutible
plongée dans S et ω une 2-forme rationnelle sur S. On a∑
P∈C
res
2
C,P (ω) = 0.
Théorème I.7.4 (Deuxième formule des résidus). Soit S une surfae quasi-projetive ir-
rédutible lisse dénie sur un orps algébriquement los. Soient P un point de S et CS,P
l'ensemble des germes de ourbes irrédutibles traées sur S et ontenant P . Pour toute 2-
forme ω rationnelle sur S, on a ∑
C∈CS,P
res
2
C,P (ω) = 0.
La troisième formule de sommation néessite la dénition de 2-résidu en un point le long
d'un diviseur. Nous renvoyons le leteur à la dénition I.7.10 page 50.
Théorème I.7.11 (Troisième formule des résidus, [Lip84℄ hap. 12). Soit S une surfae
projetive irrédutible lisse dénie sur un orps algébriquement los. Soient Da et Db deux
diviseurs sur S dont l'intersetion des supports est un ensemble ni Z. Soit Ω2(−Da −Db)
le faiseau de 2-formes rationnelles vériant loalement
(ω) ≥ −Da −Db.
Alors, pour toute setion globale ω du faiseau Ω2(−Da −Db), on a∑
P∈S
res
2
Da,P (ω) =
∑
P∈Z
res
2
Da,P (ω) = 0.
3
Comme signalé dans la note au bas de la page 16, une partie des résultats présentés dans la première
partie de ette thèse avaient en fait déjà été démontrées dans [Par76℄ par des méthodes similaires. C'est par
exemple le as des deux premières formules de sommation de résidus, à savoir les théorèmes I.7.1 et I.7.4
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La troisième formule des résidus est le résultat que nous utiliserons dans le hapitre II
pour obtenir un résultat d'orthogonalité entre odes. Elle se démontre à l'aide des deux autres
formules de sommation énonées (les théorèmes I.7.1 et I.7.4). Cette troisième formule des
résidus n'est pas nouvelle, on en trouve un énoné similaire dans le hapitre 12 de [Lip84℄ qui
est valable en toute dimension et pas seulement sur les surfaes. Nous insistons une fois de
plus sur le fait que la démonstration donnée dans ette thèse a l'intérêt de faire appel à des
onstrutions plus expliites et plus onstrutives que elles utilisées dans les démonstrations
onnues de e résultat. Ahevons notre argumentation à e sujet par une itation justement
extraite de [Lip84℄, an de légitimer (more or less) le hoix que nous avons fait de présenter
et démontrer es résultats de manière nouvelle et plus aessible.
Statements 0.3A and 0.3B, are onsequenes (more or less) of ([Har66℄ page 383 orollary
3.4). However, one of our main purposes in this paper is to provide a proof of 0.3 for whih
lo. it. is not a prerequisite. The other main purpuse is to desribe the onnetion between
loal and global duality, via residues (.f. [Har66℄ page 386 prop 3.5).
Avant de passer à la présentation de la seonde partie, nissons par une remarque. Il
peut sembler naturel de se demander pourquoi les résultats énonés dans ette thèse ne
portent prinipalement que sur les surfaes et non sur les variétés de dimension supérieure.
Diérentes raisons ont motivé e hoix. La première est que, même s'il est fort probable que les
onstrutions et les résultats présentés dans la première partie admettent une généralisation
en dimension supérieure à 2, tout travail dans ette diretion aurait entraîné d'importantes
lourdeurs dans les notations. Nous avons don hoisi de nous restreindre au as déjà non trivial
des surfaes, sahant que, pour e type de problème de géométrie algébrique, le passage de
la dimension 1 à 2 est l'étape diile à franhir. Enn, l'objetif étant de travailler sur les
odes orreteurs, il semblait déjà fort intéressant de ne onsidérer que le as des surfaes,
e dernier n'ayant été que rarement exploré. Il nous a don semblé inutile de partir vers de
telles généralités alors que le monde des surfaes algébriques orait déjà de si nombreuses
perspetives.
Présentation de la seonde partie
La seonde partie ontient les hapitres II à V. Elle onerne les odes géométriques et
plus préisément les odes diérentiels onstruits sur des surfaes algébriques.
Présentation des résultats de la seonde partie
Les odes diérentiels sur une surfae algébrique sont dénis dans le hapitre II (dénition
II.3.2 page 59). On se donne dans tout e hapitre une surfae projetive lisse géométrique-
ment intègre S sur Fq, un diviseur G sur S et une famille de points rationnels P1, . . . , Pn de
S qui évitent le support de G. On note ∆ le 0-yle
∆ := P1 + · · ·+ Pn.
Dans tout e qui suit et jusqu'à la n de ette introdution, les odes fontionnels seront
notés CL et les odes diérentiels CΩ. Les dénitions respetives de es odes sont données
en setions II.3.2 et II.3.3.
Codes diérentiels sur les surfaes
La onstrution de es odes néessite l'introdution d'une paire de diviseurs (Da, Db).
Pour obtenir une relation d'orthogonalité on dénit la notion de paires de diviseurs ∆-
onvenables (voir dénition II.3.5 page 60). Il s'agit de paires de diviseurs qui sont en un
ertain sens reliées au 0-yle ∆. Le premier résultat majeur de e hapitre est une relation
d'othogonalité qui est plus faible que la propriété (R1) dans le as des ourbes puisqu'il ne
s'agit plus que d'une inlusion au lieu d'une égalité.
19
Théorème II.4.1 (Théorème d'orthogonalité). Soient (Da, Db) une paire ∆-onvenable de
diviseurs et D := Da +Db. On a alors,
CΩ,S(∆, Da, Db, G) ⊆ CL,S(∆, G)
⊥.
L'inlusion réiproque est en général fausse, omme le montre le ontre-exemple donné
en setion II.5.2. Plus préisément, on présente l'exemple d'une surfae (le produit de deux
droites projetives) sur laquelle l'orthogonal d'un ode fontionnel ne se réalise sous la forme
d'un ode diérentiel pour auun hoix de paire de diviseurs ∆-onvenable (Da, Db).
Nous étudions ensuite la possibilité d'étendre aux odes sur les surfaes la propriété (R2).
À la diérene de (R1), ette seonde relation s'étend parfaitement au as des surfaes.
Théorème II.4.6. Soient (Da, Db) une paire ∆-onvenable de diviseurs et D := Da +Db,
alors il existe un diviseur anonique K tel que
CΩ(Da, Db, G) = CL(∆,K −G+D).
Théorème II.4.9. Étant donné un diviseur G sur S, il existe un diviseur anonique K et
une paire ∆-onvenable (Da, Db) telle que
CL(∆, G) = CΩ(Da, Db,K −G+D).
Le hapitre II se termine par une disussion en setion II.6 autour des raisons du défaut
d'inlusion réiproque dans le théorème d'othogonalité II.4.1. Cette disussion est onséutive
à la présentation d'un ontre-exemple à l'inlusion réiproque du théorème II.4.1 donnée en
setion II.5.2. Par ailleurs, e ontre-exemple permet de onlure le seond hapitre sur une
importante onstatation. Il assure en eet que les odes fontionnels onstruits sur une surfae
algébrique et leurs orthogonaux appartiennent en général à une lasse diérente. C'est un
phénomène qui diérenie fondamentalement le as des ourbes de elui des surfaes. Notons
que ette asymétrie entre les odes fontionnels et leurs orthogonaux avait déjà été signalée
par Voloh et Zarzar dans [VZ05℄.
It is interesting to note that Goppa odes oming from urves are seldom LDPC sine
their duals are also Goppa odes oming from urves and, as suh, have a large minimal
distane, whereas the dual of an LDPC has a small minimal distane by denition.
Pour le reste, ette observation ouvre un intéressant axe de reherhe, elui de l'étude de
l'orthogonal d'un ode fontionnel sur une surfae. C'est e qui donnera lieu au hapitre IV,
nous y reviendrons plus loin.
Théorème de réalisation
Dans le hapitre III on montre omment, sous ertaines onditions sur la surfae S et
le diviseur G, on peut réaliser l'orthogonal d'un ode fontionnel non pas omme un ode
diérentiel mais omme une somme de odes diérentiels. L'énoné du théorème fait appel à
la notion de sous-∆-onvenane dénie en setion III.2 (dénition III.2.1 page 84).
Théorème III.4.1 (Théorème de réalisation). Soient S une surfae lisse géométriquement
intègre et intersetion omplète dans un espae projetif Pr
Fq
et G un diviseur sur S linéai-
rement équivalent à une setion de S par une hypersurfae de Pr. On se donne également
un 0-yle ∆ qui est la somme de n points rationnels de S évitant le support de G. Soit c un
mot du ode CL,S(∆, G)
⊥
. Alors, il existe une paire de diviseurs (Da, Db) et une 2-forme ω
appartenant à l'espae des setions globales Γ(S,Ω2(G−Da −Db)), tels que
c = res2Da,∆(ω).
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Remarque. Le théorème de réalisation dit en fait un peu plus que ça, il fournit également
des informations sur les strutures géométriques et les lasses d'équivalene linéaires des
diviseurs Da et Db (voir page 89).
Corollaire III.4.2. Sous les hypothèses du théorème de réalisation, il existe une famille nie
(D
(1)
a , D
(1)
b ), . . . , (D
(s)
a , D
(s)
b ) de paires de diviseurs sous-∆-onvenables telles que
CL,S(∆, G)
⊥ =
s∑
i=1
CΩ,S(∆, D
(i)
a , D
(i)
b , G).
La démonstration du théorème de réalisation utilise un théorème à la Bertini sur les
orps nis démontré par Poonen en 2004 dans [Poo04℄. On termine le hapitre en montrant
qu'un argument à la Bertini de type diérent pourrait permettre d'obtenir d'intéressantes
informations sur la distane minimale d'un ode fontionnel sur une surfae. Ce problème
reste ouvert, nous en disuterons de nouveau page 21.
Étude de l'orthogonal d'un ode fontionnel
Le hapitre IV explore la voie ouverte par le hapitre II, à savoir l'étude de ette nouvelle
lasse de odes que sont les orthogonaux de odes fontionnels sur une surfae. La première
setion de e hapitre se plae en fait dans un ontexte plus général, elui des variétés de
dimension quelonque. Son objetif est de minorer la distane minimale de l'orthogonal d'un
ode fontionnel sur une telle variété à l'aide de méthodes d'algèbre linéaire. On obtient un
résultat de minoration.
Théorème IV.1.7. On suppose N supérieur ou égal à 2. Soit m un entier tel que G ∼ mLX ,
alors
(1) la distane minimale d⊥ du ode CL,X(∆, G)
⊥
vérie
d⊥ ≥ m+ 2
et il y a égalité si et seulement si le support de ∆ ontient m+ 2 points alignés ;
(2) sinon, si le support de ∆ ne ontient pas m+ 2 points alignés, alors
d⊥ ≥ 2m+ 2
et il y a égalité si et seulement si le support de ∆ ontient 2m+2 points sur une même
onique plane.
On onlut ette première setion en donnant quelques appliations de e résultat. On
montre par exemple que si X est une ourbe plane, alors pour ertaines valeurs de m, la
borne fournie par le théorème IV.1.7 (1) est meilleure que la distane onstruite
4
de Goppa
([Sti93℄ def II.2.4).
La deuxième setion du hapitre IV présente une méthode de minoration de la distane
minimale de l'orthogonal d'un ode fontionnel sur une surfae, sous réserve de disposer
d'un résultat à la Bertini que l'on énone. Cette partie ne fournit don pas de résultat
à proprement parler mais motive un problème ouvert que l'on énonera à la n de ette
introdution (voir question 5G page 21).
Codes LDPC et déodage itératif
Le hapitre V porte sur l'étude de ertains odes fontionnels onstruits sur des surfaes.
Cette question a déjà été abordée par Voloh et Zarzar dans [VZ05℄.
4
Le terme de distane onstruite a été hoisi par l'auteur omme tradution de designed minimal distane.
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Le hapitre ommene par une série de prérequis onernant les odes LDPC (Low Density
Parity Chek, e sont les odes admettant une matrie de parité reuse). On y rappelle les
notions de graphe de Tanner et présente un algorithme de déodage itératif.
Dans un seond temps on étudie la possibilité de onstruire une matrie de parité reuse
pour ertains odes fontionnels sur des surfaes et on applique à es odes l'algorithme de
déodage itératif présenté en première partie de hapitre. Ce hapitre présente un volet plus
expérimental de e travail de thèse, en dérivant des aluls eetués ave le logiielMagma.
Problèmes ouverts
Dans e qui préède, nous avons signalé à plusieurs reprises l'existene de problèmes
ouverts posés par e travail de thèse. Nous onluons ette introdution en énonçant les plus
importants.
Sur l'orthogonal d'un ode fontionnel
Dans le hapitre III, on montre que sous ertaines hypothèses sur la surfae S et le
diviseur G, l'orthogonal du ode fontionnel se réalise omme somme de odes diérentiels.
On remarque ensuite par l'étude d'un exemple (page 93) que les onditions que doivent
vérier S et G dans l'énoné du théorème de réalisation sont susantes mais pas néessaires.
Question 3. Le résultat du théorème de réalisation (théorème III.4.1) reste-t-il vrai si l'on
élimine les hypothèses sur S et G dans l'énoné ?
Une autre question naturelle se pose onernant le théorème de réalisation, ou plutt le
orollaire III.4.2.
Question 4. Sous les onditions du orollaire III.4.2, peut-on estimer le nombre minimal de
odes diérentiels dont la somme est égale à l'orthogonal d'un ode fontionnel en fontion
d'invariants géométriques de la surfae ?
Sur les théorèmes à la Bertini
Une question majeure est posée à la n du hapitre III et une variante de ette dernière
est posée à la n du hapitre IV. Une réponse à e problème pourrait fournir des minorations
de la distane minimale de odes fontionnels onstruits sur des surfaes et d'orthogonaux
de tels odes.
Question 5 (Arithmétique). Soient X une variété projetive lisse géométriquement intègre
sur un orps ni Fq et P1, . . . , Pn, une famille de points fermés de X. Peut-on évaluer
expliitement ou majorer de façon préise le plus petit entier d tel qu'il existe au moins
une hypersurfae dénie sur Fq de degré inférieur ou égal à d qui interpole tous les Pi et
dont l'intersetion shématique ave X soit une sous-variété lisse géométriquement intègre
de odimension 1 ?
Question 5 (Géométrique). Soit X une variété projetive irrédutible lisse dénie sur Fq
et P1, . . . , Pn une famille de points de X. Peut-on évaluer expliitement ou majorer de façon
préise le plus petit entier d tel qu'il existe au moins une hypersurfae H de degré inférieur
ou égal à d ontenant tous les Pi et telle que H∩X soit une sous-variété lisse de odimension
un de X ?
Une présentation plus omplète des questions et problèmes ouverts posés par ette thèse
sera faite dans la onlusion page 129.

Première partie
Résidus

Chapitre I
Résidus de 2-formes sur une
surfae
Résidu. n.m (lat. residuum). Matière qui subsiste après
une opération physique ou himique, un traitement in-
dustriel et... Syn. Débris, déhet, rebut, reste.
Ce hapitre est relativement diérent de eux qui vont suivre. Il est en eet le seul dont le
ontenu ne soit pas diretement relié à la théorie des odes orreteurs d'erreurs. L'objetif
est de fournir le matériel théorique néessaire à la onstrution et l'étude de odes diérentiels
onstruits sur des surfaes algébriques.
La notion entrale de e premier hapitre est elle de résidu.
I.1 Notations
Soit X une variété algébrique dénie sur un orps k, on note k(X) le orps des fontions
rationnelles sur X . De même, on note Ωik(X)/k le k(X)-espae vetoriel des i-formes diéren-
tielles rationnelles sur X . Soit Y une sous-variété irrédutible de X , on dira qu'une fontion
(resp. une forme diérentielle) rationnelle sur X est régulière au voisinage de Y , si et seule-
ment si elle est régulière sur un ouvert dont l'intersetion ave Y est non vide1. L'anneau
loal des fontions régulières au voisinage de Y et son idéal maximal sont respetivement
notés OX,Y et mX,Y . On rappelle que le orps résiduel de et anneau est le orps k(Y ) des
fontions rationnelles sur Y . Si u est un élément de OX,Y , on note u|Y sa restrition à Y .
Si par ailleurs il n'y a pas d'ambiguïté onernant la sous-variété Y le long de laquelle on
restreint notre fontion ette restrition pourra être notée u¯. Enn, le omplété mX,Y -adique
de et anneau est noté ÔX,Y
I.2 Cadre
Dans e hapitre, sauf mention ontraire, k désigne un orps quelonque (don de ara-
téristique quelonque) et S une surfae algébrique quasi-projetive lisse géométriquement
intègre
2
dénie sur k. De plus, sauf mention ontraire, C désigne une ourbe irrédutible
absolument réduite dénie sur k et plongée dans S et P un point rationnel lisse de C. Notons
que, omme S est supposée lisse, C est non ontenue dans le lieu singulier de ette surfae.
Par onséquent, l'anneau OS,C est de valuation disrète. De plus, la valuation mS,C-adique
de et anneau s'étend en une valuation disrète valC sur k(S).
1
Dans le langage des shémas, ela revient à dire que la fontion (resp. la forme diérentielle) est régulière
au voisinage du point générique de Y .
2
C'est-à-dire que sur tout ouvert ane U de S, l'anneau de oordonnées de U×k k¯ est intègre. En d'autres
termes, la surfae S est absolument réduite et absolument irrédutible.
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Sur la notion de variété
Dans toute ette thèse, nous parlerons de variétés, or il s'avère que e terme n'est pas
réellement standard. Il est don néessaire de ommener par xer une dénition de ette
notion.
Dénition I.2.1. Une variété X sur un orps k est un shéma noethérien de type ni sur
k.
Pour les dénitions de shéma noethérien et de type ni voir [Har77℄ II.3.
I.3 Résidus en odimension 1 et 2
Il est signalé dans l'introdution, qu'en dimension supérieure à 1, diérents objets portent
le nom de résidu dans la littérature. Nous allons introduire es objets et étudier les relations
qui les relient. La dénition de résidu la plus simple à introduire est elle de résidu en
odimension 1. Rappelons que l'on se plae sous les hypothèses énonées en setion I.2.
Proposition I.3.1. Soit v une uniformisante3 de l'anneau OS,C. Soit ω une 2-forme ra-
tionnelle de valuation supérieure ou égale à −1 le long de C. Alors, il existe η1 ∈ Ω
1
k(S)/k et
η2 ∈ Ω
2
k(S)/k, toutes deux régulières au voisinage de C et telles que
ω = η1 ∧
dv
v
+ η2. (I.1)
De plus, la forme diérentielle η1|C ∈ Ω
1
k(C)/k est unique et ne dépend ni du hoix de l'uni-
formisante v ni du hoix de la déomposition (I.1).
Dénition I.3.2. On appelle ette 1-forme sur C le 1-résidu de ω le long de C et on la note
res
1
C(ω) := η1|C .
Un analogue de la proposition I.3.1 est énoné et démontré dans [BHPV℄ au début de la
setion II.4. Notons que ladite référene se plae dans un adre sensiblement diérent, à savoir
elui des formes holomorphes sur les variétés omplexes. Toutefois, la preuve d'invariane ne
fait en auun as appel à des propriétés spéiques des variétés omplexes. Elle s'étend de fait
aisément au adre dans lequel nous travaillons. Nous donnerons en setion I.5.1 une preuve
de ette proposition-dénition dans un ontexte plus général (voir lemme I.5.6).
Dénition I.3.3. Sous les hypothèses de la proposition I.3.1, soit P un point k-rationnel
lisse de C. Le 2-résidu de ω en P le long de C est le résidu en P du 1-résidu de ω le long de
C. On le note
res
2
C,P (ω) := resP (res
1
C(ω)).
Remarque I.3.4. Étant donné que la 2-forme ω est k-rationnelle sur S, que la ourbe C
est dénie sur k et que P est un point k-rationnel de C, e 2-résidu est un élément de k.
Notons que, omme le orps de base n'est pas supposé algébriquement los, il peut sembler
logique de se plaer dans un adre plus général, à savoir que P est un point fermé lisse de
C. Cependant, la motivation de e hapitre est d'aboutir à des formules de sommation de
2-résidus, dont l'une (le théorème I.7.11) peut être vue omme une version en dimension 2 de
la formule des résidus bien onnue en dimension 1. Pour parvenir à es formules, nous avons
trouvé plus onfortable d'adopter une approhe géométrique. Ainsi, dans la setion I.7 qui
onerne es formules de sommation, le orps de base est supposé algébriquement los.
D'un autre té, nous aurons tout de même besoin dans les hapitres suivants d'un résultat
de type arithmétique, à savoir la remarque I.3.4. En eet, l'objetif étant de onstruire des
3
C'est à dire une fontion de valuation 1 le long de C.
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odes par évaluation de résidus, il faut s'assurer que les mots de ode onstruits sont bien à
oeients dans un orps xé.
Ainsi, le ompromis adopté est le suivant. Étant donné que tout point géométrique de
S est un point rationnel de ette surfae après une ertaine extension des salaires, on tra-
vaillera toujours ave des points rationnels. Dans un seond temps lorsqu'il s'agira d'énoner
des résultats de sommation, on se plaera dans S ×k k¯ de façon à pouvoir onsidérer sans
distintion tous les points géométriques de S.
Avant de passer à la setion suivante, donnons quelques exemples et remarques pour
ommener à développer une ertaine intuition des résidus.
Remarque I.3.5. Dans les deux dénitions préédentes on a supposé que ω n'avait pas de
ple multiple le long de C. Dans e qui va suivre, nous verrons que les 2-résidus sont bien
dénis même si l'on retire ette hypothèse. Cependant, ette ondition sur la valuation de ω
le long de C est indispensable pour la bonne dénition des 1-résidus le long de C. C'est e
que montre l'exemple I.3.6.
Exemple I.3.6. Supposons que S est le plan ane omplexe A2
C
muni d'un système de o-
ordonnées anes (x, y). Soient C la droite d'équation y = 0 et P l'origine du plan ane.
Considérons la 2-forme
ω := xdx ∧
dy
y2
.
Une généralisation naturelle de la notion de 1-résidu serait d'extraire de ω, la restrition à
C du terme en dy/y. Dans l'expression i-dessus on obtiendrait un 1-résidu nul. Eetuons
maintenant le hangement de variables, x := u+ y. L'expression de ω devient
ω = (u+ y)du ∧
dy
y2
= udu ∧
dy
y2
+ du ∧
dy
y
et on obtiendrait dans e as un 1-résidu égal à du¯.
Remarque I.3.7. Il faut insister dès à présent sur le fait que l'on ne peut pas parler de
résidu d'une 2-forme en un point mais de résidu d'une 2-forme, le long d'une ourbe C en
un point P . Cela peut sembler étrange, mais le alul présenté dans l'exemple I.3.8 permet
de se onvainre du fait que ette spéiation est inontournable.
Exemple I.3.8. On reprend S = A2
C
et les mêmes C et P que dans l'exemple I.3.6. Soit
ω :=
dx
x
∧
dy
y
.
Ii nous sommes dans un as sympathique, la 2-forme ω n'a que des ples simples au voisinage
de P . On a res1C(ω) =
dx¯
x¯ et don
res
2
C,P (ω) = 1.
À présent, posons C′ := {x = 0}. L'antiommutativité du produit extérieur entraîne que
res
1
C′(ω) = −
dy¯
y¯ . De fait,
res
2
C′,P (ω) = −1.
Enn, si on appelle C′′ la droite d'équation {x = y}, en posant v = y − x, on obtient,
ω =
dx
x
∧
dv
v + x
.
On développe alors en série de Laurent en la variable v,
ω =
dx
x
∧
dv
x
(
1 + vx
) = (1− v
x
+
v2
x2
− · · ·
)
dx
x2
∧ dv.
Par onséquent, il n'y a pas de terme en
dv
v , don res
1
C′′(ω) = 0 et
res
2
C′′,P (ω) = 0.
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Ce dernier exemple motive les onstrutions introduites dans la setion suivante. En eet,
le alul eetué orrespond à un développement du oeient de ette 2-forme en une série
de Laurent appartenant à k((x))((v)). Par ailleurs, les séries de Laurent étant l'objet utilisé
en théorie des ourbes algébriques pour aluler des résidus il semble naturel d'en introduire
une généralisation en dimension 2.
I.4 Complétions et séries de Laurent en deux variables
I.4.1 Problématique
En un point k-rationnel lisse Q d'une ourbe algébrique X , il est aisé de dérire le om-
plété mX,Q-adique de k(X). Il s'identie au orps des séries de Laurent k((u)), où u est un
paramètre loal en Q. Ii, le fait que k(X) ontienne le orps résiduel de k̂(X), à savoir k,
permet d'obtenir un unique plongement k(X) →֒ k((T )) envoyant u sur T . On dispose en
partiulier d'une méthode expliite pour déomposer une fontion en séries de Laurent en la
variable u, et aluler le résidu d'une 1-forme en Q.
Dans le as d'un orps de fontions de dimension 2, la situation se omplique lourdement.
Si Y est une surfae irrédutible sur k, les anneaux de valuation disrète de k(Y ) sont ses
sous-anneaux de la forme OY,C , où C est une ourbe irrédutible absolument réduite ontenue
dans le omplémentaire du lieu singulier de Y (ou d'une surfae birationnelle à Y ). Soit C une
telle ourbe et v une uniformisante de OS,C . Le orps résiduel de et anneau loal est le orps
k(C) des fontions k-rationnelles sur C. De fait, l'anneau OS,C est de valuation disrète, de
même aratéristique que son orps résiduel (ils ontiennent tous deux k) et ontient un orps.
D'après le théorème de struture de Cohen (voir [Eis95℄ théorème 7.7 ou [Coh46℄ théorème 9
pour une référene historique), l'anneau ÔS,C est isomorphe à k(C)[[v]] et le omplété mY,C-
adique de k(Y ) est isomorphe à k(C)((v)). Cette desription peut sembler ommode, elle a
toutefois un défaut qui la rend diile à exploiter : en général k(Y ) ne ontient pas k(C).
L'exemple suivant illustre e phénomène.
Exemple I.4.1. Soient S = P2k et C ⊂ S une ourbe elliptique. Alors, il existe x ∈ k(S) telle
que k(C) est une extension quadratique de k(x) et k(S) une extension transendante pure
de k(x). D'après le théorème de Luröth, k(S) ne peut pas ontenir k(C).
Une autre approhe onsiste à onsidérer l'anneau loal OS,P et à le ompléter mS,P -
adiquement. Si l'on se donne un système de oordonnées loales (u, v) en P , l'anneau ÔS,P
est isomorphe à k[[u, v]] et la déomposition en série de Taylor d'un élément de OS,P est
expliitement alulable (voir [Sha94℄ II.2.2). Malheureusement, si le orps des frations de
k[[t]] est isomorphe à k((t)), on ne dispose pas d'une desription aussi agréable du orps des
frations de k[[u, v]]. Ces onstatations motivent le travail qui va être eetué dans ette
setion. Il s'agit de plonger les omplétés mP et mC -adiques de k(S) dans un orps plus
gros. Deux approhes vont être proposées. Moralement, la première utilise la struture de
OS,P et la seonde elle de OS,C .
I.4.2 Développements en séries de Laurent, première approhe
Rappelons que C est supposée être une ourbe irrédutible sur k plongée dans S et P un
point rationnel lisse de C. Dans la setion I.3, nous avons vu que les 2-résidus d'une forme
diérentielle dépendaient d'une ourbe et d'un point de elle-i. De fait nous allons introduire
un type de système de oordonnées loales relié à P et C.
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Dénition I.4.2 ((P,C)-paires fortes). On dit qu'une paire (u, v) d'éléments de OS,P est
une (P,C)-paire forte, si elle vérie les deux onditions suivantes.
(1) Le ouple (u, v) est un système de oordonnées loales en P .
(2) La fontion v est une équation loale de C au voisinage de P .
Lemme I.4.3. Soit (u, v) une (P,C)-paire forte, alors il existe un morphisme φ : k(S) →֒
k((u))((v)) qui envoie u et v sur eux-mêmes et tel que l'image de OS,P est ontenue dans
k[[u, v]] et elle de OS,C dans k((u))[[v]].
Remarque I.4.4. La proposition I.4.12 de la setion I.4.3 entraînera qu'un tel morphisme
est unique.
Preuve. Comme k(S) est le orps des frations de OS,C , il sut de montrer l'existene d'un
morphisme φ0 : OS,C →֒ k((u))[[v]], qui envoie u et v sur eux-mêmes et injete OS,P dans
k[[u, v]]. Le lemme s'en déduira en appliquant la propriété universelle des orps de frations.
Commençons par montrer que OS,C est isomorphe à OS,P (v). Soit U un voisinage ane
de P tel que v soit une fontion régulière sur U dont le lieu d'annulation sur et ouvert soit
exatement C ∩ U . Un tel ouvert existe étant donné que v est une équation loale de C au
voisinage de P . Notons k[U ] l'anneau des fontions régulières sur U .
Les anneaux OS,P et OS,C s'identient respetivement aux loalisés k[U ]mP et k[U ]mC
où mP et mC orrespondent respetivement à P et C. De plus, l'idéal mC est prinipal et
engendré par v. De fait, omme mC ⊂ mP , on a
OS,P (v)
∼= (k[U ]mP )mC
∼= k[U ]mC
∼= OS,C .
Ensuite, la omplétion mS,P -adique de OS,P fournit un morphisme injetif OS,P →֒ k[[u, v]],
qui à une fontion régulière au voisinage de P assoie sa série de Taylor en les variables u et
v. On onsidère alors le diagramme
OS,P
lo
OS,C
omp
∃!
ÔS,C
∃!
k[[u, v]]
lo k[[u, v]](v)
omp
k̂[[u, v]](v).
(I.2)
Les deux premières èhes horizontales du arré de gauhe sont des loalisations. Celles du
arré de droite sont des omplétions (v)-adiques.
Pour nir il ne nous reste qu'à montrer que k̂[[u, v]](v) est isomorphe à k((u))[[v]]. Pour
e faire, on ommene par montrer que le orps résiduel de l'anneau k̂[[u, v]](v) est k((u)). En
eet,
k̂[[u, v]](v)/(v)
∼= Fra (k[[u, v]]/(v)) ∼= Fra (k[[u]]) .
On invoque ensuite le théorème de struture de Cohen. L'anneau k̂[[u, v]](v) est omplet, de
même aratéristique que son orps résiduel et ontient un orps. Il est don isomorphe à
l'anneau k((u))[[v]].
Remarque I.4.5. Noter que les variables u et v ne jouent pas un rle symétrique, par
exemple la série
f :=
∞∑
n=0
vn
un
est un élément de k((u))((v)) mais pas de k((v))((u)). Cette asymétrie n'a rien de hoquant
étant donné que, dans la dénition de (P,C)-paire forte, les fontions u et v elles-mêmes
jouent des rles asymétriques.
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I.4.3 Développements en séries de Laurent, seonde approhe
Dans e paragraphe, nous allons introduire une autre approhe du développement en
série de Laurent. Pour ette nouvelle approhe, nous nous plaerons dans le ontexte des
(P,C)-paires faibles (voir dénition I.4.9), moins restritif que elui des (P,C)-paires fortes.
La prinipale motivation de ette seonde onstrution est que si l'on prend une fontion
rationnelle f sur S, elle admet un développement en série de Laurent que l'on peut mettre
sous la forme
f =
∑
n≥l
fi(u)v
i,
où l'entier l désigne la valuation mS,C-adique de f . Les oeients fi sont des éléments de
k((u)). La série fl(u¯) est le développement u¯-adique au voisinage de P de la restrition à
C de la fontion v−lf . Il s'agit don du développement en série de Laurent en la variable u¯
d'une fontion rationnelle sur C. Une question se pose : en est-il de même pour les autres
oeients fi ?
Soit (u, v) une (P,C)-paire forte. Comme nous l'avons signalé dans l'introdution de ette
setion, d'après le théorème de struture de Cohen, l'anneau ÔS,C est isomorphe à k(C)[[v]].
Malheureusement et isomorphisme n'est en auun as unique. En eet, d'après [Coh46℄
théorème 10(), si k est de aratéristique positive, il y a une innité de sous-orps de ÔS,C
qui sont envoyés sur le orps résiduel k(C) via le morphisme de rédution modulo mS,C .
Plus préisément, e défaut d'uniité d'un représentant du orps résiduel est lié au fait que
e dernier n'est pas parfait. D'une ertaine manière, le hoix de u permet de ontourner les
éventuels problèmes d'inséparabilité. De e fait, pour utiliser le théorème de Cohen, nous
allons hoisir un représentant du orps k(C) qui sera en un ertain sens relié à la fontion u.
Proposition I.4.6 (Le orps Ku). Soit u ∈ OS,C une fontion dont la restrition u¯ à C est
un élément séparant
4
de k(C) au-dessus de k. Alors, il existe un unique sous-orps Ku de
ÔS,C ontenant k(u) et isomorphe à k(C) via le morphisme de rédution modulo mS,C. De
plus, e orps et une extension monogène de k(u) engendrée par un élément y de ÔS,C.
Preuve. Existene. Par hypothèse, l'extension de orps k(C)/k(u¯) est une extension nie
séparable. D'après le théorème de l'élément primitif, il existe une fontion y¯ rationnelle sur
C qui engendre k(C) sur k(u¯). D'après le lemme de Hensel, y¯ se relève en un unique élément
y de ÔS,C dont le polynme minimal sur k(u) est elui de y¯ sur k(u¯). Soit Ku, le sous-anneau
de ÔS,C engendré par k(u) et y, 'est-à-dire
Ku := k(u)[y].
On obtient ainsi une opie de k(C) qui ontient k(u) et s'envoie isomorphiquement sur k(C)
via la rédution modulo mS,C.
Uniité. Soit K′ un orps distint de Ku et vériant les mêmes propriétés. Il existe don
un élément de l'un de es orps qui n'appartient pas à l'autre. Supposons par exemple qu'il
existe z ∈ K′ tel que z /∈ Ku. La lasse de z modulo mS,C est une fontion z¯ ∈ k(C). Cette
dernière admet un unique relevé z′ dans Ku. De fait, soit R ∈ k(u¯)[T ] le polynme minimal
unitaire de z¯ au dessus de k(u¯). Alors les éléments z et z′ de ÔS,C sont tous deux solution
du problème suivant, {
Z ≡ z¯ mod mS,C
R(u, Z) = 0.
Ce problème admet une solution unique d'après le lemme de Hensel ([Eis95℄ théorème 7.3)
e qui ontredit l'hypothèse que z n'appartient pas à Ku.
Corollaire I.4.7. Soit u une fontion rationnelle sur S régulière au voisinage de C dont la
restrition u¯ à C est un élément séparant de k(C)/k. Alors, toute fontion rationnelle f sur
S admet un unique développement dans Ku((v)).
4
Voir [Sti93℄ III.9 pour une dénition d'élément séparant.
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Remarque I.4.8. En réalité, le résultat énoné dans le orollaire I.4.7 est valable pour tout
élément du omplété mS,C-adique du orps k(S).
Notons que, pour dérire e orps Ku nous avons eu besoin de onditions plus faibles sur
u que elles qui sont exigées dans la dénition de (P,C)-paire forte. C'est e qui motive la
dénition suivante.
Dénition I.4.9 ((P,C)-paires faibles). Une (P,C)-paire faible est une paire (u, v) d'élé-
ments de OS,C vériant les onditions suivantes.
(1) La restrition de u à C est une uniformisante de OC,P .
(2) La fontion v est une uniformisante de OS,C.
Remarque I.4.10. Dans [Par76℄, le ontexte dérit page 699 revient exatement à se donner
une (P,C)-paire faible.
Il va de soi qu'une (P,C)-paire forte est faible, mais la réiproque est fausse. En eet, en
e qui onerne u, le fait que sa restrition à C soit régulière au voisinage de P ne signie
pas que u l'est. Quant à v, la ondition : être une équation loale de C au voisinage de P
est plus forte que elle d'être une uniformisante de OS,C . L'exemple qui suit permet de s'en
onvainre.
Exemple I.4.11. Supposons que S soit le plan ane omplexe muni de oordonnées anes x
et y. Soient C la droite d'équation y = 0 et P l'origine du plan ane. Posons
u :=
(x+ y)(x− y)
x
et v := xy.
Alors, le ouple (u, v) est une (P,C)-paire faible qui n'est pas forte. En eet, la fontion u
n'est pas régulière en P et la fontion v est dans m2S,P , elle n'est don pas une équation loale
de C au voisinage de P .
Nous pouvons maintenant présenter le seond proédé de déomposition en séries de Laurent.
Proposition I.4.12. Soit (u, v) une (P,C)-paire faible, il existe un unique morphisme ϕ :
k(S) →֒ k((u))((v)) qui envoie OS,C sur k((u))[[v]] et envoie u, v sur eux-mêmes.
Preuve. Existene. Tout omme dans la preuve du lemme I.4.3, il sut de prouver l'exis-
tene d'un morphisme ϕ0 : OS,C →֒ k((u))[[v]] envoyant u et v sur eux-mêmes, puis d'ap-
pliquer la propriété universelle des orps de frations. La ourbe C est supposée absolument
réduite. Don, d'après [Mum99℄ proposition II.4.4 (i), l'extension k(C)/k est séparable, don
admet une base de transendane séparante. Par ailleurs, la fontion u¯ est une uniformisante
de OC,P ⊂ k(C), don sa diérentielle du¯ ∈ Ω
1
k(C)/k est non nulle et d'après [Bou59℄ V.16.7
théorème 5, 'est un élément séparant de k(C)/k.
D'après le orollaire I.4.7, on dispose d'une injetion OS,C →֒ Ku[[v]] et Ku est isomorphe
à k(C) via le morphisme de rédution modulo mS,C. De plus, omme u¯ est une uniformisante
de OS,P , le omplété mC,P -adique de k(C) est isomorphe à k((u¯)). On dispose don d'une
injetion Ku →֒ k((u)) qui s'étend oeient par oeient en un morphisme Ku[[v]] →֒
k((u))[[v]]. On en déduit l'existene de l'appliation ϕ0 : OS,C →֒ k((u))[[v]] reherhée.
Uniité. Soit ϕ′0 : OS,C → k((u))[[v]], un autre morphisme d'anneaux envoyant u et v sur
eux-mêmes. Nous allons montrer que le diagramme suivant est ommutatif.
OS,C
ϕ′0
ϕ0
ÔS,C
∼
Ku[[v]]
r
k((u))[[v]]
id
k((u))[[v]]
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Comme ϕ′0 envoie v sur lui-même, on en déduit que 'est un morphisme loal non ramié.
La propriété universelle du omplété, implique l'existene et l'uniité d'un morphisme ϕˆ′0 qui
fait ommuter le diagramme suivant.
OS,C
ϕ′0
ϕ0
ÔS,C
∼
ϕˆ′0
Ku[[v]]
r′
r
k((u))[[v]]
k((u))[[v]]
Le morphisme r′ est la omposée du morphisme inverse de ÔS,C
∼
Ku((v)) et de ϕˆ0. Il
reste à montrer que r = r′. Un morphisme loal de Ku[[v]] dans k((u))[[v]] est entièrement
déterminé par les images de u, v et y. Il sut don de montrer que r(y) = r′(y). Remarquons
dès à présent que, d'après la onstrution de ϕ0 et don de r, on a r(y) = ψ(u), où ψ(u¯)
est le développement en série de Laurent en P de y¯ ∈ k(C). Soit F ∈ k(u¯)[T ], le polynme
minimal unitaire de y¯ sur k(u¯). L'élément y de ÔS,C vérie F (u, y) = 0 et omme r et r
′
sont
des morphismes d'anneau, on en déduit
F (u, r(y)) = 0 et F (u, r′(y)) = 0 dans k((u))[[v]].
De plus, par passage au quotient modulo v, on a
r(y¯) ≡ r′(y¯) ≡ ψ(u¯) mod (v).
Ainsi r(y) et r′(y) sont tous deux solution du problème suivant.{
F (u, Z) = 0
Z ≡ ψ(u) mod (v).
D'après le lemme de Hensel, e problème admet une unique solution qui est ψ(u). Ce dernier
étant égal à r(y), ela onlut la preuve.
Remarque I.4.13. La prinipale diérene entre les résultats de e hapitre et eux de la
première partie de [Par76℄ est que e dernier suppose que le orps de base est parfait, alors que
nous ne nous sommes donnés auune restrition sur k dans e hapitre. On trouve dans et
artile la démonstration d'un énoné analogue à elui de la proposition I.4.12. Cette dernière
se trouve de fait simpliée grâe à ette hypothèse supplémentaire sur k.
Ainsi, nous avons montré que si (u, v) est une (P,C)-paire forte, les deux approhes
fournissent les mêmes développements en série de Laurent. Par ailleurs nous avons obtenu
une réponse à la question posée à la n de la setion I.4.2. Cela donne lieu au orollaire
suivant.
Corollaire I.4.14. Soit (u, v), une (P,C)-paire faible. Alors, toute fontion f ∈ k(S) admet
un unique développement en séries de Laurent
f =
∑
j≥l
fj(u)v
j ∈ k((u))((v)).
De plus, pour tout j ≥ l, la série de Laurent fj(u¯) est une fontion rationnelle sur C.
I.4.4 Changement de variables
Les séries de Laurent ont été introduites de façon à montrer que l'on peut dénir le 2-
résidu d'une 2-forme ω ∈ Ω2k(S)/k en P le long de C, sans auune ondition sur la valuation
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de ω le long de C. Nous allons don donner une dénition générale des 2-résidus en utilisant
les séries de Laurent. Ensuite, il faudra prouver que et objet ne dépend pas du hoix d'une
(P,C)-paire. C'est la raison pour laquelle nous devons introduire les hangements de (P,C)-
paires.
Lemme I.4.15. Soient (u, v) et (x, y) deux (P,C)-paires faibles. Les fontions u et v se
déomposent en séries de Laurent en les variables x et y et leurs développements sont de la
forme suivante{
u = f(x, y) ave f(x, 0) ∈ xk[[x]] r x2k[[x]]
v = g(x, y) ave g(x, y) ∈ yk((x))[[y]] r y2k((x))[[y]].
(CV)
De plus, si (u, v) et (x, y) sont des (P,C)-paires fortes, alors f et g sont des séries de Taylor,
'est-à-dire des éléments de k[[x, y]].
Preuve. Les fontions u et v sont des éléments de OS,C . D'après la proposition I.4.12, leurs
développements respetifs en séries de Laurent f(x, y) et g(x, y) sont dans k((x))[[x]]. De plus,
si (u, v) et (x, y) sont des (P,C)-paires fortes, alors es fontions sont des éléments de OS,P .
Or, d'après le lemme I.4.3, les fontions u¯ et x¯ ∈ k(C) sont toutes deux des uniformisantes
de OC,P , don u¯ = f(x¯, 0) est une série de Taylor de valuation (x¯)-adique 1. Les fontions v
et y sont de valuation mS,C-adique 1 le long de C, don leur quotient v/y est un inversible de
OS,C . Par onséquent, G(x, y) := v/y est un élément de k((x))[[y]] est de valuation (y)-adique
nulle. Ainsi, omme g = yG, on en déduit que g est de valuation (y)-adique 1.
Avant de passer à la suite, faisons un ourte remarque sur e hangement de variables.
Soient (u, v) et (x, y) deux (P,C)-paires fortes, on dispose don d'un hangement de variables
de la forme (CV), {
u = f(x, y)
v = g(x, y).
De plus, les séries f et g sont des séries de Taylor et vérient
f =
∑
i,j≥0
fi,jx
iyj ave f0,0 = 0 et f1,0 6= 0 (I.3)
et
g =
∑
i,j≥0
gi,jx
iyj ave ∀k ∈ N, gk,0 = 0 et g0,1 6= 0. (I.4)
De toutes la assertions i-dessus seule g0,1 6= 0 n'est pas omplètement évidente. Supposons
que g0,1 = 0, alors, omme gk,0 est nul pour tout entier naturel k, on en déduit que g(x, y)
est dans l'idéal ((x, y))2, e qui ontredit le fait que la paire (u, v) est une (P,C)-paire forte.
Regardons à présent la matrie jaobienne de e hangement de variables.
Ja
(
f, g
x, y
)
=
(
∂f
∂x (0, 0)
∂f
∂y (0, 0)
∂g
∂x (0, 0)
∂g
∂y (0, 0)
)
=
(
f1,0 f0,1
g1,0 g0,1
)
=
(
f1,0 f0,1
0 g0,1
)
.
D'après (I.3) et (I.4), le produit f1,0g0,1 est non nul, don que ette matrie est inversible,
e qui est normal puisque (u, v) est un système de oordonnées loales. On voit ainsi que les
hangement de (P,C)-paires fortes sont des hangements de variables dont la jaobienne en
P est triangulaire supérieure et inversible. On peut donner une interprétation géométrique à
e fait. Une matrie triangulaire supérieure est la matrie d'un endomorphisme qui préserve
un drapeau. Le hangement de variables (CV) préserve le drapeau géométrique (P,C).
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I.4.5 Objets rationnels et formels
Dans la setion I.5, nous manipulerons fréquemment des séries de Laurent. Cependant,
l'objetif de e travail n'est pas d'obtenir des résultats sur les séries formelles mais sur des ob-
jets géométriques, en l'ourrene les 2-formes rationnelles sur S. Aussi, les séries de Laurent
ne sont qu'un outil pour arriver à nos ns. Elles nous permettront de traduire ertains pro-
blèmes géométriques sous forme de problèmes purement ombinatoires. Dans e qui suit,
outre les séries de Laurent nous allons manipuler de formes diérentielles formelles, 'est à
dire des éléments des espaes de diérentielles relatives Ωik((u))((v))/k. On renvoie le leteur
au hapitre IX de [Mat86℄ pour une dénition de es espaes. Le lemme qui suit nous permet
d'obtenir une desription agréable des es modules de diérentielles relatives.
Lemme I.4.16. Soit (u, v) une (P,C)-paire faible, on a les isomorphismes
Ωik((u))((v))/k
∼= Ωik(S)/k ⊗k(S) k((u))((v)), pour i ∈ {1, 2}
et Ω1k((u))/k
∼= Ω1k(C)/k ⊗k(C) k((u)).
Preuve. Voir annexe A.1.
Lemme I.4.17. Soient (u, v) deux éléments de k((x))((y)) liés aux variables (x, y) par un
hangement de variables de la forme
5
(CV). Alors, e hangement de variables induit un
isomorphisme de orps loaux k((u))((v))→ k((x))((y)). C'est-à-dire qu'il envoie un série de
Laurent de valuation (v)-adique m ∈ Z sur une série de valuation (y)-adique m. De même,
il induit un isomorphisme Ω2k((u))((v))/k → Ω
2
k((x))((y))/k qui préserve les valuations.
Preuve. Voir annexe A.3.
I.5 Dénition générale des résidus
En utilisant les notions introduites dans la setion I.4, nous allons pouvoir donner une
dénition plus générale de résidus.
I.5.1 Invariane des 2-résidus
Dans e qui suit nous allons travailler exlusivement ave des objets formels. Ensuite,
en setion I.5.2, on appliquera les résultats obtenus dans le adre formel aux diérentielles
rationnelles. Noter que, le but étant d'obtenir des informations sur les 2-formes rationnelles,
nous aurions pu énoner un résultat géométrique. Cependant, la preuve du théorème I.5.3, qui
est le point lé de ette setion, onsiste uniquement en des manipulations sur les oeients
de séries formelles. Surtout, nous aurons absolument besoin de la version formelle de e
résultat pour démontrer la proposition I.5.14 (voir setion I.5.2). C'est pourquoi nous avons
hoisi de l'énoner dans e ontexte.
Notation I.5.1. Dans tout e qui suit, lorsque nous aurons aaire à une série de Laurent
f ∈ k((u))((v)) ou k((x))((y)), nous adopterons le système d'indies suivant. L'indie i
sera lié à la première variable (u ou x) et l'indie j à la seonde (v ou y). De fait, f s'érit,
f =
∑
j≥l
fj(u)v
j , ave fj(u) =
∑
i≥lj
fi,ju
i ∈ k((u)).
5
Voir lemme I.4.15.
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Dénition I.5.2. Soit ω = h(u, v)du ∧ dv ave h =
∑
j hj(u)v
i ∈ k((u))((v)), une 2-forme
formelle, on dénit les objets suivants.
(1) Le (u, v)-1-résidu de ω est déni par
(u, v)res1(ω) := h−1(u)du ∈ Ω
1
k((u))/k.
(2) Le (u, v)-2-résidu de ω en P le long de C est déni par
(u, v)res2(ω) := h−1,−1 ∈ k.
Le théorème qui suit est la lé de la dénition des 2-résidus.
Théorème I.5.3. Soit (x, y) une paire d'éléments du orps k((u))((v)) liée aux fontions
(u, v) par un hangement de variables de la forme (CV). Alors, pour toute 2-forme formelle
ω = h(u, v)du ∧ dv ∈ Ω2k((u))((v))/k, on a
(u, v)res2(ω) = (x, y)res2(ω).
La preuve de e théorème néessite les lemmes I.5.4 et I.5.6 qui seront énonés plus loin.
Tout d'abord, onsidérons de nouveau le hangement de variables (CV).{
u = f(x, y) ave f(x, 0) ∈ xk[[x]]r x2k[[x]]
v = g(x, y) ave g ∈ yk((x))[[y]]r y2k((x))[[y]].
(CV)
Ce hangement de variables peut être appliqué en deux étapes. On peut dans un premier
temps passer de (u, v) à (u, y) puis de (u, y) à (v, y). C'est-à-dire,
d'abord (CV1)
{
u = u
v = γ(u, y)
, ensuite (CV2)
{
u = f(x, y)
y = y
,
où γ(x, y) de valuation (y)-adique 1. Nous allons montrer suessivement que les 2-résidus
sont invariants sous l'ation de (CV1), puis de (CV2).
Lemme I.5.4 (Invariane des 1-résidus sous l'ation de (CV1)). Soit ω = h(u, v)du∧dv une
2-forme formelle. Pour tout y lié à (u, v) par un hangement de variables (CV1) : v=g(u,y),
on a
(u, v)res1(ω) = (u, y)res1(ω).
Preuve. En appliquant (CV1), on obtient
ω = h(u, g(u, y))
∂g
∂y
du ∧ dy.
On peut voir le orps k((u))((v)) omme un orps de séries de Laurent à une variable au-
dessus de k((u)). De e point de vue, y est une autre uniformisante de e orps. D'après
[Sti93℄ proposition IV.2.9, le oeient en v−1 de h(u, v) est égal au oeient en y−1 de
h(u, g(u, y))∂g/∂y.
Remarque I.5.5. Dans tout le hapitre IV de [Sti93℄ , le orps de base est supposé parfait.
Or si le orps k est de aratéristique positive, le orps k((u)) n'est pas parfait. Cependant la
démonstration de la proposition IV.2.9 de et ouvrage est purement formelle et ne néessite
en auun as un orps de base parfait.
Nous avons don vu que le hangement de variables (CV1) n'avait pas d'inuene sur les
1-résidus. Il n'en aura don à fortiori pas sur les 2-résidus. En e qui onerne le hangement
de variables (CV2), e dernier peut avoir une inuene sur les 1-résidus, 'est e que montrait
l'exemple I.3.6. Nous allons ependant montrer qu'il n'a pas d'inuene sur les 2-résidus. Pour
e faire, nous aurons besoin du lemme qui suit.
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Lemme I.5.6. Pour toute 2-forme formelle ω = h(u, v)du∧dv ∈ Ω2k((u))((v))/k, de valuation
(v)-adique supérieure ou égale à −1, on a
(u, v)res1(ω) = (x, y)res1(ω).
Remarque I.5.7. La proposition I.3.1 est une onséquene immédiate de e lemme.
Preuve. D'après le lemme I.5.5, on a (u, v)res1(ω) = (u, y)res1(ω). De fait, nous n'avons
qu'à étudier le omportement de ω sous l'ation de (CV2). Soit don u = f(x, y). Isolons
dans ω le terme en y−1 :
ω =
h−1(u)
y
du ∧ dy +
∑
j≥0
hj(u)y
j
 du ∧ dy = ω−1 + ω+.
La forme ω+ a une valuation (y)-adique positive, don d'après le lemme I.4.17, le hangement
de variables (CV2) n'a pas d'inuene sur ette valuation. De fait, le (x, y)-1-résidu de ω est
elui de ω−1 et
ω−1 =
h−1(f(x, y))
y
∂f
∂x
dx ∧ dy.
D'après le lemme I.4.17, la valuation (y)-adique de h−1(f(x, y)) est égale à la valuation
(v)-adique de h−1(u), à savoir 0. Ainsi,
(x, y)res1(ω) = h−1(f0(x¯))f
′
0(x¯)dx¯ = h−1(f0(x¯))d(f0(x¯)),
où f0(x) := f(x, 0). Cette 1-forme formelle est égale à (u, y)res
1
C,P (ω) = h−1(u¯)du¯. Il sut
pour s'en onvainre d'appliquer à h−1(u¯)du¯ le hangement de variables
u¯ = f(x¯, 0).
Dans la preuve du théorème I.5.3 nous aurons besoin du lemme suivant dont la preuve est
donnée en annexe.
Lemme I.5.8. Soient A,B deux séries de Laurent appartenant à k((u))((v)). Pour toute
paire de séries (x, y) liée à (u, v) par un hangement de variables de la forme (CV), on a
(x, y)res2 (dA ∧ dB) = 0.
Preuve. Voir annexe A.2.
Nous disposons à présent de tous les outils néessaires à la démonstration du théorème I.5.3.
Dans un premier temps, nous allons le démontrer dans le as où la aratéristique du orps
de base k est nulle.
Preuve du théorème I.5.3 si k est de aratéristique nulle. Dans l'intégralité de
ette preuve, les (x, y)-1- et 2-résidus sont toujours en P le long de C. Aussi, pour alléger la
rédation, nous omettrons de signaler les en P le long de C.
Commençons par déomposer ω = hdu∧ dv en isolant les termes de valuation (y)-adique
inférieure ou égale à −2.
ω =
−2∑
j=−l
hj(u)y
jdu ∧ dy +
∑
j≥−1
hj(u)y
jdu ∧ dy = ω− + ωinv.
Noter que l'extration d'un 2-résidu est une appliation k-linéaire. Aussi, d'après les lemmes
I.5.5 et I.5.6, il sut d'étudier le omportement des 2-résidus de ω− sous l'ation de (CV2).
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De plus, toujours pour des raisons de linéarité, on peut sinder le problème et restreindre
notre étude aux 2-formes de la forme :
ω = φ(u)du ∧
dy
yn
ave φ ∈ k((u)) et n ≥ 2.
Le (u, y)-1-résidu de la 2-forme formelle i-dessus est nul, il est en don de même pour son
(u, y)-2-résidu. Avant d'appliquer (CV2), nous allons ontinuer à travailler ω au orps. Isolons
le terme en u−1 de la série de Laurent φ ∈ k((u)).
φ(u) = φ˜(u) +
φ−1
u
, où φ˜i =
{
φi si i 6= −1
0 si i = −1.
Comme k est supposé de aratéristique nulle, la série φ˜(u) a une primitive formelle Φ˜(u).
De même, posons s := 1(1−n)yn−1 . C'est une primitive formelle de 1/y
n
. On a alors
ω = dΦ˜ ∧ ds+ φ−1
du
u
∧ ds = ωr + φ−1ω−1.
D'après le lemme I.5.8, la forme ωr a un 2-résidu nul et indépendant du hoix de (u, y). Il
reste à étudier la 2-forme
ω−1 =
du
u
∧
dy
yn
.
En lui appliquant (CV2), on obtient
ω−1 =
df(x, y)
f(x, y)
∧
dy
yn
.
Rappelons que f est de la forme :
∑
j≥0 fj(x)y
j
ave :
f0(x) = f1,0x+ f2,0x
2 + · · · et f1,0 6= 0.
On peut don fatoriser f0 en
f0(x) = f1,0x
(
1 +
f2,0
f1,0
x+ · · ·
)
.
Posons
r(x) :=
f2,0
f1,0
x+
f3,0
f1,0
x2 + · · · ∈ k[[x]]
et µ(x, y) :=
f1(x)
f0(x)
y +
f2(x)
f0(x)
y2 + · · · ∈ k((x))[[y]].
La série f se fatorise don en
f(x, y) = f1,0x(1 + r(x))(1 + µ(x, y)). (I.5)
Par ailleurs, pour toute série S appartenant à xk[[x]] (resp. à yk((x))[[y]]), on dénit le
logarithme formel de 1 + S par
log(1 + S) :=
+∞∑
k=0
(−1)k+1
Sk
k
.
Cette dénition a un sens puisque k est supposé de aratéristique nulle. De plus, ette série
onverge pour la topologie (x)-adique (resp. (y)-adique). Enn, on a
d log(1 + S) =
d(1 + S)
1 + S
.
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En utilisant la fatorisation I.5, on obtient :
ω−1 =
dx
x
∧
dy
yn︸ ︷︷ ︸
µ1
+ d log(1 + r) ∧ ds︸ ︷︷ ︸
µ2
+ d log(1 + µ) ∧ ds︸ ︷︷ ︸
µ3
.
D'après le lemme I.5.8, les (x, y)-2-résidus des formes µ2 et µ3 sont nuls. La forme µ1 a un
(x, y)-1-résidu nul (elle n'a pas de terme en dy/y), son (x, y)-2-résidu est également nul. On
en onlut que
(x, y)res2C,P (ω−1) = 0.
Esquisse de preuve du théorème I.5.3 en aratéristique positive. La preuve est
semblable à elle de l'invariane des résidus de 1-formes sur des ourbes (.f. [Sti93℄ IV.2.9
ou [Ser59℄ II.7 proposition 5). On montre que le (x, y)-2-résidu de ω est une expression
polynomiale en ertains oeients de f . Ce polynme ne dépend ni de f ni du orps de base.
D'après le théorème de prolongement des identités algébriques ([Bou59℄ IV.3 proposition 9)
et le travail eetué en aratéristique nulle, on onlut que e polynme est nul. Une preuve
détaillée est donnée en annexe A.4.
Ainsi, à partir de maintenant, lorsque nous parlerons de 2-résidus en un point le long d'un
ourbe, nous n'aurons plus à préiser la (P,C)-paire.
I.5.2 Le adre géométrique
À présent nous allons introduire les notions de 1- et 2-résidus pour des 2-formes ration-
nelles. Tout omme en setion I.3, les 2-résidus seront assoiés à un point P et une ourbe C
ontenant P et les 1-résidus seront assoiés à une ourbe C. Ces derniers, seront également
assoiés à un autre paramètre si ω a un ple multiple le long de C. Commençons par dénir
les 2-résidus qui sont plus intrinsèques.
Dénition I.5.9. Soient (u, v) une (P,C)-paire faible et ω une 2-forme rationnelle sur S.
Il existe une fontion h ∈ k(S) telle que ω = hdu ∧ dv et ette fontion admet un unique
développement en série de Laurent H(u, v). On appelle 2-résidu de ω en P le long de C le
oeient H−1,−1 de x
−1y−1 de H. On le note
res
2
C,P (ω) := H−1,−1.
En d'autres termes et pour faire le lien ave e qui préède, le 2-résidu en P le long de C
de ω est le (u, v)-2-résidu de ω vue omme une forme formelle. Le travail eetué en setion
I.5.1 nous assure que l'objet est bien déni et ne dépend pas du hoix de la paire (u, v).
Passons maintenant à la dénition de résidus en odimension 1. Notre objetif est d'as-
soier à une 2-forme diérentielle rationnelle ω sur S une 1-forme rationnelle µ sur C.
Proposition I.5.10. Soit u une fontion rationnelle sur S régulière au voisinage de C dont
la restrition u¯ à C est un élément séparant de k(C)/k. Soient ω une 2-forme rationnelle sur
S et v une uniformisante de l'anneau OS,C. On rappelle que, d'après la proposition I.4.6 et
son orollaire I.4.7, il existe une unique série de Laurent
f =
∑
j≥−l
fjv
j ∈ Ku((v)) telle que ω = fdu ∧ dv.
De plus, la 1-forme f¯−1du¯ est rationnelle sur C et ne dépend pas du hoix de v.
Dénition I.5.11. Sous les hypothèses de la proposition I.5.10, on appelle (u)-1-résidu de
ω le long de C la 1-forme rationnelle sur C dénie par
(u)res1C(ω) := f¯−1du¯.
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Preuve de la proposition I.5.10. Rappelons que f−1 est un élément de Ku. Ainsi, sa
lasse f¯−1 modulo mS,C est un élément de k(C), la 1-forme f¯−1du¯ est don rationnelle.
L'indépendane de ette 1-forme par rapport au hoix de v se démontre de la même façon
que le lemme I.5.4. Si w est une autre uniformisante de OS,C , d'après [Sti93℄ IV.2.9, le
oeient en v−1 de la série de Laurent f ∈ Ku((v)) est égal à elui en w
−1
de f ∂v∂w .
Remarque I.5.12. L'exemple I.3.6 onrme la néessité de faire intervenir la fontion u
dans la dénition. On ne peut espérer obtenir un objet qui ne dépende que de ω et de la
ourbe C.
Maintenant que nous disposons d'une dénition générale de 1-résidu, il serait souhaitable
que ette dernière soit ompatible ave la dénition I.3.2. De plus, étant donné un point
rationnel P de C, il serait intéressant de savoir quelle relation lie le (u)-1-résidu de ω le long
de C et son 2-résidu en P le long de C. C'est le but du lemme I.5.13 et de la proposition
I.5.14.
Lemme I.5.13. Sous les onditions de la proposition I.5.10, soit ω une 2-forme rationnelle
sur S de valuation supérieure ou égale à −1 le long de C. Alors le (u)-1-résidu de ω le long
de C oïnide ave le résidu de ω le long de C de la dénition I.3.1.
Preuve. Il existe une unique série de Laurent f appartenant à Ku((v)) de valuation −1 telle
que
ω = fdu ∧ dv =
∑
j≥−1
fjv
jdu ∧ dv.
Soit ϕ une fontion rationnelle sur S régulière au voisinage de C et dont la restrition à C
est égale à f¯−1, on pose
η1 := ϕdu et η2 := ω − ϕdu ∧
dv
v
.
La 2-forme η2 est régulière le long de C et ω se déompose en
ω = η1 ∧
dv
v
+ η2.
D'après la dénition I.3.2, la 1-forme η1|C sur C est le 1-résidu de ω le long de C. Or, η1|C
est égale à f¯−1du¯.
Proposition I.5.14. Sous les onditions de la proposition I.5.10. Soient ω une 2-forme
rationnelle sur S et P un point rationnel lisse de C, alors
resP ((u)res
1
C(ω)) = res
2
C,P (ω).
Remarque I.5.15. Si ω est de valuation supérieure ou égale à −1 le long de C, la proposition
I.5.14 entraîne que le 2-résidu de ω en P le long de C déni dans ette setion oïnide ave
elui de la setion I.3.
Remarque I.5.16. La ondition P est un point lisse de C pourra être supprimée dès que
l'on saura dénir des 2-résidus le long de C en des points singuliers de ette ourbe (voir
setion I.6.2).
Preuve de la proposition I.5.14. Soient P un point rationnel de C et v une uniformi-
sante de OS,C . Commençons par noter que, si u¯ est une uniformisante de OC,P , alors le
résultat est évident d'après la dénition du 2-résidu en P le long de C. En eet, dans ette
situation, pour toute uniformisante v de OS,C , le ouple (u, v) est une (P,C)-paire faible et
res
2
C,P (ω) = resP
(
(u)res1C(ω)
)
.
Si maintenant u¯ n'est pas une uniformisante deOC,P , alors quatre situations peuvent survenir.
Dans e qui suit, t désigne la fontion 1u .
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(1) La fontion u¯ est régulière en P et u¯′ := u¯− u¯(P ) est une uniformisante de OC,P .
(2) La fontion u¯ est régulière en P et u¯′ := u¯− u¯(P ) n'est pas une uniformisante de OC,P .
(3) La fontion u¯ n'est pas régulière en P et t¯′ := t¯− t¯(P ) est une uniformisante de OC,P .
(4) La fontion u¯ n'est pas régulière en P et t¯′ := t¯− t¯(P ) n'est pas une uniformisante de
OC,P .
Remarquons que l'on peut donner une interprétation géométrique simple des deux premières
situations si u est régulière6 en P . La première situation signie que la ligne de niveau
u = u(P ) intersete C transversalement en P . Dans la seonde situation, ette ligne de
niveau est singulière en P ou tangente à C en P .
Nous allons à présent traiter suessivement es quatre situations. On rappelle qu'il existe
une unique fontion rationnelle f sur S telle que ω = fdu ∧ dv et que f se déompose de
façon unique en série de Laurent
f =
∑
j≥−l
fjv
j .
On pose également µ := (u)res1C(ω).
Situation 1. Le sous-orpsKu de ÔS,C déni dans la proposition I.4.6 est l'unique sous-orps
de ÔS,C qui ontienne k(u) et soit isomorphe à k(C) via le morphisme de rédution modulo
mS,C . La fontion u0 := u− u¯(P ) engendre le même sous-orps de OS,C . En d'autres termes,
k(u) = k(u0). De e fait, les sous-orps Ku et Ku0 de ÔS,C sont égaux. De plus, du = du0.
Par onséquent,
ω = fdu ∧ dv = fdu0 ∧ dv
et le (u0)-1-résidu de ω le long de C est f¯−1du¯
′
qui est égal à µ. On déduit que
res
2
C,P (ω) = resP ((u0)res
1
C(ω)) = resP (µ).
Situation 2. Soit x une fontion rationnelle sur S telle que (x, v) soit une (P,C)-paire
faible. La fontion x¯ est don une uniformisante de OC,P . De fait, il existe une série formelle
φ ∈ k[[T ]] telle que u¯′ = φ(x¯). Soit σ le relevé de Hensel de x¯ dans ÔS,C , alors 'est un
élément de Ku et dans e orps, on a la relation
u0 = φ(σ).
On en déduit la nouvelle expression de ω
ω =
∑
j≥−l
fjv
jφ′(σ)dσ ∧ dv, (I.6)
où φ′ désigne la dérivée formelle de φ. Notons que σ n'est à priori pas une fontion. Le seond
membre de l'expression (I.6) est à priori une 2-forme formelle appartenant à Ω2k((u))((v))/k (voir
setion I.4.5). À présent, rappelons que σ est un élément de ÔS,C qui est ongru à x modulo
mS,C . Par onséquent, σ se déompose dans k((x))[[v]] de la façon suivante
σ = x+ σ1(x)v + σ2(x)v
2 + · · ·
La paire (σ, v) est liée à la paire (x, v) par un hangement de variables de la forme (CV).
D'après le théorème I.5.3, l'expression (I.6) fournit le même 2-résidu que la déomposition
de ω dans k((x))((v)). On en onlut que
res
2
C,P (ω) = resP (f¯−1φ
′(σ¯)dσ¯) = resP (f¯−1φ
′(x¯)dx¯).
Or, φ′(x¯)dx¯ est égal à dφ(x¯) = du¯′, don f¯−1φ
′(x¯)dx¯ est égal à µ.
6
Noter que le fait que u¯ soit régulière en P ne signie en rien que u l'est. Par exemple, sur A2, la fontion
u := (x+ y)/(x − y) n'est pas régulière à l'origine. Par ontre, sa restrition à la ourbe C := {y = 0} est la
fontion onstante et égale à 1 qui est régulière à l'origine.
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Situation 3. Tout omme dans la situation 1, on remarque que, omme u est égal à 1t , on a
k(u) = k(t), e qui implique Ku = Kt.
De fait, le développement de ω à oeient dans Kt((v)) s'érit
ω =
∑
j≥−l
fjv
j
(
−
dt
t2
)
∧ dv.
Par onséquent, on a
(t)res1C(ω) = −f¯−1
dt¯
t¯2
= f¯−1du¯ = (u)res
1
C(ω).
Comme t¯ est par hypothèse une uniformisante de OC,P , le ouple (t, v) est une (P,C)-paire
faible et don
res
2
C,P (ω) = resP ((t)res
1
C(ω)) = resP ((u)res
1
C(ω)).
Situation 4. D'après la situation 3, le (t)-1-résidu de ω le long de C est égal à son (u)-1-
résidu. On reprend alors le travail eetué dans la situation 2 en remplaçant u par t et on en
déduit le résultat.
En onlusion, les objets dénis dans ette setion sont bien une généralisation de eux
introduits en setion I.3.
I.6 Propriétés des résidus
Sur une ourbe algébrique irrédutible lisse X , une 1-forme régulière en un point P a un
résidu nul en e point. On dispose don d'une ondition néessaire pour que le résidu d'une
1-forme en un point soit non nul. Le lemme qui suit fournit un énoné analogue pour les
2-résidus. On rappelle que l'on se plae toujours dans le adre donné en setion I.2.
Lemme I.6.1. Soit ω une 2-forme rationnelle sur S admettant C omme ple (éventuelle-
ment multiple) et P un point rationnel lisse de C. Si ω n'a pas d'autre ple que C au voisinage
de P , alors
res
2
C,P (ω) = 0.
Preuve. Soient (u, v) une (P,C)-paire forte et n un entier tel que la valuation de ω le long
de C soit égale à −n. Par hypothèse, l'entier n est positif. Par ailleurs, il existe une fontion
rationnelle h, régulière au voisinage de C, telle que
ω = hdu ∧
dv
vn
.
De plus, omme C est le seul ple de ω au voisinage de P , on en déduit que h est régulière
au voisinage de P , elle se développe don en série de Taylor
h =
∑
j≥0
hj(u)v
j
où hj ∈ k[[u]] pour tout entier j.
Par onséquent,
(u)res1C(ω) = hn−1(u¯)du¯.
Cette 1-forme sur C est régulière au voisinage de P , son résidu en P est don nul.
Remarque I.6.2. C'est pour démontrer e type d'énoné que la notion de (P,C)-paire forte
est très utile.
En d'autres termes, une 2-forme sur S admet un 2-résidu non nul en un point P le long
d'une ourbe C, seulement si plusieurs ω a des ples autres que C au voisinage de P .
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I.6.1 Inuene d'un élatement sur les résidus
Soient P un point rationnel lisse de C et (u, v) une (P,C)-paire faible. On note π : S˜ → S
l'élatement de S en P . On note E, le diviseur exeptionnel de S˜. La transformation strite
par π d'une ourbe X passant par P sera notée X˜. On rappelle que la transformation strite
d'une ourbe est l'adhérene de Zariski dans S˜ de la ourbe π−1(X)r E.
Lemme I.6.3. Soit ω une 2-forme rationnelle sur S, on a
(π∗u)res1eC(π
∗ω) = π∗
(
(u)res1C(ω)
)
.
Preuve. L'appliation π induit un isomorphisme entre un ouvert de C et un ouvert de sa
transformée strite. Les 1-formes (π∗u)res1
eC
(π∗ω) et (u)res1C(ω) sont tirées en arrière l'une
de l'autre par et isomorphisme.
Corollaire I.6.4. Soit ω une 2-forme rationnelle sur U et Q le point d'intersetion7 de E
ave C˜. On a
res
2
eC,Q
(π∗ω) = res2C,P (ω).
I.6.2 Le as des points singuliers d'une ourbe
Les deux énonés qui préèdent permettent de généraliser la dénition 2-résidu d'une 2-
forme en P le long de C au as où P est un point singulier de C. Dans e qui suit, P désigne
un point rationnel éventuellement singulier de C.
Proposition I.6.5. Soit π : S˜ → S un morphisme birationnel provenant d'une suite nie
d'élatements de S induisant une résolution de la singularité de C en P . Soit C˜ la transformée
strite de C par π, alors, la somme ∑
Q→P
res
2
eC,Q
(π∗ω)
ne dépend pas de π. La notation Q→ P  signie que Q est un point de C˜ envoyé sur P par
π.
Preuve. Soient π1 : S˜1 → S et π2 : S˜2 → S deux tels morphismes et notons C˜1 et C˜2
les transformées strites respetives de C par es appliations. Comme les deux appliations
induisent un résolution de la singularité de C en P , le point P a le même nombre d'antéédents
par π1| eC1 et π2| eC2 . Notons respetivement P1,1, . . . , P1,n et P2,1, . . . , P2,n es antéédents. Il
existe alors deux ouverts U1 ⊆ C˜1 et U2 ⊆ C˜2 ontenant respetivement P1,1, . . . , P1,n et
P2,1, . . . , P2,n et un isomorphisme ϕ : U1 → U2 tel que π1|U1 = π2|U2 ◦ϕ. De plus, quitte à ré
ordonner les indies, ϕ envoie P1,i sur P2,i pour tout i appartenant à {1, . . . , n}.
On se donne alors une fontion u ∈ OS,C dont la restrition à C est un élément séparent
de k(C)/k. D'après le orollaire I.6.3, les 1-formes sont tirées en arrière l'une de l'autre par
ϕ. Par onséquent, on a
∀i ∈ {1, . . . , n}, res2eC1,P1,i
(π∗1ω) = res
2
eC2,P2,i
(π∗2ω).
Dénition I.6.6. Soit P un point rationnel singulier de C et π : S˜ → S un morphisme bira-
tionnel déni par une séquene nie d'élatements induisant une résolution de la singularité
de C en P . Soit ω une 2-forme rationnelle sur S, on dénit le 2-résidu de ω en P le long de
C par
res
2
C,P (ω) :=
∑
Q→P
res
2
eC,Q
(π∗ω).
7
La ourbe C est supposée lisse en P . Par onséquent, elle intersete E en un unique point.
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Remarque I.6.7. Les points Q au-dessus de P peuvent être dénis sur une extension nie
de k. Cependant, on peut failement se onvainre du fait que la somme qui dénit res2C,P (ω)
est invariante sous l'ation du groupe de Galois absolu de k. Le 2-résidu reste don un élément
de k.
Remarque I.6.8. Muni de ette dénition on montre aisément que l'énoné de la proposition
I.5.14 reste valable dans le as où le point P est un point singulier de la ourbe C. Pour e
faire, il sut de réaliser le même raisonnement que dans la preuve de ette proposition mais
en l'appliquant à la ourbe C˜ de la dénition i-dessus.
Une autre façon de dénir et de aluler les 2-résidus d'une 2-forme le long d'une ourbe
C en un point singulier P de ette dernière est d'étendre à ette situation la dénition de
(P,C)-paire faible. Ce point de vue nous sera utile dans le hapitre III.
Dénition I.6.9. Soient don C une ourbe irrédutible absolument réduite plongée dans S
et P un point rationnel éventuellement singulier de S. On appelle π : C˜ → C la normalisation
de C. Une (P,C)-paire faible est un ouple de fontions (u, v) appartenant à l'anneau loal
OS,C et vériant les onditions suivantes.
(i) Pour tout point fermé Q de C˜ au-dessus de P , la fontion π∗u¯ ∈ k(C˜) est une unifor-
misante de O eC,Q.
(ii) La fontion v est une uniformisante de OS,C.
Remarque I.6.10. Notons que ette dénition est une généralisation naturelle de la déni-
tion I.4.9 de (P,C)-paires faibles.
Remarque I.6.11. Une (P,C)-paire faible existe toujours. En eet, d'après le théorème
d'approximation faible ([Sti93℄ théorème I.3.1), il existe une fontion z dans k(C˜) qui est
une uniformisante de O eC,Q pour tout point fermé Q au-dessus de P . On desend z en une
fontion u¯ sur C que l'on relève ensuite en une fontion u dans OS,C.
Exemple I.6.12. Prenons S = A2
C
et C la ubique uspidale d'équation ane y2 = x3 et P
l'origine. On pose alors
u :=
y
x
et v := y2 − x3.
On appelle Lx et Ly les droites d'équations respetives x = 0 et y = 0. Élatons A
2
en P . On
onsidère dons la surfae plongée dans A2 ×P1 dénie par l'équation xu = yv où (u : v) est
un système de oordonnées homogènes de P1. On pose z := uv et dans la arte ane v 6= 0
on obtient des équations pour C˜,
C˜ = {y = xz} ∩ {z2 = x}.
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C
pi
E
Q
z = pi∗u = 0L˜y
L˜x
Ly
P
Lx
C˜
On appelle Q le point de C˜ au-dessus de P . La fontion π∗u est égale à z et son lieu
d'annulation au voisinage de Q est L˜y qui intersete C˜ en Q ave multipliité 1. De fait,
π∗u¯ = z¯ est une uniformisante de O eC,Q. En onlusion, la ouple (u, v) est bien une (P,C)-
paire faible au sens de la dénition I.6.9.
Terminons ette setion sur un ommentaire élémentaire. Soient C une ourbe irrédutible
absolument réduite plongée dans S et P un point rationnel singulier de C. Soient alors (u, v)
une (P,C)-paire faible et ω une 2-forme sur S. Comme u¯ est un élément séparant de k(C)/k,
on peut dénir un (u)-1-résidu de ω le long de C qui s'identie à une 1-forme sur la normalisée
C˜ de C. La somme des résidus de ette 1-forme sur C˜ en tous les points au-dessus de P est
évidemment égal au 2-résidu de ω en P le long de C de la dénition I.6.6.
I.7 Formules de sommation
Les résultats énonés dans ette setion, en partiulier le théorème I.7.11, sont eux que
nous utiliserons dans les hapitres suivants qui portent sur les odes orreteurs. On rappelle
que notre objetif est de onstruire des odes à partir de 2-formes sur une surfae et d'obtenir
des relations d'orthogonalité entre es odes et les odes fontionnels. Dans le as des ourbes,
une partie de la démonstration de ette relation d'othogonalité onsiste à utiliser la formule
des résidus. Aussi, il semble intéressant de pouvoir disposer de formules de sommation de
2-résidus d'une 2-forme sur une surfae. Nous allons fournir trois relations de sommations.
La troisième est elle qui nous sera la plus utile dans e qui suit.
Attention ! Tout omme dans le as des ourbes, les formules de sommation qui suivent font
intervenir tous des points géométriques de la surfae. Aussi pour plus de onfort, le orps de
base k sera supposé algébriquement los dans ette setion.
Théorème I.7.1 (Première formule des résidus). Soit S une surfae quasi-projetive lisse
géométriquement intègre dénie sur k. Soient C une ourbe projetive irrédutible plongée
dans S et ω une 2-forme rationnelle sur S. On a∑
P∈C
res
2
C,P (ω) = 0.
Remarque I.7.2. D'après le lemme I.6.1, la somme i-dessus a un support ni, l'énoné a
don un sens.
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Preuve. Commençons par supposer que C est lisse. Soit u une fontion rationnelle sur S,
régulière au voisinage de C et dont la restrition u¯ à C est un élément séparant de k(C)/k.
Soit µ le (u)-1-résidu de ω le long de C. D'après la proposition I.5.14 et la remarque I.6.8,
on a ∑
P∈C
res
2
C,P (ω) =
∑
P∈C
resP (µ)
et ette dernière somme est nulle d'après la formule des résidus sur une ourbe. Si maintenant
C est singulière, on onsidère un morphisme birationnel π : S˜ → S obtenu par une séquene
nie d'élatements et tel que la transformée strite C˜ de C soit lisse. D'après le lemme I.6.3
et son orollaire I.6.4, on a∑
P∈C
res
2
C,P (ω) =
∑
Q∈ eC
res
2
eC,Q
(ω) =
∑
Q∈ eC
resQ(π
∗µ).
On onlut de nouveau en appliquant la formule des résidus à la ourbe C˜ et la 1-forme
π∗µ.
Remarque I.7.3. Noter que si la valuation de ω le long de C est supérieure ou égale à −1,
alors le résultat est évident. En eet, il sut d'appliquer la formule des résidus au 1-résidu
de ω le long de C. La partie non évidente de la preuve i-dessus est l'étude du as où ω a un
ple multiple le long de C. Le travail sur les (u)-1-résidus eetué dans les setions I.5 et I.6
avait pour prinipal objetif de fournir les outils néessaires à la preuve de e résultat.
Théorème I.7.4 (Deuxième formule des résidus). Soit S une surfae quasi-projetive lisse
géométriquement intègre dénie sur k. Soient P un point de S et CS,P l'ensemble des germes
ourbes irrédutibles traées sur S et ontenant P . Pour toute 2-forme ω rationnelle sur S,
on a ∑
C∈CS,P
res
2
C,P (ω) = 0.
Remarque I.7.5. La somme i-dessus a également un support ni (.f. remarque I.7.2).
Preuve. Soient ω une 2-forme rationnelle sur S et C1, . . . , Cn les omposantes irrédutibles
du lieu des ples de ω au voisinage de P .
Étape 1. Dans un premier temps, nous allons supposer que les ples C1, . . . , Cn de ω sont
lisses en P et se roisent deux à deux transversalement en e point.
• Si n = 1, d'après le lemme I.6.1, le 2-résidu de ω en P le long de C1 est nul. Le résultat
est don immédiat.
• Si n = 2, soient u1 et u2 des équations loales respetives des ourbes C1 et C2 au
voisinage de P . Par hypothèse, C1 et C2 se roisent transversalement en P , don (u1, u2)
est un système de oordonnées loales en e point. De fait, (u1, u2) est une (P,C2)-paire
forte et (u2, u1) une (P,C1)-paire forte. Soient −n1 et −n2 les valuations respetives
de ω le long de C1 et C2. Il existe une fontion h régulière au voisinage de P telle que
ω = h
du1
un11
∧
du2
un22
.
On développe h en série de Taylor
h =
∑
i,j 6=0
hi,ju
i
1u
j
2.
Le 2-résidu de ω en P le long de C est égal à hn1−1,n2−1 et, omme le produit extérieur
est antiommutatif, le 2-résidu de ω le long de C1 est égal à −hn1−1,n2−1. Leur somme
est don nulle.
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Cn
C2
P
C1
E
C˜1
C˜2
Qn
C˜n
Q2
Q1
pi
Fig. I.1  Le as n ≥ 2 dans l'étape 1 de la preuve.
• Si n ≥ 2, soit π : S˜ → S l'élatement de S en P . Le diviseur exeptionnel est noté E,
la transformée strite d'une ourbe Ci est notée C˜i. On rappelle que, par hypothèse les
ourbes Ci sont lisses en P et s'y roisent deux à deux transversalement. Don, pour
tout i, la ourbe C˜i intersete E en un unique point que l'on appelle Qi et les points
Q1, . . . , Qn sont deux à deux distints. La gure I.1 résume ette situation.
La ourbe E est projetive et les C˜i sont les seuls ples de π
∗ω qui intersetent E. Soit
i ∈ {1, . . . , n}, d'après le as n = 2, on a
res
2
eCi,Qi
(π∗ω) = −res2E,Qi(π
∗ω). (I.7)
Ainsi, en appliquant le lemme I.6.3 et la relation (I.7) i-dessus, on en déduit que
n∑
i=1
res
2
Ci,P (ω) =
n∑
i=1
res
2
eCi,Qi
(π∗ω) = −
n∑
i=1
res
2
E,Qi(π
∗ω).
Soit Q un point de E autre que Q1, . . . , Qn, la ourbe E est le seul ple la 2-forme π
∗ω
au voisinage de e point. Par onséquent, d'après le lemme I.6.1 le 2-résidu de π∗ω en
Q le long de E est nul. En reprenant (I.7), on en déduit que
n∑
i=1
res
2
Ci,P (ω) = −
n∑
i=1
res
2
E,Qi(π
∗ω) = −
∑
Q∈E
res
2
E,Q(π
∗ω)
et ette somme est nulle d'après le théorème I.7.1.
Étape 2. Dans le as général, les ourbes C1, . . . , Cn peuvent être singulières en P et la
multipliité d'intersetion de deux d'entre elles peut être supérieure ou égale à 2. On réalise
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alors une désingularisation à roisements normaux de la ourbe C1∪ . . .∪Cn. C'est-à-dire
qu'à partir d'une séquene nie d'élatements on obtient un morphisme birationnel π : S˜ → S
tel que la surfae S˜ vérie les propriétés suivantes.
(i) Les ourbes C˜1, . . . , C˜n sont lisses en tout point Q tel que π(Q) = P .
(ii) Par un point Q tel que π(Q) = P passe au plus une ourbe C˜i.
(iii) L'intersetion d'une ourbe C˜i ave la ourbe π
−1({P}) est de multipliité un.
On appelle arbre de résolution l'image réiproque par π du point P . Il s'agit d'une réunion de
ourbes projetives de genre nul. Les relations d'inidene entre es diviseurs se représentent
sous la forme d'un arbre que l'on notera A.
Es,1 · · · · · · · · · · · · · · · Es′,n′s
E2,1 E2,2 · · · · · · E2,n2
E1
Noter que les feuilles de et arbre ne sont pas forément toutes au même étage, même si le
diagramme i-dessus laisse supposer le ontraire. C'est la raison pour laquelle les indies des
deux feuilles (extrémités supérieures) représentées sont diérents (s et s′).
À présent, nous allons appliquer les résultats de l'étape préédente aux sommets l'arbre
A, en partant de ses feuilles et en remontant à sa raine. Dans e qui suit, nous illustrerons
notre travail de la façon suivante. Si C˜ est un ple de π∗ω et Q un point de C˜, alors le
2-résidu r de π∗ω en Q le long de C˜ apparaîtra dans un dessin sous la forme suivante.
C˜ Q
r
Pour tout diviseur E orrespondant à un sommet autre que la raine de l'arbre A, on
appelle T le point d'intersetion de E ave son asendant et PjE l'ensemble des points de C˜j
qui intersetent E ou un de ses asendants dans l'arbre A. On note
σE := res
2
E,TE (π
∗ω).
Commençons par montrer que pour tout diviseur E orrespondant à un sommet de l'arbre
autre que sa raine, on a
σE =
n∑
j=1
∑
Q∈Pj
E
res
2
eCj ,Q
(π∗ω). (R)
Nous allons démontrer ette relation par réurrene sur les étages de l'arbre.
Étape 2.a. Soit E un diviseur orrespondant à une feuille de l'arbre. Il admet un unique
asendant dans l'arbre que l'on note E′ et qui intersete E en un point T . Par ailleurs, quitte
à réordonner les indies des ourbes, e diviseur E intersete les ourbes C˜1, . . . , C˜k en les
points T1,1, . . . , T1,l1, . . . , Tk,1, . . . , Tk,lk . On note enn
ri,j := res
2
eCi,Ti,j
(π∗ω).
La situation peut être représentée par la gure suivante.
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T
r1,1
r1,2
T1,2
C˜1
E
E ′
rk,lk
C˜k
T1,1 Tk,lk
D'après le travail eetué dans l'étape 1, on sait que pour tout ouple (i, j)
res
2
eCi,Ti,j
(π∗ω) = ri,j = −res
2
E,Ti,j (π
∗ω).
De plus, d'après le lemme I.6.1, la 2-forme π∗ω a des résidus non nuls seulement en les points
Ti,j et T . Don, d'après la première formule des résidus (théorème I.7.1), on obtient
σE = res
2
E,T (π
∗ω) = −
∑
i,j
res
2
E,Ti,j (π
∗ω) =
∑
i,j
ri,j .
C'est-à-dire la relation (R) pour une feuille de l'arbre A. Le shéma suivant résume le travail
qui vient d'être eetué.
r1,1
r1,2
−r1,2
T1,2
C˜1
−r1,1
T1,1
rk,lk
−rk,lk Tk,lk
C˜k
E
−
∑
ri,j
E ′
T
σE =
∑
ri,j
Notons que, omme ela apparaît sur le dessin i-dessus, en appliquant de nouveau le travail
eetué dans l'étape 1, on obtient
res
2
E′,T (π
∗ω) = −res2E,T (π
∗ω) = −
∑
i,j
res
2
eCi,Ti,j
(π∗ω).
Étape 2.b. Soit E un diviseur orrespondant à un sommet intermédiaire de l'arbre, 'est-
à-dire un sommet qui n'est ni une feuille ni la raine. Par réurrene, supposons que la
relation (R) est vériée par tous les desendants (direts ou indirets) de E dans A. Notons
E′ l'asendant diret de E dans A et D1, . . . , Dr ses desendants direts. Soient également
C˜1, . . . , C˜q les ourbes
8
qui intersetent E. On désigne par T , le point d'intersetion de E
ave E′. Les points d'intersetion de E ave D1, . . . , Dr sont notés U1, . . . , Ur et les points
d'intersetion de E ave C˜1, . . . , C˜q sont notés T1,1, . . . , T1,l1 , . . . , Tq,1, . . . , TQ,lq . On reprend
la notation
ri,j := res
2
eCj,Ti,j
(π∗ω).
D'après l'hypothèse de réurrene on a
∀i ∈ {1, . . . , r}, res2Di,Ui(π
∗ω) = σDi .
Don d'après le as n = 2 de l'étape 1, on a
∀i ∈ {1, . . . , r}, res2E,Ui(π
∗ω) = −σDi
8
Quitte à ré indier les ourbes.
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et
∀j ∈ {1, . . . , q}, ∀i ∈ {1, . . . , lq}, res
2
E,Ti,j (π
∗ω) = −ri,j .
Ainsi, d'après le théorème I.7.1 appliqué à E et π∗ω, on a
σE = res
2
E,T (π
∗ω) = −
r∑
k=1
res
2
E,Uk(π
∗ω)−
∑
i,j
res
2
E,Ti,j (π
∗ω) =
r∑
k=1
σDk +
∑
i,j
ri,j
et ette dernière somme n'est autre que σE . La relation (R) est don vériée par E. Le dessin
suivant résume le travail eetué.
D1
-σD1
σD1
U1
Dr
-σDr
U2
σDr
E
σE
rq,lqrq,1
−rq,lq
C˜1
r1,1
T1,1
−r1,1 −rq,1
Tq,1 TTq,lq
E ′
C˜q C˜q
Étape 2.. Considérons maintenant E1 la raine de l'arbreA. Ce dernier n'a pas d'asendant.
Reprenons les notations de l'étape préédente en e qui onerne ses desendants direts et
les ourbes C˜j qu'il intersete. Par un raisonnement analogue à elui qui a été eetué dans
l'étape préédente, en appliquant le théorème I.7.1 à E1 et π
∗ω on obtient
−
r∑
k=1
σDk −
∑
i,j
ri,j = 0. (I.8)
Or ette somme n'est autre que la somme
n∑
i=1
∑
Q∈Pi
E1
res
2
eCi,Q
(π∗ω) = 0,
où l'on rappelle que P iE1 est l'ensemble des points de C˜i qui intersete E1 ou l'un de ses
antéédents. C'est don l'ensemble des points des ourbes C˜i qui sont envoyés sur P par π.
On onlut en rappelant que, d'après la dénition I.6.6, on a∑
Q∈Pi
E1
res
2
eCi,Q
(π∗ω) = res2Ci,P (ω).
En ombinant ette relation ave l'équation (I.8) on obtient le résultat attendu, à savoir
n∑
i=1
res
2
Ci,P (ω) = 0.
Remarque I.7.6. Noter que, dans la démonstration du théorème I.7.4 qui préède, on n'a
appliqué le théorème I.7.1 qu'à des diviseurs appartenant à l'image réiproque de P . Or, il a
été signalé que la preuve du théorème I.7.1 est évidente si la valuation de ω le long de C est
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supérieure ou égale à −1. Aussi, il est important de signaler que, dans la preuve qui préède,
la valuation de π∗ω le long d'un diviseur exeptionnel E provenant d'un élatement peut être
inférieure à −2. Le lemme suivant fournit une formule expliite de la valuation de π∗ω le
long d'un tel diviseur exeptionnel.
Lemme I.7.7. Soit ω une 2-forme rationnelle sur S et P un point de S. On note CP ,
l'ensemble de toutes les ourbes irrédutibles ontenues dans S et ontenant P . Soit π : S˜ → S
l'élatement de S en P , alors la valuation de π∗ω le long du diviseur exeptionnel E est donnée
par la formule :
valE(π
∗ω) = 1 +
∑
C∈CP
mP (C)valC(ω),
où mP (C) est la multipliité de C en P .
Preuve. D'après [Har77℄ proposition V.3.3, on a l'égalité de diviseurs
(π∗ω) = π∗(ω) + E.
Ensuite, d'après [Har77℄ proposition V.3.6, la valuation du diviseur π∗(ω) le long de E est
valE(π
∗(ω)) =
∑
C∈CP
mP (C)valC(ω).
Remarquons également que la théorème I.7.4 permet d'étendre le lemme I.6.1 au as des
ourbes singulières voire même rédutibles. C'est e qui fera l'objet du orollaire I.7.9. Pour
énoner e dernier, nous avons besoin de la onvention et la dénition i-dessous.
Convention. Soit C une ourbe quelonque plongée dans S et P un point de S n'appartenant
pas à C, on dit alors que
res
2
C,P (ω) = 0.
Dénition I.7.8 (2-résidu en un point d'une ourbe rédutible). Soit C une ourbe rédutible
plongée dans S et C1, . . . , Cd ses omposantes irrédutibles. Soit P un point de C et ω une
2-forme rationnelle sur S. On dénit le 2-résidu de ω en P le long de C par
res
2
C,P (ω) :=
d∑
i=1
res
2
Ci,P (ω).
Corollaire I.7.9. Soit C une ourbe quelonque plongée dans S et P un point de C. Soit
une 2-forme rationnelle ω dont le lieu des ples au voisinage de P est ontenu dans C, alors
res
2
C,P (ω) = 0.
Preuve. On applique la deuxième formule des résidus (théorème I.7.4) à ω, ses ples au
voisinage de P faisant partie des omposantes irrédutibles de C.
Pour nir e hapitre, nous allons énoner la troisième formule des résidus, qui est elle
que nous appliquerons aux odes orreteurs dans le hapitre suivant. Noter que, dans le ha-
pitre suivant nous manipulerons fréquemment des diviseurs. C'est e qui motive la dénition
suivante.
Dénition I.7.10 (2-Résidu en un point le long d'un diviseur). Soit D un diviseur sur S.
Pour toute 2-forme rationnelle ω et tout point P de S, on appelle 2-résidu de ω en P le long
de D et on notera res2D,P (ω) le 2-résidu de ω en P le long du support de D.
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Attention ! Noter qu'il ne s'agit pas exatement d'une extension de la dénition par linéarité.
D'une ertaine façon, la dénition I.7.10 i-dessus autorise un abus de langage pour éviter
d'avoir à parler de 2-résidu en un point le long du support du diviseur D. En partiulier, il
faut faire attention au fait que, selon ette dénition, le résidu d'une 2-forme ω en un point
P le long d'un diviseur D est par exemple égal à elui de ω en P le long du diviseur 2D.
Théorème I.7.11 (Troisième formule des résidus, [Lip84℄ hap. 12). Soit S une surfae
projetive lisse géométriquement intègre. Soient Da et Db deux diviseurs sur S dont l'in-
tersetion des supports est un ensemble ni Z. Soit Ω2(−Da − Db) le faiseau de 2-formes
vériant loalement
(ω) ≥ −Da −Db.
Alors, pour toute setion globale ω du faiseau Ω2(−Da −Db), on a∑
P∈S
res
2
Da,P (ω) =
∑
P∈Z
res
2
Da,P (ω) = 0.
Preuve. La 2-forme ω n'a pas de ples hors du support de Da + Db. Don, d'après le
orollaire I.7.9, les 2-résidus de ω le long de Da sont nuls en tout point P n'appartenant pas
à Z, e qui nous donne la première égalité. La seonde égalité vient de la première formule
des résidus (théorème I.7.1). En eet, soient Da,1, . . . , Da,ma les omposantes irrédutibles
du support de Da. Le théorème I.7.1 entraîne
∀i ∈ {1, . . . ,ma},
∑
P∈Da,i
res
2
Da,i,P (ω) = 0.
De fait, en sommant es ma relations, on obtient∑
P∈SuppDa
res
2
Da,P (ω) = 0.
Et il revient au même de sommer sur tous les points de S puisque les 2-résidus de ω le long
de Da en un point hors du support de Da sont nuls par onvention.
Remarque I.7.12. Sous les onditions du théorème I.7.11, soit ω une setion globale du
faiseau Ω2(−Da −Db). D'après la deuxième formule des résidus (thm I.7.4) on a
∀P ∈ S, res2Da,P (ω) = −res
2
Db,P
(ω).
Par onséquent l'énoné du théorème I.7.11 est symétrique, 'est-à-dire qu'il reste vrai si l'on
éhange Da et Db.

Deuxième partie
Codes géométriques

Chapitre II
Codes diérentiels sur une
surfae
Je vous jure d'être déent et de ne pas dire un seul gros
mot ni rien qui blesse les onvenanes.
Musset
Il ne faut jurer de rien
Dans e hapitre, nous allons appliquer les résultats du hapitre I. Le but est de onstruire
des odes orreteurs d'erreurs en évaluant les 2-résidus de 2-formes diérentielles en des
points rationnels d'une surfae algébrique.
II.1 Langage et Notations
Soit X une variété géométriquement intègre de dimension n dénie sur un orps k. On
note OX son faiseau strutural. L'ensemble des diviseurs de Weil sur X sera noté Divk(X).
Étant donné un diviseur D sur S on note respetivement D+ et D− ses parties eetives et
non eetives. Les diviseurs D+ et D− sont tous deux eetifs et D s'érit
D = D+ −D−.
L'équivalene linéaire sera notée ∼. Si X est lisse, le groupe Divk(X)/ ∼ s'identie au
groupe de Piard de X que l'on notera Pik(X). Si X est une surfae lisse et que les supports
de deux diviseurs D et D′ n'ont pas de omposante irrédutible ommune, leur multipliité
d'intersetion en un point P est notée mP (D,D
′). Étant donné un diviseur G sur X , on
note L(G) (resp. Ωn(G)) le faiseau inversible des fontions rationnelles (resp. des n-formes
rationnelles) sur X qui vérient loalement
(f) ≥ −G (resp. (ω) ≥ G).
L'ensemble des setions globales d'un faiseau F sera noté Γ(X,F) et FP désignera sa bre
en un point P . En e qui onerne les faiseaux L(G) (qui seront fréquemment utilisés),
on utilisera la notation standard L(G) pour Γ(X,L(G)). Noter que, dans la littérature, le
symbole Ωn(G) peut désigner un faiseau inversible ou l'espae des setions globales du
faiseau en question. Insistons don sur le fait que, dans e qui suit Ωn(G) désignera toujours
un faiseau de n-formes.
Pour nir, soit k¯ la lture algébrique de k, on note X la variété
X := X ×k k¯
et, étant donné un faiseau F sur X , on note F le tiré en arrière de F sur X.
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Important. Dans tout e qui suit, sauf mention ontraire, si D1 et D2 sont deux diviseurs
sur une surfae lisse S dont les supports n'ont pas de omposante irrédutible ommune,
alors Da ∩Db signiera intersetion au sens de la théorie des shémas. Il s'agit don
d'une intersetion tenant ompte des multipliités et non d'une intersetion ensembliste.
II.2 Rappels sur les odes onstruits à partir de ourbes
Dans ette setion, X désigne une ourbe algébrique projetive lisse au-dessus de Fq. On
se donne également un diviseur Fq-rationnel G sur X et une famille de points P1, . . . , Pn
rationnels sur X et qui évitent le support de G. On note D le diviseur
D := P1 + · · ·+ Pn.
II.2.1 Codes fontionnels et diérentiels
La donnée des diviseurs G et D permet de onstruire deux odes diérents. Ces odes sont
respetivement appelés odes fontionnels et odes diérentiels. Les premiers sont onstruits
par évaluation de fontions en des points rationnels de X et les seonds par évaluation de
résidus de formes diérentielles en es mêmes points.
Le ode fontionnel. Soit evD l'appliation,
evD :
{
L(G) → Fnq
f 7→ (f(P1), . . . , f(Pn)).
L'image de ette appliation est appelée ode fontionnel assoié aux diviseurs D et G et
notée CL,X(D,G).
Le ode diérentiel. Soit resD l'appliation,
resD :
{
Γ(X,Ω1(G−D)) → Fnq
ω 7→ (resP1(ω), . . . , resPn(ω)).
L'image de ette appliation est appelée ode diérentiel assoié aux diviseurs D et G et
notée CΩ,X(D,G).
Exemple II.2.1. Supposons que X soit la droite projetive P1
Fq
et que le diviseur G soit de
la forme kP où P est un point rationnel de P1
Fq
. Alors, en prenant pour D une somme de
points rationnels autres que P , le ode fontionnel est un ode de Reed-Solomon et le ode
diérentiel un ode de Goppa lassique (f [HP95℄ exemples 3.3 et 3.4).
II.2.2 Paramètres de es odes
L'un des intérêts de es odes est que l'on dispose d'outils simples provenant de la théorie
des ourbes algébriques pour en évaluer les paramètres.
• Le théorème de Riemann-Roh permet de minorer, voire d'évaluer exatement la di-
mension de es odes.
• Le fait que le degré d'un diviseur prinipal soit nul permet d'obtenir de façon élémentaire
une borne inférieure pour la distane minimale d'un ode fontionnel. Un raisonnement
analogue sur le degré d'un diviseur anonique fournit une méthode de minoration de
la distane minimale d'un ode diérentiel. Nous renvoyons le leteur aux référenes
[Ste99℄, [Sti93℄ et[TV91℄ pour plus de détails sur es propriétés (la liste n'est bien sûr
pas exhaustive).
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Conernant la distane minimale d
min
, on obtient pour les odes fontionnels la minoration
n− k + 1− g ≤ d
min
,
où k désigne la dimension du ode et g le genre de la genre de la ourbe. Ainsi on sait que
es odes sont toujours à g de la borne de singleton. C'est l'une des raisons qui a motivé les
nombreux travaux eetués autour de l'étude des odes géométriques durant les 25 dernières
années.
II.2.3 Relation d'orthogonalité et déodage
Un autre intérêt de es odes est que l'on dispose d'une relation d'orthogonalité entre le
ode fontionnel et le ode diérentiel, à savoir
CΩ,X(D,G) = CL,X(D,G)
⊥.
La preuve de ette relation est une onséquene de la formule des résidus pour l'inlusion
⊆ et du théorème de Riemann-Roh qui fournit une égalité de dimension entre es odes
entraînant l'inlusion réiproque. Nous renvoyons le leteur à [TV91℄ théorème 3.1.44 ou
[Sti93℄ théorème II.2.8 pour plus de détails sur e résultat.
Noter que, ette relation d'orthogonalité est l'outil de base de la majorité des algorithmes
de déodage (voir [HP95℄ ou [HVP98℄ ).
II.2.4 Deux onstrutions distintes mais une seule lasse de odes
Un dernier résultat bien onnu onernant es odes est que tout ode diérentiel est
un ode fontionnel assoié à d'autres diviseurs et réiproquement. Plus préisément, étant
donnés deux diviseurs D et G omme préédemment, il existe un diviseur anonique K tel
que
CΩ,X(D,G) = CL,X(D,K −G+D).
Le diviseur K est elui d'une forme diérentielle dont les résidus en les points du support
de D sont tous égaux à 1. L'existene d'un tel diviseur est une onséquene du théorème
d'approximation faible dans les orps de fontions ([Sti93℄ théorème I.3.1).
Aussi, si l'on souhaite étudier es odes, on peut sans perte de généralité se restreindre à
l'étude de odes issus d'une seule des deux onstrutions. Généralement, on se foalise sur les
odes fontionnels dont la onstrution semble plus aessible, les fontions étant un objet
plus intuitif que les formes diérentielles.
Remarque II.2.2. Il est toutefois intéressant de noter que la première onstrution de odes
géométriques fut donnée par V.D. Goppa en 1981 dans l'artile [Gop81℄. Dans et artile, les
odes introduits sont des odes diérentiels. Sans doute pare qu'il sont une généralisation
des odes de Goppa lassiques.
II.3 Codes géométriques onstruits à partir de surfaes
algébriques
Si de telles onstrutions sont possibles sur les ourbes, il est naturel de s'interroger sur
les perspetives d'extension de es onstrutions à des variétés de dimension supérieure.
II.3.1 Cadre
Dans e qui suit et jusqu'à la n de e hapitre, S désignera une surfae algébrique
projetive lisse dénie au-dessus d'un orps ni Fq. Sauf mention ontraire, lorsque l'on
parlera de ourbe pongée dans S, il s'agira de ourbe dénie sur Fq. On se donne également
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un diviseur Fq-rationnel G sur S et une famille de points rationnels P1, . . . , Pn de S qui
évitent le support de G. On appelle ∆ le 0-yle sur S déni par
∆ := P1 + · · ·+ Pn.
Notons que ∆ joue plus ou moins le rle du diviseur D de la setion préédente. Nous avons
ependant hoisi de le noter ave une lettre greque ar e n'est plus un diviseur mais un
0-yle. D'une façon générale, dans tout e qui suit, les lettres latines majusules désigneront
des diviseurs et les lettres greques majusules des 0-yles. Enn, signalons dès à présent
que la diérene de dimension entre ∆ et G sera à l'origine de la plupart des diultés que
posent la onstrution et l'étude des odes diérentiels sur des surfaes.
II.3.2 Codes fontionnels
Comme nous l'avons dit préédemment, la onstrution fontionnelle présentée dans le
as des ourbes se généralise à des variétés de dimension quelonque (voir [VM84℄ I.3.1). Pour
e faire, on dénit l'appliation
ev∆ :
{
L(G) → Fnq
f 7→ (f(P1), . . . , f(Pn)).
L'image de ette appliation est appelée ode fontionnel sur S assoié à ∆ et G et est notée
CL,S(∆, G). L'étude des paramètres de e type de ode est nettement plus ardue que dans le
as des ourbes.
Sur la longueur du ode. Si l'on veut étudier l'asymptotique des odes onstruits sur des
surfaes algébriques, on doit disposer de moyens d'évaluer le nombre de points rationnels
d'une surfae sur un orps ni. La borne de Weil-Deligne (voir [Del74℄) valable pour des va-
riétés de dimension quelonque permet de majorer e nombre de points. Lahaud et Tsfasman
ont donné des estimations plus préises de e nombre de points via des formules expliites
dans [LT97℄.
Sur la dimension. En dimension supérieure ou égale à 2, le théorème de Riemann-Roh
se omplique. Aussi, l'évaluation de la dimension de e type de ode est en général plus
ardue. Cependant, dans les exemples étudiés dans la littérature, le diviseur G est presque
toujours un diviseur très ample obtenu par intersetion de S ave une hypersurfae. Dans e
as, l'évaluation de la dimension du ode se ramène au alul élémentaire de la dimension
d'espaes de polynmes en plusieurs variables et de degré total borné.
Sur la distane minimale. Alors que l'on disposait failement de la distane minimale
onstruite de Goppa (designed minimal distane) dans le as des ourbes (voir [Sti93℄ def
II.2.4), dans le as des variétés de dimension supérieure, la minoration de la distane minimale
d'un ode fontionnel devient un problème inniment plus omplexe. Elle revient à majorer
le nombre maximal de points rationnels du lieu d'annulation d'un élément de L(G). Les
référenes itées dans l'introdution (page 14) portent prinipalement sur la résolution de e
problème lorsque S appartient à une lasse spéique de surfaes.
Remarque II.3.1. Notons que Lahaud propose dans [La88℄ une onstrution sensiblement
diérente du ode fontionnel. Cette approhe a été reprise par un ertain nombre des auteurs
préédemment ités tels que Aubry, Edoukou et Sørensen. L'annexe D est onsarée à ette
autre onstrution et au moyen de la relier à elle présentée i-dessus.
Passons maintenant à une première approhe de la onstrution de odes diérentiels sur
une surfae.
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II.3.3 Codes diérentiels
Pour réaliser une onstrution analogue à elle qui a été présentée en setion II.2.1, il
faut plus que la donnée de G et ∆. En eet, on souhaiterait évaluer les 2-résidus de 2-formes
ayant des ples presrits. Il faut don introduire un nouveau diviseur que l'on notera D et
qui, d'une ertaine manière, jouera le rle
1
du diviseur du même nom dans la onstrution
de odes diérentiels sur une ourbe. Il faut également que l'on évalue les 2-résidus le long de
ertains ples de ω mais pas tous. En eet, d'après le théorème I.7.4 si l'on évalue le 2-résidu
de ω en un point le long de tous ses ples, on obtient zéro. Il faut don déomposer le diviseur
D en deux parties distintes. C'est e qui motive la dénition suivante.
Dénition II.3.2. Soient Da et Db deux diviseurs sur S dont les supports n'ont pas de
omposante irrédutible ommune et soit D la somme de es deux diviseurs. On dénit l'ap-
pliation
res
2
Da,∆ :
{
Γ(S,Ω2(G−D)) → Fnq
ω 7→ (res2Da,P1(ω), . . . , res
2
Da,Pn
(ω)).
L'image de ette appliation est appelée ode diérentiel assoié à ∆, Da, Db et G. On le
note CΩ,S(∆, Da, Db, G).
Remarque II.3.3. On peut également onstruire une appliation res
2
Db,∆
en éhangeant Da
et Db dans l'énoné de la dénition II.3.2. Le théorème I.7.4 entraîne
res
2
Da,∆ = −res
2
Db,∆.
De e fait, les appliations sont diérentes mais ont même image. La onstrution du ode
ne dépend don pas de l'ordre des éléments dans le ouple (Da, Db).
Remarque II.3.4. L'appliation res
2
Da,∆
peut en fait être dénie sur Ω2
Fq(S)/Fq
tout en-
tier. Aussi, on s'autorisera à l'appliquer à des 2-formes quelonques de Ω2
Fq(S)/Fq
voire de
Ω2
Fq(S)/Fq
. Cet abus de notation sera par exemple utilisé dans la dénition II.3.5.
La dénition II.3.2 n'est pas omplètement satisfaisante, ar il n'y a pas de lien entre
le ouple (Da, Db) et ∆. De fait, il se peut par exemple que les supports de Da et Db ne
se roisent en auun point du support de ∆, e qui, d'après le orollaire I.7.9, donnerait un
ode nul. Nous allons don introduire une nouvelle notion permettant de relier un 0-yle
sur S à une paire de diviseurs. Notons que ette dénition (dénition II.3.5) pourra sembler
inutilement ompliquée au premier abord. Cependant, les ommentaires en setion II.3.6
justieront à posteriori la pertinene de e hoix.
II.3.4 Paires de diviseurs ∆-onvenables
Commençons par se donner un ahier des harges. On souhaite disposer des propriétés
suivantes.
(a) On aimerait que les odes diérentiels onstruits à partir de ∆, G et du ouple (Da, Db)
n'aient pas une oordonnée systématiquement nulle. On souhaiterait don que pour tout
point P appartenant au support de ∆, il existe une setion de Ω2(G−D) qui n'annule
pas l'appliation res
2
Da,P
.
(b) Notre but est également d'obtenir une relation d'orthogonalité entre les odes CL,S(∆, G)
et CΩ,S(∆, Da, Db, G). Pour e faire, nous allons utiliser la troisième formule des résidus
(théorème I.7.11) et adopter une démarhe prohe de elle qui est utilisée dans le as
des ourbes.
1
On a signalé en setion II.3.1 que ∆ jouait le rle du diviseur D dans le as des ourbes. En réalité, dans
le as des odes diérentiels sur des surfaes deux objets de dimension diérente endossent le rle joué par le
diviseur D dans le as des ourbes. Il y a d'un té le 0-yle ∆ et d'un autre la paire de diviseurs (Da,Db).
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La dénition suivante répond à e ahier des harges.
Dénition II.3.5. Soient Da et Db deux diviseurs sur S dont les supports n'ont pas de
omposante irrédutible ommune et soit D le diviseur D := Da +Db. La paire (Da, Db) est
dite ∆-onvenable si elle vérie les onditions suivantes.
(i) Pour tout point P de S, l'appliation res2Da,P : Ω
2(−D)P → Fq est OS,P -linéaire. On
rappelle que Ω2(−D)P désigne la bre en P du tiré en arrière sur S du faiseau Ω
2(−D)
(ii) L'appliation res2Da,P dénie i-dessus est surjetive pour tout point P appartenant au
support de ∆ et nulle pour tout autre point de S.
Attention.Même si les propriétés requises dans la dénition II.3.5 sont d'ordre géométriques,
'est-à-dire qu'elles onernent S, les diviseurs Da et Db sont rationnels, 'est-à-dire dénis
sur Fq.
Remarque II.3.6. La struture de OS,P -module de Fq est induite par l'appliation d'éva-
luation f → f(P ). Aussi, la ondition (i) signie que pour toute fontion f régulière au
voisinage de P et tout germe de 2-forme ω appartenant à Ω2(−D)P , on a
res
2
Da,P (fω) = f(P )res
2
Da,P (ω).
Notons également que si (Da, Db) vérie (i), alors l'appliation res
2
Da,P
s'annule sur mS,PΩ
2(−D)P .
Remarque II.3.7. Par un raisonnement analogue à elui qui est utilisé dans la remarque
II.3.3, on montre aisément que si (Da, Db) est ∆-onvenable, alors l'appliation res
2
Db,∆
vérie les mêmes propriétés de OS-linéarité que res
2
Da,∆
. Par onséquent la notion de ∆-
onvenane est symétrique.
(Da, Db) est ∆-onvenable ⇐⇒ (Db, Da) est ∆-onvenable.
Nous allons maintenant donner une ritère de ∆-onvenane faisant intervenir des pro-
priétés d'intersetion entre les omposantes des diviseurs Da et Db.
Proposition II.3.8 (Critère de ∆-onvenane). Soit (Da, Db) une paire de diviseurs dont les
supports n'ont pas de omposante irrédutible ommune et soit D la somme de es deux divi-
seurs. Si Da et Db vérient les onditions suivantes, alors la paire (Da, Db) est ∆-onvenable.
(1) Pour tout P appartenant au support de ∆, il existe une ourbe irrédutible C dénie
sur Fq, lisse en P telle que, sur un voisinage U de P on ait
Da
+
|U = C ∩ U ou Db
+
|U = C ∩ U et mP (C,D − C) = 1.
(2) Pour tout point géométrique P de S n'appartenant pas au support de ∆, alors l'un des
diviseurs D∗ = Da ou D∗ = Db vérie les onditions suivantes. Pour toute omposante
Fq-irrédutible C de D
+
∗ ontenant P , on a :
(a) la ourbe C est lisse en P ;
(b) la ourbe C apparaît dans la déomposition de D∗ en ombinaison Z-linéaire de
omposantes Fq-irrédutibles ave le oeient 1 ;
() mP (C,D − C) ≤ 0.
Remarque II.3.9. Ce ritère, quoique tehnique présente un avantage majeur, il permet de
onstruire des paires de diviseurs ∆-onvenables. La preuve de la proposition II.4.7 fournit
un algorithme de onstrution d'une paire ∆-onvenable étant donné un 0-yle ∆ (voir aussi
remarque II.4.8).
Avant de fournir une démonstration de ette proposition, nous allons faire quelques re-
marques. Nous donnerons ensuite quelques illustrations pour tenter de se développer une
intuition des onditions exigées par le ritère.
II.3. Codes géométriques onstruits à partir de surfaes algébriques 61
Remarque II.3.10. Dans la ondition (2) de la proposition II.3.8, le fait que D∗ soit Da ou
Db dépend du point P . En d'autres termes, en haque point P de S évitant le support de ∆,
les onditions (2a), (2b) et (2) doivent être vériées soit par Da, soit par Db. Par ailleurs,
le diviseur D∗ peut-être nul au voisinage de P ('est d'ailleurs e qui arrive en presque tout
point de S). Dans e as, les onditions (2a), (2b) et (2) sont trivialement vériées. De fait,
si au voisinage d'un point P de S, l'un des diviseurs Da ou Db est nul, 'est elui que l'on
hoisit pour jouer le rle de D∗. Cela permet de se ramener à un nombre ni de vériations.
Dans tout e qui suivra nous utiliserons le ode de ouleurs suivant.
D+a D
−
a
D+b D
−
b
Nous allons illustrer les onditions du ritère. Pour e faire, nous allons représenter des
situations dans lesquelles es situations sont vériées et d'autres dans lesquelles elles ne le
sont pas. Ces onditions sont loales. Nous allons don présenter deux séries de gures. La
première série orrespond au voisinage d'un point du support de ∆ et la seonde au voisinage
d'un point géométrique de S non ontenu dans le support de ∆.
En un point P du support de ∆. Dans le tableau qui suit, les gures de la olonne
de gauhe représentent des situations où la ondition (1) du ritère est vériée. Dans e
tableau ainsi que dans elui qui suit, on suppose que les ourbes représentées apparaissent
dans l'expression de Da (resp. de Db) ave oeient 1.
Vériées Non vériées
P
P
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P P
P P
En un point P n'appartenant pas au support de ∆. Les gures de la olonne de gauhe
représentent des situations ou les onditions (2a), (2b) et (2) sont vériées. Dans la olonne
de droite elle ne le sont pas.
Vériées Non vériées
P
P
P P
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P P
P P
Remarque II.3.11. Le dernier exemple de la olonne de gauhe peut surprendre. Pour le
omprendre, on pourra se référer à la remarque II.3.10.
La démonstration de la proposition II.3.8 néessite le lemme et le orollaire qui suivent.
Lemme II.3.12. Soient C une ourbe Fq-irrédutible plongée dans S et P un point lisse de
C. Soit ω une 2-forme sur S admettant un ple simple le long de C. Alors, le 1-résidu de ω
le long de C vérie
valP (res
1
C
(ω)) = mP (C, (ω) + C).
Remarque II.3.13. On déduit de e lemme que le diviseur (res1
C
(ω)) sur C est égal à
i∗((ω) +C), où i désigne l'injetion naturelle i : C →֒ S. Cette relation est utilisée par Serre
dans [Ser59℄ IV.8 lemme 2, pour démontrer la formule d'adjontion.
Preuve du lemme II.3.12. Soient ϕ, ψ et v des équations loales respetives des diviseurs(
(ω) + C
)+
,
(
(ω) + C
)−
et C au voisinage de P . Soit u un élément de Fq(S) tel que (u, v)
soit une (P,C)-paire forte. Il existe une fontion h sur S régulière et inversible au voisinage
de P telle que
ω = h
ϕ
ψ
du ∧
dv
v
.
Le 1-résidu de ω le long de C est h¯ϕ¯ψ¯−1du¯ et h¯ est une fontion sur C régulière et inversible
au voisinage de P . Par onséquent la valuation en P de h¯du¯ est nulle et
valP (res
1
C
(ω)) = valP (ϕ¯)− valP (ψ¯).
De plus,
mP (C, (ω) + C) = mP (C, ((ω) + C)
+)−mP (C, ((ω) + C)
−). (II.1)
On utilise ensuite la dénition de la multipliité d'intersetion,
mP (C, ((ω) + C)
+) = dim
Fq
OS,P /(ϕ, v) = dimFq OC,P /(ϕ¯) = valP (ϕ¯). (II.2)
De même,
mP (C, ((ω) + C)
−) = valP (ψ¯). (II.3)
En injetant les résultats de (II.2) et (II.3) dans l'expression (II.1), on obtient le résultat
reherhé.
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Corollaire II.3.14. Soient C une ourbe Fq-irrédutible plongée dans S et P un point lisse
de C. Soit ω une 2-forme sur S telle que
valC(ω) ≥ −1 et mP (C, (ω) + C) ≥ −1.
Alors, pour toute fontion rationnelle f sur S régulière au voisinage de P , on a
res
2
C,P
(fω) = f(P )res2
C,P
(ω).
Preuve. Soient (u, v) une (P,C)-paire forte et f une fontion rationnelle sur S régulière au
voisinage de P . Il existe une fontion rationnelle ψ sur S régulière au voisinage de C telle
que
ω = ψdu ∧
dv
v
.
Posons
µ := res1
C
(ω) = ψ¯du¯.
Comme ω est de valuation supérieure à −1 et f de valuation positive le long de C, on a
res
1
C
(fω) = f¯µ.
D'après le lemme II.3.12, la valuation de µ en P est supérieure ou égale à −1, don
resP (f¯µ) = f¯(P )resP (µ) =⇒ res
2
C,P
(fω) = f(P )res2
C,P
(ω).
Preuve de la proposition II.3.8. Soit (Da, Db) une paire de diviseurs vériant le ritère,
'est-à-dire les onditions (1), (2a), (2b) et (2) de la proposition II.3.8. Montrons qu'elle
vérie alors les onditions (i) et (ii) de la dénition de ∆-onvenane.
Condition (i). Soient P un point appartenant au support de ∆ et ω un germe de 2-forme
appartenant à Ω2(−D)P . D'après la ondition (1), il existe une ourbe irrédutible C qui
est égale à D+a ou D
+
b au voisinage de P . D'après la remarque II.3.7, on peut supposer sans
perte de généralité que C est égale à D+a au voisinage de P . De fait,
res
2
Da,P (ω) = res
2
C,P (ω).
De plus, la multipliité d'intersetion en P de C et Db est inférieure à 1 don
mP (C, (ω) + C) ≥ −1.
Ainsi, omme la 2-forme ω est de valuation supérieure ou égale à −1 le long de C, d'après le
orollaire II.3.14, l'appliation res
2
C,P (don res
2
Da,P
) restreinte à Ω2(−D)P est OS,P -linéaire.
Condition (ii). Soit P un point de S hors du support de ∆. Enore d'après la remarque
II.3.7, on peut supposer que le Da est le diviseur D∗ de la ondition (2) de la proposition
II.3.8. Par onséquent, toute omposante Fq-irrédutible C du support de D
+
a ontenant P
est lisse en e point, apparaît dans Da ave le oeient 1 et vérie
mP (C,D − C) ≤ 0. (II.4)
Soient C une telle omposante et ω un germe de 2-forme appartenant à Ω2(−D)P . D'après
la ondition (2b), ω est de valuation supérieure ou égale à −1 le long de C. D'après le lemme
II.3.12, l'inégalité (II.4) entraîne que le 1-résidu res1
C
(ω) de ω le long de C est de valuation
positive en P . De fait, le 2-résidu de ω en P le long de C est nul. Cette assertion est valable
pour toute omposante Fq-irrédutible de D
+
a au voisinage de P , d'après la dénition I.7.10,
on en déduit que
res
2
Da,P (ω) = 0.
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II.3.5 Exemples de diviseurs ∆-onvenables.
Le plan projetif
Si S est le plan projetif P2
Fq
et X,Y, Z des oordonnées homogènes sur S. Soient U la
arte ane U := {Z 6= 0} et ∆ la somme formelle de tous rationnels de U . Pour tout élément
α appartenant à Fq, on dénit les droites
La,α := {X = α} et Lb,α := {Y = α},
puis les diviseurs
Da :=
∑
α∈Fq
La,α et Db :=
∑
α∈Fq
Lb,α.
La gure suivante représente ette paire de diviseurs dans le as où le orps de base est F3. La
droite en pointillés ns est la droite à l'inni et les • représentent les éléments du support
de ∆.
Z = 0
La paire (Da, Db) vérie le ritère de la proposition II.3.8. En eet, soit P un point du
support de ∆ de oordonnées homogènes (α : β : 1), alors La,α (resp. Lb,β) est la seule
omposante de Da (resp. Db) passant par P , es deux omposantes sont lisses en P et
s'intersetent ave multipliité 1. En un point géométrique P de S n'appartenant pas au
support de ∆, au moins l'un des diviseurs Da ou Db ne possède pas P dans son support, on
lui fait don jouer le rle de D∗ (voir remarque II.3.10).
Le produit de deux droites projetives
Supposons que S est la variété P1
Fq
×P1
Fq
. Soit ((U, V ), ((X,Y )) un système de oordon-
nées bihomogènes sur S. Soient W la arte ane W := {V 6= 0} ∩ {Y 6= 0} et ∆ la somme
des points rationnels de W . Pour tout α appartenant à Fq, on introduit les droites
La,α := {U = α} et Lb,α := {X = α},
puis les diviseurs
Da :=
∑
α∈Fq
La,α et Db :=
∑
α∈Fq
Lb,α.
La gure suivante représente ette paire de diviseurs dans le as où le orps de base est F3.
Les droites en pointillés ns orrespondent aux deux droites à l'inni et les • représentent
les éléments du support de ∆.
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Y = 0
V = 0
On montre aisément que le ouple de diviseurs ainsi onstruit satisfait le ritère de la propo-
sition II.3.8, 'est don un ouple de diviseurs ∆-onvenable.
Remarque II.3.15. La onstrution i-dessus s'étend aisément au as où S est un produit
de deux ourbes admettant toutes deux des points rationnels.
Quadriques lisses de P3
Sur un orps algébriquement los, une quadrique lisse s'obtient à partir de P2 en élatant
deux points P et Q puis en ontratant la transformée strite l'unique droite ontenant es
deux points. De fait, une quadrique lisse de P3 est toujours géométriquement isomorphe à
un produit de deux droites projetives. Si le orps de base est un orps ni Fq, on distingue
deux lasses d'isomorphisme de quadriques lisses dans P3. Les quadriques hyperboliques sont
Fq-isomorphes à P
1 ×P1 et orrespondent au as où les points P et Q sont rationnels. Les
quadriques elliptiques sont Fq2 -isomorphes à P
1 ×P1 et orrespondent au as où les points
P et Q sont dénis sur Fq2 et onjugués sous l'ation de Gal(Fq2/Fq).
De e fait, on peut remarquer une relation entre les ouples de diviseurs ∆-onvenables
des deux exemples préédents. Partons de l'exemple où S est le plan projetif. Appelons P
et Q les points de onours respetifs des omposantes de Da et Db et D la droite qui relie
es deux points. Alors, le proessus d'élatements et ontrations dérit i-dessus permet
d'obtenir le ouple de diviseurs ∆-onvenables de l'exemple où S est P1 × P1 à partir de
elui où S est P2, par le proédé suivant
D
P
Q
EP
D˜
EQ
Les ourbes EP et EQ de la gure entrale sont les diviseurs exeptionnels orrespondant
respetivement à P et Q. Dans la dernière gure, les ourbes en pointillés sont les images de
EP et EQ après ontration de D˜.
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Constrution d'un diviseur ∆-onvenable sur une quadrique elliptique de P3. Dans et
exemple, on suppose que le orps de base Fq est de aratéristique diérente de 2. On
onsidère une quadrique elliptique Q plongée dans P3. Soit P∞ un point rationnel de Q et
∆, la somme de tous les points rationnels de Q sauf P∞.
D'après les ommentaires sur les quadriques donnés page 66, la surfae Q se onstruit à
partir de P2 en élatant un point fermé de degré 2 puis en ontratant la transformée strite
de l'unique droite rationnelle ontenant e point.
Nous allons onstruire notre paire de diviseurs ∆-onvenable à partir de P2. On onsidère
le plan projetif muni d'un système de oordonnées homogènes (X,Y, Z). Soit D, la droite
d'équation Z = 0 et P un point fermé de D de degré 2. On notera p et pσ les points
orrespondants après extension des salaires de degré 2, l'exposant σ représente le onjugué
sous l'ation du Fröbenius. On pose ∆1, la somme des points rationnels de P
2 rD. Après
élatement de P et ontration de la transformée strite D˜ de D, on obtient une quadrique
elliptique, l'image de ∆1 par ette opération est ∆.
Soient L la droite d'équation X = 0 et s la symétrie d'axe L dénie par
s : (x : y : z) 7→ (x : −y : z).
On rappelle que la aratéristique du orps Fq est supposée diérente de deux dans et
exemple. De e fait, l'appliation i-dessus n'est pas l'identité.
Constrution de Da. Soit α ∈ Fq2 rFq dont la trae α+αq sur Fq est nulle. Soit v ∈ F2q2 ,
le veteur v := (1, α). Le onjugué vσ de v est égal au symétrique de v par s. On onsidère
l'ensemble de oniques rationnelles ontenant P et admettant {v, vσ} omme veteur tangent
en e point. Le système linéaire orrespondant est de dimension 1, il y a don q+1 oniques
rationnelles satisfaisant es ontraintes. L'une d'entre elles est la droite double 2D, les autres
sont notées Ca1 , . . . , C
a
q .
v v
σ
Cak
D
L
Caq
pσp
Ca
1
La gure est de plus invariante par s.
Remarque II.3.16. Comme ela apparaît, l'une des oniques notée Cak dans la gure est
dégénérée, elle est réunion de deux droites quadratiques onjuguées.
On pose
Da :=
q∑
i=1
Cai .
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Constrution de D+
b
. On se donne un autre veteur w ∈ F2q2rF
2
q dont le onjugué oïnide
ave son image par s et on onstruit une seonde famille de oniques Cb1, . . . , C
b
q omme dans
l'étape préédente. On pose
D+b :=
q∑
i=1
Cbi .
Ce diviseur est également invariant sous l'ation de la symétrie s.
Les diviseurs Da et D
+
b sont tous deux linéairement équivalents à 2qL où L est la lasse
d'équivalene linéaire d'une droite quelonque de P2. Le produit d'intersetion de es divi-
seurs est don 4q2. Il va don falloir éliminer des points en ajoutant à Db une partie négative.
Prenons le temps de dérire le 0-yle d'intersetion Da ∩D
+
b .
(1) Tous les points du support de ∆ y apparaissent. Les points doubles orrespondent à
une tangene entre un élément du support de Da et un du support de Db. L'invariane
de es deux diviseurs sous l'ation de s entraîne que les points doubles sont sur l'axe
de symétrie L. On a don dans e 0-yle les q2 points du support de ∆1 dont q points
de L qui apparaissent ave oeient 2.
(2) La multipliité d'intersetion de Da et D
+
b en p (resp. p
σ
) est q2, don le point P
apparaît q2 fois dans e 0-yle.
(3) Il reste don q2− q points géométriques à identier dans e 0-yle. Ils s'agit en fait de
(q2 − q)/2 points de degré 2 provenant de l'intersetion d'un élément de Supp(Da) et
d'un élément de Supp(Db).
Constrution de D−
b
. Pour onstruireD−b , nous allons avoir besoin de donner des équations
expliites pour Da et D
+
b . Soit a ∈ F
×
q r F
×
q
2
et α ∈ Fq2 une raine arrée de a. On peut
supposer que le point p est de oordonnées (1 : α : 0). On peut alors se onvainre du fait
que les deux équations suivantes fournissent de bons andidats pour Da et D
+
b .
Ha =
∏
t∈Fq
(x2 + y2 + tz2)
et
Hb =
∏
t∈Fq
((x − z)2 + y2 + tz2) =
∏
t′∈Fq
(x2 + y2 − 2xz + t′z2).
Trouver un point d'intersetion dans le plan ane de Da et D
+
b revient à trouver un point
d'intersetion entre une onique du support de Da et une onique du support de Db. Ce qui
revient à résoudre le système :{
x2 + y2 + t = 0
x2 + y2 − 2x+ u = 0
⇐⇒
{
x2 + y2 + t = 0
x = t−u2
⇐⇒
{
x = t−u2
y2 = t− ( t−u2 )
2.
On vérie ensuite que l'appliation (t, u)→ t− (t− u)2/4 est surjetive de Fq ×Fq dans
Fq. En d'autres termes les points d'intersetions dans le plan ane de deux telles oniques
sont soit des points Fq-rationnels du plan ane soit des points de la forme (s, τ) où s est un
élément de Fq et τ un élément de Fq2 r Fq dont le arré est dans Fq.
Rappelons que les points doubles dans l'intersetion de Da et D
+
b sont tous sur l'axe de
symétrie, à savoir la droite d'équation y. Aussi, le diviseur eetif d'équation
Hc := y
∏
s∈F×q rF
×
q
2
(y2 − sz2)
fournit un bon andidat pour le diviseur D−b .
On pose alors Db := D
+
b −D
−
b .
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On dénit enn sur Q les diviseurs D˜a et D˜b onstruits omme étant les transformées
strites des diviseurs du même nom par l'opération d'élatement/ontration. Le 0-yle
d'intersetion de es diviseurs est exatement ∆, ar l'opération d'élatement a séparé les
diviseurs Da et Db en P . On vérie alors que ette paire de diviseurs vérie le ritère de la
proposition II.3.8, elle est don ∆-onvenable.
Remarque II.3.17. Le groupe de Piard d'une quadrique elliptique est libre de rang 1 et
engendré par la lasse d'une setion plane LQ. On Peut aisément montrer que les diviseurs
ainsi onstruits vérient
D˜a ∼ D˜
+
b ∼ D˜
−
b ∼ qLQ.
Autres exemples
D'une façon générale le alul de paires de diviseurs ∆-onvenables est ardue. Toutefois,
le lemme II.4.7 et la remarque II.4.8 stipulent que des paires de diviseurs ∆-onvenables
sont expliitement alulables via des méthodes d'interpolation implémentables sur ordi-
nateur. Un programme appelé DeltaConv permettant de aluler des paires de diviseurs
∆ − convenables à l'aide du logiiel magma est proposé en annexe F.1. Ave l'aide de e
programme nous avons alulé des paires de diviseurs ∆-onvenables pour quelques exemples
moins triviaux que eux qui préèdent.
Sur une surfae Hermitienne. On onsidère la surfae Hermitienne sur F4 plongée dans
P3 d'équation X3+ Y 3+Z3+T 3 = 0. On la munit du 0-yle égal à la somme de ses points
rationnels dans la arte ane {Z 6= 0}. Le programme nous retourne les résultats suivants.
>
> F<w>:=F in i t eF i e l d ( 4 ) ;
> P3<x , y , z , t>:=Pro j e  t i v eSpae (F , 3 ) ;
> Herm:=Sheme (P3 , x^3+y^3+z^3+t ^3) ;
>
>
> A:=DeltaConv (Herm , Points , 1 000 , 1 000 , 1 0 ) ;
D_a a e te trouve de maniere d e t e rm in i s t e .
D_b^+ a ete trouve de maniere d e t e rm in i s t e .
D_b^− a e t e trouve de maniere d e t e rm in i s t e .
Le d i v i s e u r d ' equat ion
x∗y^3 + x∗z^3 + y^4 + y∗ t^3 + z^4 + z∗ t^3
onvient pour D_a.
Le d i v i s e u r d ' equat ion
w^2∗x^4 + w^2∗x∗ t^3 + w∗y^4 + w∗y∗ t^3 + z^4 + z∗ t^3
onvient pour D_b^+.
Le d i v i s e u r d ' equat ion
x^2 + w^2∗y^2 + w∗z^2
onvient pour D_b^−.
Sur une surfae quartique. On onsidère la surfae d'équation X4 + Y 4 + Z4 + T 4 = 0
dénie sur F3. On prend omme 0-yle ∆, la somme des points rationnels de la arte ane
{Z = 0} de ette surfae. On obtient le résultat suivant.
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> S:=Sheme (P3 , x^4+y^4+z^4+t ^4) ;
> A:=DeltaConv (Herm , Points , 1 000 , 1 000 , 1 0 ) ;
Le d i v i s e u r d ' equat ion
x^2 + y^2 + z^2 + t^2
onvient pour D_a.
Le d i v i s e u r d ' equat ion
z^3 + 2∗ z∗ t^2
onvient pour D_b^+.
Le d i v i s e u r d ' equat ion
x^3∗z + 2∗x^3∗ t + 2∗x^2∗y^2 + x^2∗y∗z + x^2∗y∗ t +
x^2∗z^2 + x^2∗z∗ t + x^2∗ t^2 + x∗y^2∗z + 2∗x∗y^2∗ t +
x∗y∗z^2 + 2∗x∗z^2∗ t + 2∗x∗z∗ t^2 + 2∗x∗ t^3 + y^4 +
y^3∗z + y^3∗ t + y^2∗z^2 + y^2∗z∗ t + y∗z^2∗ t +
2∗y∗z∗ t^2 + y∗ t^3 + z^3∗ t + 2∗ z^2∗ t^2 + z∗ t^3 +
2∗ t^4
onvient pour D_b^−.
II.3.6 Disussion sur la ∆-onvenane et le ritère
Au vu des exemples du plan projetif et du produit de deux droites projetives, on est tenté
d'envisager une dénition nettement plus simple. Un ouple (Da, Db) serait ∆-onvenable si
et seulement si les diviseurs Da et Db étaient eetifs et le 0-yle d'intersetion Da ∩ Db
vériait
Da ∩Db = ∆.
On montre aisément qu'une telle dénition implique en fait la ∆-onvenane (il implique
le ritère de la proposition II.3.8). Cependant, elle n'est pas vraiment intéressante en e sens
où, étant donné un 0-yle ∆ sur S, une paire de diviseurs vériant de telles onditions
n'existe pas en général. Par exemple, si S est le plan projetif et ∆ la somme de trois points
rationnels non alignés on ne peut onstruire une paire (Da, Db) vériant es onditions. En
eet, supposons qu'une telle paire existe et soit L une droite de S = P2, alors la lasse
de L engendre la groupe de Piard de S et il existe deux entiers positifs na et nb tels que
Da ∼ naL et Db ∼ nbL. De plus, le produit d'intersetion de Da et Db est 3 par hypothèse.
Don, omme l'auto-intersetion de L est égale à 1, on en déduit que na ou nb est égal à 1,
e qui ontredit le fait que les éléments du support de ∆ sont non alignés.
II.4 Relations entre odes fontionnels et diérentiels sur
une surfae
Nous étudions dans ette setion l'extension aux surfaes de relations onnues en théorie
des odes onstruits à partir de ourbes. On rappelle que l'on se plae toujours dans le adre
dérit en setion II.3.1.
II.4.1 Relation d'orthogonalité
Le théorème qui suit est elui qui a motivé l'introdution de la notion de ∆-onvenane.
Théorème II.4.1 (Théorème d'orthogonalité). Soient (Da, Db) une paire ∆-onvenable de
diviseurs et D := Da +Db. On a alors,
CΩ,S(∆, Da, Db, G) ⊆ CL,S(∆, G)
⊥.
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Preuve. Soient c un mot de CL,S(∆, G) et c
′
un mot de CΩ,S(∆, Da, Db, G). Il existe respe-
tivement une fontion f appartenant à L(G) et une 2-forme ω appartenant à Γ(S,Ω2(G−D))
telles que
c = ev∆(f) et c
′ = res2Da,∆(ω).
On note 〈 , 〉 la forme bilinéaire anonique sur Fnq . On a don
〈c, c′〉 =
n∑
i=1
f(Pi)res
2
Da,Pi(ω).
Comme le support diviseur G est supposé éviter elui du 0-yle ∆, on en déduit que f est
régulière au voisinage de tout point Pi appartenant au support de ∆. De plus, la 2-forme fω
appartient à Γ(S,Ω2(−D)). Don, d'après la dénition de ∆-onvenane, on a
∀P ∈ S, res2Da,P (fω) =
{
0 si P /∈ Supp(∆)
f(P )res2Da,P (ω) si P ∈ Supp(∆).
Par onséquent,
〈c, c′〉 =
n∑
i=1
res
2
Da,Pi(fω) =
∑
P∈S
res
2
Da,P (fω)
et ette dernière somme est nulle d'après la troisième formule des résidus (théorème I.7.11).
En setion II.5.2 l'étude d'un exemple simple nous montrera que l'inlusion réiproque
est en général fausse. Elle peut d'ailleurs être fausse pour tout hoix de paire ∆-onvenable
de diviseurs. Nous disuterons de e défaut d'inlusion réiproque en setion II.6.
Avant de passer à la suite faisons une ourte remarque sur les notations adoptées.
Allègement des notations. Les notations de odes fontionnels et diérentiels sur S sont
respetivement CL,S(∆, G) et CΩ,S(∆, Da, Db, G). Dans e qui suit, s'il n'y a pas d'ambiguïté
sur la variété sur laquelle on travaille (en l'ourrene dans e hapitre on travaille systéma-
tiquement sur S), on s'autorisera à ne pas la signaler en indie. On parlera alors de CL(∆, G)
et CΩ(∆, Da, Db, G).
II.4.2 Un ode diérentiel est fontionnel
Nous avons vu en setion II.2 qu'un ode diérentiel sur une ourbe vériait deux proprié-
tés intéressantes. La première est qu'il est l'orthogonal d'un ode fontionnel. La seonde est
que e ode s'identie à un ode fontionnel assoié à d'autres diviseurs. Dans e qui préède,
nous avons herhé un analogue de la première propriété. Nous allons maintenant en herher
un pour la seonde et voir qu'à la diérene de la première, ette seonde propriété s'étend
parfaitement aux odes onstruits sur des surfaes.
Dans le as des odes sur les ourbes, e résultat est une onséquene du théorème d'ap-
proximation faible aussi appelé théorème d'indépendane des valuations (voir [Sti93℄ I.3.1).
De fait, nous allons avoir besoin d'un résultat analogue en dimension 2. La proposition qui
suit est sensiblement diérente d'un énoné de théorème d'indépendane de valuations, mais
elle va nous fournir exatement le résultat néessaire pour la suite.
Proposition II.4.2. Soit C une ourbe irrédutible plongée dans S. Soient P1, . . . , Pr une
famille de points fermés de S r C et Q1, . . . , QS une famille de points fermés de C. Alors,
il existe une uniformisante v ∈ OS,C telle que le support du diviseur prinipal (v) évite les
points P1, . . . , Pr et elui du diviseur (v)− C évite les points Q1, . . . , Qs.
Remarque II.4.3. Une autre façon de formuler le résultat onsiste à dire qu'il existe une
fontion v qui est une équation loale de C au voisinage des points Q1, . . . , Qs et qui n'a ni
zéro ni ple en les points P1, . . . , Pr.
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Preuve. Soit v0 une uniformisante de OS,C . Alors, le diviseur de v0 est de la forme
(v0) = C +D,
où D est un diviseur dont le support ne ontient pas C. D'après le moving lemma ([Sha94℄
III.1.3 théorème 1), il existe un diviseur D′ linéairement équivalent à D dont le support évite
les points P1, . . . , Pr, Q1, . . . , Qr. Ainsi, il existe une fontion f rationnelle sur S telle que
D′ = D + (f).
La fontion v := fv0 est solution du problème.
Remarque II.4.4. Dans le premier volume du livre [Sha94℄ de Shafarevih, le orps de base
est supposé algébriquement los. Cependant, l'étude de la preuve du moving lemma permet
de onstater que ette hypothèse n'est pas utile pour prouver e résultat. Une preuve direte
de la proposition II.4.2 est donnée en annexe B. La logique de ette preuve est sensiblement
la même que elle du moving lemma.
Corollaire II.4.5. Soit (Da, Db) une paire ∆-onvenable de diviseurs et D := Da + Db.
Alors, il existe une 2-forme ω0 rationnelle sur S qui vérie les propriétés suivantes.
(1) Il existe un ouvert U ontenant le support de ∆ et tel que (ω0|U ) = −D|U .
(2) Pour tout point P appartenant au support de ∆, on a res2Da,P (ω0) = 1.
(3) Pour tout point P appartenant au support de ∆ et pour toute fontion f régulière au
voisinage de P , on a res2Da,P (fω0) = f(P )res
2
Da,P
(ω0).
Preuve. Soient X1, . . . , Xr et Y1, . . . , Yr les omposantes irrédutibles respetives des
supports de Da et Db. Il existe des entiers m1, . . . ,mr et n1, . . . , ns tels que
Da = m1X1 + · · ·+mrXr et Db = n1Y1 + · · ·+ nsYs.
D'après la proposition II.4.2, il existe un voisinage U de Supp(∆) et des fontions u1, . . . , ur
et v1, . . . , vs régulières sur U telles que pour tout i (resp. tout j), la fontion ui|U est une
équation de Xi ∩ U (resp. vj |U est une équation de Yj ∩ U).
Soit µ une 2-forme rationnelle sur S n'ayant ni zéro ni ple au voisinage du support de ∆.
Une telle 2-forme existe, ar d'après le moving lemma (voir [Sha94℄ III.1.3 thm1 et remarque
II.4.4), il existe un diviseur anonique dont le support évite elui de ∆. Quitte à remplaer
U par un voisinage plus petit de Supp(∆) on peut supposer que la 2-forme µ restreinte à U
n'a ni zéro ni ple. On pose alors
ω :=
µ
uv
.
On a don
(ω|U ) = −D|U
et d'après la dénition de ∆-onvenane, pour tout P appartenant au support de ∆, on a
res
2
Da,P (ω) = aP 6= 0.
Par interpolation, on peut onstruire une fontion g régulière au voisinage du support de ∆
et telle que pour tout P dans e support,
g(P ) = a−1P .
Quitte a réduire enore la taille de U , on peut supposer que g n'a ni zéro ni ple sur U . On
pose alors
ω0 := gω.
Comme g n'a ni zéro ni ple sur U , les 2-formes ω et ω0 restreintes à U ont même diviseur,
'est-à-dire
(ω0|U ) = −D|U .
La∆-onvenane du ouple (Da, Db) permet de onlure que ω0 vérie les propriétés requises.
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Théorème II.4.6. Soient (Da, Db) une paire ∆-onvenable de diviseurs et D := Da +Db,
alors il existe un diviseur anonique K tel que
CΩ(∆, Da, Db, G) = CL(∆,K −G+D).
Preuve. Soit ω0 une 2-forme rationnelle sur S vériant les propriétés du orollaire II.4.5 et
soit K son diviseur. D'après la propriété 1 du orollaire II.4.5, le diviseur K est de la forme
K = −D +R,
où le support de R évite elui de ∆. Soit ω une 2-forme appartenant à Γ(S,Ω2(G −D)), il
existe une unique fontion f dans L(K −G+D) telle que
ω = fω0.
Notons que
K −G+D = −G+R.
Aussi, les éléments de L(K −G+D) sont des fontions régulières au voisinage de Supp(∆).
Soit P un point du support de ∆, d'après les propriétés 2 et 3 du orollaire II.4.5, on a
res
2
Da,P (ω) = res
2
Da,P (fω0) = f(P ) res
2
Da,P (ω0)︸ ︷︷ ︸
=1
.
On en déduit la relation
res
2
Da,∆(ω) = ev∆(f).
Nous avons montré que tout ode diérentiel est en fait un ode fontionnel assoié à
d'autres diviseurs. Notons à e stade que, dans le as des ourbes, la réiproque est élémen-
taire, à savoir : tout ode fontionnel est diérentiel. Dans le as des surfaes, ette réiproque
est moins évidente. En eet, étant donné un ode fontionnel CL(∆, G), si l'on veut prouver
que e ode se réalise sous la forme d'un ode diérentiel, il faut d'abord disposer d'une paire
∆-onvenable de diviseurs.
II.4.3 Réiproque, un ode fontionnel est diérentiel
Lemme II.4.7 (Existene d'une paire ∆-onvenable pour tout ∆). Soient S une surfae
algébrique projetive lisse géométriquement intègre et Q1, . . . , Qm une famille de points ra-
tionnels de S. Posons ∆ := Q1+· · ·+Qm. Alors, il existe une innité de paires ∆-onvenables
qui vérient le ritère de la proposition II.3.8.
Remarque II.4.8. La démonstration qui suit est onstrutive. De fait, elle aentue l'in-
térêt de la proposition II.3.8. En eet, même si le ritère qui y est énoné est extrêmement
tehnique, les paires qui le vérient peuvent être alulées expliitement.
Preuve. Étape 1 : Constrution de Da. On hoisit une ourbe réduite C, éventuelle-
ment rédutible qui ontienne tout le support de ∆ et qui soit régulière en haque point
de e dernier. Assurons nous de l'existene d'une telle ourbe. Soit U un voisinage ane du
support de ∆, on note mP1 , . . . ,mPn les idéaux maximaux de Fq[U ] orrespondant aux points
P1, . . . , Pn. Il s'agit de hoisir un élément de l'idéal produit mP1 · · ·mPn qui n'appartienne
à auun des idéaux m2Pi
. Les idéaux m2Pi
étant deux à deux étrangers, d'après le théorème
hinois, on a l'isomorphisme
Fq[U ]/m
2
P1
· · ·m2Pn
∼ ∏n
i=1 Fq[U ]/m
2
Pi
.
On hoisit un élément (a¯1, . . . , a¯n) dans
∏
imPi/m
2
Pi
dont auune des oordonnées a¯i n'est
nulle. On relève et élément en une fontion a de Fq[U ] par le biais de l'isomorphisme i-
dessus. La fontion obtenue appartient bien à l'idéal produit mP1 · · ·mPn et n'est dans auun
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des m2Pi
. La fermeture projetive du lieu d'annulation de a est une ourbe C vériant les
onditions exigées. De plus, si l'on remplae a par a+m où m est un élément de m2P1 · · ·m
2
Pn
n'appartenant pas à l'idéal engendré par a, on obtient une ourbe C′ distinte de C et
vériant les mêmes onditions. On en déduit l'existene d'une innité de ourbes interpolant
le support de ∆ et lisse en haque point de e dernier. Soit don C une telle ourbe, on pose
alors
Da := C1 + · · ·+ Ck,
où les Ci sont les omposantes irrédutibles de C.
Étape 2 : Constrution de Db. On hoisit, toujours par interpolation, un diviseur eetif
D′ interpolant tous les points de Supp(∆) et n'ayant pas de omposante irrédutible ommune
ave Da. Soit Θ, le 0-yle obtenu par l'intersetion au sens de la théorie des shémas des
diviseurs Da et D
′
. On a don
Θ = ∆+∆′
où ∆′ est un 0-yle eetif. On hoisit alors un diviseur D′′ tel que
Da ∩D
′′ = ∆′ +∆′′
où le support de ∆′′ est disjoint de elui de ∆. Le diviseur D′′ se onstruit également par
interpolation. On pose enn
Db := D
′ −D′′.
On montre aisément que la paire ainsi onstruite vérie le ritère de la proposition II.3.8.
Elle est don ∆-onvenable. Comme il existe une innité de façons de onstruire Da (et Db)
on en déduit qu'il existe une innité de paires ∆-onvenables.
Théorème II.4.9. Étant donné un diviseur G sur S, il existe un diviseur anonique K et
une paire ∆-onvenable (Da, Db) telle que
CL(∆, G) = CΩ(∆, Da, Db,K −G+D).
Preuve. Le lemme II.4.7 assure l'existene d'une paire ∆-onvenable (Da, Db). À partir de
ette paire, on onstruit une 2-forme ω0 en utilisant orollaire II.4.5. On pose
K := (ω0).
D'après le théorème II.4.6 on a
CΩ(∆, Da, Db,K −G+D) = CL(∆,K − (K −G+D) +D)
= CL(∆, G).
Ce qui onlut la démonstration.
II.5 Défaut d'inlusion réiproque pour le théorème d'or-
thogonalité
Nous allons présenter deux exemples de surfaes, qui sont en l'ourrene les exemples les
plus simples que l'on onnaisse, à savoirP2 et P1×P1. Nous allons voir que l'on dispose d'une
inlusion réiproque systématique pour le premier exemple (le plan projetif) en hoisissant
une paire de diviseurs ∆-onvenable extrêmement simple. Ensuite, nous observerons que
dans le seond exemple (le produit de deux droites projetives), l'inlusion réiproque pour
le théorème d'orthogonalité n'a jamais lieu, et e quel que soit la paire ∆-onvenable hoisie.
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II.5.1 Codes sur le plan projetif
On reprend les notations de la setion II.3.5. On rappelle que X,Y et Z désignent des
oordonnées homogènes sur P2, que l'ouvert U est le omplémentaire de la droite d'équation
Z = 0 et que le 0-yle ∆ est la somme de tous les points rationnels de l'ouvert U . Pour
onstruire des odes fontionnels on doit également introduire un diviseur G. Soient m un
entier positif et L∞ la droite d'équation Z = 0, on pose
Gm := mL∞.
Notons que, omme la lasse d'équivalene linéaire de la droite L∞ engendre le groupe de
Piard de P2, on peut sans perte de généralité onsidérer que le diviseur G est de la forme
Gm.
Remarque II.5.1. On a supposé que l'entier naturel m était positif, on aurait pu omettre
ette hypothèse. Cependant, si m < 0, alors l'espae L(Gm) est nul et le ode fontionnel le
sera également. Nous avons don hoisi d'éviter ette situation totalement inintéressante.
Codes fontionnels
Commençons par rappeler que les odes fontionnels CL(∆, Gm) ne sont autre que des
odes de Reed-Müller anes. Posons
x :=
X
Z
et y :=
Y
Z
.
L'espae vetoriel L(Gm) s'identie à l'espae Fq[x, y]≤m des polynmes en x et y de degré
total inférieur ou égal à m. On rappelle que, par onvention, si l'entier m est stritement
négatif, alors l'espae Fq[x, y]≤m est nul. Ainsi, le ode CL(∆, Gm) s'obtient par évaluation
en tous les points du plan ane U des éléments de l'espae vetoriel Fq[x, y]≤m, 'est don
le ode de Reed-Müller RMq(2,m). Pour plus d'informations sur les odes de Reed-Müller,
voire [MS77a℄ hap 13 pour les odes binaires et [DGM70℄ pour le as général.
Codes diérentiels
On reprend la paire ∆-onvenable (Da, Db) de la setion II.3.5. C'est à dire que Da (resp.
Db) est la somme de toutes les droites d'équations x = α (resp. y = α) ave α ∈ Fq. Pour
proéder à l'étude des odes diérentiels de la forme CΩ(∆, Da, Db, Gm), nous allons utiliser
le théorème II.4.6 et herher à quels odes fontionnels ils s'identient. Pour e faire, nous
allons introduire expliitement une 2-forme rationnelle ω0 vériant les propriétés du orollaire
II.4.5. Soit don
ω0 :=
dx∏
α∈Fq
(x − α)
∧
dy∏
β∈Fq
(y − β)
.
Calul du diviseur de ω0. D'après [Sha94℄ III.6.4, on sait qu'un diviseur anonique sur P
2
est linéairement équivalent à −3L∞. De plus,
(ω0|U ) = −D|U .
De fait, le diviseur anonique (ω0) est de la forme
(ω0) = kL∞ −D
où k est un entier à déterminer. On sait également que, par onstrution, le diviseur D est
linéairement équivalent à 2qL∞. On en déduit la relation
−3L∞ ∼ (k − 2q)L∞, don k = 2q − 3.
En onlusion,
(ω0) = (2q − 3)L∞ −D = G2q−3 −D. (II.5)
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Propriétés vériées par ω0. Maintenant que l'on onnaît le diviseur (ω0) et que l'on sait
qu'il oïnide ave −D sur le voisinage U du support de ∆, il reste à vérier que ω0 vérie
les deux autres propriétés du orollaire II.4.5. Soient P un point appartenant au support de
∆ et xP , yP ses oordonnées anes dans U . On appelle C, la droite d'équation y = yP et on
alule le 1-résidu de ω0 le long de ette droite. On obtient
res
1
C(ω0) =
1∏
β 6=yP
(yP − β)
dx¯∏
α∈Fq
(x¯− α)
.
On remarque que le produit
∏
β 6=yP
(yP − β) est égal au produit de tous les éléments de F
×
q ,
il est don égal à −1.
Calulons à présent le 2-résidu en P le long de C de ω0, 'est à dire le résidu en P de la
1-forme sur C i-dessus. On obtient
res
2
C,P (ω0) = −
1∏
α6=xP
(xP − α)
= 1.
La propriété 3 est une onséquene immédiate de la ∆-onvenane de (Da, Db).
Identiation à des odes fontionnels et orthogonalité. La 2-forme ω0 vérie les pro-
priétés du orollaire II.4.5. On en déduit que pour tout entier m, le ode CΩ(∆, Da, Db, Gm)
s'identie au ode CL(∆, (ω0) − Gm + D). D'après le alul du diviseur (ω0) en (II.5), on
onlut que pour tout entier m, on a
CΩ(∆, Da, Db, Gm) = CL(∆, G2q−3−m).
D'après le théorème II.4.1, on a l'inlusion
CΩ(∆, Da, Db, Gm) ⊆ CL(∆, Gm)
⊥.
On peut évaluer les dimensions de es odes et montrer que l'inlusion réiproque est vériée.
Ce résultat n'a absolument rien de nouveau. Il est en eet onnu que l'orthogonal d'un ode
de Reed-Müller est enore un ode de Reed-Müller (voir [MS77b℄ h 13 et [DGM70℄ 3.2).
En onlusion, l'orthogonalité parfaite entre ode fontionnel et ode diérentiel est ob-
tenue dans e as élémentaire et très partiulier. Il ne s'agit malheureusement pas d'un fait
général. L'exemple suivant, qui est pourtant presque aussi élémentaire, montre qu'en général
on doit se ontenter d'une inlusion strite.
II.5.2 Codes sur un produit de deux droites projetives
On reprend les notations de la setion II.3.5. On rappelle que ((U, V ), (X,Y )) est un
système de oordonnées bihomogènes sur P1 × P1. On note E et F les droites d'équations
respetives V = 0 et Y = 0. On rappelle également que l'ouvert U est le omplémentaire de
E ∪ F . Enn, pour tout ouple d'entiers (m,n) on dénit le diviseur Gm,n par
Gm,n := mE + nF.
Tout omme dans l'exemple préédent, on sait que l'on peut sans perte de généralité supposer
que le diviseur G intervenant dans la onstrution du ode fontionnel est de la forme Gm,n.
En eet, les lasses d'équivalene linéaires de E et F engendrent le groupe de Piard de
P1 ×P1.
Codes fontionnels
Nous allons montrer tout d'abord que les odes fontionnels de la forme CL(∆, Gm,n)
sont des produits tensoriels de odes de Reed-Solomon. Posons
u :=
U
V
et x :=
X
Y
.
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L'espae vetoriel L(Gm,n) s'identie au sous-espae de Fq[u, x] des polynmes de degré en
u inférieur ou égal à m et de degré en x inférieur ou égal à n. En d'autres termes on a
l'identiation
L(Gm,n) ∼= Fq[u]≤m ⊗Fq Fq[x]≤n.
On note RSq(n) le ode de Reed-Solomon de longueur q obtenu par évaluation en tous les
éléments de Fq des polynmes de Fq[t]≤n. Le ode fontionnel sur P
1 × P1 est don de la
forme
CL(∆, Gm,n) = RSq(m)⊗Fq RSq(n).
L'orthogonal ne peut être diérentiel. D'après le théorème II.4.6, il sut de montrer que
l'orthogonal du ode fontionnel CL(∆, Gm,n) n'est pas un ode fontionnel sur P
1×P1. Un
tel résultat entraînerait, qu'il n'existe auun ouple ∆-onvenable (Da, Db) tel que le ode
CL(∆, Gm,n)
⊥
soit égal à CΩ(∆, Da, Db, Gm,n). On a vu dans le paragraphe préédent que
le ode CL(∆, Gm,n) était égal au produit tensoriel des odes RSq(m) et RSq(n). Ces odes
de Reed-Solomon sont non triviaux, si et seulement si
0 ≤ m ≤ q − 2 et 0 ≤ n ≤ q − 2.
Si les entiersm et n vérient les enadrements i-dessus, alors l'orthogonal du ode CL(∆, Gm,n)
ne peut être fontionnel. En eet, si CL(∆, Gm,n)
⊥
était un ode fontionnel CL(∆, G), alors
G serait linéairement équivalent à un ertain Ga,b. De fait, le ode fontionnel CL(∆, G) serait
isométrique
2
à CL(∆, Ga,b) et ette isométrie serait représentée par une matrie diagonale
dans la base anonique de Fq
2
q . En regardant F
q2
q omme le produit tensoriel de deux opies
de Fqq, le ode CL(∆, Ga,b) est un produit tensoriel de deux odes et ette propriété est inva-
riante sous l'ation d'une isométrie diagonale. Ainsi, l'orthogonal CL(∆, G) de CL(∆, Gm,n)
serait un produit tensoriel de deux odes. Ce qui est impossible d'après le lemme C.0.5 énoné
en annexe C.
En onlusion, pour tout ouple ∆-onvenable (Da, Db) et tout ouple d'entiers (m,n)
tous deux ompris entre 0 et q − 2, on a
CΩ(∆, Da, Db, G)  CL(∆, G)
⊥.
Remarque II.5.2. Par un raisonnement identique, on peut montrer que e défaut d'inlu-
sion réiproque a lieu pour toute surfae S qui est un produit de deux ourbes.
Une réalisation de l'orthogonal. D'après le lemme C.0.4, l'orthogonal du ode CL(∆, Gm,n)
est une somme de deux produits tensoriels. À savoir
CL(∆, Gm,n)
⊥ = RSq(m)
⊥ ⊗ Fqq + F
q
q ⊗RSq(n)
⊥. (II.6)
L'orthogonal d'un ode de Reed-Solomon étant enore un ode de Reed-Solomon, les deux
termes de la somme i-dessus (RSq(m)
⊥ ⊗Fqq et F
q
q ⊗RSq(n)
⊥
) sont des produits tensoriels
de odes de Reed-Solomon. Ce sont don des odes fontionnels sur P1 × P1. Nous allons
tenter de les réaliser sous forme de odes diérentiels.
Pour tout α ∈ Fq, on appelle Ld,α la droite d'équation u− x− α. Les droites (Ld,α)α∈Fq
forment un famille de droites diagonales parallèles dans l'ouvert U elles sont onourantes
en le point Q d'intersetion des droites à l'inni E et F . Elles sont également deux à deux
tangentes en e point. On dénit le diviseur Dd par
Dd :=
∑
α∈Fq
Ld,α.
La gure suivante est une tentative de représentation du support de Dd dans le as où le
orps de base est F3. Si les droites ne ressemblent plus à des droites, nous avons par ontre
herhé à représenter les points rationnels de U que es droites interpolent.
2
Au sens de la métrique de Hamming.
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Ld,0
Ld,1
Ld,2
F
E
Remarque II.5.3. Par le plongement de Segré, P1 ×P1 s'identie à une quadrique hyper-
bolique de P3. Les droites Ld,α sont les tirés en arrière des éléments d'un pineau de oniques
rationnelles obtenues par des setions de ette quadrique par des plans rationnels ontenant
tous une même droite tangente à la quadrique en un point.
Dans e qui suit, les diviseurs Da et Db sont eux qui ont été dénis sur P
1 × P1 page
65.
Proposition II.5.4. Si les entiers m et n sont tous deux ompris entre 0 et q−1, on a alors
les trois relations suivantes.
(i) CΩ(∆, Da, Dd, Gm,n) = F
q
q ⊗RSq(q − 2− n).
(ii) CΩ(∆, Db, Dd, Gm,n) = RSq(q − 2−m)⊗ F
q
q.
(iii) CL(∆, Gm,n)
⊥
= CΩ(∆, Da, Dd, Gm,n) + CΩ(∆, Db, Dd, Gm,n).
Par onséquent, le ode CL(∆, Gm,n)
⊥
est une somme de deux odes diérentiels.
Preuve. D'après la relation (II.6) page 77, si (i) et (ii) sont vériées, alors (iii) l'est éga-
lement. De plus, par symétrie, (i) et (ii) sont équivalentes. Reste don à prouver que (i) est
vériée. Posons
ν :=
dx∏
α∈Fq
(x− u− α)
∧
dy∏
β∈Fq
(u− β)
.
Cette 2-forme vérie les trois propriétés du orollaire II.4.5. Calulons le diviseur de ν. Sur
U , on a
(ν|U ) = −Da|U −Dd|U .
De plus, pour tout élément α de Fq, la droite Ld,α est linéairement équivalente à E+F , don
Dd ∼ q(E + F ).
Par un alul analogue à elui qui a été eetué dans l'exemple préédent, on montre que
(ν) = (2q − 2)E + (q − 2)F −Da −Dd.
De fait,
CΩ(∆, Da, Dd,mE + nF ) = CL(∆, (2q − 2−m)E + (q − 2− n)F )
= RSq(2q − 2−m)⊗RSq(q − 2− n).
Pour nir, il sut de onstater que si m est ompris entre 0 et q − 1, alors 2q − 2 −m est
supérieur à q − 1 et le ode RSq(2q − 2−m) est égal à F
q
q.
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Cette stratégie de réalisation de l'orthogonal est elle qui va motiver le hapitre III, à
savoir, si l'on ne peut réaliser l'orthogonal d'un ode fontionnel ave l'aide d'un seul ode
diérentiel, il est peut-être possible de le réaliser omme somme de odes diérentiels.
Remarque II.5.5. Noter que le ontre-exemple i-dessus s'étend aisément en tout dimension
supérieure ou égale à 2. En général, l'orthogonal d'un ode fontionnel sur un produit de
droites projetives ne se réalise pas omme ode fontionnel sur ette variété.
II.6 Heuristique, est-e un problème de super abondane ?
Prenons le temps de ommenter les phénomènes étudiés dans les exemples préédents.
Pour e faire, ommençons par revenir provisoirement au as des odes géométriques onstruits
sur des ourbes. Soient X une ourbe algébrique projetive lisse géométriquement intègre sur
Fq munie d'un diviseur G et D = P1 + · · · + Pn une somme de points rationnels de X . On
sait que dans e as, on a systématiquement
CL(D,G)
⊥ = CΩ(D,G).
On démontre l'inlusion ⊇ ave la formule des résidus omme l'inlusion réiproque par
un argument d'égalité de dimension. Voyons omment s'obtient ette égalité de dimension.
Considérons la suite exate de faiseaux
0 → L(G−D) → L(G) → L(G)/L(G −D) → 0.
Le terme le plus à droite de ette suite exate est un faiseau gratte-iel. Il est don asque
et son H1 est trivial (f [Har77℄ h 3.5 théorème 5.1). On en déduit la suite exate longue en
ohomologie,
0 → L(G−D) → L(G) → Fnq → H
1(X,L(G−D)) → H1(X,L(G)) → 0.
Si l'on note E∨ le dual d'un espae vetoriel E, alors par dualité de Serre, on a la suite exate
0 → L(G−D) → L(G) → Fnq → Γ(X,Ω
1(G−D))
∨
→ Γ(X,Ω1(G))
∨
→ 0.
La somme alternée des dimensions permet de onlure,
dimL(G−D)− dimL(G)︸ ︷︷ ︸
=dimCL(D,G)
+n− (dimΓ(X,Ω1(G−D))− dimΓ(X,Ω1(G))︸ ︷︷ ︸
=dimCΩ(D,G)
= 0.
Revenons à présent aux surfaes. L'étude des deux exemples triviaux que sont le plan
projetif et le produit de deux droites projetives peut enourager le raisonnement heuristique
suivant.
Si l'on arrive a avoir l'égalité de dimension dans le as où S = P2 'est pare que sur ette
surfae la super abondane
3
d'un faiseau inversible est nulle (f [Har77℄ théorème III.5.1).
Il est don tentant de penser que l'éart de dimension entre le ode diérentiel et l'orthogonal
du ode fontionnel est lié à la super abondane.
En réalité e raisonnement est trop rapide. Pour s'en onvainre nous allons essayer de
reproduire le raisonnement eetué i-dessus, dans le as des surfaes. Soit I∆ le faiseau
d'idéaux assoié à la sous-variété nie Supp(∆). Conernant la onstrution fontionnelle il
faut onsidérer la suite exate ourte de faiseaux suivante,
0→ L(G) ⊗ I∆ → L(G) → L(G)/ (L(G) ⊗ I∆)→ 0.
3
La dimension du H1
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En remarquant qu'ii enore le dernier faiseau est un faiseau gratte-iel on en déduit la
suite exate longue
0→ L(G)∆ → L(G) → F
n
q → H
1(S,L(G) ⊗ I∆) → H
1(S,L(G)) → 0,
où L(G)∆ désigne l'ensemble des fontions de L(G) qui s'annulent en tous les points du
support de ∆. Ii la dualité de Serre ne permet pas de traduire tous les H1 sous formes
d'espaes de 2-formes diérentielles. Il faut don onsidérer une seonde suite exate de
faiseaux, à savoir :
0→ Ω2(G−D)⊗ I∆ → Ω
2(G−D) → Ω2(G−D)/
(
Ω2(G−D)⊗ I∆
)
→ 0.
On en déduit la suite exate longue en ohomologie
0→ Γ(S,Ω2(G−D))∆ → Γ(S,Ω
2(G−D)) → Fnq
→ H1(S,Ω2(G−D)⊗ I∆) → H
1(S,Ω2(G−D)) → 0,
où Γ(S,Ω2(G − D))∆ dérit l'ensemble des éléments de Γ(S,Ω
2(G − D)) qui s'annulent en
tous les éléments du support de ∆. Les faiseaux L(G) et Ω2(G−D) sont inversibles. Don,
si la surfae est P2, leurs H1 sont nuls et les suites exates longues donnent les égalités
dimH1(P2,L(G) ⊗ I∆) = odim CL(∆, G)
dimH1(P2,Ω2(G−D)⊗ I∆) = odim CΩ(D,G).
Il faut ensuite réussir à prouver que la somme des dimensions de es deux H1 est égale à n.
Dans tous les as, le fait que les super abondanes des faiseaux inversibles soient nulles ne
sut pas pour démontrer l'égalité de dimension espérée.
Ce qui semble réellement faire défaut à ette onstrution diérentielle est moins la super
abondane que l'asymétrie des onstrutions. Plus préisément, le fait qu'en dimension supé-
rieure ou égale à 2, les points et les diviseurs sont des objets de dimension diérente. Du fait
de ette asymétrie, on doit introduire une paire de diviseur ∆-onvenable pour onstruire des
odes diérentiels, ette dernière étant omplètement absente dans la onstrution fontion-
nelle.
Conlusion
Nous avons étendu la onstrution diérentielle de odes orreteurs aux surfaes. Nous
avons également montré que, tout omme dans la as des ourbes, les odes fontionnels et
diérentiels sur les surfaes appartiennent à la même lasse de odes. en d'autres termes, tout
ode fontionnel sur une surfae se réalise omme ode diérentiel sur ette même surfae et
réiproquement.
La diérene majeure ave la théorie des ourbes est que, à S et ∆ xés l'orthogonal
d'un ode fontionnel n'est pas fontionnel (don diérentiel) en général. Ces odes
appartiennent à une lasse diérente de odes onstruits à partir de S. Voloh et Zarzar
avaient d'ailleurs déjà onstaté e phénomène dans [VZ05℄. Dans et artile, les auteurs
remarquent en eet que les odes sur les surfaes qu'ils étudient sont LDPC
4
. De e fait, es
odes sont très diérents de leur orthogonal, e qui n'est pas le as des odes géométriques
onstruits à partir de ourbes algébriques.
Aussi, l'étude des odes diérentiels sur les surfaes et des exemples que nous avons
traités orent des perspetives intéressantes. À e titre, nous onlurons e hapitre par deux
questions.
Question 1. Peut-on estimer les paramètres des odes qui sont l'orthogonal de odes fon-
tionnels ?
4
Low Density Parity-Chek, 'est-à-dire admettant une matrie de parité reuse (voir hapitre V).
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Question 2. Si l'orthogonal d'un ode fontionnel ne peut se réaliser omme un ode dié-
rentiel assoié à une paire de diviseurs ∆-onvenables, peut-on le réaliser omme somme de
tels odes ?
La question 1 donne lieu aux travaux présentés dans le hapitre IV. Conernant la question
2, une réponse partielle sera donnée dans le hapitre III.

Chapitre III
Théorème de réalisation
Entre les désirs et leurs réalisations
s'éoule toute une vie humaine.
Shopenhauer
Dans e hapitre, nous allons nous intéresser la question 2 posée à la n du hapitre
II. À savoir : l'orthogonal CL(∆, G)
⊥
d'un ode fontionnel sur une surfae S se réalise-t-il
omme somme de odes diérentiels ? Une réponse positive à ette question sera donnée sous
ertaines onditions sur la surfae S et le diviseur G. Ces onditions sont dérites dans la
setion III.1 i-dessous.
III.1 Contexte
Dans e hapitre, S désigne une surfae projetive lisse géométriquement intègre au-dessus
de Fq. On se donne également un diviseur Fq-rationnel G sur S et une famille P1, . . . , Pn de
points rationnels de S. On appelle ∆, le 0-yle
∆ := P1 + · · ·+ Pn.
Notation III.1.1. Soit H un hyperplan de Pr, pour toute sous-variété X de Pr non ontenue
dans H, on note LX la lasse d'équivalene linéaire du diviseur ϕ
∗H sur X, où ϕ désigne
l'injetion anonique ϕ : X →֒ Pr. De même, la lasse anonique sur X sera notée KX .
À partir de la setion III.4, on supposera (hypothèse III.4) que S est intersetion omplète
dans un espae projetif Pr et que G est linéairement équivalent àmLS pour un ertain entier
naturel m.
III.2 Sous-∆-onvenane
Dans ette setion, nous allons dénir une notion très prohe de elle de ∆-onvenane
et qui ontinue à vérier le résultat du théorème d'orthogonalité (théorème II.4.1).
Commençons par justier e besoin d'introduire une nouvelle notion. La question 2 posée
à la n du hapitre II était en partie motivée par l'étude de la surfae P1 ×P1. En eet, on
a vu en setion II.5.2 que l'orthogonal d'un ode fontionnel sur ette surfae peut se réaliser
omme somme de deux odes diérentiels. Tout ela enourage à essayer de onstruire l'or-
thogonal d'un ode fontionnel en plusieurs moreaux. Pour e faire, on peut par exemple
herher des mots de ode ou des sous-odes de CL(∆, G)
⊥
dont le support est stritement
ontenu dans {1, . . . , n}. De plus l'exemple des quadriques elliptiques du hapitre préédent
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(setion II.3.5) montre que la onstrution d'un diviseur ∆-onvenable devient vite ardue,
lorsque la surfae S est plus ompliquée que le plan projetif ou le produit de deux droites pro-
jetives. Ces deux arguments motivent la dénition de paires de diviseurs sous-∆-onvenables
qui suit.
Dénition III.2.1 (Diviseurs sous-∆-onvenables). Une paire (Da, Db) est dite sous-∆-
onvenable si elle est Λ-onvenable pour un 0-yle Λ vériant
0 ≤ Λ ≤ ∆.
Remarque III.2.2. La sous-∆-onvenane peut également s'énoner de la façon suivante.
Soient Da et Db deux diviseurs dont l'intersetion ensembliste des supports est nie et D le
diviseur D := Da+Db. La paire (Da, Db) est sous-∆-onvenable si et seulement si elle vérie
les propriétés suivantes.
(i) Pour tout point géométrique P ∈ S, l'appliation res2Da,P : Ω
2(−D)P → Fq est OS,P -
linéaire.
(ii) L'appliation i-dessus est nulle pour tout point géométrique P non ontenu dans le
support de ∆.
Rappelons que les diviseurs ∆-onvenables ont été introduits pour obtenir une relation
d'orthogonalité entre odes fontionnels et odes diérentiels (voir théorème II.4.1). Le lemme
qui suit et dont la démonstration est immédiate montre que les paires de diviseurs sous-∆-
onvenables sont en e sens presque aussi intéressantes que les paires ∆-onvenables.
Lemme III.2.3. Soit S une surfae lisse géométriquement intègre au-dessus de Fq et munie
d'un diviseur G et d'un 0-yle ∆ qui est la somme formelle de points rationnels de S. Soit
enn (Da, Db) une paire sous-∆-onvenable de diviseurs, alors
CΩ(∆, Da, Db, G) ⊆ CL(∆, G)
⊥.
III.3 Sur les notions de réalisation
La question de la réalisation de l'orthogonal d'un ode fontionnel en utilisant des 2-
formes rationnelles peut se poser de deux façons diérentes. Il y a d'abord la question 2
posée à la n du hapitre II que nous rappelons ii.
Question 2. Si l'orthogonal d'un ode fontionnel ne peut se réaliser omme un ode diéren-
tiel assoié à une paire de diviseurs (sous-)∆-onvenable, peut-on le réaliser omme somme
de tels odes ?
On peut également se poser une question sensiblement diérente, à savoir la question 2bis qui
suit. Le théorème de réalisation énoné en setion III.4 y répondra sous ertaines onditions.
Question 2bis. Étant donné un mot de ode c appartenant à CL,S(∆, G)
⊥
, existe-t-il une
paire de diviseurs (sous-) ∆-onvenable (Da, Db) et une 2-forme ω appartenant à Γ(S,Ω
2(G−
Da −Db)) et telle que
c = res2Da,∆(ω) ?
Le fait qu'un ode est un espae vetoriel de dimension nie permet de montrer aisément
qu'une réponse positive à la question 2bis entraîne une réponse positive à la question 2. La
réiproque de ette dernière assertion est également vraie, 'est e que montre la proposition
qui suit. Les problèmes posés par les questions 2 et 2bis sont don équivalents.
Proposition III.3.1. Soient cD et cE deux mots du ode CL(∆, G)
⊥
. Supposons qu'il
existe deux paires de diviseurs sous-∆-onvenables (Da, Db) et (Ea, Eb) et deux 2-formes
III.3. Sur les notions de réalisation 85
rationnelles ωD et ωE appartenant respetivement aux espaes Γ(S,Ω
2(G − Da − Db)) et
Γ(S,Ω2(G− Ea − Eb)) et telles que
cD = res
2
Da,∆(ωD) et cE = res
2
Ea,∆(ωE).
Alors, il existe une paire sous-∆-onvenable de diviseurs (Fa, Fb) et une 2-forme rationnelle
ωF appartenant à Γ(S,Ω
2(G− Fa − Fb)) telle que
cD + cE = res
2
Fa,∆(ωF ).
La preuve de proposition III.3.1 est une onséquene des lemmes III.3.2 et III.3.3 qui suivent.
Lemme III.3.2. Soient (Da, Db) et (Ea, Eb) deux paires sous-∆-onvenables de diviseurs
sur S telles que les supports des diviseurs D := Da + Db, E := Ea + Eb et G n'ont pas
de omposante irrédutible ommune. Soient également ωD et ωE deux 2-formes rationnelles
sur S appartenant respetivement à Γ(S,Ω2(G−D)) et Γ(S,Ω2(G−E)). Alors, il existe une
paire sous-∆-onvenable de diviseurs (Fa, Fb) telle que la 2-forme ωD + ωE appartienne à
Γ(S,Ω2(G− F )) où F désigne le diviseur F := Fa + Fb. De plus,
res
2
Fa,∆(ωD + ωE) = res
2
Da,∆(ωD) + res
2
Ea,∆(ωE).
Lemme III.3.3. Soit (Da, Db) une paire de diviseurs sous-∆-onvenable et ω un élément
de Γ(S,Ω2(G − D)) où D désigne le diviseur D := Da + Db. Soient également C1, . . . , Cs
une famille de ourbes irrédutibles sur S deux à deux distintes. Alors, il existe une paire
sous-∆-onvenable (D′a, D
′
b) vériant les propriétés suivantes.
(1) Les diviseurs Da et D
′
a (resp. Db et D
′
b) sont linéairement équivalents.
(2) Le support de D′ := D′a +D
′
b ne ontient auune des ourbes C1, . . . , Cs.
(3) Pour toute 2-forme ω appartenant à Γ(S,Ω2(G−D)), il existe une 2-forme ω′ appar-
tenant à Γ(S,Ω2(G−D′)) telle que
res
2
Da,∆(ω) = res
2
D′a,∆
(ω′).
Preuve de la proposition III.3.1. Si les supports des diviseurs D := Da + Db et E :=
Ea + Eb sont sans omposante ommune, on applique le lemme III.3.2. Sinon on se ramène
à ette situation grâe au lemme III.3.3.
Preuve du lemme III.3.2. Étape 1. Constrution de (Fa,Fb). Les diviseurs D
+
a , E
+
a ,
D+b , E
+
b sont respetivement de la forme
D+a := m1V1 + · · ·+mkVk E
+
a := n1W1 + · · ·+ nlWl
D+b := r1X1 + · · ·+ rpXp E
+
b := s1Y1 + · · ·+ sqYq,
où les Vi, Wi, Xi, Yi sont des ourbes Fq-irrédutibles. Par hypothèse, es ourbes sont deux
à deux disjointes. Nous allons onstruire une paire de diviseurs eetifs (F+a , F
+
b ). Le diviseur
F+a fera apparaître tous les Vi (resp.Wj), ples de ωD (resp. ωE) ave pour oeient l'ordre
de e ple. Le diviseur F+b est onstruit exatement de la même manière en remplaçant les
Vi par des Xi et les Wj par des Yj . C'est-à-dire que l'on pose
F+a :=
k∑
i=1
max( 0 ,−valVi(ωD))Vi +
l∑
j=1
max( 0 ,−valWj (ωE))Wj (III.1)
et
F+b :=
p∑
i=1
max( 0 ,−valXi(ωD))Xi +
q∑
j=1
max( 0 ,−valYj (ωE))Yj . (III.2)
Soit ωF , la 2-forme dénie par ωF := ωD+ωE . On rappelle que les omposantes irrédutibles
des supports des diviseurs Da, Db, Ea et Eb sont par hypothèse deux à deux disjointes. Par
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onséquent, il existe un diviseur eetif R dont le support n'a auune omposante irrédu-
tible ommune ave les supports de D+a , D
+
b , E
+
a et E
+
b et tel que
(ωF ) = G+R− F
+
a − F
+
b .
On pose enn
F−b := R, et F
−
a := 0
et on a don
Fa := F
+
a et Fb := F
+
b − F
−
b .
Le diviseur F := Fa + Fb est don onstruit de telle sorte que l'on ait exatement
(ωF ) = G− F.
Le fait que ωF est un élément de Γ(S,Ω
2(G − F )) est immédiat. Il reste à montrer que la
paire (Fa, Fb) est sous-∆-onvenable.
Étape 2. Sous-∆-onvenane de (Fa,Fb). Soit P un point de S, il existe un germe de
fontion fP appartenant à L(G)P tel que le diviseur de la 2-forme fPωF au voisinage de P
soit égal à −F . Alors, le germe de 2-forme fPωF au voisinage de P engendre la bre Ω2(−F )P
omme OS,P -module. En eet, la 2-forme fPωF est onstruite de telle sorte que pour tout
germe de ourbe C au voisinage de P on ait
valC(fPωF ) = min
µP∈Ω2(−F )P
valC(µP ).
Un germe de 2-forme µP ∈ Ω2(−F )P s'obtient don par multipliation de fPωF par une
fontion régulière au voisinage de P .
Montrons que l'appliation res
2
Fa,P
restreinte à Ω2(−F )P est OS,P -linéaire. Soit ϕ ∈ OS,P .
On a
res
2
Fa,P (ϕfP ωF ) = res
2
Fa,P (ϕfP ωD)︸ ︷︷ ︸
ID
+ res2Fa,P (ϕfP ωE)︸ ︷︷ ︸
IE
. (III.3)
Nous allons montrer que ID = ϕ(P )res
2
Da,P
(fPωD). Commençons par faire deux re-
marques.
(1) D'après la onstrution de F+a en (III.1), ertaines des ourbes Vi peuvent ne pas
apparaître dans l'expression de e diviseur. C'est e qui arrive pour une ourbe Vi
donnée si la valuation de ωD le long de Vi est positive. Dans e as, le 2-résidu de ωD
en P le long de Vi est nul. De plus, on rappelle que ϕ est régulière au voisinage de P
et que, par hypothèse, le support de G n'a pas de omposante ommune ave eux de
D et E. Par onséquent, si ωD n'a pas de ple le long de Vi, alors le 2-résidu en P le
long de Vi de ϕfP ωD est nul.
(2) L'hypothèse les supports des diviseurs Da, Db, Ea, Eb n'ont pas de omposante irré-
dutible ommune implique que pour tout i, les 2-formes ωD et ϕfP ωD n'ont pas de
ple le long de Wi, don ont un 2-résidu nul en P le long de ette ourbe.
On déduit de es deux remarques que
ID =
k∑
i=1
res
2
Vi,P (ϕfP ωD). (III.4)
Enn, on rappelle que la dénition de 2-résidu en un point le long d'un diviseur ne dépend que
du support de e dernier (voir dénition I.7.10 et la mise en garde qui suit). Par onséquent,
ID = res
2
Da,P (ϕfP ωD) = ϕ(P )res
2
Da,P (fP ωD), (III.5)
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la seonde égalité étant une onséquene de la sous-∆-onvenane de (Da, Db) et du fait que
fP ωD appartient à Ω2(−D)P omme OS,P -module. Le as de la quantité IE de l'expression
(III.3) se traite de façon rigoureusement identique. On obtient
IE = ϕ(P )res
2
Ea,P (fP ωE). (III.6)
En ombinant les relations (III.3), (III.5) et (III.6), on aboutit à
res
2
Fa,P (ϕfP ωF ) = ϕ(P )res
2
Fa,P (fP ωF ),
e qui permet de onlure quant à l'OS,P -linéarité de l'appliation res
2
Fa,P
restreinte à
Ω2(−F )P .
Enn, omme les paires (Da, Db) et (Ea, Eb) sont sous-∆-onvenables, pour tout point P
de S n'appartenant pas au support de ∆, les appliations res2Da,P et res
2
Ea,P
sont identique-
ment nulles respetivement sur Ω2(−D)P et Ω
2(−E)P . D'après (III.3), (III.5) et (III.6), on en
déduit que l'appliation res
2
Fa,P
est identiquement nulle sur Ω2(−F )P . D'après la remarque
III.2.2, la paire (Fa, Fb) est sous-∆-onvenable.
Pour nir, il nous reste à démontrer le lemme III.3.3.
Preuve du lemme III.3.3. Étape 0. Mise en plae.
Quitte à réorganiser l'ordre des ourbes C1, . . . , Cs, on peut supposer que C1, . . . , Cl
sont ontenues dans le support de Da, que Cl+1, . . . , Cm sont dans le support
1
de Db et
Cm+1, . . . , Cs ne sont ontenues dans auun des deux supports. Nous allons montrer omment
bouger Da an d'éviter es ourbes. On pourra alors onlure d'après la remarque II.3.7 en
appliquant un raisonnement identique à Db.
Étape 1. Déplaement de Da.
Pour déplaer le support deDa, nous allons utiliser la proposition B.0.2 énonée en annexe
B qui est un analogue du moving lemma. Commençons par établir une liste de points à éviter.
Soit C, l'ensemble des ourbes formé de la réunion des omposantes irrédutibles des
supports de Da, Db et G et des ourbes C1, . . . , Cs. L'ensemble P est un ensemble de points
fermés de S formé de tous les points d'intersetion (ensembliste) de deux éléments de C. Si
l'un des éléments C de C n'en intersete auun autre, on hoisit arbitrairement un point de
C que l'on ajoute dans P , an que e dernier ontienne au moins un point de haque ourbe
appartenant à C.
Soit i un entier appartenant à {1, . . . , l}, on partitionne P en deux ensembles P i1 et P
i
2.
L'ensemble P i1 désigne l'ensemble des points P qui appartiennent à Ci et P
i
2 désigne son
omplémentaire dans P . D'après la proposition B.0.2, il existe une fontion fi, vériant les
propriétés suivantes.
(i) La fontion fi est une équation loale de Ci au voisinage de tout point P ∈ P
i
1.
(ii) Le support du diviseur de fi évite tout point P ∈ P
i
2.
On pose
mi := valCi(Da),
et on dénit la fontion rationnelle ϕ sur S par
ϕ := fm11 . . . f
ml
l .
De la même manière, on pose
D˜ := D − (m1C1 + · · ·+mlCl) + Cm+1 + · · ·+ Cs,
1
On rappelle que par dénition de la sous-∆-onvenane, les supports deDa et Db n'ont pas de omposante
irrédutible ommune. La ourbe Ci ne peut don pas être ontenue dans l'intersetion ensembliste des
supports de Da et Db.
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et on partitionne P en P1 et P2, formés respetivement des points de P ontenus et non
ontenus dans le support de D˜. D'après la proposition B.0.2, il existe une fontion rationnelle
g qui est une équation loale de D˜ au voisinage de tout élément de P1 et dont le support du
diviseur évite tous les éléments de P2. Posons alors,
h :=
ϕ
g + ϕ
, et D′a := Da − (h).
Montrons que le diviseur de la fontion h est de la forme
(h) = m1C1 + · · ·+mlCl +R,
et que le support de R ne ontient auun élément de C. Le diviseur (h) est la diérene des
diviseurs (ϕ) et (ϕ+ g). Par onstrution, le diviseur (ϕ) est de la forme
(ϕ) = m1C1 + · · ·+mlCl +R1,
où le support de R1 évite tout élément de P , don ne ontient auun élément de C. Quant
à la fontion ϕ + g, elle est par onstrution régulière au voisinage de tout élément de P .
Elle l'est don sur un ouvert admettant une intersetion non vide ave tout élément de C et
n'admet don auune de es ourbes omme ple. De plus, pour toute ourbe C appartenant
à C, l'une des fontions ϕ ou g s'annule le long de C et l'autre ne s'annule pas. De fait, C
ne peut être un zéro de ϕ+ g. Par onséquent, le support du diviseur D′a ne ontient auune
des ourbes C1, . . . , Cs ni auune omposante des supports de Db et G.
Étape 2. Sous-Delta-onvenane de (D′
a
,Db).
Soit ω une setion globale de Ω2(G − D), on vérie aisément que hω est une setion
globale de Ω2(G −D′a −Db). Nous allons montrer que pour toute 2-forme ω appartenant à
Γ(S,Ω2(G−D)), on a
res
2
Da,∆(ω) = res
2
D′a,∆
(hω), (III.7)
e qui nous permettra de démontrer à la fois la propriété 3 de l'énoné et le fait que la paire
(D′a, Db) est sous-∆-onvenable. Commençons par noter que, d'après la remarque II.3.3 du
hapitre II, la relation (III.7) et équivalente à
res
2
Db,∆(ω) = res
2
Db,∆(hω). (III.8)
Soient don C une omposante géométrique irrédutible du support de Db et u un élément
de OS,C dont la restrition à C est un élément séparant de Fq(C)/Fq. Nous allons montrer
que
(u)res1
C
(ω) = (u)res1
C
(hω). (III.9)
D'après la proposition I.5.14 du hapitre I, si l'on montre que la relation (III.9) i-dessus est
vériée par toute omposante géométrique du support de Db, alors la relation (III.8) sera
vériée.
Soit v une uniformisante de l'anneau OS,C . On rappelle que le omplété mS,C-adique de
Fq(S) s'identie au orps Ku((v)), où Ku est une opie de Fq(C) ontenue dans ÔS,C (voir
hapitre I setion I.4.3). Posons
m := valC(Db).
Comme ω est un setion globale de Ω2(G − D), on sait que sa valuation le long de C est
supérieure à −m. La onstrution des fontions ϕ et g nous assure que es dernières sont de
valuations respetives 0 et m le long de C. On en déduit don
hω =
ϕ
ϕ+ g
ω =
1
1 + gϕ−1
ω =
(
1− gϕ−1 + · · ·
)
ω.
La 2-forme ω étant de valuation supérieure à −m le long de C et la fontion gϕ−1 de
valuation m, on en déduit que les termes de la forme (−1)n(gϕ−1)nω de la série i-dessus
sont de valuation positive le long de C. Leur ontribution dans le alul du (u)-1-résidu de
ω le long de C est don nulle. La relation (III.9) est bien vériée.
On onlut la preuve en appliquant un raisonnement identique à Db.
III.4. Constrution de l'orthogonal d'un ode fontionnel 89
III.4 Constrution de l'orthogonal d'un ode fontionnel
Le but de ette setion est de démontrer le théorème suivant. On se plae dans le ontexte
donné en setion III.1 et on suppose de plus vériée l'hypothèse suivante.
Hypothèse III.4. La surfae S est plongée dans un espae projetif Pr
Fq
dans lequel elle est
intersetion omplète. De plus ; le diviseur G est linéairement équivalent à l'intersetion
de S ave une hypersurfae de Pr. En d'autres termes et en utilisant la notation III.1.1, il
existe un entier naturel m tel que G ∼ mLS.
Théorème III.4.1 (Théorème de réalisation). Sous l'hypothèse III.4, soit c un mot du ode
CL,S(∆, G)
⊥
. Alors, il existe une paire de diviseurs (Da, Db) et une 2-forme ω appartenant
à l'espae des setions globales Γ(S,Ω2(G−Da −Db)), tels que
c = res2Da,∆(ω).
De plus, on peut hoisir le ouple (Da, Db) de telle sorte que
(1) la paire (Da, Db) vérie le ritère de la proposition II.3.8 ;
(2) Da soit égal à une ourbe lisse irrédutible plongée dans S et Da ∼ naLS pour un
ertain entier stritement positif na ;
(3) Db ∼ nbLS pour un ertain entier nb.
Avant de démontrer e théorème, énonçons un orollaire immédiat de e dernier.
Corollaire III.4.2. Sous l'hypothèse III.4, il existe une famille nie (D
(1)
a , D
(1)
b ), . . . , (D
(s)
a , D
(s)
b )
de paires de diviseurs sous-∆-onvenables telles que
CL,S(∆, G)
⊥ =
s∑
i=1
CΩ,S(∆, D
(i)
a , D
(i)
b , G).
Preuve du orollaire III.4.2. L'inlusion vers la gauhe est une onséquene immédiate
du lemme III.2.3. Pour e qui est de l'inlusion réiproque, le théorème III.4.1 implique que
CL,S(∆, G)
⊥
est égal à la somme de tous les odes de la forme CΩ,S(∆, Da, Db, G) tels que
(Da, Db) est sous-∆-onvenable. Comme un ode est un espae de dimension nie, on peut
extraire de ette somme une somme nie.
Le lemme qui suit est la première étape de la preuve du théorème III.4.1.
Lemme III.4.3. Sous l'hypothèse III.4, soit C une ourbe lisse absolument irrédutible plon-
gée dans S obtenue par l'intersetion de S ave une hypersurfae de Pr. On suppose également
que C n'est pas ontenue dans le support2 de G. Soit G∗ le tiré en arrière de G par l'inlusion
anonique C →֒ S. Alors l'appliation de restrition à C
r : Γ(S,L(G))→ Γ(C,L(G∗))
est surjetive.
Preuve. La ourbe C est lisse don normale. C'est de plus une intersetion omplète dans
Pr. Ainsi, d'après [Har77℄ II.8 ex 4, la ourbe C est projetivement normale. Cela signie
par dénition, que l'algèbre graduée des oordonnées homogènes de C pour le plongement i :
2
Notons que si C est ontenue dans le support de G, on peut remplaer e dernier par un autre élément du
système linéaire |G|, ette ondition n'est don pas vraiment problématique. D'une façon générale, on peut
éviter e type de restrition en adoptant un langage plus faiseautique. En eet, le tiré en arrière de G sur
C n'a pas de sens quand C est ontenue dans le support de G, le tiré en arrière de L(G) lui, est toujours
bien déni (voir [Har77℄ II.5). Le défaut de e point de vue est que dans e as, les setions de i∗L(G) ne
peuvent plus être vues omme des restritions à C de fontions sur S. Nous avons don préféré onserver une
approhe plus fontionnelle.
90 III. Théorème de réalisation
C →֒ Pr, est intégralement lose. D'après [Har77℄ II.5 ex 14, ette algèbre graduée s'identie
à ⊕
m∈N
Γ(C, i∗OPr (m))
et sa lture intégrale à ⊕
m∈N
Γ(C,OC(m)).
La normalité projetive de C entraîne que pour tout entier naturel m, l'appliation de res-
trition
ψm : Γ(P
r ,OPr(m))→ Γ(C,OC(m))
est surjetive (f [Har77℄ II.5 ex 14 (d)). Par ailleurs, le diviseur G∗ est linéairement équi-
valent à mLC , don le faiseau L(G
∗) est isomorphe à OC(m). Considérons le diagramme
ommutatif
Γ(S,OS(m))
rmΓ(Pr,OPr (m))
φm
ψm
Γ(C,OC(m)).
La surjetivité de l'appliation ψm entraîne elle de l'appliation rm.
Le seond ingrédient de la preuve du théorème III.4.1 est le théorème 3.3 de l'artile
[Poo04℄ de Poonen. Il s'agit d'un théorème à la Bertini pour des variétés sur des orps nis.
Énonçons e résultat.
Théorème III.4.4 (Poonen 2004). Soit X un sous-shéma quasi-projetif lisse de Pr de
dimension m ≥ 1 au-dessus de Fq et soit F ⊂ X un ensemble ni de points fermés. Alors,
il existe une hypersurfae lisse et géométriquement intègre H ⊂ Pr telle que l'intersetion
H ∩X est lisse, de dimension m− 1 et ontient F.
Remarque III.4.5. À la suite de e théorème, l'auteur remarque que, si X est projetive et
géométriquement onnexe, alors H ∩X l'est également d'après [Har77℄ orollaire III.7.9.
Démonstration du théorème III.4.1. Étape 1. Constrution de ω,Da et Db. Soient
i1, . . . , is les indies du support du mot de ode c. D'après le théorème III.4.4 et la remarque
III.4.5, il existe une hypersurfae H ontenue dans Pr telle que l'intersetion C := H ∩S est
une ourbe projetive lisse onnexe ontenant les points Pi1 , . . . , Pis . On note G
∗
le tiré en
arrière de G sur C par l'inlusion anonique C →֒ S et ΛC le diviseur
ΛC := Pi1 + · · ·+ Pis ∈ DivFq (C).
D'après le lemme III.4.3, l'appliation Γ(S,L(G))→ Γ(C,L(G∗)) est surjetive et induit don
une appliation surjetive de odes
r : CL,S(∆, G)→ CL,C(ΛC , G
∗).
Soit à présent c∗ := (ci1 , . . . , cis) le mot de ode poinçonné obtenu en ne onservant que les
oordonnées du mot c d'indies i1, . . . , is. La surjetivité de l'appliation r entraîne que le
mot c∗ est un élément de CL,C(ΛC , G
∗)⊥. On sait également que
CL,C(ΛC , G
∗)⊥ = CΩ,C(ΛC , G
∗).
III.4. Constrution de l'orthogonal d'un ode fontionnel 91
Par onséquent, il existe une 1-forme µ sur C appartenant à Γ(C,Ω1(G∗ − ΛC)) et telle que
c∗ = resΛC (µ), où resΛC désigne l'appliation
resΛC :
{
Γ(C,Ω1(G∗ − ΛC)) → F
s
q
ω 7→ (resPi1 (ω), . . . , resPis (ω)).
Notons que, par hypothèse, les oordonnées du mot de ode poinçonné c∗ sont toutes non
nulles (il a été onstruit en éliminant les oordonnées nulles du mot c). De e fait,
∀k ∈ {1, . . . , s}, valPik (µ) = −1. (III.10)
Soit à présent µ∗ un relevé arbitraire de µ sur S, 'est-à-dire une 1-forme rationnelle sur S
vériant µ∗|C = µ. Soit également v une uniformisante de l'anneau OS,C . Posons alors,
ω := µ∗ ∧
dv
v
.
Le diviseur de ω est de la forme (ω) = −C + R, où R est un diviseur sur S dont le support
ne ontient pas la ourbe C. Pour nir, on pose
Da := C et Db := G−R.
Ainsi ω est bien un élément de Γ(S,Ω2(G −Da −Db)). De plus, omme le 1-résidu de ω le
long de C est µ, on en déduit
res
2
Da,∆(ω) = res
2
C,∆(ω) = c.
Étape 2. Sous-∆-onvenane de (Da,Db). Soit Λ, le 0-yle sur S déni par
Λ := Pi1 + · · ·+ Pis .
Nous allons montrer que la paire (Da, Db) est Λ-onvenable. Pour e faire, nous allons utiliser
le ritère de la proposition II.3.8. Si l'on note i l'inlusion anonique i : C →֒ S, d'après le
lemme II.3.12 on a l'égalité de diviseurs sur C :
(µ) = i∗(G−Db).
Comme µ est un élément de Γ(C,Ω1(G− ΛC)), on en déduit que i
∗Db ≤ Λ, e qui implique
l'inégalité de 0-yles sur S suivante :
Da ∩Db ≤ Λ. (III.11)
Soit alors P , un point de S non ontenu dans le support de Λ et n'appartenant pas à la
ourbe C ('est-à-dire au support de Da). Dans ette situation, Da peut jouer le rle
3
de
D∗ en P et omme Da est nul au voisinage de e point, le ritère y est trivialement vérié.
Soit à présent un point P de C non ontenu dans le support de Λ. Comme C est une ourbe
irrédutible lisse, le diviseur Da = C peut enore jouer le rle de D∗. D'après la relation
(III.11), la multipliité d'intersetion de Da ave Db en P est négative, le ritère est don
vérié en e point. En un point P du support de Λ, le diviseur Da joue enore le rle de D∗ et
l'inégalité (III.11) implique que la multipliité d'intersetion de Da et Db en P est inférieure
ou égale à 1. D'après la relation (III.10) et le lemme II.3.12 l'inégalité est en fait un égalité.
Le ouple (Da, Db) vérie don bien le ritère de Λ-onvenane.
Étape 3. Classes d'équivalene linéaire de Da et Db. D'après la onstrution de la
ourbe C = Da dans l'étape 1, on sait qu'il existe un entier naturel non nul na tel que
Da ∼ naLS .
3
Voir proposition II.3.8 pour une desription de D∗.
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D'après [Har77℄ II.8 ex 4(e), la lasse anonique d'une sous-variété X intersetion omplète
de Pr est de la forme KX ∼ kLX où k dépend du degré des hypersurfaes dont l'intersetion
est égale à X . Soit don k l'entier tel que KS ∼ kLS. Comme le diviseur de ω vérie
(ω) = G−Da −Db,
et que G ∼ mLS , on en déduit que
Db ∼ (m− k − na)LS .
Remarque III.4.6. La ourbe C qui dénit le diviseur Da dans la preuve du théorème
III.4.1 est onstruite de manière à interpoler les points orrespondant au support du mot de
ode que l'on peut réaliser. Noter que l'on aurait pu tout aussi bien hoisir une bonne fois
pour toute une ourbe interpolant tous les points du support de ∆ et ne travailler que sur
ette dernière.
Notons au passage qu'une telle approhe permet de démontrer qu'un ode fontionnel
onstruit sur S à partir d'un diviseur G ∼ mLS se réalise toujours omme ode sur une
ourbe C ontenue dans S. Ce fait n'a rien de nouveau, Pellikaan, Shen et Van Wee montrent
dans [PSV91℄ que tout ode orreteur se réalise omme ode sur une ourbe. L'exploitation
potentielle de e fait en vue d'une étude du ode fontionnel sera disutée en setion III.6.
III.5 Disussion autour du théorème de réalisation
Quelques ommentaires s'imposent au sujet du théorème III.4.1 et de sa démonstration.
D'abord, il est important de noter que la preuve de e théorème de réalisation n'est malheu-
reusement pas onstrutive. En eet, ette dernière repose sur le théorème III.4.4 de Poonen
qui n'est lui-même qu'un résultat d'existene. Ce dernier ne donne par exemple auune in-
formation sur le degré minimal de l'hypersurfae qui permet de onstruire le diviseur Da.
Ensuite, on rappelle que le résultat n'est démontré que sous ertaines onditions, à savoir
que la surfae S est intersetion omplète et que le diviseur G est linéairement équivalent à
mLS . En fait, es onditions sont prinipalement là pour assurer la surjetivité de l'appliation
Γ(S,L(G))→ Γ(C,L(G∗)).
Il s'avère que ette appliation est fréquemment surjetive mais e n'est pas systématique
(un ontre-exemple est donné en III.5.1). Les hypothèses du théorème assurent la surjetivité
de l'appliation pour toute ourbe lisse obtenue par intersetion de S ave une hypersurfae.
En onlusion, il s'agit de onditions susantes, mais absolument pas néessaires. Il est fort
possible que le résultat reste vrai en omettant es hypothèses, nous n'avons ependant pas
été à même de le démontrer dans un as plus général. L'exemple élémentaire présenté dans
la setion III.5.1 va onrmer l'aspet non néessaire de es hypothèses.
Cela nous amène à poser la question ouverte suivante.
Question 3. Le résultat du théorème de réalisation reste-t-il vrai si l'on élimine les hypothèses
que doivent vérier S et G ?
Notons également que le théorème de réalisation (plus exatement le orollaire III.4.2) répond
à la question 2 posée page 81 sous ertaines hypothèses sur S et G. Cependant, si l'on sait
que sous es hypothèses l'orthogonal d'un ode fontionnel se réalise omme une somme de
odes diérentiels, la question suivante reste ouverte.
Question 4. Sous les onditions du orollaire III.4.2, peut-on estimer le nombre de minimal
de odes diérentiels dont la somme est égale à l'orthogonal d'un ode fontionnel en fontion
d'invariants géométriques de la surfae ?
L'exemple qui suit a été suggéré par Antoine Duros.
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III.5.1 Un exemple de réalisation sans que les onditions du théorème
de III.4.1 soient vériées
Soient S la surfae obtenue par l'élatement de P2 en un point O et
π : S → P2,
l'élatement de P2 en O. Le diviseur G est le diviseur exeptionnel de S et le 0-yle ∆, la
somme des points rationnels de S non ontenus dans le support de G. La surfae S peut être
plongée dans P5 via le plongement de Segré ([Sha94℄ I.5.1). Pour e plongement, S est un
intersetion omplète. Cependant, le diviseur G ne peut s'identier à une setion hyperplane
de S pour auun plongement de ette surfae. En eet, il est d'auto-intersetion −1, don
ne vérie pas le ritère de Nakai-Moishezon ([Har77℄ théorème V.1.10). L'espae Γ(S,L(G))
est de dimension 1 et ne ontient que les fontions onstantes. En eet, omme G est d'auto-
intersetion négative, il est le seul élément du système linéaire |G| qui est don de dimension
nulle. Par onséquent, la dimension de Γ(S,L(G)) est égale à 1. On vérie ensuite que les
onstantes sont bien des éléments de et espae.
Soit à présent L la transformée strite d'une droite de P2 passant par O. La ourbe L
intersete G transversalement en un unique point Q. Le tiré en arrièreG∗ de G par l'inlusion
anonique de L dans S est égal à Q. De fait, l'espae Γ(L,L(G∗)) est de dimension 2 et don
l'appliation
Γ(S,L(G))→ Γ(L,L(G∗))
n'est pas surjetive. Montrons maintenant que l'on peut tout de même réaliser tous les mots
de CL(∆, G)
⊥
omme résidus de 2-formes sur S.
Approhe non onstrutive.
Soit c un mot de CL(∆, G)
⊥
et soit Λ le 0-yle de S orrespondant au support de c. Il
existe une ourbe irrédutible lisse C de S qui ontient tous les points du support de Λ et
dont l'intersetion ave G est vide. En eet, ela revient à onstruire une ourbe lisse de P2
qui interpole une famille nie de points et évite le point O. Le tiré en arrière G∗ de G sur C
est nul et don Γ(C,L(G∗)) est l'ensemble des fontions onstantes sur C. Par onséquent,
l'appliation
Γ(S,L(G))→ Γ(C,L(G∗))
est surjetive et on peut eetuer la onstrution eetuée dans la démonstration du théorème
III.4.1.
Approhe onstrutive.
Le ode CL,S(∆, G) est le ode de répétition pure et de longueur n = q
2+q. Son orthogonal
est don un ode de dimension n− 1. On note c2, . . . , cn les mots de la forme
ci := (1, 0, . . . , 0,−1, 0, . . . , 0),
le −1 apparaissant en i-ème position. La famille (c2, . . . , cn) est une base de CL(∆, G)
⊥
.
D'après la proposition III.3.1, il sut de réaliser es n− 1 mots pour montrer que tout mot
de C est réalisable.
Étape 1. Soit don i un entier ompris entre 2 et n et supposons que les points π(P1) et
π(Pi) ne sont pas alignés ave O dans P
2
. On appelle C, la droite de P2 reliant π(P1) et
π(Pi). On hoisit deux droites C1 et Ci dans P
2
distintes de C et ontenant respetivement
π(P1) et π(Pi) et évitant le point O.
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pi(P1)
C1
C
pi(Pi)
O
Ci
On rappelle que la lasse anonique dans P2 est égale à −3L, où L désigne la lasse d'équi-
valene linéaire des droites du plan projetif. De fait, le diviseur −C−C1−Ci est anonique,
il existe don une 2-forme ω sur P2 telle que
(ω) := −C − C1 − C2.
D'après le lemme II.3.12, la 1-forme res1C(ω) sur C n'a de ples qu'en π(P1) et π(Pi) et es
ples sont simples. Elle a don des résidus non nuls en es points et d'après la formule des
résidus, ils sont opposés. De e fait, quitte à multiplier ω par un salaire non nul, on a
res
2
C,P1(ω) = 1 et res
2
C,Pi(ω) = −1.
De plus, la 2-forme ω n'a ni zéro ni ple au voisinage de O. Don, d'après le lemme I.7.7 la
2-forme π∗ω sur S est de valuation 1 le long du diviseur exeptionnel, on a don
(π∗ω) = G− C˜ − C˜1 − C˜2.
On pose
Λi := P1 + Pi, Da := C˜ et Db := C˜1 + C˜2
et on vérie aisément que (Da, Db) est Λi-onvenable (on peut par exemple voir qu'il satisfait
le ritère de la proposition II.3.8). De fait, le mot ci est réalisé par la 2-forme π
∗ω.
Étape 2. Si maintenant les points π(P1) et π(Pk) sont alignés ave O. On hoisit deux autres
points rationnels π(Pj) et π(Pk) de P
2
tels que les points π(P1), π(Pi), π(Pj) et π(Pk) soient
en position générale (trois d'entre eux ne sont pas alignés). Il existe au moins deux oniques
rationnelles C et C′ distintes interpolant es quatre points et évitant le point O. En eet, le
système linéaire des oniques interpolant es points est de dimension 1, don même si le orps
de base est F2, il y a au moins 3 éléments dans e système et un seul d'entre eux interpole
0. On appelle C′′ la droite reliant π(Pj) et π(Pk).
C
C ′
C ′′
0
pi(P1)
pi(Pk)
pi(Pj)
pi(Pi)
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Le diviseur −C−C′+C′′ est linéairement équivalent à −3L, 'est don un diviseur anonique
et il existe une 2-forme ω sur P2 vériant
(ω) = −C − C′ + C′′.
Ave le lemme II.3.12 on montre que π(P1) et π(Pi) sont les seuls ples de la 1-forme res
1
C(ω)
sur C. On en déduit que, quitte à multiplier ω par un salaire inversible, on a
res
2
C,P1(ω) = 1 et res
2
C,Pi(ω) = −1.
Par ailleurs, ω n'a ni zéro ni ple au voisinage de O, don π∗ω vérie
(π∗ω) = G− C˜ − C˜′ + C˜′′.
On nit en posant
Λi := P1 + Pi, Da := C˜ et Db := C˜
′ + C˜′′
et en vériant (grâe au ritère de la proposition II.3.8) que la paire (Da, Db) ainsi onstruite
est bien Λi-onvenable.
III.6 Une autre appliation possible des théorèmes à la
Bertini
Cette setion, qui onlut le hapitre III, a pour but de montrer qu'une réponse à une
ertaine question ouverte pourrait permettre dans ertaines situations de minorer la distane
minimale du ode fontionnel CL(∆, G). L'objetif est d'utiliser la onstatation de la re-
marque III.4.6. Avant d'y arriver ouvrons une parenthèse historique sur la théorie des odes
géométriques.
III.6.1 Les travaux de Pellikaan, Shen et Wee
Dans [PSV91℄, les auteurs lassent les odes orreteurs en WAG (Weakly Algebrai-
Geometri), AG (Algebrai-Geometri) et SAG (Strongly Algebrai-Geometri). Les odes
WAG sont les odes Γ admettant une représentation géométrique, 'est-à-dire les odes pour
lesquels il existe une ourbe C, un diviseur G sur C et une famille P1, . . . , Pn de points
rationnels de X tels que
Γ = CL,C(D,G) ave D := P1 + · · ·+ Pn.
Les odes AG sont les odes WAG qui admettent une représentation vériant n > deg(G).
Quant aux SAG e sont les WAG admettant une représentation telle que n > deg(G) >
2gC − 2.
L'un des résultats majeurs de l'artile [PSV91℄ est le théorème 2 qui arme que tout
ode est WAG. Dans la suite de l'artile, les auteurs donnent des exemples de odes qui ne le
sont pas. Ils signalent par exemple que les odes de Golay binaires ne sont pas AG ([PSV91℄
orollaire 9).
Le problème des odes est que toutes leurs réalisations omme odes sur des ourbes donne
une distane onstruite de Goppa nulle. Par onséquent, une représentation géométrique du
ode ne fournit auune information sur sa distane minimale. En e qui onerne les odes
fontionnels sur une surfae algébrique, notre objetif va être de savoir si l'on peut disposer
d'une représentation AG.
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III.6.2 Le as des odes fontionnels sur une surfae
Jusqu'à la n du hapitre, nous nous plaçons sous l'hypothèse III.4 énonée page 89.
Reprenons la remarque III.4.6. Le théorème III.4.4 de Poonen nous assure l'existene d'une
ourbe lisse géométriquement intègre C ⊂ S obtenue par intersetion de S ave une hyper-
surfae de Pr et qui interpole tous les points P1, . . . , Pn du support de ∆. Puis, d'après le
lemme III.4.3, l'appliation de restrition à C
Γ(S,L(G))→ Γ(C,L(G∗))
est surjetive. Si l'on note D le diviseur sur C déni par D := P1 + · · · + Pn, alors la
surjetivité de l'appliation i-dessus entraîne que les odes CL,S(∆, G) et CL,C(D,G
∗) sont
identiques. Le ode CL,S(∆, G) s'identie don à un ode sur une ourbe algébrique. Si G est
linéairement équivalent à mLS, alors G
∗
es linéairement équivalent à mLC . Le tout est de
savoir quel est le degré de LC . Ce degré est le nombre de points géométriques de l'intersetion
de C ave un hyperplan géométrique générique, 'est don le degré de la ourbe C pour son
plongement dans Pr. Enn, au vu de la onstrution de C, son degré n'est autre que le degré
de S multiplié par le degré de l'hypersurfae H telle que C = H ∩ S. Par onséquent, une
estimation susamment ne du degré de l'hypersurfaeH permettrait de minorer la distane
minimale du ode CL,S(∆, G).
Question 5 (Arithmétique). Soient X une variété projetive lisse géométriquement intègre
sur un orps ni Fq et P1, . . . , Pn, une famille de points fermés de X. Peut-on évaluer
expliitement ou majorer de façon préise le plus petit entier d tel qu'il existe au moins
une hypersurfae dénie sur Fq de degré inférieur ou égal à d qui interpole tous les Pi et
dont l'intersetion shématique ave X soit une sous-variété lisse géométriquement intègre
de odimension 1 ?
Dans [Poo04℄, Poonen montre que de telles hypersurfaes existent et forment même un
sous-ensemble de densité positive dans l'ensemble des hypersurfaes de Pr, mais il ne donne
auune information sur le degré minimal d'une telle variété. On est de e fait assurés de
l'existene de l'entier d mais ne dispose d'auun proédé d'estimation expliite.
Notons que la question 5A (Arithmétique) ne porte que sur les hypersurfaes dénies sur
Fq. La remarque qui suit assure que l'on peut se poser la question pour les hypersurfaes
dénies sur Fq.
Remarque III.6.1. Soit Fqm une extension de Fq et S
′
la surfae S′ := S×Fq Fqm . Notons
∆′ et G′ pour les tirés en arrière respetifs de ∆ et G sur S′. On dispose alors de l'égalité de
odes
CL,S(∆, G) ⊗Fq Fqm = CL,S′(∆
′, G′).
En partiulier, es odes ont la même distane minimale.
Par onséquent, on peut herher une réalisation du ode CL,S(∆, G) ⊗ Fqm pour une
extension quelonque de Fq, e qui ramène notre problème à la question suivante.
Question 5 (Géométrique). Soit X une variété projetive irrédutible lisse dénie sur Fq
et P1, . . . , Pn une famille de points de X. Peut-on évaluer expliitement ou majorer de façon
préise le plus petit entier d tel qu'il existe au moins une hypersurfae H de degré inférieur ou
égal à d, qui ontienne tous les Pi et telle que H∩X soit une sous-variété lisse de odimension
1 de X ?
Cette dernière question ressemble fortement à un théorème à la Bertini. En eet, si
l'on note dd le système linéaire des setions hyperplanes de X de degré d et d
′
d le sous-
système linéaire de dd des setions hyperplanes de X interpolant les Pi, alors la question
5G (Géométrique) se traduit par : le système linéaire d′d possède-t-il un élément irrédutible
lisse ?
Les questions 5A et 5G restent ouvertes. Notons que l'artile [KA79℄ d'Altman et Kleiman
donne une piste pour tenter d'y répondre. Les ommentaires i-dessous ont été suggérés par
Steven L. Kleiman.
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Théorème III.6.2 (Altman, Kleiman 1979). Soient k un orps inni, X un sous-shéma de
l'espae projetif Prk et Z un sous-shéma de X. Soit IZ le faiseau d'idéaux de OPr assoié à
l'adhérene de Z dans X. Soit d un entier tel que IZ(d) est engendré par ses setions globales.
Supposons que X r Z est lisse, alors l'intersetion de X par des hypersurfaes génériques
indépendantes de degré d+ 1 est lisse hors de Z.
Dans notre situation, soit Z la réunion des points P1, . . . , Pn. Supposons que l'on onnaisse
un entier d tel que IZ(d) soit engendré par ses setions globales et que pour tout i, le faiseau
(IZ/mPiIZ)(d) soit engendré par les setions globales de IZ(d). Alors, une setion globale
générique de IZ(d) sera envoyée sur un élément non nul demPi/m
2
Pi
et sera don non singulière
en e point, elle sera également lisse hors de Z d'après le théorème i-dessus. Le problème
reste en tous les as de trouver un tel entier d ou une borne supérieure pour elui-i.

Chapitre IV
Orthogonal d'un ode
fontionnel
Dans e hapitre, nous allons travailler sur le problème de la minoration de la distane
minimale de l'orthogonal d'un ode fontionnel. Nous allons présenter deux approhes. La
première s'applique aux odes fontionnels onstruits à partir de variétés projetives de di-
mension quelonque et pas seulement aux surfaes. Elle est de plus indépendante de tous les
résultats préédemment énonés et ne fait pas intervenir la notion de formes diérentielles.
La seonde approhe, elle, utilise les résultats obtenus dans le hapitre III.
Pour le reste, e hapitre ne peut être onsidéré omme totalement abouti. Il ouvre epen-
dant un ertain nombre de problèmes de géométrie algébrique sur les systèmes linéaires dont
la résolution permettrait d'obtenir des minorations de la distane minimale de l'orthogonal
d'un ode fontionnel.
Notations
Nous allons reprendre dans e hapitre un ertain nombre de notations utilisées dans le
hapitre III. En partiulier, on rappelle que si X est une sous-variété fermée d'un espae
projetif, on note LX la lasse d'équivalene linéaire d'une setion hyperplane de X et KX
la lasse anonique sur X .
IV.1 Première approhe
Cette approhe onsiste en fait à n'utiliser que des méthodes d'algèbre linéaire relative-
ment élémentaires. Dans ette setion, N désigne un entier naturel non nul et k un orps
quelonque. On se donne une variété projetive lisse géométriquement intègre X intersetion
omplète dans un espae projetif PN et munie d'un diviseur G et d'un 0-yle ∆. On sup-
pose également qu'il existe un entier naturel m tel que G ∼ mLX et que ∆ est une somme
de points rationnels de X qui évitent le support de G.
IV.1.1 Notion de m-généralité
Pour alléger les notations, on désignera l'espae Γ(PNk ,OPNk (m)) des formes homogènes de
degrém sur PNk par F
N
m . Enn, pour tout point rationnel P de P
N
, on note evP l'appliation
d'évaluation dérite dans la dénition D.1.1 (voir annexe D).
Dénition IV.1.1. On dit que les points P1, . . . , Pr ∈ P
N (k) sont liés en degré m ou m-
liés si les formes linéaires evP1 , . . . , evPr sont liées dans le dual (F
N
m )
∨
de FNm . Dans le as
ontraire, si es formes linéaires forment une famille libre de (FNm )
∨
, on dit que es points
sont en position m-générale.
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La dénition i-dessus peut s'interpréter de façon géométrique, omme le montre le lemme
qui suit.
Lemme IV.1.2. Une famille de r points P1, . . . , Pr de P
N
est en position m-générale, si et
seulement si pour tout entier i ∈ {1, . . . , r}, il existe une hypersurfae de degré m qui ontient
les points P1, . . . , P̂i, . . . , Pr et évite Pi.
Preuve. C'est un exerie élémentaire de dualité en algèbre linéaire.
Remarque IV.1.3. La notion de 1-généralité orrespond à la dénition lassique de posi-
tion générale. Le plus souvent, dans la littérature, une famille de points de PN est dite en
position générale si et seulement es points forment un repère projetif de la variété linéaire
projetive qu'ils engendrent. Si l'on se donne un entier m, alors une famille de points de
PN sont en position m-générale si et seulement si leurs images par le m-ème plongement
de Veronèse
1
sont en position générale au sens lassique (dérit i-dessus) dans PM ave
M =
(
N + d
d
)
− 1
Remarque IV.1.4. On aurait pu donner une dénition plus générale de es notions en ne
onsidérant plus seulement des points rationnels de PN , mais des points fermés et même des
points inniment près
2
de PN . Un tel point de vue étant totalement inutile dans e qui suit,
nous avons hoisi de nous restreindre au as des points rationnels de PN .
Exemple IV.1.5. Supposons que N = 1, on travaille don sur la droite projetive. Dans e
as, r points deux à deux distints P1, . . . , Pr sont en position m-générale si et seulement si
r ≤ m+ 1. En eet, on peut onstruire une forme homogène de degré inférieur ou égal à m
ayant exatement r − 1 raines données.
IV.1.2 Systèmes linéaires de P
N
La notion dem-généralité peut se reformuler en termes de systèmes linéaires. Pour e faire,
on adoptera les notations de [Har77℄ V.4. Soient m un entier naturel, d le système linéaire
sur PN des hypersurfaes de degré m et P1, . . . , Pr une famille de points rationnels de P
N
.
Pour tout entier naturel 1 ≤ i ≤ r, on note di le sous-système linéaire de d des hypersurfaes
de degré d ontenant les points P1, . . . , P̂i, . . . , Pr. Selon les notations de [Har77℄ V.4,
di := d− P1 − · · · − P̂i − · · · − Pr.
En termes de systèmes linéaires, la m-généralité de P1, . . . , Pr se formule de la façon suivante.
Les points P1, . . . , Pr sont en position d-générale si et seulement si pour tout i, le point Pi
n'est pas un point base du système linéaire di.
IV.1.3 Lien ave les notions de distane minimale
Munis de es dénitions, la question de la minoration de la distane minimale du ode
CL,X(∆, G)
⊥
peut se traduire sous forme d'un problème géométrique.
Proposition IV.1.6. Soit m un entier tel que G ∼ mLX . La distane minimale d
⊥
du ode
CL,X(∆, G)
⊥
est égale au nombre minimal s de points P1, . . . , Ps du support de ∆ qui sont
m-liés.
Preuve. Soit c = (c1, . . . , cn) un mot de CL(∆, G)
⊥
. Cela signie que l'appliation ϕc :=
c1evP1 + · · · + cnevPn est identiquement nulle sur Γ(X,L(G)). Comme X est intersetion
1
Voir [Sha94℄ I.4.4.
2
C'est-à-dire des points appartenant à une variété obtenue par une séquene d'élatements de sous-variétés
de X. Voir [Har77℄ V.3.
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omplète, d'après [Har77℄ II.8 ex 14, elle est projetivement normale et il y a don une
appliation surjetive
f : Γ(PN ,OPN (m))→ Γ(X,L(G)).
L'appliation ϕc ◦ f dénie sur Γ(P
N ,OPN (m)) est don nulle, or e morphisme n'est autre
que c1evP1 + · · ·+ cnevPn vu omme une forme linéaire sur Γ(P
N ,OPN (m)) = F
N
m .
Cette reformulation du problème de la distane minimale de CL(∆, G)
⊥
, nous ramène à un
problème qui est loin d'être aussi élémentaire qu'il en a l'air. Autant il est aisé de savoir si une
famille de points sont indépendants en dimension 1 (voir exemple IV.1.5), autant le problème
se omplique lourdement en dimension supérieure. En d'autres termes, il est très diile en
dimension supérieure à 2 de déider si une famille de points est en position d-générale ou,
e qui revient au même, de montrer qu'un système linéaire n'a pas d'autres points bases
que eux qu'on lui a assignés. Pour s'en onvainre on peut regarder les démonstrations du
hapitre V.4 de [Har77℄.
IV.1.4 Minorations de la distane minimale de l'orthogonal d'un ode
fontionnel
Nous allons utiliser la proposition IV.1.6 pour obtenir deux résultats de minoration de la
distane minimale du ode CL(∆, G)
⊥
.
Théorème IV.1.7. On suppose N supérieur ou égal à 2. Soit m un entier tel que G ∼ mLX ,
alors
(1) la distane minimale d⊥ du ode CL,X(∆, G)
⊥
vérie
d⊥ ≥ m+ 2
et il y a égalité si et seulement si le support de ∆ ontient m+ 2 points alignés ;
(2) sinon, si le support de ∆ ne ontient pas m+ 2 points alignés, alors
d⊥ ≥ 2m+ 2
et il y a égalité si et seulement si le support de ∆ ontient 2m+2 points sur une même
onique plane.
La démonstration du (1) de e théorème fera appel aux lemmes IV.1.8 et IV.1.9 qui suivent
et qui seront démontrés en annexe E.
Lemme IV.1.8. Soient r et m deux entiers naturels ave r ≥ 1, alors toute famille de rm+2
points rationnels distints de PN appartenant à une même ourbe de degré r est m-liée.
Lemme IV.1.9. Soit m un entier naturel.
(1) Si m+ 2 points rationnels distints de PN sont m-liés, alors ils sont alignés.
(2) Tout r-uplet de points rationnels deux à deux distints de PN ave r ≤ m + 1 est en
position m-générale.
Démonstration du (1) du théorème IV.1.7. La proposition IV.1.6 et la propriété (2) du lemme
IV.1.9 entraînent que la distane minimale du ode CL(∆, G)
⊥
est supérieure àm+2 et qu'une
ondition néessaire pour qu'elle soit atteinte est que le support de ∆ ontienne m+2 points
alignés. D'après le lemme IV.1.8, ette dernière ondition est susante.
Exemple IV.1.10. Si G ∼ LX , alors la distane minimale de CL,X(∆, G)
⊥
est minorée par 3.
Cette borne est atteinte dès que le support de ∆ ontient trois points alignés. Remarquons
que la borne est par exemple atteinte dès que X ontient une droite rationnelle.
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Le point (2) du théorème IV.1.7 se démontre de la même façon que le point (1) en utilisant
la proposition IV.1.6, le lemme IV.1.8 et le lemme IV.1.11 énoné i-dessous. Nous renvoyons
le leteur à l'annexe E pour une démonstration de e dernier.
Lemme IV.1.11. Soient m et r deux entiers naturels tels que r ≤ 2m+ 1.
(1) Une famille de r points distints de PN telle que m + 2 d'entre eux sont non alignés
est en position m-générale.
(2) Soit P1, . . . , P2m+2 un (2m + 2)-uplet de points rationnels distints de P
N
tels que
m + 2 d'entre eux ne sont pas alignés. Alors, es points sont m-liés, si et seulement
s'ils appartiennent à une même onique plane.
Peut-on aller plus loin ?
Une généralisation naturelle (mais fausse) du théorème IV.1.7 serait : soient m, s deux
entiers naturels, supposons que pour tout r < s, un (rm + 2)-uplet de points du support de
∆ n'est jamais ontenu dans une ourbe de degré r, alors d⊥ ≥ sm+ 2.
Malheureusement, e résultat est faux. En eet, d'après la proposition IV.1.6, un tel
résultat impliquerait que sm + 1 points de PN tels que pour tout r < s, un (rm + 2)-uplet
d'entre eux n'est jamais ontenu dans une ourbe de degré r, sont en position m-générale. Or,
si s = 3 et m = 3, ela signierait que 10 points de P2 tels que 5 d'entre eux sont non alignés
et 8 d'entre eux ne sont pas sur une même onique sont toujours en position 3-générale.
Or d'après [Har77℄ orollaire V.4.5, on peut onstruire un 9-uplet de points 3-liés vériant
es propriétés. Un tel 9-uplet de points est onstruit en prenant les points d'intersetion de
deux ubiques réduites sans omposante irrédutible ommune. Ces ongurations de points
provenant d'intersetions de N hypersurfaes dans PN sont diiles à repérer et ompliquent
les démonstrations de m-généralité lorsque l'on veut améliorer les lemmes IV.1.9 et IV.1.11.
En onlusion, on sait que les deux premières ongurations minimales de points rationnels
m-liés dans PN sont
(i) m+ 2 points alignés ;
(ii) 2m+ 2 points sur une même onique plane.
Nous laissons une question ouverte.
Question 6. Quelles sont les ongurations minimales suivantes ?
IV.1.5 Appliations
Le théorème IV.1.7 permet d'obtenir des minorations assez nes de la distane minimale
de l'orthogonal du ode CL,X(∆, G)
⊥
dans le as où l'entier m tel que G ∼ mLX est petit.
Commençons par étudier le as bien onnu où X est une ourbe.
Courbes algébriques planes, omparaison ave la distane minimale onstruite de Goppa
Soit X une ourbe algébrique projetive plane lisse de degré d ≥ 2 et dénie sur Fq.
Soient m un entier naturel et G un diviseur sur X linéairement équivalent à mLX . Soient
enn P1, . . . , Pn une famille de points rationnels de X qui évitent le support de G et D le
diviseur D := P1 + · · ·+ Pn. On rappelle que le genre de X s'obtient par la formule
gX =
(d− 1)(d− 2)
2
et que l'orthogonal du ode fontionnel CL(D,G) est le ode diérentiel CΩ(D,G). Par
ailleurs, on rappelle également que la distane minimale d⊥ du ode CΩ(D,G) (qui est égal
à CL(D,G)
⊥
) vérie
d⊥ ≥ deg(G)− (2gX − 2).
La quantité deg(G)− (2gX − 2) est appelée distane onstruite de Goppa et notée δ
⊥
.
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La ourbe X est supposée plane et lisse, elle est don irrédutible. Ainsi, omme d ≥ 2,
alors X ne ontient pas plus de d points géométriques alignés. Par onséquent, nous allons
distinguer les as 0 ≤ m ≤ d− 2 et m ≥ d− 1.
• Si 0 ≤m ≤ d− 2, alors le théorème IV.1.7 (1) nous fournit la minoration
d⊥ ≥ m+ 2.
Quant à la distane onstruite de Goppa, on peut l'exprimer en fontion de m et d. En
eet, omme G ∼ mLX , on en déduit que le degré de G est md et
δ⊥ = md− (d− 1)(d− 2) + 2.
Faisons la diérene de es deux minorants de d⊥.
m+ 2− (md− (d− 1)(d− 2) + 2) = m−md+ (d− 1)(d− 2) = (d− 1)(d− 2−m).
En onlusion, la minoration fournie par le théorème IV.1.7 (1) est meilleure que la
distane onstruite de Goppa si m < d− 2. Elle est en partiulier nettement meilleure
lorsque m est petit.
• Si m ≥ d− 1, alors, d'après le théorème de Bezout, m+2 points de X ne sont jamais
alignés. Le théorème IV.1.7 (2) fournit la minoration
d⊥ ≥ 2m+ 2.
La diérene entre e minorant de d⊥ et la distane onstruite de Goppa est
2m+ 2− δ⊥ = (d− 2)(d− 1−m).
Comme m est supposée supérieure à d− 1, la diérene i-dessus est toujours négative
et don la distane onstruite de Goppa fournit une meilleure minoration de d⊥.
Conlusion. Dans e ontexte des ourbes planes, les tehniques développées en setion
IV.1.4 fournissent une meilleure minoration de la distane minimale de CL(D,G)
⊥ = CΩ(D,G)
que elle fournie par la distane onstruite de Goppa si et seulement si
m ≤ d− 2.
Surfaes de P3
Soit S une surfae de P3 de degré d dénie sur Fq. Soient également m un entier naturel,
G un diviseur sur S tel que G ∼ mLS et ∆ un 0-yle de la forme ∆ = P1 + · · · + Pn où
les Pi sont des points rationnels de S qui évitent le support de G. On note de nouveau d
⊥
,
la distane minimale du ode CL,S(∆, G)
⊥
. Tout omme dans le paragraphe préédent, le
théorème IV.1.7 fournit les minorations suivantes.
(i) Pour tout m, on a d⊥ ≥ m+ 2.
(ii) Si de plus m ≥ d− 1 et que S ne ontient pas de droite rationnelle, alors d⊥ ≥ 2m+2.
Exemple IV.1.12. Soit S, une surfae ubique lisse de P3. Soit L un diviseur sur S donné
par une setion hyperplane de S et G := mL ave m ∈ N. On hoisit enn omme 0-yle ∆,
la somme des points rationnels de S qui évitent le support de G. On note d⊥(m) la distane
minimale du ode CL,S(∆,mL)
⊥
. Les résultats de la setion IV.1.4 nous donnent
d⊥(1) ≥ 3;
d⊥(2) ≥
{
4 si S ontient une droite rationnelle;
6 sinon.
Dans le premier as la borne est atteinte seulement si le support de ∆ ontient trois points
alignés. Nous verrons au hapitre V que e phénomène est très fréquent et que e ode
possède en général de nombreux mots de poids 3. Dans le dernier as, la borne inférieure
n'est atteinte que si le support de ∆ ontient 6 points appartenant à une même onique
plane (éventuellement rédutible).
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Remarque IV.1.13. Remarquons que la lassiation des surfaes ubiques lisses réalisée
par Swinnerton-Dyer dans [SD67℄ assure l'existene de ubiques ne ontenant pas de droites
rationnelles. Cela fait d'ailleurs partie des exemples introduits par Zarzar et Voloh dans
[VZ05℄.
Exemple IV.1.14. On reprend les mêmes notations que dans l'exemple IV.1.12, mais ette
fois, S est une surfae lisse de degré 4. On obtient alors les minorations
(i) d⊥(1) ≥ 3;
(ii) d⊥(2) ≥ 4;
(iii) d⊥(3) ≥
{
5 si S ontient une droite rationnelle et ♯ Fq ≥ 5;
8 sinon.
Dans le as (i) (resp. (ii)), la borne est atteinte seulement si S ontient 3 (resp. 4) points
alignés. Dans le dernier as, la borne n'est atteinte que si le support de ∆ ontient 8 points
appartenant à une même onique plane.
Remarque IV.1.15. En e qui onerne le as (iii) de l'exemple préédent, dans [Sha94℄
théorème I.6.9, on montre qu'une surfae ubique ontient toujours au moins une droite
géométrique (elle en ontient même 27 quand elle est lisse) et qu'une surfae générique de
degré supérieur à 4 ne ontient pas de droite géométrique. Ainsi, en général, si S est une
surfae de degré 4, la distane minimale de CL,S(∆, 3L) est supérieure ou égale à 8.
IV.2 Seonde approhe, un problème ouvert
Dans ette setion nous revenons au ontexte lassique, à savoir elui des surfaes algé-
briques. Cette seonde approhe ne fournira pas à proprement parler de minoration de la
distane minimale de l'orthogonal d'un ode fontionnel. Il ne s'agit don pas d'une setion
réellement aboutie, mais d'une ouverture vers des problèmes de géométrie algébrique qui
auraient d'intéressantes appliations à la théorie des odes orreteurs d'erreurs.
L'objetif étant d'utiliser les résultats du hapitre III, nous allons nous replaer dans
le ontexte de e dernier. À savoir, S désigne une surfae projetive lisse géométriquement
intègre, qui est intersetion omplète dans un espae projetif Pr. On se donne également un
entier naturel m et un diviseur G vériant G ∼ mLS , où LS désigne la lasse d'équivalene
linéaire d'une setion de S par un hyperplan de Pr. Enn, P1, . . . , Pn désignent des points
rationnels de S et ∆ leur somme.
Exploitation du théorème de réalisation
D'après le théorème de réalisation (théorème III.4.1), pour tout mot de ode c ∈ CL(∆, G)
⊥
,
il existe un ouple sous-∆-onvenable de diviseurs (Da, Db) et une 2-forme ω vériant
(ω) = G−Da −Db et telle que c = res
2
Da,∆(ω). (IV.1)
De plus, le diviseur Da est une ourbe lisse géométriquement intègre provenant de l'interse-
tion de S ave une hypersurfae de Pr. Il existe don un entier naturel na tel que Da ∼ naLS .
Par onséquent, dans e qui suit nous nous autoriserons l'abus de langage onsistant à dési-
gner par Da à la fois le diviseur et la ourbe irrédutible sous-jaente. Enn, le théorème de
réalisation arme qu'il existe un entier relatif nb tel que Db ∼ nbLS .
La 2-forme ω est de valuation supérieure ou égale à −1 le long de la ourbe Da, le 1-résidu
de ω le long de Da est don bien déni. On pose
µ := res1Da(ω) ∈ Ω
1
Fq(Da)/Fq
et d'après le lemme II.3.12, pour tout point géométrique P de Da, on a
valP (µ) = mP (Da, G−Db).
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Par onséquent, si l'on note D∗ le tiré en arrière sur Da d'un diviseur D sur S dont le support
ne ontient pas Da, alors le diviseur de µ s'érit
(µ) = G∗ −D∗b . (IV.2)
Soit Λc le diviseur sur la ourbe Da orrespondant au support du mot de ode c, on a
(µ) ≥ G∗ − ΛC
et on déduit de ette inégalité et de (IV.2) que ΛC ≥ D
∗
b . On a de plus,
w(c) = deg(ΛC) et deg(D
∗
b ) = Da.Db,
où w(.) désigne le poids de Hamming d'un mot de ode et D.D′ le produit d'intersetion de
deux diviseurs sur S. On en déduit la relation
w(c) ≥ Da.Db = nanbL
2
S. (IV.3)
Soient k et m les entiers tels que
KS ∼ kLS et G ∼ mLS ,
où KS désigne la lasse anonique sur S. D'après la relation (IV.1) page 104, on a
nb = m− na − k.
Si l'on injete ette relation dans (IV.3), on obtient
w(c) ≥ na(m− k − na)L
2
S . (IV.4)
Le soui est que la quantité ave laquelle on minore le poids de Hamming de c est négative
dès que na ≥ m − k. Partant de la disussion i-dessus, le théorème IV.2.1 qui suit n'est
pas réellement exploitable en l'état. Il ore ependant des perspetives de minoration de la
distane minimale de CL,S(∆, G)
⊥
sous réserve d'obtenir des réponses à une question ouverte
qui sera posée plus loin (question 7). La preuve de e théorème est suivie d'une disussion
sur l'énoné.
Théorème IV.2.1. Soit S une surfae projetive lisse intersetion omplète et géométrique-
ment intègre. Soit m un entier et G un diviseur sur S vériant G ∼ mLS. Soit enn ∆ une
somme formelle de points rationnels de S évitant le support de G. Supposons qu'il existe un
entier naturel s vériant les onditions suivantes.
(i) s est supérieur à la distane minimale d⊥.
(ii) Pour toute onguration Pi1 , . . . , Pis de points du support de ∆, il existe une hypersur-
fae H de Pr dénie sur Fq de degré inférieur à m− k − 1 qui ontient Pi1 , . . . , Pis
et telle que H ∩ S est une ourbe lisse. On rappelle que l'entier k est elui qui vérie
KS ∼ kLS où KS désigne la lasse anonique.
Alors, la distane minimale d⊥ du ode CL(∆, G)
⊥
vérie
d⊥ ≥ (m− k − 1)L2S.
Preuve. D'après la remarque III.6.1 page 96, la distane minimale d'un ode géométrique
est invariante par extension des salaires. Il sut don que l'on soit à même de réaliser
géométriquement les mots de ode de CL,S(∆, G)
⊥
vus omme des mots de CL,S′(∆
′, G′), où
S′ désigne S×Fq Fql pour un ertain entier naturel l et ∆
′
et G′ les tirés en arrière respetifs
de ∆ et G sur S′. C'est e qui justie dans le (ii) le dénie sur Fq.
Soient s un entier vériant les ondition (i) et (ii) de l'énoné et E, l'ensemble des mots
non nuls de CL,S(∆, G)
⊥
de poids de Hamming inférieur ou égal à s. D'après (ii) et (IV.4),
on a
∀c ∈ E, w(c) ≥
m−k−1
min
na=1
na(m− k − na)L
2
S .
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La dénition de E entraîne que l'inégalité i-dessus est en fait vériée par tous les mots non
nuls de CL,S(∆, G)
⊥
. Par ailleurs, l'étude de la fontion x 7→ x(m − k − x) sur l'intervalle
[1,m− k − 1] permet de voir que le minimum de l'expression na(m− k − na)L
2
S est atteint
pour na = 1. On en déduit
d⊥ ≥ (m− k − 1)L2S.
Disussion au sujet du théorème IV.2.1. L'énoné peut sembler troublant en e sens où
l'entier s doit être supérieur à la quantité d⊥ sur laquelle on herhe à s'informer. Pour
exploiter e théorème il faut disposer d'une majoration à priori de d⊥. Voii un ertain
nombre de pistes, pour obtenir une telle majoration.
(1) L'approhe la plus naïve serait de majorer d⊥ par la longueur du ode.
(2) Si l'on onnaît la dimension du ode on peut utiliser la borne de singleton à savoir
d⊥ ≤ n− dim(CL,S(∆, G)
⊥) + 1.
(3) Sous réserve de disposer d'une évaluation de la distane minimale d'un ode fontionnel,
le théorème d'orthogonalité (théorème II.4.1) fournit une majoration de la distane
minimale de CL(∆, G)
⊥
. En eet, omme pour toute paire de diviseurs (sous-) ∆-
onvenable (Da, Db) on a
CΩ,S(∆, Da, Db, G) ⊆ CL,S(∆, G)
⊥.
Par onséquent, la distane minimale du ode CL,S(∆, G)
⊥
est inférieure à elle du
ode CΩ,S(∆, Da, Db, G). Ce dernier ode est fontionnel d'après le théorème II.4.6. Si
l'on et apable d'estimer la distane minimale d'un ode fontionnel sur S on peut en
déduire une bonne majoration à priori de d⊥.
Il s'agit là d'un piste à explorer dans le futur. Notons tout de même que dans ertaines
situations, un tel entier s n'existe pas, il sut par exemple quem−k−1 soit négatif. Avant de
onlure, donnons deux exemples élémentaires. L'un assurant que l'entier s existe (au moins
dans ertaines situations élémentaires) et le seond présentant un as où l'entier s n'existe
pas, bien que m− k − 1 soit stritement positif.
Exemple IV.2.2 (Un exemple où s existe.). On reprend l'exemple présenté dans la setion
II.3.5 du hapitre II. Soit S le plan projetif sur un Fq de aratéristique diérente de deux.
Supposons par exemple que m = 1. On a k = −3 et le ode CL(∆, G) ave G ∼ LS est de
dimension 3 et don de longueur q2. On en déduit que le ode CL(∆, G)
⊥
est de dimension
q2 − 3 et la borne de singleton nous assure que sa distane minimale vérie
d⊥ ≤ 4
On a m − k − 1 = 3, l'objetif est don de montrer que pour tout quadruplet de points
rationnels de P2, il existe une ourbe lisse de degré inférieur ou égal à trois qui ontient es
points.
Soient don P1, P2, P3, P4 quatre points de P
2
. S'ils sont alignés 'est terminé, une droite
étant une ourbe lisse de degré 3. Si P1, P2, P3 appartiennent à une même droite L qui
ne ontient pas P4, il existe un système de oordonnées homogènes (X,Y, Z) sur P
2
et un
élément a ∈ Fq r {0, 1} tels que,
P1 = (0 : 0 : 1) P1 = (1 : 0 : 1)
P3 = (a : 0 : 1) P4 = (0 : 1 : 0).
La ourbe elliptique d'équation Y 2Z = X(X − Z)(X − aZ) est lisse et interpole es quatre
points.
Enn, supposons que trois de es points ne soient pas alignés, alors il existe au moins
une onique lisse qui les ontient. L'entier s = 4 vérie don les onditions (i) et (ii) du
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théorème IV.2.1, e dernier nous fournit don une minoration de la distane minimale du
ode CL,S(∆, G)
⊥
, à savoir
d⊥ ≥ (m− k − 1)L2S = 3.
D'après le théorème IV.1.7 (1), le minorant obtenu est en fait exatement la distane minimale
du ode étudié.
Exemple IV.2.3 (Un exemple oùm−k−1 ≥ 0mais s n'existe pas.). Soit S une surfae ubique
lisse de P3
Fq
ave q ≥ 3 et ontenant au moins une droite rationnelle. Soit ∆ la somme de
tous les points rationnels de S et G un diviseur tel que G ∼ 2LS et dont le support évite
elui de ∆ (un tel G existe, voir annexe D.2). On rappelle que les surfaes ubiques sont des
surfaes de Del Pezzo. Don k = −1 et m−k−1 = 2. Notons que, d'après le théorème IV.1.7
(2), on sait que d⊥ = 4, les mots de poids minimal étant eux don le support orrespond à
des points d'une droite rationnelle ontenue dans S.
À présent, raisonnons par l'absurde, en supposant l'existene d'un entier s vériant
les onditions du théorème IV.2.1. Alors, d'après e théorème, la distane minimale de
CL,S(∆, G)
⊥
serait supérieure ou égale à 6, e qui est faux d'après les remarques i-dessus.
Conlusion. Le théorème IV.2.1 motive la question ouverte suivante.
Question 7. Soient X une sous-variété irrédutible lisse géométriquement intègre de Pr
Fq
et d un entier naturel. Soient P1, . . . , Pn une famille de points de X. Sous quelles onditions
sur X et P1, . . . , Pn a-t-on l'existene d'un entier s tel que pour tout s-uplet de points parmi
P1, . . . , Pn, il existe une hypersurfae H de degré d ontenant e s-uplet de points et telle que
H ∩X soit une sous-variété lisse de odimension 1 de X ?
Notons qu'une réponse à la question 5G posée page 96, fournirait sans doute des éléments
de réponse, voire même une réponse omplète à la question i-dessus. L'obtention d'un tel
résultat à la Bertini nous donnerait de nombreuses informations, à la fois sur les odes
fontionnels et sur leurs orthogonaux. La question 5G est don un problème ouvert ouvrant
de nombreuses perspetives d'appliation.

Chapitre V
Construtions de mots de faible
poids et odes LDPC
Une idée reçue atteste que la reuse est le département
le moins peuplé de Frane, e qui est totalement faux.
Wikipedia
On signale dans la setion III.5 du hapitre III que le théorème de réalisation n'est
pas onstrutif. Aussi, e hapitre est-il en partie onsaré à la présentation de méthodes
onstrutives de réalisation diérentielle de mots de ode appartenant à l'orthogonal d'un
ode fontionnel. Les mots de l'orthogonal d'un ode fontionnel qui vont nous intéresser et
qui s'avèreront être les plus simples à aluler seront eux dont le poids de Hamming est petit.
Si es mots engendrent le ode qui les ontient, on dit que e ode est LDPC (Low Density
Parity Chek). La première setion de e hapitre est une introdution à la théorie de es
odes.
V.1 Introdution aux odes LDPC
Un ode LDPC est un ode admettant une matrie de parité reuse. En d'autres termes,
'est un ode admettant une base duale omposée de mots de petit poids de Hamming.
V.1.1 Graphe de Tanner
Dénition V.1.1 (Graphe biparti). Un graphe biparti est la donnée de deux ensembles de
sommets V1 et V2 et d'un ensemble d'arêtes E tels que toute arête a ∈ E relie un unique
élément de V1 ave un unique élément de V2.
La dénition qui suit a été introduite par R. Mihael Tanner dans [Tan81℄.
Dénition V.1.2 (Tanner 1981). Soient C un ode binaire de longueur n et H ∈Mr,n(F2)
une matrie de parité de C. On appelle graphe de Tanner de C, le graphe biparti dont la
première famille de sommets V1 est indexée par les olonnes de H et la seonde famille V2
par les lignes. Une arête relie le i-ème sommet de la famille V1 au j-ème de V2 si et seulement
si le oeient hi,j de la matrie H est non nul.
Remarque V.1.3. Remarquer qu'un ode n'admet pas un unique graphe de Tanner. Aussi,
on devrait parler du graphe de Tanner de C assoié à H et non du graphe de Tanner de C.
Dans la pratique, et abus de langage est toléré et même fréquemment pratiqué.
Dans e qui suit, on représentera les sommets orrespondant aux olonnes de la matrie
par des et on appellera es sommets les n÷uds de données ou tout simplement les bits.
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Les sommets orrespondant aux lignes seront représentés par des et on les appellera les
n÷uds de parité ou les relations
1
.
Exemple V.1.4. Soit C, le ode de matrie de parité
H =

1 1 1 0 0 0 0 1 0
0 0 1 1 1 0 0 0 0
0 0 0 0 1 1 1 0 0
0 0 0 0 1 0 0 1 1
 .
Le graphe de Tanner de C orrespondant à la matrie H est de la forme suivante.
2 3 41
1 2 3 4 5 6 7 8 9
On peut également essayer de l'étaler an d'y voir plus lair, sous réserve bien sûr que le
graphe admette une représentation planaire.
1
2
4
3
8
5
4
6
71
2 3
9
Si le ode n'est pas binaire on peut réaliser une onstrution semblable mais ave des
arêtes pondérées. Entre le bit i et la relation j on trae une arête pondérée par le oeient
hi,j de la matrie de parité si e dernier est non nul et pas d'arête sinon.
Exemple V.1.5. Supposons que le orps de base soit F5 et onsidérons le ode C de matrie
de parité
H =

2 0 3 1 0 0 0 0 0
0 1 0 4 3 0 0 0 0
0 0 3 0 0 1 2 0 0
0 0 0 4 0 0 4 1 0
0 0 0 0 1 0 0 2 1
 .
Le graphe de Tanner de C assoié à H se représente de la façon suivante.
1
Dans la littérature anglophone, on parle de hek nodes, 'est-à-dire n÷ud de ontrle. Nous avons préféré
donner e nom de relation, ar es n÷uds symbolisent une équation, don une relation entre les bits qui lui
sont voisins dans le graphe.
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2
3
1
4
3
1
2
1
4
2
1
6 7 8 9
543
3
1 2
4 5
1 2
1
143
V.1.2 Déodage itératif
L'intérêt majeur de la représentation d'un ode par un graphe de Tanner est le déodage
itératif. Le prinipe général onsiste, étant donné un mot de ode reçu y à évaluer les oûts
loaux d'assignation de haque bit à une valeur presrite. Dans un seond temps, par un
prinipe de passage de messages dans le graphe, on atualise es oûts en fontion du nombre
de modiations qu'une assignation d'un bit à une valeur presrite entraînerait sur les bits
voisins dans le graphe. De façon shématique, la répétition de e proédé permet (à de
nombreux détails près) de passer de oûts loaux à des oûts globaux. On hoisit alors
omme sortie de l'algorithme, le mot de ode orrespondant aux oûts globaux minimaux.
Il existe dans la littérature de nombreux algorithmes de déodage itératif. Celui que
nous allons présenter porte en général le nom de algorithme min-somme. Notons que l'on
peut trouver une exellente présentation de et algorithme dans la thèse de Nilas Wiberg
[Wib96℄.
Desription à partir d'un exemple. Le méanisme d'un algorithme de déodage itératif,
sans être très omplexe, est relativement tehnique. Nous allons ommener par le dérire à
l'aide d'un exemple élémentaire.
Exemple V.1.6. Considérons le ode binaire C de matrie de parité
H =
 1 1 0 1 0 00 1 1 0 1 0
0 0 0 1 1 1
 .
Son graphe de Tanner assoié à H se présente sous la forme suivante.
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1 3
2
4 5
6
2
3
1
Ce ode est de distane minimale 3, on peut don orriger une erreur.
Considérons e ode C et supposons que l'on ait reçu le mot
y = (1, 1, 0, 1, 0, 1).
Le seond bit est erroné.
Étape 1. L'objetif de l'algorithme est d'évaluer le oût qu'aurait l'assignation d'un bit à
une valeur presrite dans F2. Pour e faire, on ommene par dénir pour haque bit une
fontion de oût loal. C'est une fontion Ci
lo
: F2 → N telle que C
i
lo
(α) est nul si yi = α et
égal à 1 sinon. Par exemple C1
lo
(0) = 1 et C1
lo
(1) = 0.
Pour abréger, on note
C1
lo
= [1, 0].
Cette fontion quantie le nombre de hangements qu'impliquerait l'assignation du bit i à la
valeur α sans herher à vérier les relations de parité. On voit failement que
C1
lo
= [1, 0] C2
lo
= [1, 0] C3
lo
= [0, 1]
C4
lo
= [1, 0] C5
lo
= [0, 1] C6
lo
= [1, 0].
Étape 2. Dans un seond temps, on va évaluer le nombre de hangements qu'impliquerait
l'assignation d'un bit à une valeur presrite ave la ontrainte de respeter les relations de
parité voisines de e bit.
Étude loale. Foalisons nous sur le seond bit. Il est voisin de deux relations de parité :
la première et la seonde. Supposons que l'on lui assigne la valeur 0. Alors, pour respeter la
première équation de parité, on a deux possibilités.
(1) Les bits 1 et 4 prennent tous deux la valeur 1.
(2) Les bits 1 et 4 prennent tous deux la valeur 0.
La première onguration est la moins oûteuse, elle n'implique auun hangement, 'est
elle que l'on retient. On en déduit que l'assignation du seond bit à la valeur 0 aura une
réperussion de oût nul sur les autres bits voisins du premier n÷ud de relation. Si maintenant
on assigne la valeur 1 à e bit on a également deux possibilités.
(1) Le 1er bit prend la valeur 1 et le 4e la valeur 0.
(2) Le 1er bit prend la valeur 0 et le 4e la valeur 1.
Les deux ongurations oûtent un hangement. On en déduit que l'assignation du seond
bit à la valeur 0 a une réperussion de oût 1 sur le premier n÷ud de relation.
De la même manière, on montre que l'assignation du seond bit à la valeur 0 (resp. 1) a
une réperussion de oût 0 (resp. 1) sur les bits 3 et 5 voisins du seond n÷ud de relation.
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Étape 3. Au nal l'assignation du seond bit à la valeur 1 oûte deux hangements (un sur
le bit 1 ou 4 et un autre sur le 2 ou 5) omme le sixième. Par ontre l'assignation de e bit
à 0 ne oûte qu'un seul hangement, elui qui onsiste à remplaer e bit initialement à la
valeur 1 par un 0. On est don tentés d'assigner e bit à 0 e qui orrige l'erreur.
Remarque V.1.7. Dans et exemple, nous nous sommes foalisés sur un seul bit pour tenter
de omprendre le méanisme. En réalité, l'algorithme réalise en parallèle la même démarhe
pour haque bit.
Remarque V.1.8. Il est important de remarquer que nous n'avons pas vérié si l'assignation
du seond bit à une valeur donnée avait des réperussions sur les bits plus éloignés. On s'est
limités au premier voisinage du seond bit pour prendre notre déision. En général, on réitère
le proessus dérit dans l'étape 2 de façon à obtenir des informations sur les réperussions
d'une assignation sur les bits éloignés.
L'idée de l'algorithme min-somme peut se résumer de la façon suivante.
(1) On ommene par ompter le nombre de hangements qu'impliquerait l'assignation du
i-ème bit à une valeur donnée, sans tenir ompte des relations de parité.
(2) On ompte ensuite le nombre de hangements que ela impliquerait pour les autres bits
reliés à i par une relation de parité. C'est-à-dire le oût d'une telle assignation pour les
bits étant dans le premier voisinage du i-ème bit.
(3) En réitérant e proédé on peut ompter le nombre de hangements qu'implique une
telle assignation pour les bits appartenant au seond voisinage du i-ème bit.
(4) On réitère le proessus...
(5) Lorsque l'on dispose du oût d'assignation du i-ème bit à une valeur donnée pour
un voisinage susamment grand de e dernier, on prend une déision sur la valeur à
laquelle on l'assigne en hoisissant bien sûr elle qui est la moins oûteuse.
Enore une fois, les opérations sont réalisées en parallèle pour tous les bits.
V.1.3 L'algorithme min-somme
Nous allons à présent donner une desription générale et rigoureuse de l'algorithme min-
somme.
Étape 1. Initialisation. À haque bit, on assoie une fontion de oût loal Ci
lo
: Fq → N.
À l'état initial, la fontion de oût loal du i-ème bit est extrêmement simple. Si la i-ème
oordonnée du mot reçu y est égale à α ∈ Fq, alors la fontion fi prend la valeur 0 en α et la
valeur 1 en tous les autres éléments de Fq. La valeur C
i
lo
(β) quantie le oût d'assignation
du i-ème bit à la valeur β sans tenir ompte des bits voisins.
Pour toute arête (i, j) du graphe de Tanner, on dénit les fontions messages µi→j : Fq →
N et νi←j : Fq → N. Ces fontions peuvent être vues respetivement omme un message
allant du bit i vers la relation j et réiproquement. Ces fontions sont des variables loales
de l'algorithme, 'est-à-dire qu'elles sont atualisées à haque itération de l'algorithme. Pour
toute arrête (i, j), es fontions sont initialement assignées à la fontion nulle
µi→j := 0 et νi←j := 0.
Étape 2. Éhanges de messages. Cette étape est itérée autant de fois que néessaire.
Le nombre d'itérations sera disuté en setion V.1.4.
Étape 2a. Messages données → relations. Dans ette étape, on atualise les messages µi→j
des données vers les relations en tenant ompte des nouvelles informations fournies par les
messages νk←l. Étant donnés un bit i et une relation j, on note j1, . . . , js les relations voisines
de i autres que j. Le n÷ud de données i entralise les informations transmises par les relations
j1, . . . , jk et les envoie vers la relation j. Le message µi→j devient alors
µi→j := C
i
lo
+
s∑
k=1
νi←jk .
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j2 ji
νi←js
j1
js
νi←j1
νi←j2 µi→j
Remarque V.1.9. Lors de la première itération de l'algorithme, la fontion µi→j initiale-
ment assignée à la fontion nulle devient égale à la fontion Ci
lo
.
Étape 2b. Messages relations → données. Dans ette étape, on atualise les messages νi←j
en tenant ompte des informations fournies par les messages µi→j . Un noeud de relation j
entralise les informations fournies par les fontions message µik→j provenant des bits voisins
autres que i et les redirige vers e dernier. Soient don i1, . . . , ir les n÷uds de donnée voisins
du n÷ud de relation j autres que i. La fontion νi←j est dénie par
∀α ∈ Fq, νi←j(α) := min
{
r∑
k=1
µik→j(αk)
∣∣∣∣ (α1, . . . , αr) ∈ Frq,hi,jα+ hi1,jα1 + · · ·+ hir ,jαr = 0
}
.
On alule le oût minimal d'une onguration vériant la relation j et telle que le bit i
vaille α. On rappelle que les oeients hi,j sont les oeients de la matrie de parité H qui
pondèrent les arêtes du graphe de Tanner. Dans la gure qui suit, ils n'ont pas été indiqués
de façon à alléger la représentation.
µi2→j
µi1→j
µir→j
i1
i2
ir
ij
νi←j
Remarque V.1.10. Lors de la première itération de l'algorithme, l'entier νi←j(α) quantie
le nombre minimal de hangements qu'entraînerait l'assignation du i-ème bit à la valeur α
pour les autres bits intervenant dans la relation j.
Exemple V.1.11. Dans l'exemple V.1.6 que nous avons étudié préédemment les fontions
ν2←1 et ν2←1 ont été alulées, on avait obtenu
ν2←1 = [0, 1] et ν2←2 = [0, 1].
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Par le alul on obtient également (la vériation est laissée au leteur),
ν1←1 = [0, 1] ν3←2 = [1, 0] ν4←1 = [0, 1] ν4←3 = [1, 0]
ν5←2 = [1, 0] ν5←3 = [0, 1] ν6←3 = [1, 0].
Étape nale. Déision. Chaque n÷ud de donnée évalue ses oûts globaux d'assignation
ave l'aide des fontions νi←j . Soient i un noeud de données et j1, . . . , jt l'ensemble des
n÷uds de relation voisins de i. La fontion de oût global Ci
glob
est dénie par
∀α ∈ Fq, C
i
glob
(α) := Ci
lo
(α) +
t∑
k=1
νi←jk (α).
On regarde ensuite s'il existe un élément α qui minimise la fontion Ci
glob
. Si oui, on assigne
la valeur α au bit i.
Exemple V.1.12. Dans l'exemple V.1.6, si l'on prend une déision après une itération du
proessus d'éhanges de messages, à partir des résultats de l'exemple V.1.11, on obtient
C1
glob
= [1, 1] C2
glob
= [1, 2] C3
glob
= [1, 1]
C4
glob
= [2, 1] C5
glob
= [1, 2] C6
glob
= [2, 0].
On ne peut don pas prendre de déision quant à l'assignation nale des bits 1 et 3. Il ne
fallait pas évaluer les fontions de oûts globaux à ette étape mais réitérer le proessus. À
la seonde itération, l'atualisation des fontions µi→j donne
µ1→1 = [1, 0] µ2→1 = [1, 1] µ2→2 = [1, 1]
µ3→2 = [0, 1] µ4→1 = [2, 0] µ4→3 = [1, 1]
µ5→2 = [0, 2] µ5→3 = [1, 1] µ6→3 = [1, 0].
Après quoi, l'atualisation des fontions νi←j donne
ν1←1 = [1, 1] ν2←1 = [0, 1] ν2←2 = [0, 1]
ν3←2 = [1, 1] ν4←1 = [1, 1] ν4←3 = [1, 1]
ν5←2 = [1, 1] ν5←3 = [1, 1] ν6←3 = [2, 2].
Si l'on évalue les oûts globaux à la n de ette seonde itération, on obtient
C1
glob
= [2, 1] C2
glob
= [1, 2] C3
glob
= [1, 2]
C4
glob
= [3, 2] C5
glob
= [2, 3] C6
glob
= [3, 2].
On peut don prendre une déision, on hoisit omme mot déodé le mot
c = (1, 0, 0, 1, 0, 1),
qui est bien le mot le plus prohe du mot reçu y pour la distane de Hamming.
V.1.4 Disussion sur l'algorithme
Avant de rentrer dans des onsidérations plus tehniques, ommençons par quelques re-
marques onernant et algorithme.
 Le nom de l'algorithme provient bien sûr de l'étape 2b et d'une façon plus générale, du
fait que les seules opérations eetuées sont des sommes et des aluls de minima.
 Il existe également un algorithme appelé somme-produit dont le fontionnement est
assez omparable. Moralement le min-somme alule des oûts, alors que le somme-
produit évalue des probabilités.
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Nombre d'itérations
Conrètement, au départ, haque bit ne possède que l'information qui le onerne, à
savoir son oût d'assignation à une valeur donnée, sans tenir ompte de ses voisins. C'est
l'information qu'il va transmettre à tous les n÷uds de relation voisins sous la forme des
fontions µi→j durant la première itération (voir remarque V.1.10). À la n de la première
itération on peut savoir le oût qu'aurait l'assignation d'un bit à une valeur presrite pour
e bit et ses voisins ('est-à-dire à une distane de deux arêtes). Si l'on réitère le proessus
p fois, on dispose de toutes les informations provenant des bits à une distane inférieure à p
du i-ème bit. Aussi il semble raisonnable de hoisir omme nombre d'itérations la distane
maximale entre deux bits dans le graphe de Tanner.
Le problème des yles
Le problème majeur de es algorithmes est qu'ils agissent loalement, sans tenir ompte
de la géométrie du graphe. Pour le omprendre reprenons l'exemple V.1.6 et supposons que
l'on a eetué deux itérations de la phase d'éhanges de messages (étape 2). Si l'on évalue
la fontion de oût global C2
glob
après es deux itérations, le oût évalué prend en ompte la
ontribution de tous les bits qui sont à distane inférieure à 2 du 2e. Le soui est que, en
partant du 2e bit, le 4e (ainsi que le 5e) peut être atteint par un hemin de longueur2 deux
de deux façons diérentes, omme le montre la gure i-dessous. De fait, dans le alul du
oût global C2
glob
, la ontribution du quatrième et du inquième bit est omptée deux fois, e
qui peut biaiser la déision nale.
1 3
2
5
6
2
3
1
4
Les résultats onnus sur l'eaité de l'algorithme sont que le oût global réel d'assi-
gnation d'un bit ne peut être alulé exatement par et algorithme que si le graphe de
Tanner est sans yles. Cependant, les odes dont le graphe de Tanner est sans yles sont
peu intéressants (mauvais paramètres).
De fait, on ne dispose pas réellement de résultats sur l'eaité d'un tel algorithme. On
dispose ependant d'une onstatation empirique, à savoir que si le graphe de Tanner n'a pas
trop de petits yles, alors les algorithmes de déodage itératif sont extrêmement eaes.
Ils permettent en partiulier de orriger un grand nombre d'erreurs en un temps relativement
limité, à ondition que le ode soit LDPC.
Conlusion. L'étape réellement oûteuse est la seonde qui est exponentielle en la valene
des n÷uds de relation. C'est la raison pour laquelle, si l'on travaille sur un ode pour lequel
ette valene est bornée par une petite valeur, alors l'algorithme tournera rapidement.
2
Il s'agit d'un graphe biparti, aussi on appelle hemin de longueur n un hemin de 2n arêtes.
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V.2 Codes LDPC et surfaes de petit degré
Soient N un entier supérieur ou égal à 3 et X une hypersurfae projetive lisse géomé-
triquement intègre de degré d de PN . Tout omme dans les hapitres préédents, on note
LX , la lasse d'équivalene linéaire d'une setion hyperplane de X . On se donne également
G, un diviseur sur X tel que G ∼ mLX pour un ertain entier m et ∆, la somme formelle de
tous les points rationnels de X qui évitent le support de G. Notons que si m est stritement
négatif, le ode CL(∆, G) est nul. On peut don supposer m positif ou nul. D'après le théo-
rème IV.1.7 (1) (hapitre IV), on sait l'orthogonal d'un ode fontionnel sur X a une distane
minimale supérieure ou égale à m + 2 et que ette borne est atteinte dès que le support de
∆ ontient m+ 2 points alignés. Cette borne inférieure ne peut don être atteinte que dans
deux situations.
(1) Le degré de X est supérieur ou égal à m+ 2 et il existe une droite de PN dont l'inter-
setion ave X ontient au moins m+ 2 point rationnels.
(2) L'hypersurfaeX ontient une droite rationnelle et toute droite ontient au moinsm+2
point rationnels, e qui revient à dire que ♯Fq ≥ m+ 1.
V.2.1 Objetifs
Dans e qui suit, notre but est de herher des odes onstruits sur des surfaes et dont
l'orthogonal est engendré par des mots de petit poids, voire de poids minimal. Dans ette
optique, la situation 1 i-dessus est en fait la plus intéressante. En eet, la situation 2 est en
général assez rare. Par exemple, dans le as où X est une surfae (N = 3), d'après [Sha94℄
théorème I.6.9, une surfae générique de degré supérieur ou égal à 4 ne ontient pas de droites
et une surfae générique de degré 3 n'en ontient qu'un nombre ni (27 si elle est lisse). De
plus, e dernier résultat est géométrique, e qui signie que les droites sur une surfae ubique
peuvent ne pas être rationnelles. Les mots de ode provenant de la situation 2, seront don
en général peu nombreux et engendreront un ode dont le support sera souvent stritement
ontenu dans {1, . . . , n} où n désigne la longueur du ode CL(∆, G). En eet, si P est un
point de Supp(∆) qui n'est ontenu dans auune droite rationnelle ontenue dans X , alors
l'indie orrespondant n'est dans le support d'auun mot de ode provenant de la situation
2.
Dans e qui suit, nous allons nous intéresser aux surfaes fournissant un grand nombre de
mots de odes provenant de la situation 1. N'ayant pas obtenu de résultat théorique permet-
tant d'orienter ette reherhe, nous avons fait appel à l'outil informatique (plus préisément
le logiiel Magma). Dans la setion V.4, nous allons présenter des résultats expérimentaux
eetués sur des surfaes ubiques de P3. Auparavant, nous allons nous intéresser au alul
expliite de es mots en utilisant des résidus.
V.3 Calul expliite de mots de odes de petit poids
Dans e qui suit, S désigne une surfae projetive lisse plongée dans P3 (elle est don
absolument irrédutible). On note d le degré de la surfae et on suppose que d ≥ 3. L'espae
projetif P3 est muni de oordonnée homogènes (X,Y, Z, T ). Le plan d'équation T = 0 est
appelé plan à l'inni et noté Π. La arte ane {T 6= 0} de P3 est notée UT et son intersetion
ave S est appelée Ut. On note x, y et z les fontion rationnelles sur P
3
suivantes
x :=
X
T
, y :=
Y
T
, et z :=
Z
T
.
Ces trois fontions forment un système de oordonnées anes dans la arte ane UT de P
3
.
Par ailleurs, on suppose que la surfae S n'est ontenue dans auun plan de P3 et on note
L∞ le tiré en arrière du plan à l'inni Π sur S via l'injetion anonique S →֒ P
3
. Pour nir,
on se donne un entier naturel m, on pose
G := mL∞
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et on appelle ∆ la somme formelle des points rationnels de S qui évitent le support de G.
En d'autres termes, ∆ est la somme de tous les points rationnels de la arte ane Ut de S.
Nous allons présenter une méthode de alul expliite des mots de poids minimal du ode
CL(∆, G)
⊥
provenant des situations 1 et 2 signalées page 117.
V.3.1 Mots provenant de droites non ontenues dans S
Nous ommençons par onsidérer un as simple, à savoir d = m + 2. Pour des raisons
que nous énonerons plus loin 'est ette situation que nous traiterons plus en détail dans la
setion V.4. Plus préisément nous utiliserons l'outil informatique pour étudier spéiquement
les as des surfaes ubiques ave G = L∞.
Le as d =m+ 2
Soit F une droite non ontenue dans S et ontenant exatement d points P1, . . . , Pd
appartenant au support de ∆. D'après le théorème de Bezout, le shéma F ∩ S est réduit et
son ensemble sous-jaent est égal à la réunion des points P1, . . . , Pd.
Fait V.3.1. Étant donné que les points du support de ∆ évitent le support de G, ils sont tous
ontenus dans la arte ane UT de P
3
. La droite F n'est don pas ontenue dans l'hyperplan
à l'inni.
Quitte à faire un hangement de oordonnées, on peut supposer que la droite F est dénie
dans la arte ane UT par
F|UT = {x = 0, y = 0}.
Fait V.3.2. Soit G(x, y, z) l'équation de S dans UT . D'après [Sha94℄ III.6.4, la 2-forme sur
S
ω :=
1(
∂G
∂z
) .dx ∧ dy
est régulière sur Ut et ne s'annule en auun point de et ouvert. Plus préisément, son diviseur
est de la forme (ω) = (d− 4)L∞.
Soient Da et Db les diviseurs très amples dénis respetivement par
Da := i
∗{X = 0} et Db := i
∗{Y = 0},
où i désigne l'injetion anonique i : S →֒ P3. On a
(x) = Da − L∞ et (y) = Db − L∞.
Fait V.3.3. La 2-forme sur S
ω′ :=
1(
∂G
∂z
) . dx
x
∧
dy
y
(V.1)
vérie (ω′) = (d − 2)L∞ − Da − Db. Or, on rappelle que l'on a supposé d = m + 2 (ave
G = mL∞), don
(ω′) = G−Da −Db.
Il reste à vérier que la paire (Da, Db) est sous-∆-onvenable. Les supports de es diviseurs
s'intersetent seulement en les points P1, . . . , Pd et, du fait que le shéma F ∩ S est réduit,
on en déduit que Da et Db sont lisses et s'intersetent transversalement en haun de es
points. Si l'on pose Λ := P1 + · · ·+ Pd, on a 0 ≤ Λ ≤ ∆ et (Da, Db) est Λ-onvenable, don
sous-∆-onvenable.
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Calul expliite du mot de ode orrespondant. L'objetif est de aluler de façon expliite
les 2-résidus
res
2
Da,Pi(ω
′), pour i ∈ {1, . . . , d},
où ω′ est la 2-forme sur S dénie dans l'expression (V.1).
On a vu qu'en tout point Pi pour i ∈ {1, . . . , d}, les diviseurs Da et Db se roisent transversa-
lement. De plus, au voisinage de es points, es deux diviseurs sont respetivement dénis par
les équations loales x = 0 et y = 0. D'après le lemme II.3.12, on a pour tout i ∈ {1, . . . , d}
res
2
Db,Pi(ω
′) =
1(
∂G
∂z
)
(Pi)
= −res2Da,Pi(ω
′). (V.2)
En eet, soit C, la omposante de Db qui passe par Pi. La 2-forme ω
′
a un ple simple le
long de C, don
res
1
C(ω
′) =
1(
∂G
∂z
)
|C
.
dx¯
x¯
et le alul du résidu de ette 1-forme en Pi donne res
2
C,Pi
(ω′) qui est en fait égal à res2Db,Pi(ω
′)
(voir dénition I.7.10). On en déduit don la relation (V.2).
Remarque V.3.4. Notons que sur la arte ane Ut de S, le lieu d'annulation de la fontion(
∂G
∂z
)
est le lieu des points de branhement du morphisme de projetion de S sur le plan
d'équation z = 0. C'est également le lieu d'annulation de la 2-forme dx∧dy. Par onséquent,
en un point Pi en lequel Da et Db s'intersetent transversalement, le ouple (x, y) est un
système de paramètres loaux et dx ∧ dy ne s'annule pas. L'expression (V.2) est don bien
dénie.
Pour nir, remarquons que l'expression (V.2) s'obtient à ondition d'avoir bien eetué
un hangement de oordonnées pour lequel la droite F est dénie par les équations x = 0 et
y = 0. Or, si l'on veut réaliser un programme alulant tous les mots de ode de CL(∆, G)
⊥
provenant de droites intersetant S en exatement d points, il sera malommode de réaliser
le hangement de variables pour haque droite. Une alternative à e hangement de variables,
onsiste à hoisir des équations de F de la forme L|UT {f(x, y, z) = 0, g(x, y, z) = 0} et un
veteur direteur v de F . On onsidère alors la 2-forme sur S,
ω′′ :=
1
〈grad(G),v〉
.
df
f
∧
dg
g
. (V.3)
Pour un hangement de oordonnées anes de UT adapté, la 2-forme ω
′′
i-dessus oïnide
ave la 2-forme ω′ de l'expression (V.1). L'intérêt de l'expression (V.3) est qu'elle fournit une
méthode de alul expliite des mots de CL(∆, G)
⊥
assoiés à des droites qui intersetent S en
exatement d points rationnels distints, sans avoir à eetuer de hangement de oordonnées.
On en déduit le lemme suivant.
Lemme V.3.5. Soit G une équation de S dans la arte ane UT et soit F une droite de
P3 qui intersete S en exatement d points Pi1 , . . . , Pid . Alors le ode CL(∆, G)
⊥
ontient le
mot
c := res2Db,∆(ω
′′) tel que ci =
{
0 si i /∈ {i1, . . . , id},
〈gradPi(G),v〉
−1
sinon.
Nous allons à présent onsidérer le as d < m+ 2.
Le as d <m+ 2
Soient P1, . . . , Pm+2 une famille de points alignés de Supp(∆) et soit F la droite les
ontenant. Tout omme dans le as préédent, on va supposer que la droite F est dénie par
les équations x = 0 et y = 0 (e qui sera toujours vrai après avoir eetué un hangement
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de oordonnées adapté). On note Λ, le 0-yle déni par Λ := P1 + · · · + Pm+2. Comme
d < m+ 2, le 0-yle d'intersetion F ∩ S vérie
Λ ≤ F ∩ S.
Il peut y avoir dans le support de F ∩ S d'autres points que les Pi éventuellement de degré
supérieur à 1, ertains points peuvent également apparaître ave multipliité supérieure ou
égale à 1. Notre objetif est de onstruire une paire de diviseurs Λ-onvenable (Da, Db) pour
laquelle l'espae Γ(S,Ω2(G−Da −Db)) est non nul.
Soient Π1 et Π2 les plans d'équations respetives x = 0 et y = 0. On pose
D+a := i
∗Π1 et D
+
b := i
∗Π2,
où i désigne l'injetion anonique i : S →֒ P3. Pour tout point géométrique P de S appar-
tenant au support de L ∩ S, on note zP ∈ Fq, la oordonnée suivant z de e point et on
pose
rP := mP (F, S). (V.4)
Remarque V.3.6. Dans e qui suit, an d'éviter d'alourdir on notera indiéremment par
mP ( . , . ), la multipliité d'intersetion d'un diviseur et d'un 0-yle de P
3
et la multipliité
de deux diviseurs de S. L'expression (V.4) orrespond à une multipliité d'intersetion dans
P3. Quant à l'expression (V.5) qui suit elle orrespond à une multipliité d'intersetion dans
S.
D'après les dénitions de D+a et D
+
b , on montre aisément que
mP (D
+
a , D
+
b ) = rP . (V.5)
On dénit ensuite pour tout point géométrique P appartenant à Supp(F ∩S−Λ) le oeient
sp :=
{
rP si P /∈ Supp(Λ)
rP − 1 sinon
(V.6)
Notons que sP n'est autre que le oeient de P dans le 0-yle F ∩ S sur S := S ×Fq Fq.
Comme F ∩ S − Λ est un 0-yle Fq-rationnel, on en déduit que l'ensemble {zP | P ∈
Supp(F ∩ S − Λ)} est invariant sous l'ation de Gal(Fq/Fq). Par onséquent, la fontion
h :=
∏
P∈Supp(F∩S−Λ)
(z − zP )
sP
est dénie sur Fq et son degré est égal à elui du 0-yle F ∩ S − Λ. On a don
(h) ∼ (d−m− 2)L∞. (V.7)
Pour nir, posons
Da := D
+
a , Db := D
+
b − (h)
+
et D := Da +Db. (V.8)
Lemme V.3.7. La paire (Da, Db) dérite i-dessus est Λ-onvenable.
Preuve. Nous allons utiliser le ritère de la proposition II.3.8.
Étape 1. Soit P un point géométrique de S non ontenu dans le support de Λ. Si l'un des
diviseurs Da ou Db ne ontient pas P dans son support, alors le ritère est trivialement vérié
en e point (voir remarque II.3.10). Sinon, si le point P fait partie des points géométriques de
Supp(F∩S) autres que P1, . . . , Pm+2. Comme les diviseursD
+
a etD
+
b sont obtenus à partir de
setions planes de S et que S est lisse, elle ne peut don pas avoir deux plan tangents distints
en P . Ainsi, Supp(D+a ) ou Supp(D
+
b ) est lisse en P . Supposons que e soit Supp(D
+
a ), il faut
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alors étudier la multipliité d'intersetion mP (D
+
a , D−D
+
a ) qui n'est autre que mP (Da, Db).
Or, d'après (V.8) et (V.5), on vérie aisément que
mP (Da, Db) = mP (Da, D
+
b )−mP (Da, (h)
+)
≤ rP − sP .
Or, omme P n'est pas dans le support de Λ, d'après (V.6), on a sP = rP et
mP (Da, Db) ≤ 0.
Si maintenant 'est Supp(D+b ) qui est lisse en P , il faut étudier la multipliité d'interse-
tion mP (D
+
b , D
+
a − (h)
+). Par un raisonnement identique on montre que ette multipliité
est négative ou nulle.
Étape 2. Supposons maintenant que P soit ontenu dans le support de Λ. Par un raisonne-
ment analogue à elui qui a été eetué dans l'étape préédente, on sait que Supp(D+a ) ou
Supp(D+b ) est lisse en P . Supposons que Supp(D
+
a ) soit lisse en P . Il faut aluler
mP (D
+
a , D −D
+
a ) = mP (D
+
a , Db) = mP (D
+
a , D
+
b )−mP (D
+
a , (h)
+). (V.9)
D'après (V.5), le terme mP (D
+
a , D
+
b ) est égal à rP . Nous allons montrer que
mP (D
+
a , (h)
+) = rP − 1.
Étape 2a. Si rP = 1, alors d'après la dénition de h, le diviseur (h)
+
est nul au voisinage de
P et
mP (D
+
a , (h)
+) = 0 = rP − 1.
Étape 2b. Si rP ≥ 2, alors sur un voisinage V de P , on a
(h)+|V = ((z − zP )
sP )|V = ((z − zP )
rP−1)|V .
Comme le plan Π0 d'équation z = zP ne ontient pas la droite F et que ette dernière est
par hypothèse tangente à S en P , on en déduit que le plan Π0 est non tangent à S en P . Par
onséquent, soit C le tiré en arrière de Π0 sur S. Sur un voisinage de P , on a C = Supp((h)
+)
et ette ourbe est lisse au voisinage de P , de plus il intersete Supp(D+a ) transversalement
en e point. En onlusion, sur un voisinage V de P , on a
(h)+|V = sPC|V .
et
mP (D
+
a , (h)
+) = sPmP (D
+
a , C) = sP = rP − 1.
Ainsi, quelle que soit la valeur de rP , la relation (V.9) donne
mP (D
+
a , Db) = 1
Si maintenant, 'est Supp(D+b ) qui est lisse en P , on eetue le même raisonnement en
partant de la relation
mP (D
+
b , D −D
+
b ) = mP (D
+
b , D
+
a )−mP (D
+
b , (h)
+)
et en montrant que ette multipliité d'intersetion est égale à 1.
Conlusion. Le ouple (Da, Db) vérie le ritère de la proposition II.3.8, il est don Λ-
onvenable.
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Soit don ω la 2-forme sur S dénie par
ω :=
h(
∂G
∂z
) . dx
x
∧
dy
y
.
Un bref alul permet de montrer que ette 2-forme vérie
(ω) = G−Da −Db
et le mot c := res2Da,∆(ω) appartient à CL(∆, G)
⊥
et a pour support {1, . . . , d}.
Remarque V.3.8. Il est plus déliat de donner une formule simple pour aluler le mot
de ode c omme dans le lemme V.3.5. La diulté vient de e que les fontions h et
〈grad(G),v〉 s'annulent toutes deux en P . Cependant, si Supp(D+a ) (resp.Supp(D
+
b )) est
lisse en P les fontions h|Supp(D+a ) et 〈grad(G),v〉|Supp(Da)+ ont même valuation en P , on
peut don donner un sens à l'évaluation en P de leur rapport.
V.3.2 Mots provenant de droites ontenues dans S
On suppose dans ette sous-setion que le ardinal du orps de base Fq est supérieur ou
égal
3
à m+2. Soit F une droite ontenue dans S et ontenant une famille de points P1, . . . , Pl
appartenant au support de ∆. Une fois de plus, quitte à faire un hangement de variables,
on peut supposer que la droite F est dénie sur l'ouvert ane4 UT de P
3
par les équations
x = 0 et y = 0.
Soit Π0 le plan d'équation x = 0. La ourbe C dénie par l'intersetion shématique
C := Π0 ∩ S est une ourbe plane (ar ontenue dans Π0). Elle est de plus réunion de F et
d'une ourbe C′ de degré d− 1. Soit E(y¯, z¯) une équation de la ourbe C′ dans le plan Π0.
On relève ette fontion en une fontion rationnelle E(x, y, z) sur P3 qui ne dépend pas de
x.
Soit enn P1, . . . , Pm+2 une famille de points de Supp(∆) ontenus dans F . On note
z1, . . . , zm+2 les oordonnées respetives de es points suivant z. On pose
h :=
m+2∏
i=1
(z − zi)
et
Da := F, Db := (h)0.
Lemme V.3.9. Soit Λ le 0-yle déni par Λ := P1 + · · ·+ Pm+2. Alors, la paire (Da, Db)
est Λ-onvenable.
Preuve. Le diviseur Da est une droite, 'est don une ourbe lisse. Et le 0-yle d'interse-
tion de es diviseurs est exatement Λ. De ette dernière assertion, on déduit aisément que
ette paire vérie le ritère de la proposition II.3.8. Elle est don ∆-onvenable.
Soit alors
ω :=
E
h
.
1(
∂G
∂y
) . dx
x
∧ dz.
Calulons le diviseur de ette 2-forme sur S.
3
Dans l'introdution de ette setion page 117, on demande que le ardinal du orps de base soit supérieur
ou égal à m + 1. En eet, dans ette introdution, la seule ontrainte à laquelle on est soumis pour que le
support de ∆ puisse ontenir m+2 points alignés est que le nombre de points rationnels d'une droite projetive
soit supérieur ou égal à m+2. Maintenant que l'on a préisé le ontexte, il faut faire plus attention, ar même
si la droite projetive sur Fq a q + 1 points, les points de Supp(∆) sont tous par hypothèse ontenus dans
une arte ane de S. Par onséquent, le nombre maximal de points alignés de Supp(∆) est au plus égal à q.
C'est e qui explique ette hypothèse q supérieur ou égal à m+ 2.
4
Voir page 117 pour une dénition de l'ouvert ane UT ainsi que des fontions x, y et z.
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Étape 1. D'après [Sha94℄ III.6.4, on a(
1(
∂G
∂y
) .du ∧ dz) = (d− 4)L∞,
où l'on rappelle que L∞ désigne la setion plane à l'inni.
Étape 2. On rappelle que le plan Π0 d'équation x = 0 intersete S suivant une ourbe F ∪C
′
où C′ est une ourbe plane de degré d− 1. De fait,
(u) = F + C′ − L∞.
Étape 3. Par onstrution, la fontion E s'annule suivant la ourbe C′. On rappelle également
que E est un polynme de degré d− 1 en y et z. Il existe don un diviseur eetif C′′ sur S
vériant
(E) = C′ + C′′ − (d− 1)L∞.
Étape 4. La fontion h est un polynme de degré m+ 2. On a don
(h) = (h)0 − (m+ 2)L∞.
Étape nale. On en déduit don le alul du diviseur de ω,
(ω) = (d− 4)L∞ − F − C + L∞ + C
′ + C′′ − (d− 1)L∞ − (h)0 + (m+ 2)L∞
= mL∞ + C
′′ − F − (h)0
= C′′ +G−Da −Db
≥ G−Da −Db.
Conlusion. Le mot de ode
c := res2Da,∆(ω)
appartient au ode CL(∆, G)
⊥
. De plus, son support orrespond exatement aux points
P1, . . . , Pm+2.
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V.4.1 Codes sur des surfaes ubiques
Dans ette setion S est une surfae ubique lisse de P3. On munit P3 d'un système de
oordonnées homogènes (X,Y, Z, T ). On note L∞ le diviseur déni par l'intersetion shé-
matique de S ave le plan à l'inni d'équation T = 0. Soient P1, . . . , Pn les points de S qui
évitent le support de L∞, on pose alors
∆ := P1 + · · ·+ Pn et G := L∞.
On rappelle que Ut désigne la arte ane {T 6= 0} ∩ S de S.
Codes fontionnels
Dans le ontexte i-dessus, l'espae Γ(S,L(G)) s'identie à l'espae des polynmes en x, y
et z de degré inférieur ou égal à 1. Il est don de dimension 4. Le ode fontionnel CL(∆, G)
est don un ode de longueur n et de dimension 4. La distane minimale de e type de ode
dépend du fait que S ontienne ou non des droites rationnelles. En eet, la distane minimale
de e ode est minorée par n− lS, où lS désigne le nombre maximal de points rationnels d'une
setion hyperplane de Ut. Pour minorer ette distane minimale, il faut majorer lS . Or, lS
est le nombre maximal de points rationnels d'une ourbe ane plane de degré 3. Les ourbes
de degré 3 ayant le plus grand nombre de points rationnels sont les réunions de trois droites
rationnelles onourantes (Voir la lettre de Serre à M.Tsfasman [Ser91℄).
124 V. Construtions de mots de faible poids et odes LDPC
Ainsi, si la surfae S ne ontient pas de droite rationnelle (e qui est possible, voir [SD67℄),
alors la distane minimale du ode fontionnel est plus grande et le ode fontionnel est
meilleur. C'est l'approhe adoptée par Voloh et Zarzar dans [Zar07℄ et [VZ05℄
5
.
Orthogonaux des odes fontionnels
Dans [VZ05℄, les auteurs proposent une méthode pour onstruire de nombreux mots ap-
partenant à l'orthogonal d'un ode fontionnel. Pour e faire, ils se donnent un famille de
ourbes lisses C1, . . . , Cr traées sur S. Ensuite, ils onsidèrent les odes CL,Ci(Di, Gi) où Di
est la somme des points de Supp(∆) qui appartiennent à Ci et Gi est le tiré en arrière de
G sur Ci. Enn, pour haun de es odes fontionnels sur des ourbes, ils en onstruisent
l'orthogonal et en déduisent des mots dans le ode CL(∆, G)
⊥
. Ces mots ont un support
ontenu dans l'ensemble des indies orrespondant aux points de Supp(Di). Ils ont don un
poids petit par rapport à la longueur du ode. De ette manière, ils peuvent déoder le ode
CL(∆, G) par le biais d'un algorithme de déodage itératif du type de elui qui nous avons
présenté en setion V.1. L'algorithme qu'ils utilisent est présenté dans l'artile [LM05℄ de
Luby et Mitzenmaher.
Dans e qui suit, nous allons utiliser les résultats théoriques présentés préédemment pour
aluler un grand nombre de mots de poids minimal du ode CL(∆, G)
⊥
. Nous herherons
ensuite à savoir si la famille de mots ainsi onstruite engendre le ode CL(∆, G)
⊥
. Le as
éhéant, l'algorithme min-somme pourra être utilisé pour déoder le ode CL(∆, G).
Constrution d'un graphe de Tanner
Notre objetif est de onstruire un graphe de Tanner en vue d'un déodage itératif. D'après
e qui a été vu en setion en setion V.1, le ahier des harges pour un bon graphe de Tanner
repose sur deux ontraintes.
(1) Éviter les noeuds de relation dont la valene est trop importante ar ils augmentent
lourdement la omplexité de l'algorithme de déodage.
(2) Éviter les petits yles.
Conernant la première ontrainte, d'après le théorème IV.1.7 (1), la distane minimale
de CL(∆, G)
⊥
est supérieure ou égale à 3. De plus les mots de poids 3 de e ode ont pour
support les indies de trois points alignés du support de ∆.
On dispose par ailleurs d'une formule expliite (lemme V.3.5) pour aluler les mots
orrespondant à des triplets de points appartenant à des droites non ontenues dans S.
Pour e qui est des autres mots, il est préférable de les éviter an de répondre à la seonde
ontrainte du ahier des harges. En eet, soit F une droite rationnelle ontenue dans S.
Alors, à tout triplet de points de F ontenus dans Supp(∆), on assoie un mot de poids 3
dans CL(∆, G)
⊥
. Si l'on note P1, . . . , Ps les points de F (Fq) ∩ Supp(∆) et que l'on suppose
de s > 3, alors les mots orrespondant par exemple aux triplets (P1, P2, P4) et (P1, P2, P4)
donneront un yle de longueur
6 2 dans le graphe de Tanner.
5
Ces artiles sont ités dans leur ordre d'ériture.
6
On rappelle que la longueur d'un hemin dans un graphe biparti est la moitié du nombre d'arêtes om-
posant e hemin.
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P1
P2
P3 P4
Il est don préférable de ne pas hoisir tous les mots onstruits à partir de ette droite.
Nous avons fait le hoix de n'en retenir auun. Nous allons voir que dans la pratique, à
ondition que le orps Fq soit assez grand, les mots issus de triplets de points d'une droite
non ontenue dans S susent à engendrer le ode CL(∆, G)
⊥
. Si de plus on ne onsidère que
es mots là, on évite les yles de longueur 2. Les yles minimaux seront alors de longueur
3 et orrespondront à la donnée de trois droites oplanaires non ontenues dans S, non
onourantes et telles que les points d'intersetion de deux d'entre elles sont dans Supp(∆).
V.4.2 Implémentation
Pour onstruire un graphe de Tanner, nous allons utiliser l'algorithme suivant.
Algorithme de onstrution d'équations de parité.
Entrées : Une surfae ubique lisse de P3. Sorties : Une matrie.
(1) On se donne une liste de mots de odes M , initialement vide (M := [ ]).
(2) On rée l'ensemble Points des points rationnels de la arte ane Ut de S.
(3) On rée un seond ensemble PointsBis qui est initialisé à PointsBis := Points.
(4) Pour P ∈ Points
• Enlever P de PointsBis.
• Pour Q ∈ PointsBis,
◦ Si la droite (PQ) n'est pas ontenue dans S et ontient exatement trois éléments
de Points, alors on onstruit le mot de ode c orrespondant par la formule du
lemme V.3.5 et on ajoute c dans la liste M .
◦ Sinon, on ne fait rien.
(5) On onstruit une matrie dont les lignes sont les éléments de M .
Remarque V.4.1. Un programme Magma de et algorithme est donné en annexe F.2.
Une question se pose ensuite, La matrie ainsi onstruite est-elle une matrie génératrie
de CL(∆, G)
⊥
? Remarquons que le ode CL(∆, G) est de dimension 4. Aussi, pour vérier
qu'une matrie obtenue par l'algorithme i-dessus est bien génératrie de CL(∆, G)
⊥
, il sut
de vérier qu'elle est de rang n−4. Les expérimentations présentées dans le tableau i-dessous
montrent qu'en général la matrie obtenue est bien une matrie génératrie de l'orthogonal.
Nous ne sommes toutefois pas parvenus à fournir une preuve théorique de e fait.
Dans le tableau qui suit, nous présentons une série d'expérienes. Le test de base est le
suivant. Pour une surfae ubique lisse sur un orps Fq ave q > 2 on alule une matrie
en utilisant l'algorithme i-dessus. Ensuite, on alule le rang de ette matrie et le ompare
ave n− 4. S'il y a égalité le test est positif sinon il est négatif.
Voii les résultats de tests sur des surfaes hoisies de façon aléatoire pour diérents orps
de base.
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Corps Nombre de tests Nombre de tests % Éart Longueur
de base eetués positifs moyen moyenne
F3 10000 1139 11, 39% 2, 15 8, 80
F4 10000 6274 62, 64% 1, 96 15, 88
F5 10000 9763 97, 63% 1, 82 24, 90
F7 1000 1000 100% − 48, 66
F8 500 500 100% − 64, 05
F9 500 500 100% − 81, 008
Les deux dernières olonnes fournissent les quantités suivantes.
• Éart moyen. C'est la moyenne sur l'ensemble des tests négatifs de la quantité n −
4− Rang(M), où M désigne la matrie onstruite grâe à l'algorithme i-dessus.
Éart moyen =
n− 4− Rg(M)
Nombre de tests négatifs
.
• Longueur moyenne. C'est la longueur moyenne des odes onstruits, 'est-à-dire le
nombre moyen de points rationnels des artes anes Ut des surfaes ubiques testées.
Longueur Moyenne =
Longueur du ode
Nombre de tests eetués
.
On remarque dans le tableau i-dessus que ette longueur moyenne est prohe de q2,
e qui est naturel puisque le nombre de points rationnels d'une surfae ubique ane
lisse est lui-même prohe de q2.
Remarque V.4.2. Lorsque la taille du orps grandit, le nombre moyen de points rationnels
d'une surfae ubique augmente de façon quadratique en la taille du orps, e qui ontribue à
augmenter lourdement la omplexité de l'algorithme. C'est la raison pour laquelle le nombre
de tests est moins important lorsque le orps de base est plus grand.
Conlusion. Il semble très probable que pour q ≥ 7, le ode CL(∆, G)
⊥
ainsi onstruit soit
engendré par ses mots de poids 3. Il serait d'ailleurs intéressant d'obtenir une démonstration
mathématique de e résultat (si du moins il est vrai).
V.4.3 Codes sur des surfaes quartiques
Nous avons réalisé le même type d'expériene dans le as où S est une surfae de degré 4
et G ∼ 2LS. Voii les résultats de l'expériene.
Corps Nombre de tests Nombre de tests % Éart Longueur
de base eetués positifs moyen moyenne
F4 1000 40 4% 5.11 15.9
F5 1000 0 0% 9.66 24.57
F7 1000 204 20, 4% 8.87 48.71
F8 1000 633 63, 3% 5, 37 64, 14
F9 1000 894 89, 4% 2, 7 80, 98
F11 1000 999 99, 9% 1 121, 233
F13 1000 1000 100% − 168, 711
La onlusion est sensiblement la même que pour l'expériene sur les ubiques. Il semble
que l'orthogonal du ode fontionnel soit engendré par ses mots de poids 4 à ondition que
le ardinal du orps de base soit susamment grand.
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V.4.4 Utilisation de l'algorithme min-somme pour le déodage de es
odes.
Le graphe de Tanner onstruit de ette manière ore de bonne perspetives de déodage.
Reprenons par exemple la surfae donnée par Voloh et Zarzar dans [VZ05℄, 'est-à-dire la
surfae S sur F3 d'équation
X3 + Y 3 + Z3 − ZX2 −XY 2 − Y Z2 +XZ2 + T 3.
Les auteurs montrent dans l'artile ité i-dessus que le ode CL,S(∆, G), où G est la setion
plane à l'inni, est un ode de longueur 13, de dimension 4 et de distane minimale 7.
Les points rationnels de ette surfae sont
P1 = (2 : 0 : 0 : 1) P2 = (1 : 0 : 1 : 1) P3 = (0 : 0 : 2 : 1)
P4 = (1 : 0 : 2 : 1) P5 = (2 : 1 : 1 : 1) P6 = (0 : 1 : 2 : 1)
P7 = (2 : 1 : 2 : 1) P8 = (0 : 2 : 0 : 1) P9 = (1 : 2 : 0 : 1)
P10 = (2 : 2 : 0 : 1) P11 = (2 : 2 : 1 : 1) P12 = (0 : 2 : 2 : 1)
P13 = (2 : 2 : 2 : 1)
et ils évitent tous le support de G. Si maintenant, on applique l'algorithme, les droites qui
oupent S en exatement trois points rationnels sont les treize droites i-dessous.
L1 = {x+ t = 0, y + z = 0} L2 = {x+ t = 0, y + 2z = 0}
L3 = {x+ z + t = 0, y = 0} L4 = {x+ z + t = 0, y + 2z + t = 0}
L5 = {x+ 2z = 0, y + 2z + t = 0} L6 = {x = 0, z + t = 0}
L7 = {x+ 2z + 2t = 0, y + z + t = 0} L8 = {x+ 2y + 2t = 0, z + t = 0}
L9 = {x+ y + 2t = 0, z + t = 0} L10 = {x+ z = 0, y + z + t = 0}
L11 = {y + t = 0, z = 0} L12 = {x+ 2z + 2t = 0, y + t = 0}
L13 = {x+ t = 0, y + t = 0}
Enn, par la formule du lemme V.3.5, on obtient la matrie
M =

2 0 0 0 0 0 2 0 0 0 2 0 0
2 0 0 0 2 0 0 0 0 0 0 0 2
2 2 2 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 2 2 0 0 0 0 0
0 1 0 0 0 1 0 0 0 1 0 0 0
0 0 2 0 2 0 0 0 2 0 0 0 0
0 0 1 0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 1 0 0 0 0 1 0
0 0 0 1 0 1 0 0 0 0 0 0 1
0 0 0 1 1 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 2 2 2 0 0 0
0 0 0 0 0 0 0 0 1 0 1 1 0
0 0 0 0 0 0 0 0 0 2 2 0 2

On vérie que la matrieM est de rang : 9 = 13−4. Elle vérie bien la relation Rg(M) =
n − dimCL, la matrie M est don bien génératrie du ode CL(∆, G)
⊥
. On peut l'utiliser
pour implémenter un algorithme de déodage min-somme pour le ode CL(∆, G).

Conlusion
Pour onstruire des odes diérentiels à partir de surfaes algébriques, nous avons déve-
loppé le matériel théorique néessaire à l'obtention d'une formule de sommation de résidus
en dimension 2. Ce résultat était déjà onnu et dans un ontexte plus général que elui des
surfaes (voir [Har66℄, [Par76℄ et [Lip84℄). Cependant, l'approhe adoptée dans le premier
hapitre fournit des onstrutions expliites et une démonstration plus aessible de ette
formule.
Dans un seond temps, on montre qu'un ertain nombre de propriétés vériées par les
odes diérentiels onstruits sur les ourbes s'étendent aux odes diérentiels onstruits sur
les surfaes. En fait, seule la relation d'orthogonalité ne s'étend pas parfaitement. Le théo-
rème de réalisation est, en un ertain sens, une manière de remédier à e défaut d'inlusion
réiproque dans la relation CΩ ⊂ C
⊥
L .
Pour le reste, ette absene d'inlusion réiproque rend, d'une ertaine manière, l'étude
des odes géométriques onstruits sur des surfaes plus rihe que elle des odes onstruits
sur des ourbes. En eet, dans le ontexte des surfaes algébriques, les odes fontionnels
n'appartiennent plus en général à la même lasse de odes que leurs orthogonaux.
Pour nir, rappelons que l'étude de es deux lasses de odes ouvre d'intéressants pro-
blèmes de théorie des odes et de géométrie algébrique que nous rappelons une dernière fois
an de onlure ette thèse. Commençons par énoner les diérentes questions posées tout
au long de e texte.
Question 1. Peut-on estimer les paramètres des odes qui sont l'orthogonal de odes fon-
tionnels ?
Question 2. Si l'orthogonal d'un ode fontionnel ne peut se réaliser omme un ode dif-
férentiel assoié à une paire de diviseurs (sous-)∆-onvenables, peut-on le réaliser omme
somme de tels odes ?
Question 2bis. Étant donné un mot de ode c appartenant à CL,S(∆, G)
⊥
, existe-t-il une
paire de diviseurs (sous-) ∆-onvenable (Da, Db) et une 2-forme ω appartenant à Γ(S,Ω
2(G−
Da −Db)) et telle que
c = res2Da,∆(ω) ?
Question 3. Le résultat du théorème de réalisation(théorème III.4.1) reste-t-il vrai si l'on éli-
mine l'hypothèse III.4 sur S et G (S est intersetion omplète et G est linéairement équivalent
à l'intersetion de G ave une hypersurfae) ?
Question 4. Sous les onditions du orollaire III.4.2, peut-on estimer le nombre de minimal
de odes diérentiels dont la somme est égale à l'orthogonal d'un ode fontionnel en fontion
d'invariants géométriques de la surfae ?
Question 5 (Arithmétique). Soient X une variété projetive lisse géométriquement intègre
sur un orps ni Fq et P1, . . . , Pn, une famille de points fermés de X. Peut-on évaluer
expliitement ou majorer de façon préise le plus petit entier d tel qu'il existe au moins
une hypersurfae dénie sur Fq de degré inférieur ou égal à d qui interpole tous les Pi et
dont l'intersetion shématique ave X soit une sous-variété lisse géométriquement intègre
de odimension 1 ?
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Question 5 (Géométrique). Soit X une variété projetive irrédutible lisse dénie sur Fq et
P1, . . . , Pn une famille de points de X. Peut-on évaluer expliitement ou majorer de façon
préise le plus petit entier d tel qu'il existe au moins une hypersurfae H de degré inférieur ou
égal à d, qui ontienne tous les Pi et telle que H∩X soit une sous-variété lisse de odimension
1 de X ?
Question 6. Sahant que les deux premières ongurations minimales de points rationnels
m-liés dans PN sont la donnée de m+2 points alignés et 2m+2 points sur une même onique
plane, quelles sont les ongurations minimales suivantes.
Question 7. Soient X une sous-variété irrédutible lisse géométriquement intègre de Pr
Fq
et
d un entier naturel. Soient P1, . . . , Pn une famille de points de X. Sous quelles onditions
sur X et P1, . . . , Pn a-t-on l'existene d'un entier s tel que pour tout s-uplet de points parmi
P1, . . . , Pn, il existe une hypersurfae H de degré d ontenant e s-uplet de points et telle que
H ∩X soit une sous-variété lisse de odimension 1 de X ?
Le diagramme suivant représente les relations entre es questions ainsi que ertaines par-
ties ou résultat de ette thèse. Une èhe A→ B doit se lire A motive B lorsque B est une
question et B répond à A lorsque A est une question. les èhes pointillées signient que
les questions/résultats/parties ne sont qu'indiretement liés.
Q6
Q1 Chap IV Q5A,G
Section II.5 Q7
Q2 thm III.4.1 Q3
Q2bis Q4
Nous onlurons en rappelant les perspetives qu'ouvriraient ertaines questions ou pro-
blèmes ouverts. En partiulier, une solution aux problèmes portant sur des systèmes linéaires
de type Bertini posés par les questions 5 A et G fournirait une méthode d'estimation de la
distane minimale de odes fontionnels sur des surfaes ou même des variétés de dimension
supérieures. Quant à la question 7 qui peut être vue omme une variante des 5 A et G, une
réponse à ette dernière fournirait une élégante méthode d'estimation de la distane minimale
de l'orthogonal d'un ode fontionnel sur une surfae algébrique.
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Annexe A
Séries de Laurent
Les maths, ça s'érit omme du français...
...les formules en plus.
Mar Perret
Cette première annexe ontient toutes les démonstrations tehniques relatives aux séries
de Laurent et aux formes diérentielles formelles.
A.1 Sur les modules de diérentielles relatives
Le but est de démontrer le lemme I.4.16 sur les modules de diérentielles relatives. Le ré-
sultat peut sembler assez élémentaire, ependant, les opérations de omplétions et de passage
au module des diérentielles relatives ne ommutent pas en général (voir [Eis95℄ ex 16.14).
Nous avons don hoisi d'en donner une preuve détaillée faute de référene.
On se plae dans le adre dérit en I.2. On dispose de plus d'une (P,C)-paire faible sur
S (voir dénition I.4.9).
Étape 1. Commençons par montrer que
Ω1k((u))/k
∼= Ω1k(C)/k ⊗k(C) k((u)).
On sait que Ω1k(C)/k est un k(C)-espae vetoriel de dimension 1. De plus, u¯ étant une
uniformisante de OC,P , 'est un élément séparant de k(C)/k, don la forme du¯ est non nulle
sur C et engendre don Ω1k(C)/k sur k(C). Il sut don de montrer que du engendre Ω
1
k((u))/k
sur k((u)). D'après [Mat86℄ ex 25.3, l'appliation d : k((u))→ Ω1k((u))/k est ontinue pour la
topologie (u)-adique. Cela implique que pour tout f ∈ k((u)), on a df = f ′(u)du où f ′ est la
dérivée formelle de f par rapport à u. Par onséquent, tout élément de Ω1k((u))/k étant une
somme nie d'éléments de la forme fdg = fg′du, on en déduit que Ω1k((u))/k est engendré par
du sur k((u)).
Étape 2.Montrons maintenant que Ω1k((u))((v))/k
∼= Ω1k(S)/k⊗k(S)k((u))((u)). Comme Ω
1
k(S)/k
est librement engendré par du et dv sur k(S), le module Ω1k(S)/k⊗k(S)k((u))((u)) est librement
engendré par du et dv sur k((u))((v)). Considérons l'appliation
δ :
{
k((u))((v)) → Ω1k(S)/k ⊗k(S) k((u))((u))
f 7→ ∂f∂xdx +
∂f
∂y dy
.
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Cette appliation est une dérivation. Don, d'après la propriété universelle du module des
diérentielles, il existe un unique morphisme δ¯ qui fasse ommuter le diagramme suivant
k((u))((v))
δ
d
Ω1k(S)/k ⊗k(S) k((u))((u))
Ω1k((u))((v))/k
δ¯
.
De fait, les diérentielles du et dv appartenant à Ω1k((u))((v))/k sont respetivement envoyées
par δ¯ sur du et dv appartenant à Ω1k(S)/k ⊗k(S) k((u))((v)). Par onséquent, es deux formes
diérentielles sont linéairement indépendantes sur k((u))((v)) dans Ω1k((u))((v))/k. Ce dernier
est don de dimension au moins 2 sur k((u))((v)), mais, d'après [Mat86℄ théorème 25.1, les
injetions suessives
k → k((u))→ k((u))((v))
donnent une suite exate
Ω1k((u))/k ⊗k((u)) k((u))((v)) Ω
1
k((u))((v))/k Ω
1
k((u))((v))/k((u)) 0 .
Remarque A.1.1. Cette suite exate est en général appelée première suite exate fonda-
mentale ([Har77℄ proposition II.8.3.A).
D'après l'étape 1, l'espae Ω1k((u))((v))/k((u)) est de dimension 1 sur k((u))((v)) et engendré par
dv. De même, Ω1k((u))/k⊗k((u)) k((u))((v)) est de dimension 1 et engendré sur k((u))((v)) par
du. L'espae Ω1k((u))((v))/k est don de dimension au plus 2. On onlut qu'il est de dimension
2 et librement engendré par du et dv.
Étape 3. Pour onlure quant à l'isomorphisme Ω2k((u))((v))/k
∼= Ω2k(S)/k ⊗k(S) k((u))((v)), il
sut de remarquer que
Ω2k((u))((v))/k =
2∧
Ω1k((u))((v))/k.
A.2 Démonstration du lemme I.5.8
Pour ommener nous allons introduire deux appliations. La première est notée J (omme
Jaobien), et est dénie par
J :
{
k((u))((v))2 → k((u))((v))
(A,B) 7→ ∂A∂u
∂B
∂v −
∂A
∂v
∂B
∂u
.
La seonde est notée ρ est dénie par
ρ :
{
k((u))((v)) → k((u))∑
i≥−n hi(u)v
i 7→ h−1(u)
.
Lemme A.2.1. Soient A,B deux éléments de k((u))((v)), alors il existe une série de Laurent
φ ∈ k((u)) telle que
ρ ◦ J(A,B) = φ′(u),
où φ′(u) désigne la dérivée formelle d'une série de Laurent φ ∈ k((u)).
Preuve. Comme les appliations ρ et J sont respetivement k-linéaire et k-bilinéaire anti-
symétrique, on peut démontrer le lemme en ne onsidérant que les trois situations i-dessous.
Le résultat s'en déduira en utilisant es propriétés de linéarité et d'antisymétrie.
(1) A et B sont éléments de k((u))[[v]].
(2) A ∈ k((u))[[v]] et B est de la forme B = b(u)vn ave n ∈ N
∗
et b(u) ∈ k((u)).
(3) A = a(u)vm et B =
b(u)
vn ave m,n ∈ N
∗
et a(u), b(u) ∈ k((u)).
Traitons séparément es trois situations.
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Cas 1. Les séries A et B n'ont pas de ple suivant la variable v, leurs dérivées partielles non
plus, don ρ ◦ J(A,B) = 0.
Cas 2. La série A est de la forme, A =
∑
i≥0 ai(u)v
i
. Le alul de J(A,B) donne
J(A,B) =
∑
i≥0
a′i(u)b(u)(−n)v
i−n−1 −
∑
i≥0
ai(u)b
′(u)ivi−n−1.
On a don
ρ(J(A,B)) = −n(a′n(u)b(u) + an(u)b
′(u)) = (−nan(u)b(u))
′.
Cas 3. On a,
J(A,B) =
(
−n
a′(u)b(u)
vm+n+1
− (−m)
a(u)b′(u)
vm+n+1
)
.
Commem et n sont supposés stritement positifs, il n'y a pas de terme en v−1 et ρ(J(A,B)) =
0.
Par onséquent, soit (A,B) une paire d'éléments de k((u))((v)). Un alul simple montre
que dA ∧ dB = J(A,B). De e fait,
(u, v)res1(dA ∧ dB) = ρ(J(A,B))du.
D'après le lemme préédent, il existe φ ∈ k((u)) tel que e 1-résidu est égal à φ′(u)du. Cette
1-forme n'a don pas de terme en du/u et on a
(u, v)res2(dA ∧ dB) = 0.
Pour nir, noter que si une 2-forme formelle ω ∈ Ω2k((u))((v))/k est de la forme ω = dA ∧ dB
pour A,B ∈ k((u))((v)) et que (x, y) est un ouple de séries lié à (u, v) par un hangement de
variables de le forme (CV)
1
, alors ω est de la forme dA′ ∧ dB′ pour A′, B′ ∈ k((x))((y)). Les
séries A′ et B′ ne sont autres que A(f(x, y), g(x, y)) et B(f(x, y), g(x, y)). De fait le travail
eetué i-dessus permet de déduire que
(x, y)res2(ω) = 0
et e, pour tout ouple (x, y) lié à (u, v)par un hangement de variables de la forme (CV).
A.3 Topologie de k((u))[[v]]
Le but de ette setion est de prouver le lemme I.4.17. Pour e faire, nous allons introduire
quelques notions de topologie sur k((u))[[v]]. La première question à se poser est : de quelle
topologie doit-on munir k((u))[[v]] ? Il pourrait sembler logique de le munir de la topologie
assoiée à la valuation (v)-adique, 'est-à-dire, la topologie rendant l'addition ontinue et telle
que les idéaux {(vn), n ∈ N} forment une base de voisinage de 0. Le défaut d'un tel hoix est
que pour ette topologie, la suite de terme général (un)n∈N diverge. On souhaiterait don
munir k((u))[[v]] d'une topologie qui tiendrait ompte à la fois de la valuation (v)-adique mais
également de la valuation (u)-adique sur k((u)). Pour e faire, on rappelle que k((u))[[v]] est
une limite projetive
k((u))[[v]] ∼= lim
←−
k((u))[v]/(vn).
De fait, si l'on munit k((u)) de sa topologie (u)-adique, on dénit une topologie de limite
projetive sur k((u))[[v]]. Les ensembles suivants fournissent une base de voisinages de 0 pour
ette topologie.
Vi0,...,ir :=
s =∑
j≥0
sj(u)v
j ∈ k((u))[[v]], val(u)(sk) ≥ ik, ∀k ∈ {0, . . . , r}
 .
1
Voir lemme I.4.15.
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On rappelle que val(u) désigne la valuation (u)-adique sur k((u)). Pour ette topologie, une
suite (s(n))n∈N de séries onverge vers 0 si et seulement si elle onverge vers 0 oordonnée
par oordonnée. C'est-à-dire :
lim
n→+∞
s(n) = 0 ⇐⇒ ∀j ∈ N, lim
n→+∞
s
(n)
j (u) = 0.
Lemme A.3.1. Pour ette topologie, une série est onvergente si et seulement si son terme
général tend vers 0.
Preuve. Soit (s(n))n∈N une suite qui tend vers 0 pour la topologie de la limite projetive.
Cela signie que pour tout entier naturel j, la suite (s
(n)
j ) d'éléments de k((u)) onverge vers 0
pour la topologie (u)-adique. La topologie (u)-adique provenant d'une norme ultramétrique,
on en déduit que pour tout entier naturel j, la série de terme général s
(n)
j onverge. Don
la suite des sommes partielles (
∑n
k=0 s
(k))n∈N onverge oordonnée par oordonnée, elle
onverge don pour la topologie de la limite projetive.
Remarque A.3.2. La topologie de limite projetive est moins ne que la topologie (v)-adique.
On note par exemple que la topologie (v)-adique induit sur k((u)) une topologie disrète. De
fait, une suite (s(n))n qui onverge (v)-adiquement vers une ertaine limite s, onverge vers
ette même limite pour la topologie de la limite projetive.
Nous avons à présent les artes en main pour démontrer le lemme I.4.17.
Démonstration du lemme I.4.17. Pour ommener, remarquons qu'il sut de prouver
que hangement de variable est bien déni sur k((u))[[v]] et induit un isomorphisme loal
k((u))[[v]]→ k((x))[[y]]. La propriété universelle des orps de frations permettra ensuite de
onlure.
Étape 1. Nous allons montrer que la suite (fn)n∈N onverge vers 0 pour la topologie de
limite projetive. Rappelons que f est un élément de k((x))[[y]] de la forme
f = f0(x) + f1(x)v + · · ·
et que la valuation (x)-adique de f0 est égale à 1. Soient n ∈ N et k ≤ n, on a
fn = fn0 + f
n−1
0 f1y + f
n−2
0 (f
2
1 + f2)y
2 + · · ·+ fn−k0 Pk(f1, . . . , fk)y
k + · · · ,
où Pk désigne un polynme en les séries de Laurent f0, . . . , fk. Ce polynme ne dépend pas
de n. Nous donnons i-dessous, les premiers termes de ette suite de polynmes.
P0 = 1 P3 = f
3
1 + 2f1f2 + f3
P1 = f1 P4 = f
4
1 + 2f1f3 + f
2
2 + f4
P2 = f
2
1 + f2 P5 = f
5
1 + 2f1f4 + 2f2f3 + f5.
Ainsi, étant donné i ∈ N, pour n assez grand, le oeient de yi dans fn sera égal à
fn−i0 Pi(f0, . . . , fi). Comme f0 est de valuation (x)-adique 1, le oeient de y
i
tend vers 0
quand n tend vers l'inni. La suite (fn)n onverge don vers 0 pour la topologie de limite
projetive. Par onséquent, pour toute série ϕ(u) ∈ k((u)), la série ϕ(f(x, y)) onverge dans
k((x))[[y]]. Remarquons enn que le oeient en y0 de la série ϕ(f(x, y)) est
∑
i ϕif
i
0. Cette
dernière série est non nulle, ar f0 est de valuation (x)-adique 1. De fait, la valuation (y)-
adique de ϕ(f(x, y)) est nulle.
Étape 2. Soit ψ(u, v) ∈ k((u))[[v]] de la forme ψ =
∑
j≥0 ψj(u)v
j
. D'après l'étape 1, pour
tout j ∈ N, la série ψj(f(x, y)) est bien dénie. Ensuite, omme g est de valuation (y)-adique
1, la série ψj(f)g
j
est de valuation (y)-adique supérieure ou égale à j. Don, d'après le lemme
A.3.1 et la remarque A.3.2, la série de terme général ψj(f)g
j
onverge dans k((x))[[y]]. Le
hangement de variables est don bien déni. Par ailleurs, on a vu à la n de l'étape 1 que
la valuation (y)-adique d'un oeient ψj(f(x, y)) est nulle. Don, omme la série g est de
valuation (y)-adique 1, on déduit que la valuation (y)-adique de ψ(f(x, y), g(x, y)) est égale
à la valuation (v)-adique de ψ(u, v).
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Étape 3. Il nous reste à traiter le as des 2-formes diérentielles formelles. Soit don une
forme diérentielle formelle ω = h(u, v)du ∧ dv de valuation (v)-adique n, montrons que la
valuation (y)-adique de h(f, g)df ∧ dg est également n. En utilisant les étapes préédentes,
ela revient à montrer que df ∧ dg est de valuation (y)-adique nulle. On a,
df ∧ dg =
(
∂f
∂x
∂g
∂y
−
∂f
∂y
∂g
∂x
)
dx ∧ dy.
Calulons les premiers termes de es produits de dérivées partielles
∂f
∂x
∂g
∂y
= f ′0(x)g1(x) + (2f
′
0(x)g2(x) + g1(x)f
′
1(x))y + · · ·
∂f
∂y
∂g
∂x
= f1(x)g
′
1(x)y + (2f2(x)g
′
1(x) + f1(x)g
′
2(y))y
2 + · · ·
Par dénition du hangement de variables (CV), les séries f ′0 et g1 sont non nulles, on en
déduit que le jaobien
∂f
∂x
∂g
∂y −
∂f
∂y
∂g
∂x est de valuation (y)-adique nulle, e qui ahève ette
démonstration.
A.4 Démonstration du théorème I.5.3 en aratéristique
positive
Cette setion onerne les formes diérentielles formelles. Les notations et dénitions
utilisées proviennent des setions I.4.5 et I.5.1.
Remarque A.4.1. Dans ette setion nous utilisons le système d'indexage de la notation
I.5.1.
Commençons par étudier quelles parties de la preuve du théorème I.5.3, néessitent vrai-
ment le fait que le orps k est de aratéristique nulle. Les lemmes I.5.4 et I.5.6 ainsi que
la remarque I.5.5 sont valables en aratéristique quelonque. Seule la preuve à proprement
parler du théorème, qui ommene page 36 et se termine page 38 fait intervenir des primitives
formelles qui n'existent pas toujours en aratéristique positive. Nous allons don reprendre
l'étude du omportement sous l'ation de (CV2) de diérentielles de la forme
ω = φ(u)du ∧
dy
yn+1
oùφ ∈ k((u)) et n ≥ 1.
Soit N ∈ N, onsidérons un hangement de variables de la forme (CV2) :
u = f(x, y) ave f =
∑
j≥0
fj(x)y
j
où f0 est de valuation (x)-adique 1. On suppose de plus que
min
k=1...n
{val(x)(fk)} = −N, (A.1)
où val(x) désigne la valuation (x)-adique sur k((x)).
Étape 1. Si ω est de la forme ω = umdu ∧ dyyn+1 ave m ∈ N. On a alors,
ω = (f ′0(x) + f
′
1(x)y + · · · )︸ ︷︷ ︸
∂f
∂x
(f0(x) + f1(x)y + · · · )
m︸ ︷︷ ︸
fm
dx ∧
dy
yn+1
.
Le (x, y)-1-résidu de ω est le oeient en yn−1 de la série fm∂f/∂x. Ce résidu est de la
forme
(x, y)res1C,P (ω) = Pm,n(f0, . . . , fn, f
′
0, . . . , f
′
n)dx, (A.2)
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où Pm,n ∈ Z[X0, . . . Xn, Y0, . . . , Yn] est un polynme qui ne dépend pas du orps de base, il
ne dépend en fait que de m et n. Par un raisonnement analogue, le oeient pm,n en x
−1
de Pm,n est une expression polynomiale en les fi,j ave
−N ≤ i ≤ N + 1 et 0 ≤ j ≤ n.
En eet, Pm,n est un polynme en les fj et f
′
j pour j ∈ {0, . . . , n} e qui explique l'enadre-
ment de j. Pour e qui en de l'enadrement de i, on rappelle que, d'après (A.1), les séries de
Laurent f0, . . . , fn sont de valuation supérieure ou égale à −N . Leurs dérivées sont don de
valuation (x)-adique supérieure ou égale à −N − 1 et don les termes de degré en x maximal
intervenant dans ette expression sont eux de degré en x égal à N . Ces termes peuvent
être des fN,jx
N
provenant de fj(x) ou des (N + 1)fN+1,jx
N
provenant de f ′j(x). Ainsi, l'in-
die i est don toujours inférieur à N + 1. Pour nir, d'après la preuve du théorème I.5.3
en aratéristique nulle, on sait que l'expression polynomiale pm,n s'annule sur l'ensemble
{f1,0 6= 0}. Ainsi, d'après le théorème de prolongement des identités algébriques ([Bou59℄
IV.2.3 théorème 2), e polynme est nul. Don, le (x, y)-2-résidu de ω est nul.
Étape 2. Supposons à présent que ω soit de la forme ω = φ(u)du∧ dyyn+1 où φ =
∑
m≥0 φiu
i
est une série de Taylor (un élément de k[[u]]). D'après le travail eetué dans l'étape 1, on a
(x, y)res1(ω) =
∑
m≥0
φmPm,n(f0, . . . , fn, f
′
0, . . . , f
′
n)dx, (A.3)
où les Pm,n sont les polynmes dénis dans la relation (A.2) de l'étape 1. Le (x, y)-1-résidu
de ω est bien déni, don la série apparaissant en (A.3) onverge (x)-adiquement dans k((x)).
Par onséquent, la valuation (x)-adique de ses termes tend vers l'inni quand m tend vers
l'inni, elle est don positive à partir d'un ertain rang M . On a don
(x, y)res1C,P (ω) =
M∑
m=0
φmPmdx+
+∞∑
m=M+1
φmPmdx︸ ︷︷ ︸
val(x)≥0
.
Le reste de la série étant de valuation (x)-adique positive, son résidu est nul. Quant à la
somme de 0 à M , son résidu est nul d'après le résultat obtenu dans l'étape 1 et étendu par
linéarité. Ii enore, le (x, y)-2-résidu de ω est nul.
Étape 3. Supposons maintenant que ω est de la forme ω = duum ∧
dy
yn+1 , ave m ∈ N
∗
. Après
hangement de variables, on obtient
ω =
1
fm
∂f
∂x
dx ∧
dy
yn+1
.
Le (x, y)-1-résidu de ω est égal au oeient en yn de 1fm
∂f
∂x multiplié par dx. Nous devons
don étudier la série
1
fm
∂f
∂x . Commençons par travailler sur
1
fm . On a
1
fm
= 1
fm0
(
1 +
f1
f0
y +
f2
f0
y2 + · · ·
)m
= 1
fm0
(
1 +
U1(f0, f1)
f0
y + · · ·+
Up(f0, . . . , fp)
f20
y2 + · · ·
)m
,
où Up ∈ Z[X0, . . . , Xp] est un polynme homogène de degré p qui ne dépend que de p. Voii
les premiers termes de ette suite de polynmes
U1(X0, X1) = −X1
U2(X0, X1, X2) = −X0X2 +X
2
1
U3(X0, X1, X2, X3) = −X
2
0X3 + 2X0X1X2 −X
3
1
U4(X0, X1, X2, X3, X4) = −X
3
0X4 + 2X
2
0X1X3 +X
2
0X
2
2 − 3X0X
2
1X2 +X
4
1 .
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On développe ensuite le terme à la puissane m,
1
fm
=
1
fm0
1 + mU1(f0, f1)f0 +
(
m
2
)
U1(f0, f1)
2 +mU2(f0, f1, f2)
f20
y2 + · · ·
 .
On introduit alors les notations suivantes
1
fm
=
1
fm0
(
1 +
Vm,1(f1)
f0
y + · · ·+
Vm,p(f1, . . . , fp)
fp0
+ · · ·
)
, (A.4)
où les polynmes Vm,p ∈ Z[X1, . . . , Xp] sont des polynmes homogènes de degré p qui ne
dépendent que de m et p. Le oeient de yn de 1fm
∂f
∂x est don
Cm,n(x) :=
1
fm0
(
f ′n + f
′
n−1
Vm,1(f0, f1)
f0
+ · · ·+ f ′0
Vm,n(f0, . . . , fn)
fn0
)
.
Pour tout entier k appartenant à {1, . . . , n}, on pose
Sm,n,k(f0, . . . , fk) := f
n−k
0 Vm,k(f0, . . . , fk)
et Sm,n,0(f0) := f
n
0 . Les polynmes, Sm,n,k sont homogènes de degré n et
Cm,n(x) :=
1
fm+n0︸ ︷︷ ︸
Am,n(x)
n∑
k=0
f ′n−kSm,n,k(f0, . . . , fk)︸ ︷︷ ︸
Bm,n(x)
. (A.5)
Nous allons étudier Am,n séparément. On rappelle que f0 était de valuation (x)-adique 1,
'est-à-dire que f0(x) = f1,0x + f2,0x
2 + · · · . En reprenant le alul eetué préédemment
pour
1
fm , on obtient
Am,n(x) =
1
fm+n1,0
(
1 +
Vm+n,1(f1,0, f2,0)
f1,0
x+ · · ·
· · ·+
Vm+n,p−1(f1,0, . . . , fp,0)
fp−11,0
xp−1 + · · ·
)
,
où les polynmes Vi,j sont eux introduits dans l'expression (A.4). Rappelons que l'objetif
initial est de montrer le (x, y)-2-résidu, qui est le oeient cm,n,−1 de x
−1
dans Cm,n,
s'obtient omme une expression polynomiale en un nombre ni des oeients fi,j de f .
Nous allons voir quels oeients interviennent.
Dans Am,n. Comme les polynmes Sm,n,k sont de degré n pour tout entier k ∈ {1, . . . , n},
la valuation (x)-adique de Bm,n vérie
val(x)(Bm,n) ≥ −nN − (N + 1) = −(n+ 1)N − 1.
Le −nN est la ontribution de Sm,n,k et le −(N+1) elle de f
′
n−k. Par onséquent, les termes
de Am,n intervenant dans le alul de cm,n,−1 sont de degré au plus N(n+ 1). En reprenant
l'expression de Am,n i-dessus, on voit que les termes de degré inférieur à N(n + 1) font
intervenir les fi,0 ave −N ≤ i ≤ N(n+ 1) + 1.
Dans Bm,n. Comme la série de Laurent Am,n est de valuation −m− n, les termes de Bm,n
intervenant dans le alul de e 2-résidu cm,n,−1 sont de degré au plus m + n − 1. D'après
l'expression de Bm,n, es termes font intervenir les fi,j ave i ≤ m+ n (on ajoute 1 du fait
de la présene des dérivées f ′i dans l'expression).
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Conlusion. Les oeients fi,j intervenant dans le alul de cm,n,−1 sont eux dont les
indies vérient {
−N ≤ i ≤ max{m+ n, (n+ 1)N + 1}
0 ≤ j ≤ n.
On note I et ensemble de paires d'indies. Il existe don un polynme Qm,n(Xi,j) ∈
Z[Xi,j |(i, j) ∈ I] et un entier M qui ne dépendent pas du orps de base k et tels que
cm,n,−1 = (x, y)res
2(ω) =
1
fM1,0
Q(fi,j |(i, j) ∈ I).
Par un raisonnement analogue à elui eetué à la n de l'étape 1 et faisant intervenir le
théorème de prolongement des identités, on montre que e résidu est nul.
Ainsi, nous avons montré l'invariane du 2-résidu d'une 2-forme formelle sous l'ation
d'un hangement de variables de la forme u = f(x, y) tel que les n + 1 premiers oeients
fj(u) de f sont de valuation supérieure à −N . Ce résultat est valable pour tout entier N ,
don pour tout hangement de variables de la forme (CV2), e qui onlut la démonstration.
Annexe B
Indépendane des valuations
L'objetif de e hapitre est de donner une preuve de la proposition II.4.2. Nous allons
en fait démontrer un résultat en dimension quelonque, e qui n'augmente pas le niveau de
diulté de la preuve.
Proposition B.0.2. Soient X une variété quasi-projetive lisse irrédutible de dimension
supérieure ou égale à 2 au-dessus d'un orps quelonque k et Y une sous-variété de X de
odimension 1. Soient P1, . . . , Pn une famille de points fermés de X r Y et Q1, . . . , Qs une
famille de points fermés de Y . Alors, il existe une uniformisante v ∈ OX,Y telle que le support
du diviseur prinipal (v) évite les points P1, . . . , Pn et le support de (v)−Y évite Q1, . . . , Qs.
La démonstration suivante a été suggérée par Gerhard Frey.
Preuve. Commençons par remarquer que l'on peut se ontenter de démontrer le résultat
dans le as où Y est irrédutible. Le as général se déduira de e as partiulier en raisonnant
sur les omposantes irrédutibles de Y . On suppose don désormais que Y est irrédutible.
Dans un premier temps nous allons nous ramener au as d'une variété ane. Il existe
un ouvert ane de X ontenant tous les points P1, . . . , Pr, Q1, . . . , Qs. L'intersetion de
et ouvert ave Y est non vide ar ontient les points Qi. Aussi, quitte à se restreindre à
et ouvert, on peut supposer que X est ane. Dans e qui suit, nous noterons IY l'idéal
de k[X ] assoié à Y et mP1 , . . . , mPr , mQ1 , . . . , mQs les idéaux maximaux orrespondant
respetivement aux points P1, . . . , Pr et Q1, . . . , Qs. On notera également m1, . . . ,ms les
multipliités respetives de Y en Q1, . . . , Qs. On rappelle que la multipliité de Y en un
point Q est le plus petit entier m tel que
IY ⊂ m
m
Q .
Reformulation du problème. On herhe une fontion v ∈ k[X ] vériant les propriétés
suivantes.
(1) La fontion v appartient à IY r I2Y .
(2) Pour tout entier i appartenant à {1, . . . , r}, la fontion v n'appartient pas à mPi .
(3) Pour tout entier j appartenant à {1, . . . , s}, la fontion v n'appartient pas à m
mj+1
Qj
.
Le premier ritère permet d'armer que v est bien une uniformisante de OX,Y , le seond
signie que v ne s'annule en auun des Pi, et le troisième équivaut au fait que Y soit l'unique
zéro de v au voisinage de Qi. Dans e qui suit, lorsque P est un point fermé de X et f ∈ OX,P
on notera f(P ) l'image de f dans le orps résiduel k(P ).
Étape 0. Pour toute famille nie de points fermés deux à deux distints A1, . . . , An de X
et toute famille d'entiers naturels p2, . . . , pn, il existe une fontion g appartenant à l'idéal
produit m
p2
A2
· · ·mpnAn telle que
g(A1) = 1.
141
142 B. Indépendane des valuations
Pour le montrer, il sut de onstater que les idéaux mA1 et m
p2
A2
· · ·mpnAn sont étrangers,
'est-à-dire que
mA1 +m
p2
A2
· · ·mpnAn = k[X ].
De fait, il existe une fontion f appartenant àmA1 et une fontion g appartenant àm
p2
A2
· · ·mpnAn
telles que f + g = 1. Ainsi, on a bien g(A1) = 1.
Étape 1. (Constrution d'une fontion qui vérie 3). Soit j0 un entier appartenant à {1, . . . , s}.
Par dénition de la multipliité, il existe une fontion f appartenant à l'idéal IY et n'apparte-
nant pas à m
mj0+1
Qj0
. Soit fj0 une telle fontion, d'après l'étape préédente il existe une fontion
hj0 régulière sur X telle que hj0 est un élément de l'idéal produit m
m1
Q1
· · · m̂Qj0 · · ·m
ms
Qs
et hj0
n'appartient pas à l'idéal mQj0
. Posons alors
vj0 := fj0hj0 et v :=
s∑
j=1
vj .
La fontion v appartient à l'idéal IY , mais n'appartient à auun m
mj+1
Qj
. En eet, soit j0 un
entier appartenant à {1, . . . , s}, alors
vj0 ∈ m
mj0
Qj0
rm
mj0+1
Qj0
et ∀j 6= j0, vj ∈ m
mj0+1
Qj0
.
Remarquons au passage que la fontion ainsi onstruite n'appartient pas à I2Y , ar sinon elle
appartiendrait à m
2mj
Qj
pour tout entier j appartenant à {1, . . . , s}.
Étape 2. Nous allons montrer par réurrene sur r que, quitte à ajouter à v un élément de
I2Y , e qui n'aura auune onséquene sur les propriétés aquises dans l'étape préédente, on
peut faire en sorte que v ne s'annule en auun des Pi.
Pour r = 1, si v(P1) est non nul, 'est terminé. Sinon, omme P1 n'est pas ontenu dans Y ,
l'idéal IY ne ontient pas mP1 . De même, l'idéal I
2
Y ne ontient pas mP1 , ar mP1 est radial.
De fait, les idéaux I2Y et mP1 sont étrangers, il existe don une fontion f appartenant à I
2
Y
et une fontion g appartenant à mP1 telles que f + g = 1. On remplae alors v par v + f et
ette nouvelle fontion ne s'annule plus en P1.
Soit r ≥ 1, supposons la propriété vraie au rang r et montrons qu'elle est vériée au rang
r + 1. Si v(Pr+1) est non nul, 'est terminé. Sinon, les idéaux I
2
YmP1 · · ·mPr et mPr+1 sont
étrangers, on en déduit l'existene d'une fontion f appartenant à I2YmP1 · · ·mPr qui ne
s'annule pas en Pr+1 et on remplae v par v + f .
Annexe C
Complément d'algèbre linéaire
Le but de ette annexe est de fournir quelques résultats d'algèbre linéaire utilisés à la
n du hapitre II. Ces résultats sont des exeries relativement élémentaires. Nous avons
ependant hoisi de les démontrer ii, faute de référenes.
Dans e qui suit, E et F désignent des espaes vetoriels sur un orps quelonque k. On
dispose de plus sur de formes bilinéaires E et F notées respetivement 〈. , .〉E et 〈. , .〉F .
On peut alors onstruire une forme bilinéaire sur E ⊗k F qui soit anoniquement assoiée à
〈. , .〉E et 〈. , .〉F . Pour e faire, on la dénit sur les tenseurs élémentaires par
〈. , .〉E⊗F :
{
E ⊗ F × E ⊗ F → k
(a⊗ b, a′ ⊗ b′) 7→ 〈a, a′〉E .〈b, b
′〉F
et on l'étend ensuite par linéarité. On onstate immédiatement que si (ei)i∈I et (fj)j∈J sont
des bases orthogonales respetives de E et F , alors (ei⊗fj)(i,j)∈I×J est une base orthogonale
de E ⊗ F .
Lemme C.0.3. Si les formes bilinéaires 〈. , .〉E et 〈. , .〉F sont non dégénérées, alors il
en est de même pour 〈. , .〉E⊗F . De même, si 〈. , .〉E et 〈. , .〉F sont symétriques, alors
〈. , .〉E⊗F l'est également.
Preuve. Le fait que la symétrie de 〈. , .〉E et 〈. , .〉F entraîne elle de 〈. , .〉E⊗F est évident.
Supposons que 〈. , .〉E et 〈. , .〉F soient non dégénérées. Soient (ei)i∈I et (fj)j∈J des bases
orthogonales respetives de E et F et soit u un élément de E ⊗ F tel que la forme linéaire
〈u, .〉E⊗F soit identiquement nulle. Le veteur u est de la forme
u =
∑
i,j
ui,jei ⊗ fj.
Par ailleurs, pour tout ouple (i, j), on a
〈u, ei ⊗ fj〉 = 0, or 〈u, ei ⊗ fj〉 = ui,j .
On en déduit que u est nul et que la forme bilinéaire 〈. , .〉E⊗F est non dégénérée.
On suppose désormais que les formes bilinéaires 〈. , .〉E et 〈. , .〉E sont non dégénérées.
Lemme C.0.4. Supposons que E et F soient de dimension nie. Soient A et B deux sous-
espaes vetoriels respetifs de E et F , alors
(A⊗B)⊥ = A⊥ ⊗ F + E ⊗B⊥.
Preuve. L'inlusion ⊇ est élémentaire. En eet on prend a, a′, b, f appartenant respetive-
ment à A,A⊥, B et F . On a
〈a⊗ b, a′ ⊗ f〉E⊗F = 〈a, a
′〉︸ ︷︷ ︸
=0
〈b, f〉 = 0.
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On en déduit que A⊥ ⊗ F est inlus dans (A ⊗ B)⊥. Par un raisonnement identique, on
montre ensuite que E ⊗B⊥ est inlus dans (A⊗B)⊥.
Pour l'inlusion réiproque, ommençons par montrer que
A⊥ ⊗ F ∩ E ⊗B⊥ = A⊥ ⊗B⊥.
L'inlusion ⊇ est immédiate. Montrons don l'inlusion réiproque. Soient (ei)i∈I0 et
(fj)j∈J0 des bases respetives de A
⊥
et B⊥ omplétées en des bases (ei)i∈I et (fj)j∈J de E
et F . Soit s un veteur de A⊥⊗F ∩E⊗B⊥. Déomposons le dans la base (ei⊗ fj)(i,j)∈I×J .
s =
∑
(i,j)∈I×J
sij ei ⊗ fj.
Comme s ∈ A⊥ ⊗ F (resp. s ∈ E ⊗B⊥), les sij sont nuls pour i /∈ I0 (resp. pour j /∈ J0), e
qui prouve l'inlusion réiproque.
Pour nir, posons
m := dim(E) a := dim(A)
n := dim(F ) b := dim(B),
et alulons la dimension de A⊥ ⊗ F + E ⊗B⊥.
dim(A⊥ ⊗ F + E ⊗B⊥) = dim(A⊥ ⊗ F ) + dim(E ⊗B⊥)− dim(A⊥ ⊗B⊥)
= n(m− a) +m(n− b)− (m− a)(n− b)
= mn− ab
= dim(A⊥ ⊗B⊥).
Nous pouvons à présent énoner un résultat fort utile dans le hapitre II, puisque 'est
elui qui nous permet de prouver que l'orthogonal d'un ode fontionnel sur une surfae n'est
pas toujours fontionnel. En partiulier, il ne l'est jamais lorsque la surfae est un produit
de deux ourbes.
Corollaire C.0.5. Si A et B sont des sous-espaes non triviaux1 respetifs de E et F ,
alors le sous-espae (A⊗B)⊥ de E ⊗ F n'est pas un produit tensoriel élémentaire U ⊗ V de
sous-espaes de E et F .
Preuve. C'est une onséquene immédiate du lemme C.0.4 et du lemme C.0.6 qui suit.
Lemme C.0.6. Soient E et F deux espaes vetoriels sur un orps k quelonque. Soient A et
B des sous-espaes respetifs non triviaux de E et F . Alors, le sous-espae A⊗k F +E ⊗k B
de E ⊗k F ne peut pas être érit sous la forme d'un produit tensoriel élémentaire U ⊗k V .
Preuve. Raisonnons par l'absurde et supposons qu'il existe U et V , sous-espaes respetifs
de E et F tels que
A⊗k F + E ⊗k B = U ⊗k V. (C.1)
Supposons que U ne soit pas inlus dans A. Soient (ei)i∈I0 et (fj)j∈J0 des bases respetives
de A et B omplétées en des bases (ei)i∈I et (fj)j∈J de E et F . Soit également u ∈ U rA.
Pour tout veteur v ∈ V , on a
u⊗ v =
∑
(i,j)∈I×J
uivj ei ⊗ fj.
D'après (C.1), le produit uivj est nul pour tout ouple (i, j) tel que i /∈ I0 et j /∈ J0. Comme
par hypothèse u n'est pas dans A, il existe au moins un i1 /∈ I0 tel que ui1 est non nul. Don
1
Par non triviaux, on entend que A (resp. B) est non nul et stritement inlus dans E (resp. F ).
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pour tout j /∈ J0, on a ui1vj = 0, don vj = 0. Par onséquent, v appartient à B et e pour
tout v ∈ V . Don
V ⊆ B, don U ⊗ V ⊆ E ⊗ B. (C.2)
Soient maintenant f un veteur de F n'appartenant pas à B et a un veteur non nul de A.
Alors a⊗f appartient à A⊗F mais pas à E⊗B et d'après (C.2), il n'appartient pas à U ⊗V
e qui ontredit l'hypothèse de départ (C.1).
Si maintenant U est inlus dans A, alors U ⊗V est inlus dans A⊗F et on aboutit à une
ontradition en réalisant le raisonnement symétrique de elui qui vient d'être eetué.

Annexe D
Constrution de odes
fontionnels
Dans [La88℄, Lahaud présente une autre proédé de onstrution de odes fontionnels
sensiblement diérent de elui qui est présenté dans le hapitre II. Les odes ainsi onstruits
sont en général appelés odes de Reed-Müller projetifs.
D.1 Constrution
On se plae dans l'espae projetif Pr
Fq
muni d'un système de oordonnées homogènes
(X0, . . . , Xn). Pour tout entier naturel d on note Fd, l'espae
Fd := {f ∈ Fq[X0, . . . , Xn], f homogène de degré d} ∪ {0}.
En d'autres termes, Fd est l'espae des setions globales du faiseau OPr (d). Rappelons que,
s'il est possible de dénir le lieu d'annulation dansPr d'un élément non nul de Fd, l'évaluation
d'un élément de Fd en un point de P
r
n'a pas de sens. D'une ertaine façon, la dénition qui
suit onsiste à lui en donner un.
Dénition D.1.1 (Lahaud 1988). Soit P un point rationnel de Pr de oordonnées homo-
gènes (x0 : · · · : xn). Soit h le plus petit entier ompris entre 0 et n tel que xh soit non nul.
Pour tout entier naturel d, on dénit l'appliation d'évaluation en P par
evP :
 Fd → Fqf → f(x0, . . . , xn)
xdh
.
L'appliation est bien dénie, mais n'est pas anonique, elle dépend du hoix d'un système de
oordonnés homogènes. À partir de ette appliation, on peut onstruire des odes orreteurs
d'erreurs de la façon suivante.
Dénition D.1.2. Soient X une sous-variété fermée lisse absolument irrédutible de Pr
Fq
et
P1, . . . , Pn, l'ensemble des points rationnels de X. Pour tout entier naturel d, le ode Cd(X)
est l'image de l'appliation
c :
{
Fd → F
n
q
f 7→ (evP1(f), . . . , evPn(f)).
Bien que moins anonique que la onstrution présentée dans le hapitre II, ette approhe
présente de nombreux avantages. Tout d'abord, elle permet une évaluation en tous les points
de la variété, sans avoir à se souier des questions de dénitions. Par rapport à la dénition
du hapitre II, on évite ii les restritions du type les points P1, . . . , Pn évitent le support de
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G. Ensuite, l'évaluation de la distane minimale et de la distribution des poids du ode Cd(X)
se traduit sous la forme d'un problème de omptage expliite de tous les points rationnels de
variétés projetives
1
.
Toutefois, pour le adre qui nous intéresse, à savoir elui de pouvoir onstruire l'ortho-
gonal du ode fontionnel à partir de diérentielles, ette onstrution n'est pas optimale.
En eet, le défaut de anoniité des appliations d'évaluation empêhe toute possibilité de
reprodution du raisonnement de la preuve du théorème II.4.1. L'obstrution est liée au fait
que les éléments de Fd ne sont pas des fontions. On peut loalement les identier à des fon-
tions rationnelles sur X , 'est e qui est fait dans la dénition de l'appliation evP , mais ette
identiation dépend du point P . D'une ertaine façon, 'est omme si l'on évaluait en des
points diérents des fontions diérentes. On ne peut don plus reproduire le raisonnement
onsistant à appliquer la formule des résidus à la 2-forme fω.
D.2 Essentiellement, 'est la même hose
Par la méthode de onstrution présentée dans le hapitre II, on peut onstruire un
ode fontionnel isomorphe au ode Cd(X). Pour e faire, on dénit H∞, l'hyperplan de P
r
d'équation X0 = 0. On appelle i l'inlusion anonique i : X →֒ P
r
et on pose
L := i∗H∞ ∈ DivFq (X).
Pour tout entier naturel d, les faiseaux L(dL) et i∗OPr (d) sont isomorphes. Aussi, si les
points P1, . . . , Pn évitent le support de L, alors les odes CL,X(P1+· · ·+Pn, dL) et Cd(X) sont
isomorphes. Pour se défaire de la ondition évitent les point du support de L, il sut d'utiliser
lemoving lemma ([Sha94℄ III.1.3 théorème 1 et annexe B). En vertu de e résultat, on sait qu'il
existe G ∈ DivFq (X) dont le support évite les points P1, . . . , Pn et linéairement équivalent à
dL. Cette fois-i, on est assuré de la bonne dénition du ode CL,X(P1 + · · · + Pn, G) et le
faiseau L(G) est isomorphe à i∗OPr (d). On obtient don l'isomorphisme de odes
CL,X(P1 + · · · , Pn, G) ∼= Cd(X).
On peut don onstruire un ode fontionnel (provenant de la dénition de [VM84℄ donnée
dans le hapitre II) isomorphe à Cd(X). Malheureusement la onstrution d'un diviseur G
dont le support évite tous les points rationnels de X n'est pas toujours évidente. La dénition
D.1.2 reste don ommode ar elle fournit une onstrution expliite simple.
Remarque D.2.1. Notons que l'on a identié les éléments de Fd restreints à X à des se-
tions globales du faiseau i∗OPn(d). Comme on l'a vu dans le hapitre III, si X est proje-
tivement normale
2
en respet au plongement X →֒ Pr, alors le faiseau i∗OPr (d) s'identie
au faiseau OX(d) (voir [Har77℄ II.5 ex 14).
1
Éventuellement réduites ou rédutibles.
2
Par exemple si 'est une intersetion omplète lisse de P
r
.
Annexe E
Points en position générale
Cette annexe ontient les démonstrations de lemmes tehniques utilisés dans la setion
IV.1 du hapitre III.
Lemme IV.1.8. Soient r et m deux entiers naturels ave r ≥ 1, alors toute famille de rm+2
points rationnels distints de PN appartenant à une même ourbe de degré r est m-liée.
Preuve. Soient P1, . . . , Prm+2 une telle famille de points et C la ourbe de degré r qui les
ontient. D'après le théorème de Bezout, une hypersurfae de degré m qui ne ontient pas C
l'intersete en au plus rm points géométriques. Par onséquent, il n'existe pas d'hypersurfae
ontenant tous es points sauf un.
Lemme IV.1.9. Soit m un entier naturel.
(1) Si m+ 2 points rationnels distints de PN sont m-liés, alors ils sont alignés.
(2) Tout r-uplet de points rationnels deux à deux distints de PN ave r ≤ m + 1 est en
position m-générale.
Preuve. Preuve de (1). Soient P1, . . . , Pm+2 des points distints de P
N
qui sont m-liés.
Supposons qu'ils ne soient pas alignés. Il existe don un hyperplan H qui évite Pm+2 et
ontient au moins deux points parmi P1, . . . , Pm+1. Quitte à réordonner les indies des points
on peut supposer qu'il existe l ≥ 2 tel que P1, . . . , Pl appartiennent à H .
• Si l = m+1, on dispose d'une hypersurfae (en l'ourrene l'hyperplan H) qui ontient
tous les Pi sauf P2m+2.
• Sinon, pour tout l + 1 ≤ j ≤ m+ 1, il existe un hyperplan Hj qui ontient Pj et évite
Pm+2.
L'hypersurfae H ∪Hl+1 ∪ · · · ∪Hm+1 est de degré inférieur ou égal à m (ar l ≥ 2), ontient
tous les Pi sauf Pm+2. Par symétrie, on en déduit l'existene pour tout i0 ∈ {1, . . . ,m+ 2}
d'une hypersurfae de degré m qui ontient tous les Pi sauf Pi0 .
Preuve de (2). Soient P1, . . . , Pr des points distints de P
N
ave r ≤ m+1. En réutilisant
la tehnique présentée dans la preuve de (1), on peut onstruire à l'aide de réunions d'hy-
perplans, des hypersurfaes de degré m qui interpolent tous les points sauf un. On en déduit
que es points sont en position m-générale.
Lemme IV.1.11. Soient m et r deux entiers naturels.
(1) Si r ≤ 2m + 1, alors une famille de r points distints de PN telle que m + 2 d'entre
eux sont non alignés est en position m-générale.
(2) Soient P1, . . . , P2m+2 un (2m + 2)-uplet de points rationnels distints de P
N
tels que
m+2 d'entre eux ne sont pas alignés. Alors es points sont m-liés, si et seulement s'ils
appartiennent à une même onique plane.
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Preuve. Preuve de (1). Nous allons démontrer le résultat par réurrene sur m.
Pour m = 0, 'est évident ar un point de PN est toujours en position 0-générale.
Soit m ≥ 0, supposons que la propriété soit vériée au rang m et montrons qu'elle l'est
au rang m + 1. Soit P1, . . . , P2m+3 une famille de points rationnels de P
N
telle que m + 3
d'entre eux ne sont pas alignés. Soit L l'ensemble des droites ontenant P2m+3 et au moins
un point parmi P1, . . . , P2m+2. On hoisit un élément L1 de L ontenant un nombre maximal
de points parmi les Pi. On hoisit ensuite une droite L2 de L r L1 ontenant un nombre
maximal de points parmi les Pi. Les droites L1 et L2 sont distintes et se roisent en P2m+3.
Quitte à réordonner les points Pi, on peut supposer que P1 ∈ L1 et P2 ∈ L2.
Ensuite, montrons que, par hypothèse, les droites L1 et L2 ontiennent haune au plus
m + 2 points parmi les Pi et que les autres droites de L en ontiennent au plus m + 1. On
distingue deux situations.
(1) Les droites L1 et L2 ontiennent toutes deux m+2 points parmi les Pi. Comme par dé-
nition, es droites ontiennent toutes deux le point P2m+3, l'ensemble des Pi ontenus
dans L1 ∪L2 est égal à l'ensemble P1, . . . , Pn. Aussi, dans ette situation l'ensemble L
est égal à {L1, L2} et le résultat attendu est trivialement vérié.
(2) La droite L2 ontient moins de m + 1 points parmi les Pi et par dénition de L2, les
éléments de Lr {L1, L2} ontiennent tous moins de m+ 1 points parmi les Pi.
Par onséquent, d'après l'hypothèse de réurrene, les points P3, . . . , P2m+3 sont en posi-
tion m-générale, il existe don une hypersurfae H ′ de degrém qui interpole P3, . . . , P2m+2 et
évite le point P2m+3. On hoisit de plus un hyperplan H qui ontient P1, P2 et évite P2m+3.
L'hypersurfae H ∪H ′ est de degré m+ 1 et interpole tous les Pi sauf P2m+3. On en déduit
que pour tout i0 ∈ {1, . . . , 2m+ 3}, il existe une hypersurfae de degré m + 1 qui interpole
tous les Pi sauf Pi0 .
Preuve de (2).
Étape 2a. Si m = 0, alors deux points distints sont toujours 0-liés et également toujours
ontenus dans une ourbe de degré 2, la propriété est don trivialement vériée dans e
as. On supposera don désormais que m ≥ 1 et on se donne un (2m + 2)-uplet de points
P1, . . . , P2m+2 m-liés et deux à deux distints.
Étape 2b. Montrons que si les Pi ne sont pas oplanaires et que m + 1 d'entre eux sont
alignés, alors les m+1 restants ne le sont pas. Pour e faire, on doit supposer que PN est de
dimension N ≥ 3.
Raisonnons par l'absurde et supposons qu'il existe deux droites disjointes L1 et L2 onte-
nant respetivement les points P1, . . . , Pm+1 et Pm+2, . . . , P2m+2. Il existe un unique plan
ontenant Pm+2 et la droite L1. Ce plan évite les points Pm+3, . . . , P2m+2. On en déduit l'exis-
tene d'un hyperplan H vériant les mêmes propriétés. D'après la propriété (2) du lemme
IV.1.9, il existe une hypersurfae H ′ de degré m− 1 qui ontient les points Pm+3, . . . , P2m+1
et l'hypersurfae H ∪H ′ est de degré m et ontient tous les Pi sauf P2m+2. De même, pour
tout i0, on peut onstruire une hypersurfae ontenant tous les Pi sauf Pi0 , e qui ontredit
le fait que les Pi sont liés.
Étape 2. Montrons que les Pi sont oplanaires. Ii enore, nous allons raisonner par l'ab-
surde en supposant qu'ils ne le sont pas. Soit D, l'ensemble des droites de PN ontenant
au moins deux points distints parmi les Pi. Soit L1 une droite de D ontenant un nombre
maximal de es points. Quitte à réorganiser les indies, on peut supposer que P1 ∈ L1. Par
hypothèse, les Pi sont non oplanaires, on peut don supposer que les points P1, P2, P3 et
P2m+2 sont non oplanaires.
De plus, omme P1 est dans L1, deux situations sont possibles.
• Soit L1 ontient moins de m points, moyennant quoi, par dénition de L1, il n'y a pas
de (m+ 1)-uplet de Pi alignés.
• Soit L1 ontient m+ 1 points et d'après l'étape 2b, les m+ 1 points restants sont non
alignés.
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Ainsi, les points P4, . . . , P2m+2 forment un (2m− 1)-uplet de points tel que m+1 d'entre
eux ne sont pas alignés. D'après la preuve la propriété 1, es points sont en position (m− 1)-
générale, il existe don une hypersurfaeH ′ de degrém−1 qui ontient P4, . . . , P2m+1 et évite
P2m+2. Il existe de plus un hyperplanH ontenant P1, P2, P3 et évitant P2m+2. L'hypersurfae
H ∪H ′ est don de degré m et ontient tous les Pi sauf P2m+2.
En appliquant aux points P1, . . . , P2m+1, le raisonnement que l'on vient d'appliquer à
P2m+2, on onlut que es points sont en position m-générale. Il y a ontradition, les points
P1, . . . , P2m+2 sont don oplanaires.
Étape 2d. Maintenant que l'on sait que les Pi sont oplanaires, montrons qu'un (2m+2)-uplet
de points de P2 est m-lié seulement si es points sont sur une même onique. Nous allons
traiter séparément les as m = 1 et m = 2.
Si m = 1, quatre points du plan sont toujours 1-liés et sont également toujours ontenus
dans une même onique. Si m = 2 et que les six points ne sont pas tous sur une même
onique, alors pour tout 1 ≤ i0 ≤ 6, il existe une onique
1
ontenant tous les Pi sauf Pi0 . Il
y a ontradition ave le fait que les Pi sont 2-liés. Ils sont don bien sur une même onique.
Supposons maintenant que m ≥ 3 et P1, . . . , P2m+2 soit un (2m + 2)-uplet de points
m-liés dans P2 tel que m + 2 d'entre eux ne sont pas alignés. Supposons que es points
ne soient pas tous sur une même onique. On note de nouveau D l'ensemble des droites de
P2 ontenant au moins deux points distints parmi les Pi. Soit L1 une droite ontenant un
nombre maximal de es points. On peut supposer, quitte a hanger l'ordre des indies, que
P1 ∈ L1. Montrons qu'il existe quatre points Pi1 , . . . , Pi4 parmi P2, . . . , P2m+1 tels qu'il existe
une onique ontenant P1, Pi1 , . . . , Pi4 et évitant P2m+2.
Dans le as ontraire, pour tout i ∈ {2, . . . , 2m−2} une onique Ci ontenant P1,Pi,Pi+1,
Pi+2 et Pi+3 ontiendrait P2m+2. Soit alors i ∈ {2, . . . , 2m − 3}, les oniques Ci et Ci+1
ont inq points d'intersetion, d'après le théorème de Bezout, elles ont don une omposante
irrédutible ommune Γ qui est de degré un ou deux. Par réurrene, on montre que tous les
Pi appartiennent à ette ourbe Γ e qui ontredit le fait que les Pi ne sont pas tous sur une
même onique.
Ainsi, quitte à réorganiser les indies, on peut supposer qu'il existe une onique C onte-
nant les points P1, . . . , P5 et évite P2m+2. On rappelle que P1 est un ontenu dans une droite
L1 ontenant un nombre maximal de points parmi les Pi. Par un raisonnement identique à
elui qui a été eetué dans l'étape 2c, on montre que les points P6, . . . , P2m+2 forment un
(2m − 3)-uplet de points tel que m d'entre eux ne sont pas alignés. D'après la propriété 1
appliquée à m − 2 et r = 2m − 3 = 2(m − 2) + 1, les points P6, . . . , P2m+2 sont en posi-
tion (m − 2)-générale. Il existe don une ourbe C′ de degré m − 2 qui ontient les points
P6, . . . , P2m+1 et qui évite P2m+2. La ourbe C ∪ C
′
est de degré m et ontient tous les Pi
sauf P2m+2. On en déduit la m-généralité de es points, il y a ontradition. Les points Pi
sont don bien tous sur une même onique plane.
1
On rappelle que par inq points de P
2
passe toujours au moins une onique. Il y a d'ailleurs uniité si et
seulement si quatre d'entre eux ne sont pas alignés, 'est-à-dire s'ils sont en position 2-générale.

Annexe F
Programmes Magma
F.1 Diviseurs ∆-onvenables
Dans ette setion, nous allons présenter un programme magma qui permet de aluler
une paire de diviseur ∆ onvenable sur une surfae lisse S munie d'un 0-yle ∆. La paire
ainsi onstruite vérie les propriétés suivantes :
 elle satisfait le ritère de la proposition II.3.8 ;
 le diviseur Da est eetif ;
 les diviseurs Da et Db sont tous deux linéairement équivalents à des setions de la
surfae S ave une hypersurfae de son espae ambiant.
Pour e faire on utilise essentiellement la méthode présentée dans la démonstration du
lemme II.4.7. À savoir : les diviseurs Da et D
+
b sont onstruits par interpolation des points
du support de ∆. Le diviseur D−b est onstruit en interpolant les points où les deux autres
diviseurs ne doivent pas se roiser ou se roisent ave une multipliité trop importante et en
évitant les points où es diviseurs se roisent bien.
Ce programme se déompose en trois grosses parties que sont le alul de Da, de D
+
b et de
D−b . Le prinipe est à haque fois le même, on onsidère un système linéaire de ourbes qui
vérient de bonnes propriétés et on herhe un andidat dans e dernier. Suivant sa dimension
(et don son nombre d'éléments dénis sur Fq), la reherhe se fera de façon exhaustive ou
aléatoire.
Préliminaires. On a besoin d'un ertain nombre de sripts pour y parvenir.
// Cette f on  t i on e s t une va r i a t i on de l a f on  t i on " IsRedued"
// de Magma qui a tendane a ramer dans l e as ou l e shema
// on s i d e r e n ' e s t pas une hyper sur f ae de son espae ( a f f i n e
// ou p r o j e  t i f ) ambiant .
fun t i on EstReduit (V)
d:=Dimension (V) ;
A:=SingularSubsheme (V) ;
dd:=Dimension (A) ;
d e l e t e A;
i f dd eq d then return f a l s e ;
e l s e return true ;
end i f ;
end fun t i on ;
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// Ce programme permet d ' eva lue r l ' e n t i e r n minimal pour l e q u e l
// l ' i n t e r p o l a t i o n d ' une f am i l l e f i n i e de po in t s par une
// hyper sur f ae de degre n e s t p o s s i b l e .
f un t i on MinDim(V, Points )
// L ' e n t i e r $n$ va des i gne r un degre que l ' on va
// inrementer au debut de haque i t e r a t i o n .
n :=0;
d:=−1;
Proj :=AmbientSpae (V) ;
L i s t e :=[ Proj ! p : p in Points ℄ ;
whi l e d l t 0 do
n+:=1;
L:=LinearSystem ( Proj , n ) ;
L1:=LinearSystem (L , L i s t e ) ;
L2:=LinearSystemTrae (L1 ,V) ;
d:=Dimension (L2 ) ;
end whi l e ;
re turn [∗n , d , L2 , Proj , L i s t e ∗ ℄ ;
end fun t i on ;
// Cette f on  t i on permet de  a l  u l e r un veteur tangent
// en un point d ' une ourbe . I l e s t exprime dans l e
// systeme de oordonnees de l a a r t e a f f i n e
// Af f inePath ( Proj ,P ) .
fun t i on TangentVetor (C,P)
a s s e r t P in C;
a s s e r t Dimension (C) eq 1 ;
a s s e r t I sNonSingu lar (C,P ) ;
Proj :=AmbientSpae (C) ;
CAff :=Af f inePath (C,P ) ;
Aff :=AmbientSpae ( CAff ) ;
d:=Dimension ( Aff ) ;
Q:=Aff !P ;
T:=TangentSpae(CAff ,Q) ;
TP:=Rat iona lPo ints (T) ;
i f TP [ 1 ℄ eq Q then
R:=TP [ 2 ℄ ;
e l s e R:=TP [ 1 ℄ ;
end i f ;
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QQ:=Coordinates (Q) ;
RR:=Coordinates (R) ;
re turn [RR[ i ℄−QQ[ i ℄ : i in { 1 . . d } ℄ ;
end fun t i on ;
// Cette f on  t i on permet de  a l  u l e r un systeme l i n e a i r e
// ayant un veteur tangent impose en un point base r a t i o nn e l .
// ATTENTION: Le veteur $v$ e s t un ob j e t " a f f i n e " .
// I l e s t d e f i n i dans l a a r t e a f f i n e n a t u r e l l e
// Cho i s i e pour P dans "Af f inePath ( Proj ,P) " ;
fun t i on LinearSystemTangent ( Proj , L ,P, v )
// On ommene par v e r i f i e r que l a longueur de $v$ e s t l a bonne .
d:=Dimension ( Proj ) ;
F:=BaseFie ld ( Proj ) ;
a s s e r t #v eq d ;
// On se donne une ar t e a f f i n e nature l l ement adaptee a $P$ .
Aff :=Af f inePath ( Proj ,P ) ;
p:=Aff !P ;
h:=Projet iveClosureMap ( Aff ) ;
LL:=LinearSystem (L ,P ) ;
LLL:=Pul lbak (h ,LL ) ;
S:= Se t i ons (LL ) ;
T:= Se t i ons (LLL ) ;
m:=#S ;
a s s e r t #T eq m;
// On ommene par t r a v a i l l e r loalement , don sur l e systeme
// l i n e a i r e a f f i n e . Pour haque s e  t i on $ f$ de notre systeme
// l i n e a i r e a f f i n e on eva lue $\ l ang l e grad_p ( f ) , v \ rang l e$ .
L i s t e :=[&+[Evaluate ( Der iva t ive ( f , j ) , p)∗v [ j ℄ : j in { 1 . . d } ℄ : f in T ℄ ;
M:=Matrix (F,m, 1 , L i s t e ) ;
B:=Bas i s ( Nul lSpae (M) ) ;
d e l e t e L i s t e ;
d e l e t e M;
L i s t e2 :=[ &+[B[ i ℄ [ j ℄∗S [ j ℄ : j in { 1 . .m} ℄ : i in {1..#B} ℄ ;
Lpv:=LinearSystem (LL , L i s t e2 ) ;
re turn Lpv ;
end fun t i on ;
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Calul de Da. Ce programme fait appel à eux sous-programmes setionreduite et rand-
setionreduite. Dont nous donnerons le ode soure plus loin.
// Pour des r a i s on s de ommodite , nous a l l o n s f a i r e
// en s o r t e de  h o i s i r $D_a$ r edu i t .
f un t i on Da(V, Points ,M,T, r )
R:=MinDim(V, Points ) ;
n:=R [ 1 ℄ ;
d:=R [ 2 ℄ ;
L:=R [ 3 ℄ ;
Proj :=R [ 4 ℄ ;
L i s t e :=R [ 5 ℄ ;
Poly :=Random(L ) ;
F:=BaseFie ld (V) ;
q:=#F;
p r i n t f "Le degre minimal d ' i n t e r p o l a t i o n pour D_a e s t %o . " ,R [ 1 ℄ ;
whi l e q^d l t M do
A:=Set ionRedui te (V,L ) ;
i f A ne 0
then p r i n t f "Le r e s u l t a t obtenu pour
D_a a ete trouve de maniere de t e rmin i s t e ,
ave une hyper sur f ae de degre %o . " ,n ;
re turn A;
end i f ;
// En as d ' ehe , on augmente l e degre d ' i n t e r p o l a t i o n
// et on r e i n i t i a l i s e notre s y s t \ ` eme l i n e a i r e .
n+:=1;
L:=LinearSystem ( Proj , n ) ;
L:=LinearSystem (L , L i s t e ) ;
L:=LinearSystemTrae (L ,V) ;
d:=Dimension (L ) ;
end whi l e ;
p r in t "Passage en rehe r he a l e a t o i r e pour D_a. " ;
d e l e t e d ;
f o r i :=1 to r do
p r i n t f "On demarre l e s r e he r he s ave des
hyper sur f ae s de degre %o pour D_a. " ,n ;
A:=RandSetionReduite (V,L ,T) ;
i f A ne 0
then p r i n t f "On obt i en t une hyper sur f ae de
degre %o f ou rn i s s an t D_a. " ,n ;
re turn A;
end i f ;
n+:=1;
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L:=LinearSystem ( Proj , n ) ;
L:=LinearSystem (L , L i s t e ) ;
L:=LinearSystemTrae (L ,V) ;
end f o r ;
re turn "Ehe " ;
end fun t i on ;
// Cette f on  t i on f a i t une r ehe r he d e t e rm in i s t e
// d ' un element r edu i t d ' un systeme l i n e a i r e .
f un t i on Set ionRedui te (V,L)
a s s e r t I sNonSingu lar (V) ;
a s s e r t I s I r r e d u  i b l e (V) ;
F:=BaseFie ld (V) ;
d:=Dimension (L ) ;
// On do i t parametrer l e systeme l i n e a i r e par
// un espae p r o j e  t i f de meme dimension .
// Le probleme e s t que MAGMA, ne omprend
// l a not ion d ' espae p r o j e  t i f de dimension nu l l e .
// I l f au t don ommener par t r a i t e r l e as ou
// l e systeme l i n e a i r e n ' a qu ' un s eu l element .
i f d eq 0
then Coe f f t s : = [ [ 1 ℄ ℄ ;
e l s e Pd:=Pro j e  t i v eSpae (F, d ) ;
Coe f f t s :=Rat iona lPo ints (Pd ) ;
end i f ;
Se := Se t i ons (L ) ;
// On t e s t e tous l e s e lements du systeme l i n e a i r e jusqu ' a
// e que l ' on en trouve un r edu i t .
f o r i :=1 to #Coe f f t s do
Poly:=&+[Coe f f t s [ i ℄ [ j ℄∗ Se [ j ℄ : j in { 1 . . d+1}℄ ;
D:=Sheme (V, Poly ) ;
i f EstReduit (D)
then return Poly ;
end i f ;
end f o r ;
p r in t "Auun element r edu i t trouve de maniere d e t e rm in i s t e " ;
re turn 0 ;
end fun t i on ;
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// Cette f on  t i on e f f e  u t e une rehe r he a l e a t o i r e
// d ' un element r edu i t d ' un systeme l i n e a i r e .
f un t i on RandSetionReduite (V,L ,m)
f o r i :=1 to m do
// I l f au t e v i t e r l e d i v i s e u r nul dans notre systeme l i n e a i r e .
// Voi la omment nous a l l o n s proeder .
Poly :=Random(L ) ;
whi l e Poly eq 0 do
Poly :=Random(L ) ;
end whi l e ;
D:=Sheme (V, Poly ) ;
i f EstReduit (D) then return Poly ;
end i f ;
end f o r ;
p r in t "Auun element r edu i t trouve de maniere a l e a t o i r e " ;
re turn 0 ;
end fun t i on ;
Calul de Db. Nous donnons les deux programmes permettant de aluler respetivement
D+b et D
−
b . Tout omme le programme préédent, es programmes appellent haun deux
sous-programmes eetuant des reherhes exhaustives ou aléatoires. Ces sous-programmes
ressemblant fortement aux programmes setionreduite et randsetionreduite, nous n'avons
pas jugé néessaire de les ajouter dans ette annexe.
De même, nous ne présenterons pas les programmes dans leur intégralité. Car ertaines
parties sont un opié/ollé d'un des programme déjà présenté
// Cette f on  t i on permet de  a l  u l e r l a pa r t i e
// e f f e  t i v e d ' un d i v i s e u r $D_b$ lo r sque
// l ' on a  a l  u l e $D_a$ .
// Pour des r a i s on s de s imp l i  i t e , nous a l l o n s imposer
// a $D_b^+$ d ' e v i t e r l e l i e u s i n g u l i e r de $D_a$ hors
// du support de $\Delta$ .
fun t i on Dbplus (V, Points ,M,T, r ,Ha)
// On do i t se donner un degre minimal d ' i n t e r p o l a t i o n
// On se donne  e l u i de $H_a$ qui e s t tout ind ique .
Proj :=AmbientSpae (V) ;
DA:=Sheme ( Proj ,Ha ) ;
Da:=Sheme (V,Ha ) ;
F:=BaseFie ld (V) ;
q:=#F;
L i s t e :=[ Proj ! p : p in Points ℄ ;
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// I l f au t en su i t e  on s t r u i r e l e shema a e v i t e r .
// C' est−a−d i r e tous l e s po in t s geometr iques s i n g u l i e r s
// de $D_a$ qui sont hors du support de $\Delta$ .
// C' e s t pour  e l a que nous a l l o n s  on s t r u i r e l e shema
// " e v i t e " .
// Par a i l l e u r s i l f au t memoriser l e s po in t s du support
// de $\Delta$ qui sont s i n g u l i e r s pour $D_a$
// ar en e s de rn i e r s , $D_b^+$ devra e t r e l i s s e !
// C' e s t pourquoi nous a l l o n s  on s t r u i r e l a l i s t e DaSing ,
// puis l e shema " ev i t e 2 " .
UA:=SingularSubsheme (Da ) ;
a s s e r t Dimension (UA) eq 0 ;
e v i t e :=UA;
MultiA : = [ ℄ ;
DaSing :={ } ;
N:=#Points ;
f o r i :=1 to N do
mi:=Multi (UA, L i s t e [ i ℄ ) ;
Append(~MultiA , mi ) ;
// I l f au t en l e v e r l e s po in t s du support de $\Delta$
// que l ' on ne do i t bien sur pas e v i t e r .
i f mi gt 0 then
DaSing j o i n := {Liste [ i ℄} ;
e v i t e := D i f f I t e r ( ev i t e , L i s t e [ i ℄ , mi ) ;
end i f ;
end f o r ;
// I l y a deux faons de programmer l e shema vide .
// C' e s t l e shema d ' equat ion 1 et  e l u i d ' equat ions x , y , z , t .
// Le seond se omporte mieux ave l a f on  t i on meet don :
i f IsEmpty ( e v i t e ) then
e v i t e :=EmptySubsheme ( Proj ) ;
end i f ;
i f IsEmpty (DaSing ) then
ev i t e 2 :=EmptySubsheme ( Proj ) ;
e l s e e v i t e 2 :=Clus t e r ( DaSing ) ;
end i f ;
// On on s t ru i t en su i t e notre systeme l i n e a i r e .
d:=−1;
// On i n i t i a l i s e $n$ a degre de $H_a$ moins
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// un ar i l s e ra inremente des l e debut de l a bou le .
deg :=TotalDegree (Ha ) ;
n:=deg−1;
whi l e d eq −1 do
n+:=1;
L:=LinearSystem ( Proj , n ) ;
L:=LinearSystem (L , L i s t e ) ;
L:=Complement (L ,DA) ;
L:=LinearSystemTrae (L ,V) ;
// Afin de gagner du temps ,
// on v e r i f i e que l e shema a e v i t e r ne r enont r e
// pas l ' ensemble des po in t s bases de $L$ .
// On do i t au s s i v e r i f i e r que l a s po in t s de ev i t e 2
// ne sont pas gener iquement de mu l t i p l i  i t e
// supe r i e u r e ou ega l e a $2$ dans $L$ .
R:=BaseSheme (L ) ;
i f IsEmpty (DaSing ) then
z :=0;
e l s e z:=&+[Mu l t i p l i  i t y (L ,P)−1: P in DaSing ℄ ;
end i f ;
i f z eq 0 and IsEmpty ( e v i t e meet R) then
d:=Dimension (L ) ;
e l s e d:=−1;
end i f ;
end whi l e ;
d e l e t e UA;
d e l e t e R;
p r i n t f "Le degre minimal d ' i n t e r p o l a t i o n pour D_b^+ es t %o . " ,n ;
// Ensuite , on f a i t omme d ' habitude . . .
// Cette f on  t i on f o u r n i t $D_b^−$ .
fun t i on Dbmoins (V, Points ,M,T, r ,Ha ,Hb)
Proj :=AmbientSpae (V) ;
DA:=Sheme ( Proj ,Ha ) ;
Da:=Sheme (V,Ha ) ;
DB:=Sheme ( Proj ,Hb ) ;
Db:=Sheme (V,Hb ) ;
F:=BaseFie ld (V) ;
q:=#F;
L i s t e :=[ Proj ! p : p in Points ℄ ;
N:=#L i s t e ;
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// I l f au t  on s t r u i r e l e shema des po in t s
// bases .
// Nous a l l o n s par a i l l e u r s l i s t e r t r o i s types de
// Points :
// 1) l e s po in t s que $D_b^−$ do i t e v i t e r ;
// 2) l e s po in t s que $D_b^−$ do i t i n t e r p o l e r
// ave une mu l t i p l i  i t e f i x e e ;
// 3) eux que $D_a^−$ do i t i n t e r p o l e r
// ave un veteur tangent f i x e .
U:=Da meet Db ;
ShemaBase:=U;
Base : = [ ℄ ;
NonBase : = [ ℄ ;
BaseSpe : = [ ℄ ;
mult : = [ ℄ ;
// Les elements de Base sont l a donnee d ' un po int et de l a
// mu l t i p l i  i t e de $U$ en e po int . Les e lements de baseSpe sont l a
// donnee d ' un po int et d ' un veteur tangent en e po int .
f o r j :=1 to N do
p:= L i s t e [ j ℄ ;
mj:=Multi (U, p ) ;
Append(~mult , mj−1);
i f mj eq 0 then p r i n t f "ERREUR: D_a et D_b^+ ne se  r o i s e n t
pas en %o . " ,p ;
e l i f mj eq 1 then
ShemaBase:=D i f f e r en  e ( ShemaBase , C lu s t e r (p ) ) ;
Append(~NonBase , p ) ;
e l i f mj eq 3 then
ShemaBase:= D i f f I t e r ( ShemaBase , p , 2 ) ;
i f I sNonSingu lar (Da, p )
then Append(~BaseSpe , [ ∗ p , TangentVetor (Da, p ) ∗ ℄ ) ;
e l s e Append(~BaseSpe , [ ∗ p , TangentVetor (Db, p ) ∗ ℄ ) ;
end i f ;
e l s e ShemaBase:= D i f f I t e r ( ShemaBase , p , mj−1);
Append(~Base , [ ∗ p ,mj ∗ ℄ ) ;
end i f ;
end f o r ;
p r in t "D_b^−, premiere s e r i e de  a l  u l s e f f e  u t e e . " ;
d e l e t e U;
// I l f au t  a l  u l e r l e degre minimal du systeme l i n e a i r e .
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n :=0;
d:=−1;
whi l e d eq −1 do
n+:=1;
L:=LinearSystem ( Proj , n ) ;
L:=LinearSystem (L , ShemaBase ) ;
f o r a in BaseSpe do
L:=LinearSystemTangent ( Proj , L , a [ 1 ℄ , a [ 2 ℄ ) ;
end f o r ;
i f IsEmpty (NonBase) then z :=0;
e l s e z:=&+[Mu l t i p l i  i t y (L , p ) : p in NonBase ℄ ;
end i f ;
i f IsEmpty ( Base ) then z :=z ;
e l s e z :=z+ &+[Mu l t i p l i  i t y (L , a [1 ℄)− a [ 2 ℄+1 : a in Base ℄ ;
end i f ;
t :=0;
f o r a in BaseSpe do
i f Mu l t i p l i  i t y (L , a [ 1 ℄ ) gt 2 then t+:=1;
end i f ;
end f o r ;
i f t eq 0 and z eq 0 then
d:=Dimension (L ) ;
e l s e d:=−1;
end i f ;
end whi l e ;
p r i n t f "Le degre minimal d ' i n t e r p o l a t i o n pour D_b^− e s t %o . " ,n ;
// Ensuite  ' e s t omme d ' habitude . . .
F.2 Caluls de matries de parité de odes LDPC
// Cette f on  t i on permet de r e p e r t o r i e r separement
// toute s l e s d r o i t e s r a t i o n n e l l e s de P3 qui sont ontenues
// dans une ubique donnee et toute s  e l l e s qui l ' i n t e r s e  t e n t
// en exatement t r o i s po in t s d i s t i n  t s . E l l e ompte egalement
// l e nombre de d r o i t e s de l a seonde  a t e g o r i e qui e s t i s s u e
// de haque po int .
f un t i on PikIn (F , Form)
Sur f :=Sheme(P3 , Form ) ;
A f fSur f :=Af f inePath ( Surf , 1 ) ;
Po ints :=Rat iona lPo ints ( Af fSur f ,F ) ;
A1<t>:=Af f ineSpae (F , 1 ) ;
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LP:=[{Parent ( A f fSur f ) | } : i in {1..# Points } ℄ ;
LD3:={Parent ( A f fSur f ) | } ;
LDin:={Parent ( A f fSur f ) | } ;
Po intsBis := IndexedSetToSet ( Po ints ) ;
f o r p in Points do
L1:=Coordinates (p ) ;
Exlude (~PointsBis , p ) ;
f o r q in PointsBis do
L2:=Coordinates ( q ) ;
// On on s t ru i t notre d r o i t e .
h:=map<A1 −> A3 | [ t ∗L1 [ k℄+(1− t )∗L2 [ k ℄ :
k in {1 . . 3} ℄ > ;
D:=Image (h ) ;
Se :=Af fSur f meet D;
PtSe :=Rat iona lPo ints ( Se ,F ) ;
i f D eq Se then In lude (~LDin ,D) ;
e l i f #PtSe eq 3 then In lude (~LD3,D) ;
In lude (~LP[ Index ( Points , p ) ℄ ,D) ;
In lude (~LP[ Index ( Points , q ) ℄ ,D) ;
end i f ;
end f o r ;
end f o r ;
LPard:=[#LP[ i ℄ : i in {1..#LP} ℄ ;
re turn [∗ LPard , LP ,LD3, LDin ∗ ℄ ;
end fun t i on ;
Nous allons ensuite présenter la fontion qui permet de aluler une matrie de parité
reuse. Cette dernière fait appel à une fontion dont nous ne donnerons pas le ode soure
et qui à une droite ane assoie un veteur direteur.
// Cette f on  t i on  a l  u l e une matr ie de pa r i t e  r euse .
fun t i on GenMatDiff (Form)
// On prend notre l i s t e de d r o i t e s i n t e r e s s a n t e s .
L:=PikIn (F , Form ) [ 3 ℄ ;
Sur f :=Sheme(P3 , Form ) ;
A f fSur f :=Af f inePath ( Surf , 1 ) ;
Po ints :=Rat iona lPo ints ( Af fSur f ,F ) ;
k:=#L ;
n:=#Points ;
// I l f au t qu ' on sahe par que l s po in t s passe haque d ro i t e :
InideneCtB := [ ℄ ;
f o r i :=1 to k do
S : = [ ℄ ;
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f o r j :=1 to n do
i f Po ints [ j ℄ in Sheme(A3 , Equations (L [ i ℄ ) )
then Append(~S , j ) ;
end i f ;
end f o r ;
Append(~ InideneCtB , S ) ;
end f o r ;
UU:=[ Equations (L [ i ℄ ) : i in {1..#L } ℄ ;
U: = [ ℄ ;
// On  a l  u l e un veteur d i r e  t eu r pour haque d ro i t e .
f o r j :=1 to #UU do
Append(~U, DirVe (UU[ j ℄ ) ) ;
end f o r ;
d e l e t e UU;
// On  a l  u l e que lques d e r i v e e s p a r t i e l l e s . . .
AffForm:=UnHom(Form ) ;
fx :=Der iva t ive (AffForm ,1 , x ) ;
fy :=Der iva t ive (AffForm ,1 , y ) ;
f z :=Der iva t ive (AffForm ,1 , z ) ;
// Et on va on s t ru i r e notre matr i e .
MM:= [ ℄ ;
f o r j :=1 to k do
ZZ:=[F | 0 : o in { 1 . . n } ℄ ;
a:= InideneCtB [ j ℄ ;
f o r i :=1 to 3 do
p:=Coordinates ( Po ints [ a ℄ [ i ℄ ) ;
d :=1/(Evaluate ( fx , p )∗U[ j ℄ [ 1 ℄+ Evaluate ( fy , p)∗U[ j ℄ [ 2 ℄
+ Evaluate ( fz , p )∗U[ j ℄ [ 3 ℄ ) ;
ZZ [ a [ i ℄ ℄ := d ;
end f o r ;
Append(~MM,ZZ ) ;
end f o r ;
Matmat:=Matrix (F, k , n ,MM) ;
return Matmat ;
end fun t i on ;
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