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Abstract
We develop a notion of entropy, using hyperbolic time, for laminations
by hyperbolic Riemann surfaces. When the lamination is compact and
transversally smooth, we show that the entropy is finite and the Poincare´
metric on leaves is transversally Ho¨lder continuous. A notion of metric
entropy is also introduced for harmonic measures.
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Notation. Throughout the paper, D denotes the unit disc in C, rD denotes
the disc of center 0 and of radius r, and DR ⊂ D is the disc of center 0 and of
radius R with respect to the Poincare´ metric on D, i.e. DR = rD with R :=
log[(1 + r)/(1− r)]. Poincare´’s metric on a Riemann surface, in particular on D
and on the leaves of a lamination, is given by a positive (1, 1)-form that we denote
by ωP . The associated distance is denoted by distP . A leaf through a point x of a
lamination is often denoted by Lx and φx : D→ Lx denotes a universal covering
map of Lx such that φx(0) = x.
1 Introduction
The main goal of this paper is to introduce a notion of entropy for possibly sin-
gular hyperbolic laminations by Riemann surfaces. We also study the transverse
regularity of the Poincare´ metric and the finiteness of the entropy. In order to
simplify the presentation, we will mostly focus our study, in this first part, on
compact laminations which are transversally smooth.
The question of hyperbolicity of leaves for generic foliations in Pk has been
adressed by many authors. We just mention here the case of a polynomial vector
field in Ck. It induces a foliation by Riemann surfaces in the complex projective
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space Pk. We can consider that this foliation is the image of the foliation in Ck+1
given by a holomorphic vector field
F (z) :=
k∑
j=0
Fj(z)
∂
∂zj
with Fj homogeneous polynomials of degree d ≥ 2.
The singular set corresponds to the union of the indeterminacy points of
f = [F0 : · · · : Fk] and the fixed points of f in P
k. The nature of the leaves
as abstract Riemann surfaces has received much attention. Glutsyuk [15] and
Lins Neto [23] have shown that on a generic foliation F of degree d the leaves
are covered by the unit disc in C. We then say that the foliation is hyperbolic.
More precisely, Lins Neto has shown that this is the case when all singular points
have non-degenerate linear part. In [7] Candel-Gomez-Mont have shown that if
all the singularities are hyperbolic, the Poincare´ metric on leaves is transversally
continuous. We will consider this situation in the second part of this work.
Let (X,L ) be a (transversally) smooth compact lamination by hyperbolic
Riemann surfaces. We show in Section 2 that the Poincare´ metric on leaves is
transversally Ho¨lder continuous. The exponent of Ho¨lder continuity can be es-
timated in geometric terms. The continuity was proved by Candel in [4]. The
main tool of the proof is to use Beltrami’s equation in order to compare univer-
sal covering maps of any leaf Ly near a given leaf Lx. More precisely, we first
construct a non-holomorphic parametrization ψ from DR to Ly which is close to
a universal covering map φx : D → Lx. Precise geometric estimates on ψ allow
us to modify it using Beltrami’s equation. We then obtain a holomorphic map
that we can explicitly compare with a universal covering map φy : D→ Ly.
Our second concern is to define the entropy of hyperbolic lamination possibly
with singularities. A notion of geometric entropy for regular Riemannian foli-
ations was introduced by Ghys-Langevin-Walczak [16], see also Candel-Conlon
[5, 6] and Walczak [25]. It is related to the entropy of the holonomy pseudogroup,
which depends on the chosen generators. The basic idea here is to quantify how
much leaves get far apart transversally. The transverse regularity of the metric
on leaves and the lack of singularities play a role in the finiteness of the entropy.
Ghys-Langevin-Walczak show in particular that when their geometric entropy
vanishes, the foliation admits a transverse measure. The survey by Hurder [19]
gives an account on many important results in foliation theory and contains a
large bibliography.
Our notion of entropy contains a large number of classical situations. An
interesting fact is that this entropy is related to an increasing family of distances
as in Bowen’s point of view [1]. This allows us for example to introduce other
dynamical notions like metric entropy, local entropies or Lyapounov exponents.
We first introduce in Section 3 a general notion of entropy on a metric space
(X, d). To a given family of distances (distt)t≥0, we associate an entropy which
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measures the growth rate (when t tends to infinity) of the number of balls of
small radius ǫ, in the metric distt, needed in order to cover the space X .
For hyperbolic Riemann surface laminations we define
distt(x, y) := inf
θ∈R
sup
ξ∈Dt
distX(φx(e
iθξ), φy(ξ)).
Recall that φx and φy are universal covering maps for the leaves through x and
y respectively with φx(0) = x and φy(0) = y. These maps are unique up to a
rotation on D. The metric distt measures how far two leaves get apart before
the hyperbolic time t. It takes into account the time parametrization like in the
classical case where one measures the distance of two orbits before time n, by
measuring the distance at each time i < n. So, we are not just concerned with
geometric proximity.
We will show that our entropy is finite for compact hyperbolic laminations
which are transversally smooth. The notion of entropy can be extended to Rie-
mannian foliations and a priori it is bigger than or equal to the geometric entropy
introduced by Ghys, Langevin and Walczak.
As for the tranverse regularity of the Poincare´ metric, the main tool is to
estimate the distance between leaves using the Beltrami equation in order to
go from geometric estimates to the analytic ones needed in our definition. The
advantage here is that the hyperbolic time we choose is canonical. So, the value
of the entropy is unchanged under homeomorphisms between laminations which
are holomorphic along leaves.
The proof that the entropy is finite for singular foliations is quite delicate
and requires a careful analysis of the dynamics around the singularities. We will
consider this problem in a forthcoming paper. We will discuss in Section 4 a
notion of metric entropy for harmonic probability measures and give there some
open questions.
2 Poincare´ metric on laminations
In this section, we give some basic properties of laminations by Riemann surfaces.
We will show that the Poincare´ metric on leaves of a smooth compact hyperbolic
lamination is transversally Ho¨lder continuous.
Let X be a locally compact space. A lamination or Riemannian lamination
L on X is the data of an atlas with charts
Φi : Ui → Bi × Ti.
Here, Ti is a locally compact metric space, Bi is a domain in R
n, Φi is a homeo-
morphism defined on an open subset Ui of X and all the changes of coordinates
Φi ◦ Φ
−1
j are of the form
(x, t) 7→ (x′, t′), x′ = Ψ(x, t), t′ = Λ(t),
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where Ψ,Λ are continuous maps and Ψ is smooth with respect to x.
The open set Ui is called a flow box and the manifold Φ
−1
i {t = c} in Ui with
c ∈ Ti is a plaque. The property of the above coordinate changes insures that the
plaques in different flow boxes are compatible in the intersection of the boxes.
Two plaques are adjacent if they have non-empty intersection. In what follows,
we systematically reduce slightly flow boxes in order to avoid bad geometry near
their boundaries. For simplicity we consider only Bi which are homeomorphic to
a ball.
A leaf L is a minimal connected subset of X such that if L intersects a plaque,
it contains the plaque. So, a leaf L is a connected real manifold of dimension n
immersed in X which is a union of plaques. It is not difficult to see that L is also
a lamination. A chain of plaques is a sequence P0, . . . , Pm of plaques such that
Pi is adjacent to Pi+1 for i = 0, . . . , m − 1. These plaques belong necessarily to
the same leaf.
A transversal in a flow box is a closed set of the box which intersects every
plaque in one point. In particular, Φ−1i ({x} × Ti) is a transversal in Ui for any
x ∈ Bi. In order to simplify the notation, we often identify Ti with Φ
−1
i ({x}×Ti)
for some x ∈ Bi or even identify Ui with Bi × Ti via the map Φi.
We are mostly interested in the case where the Ti are closed subsets of smooth
real manifolds and the functions Ψ,Λ are smooth in all variables. In this case,
we say that the lamination is smooth or transversally smooth. If moreover, X
is compact, we can embed it in an RN in order to use the distance induced by
a Riemannian metric on RN . When X is a Riemannian manifold and the leafs
of L are manifolds immersed in X , we say that (X,L ) is a foliation and we
often assume that the foliation is transversally smooth, i.e. the maps Φi above
are smooth.
In the definition of lamination, if all the Bi are domains in C and Ψ is holo-
morphic with respect to x, we say that (X,L ) is a Riemann surface lamination.
Recall that a Riemann surface lamination with singularities is the data (X,L , E),
where X is a locally compact space, E a closed subset of X and (X \ E,L ) is
a Riemann surface lamination. The set E is the singularity set of the lamination
and we assume that X \ E = X , see e.g. [9, 12] for more details.
Consider now a smooth Riemann surface lamination (X,L ). When we don’t
assume that X is compact, our discussion can be applied to singular laminations
by considering their regular parts. Assume that the leaves ofX are all hyperbolic.
Let φx : D→ Lx be a universal covering map of the leaf through x with φx(0) = x.
Then, the Poincare´ metric on D induces a metric on Lx which depends only on
the leaf. The Poincare´ metric on Lx is given by a positive (1, 1)-form that we
always denote by ωP . The associated distance is denoted by distP .
Let ω be a Hermitian metric on the leaves which is transversally smooth. We
can construct such a metric on flow boxes and glue them using a partition of
unity. We have
ω = ηωP where η(x) := ‖Dφx(0)‖.
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Here, for the norm of the differential Dφx we use the Poincare´ metric on D and
the Hermitian metric ω on Lx.
The extremal property of the Poincare´ metric implies that
η(x) = sup
{
‖Dφ(0)‖, φ : D→ L holomorphic such that φ(0) = x
}
.
We see with a map sending D to a plaque that the function η is locally bounded
from below by a strictly positive constant. When X is compact, the classical
Brody lemma implies that η is also bounded from above.
Fix now a distance distX on X such that on flow boxes U = B× T as above,
it is locally equivalent to the distance induced by a Riemannian metric. Here is
the main theorem of this section.
Theorem 2.1. Let (X,L ) be a smooth compact lamination by hyperbolic Rie-
mann surfaces. Then the Poincare´ metric on the leaves is Ho¨lder continuous,
that is, the function η defined above is Ho¨lder continuous on X.
The proof is given in the rest of this section. The result is also valid for
laminations which are transversally of class C 2+α with α > 0. In order to simplify
the notation, we embed X in an RN and use the distance distX induced by the
Euclidean metric on RN . Multiplying ω by a constant, we can assume that
ω ≤ ωP on leaves, i.e. η ≤ 1. We also have ωP ≤ Aω, i.e. η ≥ 1/A, for some fixed
constant A ≥ 1. Fix also a fine enough atlas of X . We will only consider finite
atlases which are finer than this one. For simplicity, all the plaques we consider
are small and simply connected. We also use a coordinate change on RN and
choose A large enough such that distX ≤ distP ≤ AdistX on plaques.
Let φ and φ′ be two maps from a space Σ to X . If K is a subset of Σ, define
distK(φ, φ
′) := sup
a∈K
distX(φ(a), φ
′(a)).
Consider constants R ≫ 1 and 0 < δ ≪ 1 such that e2Rδ is small enough. We
say that two points x and y in X are conformally (R, δ)-close if the following
property is satisfied and if it also holds when we exchange x and y.
Let φx : D→ Lx and φy : D→ Ly be universal covering maps with φx(0) = x
and φy(0) = y. There is a smooth map ψ : DR → Ly without critical point
such that ψ(0) = y, dist
DR
(φx, ψ) ≤ δ and ψ is δ-conformal in the following
sense. Since DR is simply connected, there is a unique smooth map τ : DR → D
such that ψ = φy ◦ τ and τ(0) = 0. We assume that ‖Dτ‖∞ ≤ 2A and the
Beltrami coefficient µτ of τ satisfies ‖µτ‖C 1 ≤ δ. Here, we consider the norm of
the differential Dτ with respect to the Poincare´ metric on D and the norm of µτ
with respect to the Euclidean metric. Recall also that µτ is defined by
∂τ
∂ξ
= µτ
∂τ
∂ξ
·
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Note that the above notion is independent of the choice of φx and φy since
these maps are defined uniquely up to a rotation on D. We have the following
important estimate.
Proposition 2.2. Let x and y be conformally (R, δ)-close as above. There is a
real number θ such that if φ′y(ξ) := φy(e
iθξ), then
|η(x)− η(y)| ≤ A′eRδ and distDR/3(φx, φ
′
y) ≤ A
′e−R/3,
where A′ > 0 is a constant independent of R, δ, x and y.
In what follows, . denotes an inequality up to a multiplicative constant in-
dependent of R, δ, x and y. We will need the following lemma.
Lemma 2.3. Let τ˜ : DR → D be a holomorphic map such that τ˜(0) = 0. Write
Dτ˜(0) = λeiθ with λ > 0 and θ ∈ R. Assume that 1− λ < e−R. Then, we have
distP (τ˜ (ξ), e
iθξ) . e−R/3 for ξ ∈ DR/3.
Proof. We can assume that θ = 0. Since R is large, we can compose τ˜ with a
slight dilation in order to assume that τ˜ is defined on D. The computation is
essentially the same. So, we have 0 < 1− λ < e−R, by Schwarz’s lemma.
Consider the holomorphic function u : D→ D defined by
u(ξ) := ξ−1τ˜(ξ) and u(0) := λ.
We have 1− |ξ| & e−R/3 for ξ ∈ DR/3. Therefore,
distP (τ˜(ξ), ξ) = tanh
−1 |ξ||1− u(ξ)|∣∣1− u(ξ)|ξ|2∣∣ . eR/3|1− u(ξ)|.
It is enough to show that |1− u| . e−2R/3 on DR/3.
Since u is holomorphic, it contracts the Poincare´ metric on D. So, it sends
DR/3 to the disc of radius R/3 centered at u(0) = λ. We obtain the desired
inequality using that distP (0, λ) ≥ R + o(R) because 0 < 1− λ < e
−R.
Proof of Proposition 2.2. We first construct a homeomorphism σ : DR → DR,
close to the identity, such that τ˜ := τ ◦ σ−1 is holomorphic. For this purpose, it
is enough to construct σ satisfying the following Beltrami equation
∂σ
∂ξ
= µτ
∂σ
∂ξ
·
Indeed, it is enough to compute the derivatives of τ = τ˜ ◦ σ and to use the above
equation together with the property that ‖µτ‖∞ < 1 in order to obtain that
∂τ˜ = 0.
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It is well-known from the Ahlfors-Bers theory, see e.g. [11, p.181], that there
is a solution such that
‖σ − id‖C 1 . ‖µτ‖C 1 . δ,
where we use the Euclidean metric on DR. We deduce that
‖σ−1 − id‖C 1 . δ . e
−2R.
Moreover, we can also compose σ with an automorphism of DR in order to get
that σ(0) = 0. Now, it is not difficult to see that
distP (σ
−1(ξ), ξ) = tanh−1
|σ−1(ξ)− ξ|∣∣1− σ−1(ξ)ξ∣∣ . eRδ for ξ ∈ DR.
Define φ˜y := φy ◦ τ˜ . This is a holomorphic map. Recall that ψ = φy ◦ τ and
‖Dτ‖∞ ≤ 2A. Therefore, since φy is isometric for the Poincare´ metric, we obtain
from the previous estimates that
distDR(φ˜y, ψ) . e
Rδ
which implies that
distDR(φx, φ˜y) . e
Rδ.
For a constant R0 > 0 small enough, φx and φ˜y send DR0 to the same flow
box where Cauchy’s formula implies that
‖Dφx(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ.
The extremal property of the Poincare´ metric yields
η(x)− η(y) = ‖Dφx(0)‖ − ‖Dφy(0)‖ ≤ ‖Dφx(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ
and by symmetry we get
|η(x)− η(y)| . eRδ
which is the first estimate in the proposition.
We deduce from the above inequalities that
‖Dφy(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ.
Write Dτ˜(0) = λeiθ with λ ≥ 0 and θ ∈ R. Since ωP ≤ Aω and φy is isometric
for the Poincare´ metric, we obtain that 1 − λ . eRδ ≪ e−R. By Lemma 2.3, we
have
distP (τ˜ (ξ), e
iθξ) . e−R/3 for ξ ∈ DR/3.
Define φ′y(ξ) := φy(e
iθξ). Since φy is isometric for the Poincare´ metric, we obtain
that
distDR/3(φ
′
y, φ˜y) . e
−R/3.
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The above estimate on the distance between φx and φ˜y implies the result. 
We continue the proof of Theorem 2.1. Fix a finite atlas U l fine enough,
another finer atlas U n and a third one U s which is finer than U n. Flow boxes
and plaques ofU s, U n andU l are said to be small, normal and large respectively.
Moreover, we can construct these atlases so that the following property is true
for a fixed constant 0 < d≪ A−2 and for the distance distX on plaques:
(A1) Any disc of diameter d in a plaque is contained in a small plaque; small
(resp. normal) plaques are of diameter less than 2d (resp. 104dA); the
intersection of any large plaque with any flow box is contained in a plaque
of this box.
Moreover, we can construct these atlases so that the following properties are
satisfied. To each small flow box Us, we can associate a normal flow box Un and
a large flow box Ul such that Us ⋐ Un ⋐ Ul and for all plaques P s, P n, P l in Us,
Un and Ul respectively, the following holds:
(A2) If P n and P l are adjacent, then P n ⊂ P l and distX(∂P
l, P n) ≥ 106dA2;
(A3) If P s and P n are adjacent, then P s ⊂ P n and distX(∂P
n, P s) ≥ 102dA;
(A4) The projection Φ from P n to P l is well-defined, smooth and its image is
compact in P l; the projection of P s in P l is compact in the projection of
P n.
Here, we use distX in order to define the projection. Fix a constant κ > 1 large
enough such that
(A5) If x is a point in P n, then
‖Φ− id‖C 2 ≤ e
κdistX(x,Φ(x)).
Note that in what follows, to each small flow box Us we fix a choice of the
associated boxes Un and Ul and we will only consider projections from plaques
to plaques as described above. Moreover, a small, normal or large plaque is
associated to a unique small, normal or large flow box. We have the following
properties for some fixed constant ǫ0 > 0 small enough
(A6) Two points at distance less than ǫ0 belong to the same small flow box and
distX(∂U
n,Us) > ǫ0 for U
s,Un as above.
Consider now two points x, y such that distX(x, y) ≤ e
−10κd−1AR for R > 0
large enough. We will show that |η(x) − η(y)| . e−R. This implies that η is
Ho¨lder continuous with Ho¨lder exponent (10κd−1A)−1.
Since x and y are close, by (A6), they belong to a small flow box Us. Consider
the projection x′ of x to the normal plaque containing y. We have distX(x, x
′) ≤
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e−10κd
−1AR and distX(x
′, y) ≤ 2e−10κd
−1AR. Since η is smooth along the leaves,
it is not difficult to see that |η(x′) − η(y)| ≤ e−R. So, by Proposition 2.2, it is
enough to check that x and x′ are conformally (R, δ)-close with δ := e−2R. We
replace x′ by y in order to simplify the notation.
We have to construct the map ψ satisfying the definition of conformally (R, δ)-
close points as above. The map will be obtained by composing φx with local
projections from the leaf Lx to the leaf Ly. The main problem is to show that the
map is well defined. Let P s1 be a small plaque containing x and U
s
1 the associated
small flow box. It is clear that y belong to the associated normal flow box Un1 .
Denote by Qn1 the plaque of U
n
1 containing y. The projection Φ1 from P1 to Q
n
1
is well-defined as described above.
Consider a chain P = {P s1 , . . . , P
s
m} of m small plaques with m ≤ 3d
−1AR.
Denote by Usi the small flow box associated to P
s
i and U
n
i ,U
l
i the normal and
large flow boxes associated to Usi . We have the following lemma.
Lemma 2.4. There is a unique chain Q = {Qn1 , . . . , Q
n
m} such that Q
n
i is a
plaque of Uni . Moreover, the projection Φi from P
s
i to Q
n
i satisfies Φi = Φi+j on
P si ∩P
s
i+j for 0 ≤ j ≤ 10A. We also have distX(P
s
i , Q
n
i ) ≤ e
−4κR for i = 1, . . . , m.
Proof. Note that since distX(x, y) ≤ e
−10κd−1AR and m ≤ 3d−1AR, the last as-
sertion is a consequence of the previous ones and the property (A5) applied to
points in the intersections P si ∩ P
s
i+1.
We prove the other assertions by induction on m. Assume these properties
for m− 1, i.e. we already have the existence and the uniqueness of Qni for i < m.
We have to construct Qnm and to prove its uniqueness.
Let Qlm−1 be the large plaque associated to Q
n
m−1. If Q
n
m exists, since it
intersects Qnm−1, by (A1) and (A2), it is contained in Q
l
m−1 and then it is the
intersection of Qlm−1 with U
n
m. The uniqueness of Q
n
m follows.
Fix a point z in P sm−1 ∩ P
s
m. Since Φm−1(z) is close to z, by (A6), Φm−1(z)
belongs to Unm. Define Q
n
m as the plaque of U
n
m containing this point. So, Q
n
m
intersects Qnm−1 and Q
n
0 , . . . , Q
n
m is a chain. By (A4), Φm−1(z) is also the pro-
jection of z to Qlm−1. Since Q
n
m is contained in Q
l
m−1, necessarily, the projection
Φm(z) of z to Q
n
m coincides with Φm−1(z).
Arguing in the same way, we obtain that P si+j is contained in P
n
i , Q
n
i+j is
contained inQli when j ≤ 10A and then we obtain that Φi = Φi+j on P
s
i ∩P
s
i+j.
End of the proof of Theorem 2.1. We have to show that x and y are
conformally (R, δ)-close for a map ψ that we are going to construct. We call also
small plaque any open set in D which is sent bijectively by φx to a small plaque
in Lx. Let γ be a radius of DR. We divide γ into equal intervals γi of Poincare´
length ≃ d/2. By (A1), since distX ≤ distP ≤ AdistX on plaques, we can find
a small plaque Pi containing γi such that dist(γi, ∂Pi) ≥ d/(4A). So, we have
a chain of m ≃ 2d−1R plaques which covers γ. Define P si := φx(Pi), Q
n
i as in
Lemma 2.4 and ψ := Φi ◦ φx. We will check later that ψ is well-defined on DR.
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It follows from the last assertion in Lemma 2.4 that distDR(φx, ψ) ≤ e
−4κR ≤ δ.
We also deduce from (A5) that ψ has no critical point and that its Beltrami
coefficient satisfies ‖µ‖C 1 . e
−4κR for the Poincare´ metric on D and then ‖µ‖C 1 ≤
e−2κR ≤ δ for the Euclidean metric on DR. We use here that φx and φy are
isometries for the Poincare´ metric.
The property ‖Dτ‖∞ ≤ 2A is also clear since we have ‖DΦi‖∞ ≤ 2, locally
τ = φ−1y ◦ψ = φ
−1
y ◦Φi ◦φx and distX ≤ distP ≤ AdistX on plaques. This implies
that x, y are conformally (R, δ)-close. It remains to check that ψ is well-defined.
If Pi ∩ Pi+j 6= ∅, then by (A1), we have diamP (Pi ∪ Pi+j) ≤ 4dA because
distP ≤ AdistX . Hence, j ≤ 10A. By Lemma 2.4, ψ is well-defined on Pi ∪ Pi+j.
So, ψ is well-defined on the union W of Pi which contains the radius γ. We will
show later that ψ extends to the union W ′ of all small plaques which intersect
γ. Of course, we only use projections from plaques to plaques in order to define
the extension of ψ. So, the extension is unique. Let γ′ be another radius of DR
such that the angle between γ and γ′ is less than d/(102A). Then, γ′ is contained
in W ′. Observe that if we repeat the same construction of ψ for γ′, the plaques
P ′i used to cover γ
′ intersect γ because dist(∂P ′i , γ
′
i) ≥ d/(4A). Therefore, the
obtained values of ψ on γ′ coincide with the above extension to W ′. A simple
compactness argument implies the existence of a well-defined map ψ on DR.
We check now that ψ can be extended from W to W ′. Consider a plaque P
which intersects γi and a plaque P˜ which intersects γi+j. Assume that P ∩P˜ 6= ∅.
It suffices to check that ψ can be extended to W ∪ P ∪ P˜ . As above, we obtain
that j ≤ 10A. This allows us by the previous arguments to see that P s := φx(P ),
P˜ s := φx(P˜ ) and P
s
i , . . . P
s
i+j belong to the normal plaque P
n
i . The projection
from P ni to Q
l
i gives us the unique extension of ψ. The proof of Theorem 2.1 is
now complete. 
3 Hyperbolic entropy for foliations
In this section, we introduce a general notion of entropy, which permits to describe
some natural situations in dynamics and in foliation theory. We will show that
the entropy of any compact smooth lamination by hyperbolic Riemann surfaces
is finite.
Let X be a metric space endowed with a distance distX . Consider a family
D = {distt} of distances on X indexed by t ∈ R
+. We can also replace R+ by N
and in practice we often have that dist0 = distX and that distt is increasing with
respect to t ≥ 0. In several interesting situations the metrics distt are continuous
with respect to distX .
Let Y be a non-empty subset of X . Denote by N(Y, t, ǫ) the minimal number
of balls of radius ǫ with respect to the distance distt needed to cover Y. Define
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the entropy of Y with respect to D by
hD(Y ) := sup
ǫ>0
lim sup
t→∞
1
t
logN(Y, t, ǫ).
When Y = X we will denote by hD this entropy. When X is not compact, we
can also consider the supremum of the entropies on compact subsets of X . Note
that if Y and Y ′ are two subsets of X , then h(Y ∪ Y ′) = max(h(Y ), h(Y ′)).
Observe that when distt is increasing, N(Y, t, ǫ) is increasing with respect to
t ≥ 0. Moreover,
lim sup
t→∞
1
t
logN(Y, t, ǫ)
is increasing when ǫ decreases. So, in the above definition, we can replace supǫ>0
by limǫ→0+ . If D = {distt} and D
′ = {dist′t} are two families of distances on X
such that dist′t ≥ Adistt for all t with a fixed constant A > 0, then hD ′ ≥ hD .
Two points x and y are said to be (t, ǫ)-close if distt(x, y) ≤ ǫ. A subset
F ⊂ X is said to be (t, ǫ)-separated if for all distinct points x, y in F we have
distt(x, y) > ǫ. Let M(Y, t, ǫ) denote the maximal number of points in a (t, ǫ)-
separated family F ⊂ Y . The proof of the following proposition is immediate.
Proposition 3.1. We have
N(Y, t, ǫ) ≤M(Y, t, ǫ) ≤ N(Y, t, ǫ/2).
In particular,
hD(Y ) = sup
ǫ>0
lim sup
t→∞
1
t
logM(Y, t, ǫ).
The following proposition gives a simple criterion for the finiteness of en-
tropy. We will see that this criterion applies for smooth laminations by Riemann
surfaces.
Proposition 3.2. Assume that there are positive constants A and m such that
for every ǫ > 0 small enough X admits a covering by less than Aǫ−m balls of
radius ǫ for the distance distX . Assume also that
distt ≤ e
ct+ddistX + ϕ(t)
for some constants c, d ≥ 0 and a function ϕ with ϕ(t) → 0 as t → ∞. Then,
the entropy hD is at most equal to mc.
Proof. Fix a constant ǫ small enough and consider only t large enough so that
ϕ(t) ≤ ǫ/2. If x and y are ǫ-separated for distt, then they are 2e
−ct−dǫ-separated
for distX . It follows from the hypothesis that
M(X, t, ǫ) ≤ N(X, t, ǫ/2) ≤ A4memct+mdǫ−m.
We easily deduce that hD ≤ mc.
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Consider now a general dynamical situation. We call time space a data
(Σ, distΣ, 0Σ, G), where (Σ, distΣ) is a metric space, 0Σ is a point of Σ that we
call time zero and G a group of isometries of Σ with 0Σ as a common fixed point.
The elements of G are called time reparametrizations.
In practice, the metric distΣ is complete, G is either {id} or the group of all
the isometries fixing 0Σ and preserving the orientation of Σ. The space Σ can be
(G1) one of the sets N, Z, R+, R, C, Rp, Cp endowed with the usual distance;
(G2) or a group with a finite system of generators stable under inversion;
(G3) or the unit disc D in C with the Poincare´ metric.
For laminations by Riemann surfaces, we will essentially consider the last case
where G the group of rotations around 0 ∈ D.
Let (X, distX) be a metric space as above. Define for a subset K ⊂ Σ and
two maps φ, φ′ from Σ to X
distGK(φ, φ
′) := inf
σ,σ′∈G
sup
s∈K
distX
(
φ ◦ σ(s), φ′ ◦ σ′(s)
)
.
When G = {id}, we have
distGK(φ, φ
′) = distGK(φ, φ
′) := sup
s∈K
distX
(
φ(s), φ′(s)
)
.
For t > 0 let
Σt :=
{
s ∈ Σ, distΣ(0Σ, s) < t
}
.
This set is invariant under the action of G. We define
distt(φ, φ
′) := distGΣt(φ, φ
′) = inf
σ∈G
sup
s∈Σt
distX
(
φ ◦ σ(s), φ′(s)
)
.
Consider now a family M of maps from Σ to X satisfying the following
properties:
(M1) for every x ∈ X there is a map φ ∈ M such that φ(0Σ) = x;
(M2) if φ, φ′ are two maps in M such that φ(0Σ) = φ
′(0Σ), then φ = φ
′ ◦ τ for
some τ ∈ G.
So, X is laminated by images of φ ∈ M : up to time reparametrizations, for
every x ∈ X there is a unique map φ ∈ M which sends the time zero 0Σ to x.
We get then a natural family {distt}t≥0 on X.
Define for x and y in X
distt(x, y) := distt(φx, φy),
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where φx, φy are in M such that φx(0Σ) = x and φy(0Σ) = y. The definition is
independent of the choice of φx and φy. It is clear that dist0 = distX and that
the family D := {distt}t≥0 is increasing when t increases. For Y ⊂ X , denote by
h(Y ) the associated entropy, where we drop the index D for simplicity.
Observe that the entropy depends on the metrics on Σ and on X . Neverthe-
less, the entropy does not change if we modify distX on a compact set keeping
the same topology or if we replace distX by another distance dist
′
X such that
A−1distX ≤ dist
′
X ≤ AdistX for some constant A > 0.
We review some classical situations where we assume that G = {id}.
Example 3.3. Consider a continuous map f : X → X and fn := f ◦ · · · ◦ f
(n times) the iterate of order n of f . For x ∈ X define a map φx : N → X
by φx(n) := f
n(x). For Σ = N and M the family of these maps φx, we obtain
the topological entropy of f . More precisely, two points x and y in X are (n, ǫ)-
separated if
distn(x, y) := max
0≤i≤n−1
distX(f
i(x), f i(y)) > ǫ.
If f is K-Lipschitz continuous then distn ≤ K
ndistX .
A subset F of X is (n, ǫ)-separated if its points are mutually (n, ǫ)-separated
and the topological entropy of f is given by the formula
h(f) := sup
ǫ>0
lim sup
n→∞
1
n
log sup
{
#F, F ⊂ X (n, ǫ)-separated
}
.
This notion was introduced by Adler, Konheim and Mc Andrew. The above for-
mulation when f is uniformly continuous was introduced by Bowen [1], see also
Walters [26] or Katok-Hasselblatt [21]. When f is only continuous, Bowen con-
siders the entropy of compact sets and then takes the supremum over compacta.
When f is a meromorphic map on a compact Ka¨hler manifold M with in-
determinacy set I, we can define X := M \
⋃
n(f
−1)n(I). Then f is in general
not uniformly continuous on X. However, it is shown in [10] that the entropy of
f |X as defined above is finite. Indeed, it is dominated by the logarithm of the
maximum of dynamical degrees, see also Gromov [17] and Yomdin [24] when f
is holomorphic or smooth.
We can define the entropy of a map in a more general context. Suppose that
f is only defined in U ⊂ X. We define distn(x, y) only when f
j(x) and f j(y) are
well-defined for j < n. Let U∞ := ∩f
−n(U). All the distn(·, ·) are well-defined
on U∞ × U∞ and we can consider the entropy of f on U∞. This situation occurs
naturally in holomorphic dynamics. See, e.g. the case of horizontal-like maps [8].
Example 3.4. Consider a flow (Φt)t∈R on a compact Riemannian manifold X .
Define for x ∈ X a map φx : R
+ → X by φx(t) := Φt(x). If Σ = R
+ and M is
the family {φx}, then the distance distt with t ≥ 0 is given by
distt(x, y) := sup
0≤s<t
dist(Φs(x),Φs(y)).
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We obtain the classical entropy of the flow (Φt)t∈R which is also equal to the
topological entropy h(Φ1) of Φ1, see e.g. Katok-Hasselblatt [21, Chapter 3, p.112].
This notion can be extended without difficulty to complex flows.
Example 3.5. (see Candel-Conlon [5, 6] and Walczak [25]) Let Γ be a group
with a finite system of generators A. We assume that if g ∈ A then g−1 ∈ A.
The distance distΓ between g and g
′ in Γ is the minimal number n such that we
can write g−1g′ as a composition of n elements in A. The neutral element 1Γ is
considered as the origin. Consider an action of Γ on the left of a metric space X ,
that is, a representation of Γ in the group of bijections from X to X . Define for
x ∈ X the map φx : Γ→ X by φx(g) := gx. For Σ := Γ and M the family {φx},
we obtain the entropy of the action of Γ on X . More precisely, let Γn be the ball
of center 1Γ and radius n in Γ with respect to the metric introduced above. Then
distn(x, y) := sup
g∈Γn
distX(gx, gy).
The entropy depends on the metric on Γ, i.e. on the choice of the system of
generators A. We will denote it by hA. If A
′ is another system of generators,
there is a constant c ≥ 1 independent of the action of Γ on X such that
c−1hDA′ ≤ hDA ≤ chDA′ .
The function describing the growth of Γ is
lovA(Γ) := lim sup
n→∞
log#Γn
n
·
It also depends on the choice of generators. If the map x 7→ gx is uniformly
Lipschitz for each generator g, we can compare lovA(Γ) and hA. We get if X has
a finite box measure then hA ≤ clovA(Γ) for some positive constant c.
When Γ is a hyperbolic group in the sense of Gromov [18], its Cayley graph
can be compactified and the action of Γ extends to the boundary X of the Cayley
graph. This allows us to define a natural notion of entropy for Γ which depends
on the choice of generators.
The notion of entropy can be extended to any semi-group endowed with an
invariant distance and then covers Examples 3.3 and 3.4.
We now consider the case of laminations, where the group G of time re-
parametrization is not trivial.
Example 3.6. Let (X,L ) be a compact Riemannian laminations without singu-
larities in a Riemannian manifoldM . Assume that the lamination is transversally
smooth. Ghys, Langevin and Walczak [16] introduced and studied a notion of
geometric entropy hGLW. It can be summarized as follows. Define that x and y
are (R, ǫ)-separated if δR(x, y) > ǫ where δR is defined below.
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Denote by expx : R
n → Lx the exponential map for Lx such that expx(0) = x.
Here, we identify the tangent space of Lx at x with R
n. So, expx is defined
uniquely up to an element of the group SO(n). Define
δ′R(x, y) := inf
h
sup
t∈BR
distX(expa(t), h(t)) and δR(x, y) := δ
′
R(x, y) + δ
′
R(y, x).
Here, BR denotes the ball of radius R in R
n and h : BR → Ly is a continuous
map with h(0) = y. We have
hGLW := sup
ǫ>0
lim sup
R→∞
1
R
log
{
#F, F ⊂ X (R, ǫ)-separate as above
}
.
In our approach, choose Σ = Rn, G = SO(n) and M the family of all the
exponential maps considered above. This allows us to define an entropy h(L ).
It is not difficult to see that
hGLW(L ) ≤ h(L ).
In the rest of this section, we consider a Riemann surface lamination (X,L ).
We assume that all its leaves are hyperbolic. Choose (Σ, 0Σ) = (D, 0) endowed
with the Poincare´ metric. The group G is the family of all rotations around 0.
Define M as the family of all the universal covering map φ : D → L associated
to a leaf L. We obtain from the abstract formalism an entropy that we denoted
by h(L ). We call it hyperbolic entropy of the lamination.
Example 3.7. Consider the case where X is the Poincare´ disc or a compact
hyperbolic Riemann surface endowed with the Poincare´ metric. Fix a constant
ǫ > 0 small enough. Lemma 3.8 below shows that the property that x, y are
(R, ǫ)-separated is almost equivalent to the property that distX(x, y) ≃ e
−R. It
follows that the entropy of a compact subset of X is equal to its box dimension.
When X is a compact smooth lamination, we can choose a metric on X
which is equivalent to the Poincare´ metric on leaves. We see that moving along
the leaves contributes 2 to the entropy of the lamination. This property is new in
comparison with the theory of iteration of maps but it is not verified for general
non-compact laminations.
Lemma 3.8. Let 0 < ǫ < 1 be a fixed constant. Then, there exist a constant
A ≥ 1 satisfying the following properties for all points a and b in D.
(i) If distP (a, b) ≤ A
−1e−R, then there are two automorphisms τa, τb of D such
that τa(0) = a, τb(0) = b and distP (τa(ξ), τb(ξ)) ≤ ǫ for every ξ ∈ DR.
(ii) If Ae−R ≤ distP (a, b) ≤ 1, then for all automorphisms τa, τb of D such that
τa(0) = a and τb(0) = b, we have distP (τa(ξ), τb(ξ)) > ǫ for some ξ ∈ DR.
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Proof. (i) Since we use here invariant metrics, it is enough to consider the case
where b = 0 and 0 ≤ a < 1. We can also assume that |a| ≤ A−1e−R, where A ≥ 1
is a fixed large constant depending on ǫ. Consider the automorphisms τb := id
and τa := τ with
τ(z) :=
z + a
1 + az
·
We compare them on DR = rD, where e
R = (1 + r)/(1− r).
If r is not close to 1, the Poincare´ metric is comparable with the Euclidean
metric on DR and on τ(DR) and it is not difficult to see that τ is close to id on
DR. So, we can assume that r is close to 1.
We have |a| ≪ 1− r and for |z| = |x+ iy| ≤ r
distP (z, τ(z)) = tanh
−1 |τ(z)− z)|
|1− zτ(z)|
≃ tanh−1
a|1− z2|√
(1− |z|2)2 + 4a2y2
·
Since |ay| ≤ |a| . 1− |z| and 1− |z|2 ≃ 1− |z|, the last expression is of order
tanh−1
a|1− z2|
1− |z|
≪ 1 when |z| ≤ r.
This give the first assertion of the lemma.
(ii) As above, we can assume that b = 0. We can replace τa by τa ◦ τ
−1
b in
order to assume that τb = id. Fix a constant A > 0 large enough depending on
ǫ and assume that Ae−R ≤ distP (0, a) ≤ 1. So, R is necessarily large and r is
close to 1. We first consider the case where τa = τ . For z = i(1 − r), the above
computation gives
distP (τ(z), z) ≃ tanh
−1(1).
This implies that distP (τ(z), z) > 4ǫ if A is large enough.
Consider now the general case where τa differs from τ by a rotation. There is
a constant −π ≤ θ ≤ π such that τa(z) = τ(e
iθz). Without loss of generality, we
can assume that 0 ≤ θ ≤ π. It is enough to show that
distP (τa(w), w) = distP (τ(z), w) > ǫ
for z = i(1− r) and w = e−iθz.
Observe that since τ is conformal and fixes ±1, it preserves the circle arc
through −1, 1 and a point in iR. Moreover, we easily check that the real part of
τ(z) is positive. So, the geodesic joining z1 := τ(z) and its projection z2 to iR
intersects ∂DR at a point z3. If distP (z1, z2) > ǫ, since w is on the left side of iR,
we have necessarily distP (z1, w) > ǫ. Otherwise, we have distP (z1, z3) ≤ ǫ and
since distP (z, z1) > 4ǫ, we deduce that distP (z, z3) > 3ǫ. Now, since w, z, z3 are
in ∂DR, we see that w is further than z from z3. It follows that distP (w, z3) > 3ǫ
and hence distP (w, z1) > ǫ. This completes the proof of the lemma.
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Example 3.9. Let S be a hyperbolic compact Riemann surface. Let Γ denote
the group of deck transformations of S, i.e. Γ :≃ π1(S). Assume also that Γ acts
on a compact metric space N as a group of homeomorphisms, that is, we have
a representation of Γ into Homeo(N). For example, we can take N = ∂D or P1.
Consider now the suspension which gives us a lamination by Riemann surfaces.
More precisely, let S˜ ≃ D be the universal covering of S. The group Γ acts on
S˜ ×N as homeomorphisms
(s˜, x) 7→
(
γs˜, γx
)
with γ ∈ Γ.
This action is proper and discontinuous. The quotientX := Γ\(S˜×N) is compact
and has a natural structure of a lamination by Riemann surfaces. Its leaves are
the images of S˜ × {x} under the canonical projection π : S˜ ×N → X.
Observe that the entropy of this lamination depends only on the representa-
tion of Γ in Homeo(N). So, we call it the entropy of the representation.
The entropy of the group Γ with respect to a system of generators is equiv-
alent to the entropy of the lamination. In particular, we can have laminations
with positive entropy and with a transverse measure. More precisely, let f be a
homeomorphism with positive entropy on a compact manifold N . It induces an
action of Z on N . We then obtain an action of Γ using a group morphism Γ→ Z.
Indeed, if g is the genus of S, the group π1(S) is generated by 4g elements denoted
by ai, bi, a
−1
i , b
−1
i , 1 ≤ i ≤ g, with the relation a1b1a
−1
1 b
−1
1 . . . agbga
−1
g b
−1
g = 1. So,
we can send a1 to the homeomorphism f and the others ai, bi to the identity.
Notice that in this case all positive ∂∂-closed currents directed by the lamination
is closed, see e.g. [13].
Theorem 3.10. Let (X,L ) be a smooth compact lamination by hyperbolic Rie-
mann surfaces. Then, the entropy h(L ) is finite.
Proof. We will use the notations as in the proof of Theorem 2.1. Consider R
large enough such that e−R/3 ≪ ǫ. We have seen in the proof of the above
theorem that if distX(x, y) ≤ e
−10κd−1AR then x and x′ are (R/3, ǫ/2)-close. We
also obtain from Lemma 3.8(i) that x′ and y are (R/3, ǫ/2)-close. Hence, x and
y are (R/3, ǫ)-closed. So, the maximal number of mutually (R/3, ǫ)-separated
points is smaller than a constant times e10κd
−1ANR if the lamination is embedded
in RN . So, the entropy h(L ) is at most equal to 30κd−1AN .
Note that we can also apply here Proposition 3.2 with ϕ = 0. Indeed, the
above arguments show that distR/3 ≤ e
10κd−1ARdistX .
Assume now that X is a Riemannian manifold of dimension k and L is
transversally smooth. We can introduce various functionals in order to describe
the dynamics. For example we can introduce dimensional entropies for a foliation
as is done in Buzzi [3] for maps. For an interger 1 ≤ l ≤ k, consider the family
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Dl of manifolds of dimension l in X \ E which are smooth up to the boundary.
Define
hl(L ) := sup
{
h(D) : D ∈ Dl
}
,
where h(D) is the entropy restricted to the set D as in the abstract setting.
Clearly, this sequence of entropies in increasing with l.
We can also define
χ˜l(x) := sup
ǫ>0
sup
D
lim sup
R→∞
−
1
R
log voll(D ∩BR(x, ǫ)).
Here, the supremum is taken over D ∈ Dl with x ∈ D. The Bowen ball BR(x, ǫ)
is associated to the lamination and is defined as in the abstract setting. The
volume voll denotes the Hausdorff measure of dimension l. The function χ˜l is
the analog of the sum of l largest Lyapounov exponents for dynamics of maps on
manifolds. We can consider this function relatively to a harmonic measure and
show that it is constant when the measure is extremal. The definitions of hl and
χ˜l can be extended to the case of Riemannian foliations.
Remark 3.11. Assume that the lamination admits non-hyperbolic leaves and
their union Y is a closed subset. We can consider entropy outside Y but this
quantity can be infinite. We can in this case modify the distance outside Y , e.g.
to consider
dist′X(x, y) = min
{
distX(x, y), inf
x′,y′∈Y
distX(x, x
′) + distX(y, y
′)
}
.
This means that we travel in Y with zero cost. The notion is natural because the
Poincare´ pseudo-distance vanishes on non-hyperbolic Riemann surfaces.
For foliations on Pk, we can also consider their pull-back using generically fi-
nite holomorphic maps from a projective manifold to Pk in order to get hyperbolic
foliations.
4 Entropy of harmonic measures
We are going to discuss a notion of entropy for harmonic measures associated to
laminations. We first consider the abstract setting at in the beginning of Section
3 for a family of distances {distt}t≥0 on a metric space (X, distX). Let m be a
probability measure on X . Fix positive constants ǫ, δ and t. Let Nm(t, ǫ, δ) be
the minimal number of balls of radius ǫ relative to the metric distt whose union
has at least m-measure 1−δ. The entropy ofm is defined by the following formula
hD(m) := lim
δ→0
lim
ǫ→0
lim sup
t→∞
1
t
logNm(t, ǫ, δ).
We have the following general property.
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Proposition 4.1. Let (X, distX) and D be as above. Then for any probability
measure m on X, we have
hD(m) ≤ hD(supp(m)).
Proof. Define Y := supp(m). Choose a maximal family of (t, ǫ)-separated points
xi in Y . The family of Bt(xi, ǫ) covers Y . So, for every δ > 0
Nm(t, ǫ, δ) ≤M(Y, t, ǫ).
It follows from Proposition 3.1 that hD(m) ≤ hD(Y ).
As in Brin-Katok’s theorem [2], we can introduce the local entropies of m at
x ∈ X by
h+
D
(m, x, ǫ) := lim sup
t→∞
−
1
t
logm(Bt(x, ǫ)), h
+
D
(m, x) := sup
ǫ>0
h+
D
(m, x, ǫ),
and
h−
D
(m, x, ǫ) := lim inf
t→∞
−
1
t
logm(Bt(x, ǫ)), h
−
D
(m, x) := sup
ǫ>0
h−
D
(m, x, ǫ),
where Bt(x, ǫ) denotes the ball centered at x of radius ǫ with respect to the
distance distt.
Note that in the case of ergodic invariant measure associated with a continuous
map on a metric compact space, the above notions of entropies coincide with the
classical entropy of m, see Brin-Katok [2].
Let (X,L ) be a Riemann surface lamination such that its leaves are hyper-
bolic. Since we do not assume that X is compact, the discussion below can be
applied to the regular part of a singular lamination.
The Poincare´ metric ωP provides a Laplacian ∆P along the leaves. Recall that
a probability measure m is harmonic if it is orthogonal to continuous functions φ
which can be written φ = ∆Pψ where ψ is a continuous function, smooth along
the leaves and having compact support in X . In a flow box U = B × T with B
open set in C, we can write
m =
∫
msdµ(s),
where µ is a positive measure on T, ms = hsωP is a measure on B × {s} and hs
is a positive harmonic function on this plaque. We refer to [9, 12, 14] for more
details and the relation with the notion of ∂∂-closed current.
Recall that in Section 3 we have associated to (X,L ) a family of distances
{distt}t≥0. Therefore, we can associated tom a metric entropy and local entropies
defined as above in the abstract setting. Recall that a harmonic probability
measure m is extremal if all harmonic probability measures m1, m2 satisfying
m1 +m2 = 2m are equal to m. We have the following result.
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Theorem 4.2. Let (X,L ) be a compact smooth lamination by hyperbolic Rie-
mann surfaces. Let m be a harmonic probability measure. Then, the local en-
tropies h± of m are constant on leaves. In particular, if m is extremal, then h±
are constant m-almost everywhere.
In fact, the result holds for compact laminations which are not smooth, pro-
vided that A−1distX ≤ distP ≤ AdistX with the same constant A > 0 for all
plaques. We have seen that these inequalities hold when the lamination is smooth.
Fix a covering of X by a finite number of flow boxes U = B×T, where B is the
disc of center 0 and of radius 2 in C and T is a ball of center s0 and of radius 2 in
a complete metric space. For simplicity, in what follows, we identify the distance
distX on U with the one induced by the distance on T and the Euclidean distance
on B. Denote by Tr the ball of center s0 and of radius r in T. Fix also a constant
δ > 0 such that if φ is a covering map of a leaf, then the image by φ of any subset
of Poincare´ diameter 2δ is contained in a flow box.
The following lemma gives us a description of the intersection of Bowen balls
with plaques.
Lemma 4.3. Let ǫ > 0 be a fixed constant small enough. Then, there is a
constant A > 0 satisfying the following properties. Let y and y′ be two points in
D × {s} with s ∈ T1 and R > 0 be a constant. If distX(y, y
′) ≤ A−1e−R then y
and y′ are (R, ǫ)-close. If distX(y, y
′) ≥ Ae−R then y and y′ are (R, ǫ)-separated.
Proof. Fix a constant A > 0 large enough depending on ǫ. We prove the first
assertion. Assume that distX(y, y
′) ≤ A−1e−R. Let L denote the leaf containing
B× {s}. Let φ′ be a covering map of L such that φ′(0) = y′. So, there is a point
a ∈ D such that φ′(a) = y and distP (0, a) ≪ e
−R. By Lemma 3.8, there is an
automorphism τ of D, close to the identity on DR, such that τ(0) = a. Define
φ := φ′ ◦ τ . This is also a covering map of L. It is clear that distDR(φ, φ
′) ≤ ǫ.
Therefore, y and y′ are (R, ǫ)-close.
For the second assertion, assume that distX(y, y
′) ≥ Ae−R but y and y′ are
(R, ǫ)-close. By definition of Bowen ball, we can find two covering maps φ, φ′ :
D → L such that φ(0) = y, φ′(0) = y′ and distDR(φ, φ
′) ≤ ǫ. In particular,
we have distX(y, y
′) ≤ ǫ. We can find a point a ∈ D such that φ′(a) = y and
distP (0, a) = distP (y, y
′). Since ǫ is small and A is large, we have
e−R ≪ distX(y, y
′) . distP (0, a) ≤ δ.
There is also an automorphism τ of D such that τ(0) = a and φ = φ′ ◦ τ .
The last assertion in Lemma 3.8 implies by continuity that we can find a point
z ∈ DR satisfying ǫ≪ distP (z, τ(z)) < δ. Finally, the property of δ implies that
distX(φ(z), φ
′(z)) > ǫ. This is a contradiction.
We now introduce a notion of transversal entropy which can be extended to
a general lamination. In what follows, if V is a subset of U, we denote by V˜ its
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projection on T. The measure m can be written in a unique way on U by
m =
∫
msdµ(s),
where ms = hsωP is as above with the extra condition hs(0) = 1.
By Harnack’s principle, the family of positive harmonic functions hs is locally
uniformly bounded from above and from below by strictly positive constants.
This implies that the following notions of transversal entropy do not depend on
the choice of flow box. Define
h˜+(x) := sup
ǫ>0
lim sup
R→∞
−
1
R
logµ(B˜R(x, ǫ))
and
h˜−(x) := sup
ǫ>0
lim inf
R→∞
−
1
R
logµ(B˜R(x, ǫ)).
Note that we can also use B˜R(x, ǫ) in order to define a notion of topological
entropy on T.
Lemma 4.4. We have h± = h˜± + 2.
Proof. We can assume that x belongs to D×T1. By Lemma 4.3, the intersection
of BR(x, ǫ) with a plaque is of diameter at most equal to 2Ae
−R. Since hs is
bounded from above uniformly on s, we deduce that
m(BR(x, ǫ)) . e
−2Rµ(B˜R(x, ǫ)).
It follows that h± ≥ h˜± + 2.
We apply the second assertion in Lemma 4.3 to ǫ/2 instead of ǫ. We deduce
that if a plaque D× {s} intersects BR(x, ǫ/2) then its intersection with BR(x, ǫ)
contains a disc of radius A−1e−R. It follows that
m(BR(x, ǫ)) & e
−2Rµ(B˜R(x, ǫ/2)).
This implies that h± ≤ h˜± + 2 and completes the proof of the lemma.
End of the proof of Theorem 4.2. Let x and y be in the same leaf L. We
want to prove that h±(x) = h±(y). It is enough to consider the case where x
and y are close enough and to show that h±(x) ≤ h±(y). So, using the same
notation as above, we can assume that x and y belong to D × {s0}. We show
that h˜±(x) ≤ h˜±(y). Fix a constant ǫ > 0 small enough and a constant γ > 0
large enough. It suffices to show for large R that
B˜R(y, ǫ) ⊂ B˜R−γ(x, ǫ).
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Let y′ be a point in the intersection of BR(y, ǫ) with a plaque B × {s
′
0}. We
have to show that BR−γ(x, ǫ) intersects also B × {s
′
0}. Let L and L
′ denote the
leaves containing B × {s0} and B × {s
′
0} respectively. Consider universal maps
φ : D → L and φ′ : D → L′ such that φ(0) = y, φ′(0) = y′ and distDR(φ, φ
′) ≤ ǫ.
Let a ∈ D such that φ(a) = x. Since x is close to y, we can find a close to 0.
Let τ be an automorphism of D such that τ(0) = a. Since a is close to 0 and R
is large, the image of DR−γ by τ , i.e. the disc of center a and of radius R − γ,
is contained in DR. We deduce that distDR−γ (φ ◦ τ, φ
′ ◦ τ) ≤ ǫ. In particular,
φ′(τ(a)) is a point in BR−γ(x, ǫ). This implies the result. 
Let (X,L ) be as in Theorem 4.2. Let m be an extremal harmonic probability
measure. For simplicity, we will denote by h±(m) the constants associated with
the local entropy functions h±. We have the following result.
Proposition 4.5. With the above notation, we have
h−(m) ≤ h(m) ≤ h+(m) ≤ h(L ).
In particular, h(L ) is always larger or equal to 2.
Proof. We will use the notations h±(x, ǫ), Bt(x, ǫ), Nm(t, ǫ, δ) and N(X, t, ǫ) as
in the abstract setting. First, we will prove that h(m) ≤ h+(m).
Fix constants α > 0 and 0 < δ < 1/4. Given a constant ǫ > 0 small enough,
we can find a subset X ′ ⊂ X with m(X ′) ≥ 1 − δ such that for t large enough
and for x ∈ X ′, we have
1
t
log
1
m(Bt(x, ǫ))
≤ h+(x, ǫ) +
α
2
≤ h+(m) + α.
So, for such ǫ, x and t, we have
m(Bt(x, ǫ)) ≥ e
−t(h+(m)+α).
Consider a maximal family of disjoint balls Bt(xi, ǫ) with center xi ∈ X
′. The
union of Bt(xi, 2ǫ) covers X
′ which is of measure at least 1 − δ. Therefore, we
have
1 ≥ m
(⋃
Bt(xi, ǫ)
)
≥ Nm(t, 2ǫ, δ)e
−t(h+(m)+α).
It follows that Nm(t, 2ǫ, δ) ≤ e
t(h+(m)+α) for t large enough. Since this inequality
holds for every α > 0, we deduce that h(m) ≤ h+(m).
We now prove that h−(m) ≤ h(m). As above, given ǫ > 0, we can find a
subset X ′′ with m(X ′′) ≥ 3/4 such that for t large enough and for x ∈ X ′′, we
have
m(Bt(x, 6ǫ)) ≤ e
−t(h−(m)−α).
Consider an arbitrary family of balls Bt(xi, ǫ) which covers a set of measure at
least 3/4. By removing the balls which do not intersect X ′′, we still have a family
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which covers a set of measure at least 1/2. So, each ball Bt(xi, ǫ) is contained in
a ball Bt(x
′
i, 2ǫ) centered at a point x
′
i ∈ X
′′. Vitali’s covering lemma implies the
existence of a finite sub-family of disjoint balls Bt(yj, 2ǫ) such that
⋃
Bt(yj, 6ǫ)
covers
⋃
Bt(x
′
i, 2ǫ). Hence,
1/2 ≤ m
(⋃
Bt(yj, 6ǫ)
)
≤ Nm(t, ǫ, 1/2)e
−t(h−(m)−α).
It follows that 2Nm(t, ǫ, 1/2) ≥ e
t(h−(m)−α) and therefore h(m) ≥ h−(m).
It remains to show that h+(m) ≤ h(L ). Suppose in order to get a contradic-
tion that h(L ) ≤ h+(m)− 3δ for some δ > 0. For any ǫ > 0, there exists t0 large
enough such that for all t ≥ t0
1
t
logN(X, t, ǫ) ≤ h(L ) +
δ
2
·
In particular, we have
N(X, t, ǫ) ≤
1
4t2
e(h(L )+δ)t.
Fix now an ǫ > 0 small enough and then t0 large enough. Since h
+(m)− δ ≥
h(L ) + 2δ, we have m(Λ) > 1/2 where
Λ :=
{
x ∈ X : sup
t≥t0
−
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + 2δ
}
.
Define
Λt :=
{
x ∈ X : −
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + δ
}
and
Λ′t :=
{
x ∈ X : −
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + 2δ
}
Since t is large, we have Λ′t ⊂ Λt+α for 0 ≤ α ≤ 1. Consider integer numbers
n larger than t0. We have
Λ =
⋃
t≥t0
Λ′t ⊂
⋃
n≥t0
Λn.
So, we can find n ≥ t0 such that m(Λn) > 1/(4n
2). Hence, by definition of Λt,
we get
N(Λn, n, 2ǫ) >
1
4n2
e(h(L )+δ)n.
Therefore,
N(X, n, ǫ) >
1
4n2
e(h(L )+δ)n.
This is a contradiction.
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Here are some fundamental problems concerning metric entropies for Riemann
surface laminations. Assume here that (X,L ) is a compact smooth lamination
by hyperbolic Riemann surfaces but the problems can be stated in a more general
setting.
Problem 4.6. Consider extremal harmonic probability measures m. Is the fol-
lowing variational principle always true
h(L ) = sup
m
h(m) ?
Even when this principle does not hold, it is interesting to consider the in-
variant
h(L )− sup
m
h(m)
and to clarify the role of the hyperbolic time in this phenomenon.
Problem 4.7. If m is above, is the identity h+(m) = h−(m) always true ?
We believe that the answer is affirmative and gives an analog of the Brin-
Katok theorem.
Notice that there is a notion of entropy for harmonic measures introduced by
Kaimanovich [20]. Consider a metric ω of bounded geometry on the leaves of
the lamination. Then, we can consider the heat kernel p(t, ·, ·) associated to the
Laplacian determined by this metric. If m is a harmonic probability measure on
X, Kaimanovich defines the entropy of m as
hK(m) :=
∫
dm(x)
(
lim
t→∞
−
1
t
∫
p(t, x, y) log p(t, x, y)ω(y)
)
.
He shows that the limit exists and is constant m-almost everywhere when m is
extremal.
This notion of entropy has been extensively studied for universal covering of
a compact Riemannian manifold, see e.g. Ledrappier [22]. It does not seem that
it was studied for compact foliations with singularities. It would be of interest
to find relations with our notions of entropy defined above. In Kaimanovich’s
entropy, the transverse spreading is present through the variation of the heat
kernel from leaf to leaf. It would be also interesting to make this dependence
more explicit.
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Entropy for hyperbolic Riemann surface
laminations I
Tien-Cuong Dinh, Viet-Anh Nguyeˆn and Nessim Sibony
November 8, 2018
Abstract
We develop a notion of entropy, using hyperbolic time, for lamina-
tions by hyperbolic Riemann surfaces. When the lamination is compact
and transversally smooth, we show that the entropy is finite and at least
equal to 2. Moreover, the Poincare´ metric on leaves is transversally Ho¨lder
continuous. A notion of metric entropy is also introduced for harmonic
measures.
Classification AMS 2010: 37F75, 37A.
Keywords: foliation, lamination, Poincare´ metric, entropy, harmonic measure.
Notation. Throughout the paper, D denotes the unit disc in C, rD denotes
the disc of center 0 and of radius r, and DR ⊂ D is the disc of center 0 and
of radius R with respect to the Poincare´ metric on D, i.e. DR = rD with R :=
log[(1+r)/(1−r)]. Poincare´ metric on a Riemann surface, in particular on D and
on the leaves of a lamination, is given by a positive (1, 1)-form that we denote by
ωP . The associated distance and diameter are denoted by distP and diamP . A
leaf through a point x of a lamination is often denoted by Lx and φx : D → Lx
denotes a universal covering map of Lx such that φx(0) = x.
1 Introduction
The main goal of this paper is to introduce a notion of entropy for possibly sin-
gular hyperbolic laminations by Riemann surfaces. We also study the transverse
regularity of the Poincare´ metric and the finiteness of the entropy. In order to
simplify the presentation, we will mostly focus, in this first part, on compact
laminations which are transversally smooth. We will study the case of singular
foliations in the second part of this paper.
The question of hyperbolicity of leaves for generic foliations in Pk has been
adressed by many authors. We just mention here the case of a polynomial vector
1
field in Ck. It induces a foliation by Riemann surfaces in the complex projective
space Pk. We can consider that this foliation is the image of the foliation in Ck+1
given by a holomorphic vector field
F (z) :=
k∑
j=0
Fj(z)
∂
∂zj
with Fj homogeneous polynomials of degree d ≥ 2 without common factor.
The singular set corresponds to the union of the indeterminacy points of
f = [F0 : · · · : Fk] and the fixed points of f in P
k. The nature of the leaves
as abstract Riemann surfaces has received much attention. Glutsyuk [15] and
Lins Neto [23] have shown that on a generic foliation F of degree d the leaves
are covered by the unit disc in C. We then say that the foliation is hyperbolic.
More precisely, Lins Neto has shown that this is the case when all singular points
have non-degenerate linear part. In [7] Candel-Gomez-Mont have shown that if
all the singularities are hyperbolic, the Poincare´ metric on leaves is transversally
continuous. We will consider this situation in the second part of this work.
Let (X,L ) be a (transversally) smooth compact lamination by hyperbolic
Riemann surfaces. We show in Section 2 that the Poincare´ metric on leaves is
transversally Ho¨lder continuous. The exponent of Ho¨lder continuity can be es-
timated in geometric terms. The continuity was proved by Candel in [4]. The
main tool of the proof is to use Beltrami’s equation in order to compare univer-
sal covering maps of any leaf Ly near a given leaf Lx. More precisely, we first
construct a non-holomorphic parametrization ψ from DR to Ly which is close to
a universal covering map φx : D → Lx. Precise geometric estimates on ψ allow
us to modify it, using Beltrami’s equation. We then obtain a holomorphic map
that we can explicitly compare with a universal covering map φy : D→ Ly.
Our second concern is to define the entropy of hyperbolic lamination possibly
with singularities. A notion of geometric entropy for regular Riemannian foli-
ations was introduced by Ghys-Langevin-Walczak [16], see also Candel-Conlon
[5, 6] and Walczak [25]. It is related to the entropy of the holonomy pseudogroup,
which depends on the chosen generators. The basic idea is to quantify how much
leaves get far apart transversally. The transverse regularity of the metric on
leaves and the lack of singularities play a role in the finiteness of the entropy.
Ghys-Langevin-Walczak show in particular that when their geometric entropy
vanishes, the foliation admits a transverse measure. The survey by Hurder [19]
gives an account on many important results in foliation theory and contains a
large bibliography.
Our notion of entropy contains a large number of classical situations. An
interesting fact is that this entropy is related to an increasing family of distances
as in Bowen’s point of view [1]. This allows us for example to introduce other
dynamical notions like metric entropy, local entropies or Lyapounov exponents.
2
We first introduce in Section 3 a general notion of entropy on a metric space
(X, d). To a given family of distances (distt)t≥0, we associate an entropy which
measures the growth rate (when t tends to infinity) of the number of balls of
small radius ǫ, in the metric distt, needed in order to cover the space X .
For hyperbolic Riemann surface laminations we define
distt(x, y) := inf
θ∈R
sup
ξ∈Dt
distX(φx(e
iθξ), φy(ξ)).
Recall that φx and φy are universal covering maps for the leaves through x and
y respectively with φx(0) = x and φy(0) = y. These maps are unique up to a
rotation on D. The metric distt measures how far two leaves get apart before
the hyperbolic time t. It takes into account the time parametrization like in the
classical case where one measures the distance of two orbits before time n, by
measuring the distance at each time i < n. So, we are not just concerned with
geometric proximity.
We will show that our entropy is finite for compact hyperbolic laminations
which are transversally smooth. The notion of entropy can be extended to Rie-
mannian foliations and a priori it is bigger than or equal to the geometric entropy
introduced by Ghys, Langevin and Walczak.
As for the tranverse regularity of the Poincare´ metric, the main tool is to
estimate the distance between leaves using the Beltrami equation in order to
go from geometric estimates to the analytic ones needed in our definition. The
advantage here is that the hyperbolic time we choose is canonical. So, the value
of the entropy is unchanged under homeomorphisms between laminations which
are holomorphic along leaves.
The proof that the entropy is finite for singular foliations is quite delicate
and requires a careful analysis of the dynamics around the singularities. We will
consider this problem in the second part of the paper. We will discuss in Section
4 a notion of metric entropy for harmonic probability measures and give there
some open questions.
2 Poincare´ metric on laminations
In this section, we give some basic properties of laminations by hyperbolic Rie-
mann surfaces. We will show that the Poincare´ metric on leaves of a smooth
compact hyperbolic lamination is transversally Ho¨lder continuous.
Let X be a locally compact space. A lamination or Riemannian lamination
L on X is the data of an atlas with charts
Φi : Ui → Bi × Ti.
Here, Ti is a locally compact metric space, Bi is a domain in R
n, Φi is a homeo-
morphism defined on an open subset Ui of X and all the changes of coordinates
3
Φi ◦ Φ
−1
j are of the form
(x, t) 7→ (x′, t′), x′ = Ψ(x, t), t′ = Λ(t),
where Ψ,Λ are continuous maps and Ψ is smooth with respect to x.
The open set Ui is called a flow box and the manifold Φ
−1
i {t = c} in Ui with
c ∈ Ti is a plaque. The property of the above coordinate changes insures that the
plaques in different flow boxes are compatible in the intersection of the boxes.
Two plaques are adjacent if they have non-empty intersection. In what follows,
we always reduce slightly flow boxes in order to avoid a bad geometry near their
boundaries. For simplicity we consider only Bi which are homeomorphic to a
ball.
A leaf L is a minimal connected subset of X such that if L intersects a plaque,
it contains that plaque. So, a leaf L is a connected real manifold of dimension n
immersed in X which is a union of plaques. It is not difficult to see that L is also
a lamination. A chain of plaques is a sequence P0, . . . , Pm of plaques such that
Pi is adjacent to Pi+1 for i = 0, . . . , m − 1. These plaques belong necessarily to
the same leaf.
A transversal in a flow box is a closed set of the box which intersects every
plaque in one point. In particular, Φ−1i ({x} × Ti) is a transversal in Ui for any
x ∈ Bi. In order to simplify the notation, we often identify Ti with Φ
−1
i ({x}×Ti)
for some x ∈ Bi or even identify Ui with Bi × Ti via the map Φi.
We are mostly interested in the case where the Ti are closed subsets of smooth
real manifolds and the functions Ψ,Λ are smooth in all variables. In this case,
we say that the lamination is smooth or transversally smooth. If, moreover, X
is compact, we can embed it in an RN in order to use the distance induced by
a Riemannian metric on RN . When X is a Riemannian manifold and the leafs
of L are manifolds immersed in X , we say that (X,L ) is a foliation and we
often assume that the foliation is transversally smooth, i.e., the maps Φi above
are smooth.
In the definition of laminations, if all the Bi are domains in C and Ψ is holo-
morphic with respect to x, we say that (X,L ) is a Riemann surface lamination.
Recall that a Riemann surface lamination with singularities is the data (X,L , E),
where X is a locally compact space, E a closed subset of X and (X \ E,L ) is
a Riemann surface lamination. The set E is the singularity set of the lamination
and we assume that X \ E = X , see e.g. [9, 12] for more details.
Consider now a smooth Riemann surface lamination (X,L ). When we do
not assume that X is compact, our discussion can be applied to singular lami-
nations by considering their regular parts. Assume that the leaves of X are all
(Kobayashi) hyperbolic. Let φx : D → Lx be a universal covering map of the
leaf through x with φx(0) = x. Then, the Poincare´ metric on D induces a metric
on Lx which depends only on the leaf. The Poincare´ metric on Lx is given by
a positive (1, 1)-form that we always denote by ωP . The associated distance is
denoted by distP .
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Let ω be a Hermitian metric on the leaves which is transversally smooth. We
can construct such a metric on flow boxes and glue them using a partition of
unity. We have
ω = η2ωP where η(x) := ‖Dφx(0)‖.
Here, for the norm of the differential Dφx we use the Poincare´ metric on D and
the Hermitian metric ω on Lx.
The extremal property of the Poincare´ metric implies that
η(x) = sup
{
‖Dφ(0)‖, φ : D→ L holomorphic such that φ(0) = x
}
.
Using a map sending D to a plaque, we see that the function η is locally bounded
from below by a strictly positive constant. When X is compact and the leaves
are hyperbolic, the classical Brody lemma implies that η is also bounded from
above.
Fix now a distance distX on X such that on flow boxes U = B× T as above,
it is locally equivalent to the distance induced by a Riemannian metric. Here is
the main theorem of this section.
Theorem 2.1. Let (X,L ) be a smooth compact lamination by hyperbolic Rie-
mann surfaces. Then the Poincare´ metric on the leaves is Ho¨lder continuous,
that is, the function η defined above is Ho¨lder continuous on X.
The proof occupies the rest of this section. The result is also valid for lamina-
tions which are transversally of class C 2+α with α > 0. In order to simplify the
notation, we embed X in an RN and use the distance distX induced by the Eu-
clidean metric on RN . Multiplying ω by a constant, we can assume that ω ≤ ωP
on leaves, i.e. η ≤ 1. We also have ωP ≤ Aω, i.e. η ≥ 1/A, for some fixed
constant A ≥ 1. Fix also an atlas of X , fine enough. We will only consider finite
atlases which are finer than this one. For simplicity, all the plaques we consider
are small and simply connected. We also use a coordinate change on RN and
choose A large enough such that distX ≤ distP ≤ AdistX on plaques. The second
inequality does not hold when we deal with singular foliations.
Let φ and φ′ be two maps from a space Σ to X . If K is a subset of Σ, define
distK(φ, φ
′) := sup
a∈K
distX(φ(a), φ
′(a)).
Consider constants R ≫ 1 and 0 < δ ≪ 1 such that e2Rδ ≤ 1. We say that
two points x and y in X are conformally (R, δ)-close if the following property is
satisfied and if it also holds when we exchange x and y.
Let φx : D→ Lx and φy : D→ Ly be universal covering maps with φx(0) = x
and φy(0) = y. There is a smooth map ψ : DR → Ly without critical point
such that ψ(0) = y, dist
DR
(φx, ψ) ≤ δ and ψ is δ-conformal in the following
sense. Since DR is simply connected, there is a unique smooth map τ : DR → D
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such that ψ = φy ◦ τ and τ(0) = 0. We assume that ‖Dτ‖∞ ≤ 2A and the
Beltrami coefficient µτ of τ satisfies ‖µτ‖C 1 ≤ δ. Here, we consider the norm of
the differential Dτ with respect to the Poincare´ metric on D and the norm of µτ
with respect to the Euclidean metric. Recall also that µτ is defined by
∂τ
∂ξ
= µτ
∂τ
∂ξ
·
Note that the above notion is independent of the choice of φx and φy since
these maps are defined uniquely up to a rotation on D. We have the following
important estimate.
Proposition 2.2. Let x and y be conformally (R, δ)-close as above (in particular,
δ ≤ e−2R). There is a real number θ such that if φ′y(ξ) := φy(e
iθξ), then
|η(x)− η(y)| ≤ A′e−R and distDR/3(φx, φ
′
y) ≤ A
′e−R/3,
where A′ > 0 is a constant independent of R, δ, x and y.
In what follows, . denotes an inequality up to a multiplicative constant in-
dependent of R, δ, x and y. We will need the following quantitative version of
Schwarz’s lemma.
Lemma 2.3. Let τ˜ : DR → D be a holomorphic map such that τ˜(0) = 0. Write
Dτ˜(0) = λeiθ with λ > 0 and θ ∈ R. Assume that 1− λ . e−R. Then, we have
distP (τ˜ (ξ), e
iθξ) . e−R/3 for ξ ∈ DR/3.
Proof. We can assume that θ = 0. Since R is large, we can compose τ˜ with
a slight contraction in order to assume that τ˜ is defined from D to D. The
computation is essentially the same. So, we still have 1−λ . e−R and 1−λ > 0,
by Schwarz’s lemma.
Consider the holomorphic function u : D→ D defined by
u(ξ) := ξ−1τ˜(ξ) and u(0) := λ.
Observe that 1− |ξ| & e−R/3 for ξ ∈ DR/3 and
∣∣1−u(ξ)|ξ|2∣∣ & 1− |ξ|. Therefore,
distP (τ˜(ξ), ξ) = 2 tanh
−1 |ξ||1− u(ξ)|∣∣1− u(ξ)|ξ|2∣∣ . eR/3|1− u(ξ)|.
It is enough to show that |1− u| . e−2R/3 on DR/3.
Since u is holomorphic, it contracts the Poincare´ metric on D. So, it sends
DR/3 to the disc of radius R/3 centered at u(0) = λ. We obtain the desired
inequality using that distP (0, λ) ≥ R + o(R) because 0 < 1− λ . e
−R.
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Proof of Proposition 2.2. We first construct a homeomorphism σ : DR → DR,
close to the identity, such that τ˜ := τ ◦ σ−1 is holomorphic. For this purpose, it
is enough to construct σ satisfying the following Beltrami equation
∂σ
∂ξ
= µτ
∂σ
∂ξ
·
Indeed, it is enough to compute the derivatives of τ = τ˜ ◦ σ and to use the above
equation together with the property that ‖µτ‖∞ < 1 in order to obtain that
∂τ˜ = 0.
It is well-known from the Ahlfors-Bers theory, see e.g. [11, p.181], that there
is a solution such that
‖σ − id‖C 1 . ‖µτ‖C 1 . δ,
where we use the Euclidean metric on DR. We deduce that
‖σ−1 − id‖C 1 . δ . e
−2R.
Moreover, we can also compose σ with an automorphism of DR in order to get
that σ(0) = 0. Now, it is not difficult to see that
distP (σ
−1(ξ), ξ) = 2 tanh−1
|σ−1(ξ)− ξ|∣∣1− σ−1(ξ)ξ∣∣ . eRδ for ξ ∈ DR.
Define φ˜y := φy ◦ τ˜ . This is a holomorphic map. Recall that ψ = φy ◦ τ
and ‖Dτ‖∞ ≤ 2A. Therefore, since φy is isometric with respect to the Poincare´
metric, we obtain from the previous estimates that
distDR(φ˜y, ψ) . e
Rδ
which implies that
distDR(φx, φ˜y) . e
Rδ.
For a constant R0 > 0 small enough, φx and φ˜y send DR0 to the same flow
box where Cauchy’s formula implies that
‖Dφx(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ.
The extremal property of the Poincare´ metric yields
‖Dφ˜y(0)‖ ≤
1
r
‖Dφy(0)‖ = (1 +O(e
−R))‖Dφy(0)‖.
Recall that ‖Dφx(0)‖ = η(x) and ‖Dφy(0)‖ = η(y). We deduce that
‖Dφy(0)‖ ≥ ‖Dφ˜y(0)‖+O(e
−Rη(y)).
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Therefore,
η(x)− η(y) ≤ ‖Dφx(0)‖ − ‖Dφ˜y(0)‖+O(e
−Rη(y)) ≤ eRδ +O(e−Rη(y)).
By symmetry we get
|η(x)− η(y)| . eRδ + e−R(η(x) + η(y)).
This, combined with the hypothesis that e2Rδ ≤ 1 and 1
A
≤ η ≤ 1, implies the
first estimate in the proposition.
We deduce from the above inequalities that
‖Dφy(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ + e−R(η(x) + η(y)).
Write Dτ˜(0) = λeiθ with λ ≥ 0 and θ ∈ R. Since e2Rδ ≤ 1 and 1
A
≤ η ≤ 1, and
φy is isometric with respect to the Poincare´ metric, we obtain that 1− λ . e
−R.
By Lemma 2.3, we have
distP (τ˜ (ξ), e
iθξ) . e−R/3 for ξ ∈ DR/3.
Define φ′y(ξ) := φy(e
iθξ). Since φy is isometric with respect to the Poincare´
metric, we obtain that
distDR/3(φ
′
y, φ˜y) . e
−R/3.
This, combined with the above estimate on the distance between φx and φ˜y,
implies the result. 
We continue the proof of Theorem 2.1. Fix a finite atlas U l fine enough,
another finer atlas U n and a third one U s which is finer than U n. Flow boxes
and plaques ofU s, U n andU l are said to be small, normal and large respectively.
Moreover, we can construct these atlases so that the following property is true
for a fixed constant 0 < d≪ A−2 and for the distance distX on plaques:
(A1) Any disc of diameter d in a plaque is contained in a small plaque; small
(resp. normal) plaques are of diameter less than 2d (resp. 104dA); the
intersection of any large plaque with any flow box is contained in a plaque
of this box.
Moreover, we can construct these atlases so that the following properties are
satisfied. To each small flow box Us, we can associate a normal flow box Un and
a large flow box Ul such that Us ⋐ Un ⋐ Ul and for all plaques P s, P n, P l in Us,
U
n and Ul respectively, the following holds:
(A2) If P n and P l are adjacent, then P n ⊂ P l and distX(∂P
l, P n) ≥ 106dA2;
(A3) If P s and P n are adjacent, then P s ⊂ P n and distX(∂P
n, P s) ≥ 102dA;
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(A4) The projection Φ from P n to P l is well-defined, smooth and its image is
compact in P l; the projection of P s in P l is compact in the projection of
P n.
Here, we use distX in order to define the projection. Fix a constant κ > 1 large
enough such that
(A5) If x is a point in P n, then for the C 2-norm on P n
‖Φ− id‖C 2 ≤ e
κdistX(x,Φ(x)).
Note that in what follows, to each small flow box Us we fix a choice of the
associated boxes Un and Ul and we will only consider projections from plaques
to plaques as described above. Moreover, a small, normal or large plaque is
associated to a unique small, normal or large flow box. We have the following
property for some fixed constant ǫ0 > 0 small enough
(A6) Two points at distance less than ǫ0 belong to the same small flow box and
distX(∂U
n,Us) > ǫ0 for U
s,Un as above.
Consider now two points x, y such that distX(x, y) ≤ e
−10κd−1AR for R > 0
large enough. We will show that |η(x) − η(y)| . e−R. This implies that η is
Ho¨lder continuous with Ho¨lder exponent (10κd−1A)−1.
Since x and y are close, by (A6), they belong to a small flow box Us. Consider
the projection x′ of x to the normal plaque containing y. We have distX(x, x
′) ≤
e−10κd
−1AR and distX(x
′, y) ≤ 2e−10κd
−1AR. By Proposition 2.2, it is enough to
check that x and y are conformally (R, δ)-close with δ := e−2R. So, we have to
construct the map ψ satisfying the definition of conformally (R, δ)-close points
as above.
We claim that it is enough to consider the case where y = x′. Indeed, if we
can construct a map ψ for x, x′, there is a point a ∈ D such that distP (0, a) ≃
distP (x
′, y) . e−10κd
−1AR and ψ(a) = y. There is an automorphism u : DR → DR
very close to the identity such that u(0) = a. Therefore, if we are able to construct
the map ψ for x and x′, we obtain such a map for x, y by replacing ψ by ψ ◦ u.
Since u is very close to the identity, the estimates do not change much. So, we
can assume that y = x′.
The map ψ will be obtained by composing φx with local projections from the
leaf Lx to the leaf Ly. The main problem is to show that the map is well-defined.
Let P s1 be a small plaque containing x and U
s
1 the associated small flow box. It
is clear that y belong to the associated normal flow box Un1 . Denote by Q
n
1 the
plaque of Un1 containing y. The projection Φ1 from P1 to Q
n
1 is well-defined as
described above.
Consider a chain P = {P s1 , . . . , P
s
m} of m small plaques with m ≤ 3d
−1AR.
Denote by Usi the small flow box associated to P
s
i and U
n
i ,U
l
i the normal and
large flow boxes associated to Usi . We have the following lemma.
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Lemma 2.4. There is a unique chain Q = {Qn1 , . . . , Q
n
m} such that Q
n
i is a
plaque of Uni . Moreover, the projection Φi from P
s
i to Q
n
i satisfies Φi = Φi+j on
P si ∩P
s
i+j for 0 ≤ j ≤ 10A. We also have distX(P
s
i , Q
n
i ) ≤ e
−4κR for i = 1, . . . , m.
Proof. Note that since distX(x, y) ≤ e
−10κd−1AR and m ≤ 3d−1AR, the last asser-
tion of the lemma is a consequence of the previous ones and the property (A5)
applied to points in the intersections P si ∩ P
s
i+1. Indeed, by induction on i, we
obtain
distX(P
s
i , Q
n
i ) ≤ e
−10κd−1AReiκ ≤ e−4κR.
We prove the other assertions by induction on m. Assume these properties
for m− 1, i.e. we already have the existence and the uniqueness of Qni for i < m.
We have to construct Qnm and to prove its uniqueness.
Let Qlm−1 be the large plaque associated to Q
n
m−1. If Q
n
m exists, since it
intersects Qnm−1, by (A1) and (A2), it is contained in Q
l
m−1 and then it is the
intersection of Qlm−1 with U
n
m. The uniqueness of Q
n
m follows.
Fix a point z in P sm−1 ∩ P
s
m. Since Φm−1(z) is close to z, by (A6), Φm−1(z)
belongs to Unm. Define Q
n
m as the plaque of U
n
m containing this point. So, Q
n
m
intersects Qnm−1 and Q
n
0 , . . . , Q
n
m is a chain. By (A4), Φm−1(z) is also the pro-
jection of z to Qlm−1. Since Q
n
m is contained in Q
l
m−1, necessarily, the projection
Φm(z) of z to Q
n
m coincides with Φm−1(z).
Arguing in the same way, we obtain that P si+j is contained in P
n
i , Q
n
i+j is
contained inQli when j ≤ 10A and then we obtain that Φi = Φi+j on P
s
i ∩P
s
i+j.
End of the proof of Theorem 2.1. We have to show that x and y are
conformally (R, δ)-close for a map ψ that we are going to construct. We call also
small plaque any open set in D which is sent bijectively by φx to a small plaque
in Lx. Let γ be a radius of DR. We divide γ into equal intervals γi of Poincare´
length ≃ d/2. By (A1), since distX ≤ distP ≤ AdistX on plaques, we can find
a small plaque Pi containing γi such that distP (γi, ∂Pi) ≥ d/(4A). So, we have
a chain of m ≃ 2d−1R plaques which covers γ. Define P si := φx(Pi), Q
n
i as in
Lemma 2.4 and ψ := Φi ◦ φx. We will check later that ψ is well-defined on DR.
It follows from the last assertion in Lemma 2.4 that distDR(φx, ψ) ≤ e
−4κR ≤ δ.
We also deduce from (A5) that ψ has no critical point and that its Beltrami
coefficient satisfies ‖µ‖C 1 . e
−4κR for the Poincare´ metric on D and then ‖µ‖C 1 ≤
e−2κR ≤ δ for the Euclidean metric on DR. Here, we use that φx and φy are
isometries with respect to the Poincare´ metric.
The property ‖Dτ‖∞ ≤ 2A is also clear since we have ‖DΦi‖∞ ≤ 2, locally
τ = φ−1y ◦ψ = φ
−1
y ◦Φi ◦φx and distX ≤ distP ≤ AdistX on plaques. This implies
that x, y are conformally (R, δ)-close. It remains to check that ψ is well-defined.
If Pi ∩ Pi+j 6= ∅, then by (A1), we have diamP (Pi ∪ Pi+j) ≤ 4dA because
distP ≤ AdistX . Hence, j ≤ 10A. By Lemma 2.4, ψ is well-defined on Pi ∪ Pi+j.
So, ψ is well-defined on the union W of Pi and this union contains the radius γ.
We will show later that ψ extends to the union W ′ of all small plaques which
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intersect γ. Of course, we only use projections from plaques to plaques in order
to define the extension of ψ. So, the extension is unique. Let γ′ be another
radius of DR such that the angle between γ and γ
′ is small enough, e.g. less
than d/(102Ae2R). Then, γ′ is contained in W ′. Observe that if we repeat the
same construction of ψ for γ′, the plaques P ′i used to cover γ
′ intersect γ because
distP (∂P
′
i , γ
′
i) ≥ d/(4A). Therefore, the obtained values of ψ on γ
′ coincide with
the above extension toW ′. A simple compactness argument implies the existence
of a well-defined map ψ on DR.
We check now that ψ can be extended from W to W ′. Consider a plaque P
which intersects γi and a plaque P˜ which intersects γi+j. Assume that P ∩P˜ 6= ∅.
It suffices to check that ψ can be extended to W ∪ P ∪ P˜ . As above, we obtain
that j ≤ 10A. This allows us by the previous arguments to see that P s := φx(P ),
P˜ s := φx(P˜ ) and P
s
i , . . . P
s
i+j belong to the normal plaque P
n
i . The projection
from P ni to Q
l
i gives us the unique extension of ψ. The proof of Theorem 2.1 is
now complete. 
3 Hyperbolic entropy for foliations
In this section, we introduce a general notion of entropy, which permits to describe
some natural situations in dynamics and in foliation theory. We will show that
the entropy of any compact smooth lamination by hyperbolic Riemann surfaces
is finite.
Let X be a metric space endowed with a distance distX . Consider a family
D = {distt} of distances on X indexed by t ∈ R
+. We can also replace R+ by N
and in practice we often have that dist0 = distX and that distt is increasing with
respect to t ≥ 0. In several interesting situations the metrics distt are continuous
with respect to distX .
Let Y be a non-empty subset of X . Denote by N(Y, t, ǫ) the minimal number
of balls of radius ǫ with respect to the distance distt needed to cover Y. Define
the entropy of Y with respect to D by
hD(Y ) := sup
ǫ>0
lim sup
t→∞
1
t
logN(Y, t, ǫ).
When Y = X we will denote by hD this entropy. When X is not compact, we
can also consider the supremum of the entropies on compact subsets of X . Note
that if Y and Y ′ are two subsets of X , then hD(Y ∪ Y
′) = max(hD(Y ), hD(Y
′)).
Observe that when distt is increasing, N(Y, t, ǫ) is increasing with respect to
t ≥ 0. Moreover,
lim sup
t→∞
1
t
logN(Y, t, ǫ)
is increasing when ǫ decreases. So, in the above definition, we can replace supǫ>0
by limǫ→0+ . If D = {distt} and D
′ = {dist′t} are two families of distances on X
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such that dist′t ≥ Adistt for all t with a fixed constant A > 0, then hD ′ ≥ hD .
A subset F ⊂ Y is said to be (t, ǫ)-dense in Y if the balls of radius ǫ with
respect to distt, centered at a point in F , cover Y . Let N
′(Y, t, ǫ) denote the
minimal number of points in a (t, ǫ)-dense subset of Y .
Two points x and y in X are said to be (t, ǫ)-close if distt(x, y) ≤ ǫ. A subset
F ⊂ X is said to be (t, ǫ)-separated if for all distinct points x, y in F we have
distt(x, y) > ǫ. Let M(Y, t, ǫ) denote the maximal number of points in a (t, ǫ)-
separated family F ⊂ Y . The proof of the following proposition is immediate.
Proposition 3.1. We have
N(Y, t, ǫ) ≤ N ′(Y, t, ǫ) ≤ M(Y, t, ǫ) ≤ N(Y, t, ǫ/2).
In particular,
hD(Y ) = sup
ǫ>0
lim sup
t→∞
1
t
logN ′(Y, t, ǫ) = sup
ǫ>0
lim sup
t→∞
1
t
logM(Y, t, ǫ).
The following proposition gives a simple criterion for the finiteness of en-
tropy. We will see that this criterion applies for smooth laminations by Riemann
surfaces.
Proposition 3.2. Assume that there are positive constants A and m such that
for every ǫ > 0 small enough X admits a covering by less than Aǫ−m balls of
radius ǫ for the distance distX . Assume also that
distt ≤ e
ct+ddistX + ϕ(t)
for some constants c, d ≥ 0 and a function ϕ with ϕ(t) → 0 as t → ∞. Then,
the entropy hD is at most equal to mc.
Proof. Fix a constant ǫ small enough and consider only t large enough so that
ϕ(t) ≤ ǫ/2. If x and y are ǫ-separated for distt, then they are
1
2
e−ct−dǫ-separated
for distX . In particular, they cannot belong to a same ball of radius
1
4
e−ct−dǫ with
respect to distX . Therefore, it follows from the hypothesis that
M(X, t, ǫ) ≤ A4memct+mdǫ−m.
We easily deduce that hD ≤ mc.
Consider now a general dynamical situation. We call time space a data
(Σ, distΣ, 0Σ, G), where (Σ, distΣ) is a metric space, 0Σ is a point of Σ that we
call time zero and G a group of isometries of Σ with 0Σ as a common fixed point.
The elements of G are called time reparametrizations.
In practice, the metric distΣ is complete, G is either {id} or the group of all
the isometries fixing 0Σ and preserving the orientation of Σ. The space Σ can be
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(G1) one of the sets N, Z, R+, R, C, Rp, Cp endowed with the usual distance;
(G2) or a group with a finite system of generators stable under inversion;
(G3) or the unit disc D in C with the Poincare´ metric.
For laminations by Riemann surfaces, we will consider essentially the last case
where G the group of rotations around 0 ∈ D. Note that the case where Σ is
another symmetric domain may be also of interest.
Let (X, distX) be a metric space as above. Define for a subset K ⊂ Σ and
two maps φ, φ′ from Σ to X
distGK(φ, φ
′) := inf
σ,σ′∈G
sup
s∈K
distX
(
φ ◦ σ(s), φ′ ◦ σ′(s)
)
.
When G = {id}, we have
distGK(φ, φ
′) = distK(φ, φ
′) := sup
s∈K
distX
(
φ(s), φ′(s)
)
.
For t > 0 let
Σt :=
{
s ∈ Σ, distΣ(0Σ, s) < t
}
.
This set is invariant under the action of G. We define
distt(φ, φ
′) := distGΣt(φ, φ
′) = inf
σ∈G
sup
s∈Σt
distX
(
φ ◦ σ(s), φ′(s)
)
.
Consider now a family M of maps from Σ to X satisfying the following
properties:
(M1) for every x ∈ X there is a map φ ∈ M such that φ(0Σ) = x;
(M2) if φ, φ′ are two maps in M such that φ(0Σ) = φ
′(0Σ), then φ = φ
′ ◦ τ for
some τ ∈ G.
So, X is ”laminated” by images of φ ∈ M : for every x ∈ X there is a unique
(up to time reparametrizations) map φ ∈ M which sends the time zero 0Σ to x.
We get then a natural family {distt}t≥0 on X.
Define for x and y in X
distt(x, y) := distt(φx, φy),
where φx, φy are in M such that φx(0Σ) = x and φy(0Σ) = y. The definition is
independent of the choice of φx and φy. It is clear that dist0 = distX and that
the family D := {distt}t≥0 is increasing when t increases. For Y ⊂ X , denote by
h(Y ) the associated entropy, where we drop the index D for simplicity.
Observe that the entropy depends on the metrics on Σ and on X . Neverthe-
less, the entropy does not change if we modify distX on a compact set keeping
the same topology or if we replace distX by another distance dist
′
X such that
A−1distX ≤ dist
′
X ≤ AdistX for some constant A > 0.
We review some classical situations where we assume that G = {id}.
13
Example 3.3. Consider a continuous map f : X → X and fn := f ◦ · · · ◦ f
(n times) the iterate of order n of f . For x ∈ X define a map φx : N → X
by φx(n) := f
n(x). For Σ = N and M the family of these maps φx, we obtain
the topological entropy of f . More precisely, two points x and y in X are (n, ǫ)-
separated if
distn(x, y) := max
0≤i≤n−1
distX(f
i(x), f i(y)) > ǫ.
If f is K-Lipschitz continuous then distn ≤ K
ndistX .
A subset F of X is (n, ǫ)-separated if its points are mutually (n, ǫ)-separated
and the topological entropy of f is given by the formula
h(f) := sup
ǫ>0
lim sup
n→∞
1
n
log sup
{
#F, F ⊂ X (n, ǫ)-separated
}
.
This notion was introduced by Adler, Konheim and Mc Andrew. The above for-
mulation when f is uniformly continuous was introduced by Bowen [1], see also
Walters [26] or Katok-Hasselblatt [21]. When f is only continuous, Bowen con-
siders the entropy of compact sets and then takes the supremum over compacta.
When f is a meromorphic map on a compact Ka¨hler manifold M with in-
determinacy set I, we can define X := M \
⋃
n(f
−1)n(I). Then f is in general
not uniformly continuous on X. However, it is shown in [10] that the entropy of
f |X as defined above is finite. Indeed, it is dominated by the logarithm of the
maximum of dynamical degrees, see also Gromov [17] and Yomdin [24] when f
is holomorphic or smooth.
We can define the entropy of a map in a more general context. Suppose that
f is only defined in U ⊂ X. We define distn(x, y) only when f
j(x) and f j(y) are
well-defined for j < n. Let U∞ := ∩f
−n(U). All the distn(·, ·) are well-defined
on U∞ × U∞ and we can consider the entropy of f on U∞. This situation occurs
naturally in holomorphic dynamics. See, e.g. the case of horizontal-like maps
[8]. Note that the case where Σ is a tree is also interesting because it allows to
consider the dynamics of correspondences.
Example 3.4. Consider a flow (Φt)t∈R on a compact Riemannian manifold X .
Define for x ∈ X a map φx : R
+ → X by φx(t) := Φt(x). If Σ = R
+ and M is
the family {φx}, then the distance distt with t ≥ 0 is given by
distt(x, y) := sup
0≤s<t
dist(Φs(x),Φs(y)).
We obtain the classical entropy of the flow (Φt)t∈R which is also equal to the
topological entropy h(Φ1) of Φ1, see e.g. Katok-Hasselblatt [21, Chapter 3, p.112].
This notion can be extended without difficulty to complex flows.
Example 3.5. (see Candel-Conlon [5, 6] and Walczak [25]) Let Γ be a group
with a finite system of generators A. We assume that if g ∈ A then g−1 ∈ A.
The distance distΓ between g and g
′ in Γ is the minimal number n such that we
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can write g−1g′ as a composition of n elements in A. The neutral element 1Γ is
considered as the origin. Consider an action of Γ on the left of a metric space X ,
that is, a representation of Γ in the group of bijections from X to X . Define for
x ∈ X the map φx : Γ→ X by φx(g) := gx. For Σ := Γ and M the family {φx},
we obtain the entropy of the action of Γ on X . More precisely, let Γn be the ball
of center 1Γ and radius n in Γ with respect to the metric introduced above. Then
distn(x, y) := sup
g∈Γn
distX(gx, gy).
The entropy depends on the metric on Γ, i.e. on the choice of the system of
generators A. We will denote it by hA. If A
′ is another system of generators,
there is a constant c ≥ 1 independent of the action of Γ on X such that
c−1hA′ ≤ hA ≤ chA′ .
The function describing the growth of Γ is
lovA(Γ) := lim sup
n→∞
log#Γn
n
·
It also depends on the choice of generators. If the map x 7→ gx is uniformly
Lipschitz for each generator g, we can compare lovA(Γ) and hA. We get that if
X has a finite box measure then hA ≤ c · lovA(Γ) for some positive constant c.
When Γ is a hyperbolic group in the sense of Gromov [18], its Cayley graph
can be compactified and the action of Γ extends to the boundary X of the Cayley
graph. This allows to define a natural notion of entropy for Γ which depends on
the choice of generators.
The notion of entropy can be extended to any semi-group endowed with an
invariant distance and then covers Examples 3.3 and 3.4.
We now consider the case of laminations, where the group G of time re-
parametrization is not trivial.
Example 3.6. Let (X,L ) be a compact Riemannian laminations without singu-
larities in a Riemannian manifoldM . Assume that the lamination is transversally
smooth. Ghys, Langevin and Walczak [16] introduced and studied a notion of
geometric entropy hGLW. It can be summarized as follows. Define that x and y
are (R, ǫ)-separated if δR(x, y) > ǫ where δR is defined below.
Denote by expx : R
n → Lx the exponential map for Lx such that expx(0) = x.
Here, we identify the tangent space of Lx at x with R
n. So, expx is defined
uniquely up to an element of the group SO(n). Define
δ′R(x, y) := inf
h
sup
ξ∈BR
distX(expx(ξ), h(ξ)) and δR(x, y) := δ
′
R(x, y) + δ
′
R(y, x).
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Here, BR denotes the ball of radius R in R
n and h : BR → Ly is a continuous
map with h(0) = y. This function δR measures the spreading of leaves. It seems
that in general δR does not satisfy the triangle inequality. We have
hGLW := sup
ǫ>0
lim sup
R→∞
1
R
log
{
#F, F ⊂ X (R, ǫ)-separated as above
}
.
In our approach, choose Σ = Rn, G = SO(n) and M the family of all the
exponential maps considered above. This allows us to define an entropy h(L ).
Indeed, we define
dR(x, y) := inf
g∈SO(n)
sup
ξ∈BR
distX
(
expx(g(ξ)), expy(ξ)
)
.
It is not difficult to see that
hGLW(L ) ≤ h(L ).
In the rest of this section, we consider a Riemann surface lamination (X,L ).
We assume that all its leaves are hyperbolic. Choose (Σ, 0Σ) = (D, 0) endowed
with the Poincare´ metric. The group G is the family of all rotations around 0.
Define M as the family of all the universal covering maps φ : D→ L associated
to a leaf L. We obtain from the abstract formalism an entropy that we denote
by h(L ). We call it the hyperbolic entropy of the lamination.
Example 3.7. Consider the case where X is the Poincare´ disc or a compact
hyperbolic Riemann surface endowed with the Poincare´ metric. Fix a constant
ǫ > 0 small enough. Lemma 3.8 below shows that the property that x, y are
(R, ǫ)-separated is almost equivalent to the property that distX(x, y) ≃ e
−R. It
follows that the entropy of a compact subset of X is equal to its box dimension.
When X is a compact smooth lamination, we can choose a metric on X
which is equivalent to the Poincare´ metric on leaves. We see that moving along
the leaves contributes 2 to the entropy of the lamination. This property is new in
comparison with the theory of iteration of maps, but it is not verified for general
non-compact laminations.
Lemma 3.8. Let 0 < ǫ < 1 be a fixed constant small enough. Then, there exist
a constant A ≥ 1 satisfying the following properties for all points a and b in D.
(i) If distP (a, b) ≤ A
−1e−R, then there are two automorphisms τa, τb of D such
that τa(0) = a, τb(0) = b and distP (τa(ξ), τb(ξ)) ≤ ǫ for every ξ ∈ DR.
(ii) If Ae−R ≤ distP (a, b) ≤ 1, then for all automorphisms τa, τb of D such that
τa(0) = a and τb(0) = b, we have distP (τa(ξ), τb(ξ)) > ǫ for some ξ ∈ DR.
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Proof. (i) Since we use here invariant metrics, it is enough to consider the case
where b = 0 and 0 ≤ a < 1. We can also assume that |a| ≤ A−1e−R, where A ≥ 1
is a fixed large constant depending on ǫ. Consider the automorphisms τb := id
and τa := τ with
τ(z) :=
z + a
1 + az
·
We compare them on DR = rD, where e
R = (1 + r)/(1− r).
If r is not close to 1, the Poincare´ metric is comparable with the Euclidean
metric on DR and on τ(DR) and it is not difficult to see that τ is close to id on
DR. So, we can assume that r is close to 1.
We have |a| ≪ 1− r and for |z| = |x+ iy| ≤ r
distP (z, τ(z)) = 2 tanh
−1 |τ(z)− z|
|1− zτ(z)|
≃ 2 tanh−1
a|1− z2|√
(1− |z|2)2 + 4a2y2
·
Since |ay| ≤ |a| . 1− |z| and 1− |z|2 ≃ 1− |z|, the last expression is of order
tanh−1
a|1− z2|
1− |z|
≪ 1 when |z| ≤ r.
This give the first assertion of the lemma.
(ii) As above, we can assume that b = 0. We can replace τa by τa ◦ τ
−1
b in
order to assume that τb = id. Fix a constant A > 0 large enough depending on ǫ
and assume that Ae−R ≤ distP (0, a) ≤ 1. So, R is necessarily large and r is close
to 1. We first consider the case where τa = τ . For z = ir, the above computation
gives
distP (τ(z), z) ≃ 2 tanh
−1 2a√
4(1− r2) + 4a2
·
This implies that distP (τ(z), z) > 4ǫ if A is large enough.
Consider now the general case where τa differs from τ by a rotation. There is
a constant −π ≤ θ ≤ π such that τa(z) = τ(e
iθz). Without loss of generality, we
can assume that −π ≤ θ ≤ 0. It is enough to show that
distP (τa(w), w) = distP (τ(z), w) > ǫ
for z = ir and w = e−iθz.
Observe that since τ is conformal and fixes ±1, it preserves the circle arc
through −1, 1 and a point in iR. Moreover, we easily check that the real part of
τ(z) is positive and that τ(z) is outside DR. So, the geodesic joining z1 := τ(z)
and its projection z2 (with respect to the Poincare´ metric) to iR intersects ∂DR
at a point z3. If distP (z1, z2) > ǫ, since w is on the left side of iR, we have
necessarily distP (z1, w) > ǫ. Otherwise, we have distP (z1, z3) ≤ ǫ and since
distP (z, z1) > 4ǫ, we deduce that distP (z, z3) > 3ǫ. Now, since w, z, z3 are in
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∂DR, we see, using an automorphism which sends z3 to 0, that w is further than
z from z3, i.e. distP (w, z3) > distP (z, z3). It follows that distP (w, z3) > 3ǫ and
hence distP (w, z1) > ǫ. This completes the proof of the lemma.
Example 3.9. Let S be a hyperbolic compact Riemann surface. Let Γ denote
the group of deck transformations of S, i.e. Γ :≃ π1(S). Assume also that Γ acts
on a compact metric space N as a group of homeomorphisms, that is, we have
a representation of Γ into Homeo(N). For example, we can take N = ∂D or P1.
Consider now the suspension which gives us a lamination by Riemann surfaces.
More precisely, let S˜ ≃ D be the universal covering of S. The group Γ acts on
S˜ ×N by homeomorphisms
(s˜, x) 7→
(
γs˜, γx
)
with γ ∈ Γ.
This action is proper and discontinuous. The quotientX := Γ\(S˜×N) is compact
and has a natural structure of a lamination by Riemann surfaces. Its leaves are
the images of S˜ × {x} under the canonical projection π : S˜ ×N → X.
Observe that the entropy of this lamination depends only on the represen-
tation of Γ in Homeo(N). So, we call it the entropy of the representation. It
would be interesting to study these quantities as functions on moduli spaces of
representations.
The entropy of the group Γ with respect to a system of generators is compa-
rable with the entropy of the lamination. In particular, we can have laminations
with positive entropy and with a transverse measure. More precisely, let f be a
homeomorphism with positive entropy on a compact manifold N . It induces an
action of Z on N . We then obtain an action of Γ using a group morphism Γ→ Z.
Indeed, if g is the genus of S, the group π1(S) is generated by 4g elements denoted
by ai, bi, a
−1
i , b
−1
i , 1 ≤ i ≤ g, with the relation a1b1a
−1
1 b
−1
1 . . . agbga
−1
g b
−1
g = 1. So,
we can send a1 to the homeomorphism f and the others ai, bi to the identity.
Notice that in this case all positive ∂∂-closed currents directed by the lamination
are closed, see e.g. [13].
Theorem 3.10. Let (X,L ) be a smooth compact lamination by hyperbolic Rie-
mann surfaces. Then, the entropy h(L ) is finite.
Proof. We will use the notations as in the proof of Theorem 2.1. Consider R
large enough such that e−R/3 ≪ ǫ. We have seen in the proof of Theorem 2.1
that if distX(x, y) ≤ e
−10κd−1AR then x and y are (R/3, ǫ)-close. So, the maximal
number of mutually (R/3, ǫ)-separated points is smaller than a constant times
e10κd
−1ANR if the lamination is embedded in RN . So, the entropy h(L ) is at most
equal to 30κd−1AN .
Note that we can also apply here Proposition 3.2 with ϕ = e−t. Indeed, using
the arguments as above, we can show that distR/3 . e
10κd−1ARdistX+ϕ(R/3).
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Assume now that X is a Riemannian manifold of dimension k and L is
transversally smooth. We can introduce various functionals in order to describe
the dynamics. For example we can introduce dimensional entropies for a foliation
as done in Buzzi [3] for maps. For an interger 1 ≤ l ≤ k, consider the family Dl
of manifolds of dimension l in X which are smooth up to the boundary. Define
hl(L ) := sup
{
h(D) : D ∈ Dl
}
,
where h(D) is the entropy restricted to the set D as in the abstract setting.
Clearly, this sequence of entropies is increasing with l.
We can also define
χ˜l(x) := sup
ǫ>0
sup
D
lim sup
R→∞
−
1
R
log voll(D ∩BR(x, ǫ)).
Here, the supremum is taken over D ∈ Dl with x ∈ D. The Bowen ball BR(x, ǫ)
is associated to the lamination and is defined as in the abstract setting. The
volume voll denotes the Hausdorff measure of dimension l. The function χ˜l is
the analog of the sum of l largest Lyapounov exponents for dynamics of maps on
manifolds. It measures how quickly the leaves get apart. We can consider this
function relatively to a harmonic measure and show that it is constant when the
measure is extremal. The definitions of hl and χ˜l can be extended to the case of
Riemannian foliations.
Remark 3.11. Assume that the lamination admits non-hyperbolic leaves and
their union Y is a closed subset. We can consider the entropy outside Y , but this
quantity can be infinite. We can in this case modify the distance outside Y , e.g.
consider
dist′X(x, y) = min
{
distX(x, y), inf
x′,y′∈Y
distX(x, x
′) + distX(y, y
′)
}
.
This means that we travel in Y with zero cost. The notion is natural because the
Poincare´ pseudo-distance vanishes on non-hyperbolic Riemann surfaces.
For foliations on Pk, we can also consider their pull-back using generically fi-
nite holomorphic maps from a projective manifold to Pk in order to get hyperbolic
foliations.
4 Entropy of harmonic measures
We are going to discuss a notion of entropy for harmonic measures associated to
laminations. We first consider the abstract setting as in the beginning of Section
3 for a family of distances {distt}t≥0 on a metric space (X, distX). Let m be a
probability measure on X . Fix positive constants ǫ, δ and t. Let Nm(t, ǫ, δ) be
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the minimal number of balls of radius ǫ relative to the metric distt whose union
has at least m-measure 1−δ. The entropy ofm is defined by the following formula
hD(m) := lim
δ→0
lim
ǫ→0
lim sup
t→∞
1
t
logNm(t, ǫ, δ).
We have the following general property.
Proposition 4.1. Let (X, distX) and D be as above. Then for any probability
measure m on X, we have
hD(m) ≤ hD(supp(m)).
Proof. Define Y := supp(m). Choose a maximal family of (t, ǫ)-separated points
xi in Y . The family of Bt(xi, ǫ) covers Y . So, for every δ > 0
Nm(t, ǫ, δ) ≤M(Y, t, ǫ).
It follows from Proposition 3.1 that hD(m) ≤ hD(Y ).
As in Brin-Katok’s theorem [2], we can introduce the local entropies of m at
x ∈ X by
h+
D
(m, x, ǫ) := lim sup
t→∞
−
1
t
logm(Bt(x, ǫ)), h
+
D
(m, x) := sup
ǫ>0
h+
D
(m, x, ǫ),
and
h−
D
(m, x, ǫ) := lim inf
t→∞
−
1
t
logm(Bt(x, ǫ)), h
−
D
(m, x) := sup
ǫ>0
h−
D
(m, x, ǫ),
where Bt(x, ǫ) denotes the ball centered at x of radius ǫ with respect to the
distance distt.
Note that in the case of ergodic invariant measure associated with a continuous
map on a metric compact space, the above notions of entropies coincide with the
classical entropy of m, see Brin-Katok [2].
Let (X,L ) be a Riemann surface lamination such that its leaves are hyper-
bolic. Since we do not assume that X is compact, the discussion below can be
applied to the regular part of a singular lamination.
The Poincare´ metric ωP provides a Laplacian ∆P along the leaves. Recall that
a probability measure m is harmonic if it is orthogonal to continuous functions φ
which can be written φ = ∆Pψ where ψ is a continuous function, smooth along
the leaves and having compact support in X . In a flow box U = B × T with B
open set in C, we can write
m =
∫
msdµ(s),
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where µ is a positive measure on T, ms = hsωP is a measure on B × {s} and hs
is a positive harmonic function on this plaque. We refer to [9, 12, 14] for more
details and the relation with the notion of ∂∂-closed current.
Recall that in Section 3 we have associated to (X,L ) a family of distances
{distt}t≥0. Therefore, we can associate to m a metric entropy and local entropies
defined as above in the abstract setting. Recall that a harmonic probability
measure m is extremal if all harmonic probability measures m1, m2 satisfying
m1 +m2 = 2m are equal to m. We have the following result.
Theorem 4.2. Let (X,L ) be a compact smooth lamination by hyperbolic Rie-
mann surfaces. Let m be a harmonic probability measure. Then, the local en-
tropies h± of m are constant on leaves. In particular, if m is extremal, then h±
are constant m-almost everywhere.
In fact, the result holds for compact laminations which are not smooth, pro-
vided that A−1distX ≤ distP ≤ AdistX with the same constant A > 0 for all
plaques of a suitable atlas. We have seen that these inequalities hold when the
lamination is smooth.
Fix a covering of X by a finite number of flow boxes U = B × T, where B is
the disc of center 0 and of radius 2 in C and T is a ball of center s0 and of radius
2 in a complete metric space. We assume that the boxes U′ = D × T cover X .
For simplicity, in what follows, we identify the distance distX on U with the one
induced by the distance on T and the Euclidean distance on B. Denote by Tr the
ball of center s0 and of radius r in T. Fix also a constant δ > 0 such that if φ is
a covering map of a leaf, then the image by φ of any subset of Poincare´ diameter
2δ is contained in a flow box.
The following lemma gives us a description of the intersection of Bowen balls
with plaques.
Lemma 4.3. Let ǫ > 0 be a fixed constant small enough. Then, there is a
constant A > 0 satisfying the following properties. Let y and y′ be two points in
D × {s} with s ∈ T1 and R > 0 be a constant. If distX(y, y
′) ≤ A−1e−R then y
and y′ are (R, ǫ)-close. If distX(y, y
′) ≥ Ae−R then y and y′ are (R, ǫ)-separated.
Proof. Fix a constant A > 0 large enough depending on ǫ. We prove the first
assertion. Assume that distX(y, y
′) ≤ A−1e−R. Let L denote the leaf containing
B× {s}. Let φ′ be a covering map of L such that φ′(0) = y′. So, there is a point
a ∈ D such that φ′(a) = y and distP (0, a) ≪ e
−R. By Lemma 3.8, there is an
automorphism τ of D, close to the identity on DR, such that τ(0) = a. Define
φ := φ′ ◦ τ . This is also a covering map of L. It is clear that distDR(φ, φ
′) ≤ ǫ.
Therefore, y and y′ are (R, ǫ)-close.
For the second assertion, assume that distX(y, y
′) ≥ Ae−R but y and y′ are
(R, ǫ)-close. By definition of Bowen ball, we can find two covering maps φ, φ′ :
D → L such that φ(0) = y, φ′(0) = y′ and distDR(φ, φ
′) ≤ ǫ. In particular,
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we have distX(y, y
′) ≤ ǫ. We can find a point a ∈ D such that φ′(a) = y and
distP (0, a) = distP (y, y
′). Since ǫ is small and A is large, we have
e−R ≪ distX(y, y
′) . distP (0, a) ≤ δ.
There is also an automorphism τ of D such that τ(0) = a and φ = φ′ ◦ τ .
The last assertion in Lemma 3.8 implies by continuity that we can find a point
z ∈ DR satisfying ǫ≪ distP (z, τ(z)) < δ. Finally, the property of δ implies that
distX(φ(z), φ
′(z)) > ǫ. This is a contradiction.
We now introduce a notion of transversal entropy which can be extended to
a general lamination. In what follows, if V is a subset of U, we denote by V˜ its
projection on T. The measure m can be written in a unique way on U as
m =
∫
msdµ(s),
where ms = hsωP is as above with the extra condition hs(0) = 1.
By Harnack’s principle, the family of positive harmonic functions hs is locally
uniformly bounded from above and from below by strictly positive constants.
This implies that the following notions of transversal entropy do not depend on
the choice of flow box. Define
h˜+(x) := sup
ǫ>0
lim sup
R→∞
−
1
R
logµ(B˜R(x, ǫ))
and
h˜−(x) := sup
ǫ>0
lim inf
R→∞
−
1
R
logµ(B˜R(x, ǫ)).
Note that we can also use B˜R(x, ǫ) in order to define a notion of topological
entropy on T.
Lemma 4.4. We have h± = h˜± + 2.
Proof. We can assume that x belongs to D×T1. By Lemma 4.3, the intersection
of BR(x, ǫ) with a plaque is of diameter at most equal to 2Ae
−R. Since hs is
bounded from above uniformly on s, we deduce that
m(BR(x, ǫ)) . e
−2Rµ(B˜R(x, ǫ)).
It follows that h± ≥ h˜± + 2.
We apply the first assertion in Lemma 4.3 to ǫ/2 instead of ǫ. We deduce
that if a plaque D× {s} intersects BR(x, ǫ/2) then its intersection with BR(x, ǫ)
contains a disc of radius A−1e−R. It follows that
m(BR(x, ǫ)) & e
−2Rµ(B˜R(x, ǫ/2)).
This implies that h± ≤ h˜± + 2 and completes the proof of the lemma.
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End of the proof of Theorem 4.2. Let x and y be in the same leaf L. We
want to prove that h±(x) = h±(y). It is enough to consider the case where x
and y are close enough and to show that h±(x) ≤ h±(y). So, using the same
notation as above, we can assume that x and y belong to D × {s0}. We show
that h˜±(x) ≤ h˜±(y). Fix a constant ǫ > 0 small enough and a constant γ > 0
large enough. It suffices to show for large R that
B˜R(y, ǫ) ⊂ B˜R−γ(x, ǫ).
Let y′ be a point in the intersection of BR(y, ǫ) with a plaque B × {s
′
0}. We
have to show that BR−γ(x, ǫ) intersects also B × {s
′
0}. Let L and L
′ denote the
leaves containing B × {s0} and B × {s
′
0} respectively. Consider universal maps
φ : D → L and φ′ : D → L′ such that φ(0) = y, φ′(0) = y′ and distDR(φ, φ
′) ≤ ǫ.
Let a ∈ D such that φ(a) = x. Since x is close to y, we can find a close to 0.
Let τ be an automorphism of D such that τ(0) = a. Since a is close to 0 and R
is large, the image of DR−γ by τ , i.e. the disc of center a and of radius R − γ,
is contained in DR. We deduce that distDR−γ (φ ◦ τ, φ
′ ◦ τ) ≤ ǫ. In particular,
φ′(τ(a)) is a point in BR−γ(x, ǫ). This implies the result. 
Let (X,L ) be as in Theorem 4.2. Let m be an extremal harmonic probability
measure. For simplicity, we will denote by h±(m) the constants associated with
the local entropy functions h±. We have the following result.
Proposition 4.5. With the above notation, we have
h−(m) ≤ h(m) ≤ h+(m) ≤ h(L ).
In particular, h(L ) is always larger or equal to 2.
Proof. We will use the notations h±(x, ǫ), Bt(x, ǫ), Nm(t, ǫ, δ) and N(X, t, ǫ) as
in the abstract setting. First, we will prove that h(m) ≤ h+(m).
Fix constants α > 0 and 0 < δ < 1/4. Given a constant ǫ > 0 small enough,
we can find a subset X ′ ⊂ X with m(X ′) ≥ 1 − δ such that for t large enough
and for x ∈ X ′, we have
1
t
log
1
m(Bt(x, ǫ))
≤ h+(x, ǫ) +
α
2
≤ h+(m) + α.
So, for such ǫ, x and t, we have
m(Bt(x, ǫ)) ≥ e
−t(h+(m)+α).
Consider a maximal family of disjoint balls Bt(xi, ǫ) with center xi ∈ X
′. The
union of Bt(xi, 2ǫ) covers X
′ which is of measure at least 1 − δ. Therefore, we
have
1 ≥ m
(⋃
Bt(xi, ǫ)
)
≥ Nm(t, 2ǫ, δ)e
−t(h+(m)+α).
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It follows that Nm(t, 2ǫ, δ) ≤ e
t(h+(m)+α) for t large enough. Since this inequality
holds for every α > 0, we deduce that h(m) ≤ h+(m).
We now prove that h−(m) ≤ h(m). As above, given ǫ > 0, we can find a
subset X ′′ with m(X ′′) ≥ 3/4 such that for t large enough and for x ∈ X ′′, we
have
m(Bt(x, 6ǫ)) ≤ e
−t(h−(m)−α).
Consider a minimal family of balls Bt(xi, ǫ) which covers a set of measure at least
3/4. By removing the balls which do not intersect X ′′, we still have a family
which covers a set of measure at least 1/2. So, each ball Bt(xi, ǫ) is contained in
a ball Bt(x
′
i, 2ǫ) centered at a point x
′
i ∈ X
′′. Vitali’s covering lemma implies the
existence of a finite sub-family of disjoint balls Bt(yj, 2ǫ) such that
⋃
Bt(yj, 6ǫ)
covers
⋃
Bt(x
′
i, 2ǫ). Hence,
1/2 ≤ m
(⋃
Bt(yj, 6ǫ)
)
≤ Nm(t, ǫ, 3/4)e
−t(h−(m)−α).
It follows that 2Nm(t, ǫ, 3/4) ≥ e
t(h−(m)−α) and therefore h(m) ≥ h−(m).
It remains to show that h+(m) ≤ h(L ). Suppose in order to get a contradic-
tion that h(L ) ≤ h+(m)− 3δ for some δ > 0. For any ǫ > 0, there exists t0 large
enough such that for all t ≥ t0
1
t
logN(X, t, ǫ) ≤ h(L ) +
δ
2
·
In particular, we have
N(X, t, ǫ) ≤
1
4t2
e(h(L )+δ)t.
Fix now an ǫ > 0 small enough and then t0 large enough. Since h
+(m)− δ ≥
h(L ) + 2δ, we have m(Λ) > 1/2 where
Λ :=
{
x ∈ X : sup
t≥t0
−
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + 2δ
}
.
Define
Λt :=
{
x ∈ X : −
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + δ
}
and
Λ′t :=
{
x ∈ X : −
1
t
logm(Bt(x, 2ǫ)) ≥ h(L ) + 2δ
}
Since t is large, we have Λ′t ⊂ Λt+α for 0 ≤ α ≤ 1. Consider integer numbers
n larger than t0. We have
Λ =
⋃
t≥t0
Λ′t ⊂
⋃
n≥t0
Λn.
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So, we can find n ≥ t0 such that m(Λn) > 1/(4n
2). Hence, by definition of Λt,
we get
N(Λn, n, 2ǫ) >
1
4n2
e(h(L )+δ)n.
Therefore,
N(X, n, ǫ) >
1
4n2
e(h(L )+δ)n.
This is a contradiction.
Here are some fundamental problems concerning metric entropies for Riemann
surface laminations. Assume here that (X,L ) is a compact smooth lamination
by hyperbolic Riemann surfaces but the problems can be stated in a more general
setting.
Problem 4.6. Consider extremal harmonic probability measures m. Is the fol-
lowing variational principle always true
h(L ) = sup
m
h(m) ?
Even when this principle does not hold, it is interesting to consider the in-
variant
h(L )− sup
m
h(m)
and to clarify the role of the hyperbolic time in this number.
Problem 4.7. If m is above, is the identity h+(m) = h−(m) always true ?
We believe that the answer is affirmative and gives an analog of the Brin-
Katok theorem.
Notice that there is a notion of entropy for harmonic measures introduced by
Kaimanovich [20]. Consider a metric ω of bounded geometry on the leaves of
the lamination. Then, we can consider the heat kernel p(t, ·, ·) associated to the
Laplacian determined by this metric. If m is a harmonic probability measure on
X, Kaimanovich defines the entropy of m as
hK(m) :=
∫
dm(x)
(
lim
t→∞
−
1
t
∫
p(t, x, y) log p(t, x, y)ω(y)
)
.
He shows that the limit exists and is constant m-almost everywhere when m is
extremal.
This notion of entropy has been extensively studied for universal covering of a
compact Riemannian manifold, see e.g. Ledrappier [22]. It does not seem that it
was studied for compact foliations with singularities. So, it would be of interest
to find relations with our notions of entropy defined above. In Kaimanovich’s
entropy, the transverse spreading is present through the variation of the heat
kernel from leaf to leaf. It would be also interesting to make this dependence
more explicit.
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