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REPRESENTATIONS OF TORSION-FREE
ARITHMETIC MATROIDS
ROBERTO PAGARIA AND GIOVANNI PAOLINI
Abstract. We study the representability problem for torsion-free arithmetic
matroids. By using a new operation called “reduction” and a “signed Hermite
normal form”, we provide and implement an algorithm to compute all the rep-
resentations, up to equivalence. As an application, we disprove two conjectures
about the poset of layers and the independence poset of a toric arrangement.
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1. Introduction
Arithmetic matroids are a generalization of matroids, inspired by the combina-
torics of finite lists of vectors in Zr. Representations of arithmetic matroids come
from many different contexts, such as: arrangements of hypertori in an algebraic
torus; vector partition functions; zonotopes [DCP10, DM13, BM14]. However, not
all arithmetic matroids admit a representation. A natural question is to determine
whether a given arithmetic matroid is representable, and characterize all possi-
ble representations. In this work, we give such a characterization in the case of
torsion-free arithmetic matroids (i.e. when the multiplicity of the empty set is one).
Our characterization is effective, and it yields an explicit algorithm to compute all
representations. We implemented this algorithm as part of a new Sage library to
work with arithmetic matroids, called Arithmat [PP19].
After recalling some definitions (Section 2), we introduce two concepts that
are used later: the strong gcd property (Section 3), and a new operation on
(quasi-)arithmetic matroids that we call reduction (Section 4). Roughly speaking,
the strong gcd property requires the multiplicity function to be uniquely determined
by the multiplicity of the bases. The idea behind the reduction operation is the
following: given a central toric arrangement, we can quotient the ambient torus by
the subgroup of translations globally fixing the arrangement. In the quotient, the
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2 R. PAGARIA AND G. PAOLINI
equations of the initial arrangement describe a new toric arrangement. The initial
arrangement defines an arithmetic matroid and the final one defines its reduction.
Indeed, the reduction operation consistently changes the multiplicity function, so
that the resulting (quasi-)arithmetic matroid is torsion-free and surjective (i.e. the
multiplicity of the empty set and of the full groundset are both equal to one).
In Section 5 we dive into the representation problem for torsion-free arithmetic
matroids, which is the heart of our work. We start by considering the surjective case:
following ideas of [Len17b, Pag17], we show that there is at most one representation,
and we describe how to compute it. Then we turn to the general case of torsion-free
arithmetic matroids. Here the representation need not be unique, and we describe
how to compute all representations. A consequence of our algorithm is that a
torsion-free arithmetic matroid (E, rk,m) of rank r has at most m(E)r−1 essential
representations up to equivalence.
The problem of recognizing equivalent representations reduces to the computation
of a normal form of integer matrices up to left-multiplication by invertible matrices
and change of sign of the columns. We tackle this problem in Section 6, where we
describe a polynomial-time algorithm to compute such a normal form. We call this
the signed Hermite normal form, by analogy with the classical Hermite normal form
(which is a normal form up to left-multiplication by invertible matrices). The signed
Hermite normal form is also implemented in Arithmat [PP19].
In Section 7 we tackle a related algorithmic problem, namely finding the decom-
position of a represented arithmetic matroid as a sum of indecomposable ones.
Finally, in Section 8 we describe a few applications of our software library
Arithmat. We disprove two known conjectures about the poset of layers and the
arithmetic independence poset of a toric arrangement: we exhibit an arithmetic
matroid with 13 non-equivalent representations (i.e. central toric arrangements),
whose associated posets are not Cohen-Macaulay, and therefore not shellable. As
already noted in [Pag19], the toric arrangements associated with a fixed arithmetic
matroid can have different posets of layers (in the previous example, the 13 toric
arrangements give rise to 3 different posets of layers). We conclude with the following
open question: is the arithmetic independence poset of a toric arrangement uniquely
determined by the associated arithmetic matroid?
Acknowledgments. We thank Alessio d’Al`ı, Emanuele Delucchi, and Ivan Martino
for the useful discussions. This work was supported by the Swiss National Science
Foundation Professorship grant PP00P2 179110/1.
2. Preliminaries
In this section, we recall the basic definitions and properties of arithmetic matroids.
The main references are [Oxl11, DM13, BM14]. We define a matroid in terms of its
rank function.
Definition 2.1. A matroid is a pair M = (E, rk), where E is a finite set and
rk: P(E)→ N is a function satisfying the following properties:
(1) rk(X) ≤ |X| for every X ⊆ E;
(2) rk(X ∪ Y ) + rk(X ∩ Y ) ≤ rk(X) + rk(Y ) for every X,Y ⊆ E;
(3) rk(X) ≤ rk(X ∪ {e}) ≤ rk(X) + 1 for every X ⊆ E and e ∈ E.
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For every matroidM = (E, rk) and for every subset X ⊆ E, we denote byM/X
the contraction of X and by M\X the deletion of X (see [Oxl11, Section 1.3]).
For X ⊆ E, denote by cl(X) the maximal subset Y ⊇ X of rank equal to rk(X).
Let us recall the definition of arithmetic matroids, introduced in [DM13, BM14].
Definition 2.2. A molecule (X,Y ) of a matroid M is a pair of sets X ⊂ Y ⊆ E
such that the matroid (M/X) \ Y c has a unique basis. Equivalently, it is possible
to write Y = X unionsq T unionsq F in such a way that, for every Z with X ⊆ Z ⊆ Y , we have
rk(Z) = rk(X) + |Z ∩ F |. Here F = Y \ cl(X) is the unique basis of (M/X) \ Y c,
and T = cl(X) ∩ Y \X is the set of loops of (M/X) \ Y c.
Definition 2.3. An arithmetic matroid is a triple M = (E, rk,m), such that (E, rk)
is a matroid and m : P(E)→ N+ = { 1, 2, . . . } is a function satisfying:
(A1) for every X ⊆ E and e ∈ E, if rk(X∪{e}) = rk(X) then m(X∪{e}) | m(X),
otherwise m(X) | m(X ∪ {e});
(A2) if (X,Y ) is a molecule, with Y = X unionsq T unionsq F as in Definition 2.2, then
m(X)m(Y ) = m(X ∪ T )m(X ∪ F );
(P) if (X,Y ) is a molecule, then∑
X⊆S⊆Y
(−1)|X∪F |−|S|m(S) ≥ 0.
We call m the multiplicity function. If M = (E, rk,m) only satisfies axioms (A1)
and (A2), we say that M is a quasi-arithmetic matroid. If M satisfies only axiom
(P), we say that it is a pseudo-arithmetic matroid.
If m(∅) = 1, we said that the arithmetic matroid (E, rk,m) is torsion-free. If
m(E) = 1, the matroid is surjective.
Recall that any finitely generated abelian group G has a (finite) torsion subgroup,
which we denote by Tor(G), and a well-defined rank rk(G) ∈ N.
Definition 2.4. A representation of an arithmetic matroid M = (E, rk,m) is a
finitely generated abelian group G together with elements (ve)e∈E such that for all
X ⊆ E we have:
• rk(X) = rk(〈ve〉e∈X),
• m(X) = |Tor(G/〈ve〉e∈X)|,
where 〈ve〉e∈X is the subgroup generated by ve for e ∈ X.
A representation is essential if rk(G) = rk(E).
Notice that, if M is torsion-free, every representation is a collection of integer
vectors (ve)e∈E in a lattice Λ, i.e. a free finitely generated abelian group. Once a
basis B of Λ ' Zr is fixed, the vectors (ve)e∈E can be identified with the columns of
a matrix A ∈ M(r, |E|;Z). A different choice for the basis gives a matrix A′ = UA
for some U ∈ GL(r;Z).
Definition 2.5. Let (G, (ve)e∈E) and (H, (we)e∈E) be two representations of an
arithmetic matroid M . The two representations are equivalent if there exists a
group isomorphism ϕ : G→ H such that ϕ(〈ve〉) = 〈we〉 for all e ∈ E.
Notice that ϕ(ve) ∈ {we,−we }, hence ϕ(〈ve〉e∈X) = 〈we〉e∈X for all X ⊆ E.
A topological motivation for the previous definitions comes from the fact that a
representation of a torsion-free arithmetic matroid is a central toric arrangement.
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Definition 2.6 (Central toric arrangement). A central toric arrangement is a finite
collection A of hypertori in a torus T ∼= (C∗)r, for some r > 0.
Two representations are equivalent if and only if they describe isomorphic toric
arrangements.
3. The strong gcd property
In this section, we introduce and study the strong gcd property. This is a variant
of the gcd property, which was introduced in [DM13, Section 3]. The gcd property
is satisfied by all representable torsion-free arithmetic matroid, see [DM13, Remark
3.1]. The strong version is satisfied by all representable, surjective, and torsion-free
arithmetic matroid, see Corollary 3.6 below.
Definition 3.1. An arithmetic matroid M = (E, rk,m) satisfies the gcd property
if, for every subset X ⊆ E,
m(X) = gcd {m(I) | I ⊆ X, |I| = rk(I) = rk(X) } .
Definition 3.2. An arithmetic matroid M = (E, rk,m) satisfies the strong gcd
property if, for every subset X ⊆ E,
m(X) = gcd {m(B) | B basis and |B ∩X| = rk(X) } .
Lemma 3.3. Let M be an arithmetic matroid. If M satisfies the strong gcd
property, then it also satisfies the gcd property.
Proof. For every independent set I ⊆ E, we have that
m(I) = gcd {m(B) | B basis and I ⊆ B } .
Then, for a generic subset X ⊆ E,
m(X) = gcd {m(B) | B basis and |B ∩X| = rk(X) }
= gcd
{
gcd {m(B) | B basis and B ∩X = I } | I ⊆ X and
|I| = rk(I) = rk(X)}
(∗)
= gcd
{
gcd {m(B) | B basis and I ⊆ B } | I ⊆ X and
|I| = rk(I) = rk(X)}
= gcd {m(I) | I ⊆ X and |I| = rk(I) = rk(X) } .
The equality (∗) follows from |I| = rk(I) = rk(X) ≥ rk(B ∩X) = |B ∩X|. 
Lemma 3.4. Let M be an arithmetic matorid. If M satisfies the strong gcd
property, then its dual M∗ also satisfies the strong gcd property.
Proof. Let M = (E, rk,m) and M∗ = (E, rk∗,m∗). For every subset X ⊆ E, we
have
m∗(Xc) = m(X) = gcd {m(B) | B basis of M and |B ∩X| = rk(X) }
(∗)
= gcd {m∗(Bc) | Bc is a basis of M∗ and |Bc ∩Xc| = rk∗(Xc) } .
The equality (∗) follows from |Bc∩Xc| = |(B∪X)c| = |E|− (|B|+ |X|− |B∩X|) =
|Xc| − |B|+ |B ∩X| = |Xc| − rk(E) + rk(X) = rk∗(Xc). 
Theorem 3.5. Let M be an arithmetic matroid. Then M satisfies the strong gcd
property if and only if both M and M∗ satisfy the gcd property.
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Proof. If M satisfies the strong gcd property, then the same is true for M∗ by
Lemma 3.4, and therefore both M and M∗ satisfy the gcd property by Lemma 3.3.
Conversely, suppose that M and M∗ both satisfy the gcd property. By the gcd
property for M , for every X ⊆ E, we have
m(X) = gcd {m(I) | I ⊆ X and |I| = rk(I) = rk(X) } . (1)
By the gcd property for M∗, for every independent set I ⊆ E we have
m(I) = m∗(Ic) = gcd {m∗(Bc) | Bc ⊆ Ic and |Bc| = rk∗(Bc) = rk∗(Ic) }
= gcd {m(B) | I ⊆ B and |Bc| = rk∗(Bc) = rk∗(Ic) } .
The condition |Bc| = rk∗(Bc) = rk∗(Ic) can be rewritten as |Bc| = |Bc| − rk(E) +
rk(B) = |Ic| − rk(E) + rk(I). The first equality implies that rk(B) = rk(E). By the
second equality, we obtain |Bc| = |Ic| − rk(E) + |I| = |E| − rk(E), thus |B| = rk(E).
Therefore B is a basis. Then
m(I) = gcd {m(B) | I ⊆ B and B is a basis } . (2)
In particular, if I ⊆ X ⊆ E and |I| = rk(I) = rk(X), then rk(I) ≤ rk(B ∩X) ≤
rk(X) and therefore |B∩X| = rk(B∩X) = rk(X). Putting together eqs. (1) and (2),
we finally obtain
m(X) = gcd {m(B) | B basis and |B ∩X| = rk(X) } .
This proves the strong gcd property for M . 
Corollary 3.6. Let M be a surjective, torsion-free, and representable arithmetic
matroid. Then M satisfies the strong gcd property.
Proof. By [DM13, Remark 3.1], a torsion-free representable arithmetic matroid
satisfies the gcd property. In particular, this applies to M . Since M is surjective
and representable, its dual M∗ = (E, rk∗,m∗) is torsion-free and representable, and
thus it also satisfies the gcd property. By Theorem 3.5, we deduce that M satisfies
the strong gcd property. 
As a final remark, notice that the strong gcd property is not preserved under
deletion or contraction.
4. Reduction of quasi-arithmetic matroids
In this section, we introduce a new operation on quasi-arithmetic matroids, which
we call reduction. We will use this construction in the algorithm that computes the
representations of a torsion-free arithmetic matroid.
Definition 4.1 (Reduction). Let M = (E, rk,m) be a quasi-arithmetic matroid.
Its reduction is the quasi-arithmetic matroid M = (E, rk,m) on the same groundset,
with the same rank function, and with multiplicity function m is given by
m(X) =
gcd {m(B) | B is a basis, and rk(X) = |X ∩B| }
gcd {m(B) | B is a basis } .
Given a matroid M = (E, rk) and two subsets X,Y ⊆ E, define
B(X,Y ) = { (B1, B2) | B1 and B2 are bases of M, rk(X) = |X ∩B1|,
and rk(Y ) = |Y ∩B2| }.
6 R. PAGARIA AND G. PAOLINI
Lemma 4.2. LetM = (E, rk) be a matroid, and let (X,Y ) be a molecule with Y =
X unionsq T unionsq F as in Definition 2.2. Then there is a bijection ϕ : B(X,Y ) → B(XunionsqT,XunionsqF )
given by
ϕ(B1, B2) =
(
(B1 \X) ∪ (B2 ∩ (X ∪ T )), (B2 \ (X ∪ T )) ∪ (B1 ∩X)
)
.
Proof. Notice that F ⊆ B2, because rk(Y ) = rk(Y ∩B2) = rk(X) + |B2 ∩ F | (the
first equality is by definition of B(X,Y ), and the second equality is by definition of
molecule).
We want to prove that B3 = (B1 \X)∪(B2∩(X∪T )) is a basis. The set B1 \X is
independent, and its rank (or cardinality) is equal to |B1|−|X∩B1| = rk(E)−rk(X)
by definition of B(X,Y ). The set B2 ∩ (X ∪T ) is also independent, and since F ⊆ B2
its rank (or cardinality) is equal to |B2 ∩ Y | − |F | = rk(X) + |F | − |F | = rk(X).
Therefore |B3| ≤ rk(E). Applying property (2) of the rank function to the pair
(B3, X ∪ T ), we obtain
rk(B3) + rk(X ∪ T ) ≥ rk(B3 ∪X ∪ T ) + rk(B3 ∩ (X ∪ T )).
Notice that rk(X ∪ T ) = rk(X) (by definition of molecule), B1 ⊆ B3 ∪X ∪ T , and
B2 ∩ (X ∪ T ) ⊆ B3 ∩ (X ∪ T ). Then
rk(B3) + rk(X) ≥ rk(B1) + rk(B2 ∩ (X ∪ T )) = rk(E) + rk(X).
Therefore rk(B3) ≥ rk(E), and B3 is a basis.
We want now to check that |B3 ∩ (X ∪ T )| = rk(X ∪ T ). We have B1 ∩ T = ∅,
because
rk(X) + |T ∩B1| = |X ∩B1|+ |T ∩B1| = |(X ∩B1) unionsq (T ∩B1)|
= |(X ∪ T ) ∩B1| = rk((X ∪ T ) ∩B1)
≤ rk(X ∪ T ) = rk(X).
Thus B3 ∩ (X ∪ T ) = B2 ∩ (X ∪ T ), and this set has cardinality rk(X) = rk(X ∪ T ).
Similarly, B4 = (B2\(X∪T ))∪(B1∩X) is a basis, and B4∩(X∪F )| = rk(X∪F ).
Therefore the map ϕ is well-defined.
The map ψ : B(XunionsqT,XunionsqF ) → B(X,Y ) defined by
ψ(B3, B4) =
(
(B3 \ (X ∪ T )) ∪ (B4 ∩X), (B4 \X) ∪ (B3 ∩ (X ∪ T ))
)
can be verified to be the inverse of ϕ. Therefore ϕ is a bijection. 
Lemma 4.3. Let M = (E, rk,m) be a quasi-arithmetic matroid, and let (X,Y ) be
a molecule with Y = X unionsq T unionsq F as in Definition 2.2. If ϕ : B(X,Y ) → B(XunionsqT,XunionsqF ) is
the bijection of Lemma 4.2, and (B3, B4) = ϕ(B1, B2), then
m(B1)m(B2) = m(B3)m(B4).
Proof. Consider the following four molecules:
(B1 ∩X, (B2 ∩ (X ∪ T )) ∪B1);
(B2 ∩ (X ∪ T ), (B1 ∩X) ∪B2);
(B2 ∩ (X ∪ T ), (B2 ∩ (X ∪ T )) ∪B1);
(B1 ∩X, (B1 ∩X) ∪B2).
Applying axiom (A2) to these molecules, we get the following relations (we use the
fact that B1 ∩ T = ∅, shown in the proof of Lemma 4.2):
m(B1 ∩X)m((B2 ∩ (X ∪ T )) ∪B1) = m((B1 ∪B2) ∩ (X ∪ T ))m(B1); (3)
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m(B2 ∩ (X ∪ T ))m((B1 ∩X) ∪B2) = m((B1 ∪B2) ∩ (X ∪ T ))m(B2); (4)
m(B2 ∩ (X ∪ T ))m((B2 ∩ (X ∪ T )) ∪B1) = m((B1 ∪B2) ∩ (X ∪ T ))m(B3); (5)
m(B1 ∩X)m((B1 ∩X) ∪B2) = m((B1 ∪B2) ∩ (X ∪ T ))m(B4). (6)
Let k = m((B1∪B2)∩(X∪T )). Multiplying the previous equations in pairs, we obtain
k2m(B1)m(B2) = k
2m(B3)m(B4). Hence m(B1)m(B2) = m(B3)m(B4). 
Theorem 4.4. The reduction M of a quasi-arithmetic matroid M = (E, rk,m) is
a torsion-free surjective quasi-arithmetic matroid, and it satisfies the strong gcd
property.
Proof. Let d = gcd {m(B) | B is a basis }. We start by checking axiom (A1) of
Definition 2.3. Consider a subset X ⊆ E and an element e ∈ E.
• If rk(X ∪ {e}) = rk(X), then a basis B such that rk(X) = rk(X ∩B) also
satisfies rk(X∪{e}) = rk((X∪{e})∩B). Therefore d ·m(X∪{e}) | d ·m(X).
• Similarly, if rk(X ∪ {e}) = rk(X) + 1, then a basis B such that rk(X ∪
{e}) = rk((X ∪ {e}) ∩ B) also satisfies rk(X) = rk(X ∩ B). Therefore
d ·m(X) | d ·m(X ∪ {e}).
We now check axiom (A2). Let (X,Y ) be a molecule, with Y = X unionsq T unionsq F as in
Definition 2.2. By definition of m, we have that
d2m(X)m(Y ) = gcd {m(B1)m(B2) | (B1, B2) ∈ B(X,Y ) } .
Similarly,
d2m(X ∪ T )m(X ∪ F ) = gcd {m(B3)m(B4) | (B3, B4) ∈ B(X∪T,X∪F ) } .
By Lemmas 4.2 and 4.3, we obtain d2m(X)m(Y ) = d2m(X ∪ T )m(X ∪ F ), hence
m(X)m(Y ) = m(X ∪ T )m(X ∪ F ). Therefore M is a quasi-arithmetic matroid.
By definition of m, we also have that m(∅) = m(E) = 1, i.e. M is torsion-free and
surjective. It is also immediate to check that M satisfies the strong gcd property. 
It is not true in general that the reduction of an arithmetic matroid is an
arithmetic matroid. We see this in the following example.
Example 4.5. LetM = (E, rk) be the uniform matroid of rank 2 on the groundset
E = {1, 2, . . . , 6}. Consider the multiplicity function m : P(E)→ N+ defined as
m(∅) = 1,
m({1}) = m({2}) = 2,
m({j}) = 1 if j > 2,
m({X}) = 1 if |X ∩ {3, . . . , 6}| ≥ 2,
m({i, j}) = 2 if i = 1, 2 and j > 2,
m({1, 2}) = 4,
m({1, 2, 3}) = 1,
m({1, 2, j}) = 2 if j > 3.
Then M = (E, rk,m) is an arithmetic matroid (this can be checked using the
software library Arithmat [PP19]). We have that m(X) = m(X) for every X ⊆ E,
except that m(1, 2, 3) = 2. The quasi-arithmetic matroid M = (E, rk,m) does not
satisfy axiom (P) for the molecule ({1, 2}, E).
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However, the reduction of a representable arithmetic matroid turns out to be a
representable arithmetic matroid.
Theorem 4.6. If M = (E, rk,m) is a representable arithmetic matroid, then its
reduction M is also a representable arithmetic matroid.
Proof. Let (ve)e∈E ⊆ G be a representation of M . Denote by K the quotient of G
by its torsion subgroup T . Let G be the sublattice of K generated by { v¯e | e ∈ E },
where v¯e is the class of ve in K. We are going to show that (v¯e)e∈E ⊆ G is a
representation of M .
Let M ′ = (E, rk,m′) be the arithmetic matroid associated with the representation
(v¯e)e∈E ⊆ G. By construction, M ′ is representable, torsion-free (because G is torsion-
free), and surjective (because the vectors v¯e generate G). Therefore, by Corollary 3.6,
it satisfies the strong gcd property. As a consequence,
gcd {m′(B) | B basis } = m(E) = 1.
Let B be a basis of M . Since B is independent, we have that T ∩ 〈vb〉b∈B = { 0 }.
Then,
m(B) =
∣∣∣Gupslope〈vb〉b∈B∣∣∣ = |T | · ∣∣∣Kupslope〈v¯b〉b∈B∣∣∣ = |T | · ∣∣∣KupslopeG∣∣∣ ·
∣∣∣∣Gupslope〈v¯b〉b∈B
∣∣∣∣
= |T | ·
∣∣∣KupslopeG∣∣∣ ·m′(B).
If B varies among all bases of M , taking the gcd of both sides we get
gcd {m(B) | B basis } = |T | ·
∣∣∣KupslopeG∣∣∣ .
Therefore
m′(B) =
m(B)
gcd {m(B) | B basis } = m(B).
Since both M ′ and M satisfy the strong gcd property, m′(X) = m(X) for every
subset X ⊆ E. This means that M = M ′ is representable. 
Finally, notice that the reduction does not commute with deletion and contraction.
However, it commutes with taking the dual.
5. Representations of arithmetic matroids
In this section, we prove that a torsion-free arithmetic matroid M = (E, rk,m)
of rank r has at most m(E)r−1 essential representations, up to equivalence. At the
same time, we describe an algorithm to list all such essential representations.
Callegaro and Delucchi showed that matroids with a unimodular basis admit
at most one representation [CD17]. This result was later generalized by Lenz, in
the case of weakly multiplicative matroids [Len17b]. The first author proved the
uniqueness of the representation for surjective matroids and showed that general
torsion-free matroids admit at most m(E)r essential representations [Pag17]. In
this work, we describe how to explicitly construct all representations, and improve
the upper bound.
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5.1. Representation of torsion-free surjective matroids. Consider a torsion-
free surjective arithmetic matroid M = (E, rk,m) of rank r. We want to describe
how to choose n = |E| vectors (ve)e∈E in Zr that form a representation of M in the
lattice Λ = 〈ve | e ∈ E〉Z, if M is representable.
Let B ⊆ E be a basis of M . Relabel the groundset E so that E = { 1, 2, . . . , n }
and B = { 1, 2, . . . , r }. For i = 1, . . . , r, define vi = m(B) ei where (e1, . . . , er) is
the canonical basis of Zr. The absolute values of the coordinates of vr+1, . . . , vn are
uniquely determined by M , as described in [Pag17]. The entries aij of the matrix
A ∈ M(r, n;Z) with columns v1, . . . , vn satisfy
|aij | =
{
m(B \ {i} ∪ {j}) if B \ {i} ∪ {j} is a basis;
0 otherwise.
To determine the signs of the entries aij , we follow the idea of Lenz [Len17b].
Consider the bipartite graph G on the vertex set E = B unionsq (E \B), having an edge
(i, j) whenever i ∈ B, j ∈ E \B, and B \ {i} ∪ {j} is a basis. Let F be a spanning
forest of G. Since reversing the sign of some vectors does not change the equivalence
class of a representation, we can set aij to be positive for (i, j) ∈ F as shown by
Lenz [Len17b, Lemma 6]. We determine the signs of the remaining entries aij by
iterating the following procedure.
(1) Let (i, j) be an edge of G \ F such that the distance between i and j in F
is minimal.
(2) Let i1, j1, i2, j2, . . . , ik, jk be a minimal path from i to j in F , where i1 = i
and jk = j. Consider the k × k minor A′ of the matrix A indexed by the
rows i1, . . . , ik and the columns j1, . . . , jk. Notice that the signs of all entries
of A′ have already been determined, except for aij . The absolute value of
the determinant of A′ must be equal to
|detA′| =
{
m(B)k−1 ·m(B′) if B′ is a basis
0 otherwise
where B′ = B \ { i1, . . . , ik } ∪ { j1, . . . , jk }. By minimality of the distance
between i and j, the only non-zero entries of A′ are ai` j` and ai` j`−1 for
` = 1, . . . , k (where j0 = jk). Then
|detA′| =
∣∣∣∣∣
k∏
`=1
ai` j` − (−1)k
k∏
`=1
ai` j`−1
∣∣∣∣∣ .
Comparing the two given expressions of |detA′|, the sign of aij can be
uniquely determined.
(3) Add the edge (i, j) to F .
At some iteration of this procedure, the equation∣∣∣∣∣
k∏
`=1
ai` j` − (−1)k
k∏
`=1
ai` j`−1
∣∣∣∣∣ =
{
m(B)k−1 ·m(B′) if B′ is a basis
0 otherwise
of the second step might have no solution. If this happens, we can conclude that
the matroid M is not representable.
Remark 5.1. If M is orientable (in the sense of [Pag18]), then there exists a
chirotope χ : Er → {−1, 0, 1 } such that aij = χ(B \ {i} ∪ {j}) ·m(B \ {i} ∪ {j}).
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This ensures that the equation of step (2) always has a solution. Conversely, a
failure of step (2) implies that M is not orientable.
We have finally constructed a matrix A whose columns (ve)e∈E form a candidate
representation of M in the lattice Λ = 〈ve | e ∈ E〉Z. To recover the coordinates of
the vectors (ve)e∈E with respect to a basis of Λ, we use the Smith normal form as
explained by the following lemma.
Lemma 5.2. Let (ve)e∈E be a set of vectors in Zr, with coordinates described by
a matrix A ∈ M(r, n;Z) of rank r. Let D = UAV be the Smith normal form of A.
Then the r × n matrix consisting of the first r rows of V −1 gives the coordinates of
the vectors (ve)e∈E with respect to a basis of Λ = 〈ve | e ∈ E〉Z.
Proof. Recall that U ∈ GL(r;Z), V ∈ GL(n;Z), and D ∈ M(r, n;Z). Let D = D′I,
where I is the block matrix (Idr×r | 0) ∈ M(r, n;Z) and D′ ∈ M(r, r;Z) is the matrix
consisting of the first r columns of D. Consider the vectors w1, . . . , wr of Zr given
by the columns of U−1D′. Then U−1D′ · IV −1 = A, and therefore the columns of
IV −1 are the coordinates of (ve)e∈E with respect to the Q-basis B = (w1, . . . , wr).
Since the matrix IV −1 has integer entries and Smith normal form equal to I, the
basis B is also a lattice basis of Λ. We conclude by noticing that IV −1 is the matrix
consisting of the first r rows of V −1. 
At this point, we have a candidate representation of the matroid M . If M is
representable, this is the only possible representation of M up to equivalence. We
only need to verify if it is indeed a representation of M , checking the multiplicity
m(X) for every subset X ⊆ E.
Remark 5.3. Under our assumptions (m(∅) = m(E) = 1), the matroid M is
representable if and only if it is orientable and satisfies the strong gcd property
[Pag18, Proposition 8.3]. Before the final check of our algorithm, M is known to be
orientable by Remark 5.1. Then the final check has a positive result if and only if
M satisfies the strong gcd property.
5.2. Representations of general torsion-free matroids. In this section, we
describe how to construct all essential representations (up to equivalence) of a
general torsion-free matroid M = (E, rk,m). Let r = rk(E).
Consider the reduction M . If M is representable, then M must also be a
representable arithmetic matroid by Theorem 4.6. Since M is torsion-free and
surjective, using the algorithm of the previous section we can check if M is a
representable arithmetic matroid. Assume from now on that this is the case. Then
the previous algorithm also yields the unique essential representation of M (up to
equivalence), which consists of some integer matrix A ∈ M(r, n;Z).
Theorem 5.4. If A ∈ M(r, n;Z) is an essential representation of M , then every
essential representation of M is equivalent to HA for some matrix H ∈ M(r, r;Z)
in Hermite normal form, with det(H) = m(E).
Proof. Every essential representation C ∈ M(r, n;Z) of M induces an essential
representation A′ ∈ M(r, n;Z) of M , as shown in the proof of Theorem 4.6. These two
representations are related as follows: C ′ = H ′A′, where the matrix H ′ ∈ M(r, r;Z)
describes (in the chosen coordinates) the inclusion G ↪→ K, and has rank r. Since
all representations of M are equivalent, we can write A′ = U ′AS for some integer
matrices U ′ ∈ GL(r;Z) and S ∈ Zn2 ⊆ GL(n,Z). Then we have CS = H ′U ′A.
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Let U ∈ GL(r,Z) be an integer matrix such that UH ′U ′ is in Hermite normal
form. We obtain that the representation UCS of M is equivalent to C and can be
written as UCS = HA, where H = UH ′U ′ is in Hermite normal form. Notice that
m(E) = det(H) ·m(E) = det(H). 
Some of the representations given by Theorem 5.4 can be equivalent. To compute
a list of representatives of the equivalence classes of representations, one needs
to compute a normal form of matrices in M(r, n;Z) up to left-multiplication by
GL(r;Z) and change of sign of the columns. We develop an algorithm to do this in
the next section.
A direct consequence of Theorem 5.4 is a new upper bound on the number of
non-equivalent representations of a torsion-free matroid.
Corollary 5.5. Every torsion-free arithmetic matroid M = (E, rk,m) of rank r
has at most m(E)r−1 equivalence classes of essential representations.
Proof. Reorder the groundset of M so that the first r elements form a basis. Let
A ∈ M(r, n;Z) be an essential representation of the reduction M = (E, rk,m).
Without loss of generality, we can assume that A is in Hermite normal form.
Let Bi be the i × i leading principal minor of a matrix B. For every i ∈
{ 1, . . . , r }, we have that Ai is upper triangular and det(Ai) = m({ 1, . . . , i }). If
H ∈ M(r, r,Z) is an upper triangular matrix such that HA is a representation of
M , then det(Hi) det(Ai) = det((HA)i) = m({ 1, . . . , i }). By Theorem 5.4, every
essential representation of M is equivalent to HA for some matrix H ∈ M(r, r,Z) in
Hermite normal form such that det(H) = m(E). The diagonal entries d1, . . . , dr of
H are uniquely determined by the previous relations. The number of such matrices
H is
∏r
i=1 d
i−1
i ≤
∏r
i=1 d
r−1
i = m(E)
r−1. 
Remark 5.6. The orientability of M is equivalent to the orientability of the
reduction M . Then Remark 5.1 yields an algorithm to check the orientability of M .
6. Signed Hermite normal form
In this section, we describe an algorithm that takes as input a matrix A ∈
M(r, n;Z) and outputs a normal form with respect to the action of GL(r;Z)× Zn2 .
Here GL(r;Z) acts on M(r, n;Z) by left-multiplication, and the j-th standard
generator of Zn2 acts by changing the sign of the j-th column. It is convenient to
view the elements of Zn2 as the n× n diagonal matrices with diagonal entries equal
to ±1. Then a pair (U, S) ∈ GL(r;Z)× Zn2 acts on M(r, n;Z) as A 7→ UAS.
Recall that the (left) Hermite normal form is a canonical form for matrices in
M(r, n;Z) with respect to the left action of GL(r;Z) (see for instance [New72] and
[Coh93]). We write HNF(A) for the Hermite normal form of A. A matrix in Hermite
normal form satisfies the following properties:
• it is an upper triangular r × n matrix, and zero rows are located below
non-zero rows;
• the pivot (i.e. the first non-zero entry) of a non-zero row is positive, and is
strictly to the right of the pivot of the row above it;
• the elements below pivots are zero, and the elements above a pivot q are
non-negative and strictly smaller than q.
Our normal form with respect to the action of GL(r;Z)×Zn2 has a simple definition
in terms of the Hermite normal form. We call it the signed Hermite normal form.
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Definition 6.1. The signed Hermite normal form SHNF(A) of a matrix A ∈
M(r, n;Z) is the lexicographically minimal matrix in the set {HNF(AS) | S ∈ Zn2 }.
To compare two matrices lexicographically, we look at the columns from left to right,
and in each column, we look at the entries from bottom to top.
Remark 6.2. By definition, a matrix in signed Hermite normal form is also in
Hermite normal form.
Example 6.3. Consider the following sequence of 2× 2 matrices:(
4 2
0 3
)
−→
(
4 −2
0 −3
)
−→
(
4 1
0 3
)
.
The leftmost matrix is in Hermite normal form, but it is not in signed Hermite
normal form. Indeed, if we change the sign of the second column, we obtain the
matrix in the middle; its Hermite normal form is given by the rightmost matrix,
which is lexicographically smaller than the leftmost one.
A naive algorithm to compute the signed Hermite normal form could be: try all
the 2n elements S ∈ Zn2 ; determine the left Hermite normal form of AS; choose the
lexicographically minimal result. This algorithm runs in 2n · poly(n, r). In the rest
of this section, we are going to describe an algorithm which is polynomial in n and
r.
Given a matrix A ∈ M(r, n;Z), we indicate by Aj ∈ Zr the j-th column of A,
and by A:j ∈ M(r, j;Z) the matrix consisting of the first j columns of A. We write
Zj2 for the subgroup of Zn2 generated by the first j standard generators of Zn2 . Also,
for every m ≤ r, we regard the group GL(m;Z) as a subgroup of GL(r;Z) via the
natural inclusion
U 7→
(
U 0
0 I(r−m)×(r−m)
)
.
Define the stabilizer Stab(B) of a matrix B ∈ M(r, j;Z) as the subgroup
Stab(B) = {S ∈ Zj2 | BS = UB for some U ∈ GL(r;Z) } ⊆ Zj2.
This is the stabilizer of the orbit {UB | U ∈ GL(r;Z) } with respect to the right
action of Zj2. Notice that Stab(B) = Stab(V BT ) for every (V, T ) ∈ GL(r;Z)× Zj2,
because Zj2 is abelian.
The pseudocode to compute the signed Hermite normal form is given in Algo-
rithm 1. In the rest of this section, we are going to explain it with more details.
Throughout the execution of Algorithm 1, G is always a subgroup of Zn2 . It
would require exponential time and space to compute and store the list of all its
elements. For this reason, we rather describe it by giving one of its Z2-bases, i.e.
a list of k linearly independent vectors in Zn2 (where k is the dimension of G as
a Z2-vector space). Accordingly, the group homomorphism ϕ : G → GL(r;Z) is
always described by giving its values on the Z2-basis of G.
Algorithm 1 adjusts the columns one at a time, from left to right. This is possible
thanks to the following observation.
Lemma 6.4. For every j we have SHNF(A):j = SHNF(A:j). In particular, the
j-th column of SHNF(A) only depends on the first j columns of A.
Proof. It is well known that HNF(A):j = HNF(A:j). Therefore
SHNF(A):j = min {HNF(AS) | S ∈ Zn2 }:j
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Algorithm 1 Signed Hermite normal form
Input: a matrix A ∈ M(r, n;Z).
Output: the signed Hermite normal form of A.
1: G← { 0 }, as a subgroup of Zn2
2: A← Hermite normal form of A
3: for j = 1, 2, . . . , n do
4: m← rk(A:j−1)
5: q ← Am+1,j
6: ϕ ← the group homomorphism G → GL(m;Z) ⊆ GL(r;Z) which maps
S ∈ G to the unique matrix ϕ(S) ∈ GL(m;Z) such that ϕ(S)A:j−1S = A:j−1
7: G← G× Z2, where Z2 is the j-th factor of Zn2
8: Extend ϕ to a group homomorphism G→ GL(m;Z) ⊆ GL(r;Z), by sending
the generator of the new Z2 factor to −Im×m
9: for i = m,m− 1, . . . , 1 do
10: O ← { (ϕ(S)Aj)i mod q | S ∈ G }
11: u← minO
12: S ← any element of G such that (ϕ(S)Aj)i mod q = u
13: A← Hermite normal form of AS
14: G← {S ∈ G | (ϕ(S)Aj)i mod q = u }
15: ϕ← ϕ|G
16: end for
17: end for
18: return A
= min {HNF(AS):j | S ∈ Zn2 }
= min {HNF((AS):j) | S ∈ Zn2 }
= min {HNF(A:jT ) | T ∈ Zj2 }
= SHNF(A:j).
In the second equality we used the fact that the lexicographic order privileges the
first j columns over the last n− j. 
Let j be the current column (line 3). At the beginning of each iteration of the
outer for loop, the following properties hold:
(i) A:j−1 is in signed Hermite normal form;
(ii) A:j is in Hermite normal form;
(iii) G = Stab(A:j−1) ⊆ Zj−12 .
The proof is by induction: for j = 1 this is trivial; the induction step is given by
Remark 6.7. Notice that Stab(A:j−1) describes the freedom we still have in changing
the sign of the first j − 1 columns, without affecting the Hermite normal form of
A:j−1.
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Let m = rk(A:j−1) (line 4) and q = Am+1,j (line 5). Here q ≥ 0, and if q 6= 0
then q is a pivot of the Hermite normal form A:j . The matrix A:j looks like this:
A:j =

B v
q
0
 (7)
where B ∈ M(m, j − 1;Z), and v is a column vector in Zm.
In line 6, we consider the group homomorphism ϕ : G → GL(m;Z) defined as
follows: ϕ(S) is the unique matrix in GL(m;Z) ⊆ GL(r;Z) such that ϕ(S)A:j−1S =
A:j−1. Since A:j−1 has zeros in the last r −m rows, this condition is equivalent to
ϕ(S)BS = B. As we said before, we describe ϕ by computing the image of each
element S of the Z2-basis of G. This is done by running the algorithm for the
Hermite normal form of BS: this algorithm returns both the Hermite normal form
(which we already know to be equal to B) and a matrix ϕ(S) ∈ GL(m;Z) such that
ϕ(S)BS = B. The matrix ϕ(S) is unique because B has rank m. Notice that ϕ is
indeed a group homomorphism, because
ϕ(ST )BST = B
= ϕ(S)BS
= ϕ(S)ϕ(T )BTS
= ϕ(S)ϕ(T )BST.
In line 7, we replace G with G× Z2, where Z2 is the j-th factor of Zn2 . This is
achieved by extending the basis of G with the j-th element of the standard Z2-basis
of Zn2 . In line 8 we extend ϕ to the new basis element, by sending it to −Im×m.
The definition of ϕ is motivated by Lemma 6.5 below.
Given x ∈ Z, define x mod q as the remainder of the division between x and q if
q > 0, and define x mod 0 = x. Since the group G is going to change throughout the
inner loop, it is convenient to denote by G0 the value of G after line 8 is executed.
Lemma 6.5. Write A:j as in eq. (7). Let H = {HNF(A:jS) | S ∈ Zj2 } ⊆ M(r, j,Z),
and let H′ = {A′ ∈ H | A′:j−1 = A:j−1 }. Then the matrices in H′ are precisely
those of the form
A′ =

B w
q
0

where w = ϕ(S) · v mod q for some S ∈ G0.
Proof. Denote by Sj the j-th element of the standard Z2-basis of Zn2 . Then Sj acts
on M(r, n;Z) by changing the sign of the j-th column. Every element of G0 is of
the form S0S

j for some S0 ∈ Stab(A:j−1) and  ∈ { 0, 1 }.
We first show that a matrix A′ as above (for a given S ∈ G0) belongs to H′.
Notice that A′ is in Hermite normal form, and A′:j−1 = A:j−1, so it is enough to
show that A′ is in the same orbit as A:jS with respect to the left action of GL(r;Z).
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Write S = S0S

j . Then, by definition of ϕ, we have
ϕ(S0)A:jS0S

j =

B ϕ(S0) · v
q
0
 · Sj =

B ϕ(S) · v
(−1)q
0
 ,
and this matrix is in the same orbit as A′.
Conversely, let A′ ∈ H′. Since A′ ∈ H, we have A′ = HNF(A:jS) for some
S ∈ Zj2. Write S = S0Sj for some S0 ∈ Zj−12 and  ∈ { 0, 1 }. We have A′:j−1 =
HNF(A:jS):j−1 = HNF(A:j−1S0). Since A′ ∈ H′, we also have A′:j−1 = A:j−1.
Therefore HNF(A:j−1S0) = A:j−1, which implies that S0 ∈ Stab(A:j−1). Then
S = S0S

j ∈ G0. We conclude by noticing that A′ = HNF(A:jS) is of the form given
in the statement, with w = ϕ(S) · v mod q. 
Lemma 6.5 gives an explicit characterization of the possible values of the j-th
column of the Hermite normal form of AS, provided that HNF(AS):j−1 = A:j−1.
Then, to compute the j-th column of the signed Hermite normal form, we need to
find the lexicographically minimal vector w = ϕ(S) · v mod q. This is done in the
inner loop, starting from the m-th row and going up to the first row (lines 9-16).
Let i be the current row (line 9). At the beginning of each iteration of the inner
loop, we have that
G = {S ∈ G0 | (ϕ(S)Aj)i′ mod q = Ai′,j for all i′ > i } . (8)
This is proved by induction: it holds at the beginning of the first iteration (i = m)
because G = G0; the induction step is proved below.
In line 10 we explicitly compute the set O of all possible values of the entry (i, j).
For ease of notation, write A:j as in eq. (7). Then
O = { (ϕ(S)Aj)i mod q | S ∈ G }
= { (ϕ(S) · v)i mod q | S ∈ G } .
A key observation is that the set O is very small, even if G can be large.
Lemma 6.6. In line 10, |O| ∈ { 1, 2, 4 }.
Proof. By eq. (8) and since ϕ(S) is upper triangular, there is a well-defined action
of G on Zq: an element S ∈ G acts as an affine automorphism ρ(S) ∈ Aff(Zq) given
by
x 7→ ϕ(S)i,i x+
r∑
k=i+1
ϕ(S)i,kAk,j .
This is how G acts on the entry (i, j) of A. Notice that ρ(S) has the form x 7→ ±x+β
for some β ∈ Zq, since ϕ(S)i,i = ±1. In addition, ρ(S) is an involution, so it has
one of the following forms:
x 7→ x, x 7→ x+ q/2 (if q is even), x 7→ −x+ β for some β ∈ Zq.
The maps x 7→ x and x 7→ x + q/2 commute with each other and with any map
of the form x 7→ −x + β. However, given two maps of the form x 7→ −x + β1
and x 7→ −x + β2, they commute if and only if 2(β1 − β2) = 0, i.e. β1 = β2 or
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β1 = β2 + q/2. Since ρ(G) is abelian, there exists a β ∈ Zq such that any element
S ∈ G acts as one of the following four maps:
x 7→ x, x 7→ x+ q/2, x 7→ −x+ β, x 7→ −x+ β + q/2.
Therefore ρ(G) is isomorphic to a subgroup of Z22. By definition, O is the orbit of
Ai,j in Zq, and so its cardinality divides 4. 
In line 11, we select the smallest element u ∈ O. In line 12, we choose any element
S ∈ G such that ρ(S)(Ai,j) = u. After line 13, the entry (i, j) of A is equal to u.
Finally, in line 14 we update the group G in order to satisfy eq. (8), and in line 15
we restrict ϕ to the new group G.
Remark 6.7. At the end of the inner loop (after line 16), we have that: G =
Stab(A:j), by eq. (8) for i = 0; A is in Hermite normal form, by line 13, so in
particular A:j+1 is in Hermite normal form; A:j is in signed Hermite normal form,
by construction.
Example 6.8. Consider the following 3× 3 matrix:
A =
1 1 40 2 3
0 0 6
 .
The first two columns are already in signed Hermite normal form. When Algorithm 1
encounters the third column (j = 3), the second entry (i = 2) is already minimal.
At the beginning of the last iteration (i = 1) of the inner loop, we have G = Z32.
The three standard generators of G act on Z6 as x 7→ −x + 3, x 7→ x + 3, and
x 7→ −x. Then ρ(G) is a subgroup of Aff(Z6) isomorphic to Z22. On line 10, we have
O = { 1, 2, 4, 5 }. By choosing S as the second standard generator of Z32, we obtain
ϕ(S)AS =
1 1 10 2 3
0 0 6
 ,
which is the signed Hermite normal form.
Proposition 6.9. The running time of Algorithm 1 is O(rθ−1n2(r2 + n)), where θ
is such that two r × r integer matrices can be multiplied in time O(rθ).
Proof. We assume that all operations between integers require time O(1). Then
the algorithm of [SL96] allows to compute the Hermite normal form H of a matrix
A ∈ M(r, n;Z) in time O(rθ−1n). This algorithm also returns a matrix U such that
H = UA. Notice that the best exponent θ is between 2 and 2.3728639, by [LG14].
Throughout the execution of Algorithm 1, the group G is always described by
one of its Z2-bases. Since the Z2-dimension of G increases at most by 1 at each
iteration of the outer loop (line 7), it is always bounded by n.
The most expensive operations of Algorithm 1 are the following. Line 6 requires
O(n) computations of Hermite normal forms, and is executed n times (because it
is inside the outer loop), so it takes O(rθ−1n3) time. Line 10 requires to compute
O(n) elements of Aff(Zq), each of them being obtained as a dot product between
two vectors of size r. It is executed rn times (because it is inside the inner loop),
so it takes O(r2n2) time. Line 13 is executed O(rn) times, and thus takes O(rθn2)
time. Lines 14 and 15 require to compute O(n) multiplications of r × r matrices.
They are executed O(rn) times, so they take O(rθ+1n2) time. The overall running
time is O(rθ−1n3) +O(r2n2) +O(rθn2) +O(rθ+1n2) = O(rθ−1n2(r2 + n)). 
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Since θ < 3, assuming r ≤ n (otherwise some rows of HNF(A) are zero, and can
be ignored), the time complexity of Algorithm 1 is less than cubic in the input size
rn.
7. Decomposition of representable matroids
Given an arithmetic matroid M = (E, rk,m), a decomposition of M is a partition
E = E1unionsq · · ·unionsqEk of the groundset such that rk(X) = rk(X ∩E1) + · · ·+ rk(X ∩Ek)
and m(X) = m(X ∩ E1) · · ·m(X ∩ Ek) for every X ⊆ E. An arithmetic matroid
is indecomposable if it has no non-trivial decompositions. Notice that, if M is an
indecomposable arithmetic matroid, the underlying matroid M = (E, rk) can be
decomposable.
The following lemma allows decomposing a represented arithmetic matroid into
indecomposable ones, with a simple and fast algorithm.
Lemma 7.1. Let M = (E, rk,m) be a torsion-free arithmetic matroid of rank r.
Suppose that the first r elements of the groundset E form a basis B of M . Let
A ∈ M(r, n;Z) be a representation of M , where A is in Hermite normal form. A
partition E = E1 unionsq E2 is a decomposition of M if and only if Aij = 0 for all
(i, j) ∈ (B ∩ E1)× E2 ∪ (B ∩ E2)× E1.
Proof. If Ai,j = 0 for all (i, j) ∈ (B ∩ E1) × E2 ∪ (B ∩ E2) × E1 then, up to a
permutation of rows and columns, A is a block diagonal matrix having the columns
in E1 in the first block and the columns in E2 in the second block. Then E = E1unionsqE2
is a decomposition of M .
Suppose now that E = E1unionsqE2 is a decomposition of M . We prove the statement
by induction on j. Assume without loss of generality that j ∈ E2.
We start with the case j ∈ B. We have that
j∏
k=1
Ak,k = m({ 1, . . . , j }) = m({ 1, . . . , j } ∩ E1) ·m({ 1, . . . , j } ∩ E2).
By induction, m({ 1, . . . , j } ∩ E1) =
∏
k∈{ 1,...,j }∩E1 Ak,k. In addition, we have
m({ 1, . . . , j } ∩ E2) | det(A′), where A′ is the square submatrix of A consisting of
the rows { i }∪({ 1, . . . , j − 1 }∩E2) and the columns { 1, . . . , j }∩E2. By induction,
det(A′) = Ai,j ·
∏
k∈{ 1,...,j−1 }∩E2 Ak,k. Putting everything together, we obtain that
Aj,j | Ai,j . Since A is in Hermite normal form, Ai,j = 0.
Consider now the case j 6∈ B. The j-th column of A is a linear combination of
the columns in B ∩ E2. Therefore Ai,j = 0. 
8. Applications and examples
The software library Arithmat [PP19], which is publicly available as a Sage
package, implements arithmetic matroids, toric arrangements, and some of their
most important operations. The algorithms of this paper are implemented, together
with some additional ones such as Lenz’s algorithm to compute the poset of layers
of a toric arrangements [Len17a].
As an application of our library and algorithms, we provide some examples of
central toric arrangements with a non-shellable (nor Cohen-Macaulay) poset of
layers, and a non-shellable (nor Cohen-Macaulay) arithmetic independence poset.
This disproves two popular conjectures in the community of arrangements and
matroids.
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Definition 8.1 (Poset of layers). The poset of layers of a toric arrangement A
is the set of connected components of intersections of elements of A, ordered by
reverse inclusion.
Posets of layers of toric arrangements associated with root systems were proved
to be shellable [DGP17, Pao18], and this led to the conjecture that posets of layers
are always shellable.
A related poset is the (arithmetic) independence poset of a toric arrangement,
defined in [Len17c, Definition 5], [Mar18, Section 2] (under the name of poset of
torsions), and [DD18, Section 7] (under the name of poset of independent sets).
Definition 8.2 (Arithmetic independence poset). The arithmetic independence
poset of a toric arrangement A is the set of pairs (I,W ) where I ⊆ A is an
independent set and W is a connected component of
⋂
I. The order relation is
defined as follows: (I1,W1) ≤ (I2,W2) if and only if I1 ⊆ I2 and W1 ⊇W2.
D’Al`ı and Delucchi proved that both posets are homology Cohen-Macaulay over
fields of all but a finite number of characteristics [DD18]. It was conjectured that the
arithmetic independence poset is shellable. Notice that the non-arithmetic versions
of these posets (the poset of flats and the independence poset of an ordinary matroid)
are shellable, and therefore Cohen-Macaulay over fields of every characteristic.
Consider the example of [Pag19, Section 3]: let M be the arithmetic matroid
associated with the matrix
A =
1 1 1 −30 5 0 −5
0 0 5 −5
 .
Using the algorithm of Section 5, we find that M has 13 non-equivalent essential
representation. These 13 representations give rise to 3 non-isomorphic posets of
layers. These 3 posets are realized by the matrices A and
A′ =
1 1 1 −10 5 0 5
0 0 5 −5
 , A′′ =
1 2 2 10 5 0 5
0 0 5 −5
 .
The matrices A,A′, A′′ are given in signed Hermite normal form (see Section 6).
The fact that A and A′ give rise to non-isomorphic posets of layers was already
proved by the first author in [Pag19].
The homology of the order complex of the poset of layers (with the bottom
element removed) is equal to (0,Z5,Z48) in all 3 cases. In particular, these posets
of layers are not Cohen-Macaulay over fields of characteristic 5 and therefore are
not shellable.
The arithmetic independence posets of the 13 representations of M are pairwise
isomorphic. Their order complexes (with the bottom element removed) have homol-
ogy (0,Z5,Z73). Therefore these posets are not Cohen-Macaulay in characteristic 5
and are not shellable. Our computations settle some different conjectures about the
posets associated with a toric arrangement, but also highlight the following problem.
Question 8.3. Let M be an arithmetic matroid. Are the arithmetic independence
posets of the representations of M always pairwise isomorphic?
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