Abstract-The discrepancy between the upper bound on throughput scaling in wireless networks and the throughput scaling in random networks is due to the connectivity-throughput trade-off. In a random network with nodes, throughput scales by a factor of √ log worse compared to the upper bound because of the uncertainty in the nodes' location. In this work, nodes know their location and employ power control. The expected throughput-progress is analyzed for a nearest neighbor forwarding strategy, which benefits from power control by reducing spatial contention. By this, the connectivity-throughput trade-off is resolved and the upper bound is achieved.
I. INTRODUCTION
A lot of effort has been made to analyze the capacity of wireless networks within the last decade. In [1] , the authors proved that there exists an upper bound on throughput which scales as 1 Θ(1/ √ ), where denotes the number of nodes per unit area, i.e., the node density. In [1] the authors also presented a constructive proof for the existence of a global scheduling scheme for which throughput is Θ(1/ √ log ) in a random network. The proof is based on Voronoi-tessellations, on the assumption of fixed transmission powers, and on routing over straight lines. The gap between this result and the upper bound is due to the additional uncertainty within random networks related to connectivity: for a random network to be asymptotically connected, the transmission range must scale as √ log / according to [2] , resulting in that the average number of neighboring nodes and hence spatial contention increases with log . Thus, spatial reuse decreases by a factor of 1/ log which explains the discrepancy between the throughput result for random networks and the upper bound.
In [3] the authors showed that the upper bound on throughput is feasible also in random networks if the problem of connectivity is tackled differently. They use percolation theory arguments and consider the network in the supercritical regime, where the transmission range of the nodes is chosen to be just above the percolation threshold. In this transition region, a number of paths crossing the network emerge. Packets are then routed along these paths or highways, representing the wireless backbone of the network. On these paths, spatial contention remains constant with increasing . However, as the source as well as the destination node might not be directly connected to a highway, this strategy involves a complicated routing scheme consisting of four phases. 1 In the Landau notation: the term ( ) = Θ ( ( ) ) denotes the fact that 0 | ( )| ≤ | ( )| ≤ 1 | ( )| for 0 , 1 < +∞ and → +∞.
Comparing the two works [1] and [3] , one can observe a throughput-connectivity trade-off in random networks: if connectivity is assured, the network is driven in the interference limited regime and throughput is √ log times lower than the upper bound. On the other hand, the upper bound on throughput is achievable if the network is driven in a connectivity transition region, resulting into a more complex routing scheme.
Fundamental to both models is that a fixed transmission power is assumed. This gives rise to the following question: if we deflect from the assumption of fixed transmission powers, is it possible to ensure connectivity in a random network (for the purpose of a simple routing scheme) and to afford low spatial contention (to achieve the upper bound on throughput) at the same time?
This work represents an extension in the sense that nodes are allowed to employ power control. In fact, we understand power control as an additional degree of freedom that may resolve the connectivity-throughput trade-off and improve network performance. In our network model, the transmission range is chosen to ensure connectivity of the network. However, nodes may reduce their transmission power by transmitting to specific nodes within their range, e.g., to their nearest neighbor. Our approach aims at investigating the average pernode throughput as increases. We therefore analyze the expected throughput for a given set of parameters, e.g., channel model, interference model, traffic pattern etc. This measure is consistent with prior results in the scaling sense.
A. Related Work and Contribution
Capacity and throughput scaling laws have been intensively studied in the literature, see for example [1] , [3] - [6] . Furthermore, [7] analyzed the scaling behavior of a realistic 802.11 MAC. The throughput-connectivity trade-off was highlighted in [8] , [9] . In [8] , the impact of different attenuation functions on connectivity and capacity was investigated where it was found that there exist a fundamental trade-off between throughput and connectivity. In [9] , the authors proved that the per-node throughput remains constant with increasing , if an arbitrary small fraction of nodes is allowed to be disconnected from the network.
Denote by
the expectation of the product of throughput and progress associated with one hop, where is the per-node throughput or effective (point-to-point) rate in terms of bit per seconds per Hertz and is the one-hop progress toward the destination in meters. Hence, measures how much information has been carried how many meters toward the destination in one second in one hop for one node on average.
Theorem 1: If all nodes employ a nearest neighbor forwarding strategy, we obtain
The remainder of the paper is organized as follows. First, the network model is presented in Section II and the statistical modeling of the spatial contention is explained in Section III. We then give an outline of the solution in Section IV and discuss the implications of these results in Section V. Section VI concludes the paper.
II. NETWORK MODEL

A. Network geometry
A collection of nodes { } is assumed to be uniformly and independently distributed on a sphere with unit area according to a stationary Poisson point process (PPP) with intensity . Let denote the -th node as well as its location on . The PPP is conditioned on having nodes on . The advantage of choosing the sphere rather than some other geometrical topology is that it exhibits a finite surface and avoids unpleasant border effects and allows local observations to be two-dimensional. Initially, each node independently decides whether to originate a packet or to remain silent with probability equal to the network load , where 0 < ≤ 1. All nodes have omnidirectional antennae and obey a maximum transmission power constraint. Furthermore, they are allowed to temporally store an arbitrary number of packets before forwarding. The network is considered at a snapshot of time.
B. Communications model
As a result of the constraint on maximum transmission power, a node is allowed to communicate directly only with nodes located within its proximity. Here, the motivation for this constraint is that it limits the amount of spatial contention in the network. However, if the range of transmissions is not sufficiently large, connectivity of the network can not be ensured. We therefore set the transmission range equal to the critical radius
i.e., the required radius for which network-wide connectivity is ensured with probability 1 − , where 0 < ≪ 1 2 . Nodes are further assumed to adjust their transmission power such that the path loss is compensated and a certain signal-to-noise ratio (SNR) is achieved at the receiver. All nodes share a common transmission bandwidth and transmit at the same rate. We further assume that all packets have the same length. 2 The derivation of was originally shown in the appendix but was removed due to space limitations.
C. Interference model
We use the protocol model to characterize interference. The protocol model states that for successful transmission from a transmitter to a receiver it is required that
holds for all other transmitter-receiver pairs and ℓ [6] . The parameter Δ specifies a guard zone around the receiver which is an increasing function of the spectral efficiency: if transmissions are with high spectral efficiency the required signal-to-interference-plus-noise ratio (SINR) will be high, too. Consequently, interfering neighbors must be farther away so that their emitted power can decay fast enough.
While (3) characterizes interference from the viewpoint of the receiver , we propose a second inequality that considers interference from the viewpoint of the transmitter: for an interference-free transmission from transmitter to receiver it is required that
holds for all other receivers ℓ .
D. MAC and Routing scheme
We assume that transmissions are locally coordinated by the nodes themselves such that each node obtains a time slot in which it can access the medium. This corresponds to a reservation-based TDMA scheduling scheme. Building on the protocol model, a transmission does not experience interference if it is scheduled properly. By properly scheduled we mean that both (3) and (4) hold. Hence, the performance bottleneck is not the interference at the receiver but the split of transmissions in time domain resulting from the spatial contention. We will therefore approximate the effective rate by the inverse of the number of transmissions that violate either (3) or (4) .
We assume that nodes use greedy geographic forwarding (GGF) as routing scheme. In GGF, a node currently holding a packet selects one of its neighbors as relay such that an Euclidean metric is optimized. A node must therefore know its own as well as its neighbors' location and, given it is a source node, it must also know the (approximate) location of the destination node. Generally, GGF may fail due to void areas or node mobility. We will not treat this problem here and assume that GGF does not fail at all. We will also not address the problem of providing location information to nodes. See [10] for details.
We define by the transmission radius, i.e., the distance between transmitting node and its corresponding receiver , as
Furthermore, we define by the progress, which is the distance between a transmitting node and its corresponding receiver projected onto a line connecting and its corresponding destination node (see Fig. 1 ). We will use the "'nearest with forward progress"' (NFP) strategy as nearest neighbor forwarding scheme. NFP was first introduced in [11] forwarding area Fig. 1 . The NFP scheme: only nodes that are within the forwarding area (white area) are considered as potential relays. Node currently holding the packet selects node as relay.
and extended by [12] toward a more general forwarding area. In this strategy, node selects node * as relay if it is in the forwarding area (see Fig. 1 ) and the transmission radius is minimized. By this, nodes minimize spatial contention. If nodes are distributed according to a homogeneous PPP, the probability density function (PDF) of the distance is given by the Rayleigh distribution [12] 
We condition (6) on the fact that the nearest neighbor is always within distance and neglect the normalization term
With 1 − denoting the probability of connectivity, it can be shown that the resulting approximation error is less than
We will also use the PDF of conditioned on . We can obtain this by simple transformation of random variables, yielding
III. STATISTICAL MODELING OF MEDIUM ACCESS
A. Modeling from the Receiver's Viewpoint
Let the random variable Rx denote the number of violations of (3) for a typical receiver node , which is called the reference receiver in the following. Since the PPP is stationary, we can assume without loss of generality that the reference receiver is located in the origin. According to Slivnyak's Theorem, the distribution of a PPP conditioned on having a deterministic point is identical to the distribution of the original PPP [13] . Thus, Rx can be written as an independently marked PPP
where is a Bernoulli random variable with success probability and the marks ∈ {0, 1} indicate that node is sufficiently close to create an outage at the reference receiver. The marks realize a thinning of the original PPP with thinning factor equal to the network load (we count only the transmitters). The conditional PDF of the marks given position follows directly from (3)
where the ℓ is the distance between a transmitter and its corresponding receiver ℓ . Note that the are i.i.d., since every node independently chooses its transmission radius according to the same distribution. The indices and ℓ in (10) can therefore be omitted. The intensity Λ Rx of the Poisson random variable Rx is calculated as
where | ( ) = ℙ{ ≤ | } is the cumulative density function (CDF) of conditional on the fact that the nearest neighbor is within .
, since transmitters situated outside a disc (0; (1+Δ) ) centered around the receiver (located in the origin) cannot interfere at the receiver due to the fact that the transmission range is limited to . Thus, (11) can be rewritten as
Transforming this into polar coordinates and applying the substitution˜= 1+Δ yields
The conditional CDF | ( ) is obtained from (7) giving
With (12) and (13) we obtain the intensity of Rx for the case when all nodes employ NFP forwarding, according to
where the last line follows from the fact that ≪ 1. Denoting by := (1+Δ) 2 the traffic intensity, which is the product of the network load and a function of the spectral efficiency, we can rewrite (14) as 
B. Modeling from the Transmitter's Viewpoint
We denote by the random variable Tx the number of violations of (4) for a typical transmitter node , which is called the reference transmitter in the following. Here, we assume that the reference transmitter is located in the origin. The number of violations Tx can be modeled as a weighted PPP, according to
where ℙ { (1+Δ) ≥ | ℓ |} is a function of both the transmission radius between the reference transmitter and its corresponding receiver and of the distance from reference transmitter to a receiving node ℓ . The marks ℓ are Bernoulli random variables that realize the thinning of the PPP with thinning factor equal to network load (we count only the receivers). The term ℙ { (1+Δ) ≥ | ℓ |} in (16) can be seen as a weighting of the PPP. The intensity Λ Tx| of the Poisson random variable Tx conditioned on the fact that the transmission radius is = is calculated as
Since the transmission range is limited to , a receiver situated outside a disc (0; (1+Δ) ) centered around the transmitter (located in the origin) cannot be in outage by this transmitter. Hence, the integration range can be replaced by (0; (1+Δ) ).
C. Optimistic and Pessimistic Modeling
The number of violations is certainly made up of the violations Rx experienced by the receiver as well as the violations Tx caused by the transmitter. However, we can not simply take the sum of Rx and Tx since this would overrate the true . Fig. 2 illustrates this problem.
To cope with this problem, we suggest an optimistic as well as a pessimistic modeling of in order to bound the number of violations . In the optimistic case, is given by Tx only. This corresponds to assuming that all violations from the viewpoint of the receiver are already captured by Tx which can be seen as a lower bound on . In contrast, a pessimistic modeling for is given by assuming independence between Rx and Tx and considering their superposition, which is Poisson with intensity Λ Rx + Λ Tx . This can be seen as an upper bound on .
IV. THE SOLUTION
Due to the stationarity of the PPP it is sufficient to consider only one typical transmission, which we will call the reference transmission in the following. The reference transmission represents a typical point-to-point link between the reference transmitter and the corresponding reference receiver. Note that the reference transmitter is not necessarily a source node, but may be a relay as we consider the network in a randomly chosen snapshot. The specified rate at which the packet is transmitted is equal for all nodes. However, if we account for the split in time due to the TDMA MAC, we have to consider the effective rate , which depends on the environment seen by both a transmitter and a receiver through the protocol model, i.e., depends on the number of violations associated with a transmission. Hence, for successful transmission, TDMA scheduling implies that
Note that is a random variable which depends on , where depends on the transmission radius . To compute , (19) is further multiplied by the one-hop progress . The resulting expression is then averaged with respect to the uncertainties , and . Note that and are dependent, since and are. To calculate we decompose (1) according to the law of total expectation, yielding
With (8), { | } is calculated as
In case of { | }, we obtain two expressions, i.e., op { | } and pe { | }, according to the optimistic and the pessimistic modeling of . The expected optimistic rate op { | } conditional on is written as
Using (21) and (22), we write the expected optimistic throughput-progress op as
which can be calculated using (7) and (18) as
where
and we can conclude that
In the case of pe we have to compute pe { | }, according to
Hence, pe can be written as
Using (15), (27) yields
For the case ≪ 1, almost the complete probability mass of is concentrated within the critical radius . Thus, the error made by extending the upper integration border to infinity is negligible. With [14] , the first integral in (28) then becomes
Similarly, the second integral in (28) yields 
With (29) and (30), we can finally rewrite (28) as
Since pe ≤ ≤ op , it follows that = Θ ) .
V. IMPLICATIONS
The outcome of this analysis suggests that the expected pernode throughput in random networks approaches the upper bound in the scaling sense if nodes employ power control in conjunction with NFP. Hence, the throughput-connectivity trade-off can be resolved: by ensuring connectivity with probability 1 − , where 0 < ≪ 1, we can use a simple routing scheme and due to power control, we do not have to drive the network in the self-interference limited regime.
The gain of the NFP strategy can be best illustrated by comparing it to its counterpart, namely the "'most forward with variable radius"' (MVR) strategy. While NFP minimizes spatial contention, MVR intends to maximize the progress and thus increases spatial contention. If we consider now the case → 0 we find that in the MVR strategy ≃ ≃ , since a node can follow this strategy better and better due to the fact that the average number of potential relays increases with log . In this case, power control has no effect anymore and the network model becomes similar to the one in [1] . Hence, we expect that employing the MVR strategy results in an expected per-node throughput of = Θ(1/ √ log ). From [11] we can obtain the PDF of and the conditional PDF of given , so that we can calculate in a similar fashion as in the case of NFP. Fig. 3 shows the scaling behavior of the expected throughput-progress for the two forwarding strategies. The results for the MVR strategy were obtained through numerical integration techniques. From Fig. 3 it can be seen that is consistent with the results in [1] for the MVR strategy.
An interesting fact of the NFP strategy is the scaling behavior of the expected split of resources a typical node experiences, i.e., the limits lim →∞ { +1} and lim →∞ { 1 +1 }. These values converge toward constants that depend only on the traffic intensity and on the central angle 3 . Hence, the amount of spatial contention is independent of the network size for the NFP strategy. Fig. 4 shows the impact of the traffic intensity on the expected per-node throughput for a fixed . It can be seen that for large , i.e., high network load and/or large guard zone, the NFP performs better than the MVR strategy. This is because self-interference is the limiting performance factor in the high traffic regime. However, for low , spatial contention is comparably small and performance is mainly determined by the one-hop progress , i.e., ≃ { }. In this low traffic regime, MVR becomes superior since is maximized with this strategy. An optimal forwarding scheme should therefore use an adaptive strategy, taking into account the actual traffic intensity in order to maximize throughput.
VI. CONCLUSION
We addressed the question if the throughput-connectivity trade-off in random networks can be resolved when nodes are allowed to employ power control. The idea behind this is that nodes can set their transmission ranges such that connectivity in the network is ensured (with probability 1 − , where 0 < ≪ 1) while they can reduce their actual transmission power within this range (in order to minimize spatial contention). In this work, power control simply had to compensate for the path loss to ensure a certain received signal strength 3 The values are not derived here due to to space limitations.
at the receivers. Furthermore, greedy geographic forwarding was used for modeling the routing scheme. It was found that if nodes use power control in conjunction with a simple nearest neighbor forwarding strategy, i.e., nodes transmit only to their nearest neighbor, the expected per-node throughput is Θ(1/ √ ). Furthermore, we compared the nearest neighbor forwarding strategy NFP to its counterpart strategy MVR, which intends to maximize the one-hop progress. It was found that the latter strategy outperforms the former one for low traffic intensities, i.e., small network loads and small spectral efficiencies. This is because in the low traffic regime, performance is mainly determined by the amount of one-hop progress rather than spatial contention. For high traffic intensities, we found that the NFP strategy performs better because it minimizes spatial contention. We also showed through numerical computation that the expected per-node throughput is Θ(1/ √ log ) for the MVR strategy which is consistent with the results obtained for random networks in [1] .
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