The problem of distributed estimation of an unknown deterministic scalar parameter (the target signal) in a wireless sensor network is considered, where each sensor receives a single snapshot of the field. It is assumed that the observation at each node randomly falls into one of two modes: a valid or an invalid observation mode. Specifically, mode one corresponds to the desired signal plus noise observation mode (valid), and mode two corresponds to the pure noise mode (invalid) due to node defect or damage. With no prior information on such local sensing modes, a learning-based distributed procedure is introduced, called the mixed detection-estimation (MDE) algorithm, based on iterative closed-loop interactions between mode learning (detection) and target estimation. The online learning step reassesses the validity of the local observations at each iteration, thus refining the ongoing estimation update process. The convergence of the MDE algorithm is established analytically. Asymptotic analysis shows that, in the high signal-to-noise ratio regime, the MDE estimation error converges to that of an ideal (centralized) estimator with perfect information about the node sensing modes.
edge based on unreliable locally sensed data [1] [2] [3] [4] [5] . Due to limited sensing capability and other unpredictable physical factors, such local observations may be invalid. For each single sensor, without jointly analyzing its observation with those of the other nodes, the validity of the data is not detectable. The traditional solution is to fuse data at a special powerful node named the fusion center. By collecting the data from all of the sensors, the fusion center could make a jointly optimal decision. If such a centralized solution is not possible, the distributed sensing problem arises [1] , [6] [7] [8] [9] [10] [11] [12] [13] [14] , in which each sensor exchanges its local data with the neighbors, and merges the new information with its local estimate, in order to achieve the estimation accuracy of a centralized counterpart [15] [16] [17] . The existing research on relevant network-based distributed estimation may be broadly categorized into three classes. The first intensively studied family of distributed sensing problems consists of the so-called distributed network consensus or agreement problems and its variants [8] , [9] , [18] [19] [20] , of which a popular type is the distributed averaging problem, where a group of agents want to compute a linear function of a set of values distributed across the agent network, in particular, the average of their observations [21] , [22] . The second well-studied family of distributed sensing problems consists of distributed/decentralized estimation of parameters/processes in collaborative multi-agent networks with a single snapshot of the field, i.e., each agent obtains a single real or vector valued observation of the field at the beginning and no new observations are sampled over time. For example, in [23] and [24] the authors studied estimation in static networks, where the sensors take a single snapshot of the field and then initiate distributed optimization to fuse the local estimates. The third well-studied family of distributed sensing problems consists of general time-sequential distributed estimation procedures for parameter inference in multi-agent networks in which agents access time-series observation data sequentially over time. In this family, two main approaches have been proposed: the so-called consensus + innovation approach [27] , [32] , [33] and the diffusion approach [34] [35] [36] . We also mention the important and relevant literature on distributed detection and classification in multi-agent networks such as those based on the running consensus approach [37] , [38] , the diffusion approach [39] [40] [41] , the consensus + innovation approach [42] [43] [44] , and also [45] [46] [47] [48] [49] .
In this paper, unlike prior distributed approaches which focus solely on estimation or detection, we propose a mixed distributed detection-estimation algorithm with online interactions between detection and estimation. We assume that the observation process at each node randomly falls into one of two modes, i.e., a valid observation mode vs. an invalid observation mode, where the valid observation is the desired signal plus noise and the invalid observation is just pure noise. The rationale behind 1053-587X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. this stochastic observation model is that a sensor might be damaged during deployment or physically blocked by certain objects between the sensor and the target; but the communication ability of the sensor node still works. In this case, the defective sensor cannot observe a valid observation but rather the pure noise. Moreover, the defective sensor cannot detect the validity of the observation on its own and executes the standard procedure in the network as a normal node. With the above setup, the traditional distributed consensus algorithms [25] , [50] , [51] could reach a naive averaging estimate of the target signal, by locally averaging the observations of neighbors. However, the stochastic nature of the observation modes may cause unreliable performance, which will be shown in Section II. To address the above issue, a mixed detection-estimation (MDE) algorithm is introduced in this paper, which is a learningbased distributed procedure with closed-loop iterative interactions between distributed mode learning and target estimation. In the MDE algorithm, the mode learning part detects the validity of the local observation iteratively as it performs the distributed estimation task. In each round of iteration, each node locally detects the observation validity with the maximum a posteriori probability (MAP) criterion based on the knowledge of the local current estimate of the target together with the local observation. The local estimate is then refined with the detected validities of the local observations and other exchanged information from the neighbors using a consensus + innovations type mechanism. By alternatively detecting validity and estimating the target, the sensor network can achieve a global consensus among all nodes. We analytically establish the convergence of the MDE algorithm. With asymptotic performance analysis, we show that in the high SNR regime, the local detection error on the observation mode converges to zero and the MDE estimation error converges to that of an ideal estimator with perfect information about the node defect status. The adaptive learning property of the MDE algorithm achieves reliable estimation performance, in contrast to the unsatisfactory estimation performance of a naive average consensus based algorithm in the high SNR regime. To summarize the contributions of our work: We study a challenging distributed estimation problem in which the observations at some local sensors are randomly set as invalid, due to limited sensing capability or other unpredictable physical factors. With such stochastic observation invalidity caused by sensing defects, the traditional consensus based distributed estimation methods [25] , [50] , [51] cannot effectively handle this problem. We thus propose a novel distributed scheme by iteratively mixing detection (validity learning) and estimation to detect the observation validity and estimate the target parameter iteratively. Furthermore, we prove that the proposed scheme realizes the estimation consensus across the whole network, which means that the estimate at each local sensor is equally reliable and we can randomly select any sensor to retrieve the estimation result. Additionally, we prove that the performance of the proposed distributed scheme converges to the ideal optimal estimate in the asymptotic regime.
The rest of this paper is organized as follows. In Section II, we describe the network model first, and then present a naive averaging based estimation scheme and an ideal centralized estimation scheme as benchmarks. Section III presents the MDE algorithm. Section IV summarizes the main results, with some intermediate results proved in Section V. Section VI formally proves the convergence of MDE. In Section VII, we further analyze the performance of MDE, with some asymptotic analysis established in Section VIII. Simulation results are presented in Section IX. Finally, Section X concludes the paper.
II. NETWORK MODEL
Let N i and Ω i , i ∈ {1, 2, . . . , n}, denote sensor node i and the set of its neighbors respectively. The received signal at N i is
is an unknown validity index of the observation at node N i : i.e., h i = 1 indicates that y i is a valid observation and h i = 0 indicates the invalid observation case. In addition, w i 's are independent Gaussian noises with zero means and variances σ 2 . Although the exact instantiations of the h i 's are unknown, we assume that the h i 's are independent and identically distributed (i.i.d.) Bernoulli random variables and the probability p 1 Pr{h i = 1} is known a priori. 1 We denote the variance of h i as σ 2 h , i.e., σ 2 h = p 1 (1 − p 1 ). We are interested in estimating θ using an iterative distributed procedure, in which each node N i may only use its neighbors' current state information for updating its local estimate (state) at time t. We assume that θ is a scalar deterministic unknown target of real value. Note that even for a scalar target parameter, the observability issue still exists, since in our setup with unknown sensor defects, some unknown sensors only generate pure-noise observations, which implies that the parameter is not observable at these sensors. The proposed distributed estimation algorithm in Section III shows that this observability issue can be solved to obtain a reliable estimate at each local sensor.
Denote by y the network observation vector, i.e.,
with y = [y 1 , y 2 , . . . , y n ] T , h = [h 1 , h 2 , . . . , h n ] T , and w = [w 1 , w 2 , . . . , w n ] T . With this observation model, a sufficient statistic for estimation is y, and the optimal estimator is given by a MAP estimator. However, the complexity of MAP estimation is too high to implement in practice. In order to reduce the complexity, we restrict attention to linear estimators. We note that, a straightforward approach based on naive averaging could be cast asθ
which yields a linear minimum variance unbiased estimator (LMVUE) with the property thatθ Naive → θ almost surely as n → ∞. The variance (which coincides with the mean-squared error) ofθ Naive may be expressed as
where SNR is defined as θ 2 σ 2 . Although this naive estimate is quite straightforward in terms of implementation [4] , [21] , [22] , we observe from (3) that the 1 Practically, sensors might be damaged during deployment or physically blocked by certain objects between the sensor and the target. Therefore, p 1 , the probability of having a valid observation and also the probability of having a non-defective sensor could possibly be pre-determined by testing a sampled subset of sensors after deployment. I  TABLE OF KEY VARIABLES precision is poor in the high SNR regime, where in particular, the mean-squared error (MSE) explodes with an increasing SNR. On the other extreme, if we assume that h is perfectly known, we may generate an ideal estimateθ Ideal of x by eliminating the invalid observations, i.e.,
The above estimate is also unbiased, withθ Ideal → θ almost surely as n → ∞, and its variance may be expressed as
where ψ = n k =1 1 k n k p k 1 (1 − p 1 ) n −k , the derivation of which is given in an extended version of this work [52] . We note that ψ is not related to θ and is on the order of 1 n . For example, when p 1 = 1/2, we have ψ ≈ 2−2 −n n +1 . A key difference from the naive estimate in (2) is that the variance of the ideal estimate stays constant over θ, i.e., the estimation error does not scale up with θ.
From the MSE viewpoint, the ideal estimate is in fact optimal as long as the observation noise is Gaussian. However, such a scheme may not be implementable as it requires the perfect knowledge of h, which is unknown a priori. In Section III, we introduce a learning-based distributed estimation procedure, the MDE algorithm, based on the iterative detection of h and estimate refinement of θ. Our results indicate that not only can h be detected with high accuracy by the MDE algorithm, but also the estimation performance (in terms of MSE) approaches to that of the ideal estimateθ Ideal in the high SNR regime.
III. DISTRIBUTED MDE ALGORITHM
In this section, we present the MDE algorithm for the problem of interest. The key variables used in this algorithm are summarized in Table I .
In each iteration of the MDE algorithm, each node first locally detects the value of h i by using its current local estimate of θ and its local observation. This initially detected observation validity index is used to update some intermediate parameters,
which are subsequently forwarded to the neighboring nodes. This leads to an estimate refinement process, which feeds back new information to improve the validity detection in the next iteration. The algorithm at sensor i is presented as follows.
Step 1. Initialization at time 1:
Step 2. Detection of h i at time t > 1:
where p 0 = 1 − p 1 .
Step 3. Calculation of intermediate parameters u, v, and the estimation ofȳ at time t:
where
, and α(t) and β(t) satisfy the following four conditions:
Step 4. Estimation update of θ:
whereθ + i (t + 1) = max
t)+δ , 0 , with δ an arbitrary small positive constant, to prevent the denominator from being zero. Thus, smaller δ values lead to better estimation performance. Therefore, we choose δ as an extremely small value.
We then repeat steps 2 to 4 until
where is a predefined small positive error tolerance parameter. Note that is usually considered in practical implementations, which require the determination of termination times. The theoretical analysis in the sequel is in the asymptotic regime, not considering .
Note thatĥ + i (1) andĥ − i (1) are initialized according to (7) and (8) 
respectively. It is true that at the initial stage, all parameters are the same for cases + and −. However,θ + i (t + 1) andθ − i (t + 1) are updated by different rules described below (14) . Therefore, from the second iteration, these two valuesθ + i (2) andθ − i (2) will be different. Note that the proposed algorithm here is based on consensus + innovations procedures. For further details and applications of the consensus + innovations approach, please refer to the earlier work [25] , [26] and the survey article [27] . Their connections to stochastic approximation are also discussed there. Broadly speaking, consensus + innovations algorithms may be viewed as a generalization of (classical centralized) stochastic approximation to the distributed multi-agent networked setting. Technically speaking, consensus + innovations algorithms may be viewed as mixed time-scale stochastic approximation procedures. It is to be noted that the notion of mixed time-scale mentioned above is different from the stochastic algorithms with coupling (see [28] ), where a quickly switching parameter influences the relatively slower dynamics of another state, leading to averaged dynamics. More closely related to consensus + innovations distributed stochastic approximation procedures are mixed time-scale stochastic procedures that arise in algorithms of the simulated annealing type (see, for example, [29] ). Apart from being distributed, our scheme technically differs from [29] in that, whereas the additive perturbation in [29] is a martingale difference sequence, ours is a network dependent consensus potential that manifests the past dependence (see also [30] ).
Basically, the algorithm starts with an LMVUE among one-hop neighbors as the initial estimator in step 1. In step 2, each node locally detects (re-assesses) the value of h i using the current local estimate of θ and y i . The validity indices, thus obtained, are used to update intermediate parameters that are subsequently forwarded to the neighboring nodes, leading to the state update in step 3, where each node refines its local parameters, i.e., u +
, based on new information from its neighbors using a consensus + innovations type mechanism. (The consensus potential governs how neighboring observations are assimilated to seek agreement among agents, whereas, the local innovation potential may be viewed as a refinement capturing the agent's local observation and its instantaneous validity measure.) Finally, a new estimate is ob-
, and a new iteration starts if needed. The β(t) and α(t) represent the appropriate weighting factors for the consensus and innovation potentials, respectively, which are key factors commonly used in the consensus + innovations approach. The condition β(t)/α(t) → ∞ implies that the consensus potential dominates the local innovation potential asymptotically. This is a common requirement in most consensus + innovations schemes (see, for example, [27] for a detailed discussion): Broadly speaking, this asymptotic domination condition of the consensus potential ensures that the agents reach an agreement eventually, regardless of the differences in their local innovation terms. In conjunction with the other assumption on the persistence of innovation weights, i.e., α(t) = ∞, it also ensures that the limiting agreement or consensus value is indeed the desired optimal value. Any choice of these parameters satisfying the conditions stated in Theorem 1 can guarantee the same analytical results presented in the paper. In other words, for the choice of α(t) and β(t), whenever it satisfies those conditions, it will not affect the asymptotic performance. But it indeed affects the convergence rate of the distributed algorithm [31] . The convergence rate analysis of such mixed-time-scale procedures with α(t) and β(t) is rather technical, as stated in [27] and [31] , which is beyond the scope of our paper. Here we give an example to illustrate the choice of α(t) and β(t). We choose α(t) = δ a /t, and β(t) = δ b /t 1−ε , with ε ∈ (0, 1), and δ a and δ b small positive real constants.
It is interesting to note that the problem formulated in Section II could also be interpreted from the perspective of estimation with outlier measurements. However, it is important to note that outlier based methods perform well when the number of outliers is low compared to the actual number of measurements. In our case the number of defective sensors can be a decent non-zero fraction of the total number of sensors. Compared to the standard estimation methods robust to outlier measurements, we adopt a learning-based distributed strategy, which is a joint learning (validity detection) and estimation algorithm, based on iterative closed-loop interactions between mode learning and target estimation, where the online learning step reassesses the validity of the local observations at each iteration, thus refining the ongoing estimation update process. This algorithm classifies the outlier measurements against normal measurements, while avoiding the negative influence from the outliers on the final estimation results by discarding these outliers.
IV. MAIN RESULTS
In this section, we present the main results, with the proofs given in the subsequent sections.
Theorem 1: Let the inter-sensor communication network be connected (there exists a path, possibly multi-hop, between any pair of nodes), and assume that α(t) and β(t) in (9)-(13) satisfy the following four conditions:
Then, the estimate sequence {θ i (t)} at each node N i converges almost surely as i (t)}, in which we use (·) to denote either + or −; y is the arithmetic mean of all y i 's. Note thatĥ (·) i is, in general, random given the stochasticity of the h i 's and the y i 's.
The proof of Theorem 1 is presented in Section VI. Theorem 1 shows that the estimate sequence {θ i (t)} at each node converges to a unique (stochastic) limit, denoted byθ Ideal , as t → ∞, which implies that the nodes in the network achieve agreement over the estimate of the unknown parameter θ, i.e., realizing the network consensus. Since we consider a general real valued parameter θ, according to the proposed algorithm, the limiting estimate value takes on different forms depending on whether the event {ȳ ≥ 0} or its complement holds, reflecting the possible non-negativity or negativity of the parameter θ respectively. We further prove in Theorem 3 that this converged estimation value is unbiased in the asymptotic regime as SNR goes to infinity.
Theorem 2: If we place the observations {y i } in increasing order as y (1) ≤ y (2) ≤ . . . ≤ y (n ) , and denote the corresponding decisions given in step 2, with respect to the limiting estimate in (15) , asĥ
whereĥ (·) (i) ∈ {0, 1}. We prove Theorem 2 in Section VII-A. Theorem 2 demonstrates an interesting property of the proposed algorithm: if the observations from different nodes are ordered, the correspondingĥ (·) (i) 's are also ordered. Specifically, if the observations are increasingly ordered,ĥ + (i) 's have the same increasing order as that of observations, whileĥ − (i) 's inherit a decreasing order. Theorem 2 has practical significance in that it shrinks the original probability space ofĥ (·) . We denote the above vector, according to the ordered observations, as a random vector h (·) . There are totally 2 n possible values in the probability space ofĥ (·) , while only n possible values are in the probability space of h + or h − , i.e., h
. . , 0, 0], which means that the possible values of h + can only be in the form that starts with successive 0's followed with successive 1's, with similar a similar rule for h − .
Theorem 3: For the MDE algorithm, we have
whereθ is the converged value shown in (15) . Since the converged value in (15) does not depend on the node index i, the index is dropped. The proof of Theorem 3 is presented in Section VII-B. Theorem 3 shows that the converged estimation value in (15) is unbiased in the asymptotic regime as SNR→ ∞. Note that the key steps in obtaining the assertion of Theorem 3 require only the SNR to go to infinity (please refer to the proof procedure in Section VII).
Theorem 4: For the MDE algorithm, we have lim n →∞,SNR→∞
whereθ Ideal is the ideal estimator defined in (4) . The proof of Theorem 4 is given in Section VIII. This theorem not only shows that Var(θ) converges to zero but also implies the limiting relation between the proposed algorithm and the ideal estimator: In particular, the quantities go to zero at the same rate.
By combining Theorem 3 and Theorem 4, we see that the performance of our proposed distributed algorithm converges to that of the ideal estimateθ Ideal defined in (4) . Since this ideal estimate is computed based on the assumption that h is perfectly known or precisely learned, as an optimal estimation method, its performance is the benchmark of all other estimation algorithms to deal with unknown sensor defects. Theorem 3 and Theorem 4 imply that the proposed distributed algorithm converges to the optimal solution and the validity index h can be precisely learned, as SNR goes to infinity.
To summarize the results in this section, Theorem 1 characterizes the asymptotic behavior of the estimator when the parameters SNR and n are fixed as finite values and time t goes to infinity. Theorem 1 implies that the estimate at each sensor converges to a unique value as t goes to infinity, which means that the estimates over the whole network reach consensus. Then, more analysis is performed on this consensus estimate, i.e., we evaluate this consensus estimate by comparing it against the optimal centralized performance. In order to implement this analysis, we consider the parameter SNR and show that the distributed estimator is also unbiased when SNR goes to infinity, the result of which is presented in Theorem 3, which implies that the averaged performance of the distributed algorithm equals that of the optimal centralized (ideal) algorithm. Furthermore, by additionally considering the parameter n, Theorem 4 shows that the variance of the distributed algorithm converges to that of the ideal algorithm. Therefore, combining Theorems 3 and 4 shows that the performance of the proposed distributed algorithm converges to that of the ideal algorithm.
V. INTERMEDIATE RESULTS FOR PROOFS
In this section, we establish some intermediate results to be used later. In the MDE algorithm, we note that the positive and negative parts are symmetric, i.e.,θ +
In the following, we use (·) to denote either + or − and the results can be applied to both of these two cases. We denote i u ( ·)
respectively. In the following, Lemma 5 proves thatū (·) (t) is a bounded sequence. Then we show the limiting relationship betweenū (·) (t) and u
in the above results can be replaced by v (·) i (t) andv (·) (t) respectively and the proofs are similar. Then, Lemma 7 proves that lim t→∞
The proof is omitted due to space constraints and can be found in the extended version of this work [52] . 
which are defined at the beginning of this section.
Proof: This lemma can be proved by applying [51, Lemma 15] , which is omitted here.
In Lemmas 5 and 6, u
i (t) andv (·) (t) respectively, and the proofs are similar. Lemma 7: Suppose the inter-sensor communication network is connected. Then,
Proof: We havē
where the notation {x i } av g denotes the averaged value of the sequence x i indexed by i. By Lemma 5, bothv (·) (t) andū (·) (t) are bounded (both upper-and lower-bounded).
In addition, {y iĥ
i (t + 1)} av g are naturally bounded. Together with the fact that δ is an arbitrarily small constant, and lim t→∞ α(t) = 0, we conclude that lim t→∞
which is according to Lemma 6. Therefore, the proof is completed.
VI. PROOF OF THEOREM 1
In this section, we prove the convergence and derive the limiting value for Theorem 1. Without loss of generality, we prove the case ofθ + i (t) and omit the proof ofθ − i (t), which is similar. We first partition the real axis in Subsection VI-A, such that the detection ofĥ + (t) has the same results when theθ + i (t)'s are in the same interval. Then we derive the smooth moving condition in Subsection VI-B, under whichθ + i (t) moves on the real axis by passing the partitions sequentially along the iteration process, such that the changing ofĥ + (t) is successive with time. From the proposed algorithm, we notice that the local estimate is the larger of 0 and
As such, we only need to prove the convergence of
, and then the convergence ofθ + i (t) is guaranteed. In Subsection VI-C, we complete the proof of Theorem 1.
A. Partitions of the Real Axis
We now seek a suitable scale to study the iteration procedure. We start by exploring step 2 of the proposed algorithm. For each i, we make a hard decision at step 2. We define the region that returnsĥ + i (t) = 1 as the decision region ofθ + i (t), denoted by D i . In particular, if
Next we partition the real axis into at most 2n + 1 parts by these boundaries of D i 's, i.e., r − i 's and r + i 's. Here, we say "at most" due to the fact that some of the r · i 's may not exist, e.g., when y 2 i + 2σ 2 ln p 1 p 0 < 0 or when multiple boundaries share the same value. Then we name these boundaries in an increasing order of their values as b 1 to b M and name the partitioned left-open and right-closed intervals as I 1 to I M +1 , from left to right on the real axis.
B. Smooth Moving Condition
In this subsection, we present the smooth moving condition when the time index t is sufficiently large. To this end, we first define the gathering region of {θ + i (t)} as G + (t), which is the range that covers all possible values ofθ + i (t)'s. Then we study the condition for G + (t) to move on the axis smoothly during the iteration process. In other words, the gathering region touches those boundaries b m 's (from {b 1 , · · · , b M }) sequentially in order without jumping if it passes through the boundaries. Also, for each time, the gathering region G + (t) touches at most one of those different boundaries at each iteration. Next, we propose two conditions to guarantee the above situation. We choose ε that is at least 3 (the reason of choosing 3 is explained at the end of this subsection) times smaller than the narrowest range in K j 's, i.e., 3ε < min j {|K j |}, where K j 's are the intervals partitioned jointly by b m 's and y i 's (such that the number of K j 's is larger, and the minimum length of K j 's is shorter, than I m 's). Fig. 1 illustrates the K j 's partitioned by b m 's and y i 's, where K 5 is the narrowest interval, the length of which is greater than 3ε.
r By Lemma 8, we have
Thus we could find t ε , such that for any t > t ε , we have
r By Lemma 7, we have
Thus we could find t α , such that for any t > t α ,
does not touch or pass two successive b m 's during two successive iterations as desired. In the sequel, we assume all the iterations under concern satisfy t > max(t ε , t α ).
C. Proof of Theorem 1
We now prove the convergence result stated in Theorem 1. Proof: In this proof, we first prove that the estimate sequence {θ i (t)}. We then use the fact that lim t→∞ŷi (t) = y, ∀i [51] , to prove the convergence of {θ i (t)}.
Without loss of generality, we only prove the positive case, i.e., {θ + i (t)}. In Lemma 8, we have proved that lim t→∞ (θ + i (t) − max{θ + current (t), 0}) = 0, in whichθ + current (t) is defined asū
Thus, we only need to show that max {θ + current (t), 0} converges. Since G + (t) = (max{θ + current (t), 0} − ε, max{θ + current (t), 0} + ε), the study of max{θ + current (t), 0} is equivalent to the study of G + (t) in term of convergence. By the smooth moving condition, there is at most one b k in G + (t), ∀t. Thus, there are two different moving statuses of θ + current (t) at each iteration cataloged by the number of boundaries in G + (t):
∀k. In other words, G + (t) belongs to a single interval I j , i.e., G + (t) ⊆ I j .
r Case 2: A boundary exists in G + (t), i.e., ∃k, b k ∈ G + (t).
In Appendix A, we provide Lemmas 10 through 14. Specifically, in Lemmas 10, 11, and 12, we prove the convergence of max{θ + current (t), 0}. In particular, we show that max{θ + current (t), 0} either converges or the moving status switches to the other one for Case 1 and Case 2 in Lemma 10 and Lemma 11, respectively. For the moving status switching, Lemma 12 further shows that the number of switching between Case 1 and Case 2 is finite, which implies the convergence of max{θ + current (t), 0}. In Lemmas 13 and 14, we further derive the limiting values for Case 1 and Case 2, respectively.
Together with the fact that lim t→∞ŷi (t) =ȳ, ∀i, the convergence ofθ i (t) is guaranteed, which could be expressed as
VII. PROOFS OF THEOREM 2 AND THEOREM 3
In this section, we derive the expectation and the variance of local estimation with the proposed algorithm. In Section VI, we have proven thatθ + i in the MDE algorithm converges to max iĥ + i y i /n iĥ + i /n+δ , 0 . Since δ can be arbitrarily small, we approximate the converged valueθ + as max iĥ + i y i iĥ + i , 0 here. In addition, the converged valuesθ + 's (even with the same initial observations) may be different over different network realizations. In particular, the proposed algorithm might lead to random realizations ofθ + andĥ + , which satisfy
whereĥ + is a random vector denoting [ĥ + 1 , · · · ,ĥ + n ]. In total, there are 2 n possible random values forĥ + . In order to derive a meaningful result, we adopt order statistics in the rest of the analysis. In Subsection VII-A, we first prove Theorem 2 to establish the shrinking over the dimension of the probability space from 2 n to 2n, with a more structured format when we order the observations. We then study the expectation of θ in Theorem 3 at Subsection VII-B. We also study the variance Var(θ (·) ) ofθ, whose elements are derived respectively in Subsection VII-C, VII-D, and VII-E.
A. Shrinking the Probability Space ofĥ (·)
In this subsection, we prove Theorem 2 to establish the shrinking of the probability space of interest when we order the observations.
Proof: Here we only prove theĥ + part, since the proof of theĥ − part is similar. We define the decision region ofĥ + (i) as D + (i) , which is the region ofθ + whenĥ + (i) = 1. By (23), D + (i)
can be expressed as follows: 1) If y 2 (i) + 2σ 2 ln p 1 p 0 < 0, we haveĥ + i = 0 for anyθ + . Thus,
is true. Next, we prove the above statement for both of the two cases: p 1 ≥ 1/2 and p 1 < 1/2. 
For the lower boundaries of D + (i) 's, they are all negative. Sincê θ + is always positive, the negative parts of D + (i) 's are infeasible. Thus, we redefine D + (i) = [0, y (i) + y 2 (i) + 2σ 2 ln p 1 p 0 ] in this case. Thus, we conclude that D +
Case 2: p 1 < 1/2. In this case, we have 2σ 2 ln p 1 p 0 < 0. Next, we derive an expression for D(i) + for different values of y (i) . When y 2 (i) < −2σ 2 ln p 1 p 0 , we have D + (i) = ∅; and when y 2 (i) ≥ −2σ 2 ln p 1 p 0 , for the case of y (i) ≤ − −2σ 2 ln p 1 p 0 , D + (i) = y (i) − y 2 (i) + 2σ 2 ln p 1 p 0 , y (i) + y 2 (i) + 2σ 2 ln p 1 p 0 is in the negative field. Sinceθ + is always positive, the case of y (i) ≤ − −2σ 2 ln p 1 p 0 is infeasible. Thus we only need to consider the case of y (i) ≥ −2σ 2 ln p 1 p 0 . We then have D + (i) = y (i) − y 2 (i) + 2σ 2 ln p 1 p 0 , y (i) + y 2 (i) + 2σ 2 ln p 1 p 0 , where the upper boundary is an increasing sequence over i by the same argument as in (25) and the lower boundary is a positive decreasing sequence over i, which can be proven by showing that j(y) = y − y 2 + 2σ 2 ln p 1 p 0 is a monotonically decreasing function when 2σ 2 ln p 1 p 0 < 0, i.e., j (y) = y − y 2 + 2σ 2 ln
Therefore, we have the same conclusion as the previous case, and we conclude that D + (1) ⊆ D + (2) ⊆ . . . ⊆ D + (n ) as desired.
B. Expectation ofθ
In this subsection, we prove Theorem 3 to derive the expected value of the achieved estimate.
Proof: Without loss of generality, for the n given observations of θ, we denote the k invalid observations as
We first prove sgn(ŷ i ) p → sgn(θ) (where p → denotes convergence in probability), ∀i, as SNR → ∞, where sgn is a function such that sgn(x) = + when x ≥ 0 and sgn(x) = − when x < 0. Sinceŷ i p →ȳ, ∀i [51] , it is enough to show that sgn(ȳ) p → sgn(θ). The mean of y i can be expressed as
Since the w i 's are i.i.d. Gaussian random variables with zero means and variances σ 2 , i w i n is Gaussian random variable with zero mean and variance σ 2 /n. Therefore, the error probability is given as
Define the probability of successful estimation as, P + c = Pr{θ + =θ c }.
In the following part, we prove that P + c → 1, as SNR → ∞ for both of the two cases: p 1 ≥ 1/2 and p 1 < 1/2. When p ≥ 1/2, P + c can be expressed in terms of the boundaries of the decision regions:
Thus, the union bound of the probability of error, P + e = 1 − P + c , can be expressed as
where both of the above two items go to 0 as SNR → ∞.
The proof for the case of p 1 < 1/2 is similar. Therefore, we conclude that lim SNR→∞ E(θ + ) = E(θ c ) = θ. Similarly we can show lim SNR→∞ E(θ − ) = E(θ c ) = θ. Together with the result in the first part for sgn(ȳ) p → sgn(θ), as SNR → ∞, we have lim SNR→∞ E(θ) = θ.
C. Variance ofθ
In this subsection, we derive the variance ofθ, which provides preliminary results for the proof of Theorem 4 presented in Section VIII. To this end, we have ordered the observations as y (1) ≤ y (2) ≤ . . . ≤ y (n ) , and we define the corresponding random variables as Y (1) 
Conditioned on h, the variance ofθ can be derived as
The first term on the right-hand side of (31) can be expressed as
whereθ k + andθ k − are the estimates when h = h + k and h = h − k , respectively, i.e.,
and the variances ofθ k + andθ k − can be expressed as
where σ 2 (i) is the variance of Y (i) , which will be derived in the next subsection.
The second term on the right-hand side of (31) can be expressed as
where the expectation ofθ k (·) can be derived as
with μ (i) as the mean of Y (i) , which will be derived in the next subsection. For the negative part, similarly, we have
From the above expressions, we see that both of the two terms on the right-hand side of (31) are constructed from three basic elements, i.e., Pr{h = h (·) k }'s, μ (i) 's, and σ 2 (i) 's. In the following subsections, we derive them by exploring the statistics of Y (i) .
D. Statistics of Y (i)
First, we start from the probability density function (pdf) of Y , where the received signal Y is a random variable, which is the sum of two independent random variables, i.e., Y = hθ + W , where Pr(hθ = θ) = p 1 and Pr(hθ = 0) = p 0 , and W is an independent Gaussian random variable with zero mean and variance σ 2 . The pdf of Y can be expressed as
and its cumulative distribution function (cdf) is expressed as
Next, we derive the cdfs of the ordered received signals Y j 's. The cdf of Y (i) can then be expressed as
The joint pdf of
By the result in [53] , the mean of Y (i) can be calculated as
and the variance of Y (i) is given as σ 2
Next, we derive the probability that h equals h + k . We have
Specifically, when p 1 ≥ 1/2, we have
When p 1 < 1/2, we have
The expression for the negative case of h − k is similar, and is omitted here. So far, all the terms in (31) have been calculated. Thus, the variance can be derived in closed-form. However, this expression is too complicated to make any intuitive observations. In the next section, we analyze the asymptotic performance of the proposed algorithm, which can lead to some compact and intuitive observations.
VIII. ASYMPTOTIC ANALYSIS
In the previous section, we studied the mean and variance of the limiting value obtained with the proposed algorithm. In this section, we study the asymptotic performance of the proposed algorithm as n → ∞. We first review the asymptotic theory of order statistics, and then we study the asymptotic behavior of the given estimator. Afterwards, we show that Var(θ) is of the same order as Var(θ Ideal ) when n tends to infinity.
In the asymptotic theory of order statistics [53] , the limiting distributions of appropriately standardized sequences of kth order statistics {X (k ) } as the number of samples n tends to infinity are studied. Generally, the order number k can change as a function of n. If lim n →∞ k/n exists between 0 and 1, but is not equal to 0 or 1, the corresponding order statistics X (k ) of the sequence {X (k ) } are called the central order statistics. Otherwise, they are called the extreme order statistics.
In mathematical statistics, central order statistics are used to construct consistent sequences of estimators for quantiles of an unknown distribution F based on the realization of a random vector X whose components are drawn independently from F . For instance, let x q be a quantile at level q, (0 < q < 1), of the distribution function F with a continuous probability density f that is strictly positive in some neighborhood of the point x q . As such, the sequence of central order statistics {X (k ) } with order numbers k = nq , where · is the ceiling function, is a sequence of consistent estimators for the quantiles x q , as n → ∞ [53] .
For a general distribution F with a continuous non-zero density at F −1 (q), the q-th sample quantile is asymptotically normally distributed as n tends to infinity, and is approximated by lim n →∞
where X n,q ∼ N F −1 (q),
In (33) and (34) , we definedθ k (·) when n is finite. Next, we derive the limiting value ofθ nq (·) when n → ∞.
Theorem 9: If F Y is a continuous function, then for any 0 < q < 1 and ε > 0, we have
The proof is omitted due to space constraints and can be found in the extended version of this work [52] . Next, we prove Theorem 4.
Proof: Without loss of generality, for the n given observations of a positive θ (for the case of negative θ, the proof is similar), we denote the k invalid observations as Y 1 , Y 2 , . . . , Y k , with Y j ∼ N (0, σ 2 ), j ∈ {1, . . . , k}, and the n − k valid 
Conditioned on h, the variance ofθ can be derived as | h) ).
The variance ofθ Ideal can be derived as
where Var(E(θ Ideal |h)) = Var(θ) = 0, since given h, we have E(θ Ideal |h) = E h i y i h i |h = θ, which is a constant independent of h. Therefore, the ratio Var(θ)/ Var(θ Ideal ) = Var(θ)/ E(Var(θ Ideal |h)).
The first term on the right-hand side of (43) can be derived according to (32) , where
with σ 2 (j ) as the variance of Y (j ) , which converges to j n (1− j n ) n [f (F −1 ( j n ))] 2 when n goes to infinity by (42) . According to (41) , Pr{h = h + i } is exponentially decreasing with SNR when i = k, due to the Gaussian assumption. Similarly, we also have that Pr{h = h − i } is exponentially decreasing with SNR. By combining (45) and (46) with (42), we have that the linear rate of Var(θ i(·) ) changing with SNR is lower than the exponential rate of Pr{h = h (·) i } decreasing with SNR when h = h + k . Thus, only the terms with Pr{h = h + k } are left in (32) as SNR → ∞ and n → ∞. Moreover, recall that E(Var(θ Ideal |h)) is on the order of 1/n, which is presented below (5), the changing rate of which is lower than the exponential rate of Pr{h = h (·) i } decreasing with SNR when h = h + k . Therefore, we have E(Var(θ | h))/ E(Var(θ Ideal | h)) → 1 almost surely by the definition ofθ Ideal .
The second term on the right-hand side of (43) can be expressed as
with μ (j ) the mean of Y (j ) , which converges to F −1 j n when n goes to infinity by (42) .
According to (41) ,
i } is exponentially decreasing with SNR when h = h + k , due to the Gaussian assumption. By combining (48) and (49) with (42), we have that the linear rate of E(θ i(·) | h = h (·) i ) changing with SNR is lower than the exponential rate of Pr{h = h (·) i } decreasing with SNR when h = h + k . Thus, only the terms with Pr{h = h + k } are left in (47) as SNR → ∞ and n → ∞. By combining the facts that the changing rate of E(Var(θ Ideal |h)) is on the order of 1/n lower than the exponential rate and Var(E(θ | h)) → Var(E(θ Ideal | h)) = 0 by the definition ofθ Ideal , we have Var(E(θ | h))/ E(Var(θ Ideal |h)) → 0 almost surely.
Combining the results in the above two parts, we have Var(θ)/ Var(θ Ideal ) → 1 almost surely.
IX. SIMULATION RESULTS
In this section, we present simulation results that demonstrate the estimation performance of the proposed MDE algorithm. In our network setting, 50 nodes are uniformly distributed over a unit square where two nodes are connected by an edge if their distance is less than 0.3, which is the predefined transmission range. In addition, h i 's are independently generated with p 1 = 1/2, w i 's are independent white Gaussian noises with zero means and unit variances, and the other parameter values are specified in the description of each figure.
In Fig. 2 , we demonstrate the convergence (Theorem 1) of the proposed algorithm. Realizations of the local estimates at the 50 nodes over 16 rounds of iterations, i.e.,θ i (t), i ∈ [1, · · · , 50], t ∈ [1, · · · , 16], are plotted. The target θ is 100, which implies SNR = 40 dB. In the figure, about half of the nodes start above the value 100 and the rest start below 100, which reflects the case in which the validity parameter p 1 is 1/2. We observe that the local estimates of both types of nodes converge as the number of iterations increases.
In Fig. 3 , we compare the performance of the proposed MDE algorithm with some existing techniques, i.e., the naive averaging based algorithm shown in (2) , which is based on the traditional distributed consensus algorithms [25] , [50] , [51] , the ideal algorithm shown in (4) , which is discussed in Section II, and also a simplified alternative distributed estimator which is described as follows. Each sensor i makes an initial estimate of θ, denoted byθ i , via (6) . Then, each sensor detects h i via (7) witĥ θ i to obtain its estimateĥ i . Furthermore, each sensor i generates two intermediate scalars a i and b i , as follows. Ifĥ i = 1, then a i = y i and b i = 1; ifĥ i = 0, then a i = 0 and b i = 0. Subsequently, sensors perform two consensus algorithms (which can be done simultaneously with two-dimensional vectors) to find the mean of the a i 's and the mean of the b i 's. Finally, sensors set their estimates of θ to be the ratio between the mean of the a i 's and the mean of the b i 's. Note that this simplified algorithm only performs one local initial detection step.
In Fig. 3 , the estimation error of these estimates are plotted with SNR ranging from −30 dB to 40 dB. For each SNR, we generate 500 runs of the MDE algorithm, with the limiting consensus value of the local estimate for each realization being taken to be the estimate in the first node at the end of the 3000-th iteration. The estimation error plotted in the figure is the average squared deviation of the limiting consensus value from the true value of θ over these 500 realizations, i.e., ( (θ 1 (3000) − θ) 2 )/500. The topology of the communication graph (given by the random node placement) and the observation values across the nodes are independently generated for each realization. We first make several observations for the comparisons among the proposed MDE algorithm, the naive estimator and the ideal estimator from this figure, and later will specially discuss the comparison between the MDE algorithm and the simplified algorithm. First, the numerical result of the naive averaging algorithm (2) matches the theoretical results as derived in (3), i.e., the estimation error variance grows exponentially with SNR; second, the numerical result of the ideal algorithm (4) matches the theoretical results as derived in (5) , where the estimation error is the lowest among the three algorithms; third, although the estimation error of MDE is higher than that of naive averaging in the lower SNR regime (SNR < 5 dB), it performs much better in the mid and high SNR regimes (SNR > 20 dB), where it approaches the performance of the ideal estimator.
In the following we provide some intuitive explanation of the observed simulation behavior: 1) In the low SNR regime, the target value is relatively small as compared with the Gaussian noise, which leads to a high detection error in (7) and (8) . Some invalid observations are wrongly detected as valid ones and negatively incorporated into the estimate update process, whereas, some valid observations are discarded as invalid ones. Thus, the estimate is largely distorted from the ideal estimate, which leads to the poor estimation performance; 2) in the high SNR regime, the detection error in (7) and (8) is very small and almost every observation is correctly detected as valid or invalid. Therefore, the MDE estimate is quite close to the ideal estimate and the MSE of the MDE algorithm approaches the lower bound (i.e., that achieved by the ideal algorithm).
The comparison between the proposed MDE algorithm and the simplified alternative algorithm is shown in Fig. 3 . It is interesting to find that the simplified algorithm works better than our algorithm at low SNRs, which is due to the fact that, at low SNRs, some invalid observations are wrongly detected as valid ones and negatively incorporated into the estimate update process, whereas, some valid observations are wrongly discarded as invalid ones. The simulation results show that our algorithm is more sensitive to this type of distortion at very low SNRs than the simplified algorithm due to the multiple detection steps compared to the single detection step in the simplified algorithm. For intermediate SNRs, our algorithm works slightly better than the simplified algorithm, while for high SNRs, it performs much better than the simplified algorithm, which is explained as follows. Our algorithm can detect and classify the valid and invalid observations almost perfectly with the mixed detection and estimation iterations. On the contrary, the simplified algorithm with only one detection step cannot correctly classify all valid and invalid observations. This detection error leads to the estimation error explosion as SNR increases, which is similar to the naive estimator. But the simplified algorithm performs better than the naive estimator for high SNRs due to the additional detection step.
X. CONCLUSIONS
We have studied a distributed estimation algorithm termed MDE, for estimating a scalar target signal with imperfect sensing mode information (due to node defects) in a sensor network. The proposed algorithm includes an online learning step to assess the validity of the local observations at each iteration, and an estimation update step to refine the estimation, which are executed in an iterative fashion. To investigate the performance of the proposed algorithm, asymptotic analysis has been performed. We have shown that the estimate at each sensor converges to a unique estimate, which implies that consensus is realized across the entire network. Furthermore, we have proved that in the high SNR regime, as the number of nodes goes to infinity, the MDE estimation error converges to that of an ideal optimal estimator that has perfect information about the node sensing modes. The extension from a scalar target signal to the vector case is an interesting topic, which is left for future study.
APPENDIX A LEMMAS USED IN SECTION VI TO PROVE THEOREM 1
Lemma 10: If the moving status of max{θ + current (t), 0} is in Case 1 with t = t 1 , then max{θ + current (t), 0} either converges without leaving Case 1 for all t > t 1 , or the moving status of max{θ + current (t), 0} changes to Case 2 after some timet 1 > t 1 . Proof: If there is a timet 1 ,t 1 > t 1 , such that the moving status of max{θ + current (t), 0} changes to Case 2, then we have the desired result. Otherwise, for all t > t 1 , we have that the moving status of max{θ + current (t), 0} stays in Case 1. In order to show the convergence, we only need to show thatθ + current (t) is a monotonic and bounded sequence. In this proof, we first prove thatθ + goal (t) defined as
After that, we show the monotonicity ofθ + current (t). Finally, we prove thatθ + current (t) is a bounded sequence for t > t 1 . Here we first prove thatθ + goal (t) converges when t > t 1 . Since the moving status of max{θ + current (t), 0} stays in Case 1 for all t > t 1 , and G + (t) cannot jump to a different interval without touching any boundary by the smooth moving condition, we have that G + (t) belongs to I j for all t > t 1 . By the definition of G + (t), we haveθ + i (t) ∈ G + (t), ∀i. Since G + (t) belongs to the same I j for all t > t 1 , the inclusion relationship of G + (t) and D i 's does not change for all t > t 1 . In other words, the detection results ofĥ + i (t)'s stay the same for all t > t 1 . Specifically, if we replaceθ + i (t) with an arbitrary x j , ∀x j ∈ I j , the detection result ofĥ + i (t) does not change in the detection step (step 2) for any i, i.e., Next, we show the monotonicity ofθ + current (t). To this end, we want to prove that
By taking average on both sides of (9), we havē
Similarly, by taking averages on both sides of (10), we havē v
which is a positive sequence. Thus, we have
. Note that all of the elements multiplied together in (54) are positive. Finally, we prove thatθ + current (t) is a bounded sequence for t > t 1 . Since bothū + (t) andv + (t) are bounded by Lemma 5 and bothv + (t) and δ are positive, we conclude that θ + current (t) =ū
v + (t)+δ is a bounded sequence. Lemma 11: If the moving status of max{θ + current (t), 0} is in Case 2 when t = t 2 , then either max{θ + current (t), 0} converges without leaving Case 2 for all t > t 2 , or ∃t 2 ,t 2 > t 2 , such that the moving status of max{θ + current (t), 0} changes to Case 1 fromt 2 .
Proof: If there is a timet 2 ,t 2 > t 2 , such that the moving status of max{θ + current (t), 0} changes to Case 1, we have the desired result. Otherwise, for all t > t 2 , we have that the moving status of max{θ + current (t), 0} stays in Case 2. Since max{θ + current (t), 0} ∈ G + (t), b k ∈ G + (t), and |G + (t)| = 2ε,
Together with the fact that ε can be arbitrarily small, we conclude with convergence automatically.
Lemma 12: For the moving status of max{θ + current (t), 0}, the number of switching times between Case 1 and Case 2 is finite.
Proof: First, we prove that after coming back to Case 1 from Case 2, the monotonicity ofθ + current (t) stays the same as the one in the previous Case 1 (i.e., Case 1 before going into Case 2). Then, we prove that the sequence of {θ + current (t s )}, which is a subsequence of {θ + current (t)}, is also monotonic, where we only consider those {t s } at which the moving status is in Case 1. Together with the fact that the number of b k 's is finite, lastly we conclude that the number of switching times between Case 1 and Case 2 is finite. By following the above logic flow, we first prove that after coming back to Case 1 from Case 2, the monotonicity of θ + current (t) stays the same as the one in the previous Case 1 (i.e., Case 1 before going into Case 2). To this end, since we have proven thatθ + current (t) changes monotonically in Case 1 by Lemma 10, it is sufficient to show that (θ + goal (t) −θ + current (t))(θ + goal (t) −θ + current (t) ≥ 0, (55) wheret is the time before going into Case 2 andt is the time after coming out from Case 2. Assume that the b k under concern is one of the boundaries of node j, i.e., b k ∈ {r − j , r + j }. Without loss of generality, we assume that b k is r − j and comes into the gathering region from the right side. 
Since the second term on the left-hand side of (56) is positive by assumption, we have that the first term on the left-hand side of (56) is also positive. is due to the smooth moving condition defined in Section VI-B, which implies that y j > b k + 3ε andθ + current (t) ≤ b k + 2ε. Then, we prove that the sequence of {θ + current (t s )}, which is a subsequence of {θ + current (t)}, is also monotonic, where we only consider {t s } at which the moving status is in Case 1. Specifically, we need to prove (θ + goal (t) −θ + current (t))(θ + current (t) −θ + current (t) ≥ 0. (58)
Assume that b k is the boundary under concern in this visit of Case 2. Without loss of generality, we assume that b k comes into the gathering region from the right side. Therefore, we haveθ + goal (t) =θ + goal [k],θ + goal (t) =θ + goal [k + 1], and θ + goal (t) >θ + current (t). In order to prove (58), we only need to show thatθ + current (t) >θ + current (t). Since the moving status ofθ + current (t + 1) andθ + current (t − 1) is in Case 2, we have that bothθ + current (t + 1) andθ + current (t − 1) are in the region of [b k − 2ε, b k + 2ε]. Together with the assumption that b k comes into the gathering region from the right side, we have thatθ + current (t) ≤ b k − 2ε andθ + current (t) ≥ b k + 2ε. Hence, we haveθ + current (t) >θ + current (t) as desired. So far, we have proved that the overall monotonicity of θ + current (t) stays the same as when we only consider the iteration in Case 1, which means that the b j 's for each visit of Case 2 are different. Together with the fact that then the number of b j 's is finite, we have that the number of switchings from Case 1 to Case 2 is finite as desired.
Lemma 13: If the moving status of max{θ current (t), 0} is in Case 1 when t > t 1 and max{θ current (t), 0} converges without leaving Case 1 for all t > t 1 , then the limiting value is given by
where j is the index of I j , G + (t 1 ) ⊆ I j .
The proof is omitted due to space constraints and can be found in the extended version of this work [52] .
Lemma 14: If the moving status of max{θ current (t), 0} is in Case 2 and max{θ current (t), 0} converges without leaving Case 2 for all t > t 2 (according to the definition of Case 2, for a certain node c, h + c changes in Case 2), then the limiting value is given by either 
when h + c [j] = 0 and h + c [j + 1] = 1, where j is the index of I j , G + (t 2 ) ⊆ I j .
