We perform statistical wavelet analysis of the Main Belt asteroids, seeking statistically significant asteroid families. The goal is to test the new wavelet analysis algorithm and to compare its results with more traditional methods like the hierarchic clustering. We first consider several 1D distributions for various physical and orbital parameters of asteroids. Then we consider three bivariate distributions for the three orbital parameters (a, e, i) taken pairwisely. The full 3D analysis of this space is not available here, but based on the 2D results we perform a disentangling of overlapped 2D families and derive total of 44 3D families with confirmed statistical significance.
Introduction
First attempts to find asteroid families date back to XIX century, although the discovery of new asteroids was rather slow that time, compared to the contemporary rate. In 1876, based on just about 150 asteroids, D. Kirkwood noticed about 10 asteroid groups, each containing just 2-3 members moving along similar orbits. It was suggested that asteroids in such groups may have a common origin, e.g. are fragments of larger disrupted bodies. F. Tisserand continued Kirkwood attempts, composing a list of 417 asteroids (1891), and also introducing a formal orbital classification characteristic now well-known as the Tisserand invariant T J . The number of asteroid families grew as new asteroids were discovered. However, no other factors supported the common origin within a family, except for orbit closeness. Therefore, the physical relationship of such asteroids often remained too disputable.
Later on, Hirayama (1918) noticed that it might be not reasonable to compare contemporary orbits of asteroids for that goal. On a long time scale, planetary perturbations may change orbits a lot, even if asteroids indeed were fragments of the same body in some past and had close orbits initially. This motivation leaded K. Hirayama to the idea of invariant orbital elements that would remain (nearly) constant regardless of the planetary perturbations. R.V. Baluev · E.I. Rodionov Saint Petersburg State University, Faculty of Mathematics & Mechanics, Universitetskiy pr. 28, Saint Petersburg 198504 E-mail: r.baluev@spbu.ru (R.V. Baluev) Hirayama constructed such invariant elements based on the Lagrange perturbation theory and introduced them as 'proper elements', assuming that asteroids from the same family inherited them from their progenitors, should the latter existed in some past. The proper elements remain very useful to identify the asteroid families.
Of course, the fragments may attain some minor additional velocities after a disruption of a larger body, still resulting in some minor spread even in terms of the proper elements. Moreover, the boundaries of such families are typically rather vague, merging with the background distribution. Because of this, the population even within well-known asteroid families is not too much accurate, and it is often uncertain whether an asteroid belongs to a particular family or not.
Although Hirayama introduced the notion of 'asteroid family' in the sense of an asteroid group sharing common origin, nowadays this term is relatively ambiguous. Even the closeness of proper elements of some asteroids does not guarantee their common origin. The other explanations are also possible, for example the mean-motion resonance (MMR), like for e.g. the Hilda family (Brož and Vokrouhlický, 2008) . In this case an MMR may serve as an orbital 'trap' capturing objects that would not otherwise have any common history. In some part, the question of common origin of asteroids may be resolved using their spectral classification, but given the current high discovery rate it is not feasible to perform an accurate taxonomic analysis of all asteroids (Masiero et al, 2015) . Also, the disrupted progenitor body could be so large that its fragments would appear chemically different.
Therefore, in this work under a 'family of asteroids' we understand a group of objects simply having close orbital or physical parameters. Such a property may suggest a hint that these asteroids could have common evolutionary origin, but does not guarantee that.
Presently, the most popular method of asteroid family identification is the hierarchic clustering method (HCM hereafter), which looks for objects with a small distance between each other or from a main asteroid (Zappalà et al, 1990) . The advantage of this method is that it does not explicitly specifies any assumptions about the shape of the asteroid family in the space of orbital parameters. Also, it can be relatively easily extended to higher dimensions (larger number of the parameters involved). Its main disadvantage, which becomes increasingly important when more and more small asteroids are discovered, is the effect of 'linking'. In case of a collision, small fragments are thrown away with larger velocities, and also they are subject to a stronger Yarkovsky effect. Therefore, they spread further in the parametric space, revealing a tendency to distribute more uniformly and create 'bridges' between different families. This issue is currently solved using rather artificial methods, e.g. by cutting the parametric space into distinct domains. Finally, the results may differ depending on the orbital distance metric (Nesvorný et al, 2015) .
Yet another method of asteroid family identification is wavelet analysis, which was used previously but did not attain the same popularity so far. Based on a sample of ∼ 12000 asteroids, Zappalà et al (1995) concluded that HCM and wavelet analysis methods yield similar results. Both methods detected the same families, though the number of asteroids in a family was different. We believe that the wavelet analysis was abandoned after that because, firstly, it was a pretty young technique that time (especially in what concerns statistical tasks), and secondly, because it is more computationally demanding.
But now the wavelet analysis gained a considerably wider attention, whereas the computing hardware progressed greatly. Also, the mathematical theory of the statistical flavours of the wavelet analysis was significantly improved, compared to 1990s. For example, in (Baluev, 2018) the new algorithm was presented, targeting the analysis of 1D statistical distributions. It is not a cluster detection algorithm in the common sense, because it has a more wide range of applications than just clusters identification. In particular, it allows to detect distribution gaps as well as clusters, and also to investigate the finely-resolved distribution shape inside the cluster (or gap). Contrary to methods from (Zappalà et al, 1995) , the primary attention is paid to the optimised statistical sensitivity to allow a detection of patterns with smaller S/N ratio. Moreover, the significance of the detected patterns is expressed in the traditional and intuitive 'p-value' or 'n-sigma' notation. In fact, the algorithm from (Baluev, 2018) represents a tool to clean the shot noise (or finite sample noise) from an estimated density function, based on certain predefined statistical tolerance, and aiming to detect patterns of certain shape determined by the selected wavelet.
We notice that this technique is under a continuous development, for example the 2D analysis tool was constructed recently (Baluev et al, 2019) , and further generalisations are also possible. The first practical test of this algorithm was presented by Baluev and Shaidulin (2018) , where only 1D distributions of exoplanetary candidates were considered, in particular revealing a potential new family of giant exoplanets likely associated to the iceline accumulation in the protoplanetary disk. However, the number of exoplanetary candidates was rather modest. This limited any statistical analysis, especially at the small-scale level, and the most interesting results appeared not undoubtful because of their moderate statistical significance (2 − 3-sigma). Compared to exoplanets, the asteroids offer a very rich sample which allow to derive much more reliable statistical results. In this work, we aimed to further develop this wavelet analysis method and the associated software, presenting our analysis results regarding the rich sample of the Main Belt asteroids.
Scientific context regarding the proper elements
The classic definition says that proper orbital elements are quasi-integrals of the motion equations, so they remain almost constant in time (Knežević et al, 2002) . Proper elements can be obtained after removal of short-and long-period perturbations from their osculating counterparts and hence represent some "mean" motion characteristics. (Hirayama, 1918) , who introduced the concept of proper elements, also showed that some asteroids tend to accumulate into groups in the plains (a, e p ) and (a, i p ), where e p and i p are proper eccentricity and proper inclination. He supposed that such groups, or families, formed as a result of disintegration of a large parent body. Each family was named based on its largest member object.
Hirayama introduced in his works the notions of a proper eccentricity and proper inclination, but not of the proper semimajor axis, because the latter one has no secular perturbations (Murray and Dermott, 1999) . Nevertheless, the contemporary notion of proper semimajor axis includes averaging with respect to short-period perturbations (Knežević et al, 2002) .
In the classic theory of perturbations, the eccentric variables h = e sin ϖ and k = e cos ϖ vary along a nearly-circular curve in the 2D plane, with a constant angular velocity. Then, the proper eccentricity has an easy interpretation. The center of the circle would move along a complicated trajectory (defined by secular perturbations), while the radius of the circle is equal to the proper eccentricity, which is defined by initial conditions and thus represents a fundamental orbital parameter. An analogous interpretation can be used for the inclinational parameters sin i and Ω .
Two methods are currently used to determine the proper elements: the analytic and socalled synthetic ones (Knežević et al, 2002) . The first method is based on the perturbation theory and involves the computation of averaged elements using canonical transform to remove short-period terms. Synthetic theory involves the integration of asteroid and planetary motion and filtering of short-period perturbations. After that the primary harmonics are determined by means of the Fourier analysis. These primary harmonics are the proper elements.
The synthetic method is now more suitable thanks to its better accuracy (Knežević et al, 2002) . Additionally, the analytic removal of short-and long-period term becomes difficult near the resonances, so the synthetic method performs better in such conditions. The resonant proper elements may be obtained by means of resonance averaging.
In Fig. 2 that shows a 2D distribution of asteroids in the a-e plane, we can see multiple vertical bands, which mark various mean-motion resonances that dominate in the dynamical regime of the relevant asteroids. We notice that our 1D wavelet analysis algorithm (Baluev, 2018) suits quite well to locate such 1D bands.
Unfortunately, neither analytic nor synthetic method can process the secular resonances, e.g. the cases when two orbits have synchronized precession rates (for their perihelia, or ascending nodes, or both). In the Main Belt such resonance typically appears for objects with e ∼ 0.7. Such asteroids have less accurate estimations of proper elements (especially proper eccentricity), so they were removed from our analysis below.
As we can see from Fig. 2 , the proper elements allow to identify many asteroid families even by a plain look. However, some more subtle families may be more hard to reveal in the background distribution, emphasizing the value of a sophisticated statistical analysis in this task.
Asteroid samples
Though there were attempts to reveal families among the trans-Neptune objects (Snodgrass et al, 2012) , such objects are relatively few, and their orbital elements are less accurate, so in this work we limited ourselves mostly to the Main Belt.
The osculating orbital elements and physical parameters were taken from the Lowell observatory catalog astorb.dat as of February 2019 1 . For our analysis we used only the range from 0.7 AU to 7 AU in semimajor axis. In these limits we had 523175 asteroids with known eccentricity, inclination, and absolute magnitude. Unfortunately, the color index B-V was known only for 941 asteroids, while the diameter was known for 2139 ones. Nonetheless, we tried to analyse the distributions for all these physical parameters too, since based on the previous experience (Baluev and Shaidulin, 2018) , samples containing 1-2 thousand of objects still may reveal statistical families.
The proper elements are available in the AstDys database 2 . AstDyS is currently managed by the following consortium: Department of Mathematics, University of Pisa, Italy; IASF-INAF Rome, Italy; SpaceDyS srl, Cascina, Italy, and others. It supplies information about numbered asteroids, with a detailed description provided by Knežević and Milani (2003) . The proper orbital elements are determined in the semimajor axis range from 1.7 AU to 4.0 AU, with 464746 asteroids in total (after removal of objects in secular resonances). For our analysis we used proper elements derived by the synthetic method.
In Table 1 we give the asteroid families detected so far in AstDys, including the primary object, number of asteroids, and proper element ranges. Below we use this list as a reference for comparison with our results. 0 0.1 0.2 0.3 0.4 0.5 0.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 4 Eccentricity Semimajor axis [AU] We emphasize that in this work the notion "asteroid family" is understood in the statistical sense, that is as a group of objects that are statistically unlikely to originate from the randomness of the asteroid sample (from its shot noise). Therefore, such a group should be generated by some physical mechanism, but this does not necessarily suggests that these objects have common origin. First attempt to apply the wavelet analysis to statistical distributions of various objects date back to 1990s, e.g. Zappalà et al (1995) used wavelets to find asteroids families, and Skuljan et al (1999) analysed stellar velocity distributions in the Solar neighborhood to detect star flows. Unfortunately, the statistical branch of the wavelet field seemed to stagnate after that, likely because of complicated mathematics and high computing demands. However, recently a self-consistent method was constructed to perform the sample-based wavelet analysis of statistical distributions (Baluev, 2018) . That first release handled several theoretic issues that had not a good solution before and also involved wavelets of optimized shape, but that analysis tool targeted only 1D distributions. However, the first test application of this initial 1D method to exoplanetary population revealed several rather interesting results (Baluev and Shaidulin, 2018) . In particular, hints of a previously unknown subtle family of giant exoplanets were detected, possibly related to the iceline accumulation effect in a protoplanetary disk. Finally, a 2D generalization of this algorithm was presented in (Baluev et al, 2019) . This analysis is based on isotropic radially symmetric wavelets, so it requires that two input parameters in the 2D sample are at least physically and numerically comparable (like e.g. two coordinates in Euclidean space).
When processing exoplanetary samples that contained ∼ 10 3 objects at most, it was not possible to derive entirely reliable and convincing results. For example, the formal significance of the exoplanetary family mentioned above was in the range 2 − 3 sigma, i.e. its interpretation is still probabilistic. However, the Main Belt asteroids form a much larger sample containing between 10 5 and 10 6 objects. This should allow much more statistically reliable conclusions and more convincing detections. Besides, two decades passed already after Zappalà et al (1995) work, so it is interesting to learn how much the wavelet analysis diverges now from the HCM results.
For the full mathematical details of the wavelet analysis algorithm the reader is referred to (Baluev, 2018) and (Baluev et al, 2019) . Here we omit these details, only giving a few general ideas of the method.
First of all, the continuous wavelet transform (or CWT) is defined as
This assumes a general n-dimensional task, where n = 1 or n = 2 refers to the dimension of x and of the shift parameter b. The scale parameter a is always scalar here. The wavelet ψ is assumed radially-symmetric for n = 2, so it is actually a function of the langth of its vector argument. The CWT can be inverted using the following general inversion formula:
where γ is a largerly arbitrary inversion kernel. Although the most popular version of (2) involves γ = ψ, it is possible to consider different other γ as well, resulting in certain useful specific properties of the inversion formula. The constant C ψγ in (2) depends solely on the choice of ψ and γ. We aim to apply the CWT to the 1D or 2D probability density function p.d.f. f (x). However, this function is not observed directly, so the formulae (1) and (2) cannot be used at this stage. What we have in practice in place of f (x) is the sample {x i } N i=1 , and hence we may only construct a statistical estimate for the CWT:
Notice that the CWT itself, as defined in (1), is a mathematical expectation of y = ψ[(x − b)/a], where a and b are parameters, so in (3) involves plainly corresponding sample mean of the same y. We therefore refer to (3) as to sample wavelet transform (SWT). This is the point where the noise appears. The SWT is a noisy quantity since it is defined on the basis of a finite sample. It is easy to define the sample varianceD in the way similar to (3). Finally, we can construct the normalized test statistic
which has asymptotically (for large N) the standard Gaussian distribution (mean zero, variance unit). Notice that we can substitute here any comparison model Y 0 in place of Y . Basically, our formal goal is to test whether some null hypothesis Y = Y 0 is statistically consistent or not. The test statistic z(a, b) is the central testing quantity that allows to derive whether the wavelet coefficient (the value ofỸ ) is statistically sound at the given (a, b). The typical noise would imply z of the order of unit, while a large z indicates a statistically significant inconsistency between the adopted comparison model Y 0 and the actual sample distribution. The Gaussian asymptotic distribution of z can be used to construct a formal statistical test.
However, the reader is cautioned that it is inadequate to apply such approach literally if multiple (a, b) points are tested (which is typically the case). We usually investigate a wide domain D in the (a, b)-plane, so the actual compound test basically involves multiple elementary tests per independent z-values. In such a case it is mandatory to apply some statistical correction for multiple testing. We put a special emphasis on this issue because it was often ignored so far in many other works, thus resulting in a drastically increased level of false positives among the detected wavelet coefficients.
In our framework, the multiple testing issue can be handled neatly if we consider the extreme value statistic instead of the single-value ones. Namely, what we test in actuality is the maximum deviation
instead of the particular z(a, b) values. The distribution function of z max is non-Gaussian, but it can be characterized analytically as an extreme value distribution of a Gaussian random field z(a, b). This work was done in (Baluev, 2018; Baluev and Shaidulin, 2018) , resulting in the following tail approximation
This formula connects the false alarm probability (FAP) with the maximum observed zlevel. If the resulting FAP(z max ), computed for the actually observed z max , is smaller than a conventional threshold level (say, 1 per cent or any) then the deviation is treated significant and the comparison model Y 0 disagrees with the sample. The coefficient W 00 depends on the wavelet ψ and on the domain D, and it can be computed numerically together with the SWT. Importantly, formula (6) has the shape of an approximate upper bound, so its possible inaccuracies should not lead to understated FAP (overstated significance). If the right hand side of (6) is below some FAP thr than the actual FAP is also below than this threshold. Concerning the domain D, it can be chosen rather arbitrary. In fact, it accumulates our prior assumptions, where we expect to find a signfificant wavelet coefficient, and where not. However, this domain cannot be arbitrarily large. In any case, it should be restricted to the domain where z(a, b) is satisfactorily Gaussian, because it was our substantial assumption used to compute the FAP approximation (6). We typically expand D to this widest range, while the normality is verified using certain formalized criterion (Baluev, 2018; Baluev et al, 2019) .
Our statistical test based on (6) only allows to decide whether some given comparison model f 0 /Y 0 agrees with the sample or not. However, this might appear not enough for our goals, because we would also like to learn, how the p.d.f. f (x) should look to satisfy this restriction. In other word, we should construct some most economic p.d.f. model not violating the significance test. This is achieved through an iterative scheme with a single iteration layed out below:
Here, the noise thresholding stage is performed based on the significance thresholds z thr derived from (6). This is basically a matching pursuit algorithm that allows to construct the p.d.f. model in the most economic manner, i.e. by using the smallest possible number of nonzero wavelet coefficients, simultaneously satisfying the test condition for FAP(z max ). Further details can be found in (Baluev, 2018; Baluev et al, 2019) .
Analysis of 1D distributions
For each of the 1D distribution considered below, we plot two graphs: the 2D significance map g(z(a, b)) corresponding to the very first step of the iterative process (7), and the 1D reconstructed p.d.f. model obtained after all the iterations (7). The 2D significance map g (z(a, b) ) is formally defined in (Baluev and Shaidulin, 2018) . In brief, each value in such a map represents a normal quantile for z(a, b), i.e. the significance of the given z-value, as would be expressed in terms of Gaussian standard deviations. For example, g = 2 means the two-sigma significance (FAP about 5%), g = 3 is three-sigma (FAP about 0.27%), and so on. The higher is g, the more statistically sound is the wavelet coefficient corresponding to the given point (a, b) . The points in the significance map with g < 1 are entirely insignificant, and are always rendered as white. Formally, g would always be non-negative, but we conventionally define it signed, assuming that g < 0 means z < 0. Further guidelines on how to interpret the 2D significance maps plotted below can be found in (Baluev and Shaidulin, 2018) , along with several tutorial cases and cautions.
In the 2D maps we show only the domains where z(a, b) has near-Gaussian distribution. The non-Gaussian domains, where the results cannot be trusted, are hashed out by gray. Also, the 2D graphs contain a black line in the bottom (small-scale range) which represents the Gaussian domain boundary, as computed using an approximate formula.
In the 1D graphs, the reconstructed p.d.f. modelsf (x) are plotted for three significance thresholds, corresponding to 1-sigma, 2-sigma, and 3-sigma levels. However, in this work all them appeared practically identical, again because of the sharp transition between significant and insignificant domains in the 2D significance maps.
The matching pursuit iterations always started from the best fitting Gaussian distributioñ f 0 (x) = f G (x) (i.e., the significance map refers to the difference f − f G ). This is a bit different from (Baluev and Shaidulin, 2018) , where they started from f 0 ≡ 0.
Distributions of physical parameters
We first demonstrate our results for physical asteroid parameters: diameter, absolute magnitude, and color index (B-V). Diameter and color index data are available for only a relatively minor part of the asteroids.
First let us consider the diameters. Fig. 3 shows the significance map and reconstructed density for the distribution of diameters, computed using the WAVE2 wavelet, while Fig. 4 shows the same for the CBHAT wavelet. Negative (positive) values correspond to the negative (positive) first or second derivative of the difference f (x) − f G (x). In the WAVE2 case this shows the domains of density growth and decrease, while in the CBHAT case this corresponds to the domains where the function is convex (blue, negative) or concave (red, positive). We emphasize that all this is understood here relatively to the best fitting Gaussian distribution, i.e. with respect to the difference f (
Therefore, in Fig. 3 the left red domain demonstrates a significantly more quick growth of the density than the Gaussian tail would infer. Analogously, the right red domain encodes a slower-than-Gaussian decrease. The blue domain near the apparent center signals us a decrease relatively to the best fitting Gaussian curve, which means that the distribution mode is shifted to the left with respect to the mean (the decrease starts earlier than the mean). In Fig. 4 we see a sequence of intermittent positive-negative domains, also suggesting that the distribution mode is asymmetrically shifted to the left. Overall, all this indicates that the distribution is significantly skewed, its right tail is longer than the left one, so the mode appears shifted left from the mean. This interpretation is also confirmed by the reconstructed p.d.f. models.
Here and below the reconstructed p.d.f. models appear almost identical for the WAVE2 and CBHAT wavelets, while the wavelet significance map is more informative for CBHAT. Therefore, below we show results only for the CBHAT wavelet.
The absolute magnitude is usually a more directly measurable quantity than the diameter (often the diameter is derived from the absolute magnitude). Therefore, this parameter may need a separate investigation. In Fig. 5 we can see the corresponding analysis results. The intermittent sequence of positive/negative spots in the CWT significance map also suggests that the distribution is asymmetric (the smaller-scale details are shifted with respect to the large-scale structure). This distribution is also skewed with its left tail heavier than the right one. This behaviour appears expectedly opposite to the distribution of diameters, since larger diameter infers a smaller (in average) absolute magnitude (more bright asteroid). We notice that this distribution is reconstructed more reliably, because the number of asteroids with known absolute magnitude is much larger than of those with known diameter.
Here we notice that the absolute magnitude is often given with two, one, or no numbers after the decimal point. This resulted in non-physical concentrations at the corresponding nicely rounded values (e.g. at exact integer values, or values rounded to 0.1 mag). This effect initially induced strong nuisance small-scale features in the wavelet transform and step-like reconstructed p.d.f. However, we could get rid of this rounding effect by adding to the published value a random perturbation following the uniform distribution in the corresponding range (±0.05 for values rounded to 1 decimal digit, or ±0.5 for values rounded to integer). As we can see, this trick allowed us to get rid of all the small-scale artifacts in do not expect any detectable true small-scale structure in this distribution, because the input values were rounded. Finally, in Fig. 6 we show the distribution of the color index B −V . This appears more interesting, revealing a bimodality with a clear gap between two modes, near 0.71 and 0.86. The larger peak is likely related to carbonaceous asteroids, while the smaller peak contains rocky asteroids.
As we can see, in the three distributions above we were able to resolve only the largescale patterns. In fact, our conclusions were quite simplistic so far and could be derived plainly by visual investigation of the histograms. The wavelet analysis only confirmed that there are no detectable small-scale details, that is all possibly suspective small-scale details are statistically insignificant in these distributions.
Distributions of osculating orbital elements
Now let us review the results for asteroids osculating elements. In this section we consider the three action-type variables (orbital eccentricity e, inclination i and semimajor axis A), discarding the angle-type ones (argument of periapsis and the ascending node).
The eccentricity distribution (Fig. 7) appears rather smooth. Some incomplete hints of smaller-scale structures can be seen in the wavelet significance map, descending to the scale level about 0.01. These hints are not very conclusive, however, and appear negligible in the reconstructed p.d.f. We again can derive only some very general properties of the distribution, for example the distribution mode is at e ≈ 0.14, followed by a long tail occupying moderate and large eccentricities. Fig. 9 Wavelet analysis for the distribution of asteroids osculating semimajor axis A, CBHAT. Fig. 8 shows the osculating inclination distribution. It is peaked a small value about 3.1 • . Contrary to the eccentricities, we can clearly see multiple inhomogeneities, looking like small-scale submodes or gaps layed over a smooth background. These inhomogeneities reveal themselves as isolated spots in the wavelet significance map.
Finally, we consider the osculating semimajor axis distribution (Fig. 9 ). As in Fig. 1 , we clearly see several Kirkwood gaps. The range 1.8 − 2.1 AU is related to Hungaria family, 3.9 − 4.0 AU to Hilda family. In the both families represent dynamical asteroid groups associated to mean motion resonances, rather than fragments after disruption of a parent body (Brož and Vokrouhlický, 2008) . The range 5.1 − 5.4 AU represents two Trojan groups of Jupiter. Several other peaks and gaps detected in this distribution also can be associated with various resonances. In this 1D model we cannot locate families other than narrow resonant ones, because the "spots" in the 2D diagram 2 are additionally blurred when considered in osculating (instead of proper) elements, and also overlap with each other when projected to the abscissa.
Distributions of proper orbital elements
Finally, we proceed to the proper orbital elements. Now we consider the same three orbital parameters e, i and A, as in the osculating case.
As we can see from Fig. 10 , the distribution of proper eccentricities is quite different from that of the osculating ones from Fig. 7 . It is considerably less smooth now, demonstrating multiple local inhomogeneities. Those inhomogeneities are likely related to various asteroid families. For example, the density concentration for e p in the range 0.45 − 0.5 is possibly related to the Hoffmeister and Astrid families, the range 0.19 − 0.2 is related to Dora family (see Table 1 ). However it is not easy to set a one-to-one correspondence between families from Table 1 and peaks of the 1D distribution of e p . This is probably because multiple families overlap with each other in such 1D view. The proper orbital inclination (Fig. 11 ) reveals qualitatively similar behaviour. At least 15 local concentrations can be detected, which can be related to the asteroid families, or some dynamical effects. However, it is again difficult to unambiguously separate these families from each other based on just the 1D analysis.
The distribution of the proper semimajor axis (Fig. 12 ) appears the most informative and the most interesting among all other 1D distributions. The thin resonant bands (gaps as well as concentrations) are detected very easily. However, such extremely narrow groups are mainly associated to just the mean-motion resonaces affecting the motion of the asteroids. They are not related to the "asteroid families" in the genetic sense of this notion. We revealed 110 such resonant asteroid groups, they are given in Table 2 . In the first column we show the number of the brightest asteroid of a group (or the smallest absolute magnitude).
For a more clear presentation we also plot in Fig. 13 an expanded small portion of Fig. 12 in the cutted range 2.2 − 2.5 AU.
In addition we may notice that our 1D analysis is capable to easily resolve the internal structure of the resonant families, and this fine structure appears rather intricate. Each such family has an extremely thin core surrounded by two wider gaps from the both sides. Moreover, the shape of the core appears very peaky, relatively to e.g. the Gaussian bell shape. We feel this might be interrelated with the known properties of resonant motion, in particular with the chaotic and regular dynamics, but such a task would be out of our scope here. The 2D wavelet analysis appears more complicated, because the 2D geometry is considerably more diverse than the 1D one. Also, the 2D case is more computationally demanding. In (Baluev et al, 2019) the 2D wavelet analysis algorithm is presented, based on the optimised radially-symmetric (isotropic) wavelets 2DOPT 1,2 . These two wavelets are almost identical, and here we use the 2DOPT 2 version which we refer to as just 2DOPT for simplicity. Regardless to the complications, the 2D analysis appears analogous to 1D one in many aspects. However, because of the isotropic restriction on the wavelet shape, this algorithm can be only applied to physically comparable (summable) parameters, and targets mainly patterns that have similar size in the both directions. The 1D analysis above was focused on the following orbital parameters: eccentricity e, inclination i, and semimajor axis A. We have not constructed a 3D algorithm yet to process this 3D space (A, e, i) in a self-consistent manner, but we can consider three independent 2D subspaces: (A, e), (A, i), and (e, i). We may consider a 2D density in each of these planes and investigate it using our 2D algorithm.
We adopt the following system of comparable parameters: (log A, e, sin i). Here, log A appears instead of A because the differences like ∆ log A ∆ A/A appear adimensional, as well as the differences ∆ e or ∆ sin i. Hence, we can legally compare various small ranges in terms of log A with ranges for e and sin i (hence, all three wavelet scales appear dimensionless). Concerning the physical comparability of e and sin i, it follows because these (or equivalent) parameters often play equal roles in various dynamical equations, and may even to "flow" one into another via the Lidov-Kozai mechanism. For example, let us consider the (log A, e) pair (Fig. 14) . Notice that the wavelet transform is a function of three variables now, so we plot several frames corresponding to difference scales. Each such frame is plotted as a significance map (as in the 1D analysis).
However, investigating the 2D wavelet transform directly does not appear very easy, since we should treat multiple resolution levels simultaneously. The reconstructed p.d.f. model would be more helpful here, because it joins all resolution levels into the same plot, simultaneously keeping only the significant detected structures. However, in practice the p.d.f. graphs appeared too much diffuse and inconclusive, because they do not highlight subtle asteroid families even if they are statistically significant. Such a subtle cluster would appear almost indistinguishable over the large-scale background, because it changes the background level only very slightly. We found that this issue can be solved by considering the Laplacian of the p.d.f. model rather than this model itself. This is justified by the known property that the CWT represents a smoothed Laplacian (Baluev et al, 2019) be easily computed by applying the CWT with a small scale (smaller than scales of all the detected structures).
As we can see, the Laplacian appears very helpful to visually spot even very subtle families in any of the bivariate distributions that we considered (Fig. 14, 15, 16) . To further highlight the color contrast, we plot here a logarithmically-modified quantity log(1 + σ 4 |∆ f |) sign ∆ f , where σ 2 = σ 2 1 + σ 2 2 is the cumulative variance of the two random variables. We can see that boundaries of a cluster can be determined as boundaries of an isolated domain ("spot"). Notice that it is important to pay attention to an opposite-sign ring around each spot. If it is present then we have a local convexity (negative Laplacian) surrounded by a concavity ring (positive Laplacian). Such a structure can be interpreted as an isolated cluster. However, if this ring is not present (not significant) then we cannot claim that such a geometric structure is a family, because it is not separated from the background. We adopt this rule as a basic formalized definition of a "cluster" in this work. This treatment is justified in more details in a separate work devoted to the stellar population analysis (Baluev et al., in prep.) A more difficult question appears if some hints of a ring are present, but the ring is incomplete, or if there are two partly merged 2D spots not separated from each other by a zone of positive Laplacian. This typically appears in case of overlapping families. Since such families can often be distinguished with the help of the third parameter (the one not involved in the given 2D plot), we investigate each such case individually.
We try to understand the 3D p.d.f. via its 2D projections, so the overlapping effect becomes very important. For each potential family (or a group of overlapping families) in each of the three 2D diagrams we cut out a rectangular box in the corresponding 2D plane and consider the subsample containing only asteroids within this box. For each such subsample we performed a 1D wavelet analysis of the third parameter and constructed the correspond-ing 1D p.d.f. containing only statistically significant patterns. Such 1D distributions suggest useful hints allowing to resolve various ambiguities concerning family overlapping. For example, if this distribution is unimodal then the given candidate family is homogeneous (no overlapping). If there are additional modes then the apparent 2D family actually contains two overlapping families corresponding to different values of the third parameter, and so on. These hints can be additionally verified by looking at the other two 2D planes.
Of course, there are more difficult cases that cannot be resolved unambiguously based on just the 2D projections. This may occur in case of a partial overlap of multiple families in all 2D diagrams. Nevertheless, we found 44 asteroid families that can be resolved clearly. They are listed in Table 3 . Comparing them with the known ones (Table 1) , we find that almost every of our wavelet-detected family has and HCM-based counterpart, but the wavelet-derived ranges are systematically more narrow. Notice that the boundaries of a family can be rather diffuse and thus their exact position is largely a matter of convention. Our convention is to define the boundary based on the zero Laplacian (or zero second derivative in the 1D distribution). Our results suggests that this convention leads to a more restrictive boundaries than implicitly assumed by HCM. We notice that our wavelet analysis detected three asteroid families not revealed by the HCM. Simultaneously, there are many HCM-based families not detected by wavelets. In some part, this can be explained by the overlapping effect which disabled unambiguous detection of some families by wavelets. Likely, the full 3D wavelet analysis would detect more families, but we currently do not have a working 3D extension of our wavelet analysis pipeline (this needs substantial additional theory work and computing optimisations). However, the overlapping does not explain all such occurrences well. Many of the HCM-only families just do not reveal themselves in our wavelet analysis, that is they appear statistically insignificant in our approach. From the other side, some of them may appear more significant in the full 3D analysis. But at the current stage such families are possibly more doubtful and require additional investigation that falls out of the scope of the present paper.
Also, we notice that some HCM-detected families may reveal a complicated structure. In our analysis they are split into multiple subfamilies (up to 4, like the Koronis family).
Concerning the resonant asteroid families, we did not detect them in the 2D analysis, likely because they should reveal themselves as extremely elongated thin patterns. Notice that our 2D analysis is based on isotropic radially-symmetric wavelets, so it is expectedly insensitive to such disproportional structures.
Conclusions and discussion
Our main conclusion is that statistical wavelet analysis is a useful alternative tool allowing to independently verify the HCM results. Although the analysis presented above is not yet fully complete (no full 3D analysis) and should not be considered as definitely disproving any of previously claimed asteroid families, it appeared capable to classify some families as well confirmed, and some other requiring further attention.
Moreover, our analysis allowed to reveal some new families not detected with HCM, and to reveal internal structure in some big HCM families previously considered as homogeneous.
One may argue that the wavelet analysis was undeservedly abandoned in this task over years. However, it can be used as an independent method of cluster detection, so we believe it needs further development (to a 3D version, at least).
