SUMMARY
The purpose of this paper is to review the methods of assessment of the performance of models that estimate the risk of death of intensive care unit patients.
There are assumptions made during model building that lead to choices of data that are collected, and its processing, variable selection and specified relationships between the variables. one measure of the validity of the models relates to the appropriateness of these assumed relationships between the data and the death or survival of the intensive care unit (ICU) patients. It is the statistical measure of model validity that is the focus of the review. It examines methods to compare the extent to which the expected and observed patient outcomes actually agree, and so assess model performance. This paper provides recommendations for future studies that present the performance of new or existing models estimating probability of death.
Examples of assessment methods have been applied to a dataset of patients admitted to the Princess Alexandra Hospital ICU between 1 January 1995 and 31 December 1999 with risk of death estimates provided by the Acute Physiology and Chronic Health Evaluation (APACHE) III algorithm 1 . Details of the data collection and description of the patient sample have been provided previously 2 .
Assumptions of Mortality Prediction Models
All models that estimate the risk of death of ICU patients use similar assumptions drawn from clinical experience and supported by statistical analysis. Sicker patients are less likely to survive. Some conditions are less reversible or amenable to treatment and some procedures, especially emergencies, are associated with more deaths. The ages of adult patients are related to survival, as is the presence and severity of intercurrent or co-existing diseases. Physiology measurements, investigation results, age, co-morbidities, diagnosis, emergency status and lead-time are used in models of this type [3] [4] [5] [6] [7] , though models do not all use the same variables nor collect and process the data similarly to capture these influences.
A common pattern of model inception is that data variables that are considered likely to be useful for prediction are collected, and a plausible structural relationship is imposed by grouping variables. Acute physiological disturbance has been captured by compound severity of illness scores. A worst or most extreme value from physiology and laboratory results is scored for a weighted contribution. Physiological reserve is captured by weighting co-morbidities. Emergency or elective surgery is recorded. In the APACHE II 4 algorithm, a diagnostic weight is incorporated.
Le Gall et al 6 describes how early models such as APACHE, APACHE II 4 and SAPS were built from specialist knowledge supplied by a panel of experts selecting model variables and weights. Subsequently with SAPS II 6, 8 , MPM and APACHE III 5 , the clinical domain knowledge is further refined by more sophisticated statistical modelling to select and weight the variables, and estimate the probability of death. knaus et al 9 has described the process of the APACHE series model development in detail. This began with a review of the literature and incorporation of the experience of an expert panel to identify likely explanatory variables. The most contributory subset of those variables initially collected was used for modelling. The patient-related variables were drawn from the domains of the patient's acute physiological disturbance, physiological reserve, diagnosis or procedure. Marshal et al 10 describes the important theoretical constructs, applied to the development of the SoFA score.
The experience of modelling ICU death 3, [11] [12] [13] has consistently demonstrated the importance of certain factors and variables. Table 1 shows the contribution of domains (acute physiological disturbance, physiological reserve, diagnosis or procedure) derived form the variables used in several models. The general clinical agreement of the importance of these factors, consistency of their usefulness, and the similar contributions to each of the models, supports the validity of this approach to models for predicting ICU mortality. It is likely in the future, that new measured or calculated variables and improvements in precision and pre-processing of data may revise these relationships or introduce additional domains.
The ICU outcome of 'survival to hospital discharge' is a commonly used dependent variable for modelling that raises consistency concerns. It is easily collected and the definition is unambiguous. Despite this, there are important issues with hospital transfer and discharge procedures, notification of death and identification of cause of death which can interfere with the interpretation and validity of a seemingly concrete endpoint 14 . Thirty-day in-hospital mortality is a shorter term outcome that is equally easy to define, and is less vulnerable to variations in discharge policy, has constant definition and permits early analysis of complete patient data and outcomes 13 . assessmenT of Performance of InTensIve care models
Assessment of Generalizability of Models
The statistical, objective evaluation of the accuracy of the model is the focus of performance assessment and refers to the accuracy of the predictions as estimates of the probability of in-hospital death. of particular interest is the generalizability of the model's performance. This is its predication capacity on independent data not used for model training 15 , or its ability to provide accurate predictions in a new sample of patients 16 . When a model is taken out of its developmental context, the performance of the model usually deteriorates. Problems may arise from inaccurate or incomplete data when models are used outside the developmental or experimental context. An independent audit of data quality is important to minimize this. There may be additional difficulties with definition, conversion and interpretation of the model details 17 and intra-observer variability 18, 19 . It is possible that the relationships captured in the model development are not as applicable in the new model due to casemix 20 or event rate 21, 22 differences. Model fit may have changed over time. Either way, new data does not usually fit the model as well as the data in the model development training set.
The genesis of a model would start with collection of a sample of patient data to develop the model. Usually, a process of internal validation, re-sampling or bootstrapping is used to optimize the model performance on the training data set. often, a separate set of 'unseen' data is kept aside to test, or locally validate the model performance. However, neither of these procedures will confirm that the model will work equally well in another context. To investigate this, an external validation study should be performed independently of the initial modelling process using data collected prospectively, according to an explicit, reproducible protocol. The study should involve a complete series, or an unbiased, representative sample of a population of ICU patients for whom all outcomes are accounted. The model predictions must not be used to influence clinical practice and clinical decisions during the evaluation phase.
There are several types of study used to assess the validity of models for ICU mortality. Ridley 23 evaluated models according to methodological rigour, considering patient selection, data quality, rules for collection and interpretation and methods of variable selection used in model building. Justice and coworkers 16 described the performance of models using the concepts of reproducibility (accuracy of the model on a new sample of patients at the institution where the model was developed) and transportability (accuracy on different patient groups, different institutions or at different times). Whether either framework is adopted, a statistical assessment of the expected and the observed outcomes must be undertaken.
Indices of Performance Assessment: Discrimination and Calibration
The two desirable attributes of a probabilistic model are discrimination and calibration. Discrimination is the ability of the model to separate survivors from the non-survivors. Calibration is a measure of how well the predicted risk correctly reflects the true risk of death.
When data collected early in a patient's episode of clinical care are used to model outcome, there is overlap between the characteristics and the distributions of estimated probability of death accorded to survivors and non-survivors. Predictions are only estimates of the probability of death and will always display a degree of imperfection. In practice, random and unmeasured factors introduce imperfection and limit discrimination and calibration of ICU mortality prediction models. The assessment of model performance quantifies the imperfections of the model. A model with perfect discrimination would correctly rank patients so there is no overlap in predicted probability of death between the groups of survivors and non-survivors. Perfect calibration would only occur if all the survivors have an estimated a risk of death of zero and all deaths have an estimated risk of 1. Perfect calibration and discrimination can be achieved in the training data, by over-fitting a model to the training set. This is akin to 'memorizing' or 'rote learning' the training examples, with poor model performance when the model is generalized beyond the training data.
other criteria for assessment of the agreement between model predictions and observed outcomes have been proposed. 'Trustworthiness' and 'reliability' 24 , 'calibration in the large' and 'calibration in the small' 25 all seek to capture characteristics of models. Few, if any, have been applied to assessment of models that predict the probability of in-hospital death for ICU patients.
Discrimination
As ICU models are not used for decisions of preferentially withholding or withdrawing therapy, discrimination is an issue which seldom arises in clinical practice 26 . It is, however, a useful statistical concept. A number of assessment approaches exist, with classification matrices and receiver operating characteristic (RoC) curves being the most common methods used.
Covariance Graphs and Frequency Histograms
The covariance graph is a scatter plot of the estimated risks of death against the observed outcomes. For a large sample of patients, there is considerable overlap of values, and frequency histograms are a more explicit representation. Figure 1 has frequency histograms showing overlap of the risk of death estimates of survivors and non-survivors at the Princess Alexandra Hospital ICU. This provides visual qualitative assessment of the separation or overlap of the distributions of the estimates given to survivors and non-survivors. These techniques are commonly used to evaluate diagnostic tests which classify patients according to the presence or absence of a disease 27 . Though used in the anaesthesia and intensive care literature to illustrate the principles of discrimination 23 , the methods have not been presented to assess models of ICU mortality.
Statistical Comparison of Risk of Death of Survivors and Non-Survivors
Some authors [28] [29] [30] [31] [32] [33] [34] [35] have statistically examined the separation between the estimated probabilities of death of survivors and non-survivors. A nonparametric approach (Wilcoxon rank sum test/ Mann-Whitney U test) should be used because of the non-normality of the distributions of estimated probabilities, particularly with small numbers. This method is a test of the hypothesis that there is no difference between the ranks of the estimated risks of death of survivors and non-survivors, i.e. the model is no better than chance. It is equivalent to comparing the area under the RoC curve to 0.5 (see later).
Classification Matrices
Classification matrices tabulate true positive (TP), true negative (TN), false positive (FP), false negative (FN), sensitivity, specificity and correct classification rate at various thresholds of risk. They provide a useful and common approach, but there are no standard thresholds and there is no benchmark evaluation result 36 . Table 2 is the classification matrix at increments of risk of 0.1 for the Princess Alexandra Hospital ICU dataset.
TP, TN, FP, FN, sensitivity and specificity are not context-free properties of a model. Irwig et al 37 have summarized the deterioration of discrimination of medical diagnostic and screening tests of changes in the quality of data collection and changes in the distribution of proportions of survivors and nonsurvivors. By inference, deterioration in discrimination of outcome prediction models could occur with similar alterations, and this has been confirmed in simulation studies [20] [21] [22] . The correct classification rate (test accuracy or test efficiency) and the positive predictive value and negative predictive value are likewise of limited use for model assessment. Each depends on the overall mortality rate as well as the decision thresholds chosen.
Confidence intervals (CI) can be used to quantify the precision 38 and generally can be calculated for the estimates provided in classification matrices. This is particularly relevant where samples sizes are small or rare events are being analysed so 95% confidence intervals around rate or proportion estimates should be calculated 39 . The Standards for Reporting Diagnostic Accuracy (STARD) 40 calls for 'statistical methods to quantify uncertainty' in assessing medical diagnostic tests, and the same standard can be expected when models that estimate the probability of in-hospital death are assessed.
ROC Curve Analysis
The RoC curve provides a representation of all possible pairs of sensitivity and specificity at every threshold in the range of predictions. The curve is a plot of sensitivity against (1-specificity) and the area under the curve (±standard error or confidence intervals) provides a summary statistic of discrimination. The area under the RoC curve provides a measure that is independent of criteria for decision thresholds 36, 41 . Inspection of the curve and comparison with other curves provides further qualitative analysis.
The area under the RoC curve is the probability that a randomly selected death will have a higher predicted risk than a randomly selected survivor. In the context of models to predict ICU mortality, the area under the RoC curve provides a measure of the model's ability to rank the patients in order of probability of death. It provides a test of whether the model is better than chance at separating survivors and There are drawbacks to the use of the RoC curve. Threshold of risks of death cannot be read off the axis so performance at thresholds or in intervals of risk of death cannot be reconstructed without further information about the relationship between ranks and probability estimates, e.g. the frequency distribution of the estimates. When performances of prediction are compared, it is advisable to visually inspect plots, and to supplement the RoC curve with decision matrices fIgure 2: Receiver operating Characteristic Curve. APACHE III Algorithm PAH ICU 1995-1999, model estimates in-hospital risk of death, adjusted for hospital characteristics.
including thresholds of interest 38, 42 . A simulation study 22 suggests that like the classification matrices, the area under the RoC curve is vulnerable to changes in sampling from a critical care patient population, and is thus context sensitive.
A rule of thumb 43 is that ICU model performance is acceptable if the RoC area is >0.7, good if >0.8 and excellent if >0.9. Contemporary ICU models that estimate probability of death should have an area under the RoC curve in the range of 0.80-0.90, with less than 0.70 being unacceptable 44 . Steen 45 gives an opinion that 0.90 may approach the upper limit for generalized, discrimination performance for models based on biological measurements. When modelling with logistic regression, it is uncommon to develop models that exhibit areas under the RoC >0.9 46 . In practice, it is therefore unusual for an independent model validation to find the area under a RoC curve to be more than 0.90.
A non-parametric method 47 or a calculation based on a series of trapezoids is commonly used to estimate the area under the RoC curve. With small datasets or when limited data points from a classification matrix are used to construct an RoC curve, the trapezoidal method will tend to underestimate the area. With large datasets, the effect of discrete values becomes less important and there is little difference in estimates of the area under the RoC curve and the standard error using either parametric curve fitting or non-parametric approaches 48 . The standard error can be used to compare the areas under the RoC curves and to estimate confidence intervals 36, 47 and such a procedure is equivalent to the Wilcoxon rank sum test. Where the performances of two models are compared on the same dataset, an alternative, non-parametric method 49 using paired comparisons is more powerful.
Calibration
Calibration is an attribute of model performance that reflects the extent to which a risk prediction represents that patient's actual risk of dying. An overall summary statistic like the standardized mortality ratio (SMR) provides information about how the overall mortality rate agrees with the mortality prediction for the sample. other statistics ). To assess the calibration of a model, a global assessment of calibration and an analysis of fit in risk intervals should be considered.
Evaluation of Overall Model Prediction
There are statistics for assessing how well the model estimates compare with the actual mortality rate of the sample of patients. They compare the observed number of deaths to the predicted number of deaths. Large departures will indicate failure of the model to predict the probability of patient death in that context.
The SMR is a commonly used statistic. It is the ratio of observed deaths to predicted deaths, or observed mortality rate to predicted mortality rate.
There are n patients indexed by i. p i is the estimate of the probability of death provided by the model. For a patient who dies, the outcome, Y i =1, or Y i =0 if the patient survives.
The hypothesis that there is no difference between the observed mortality rate and the predicted mortality rate can be formally tested by chi-square or binomial methods. Confidence intervals (CI) estimate the precision of the SMR based on assumptions about the relevant sampling distribution. A number of approximations of the binomial distribution have been reviewed 39, 55 and the choice is a balance between simplicity and accuracy. Hosmer and Lemeshow 46 have reviewed confidence interval estimation where the data is modelled with logistic regression. Given the inaccuracies at the level of the individual patient prediction, a simple calculation is recommended for external assessment of model performance.
The useful estimate of the standard error for the term ∑Y i arises from the variances of all the individual predictions 51, [56] [57] [58] .
Flora's Z score 51 has been used in the critical care literature to compare mortality prediction models. It is similar to the method of using SMR with confidence intervals and has the same advantages and limitations.
The estimate of the 95% CI of the SMR is then:
assessmenT of Performance of InTensIve care models In contrast, it compares the observed number of deaths and the predicted number of deaths using the difference rather than the ratio of these numbers; then the statistic is standardized by the estimate of the standard error.
n n
decomposed into terms that reflect characteristics of the context of the evaluation; outcome prevalence and the variance of the outcome, model characteristics; bias, model complexity and over-fitting and random effects and noise 15, 25, 27, 59, 60 . A review of summary statistics to assess logistic regression model performance is provided in Hosmer and Lemeshow 61 .
Calibration Curves
Calibration curves which allow qualitative evaluation of the model fit across risk intervals are widely used to evaluate ICU mortality models. The agreement between predicted and observed mortality in intervals defined by predicted risk can be displayed graphically with a curve comparing model predictions with observed frequencies 27 . Patients are grouped into contiguous intervals of predicted risk. For each risk interval, the mortality rate is plotted against the mean estimated probability of death. A perfectly calibrated model will have a calibration curve that has a slope of 1 and an intercept at the origin. For assessment of
The mean squared error (MSE) of the predictions, also known as the Brier Score 25 can be used to assess model fit. 
line of perfect fit
This method is particularly useful where very large datasets exist 27 . However, whether the model is overestimating or underestimating the probability of death is not apparent from the MSE. The MSE can be ICU models, groups can usually be defined by intervals of 0.1 or 0.05 in the estimated probabilities of death, depending on sample size. Figure 3 is an example of a calibration curve of the APACHE III model for the PAH ICU dataset.
This graph gives a visual representation of the agreement or calibration at each of the levels of risk. Small data samples can produce irregular or noisy curves or empty risk intervals, though smoothing functions are available 27 . Small numbers are particularly likely in the strata of higher risk of death.
The CI for the observed mortality rate in each interval can be estimated based on a normal approximation to the binomial. The relationship between the calibration curve and its degree of estimated variation allows qualitative appraisal of model performance, and is useful for making comparisons between models. In each interval, CIs give an estimate of the precision of the mortality estimate and accounts for sub-group size and random variations. However, the sub-groups in each interval are not independent. As an alternative to CI, many authors 31,33-35,62-64 superimpose a histogram of patient numbers by interval. Either approach allows the reader to infer the likely precision of the estimates in each interval, based on the number of cases in the intervals.
The calibration curve approach does not provide a test of hypotheses about the adequacy of fit across all intervals. The lack of independence of the values, the issues of small numbers and precision, and the problems of false positives and multiple testing limit the quantitative inferences that can be drawn from calibration curves.
Hosmer-Lemeshow Statistics
The Hosmer-Lemeshow (H-L) 52, 53 statistics (C and H) were proposed for the assessment of logistic regression models. Their use has been adapted and extended to include independent model validation using new data. H-L tests compare the observed against the predicted numbers of deaths and survivors in intervals of risk. Most applications that assess the calibration of ICU models have used 10 risk intervals. For the C statistic, patients are ranked according to predicted risk of death and divided into 10 near equal groups. The H statistic uses the sample divided into 10 contiguous risk intervals of equal width but unequal number. The C and H statistics are chi-square like statistics calculated from a 4X10 table of observed and estimated mortality and survival. Examination of the comparison between observed and expected values in each of the deciles gives a perspective of the model fit in the risk ranges. The value of the overall test statistic is compared with the chi-square distribution with an appropriate number of degrees of freedom.
The number of degrees of freedom when the model is being assessed on the developmental dataset is the number of risk strata minus 2 52, 61 . By convention in the ICU literature, there are usually 10 deciles of risk, and so 8 degrees of freedom. The degrees of freedom for the chi-square distribution when prospective independent validation is performed are equal to the number of risk intervals 61 . Again, by convention there are 10 intervals, though 8 or 9 intervals are reported when there are small samples 65 . The H statistic is of limited use when the risk intervals contain few (or no cases) requiring combination of intervals, or use of an alternative method.
An example of the table used to calculate the H-L C statistic, Table 3 , is presented for the Princess Alexandra Hospital ICU dataset.
As with all of the methods for model assessment assessmenT of Performance of InTensIve care models studied in the current context, where a degree of imperfection exists, the H-L statistics will be vulnerable to changes in the patient casemix 22 and the distribution of severity of illness 66 . The power of the analysis will depend on the sample size. Small samples will lack the power to recognise poor fit. The smallest validation sample size recommended 61 is 400. Conversely, large samples are more likely to suggest poor fit. Rowan et al 67 noted that "A significant departure from the null hypothesis does not necessarily imply a bad fit, just that imperfections are of such a size that they can be detected in a large sample size". For comparisons on the same dataset, it is the smaller of the chisquare statistics that indicates the better model fit. In practice, it is necessary to decide on non-statistical grounds what level of fit is clinically acceptable, given the sample size and the use to which the model will be applied.
Notwithstanding the effect of sample size and the inconsistencies in their use, the H-L statistics are widely used, and provide useful context specific information about calibration.
Other Goodness-of-fit Statistics
A similar approach to the H-L H statistic has been proposed by Spiegelhalter 54 . His method calculates standardized Z scores for each of 10 risk intervals based on the observed mortality rate, and the standard error of the risk estimates in the interval. For each risk range, it is assumed that Z will be approximately normally distributed and scores greater than 1.96 or less than -1.96 imply that the model is poorly calibrated in that interval. The sum of the squares of these Z scores is the test statistic which provides an evaluation of fit of the model predictions across all the intervals and, for 10 risk ranges is compared to a chi-square distribution with 7 degrees of freedom. The Spiegelhalter method of calculating the standard error is a conservative test 54 . The Spiegelhalter score can be calculated from the tables presented for H-L statistics but a major shortcoming arises again with intervals containing small numbers of patients. No assessment of performance of ICU mortality models has used the Spiegelhalter method to date.
Model Based Analysis of Performance
Model-based analyses of performance are more often used during fine-tuning of a model on a developmental dataset or for recalibration than for validation studies. Real ICU data may violate some of the assumptions on which both the modelling and subsequent analysis are carried out 27 . However, Ash and Schwartz 68 observe that "... these algorithms for transforming data are judged primarily by how closely their predictions match reality, rather than the extent to which underlying assumptions are met". Approaches based on a logistic regression model allow analysis of the relationship between the estimated risk of death and observed outcomes 27, [68] [69] [70] [71] [72] [73] . These assessment methods 69, 70 naturally allow new or refined ICU outcome models to be developed by adjustment of the parameters of an existing logistic regression model [71] [72] [73] [74] . Hosmer and Lemeshow 61 provide a summary of logistic regression model-based assessment.
RECoMMENDATIoNS FoR A PRACTICAL APPRoACH To VALIDATIoN oF ICU MoDELS THAT ESTIMATE THE PRoBABILITY oF IN-HoSPITAL DEATH An ICU model that accurately estimates the probability of in-hospital mortality can potentially be used as a risk adjustment tool to analyse mortality outcomes in an ICU. The model's performance must however be thoroughly evaluated to determine whether the estimates of probability of death are accurate.
A publication of guidelines for standard reporting of the accuracy of diagnostic tests by the Standards for Reporting of Diagnostic Accuracy (STARD) 40 provides a useful example of an explicit and rigorous check list to serve as a guide to methodology and documentation. Reports on the performance of ICU models that estimate the probability of in-hospital death share similar characteristics to reports on the accuracy of a diagnostic or screening test. Therefore, the systematic approach used by STARD provides a framework for model assessment. From this approach, the following recommendations are made for presentation of the performance of models that estimate the probability of death of ICU patients.
• The Title, Abstract and keywords should identify the report as that of the assessment of the performance of an ICU mortality prediction model. • The Introduction should clearly state the aim of the report. It may be to develop and introduce a new model, to validate an existing model, to compare several models, or to adjust an existing model. Relevant knowledge or previous assessments should be presented supporting the value of the current analysis.
• The Methods section should describe the context of the analysis and dates of data collection. Single or multiple ICUs, and the type of hospital and ICU should be described. The study population and the method of patient eligibility and exclusion should be described. This will allow the reader to assess independence of the validation process, conditions affecting model performance, and the applicability of the model to a situation of interest. The model application and the assessment process must be reproducible. An account of rules of data collection and a description of the model development are required in full, or referenced if it has already been described. If a new model is presented, or existing model modified, a description of the assumptions and the statistical methods used to develop the model and to assess its performance should be given. The mortality and survival endpoints must be defined. The methods by which patient data are divided into sets for model development and testing must be given.
• The accuracy of ICU outcome models should be assessed in terms of discrimination and calibration. 7 For discrimination, the area under the RoC curve should be calculated, with standard error or confidence intervals for precision. For two models on the same sample, pair-wise comparison of models should be done. 7 Calibration should be assessed by an overall assessment statistic and an assessment of fit across risk intervals. The most commonly used global indication is the SMR with confidence intervals. A graphical approach with a calibration curve incorporating either confidence intervals or a frequency histogram of patients across intervals, should be presented. A numerical evaluation of goodness-of-fit using the H-L C statistic should be used. If more than one model is being evaluated on the same dataset, then a statistical comparison is suggested. • The Results section should contain a descriptive analysis of the sample including characteristics of age, gender and major diagnostic categories, severity of illness measurements and mortality rate. If this is an independent evaluation of a model, it is useful to compare the patient characteristics of the validation data set with those for the sample on which the model was developed. All missing or incomplete records must be accounted for. It can be useful to include a flow diagram of all admissions, identifying readmissions and excluded patients, as well as missing and incomplete records.
• The Discussion should evaluate the strengths and weaknesses of methodology and the model in the context of the results of the analysis and contemporary relevant knowledge.
CoNCLUSIoN
The key attributes of models that estimate the risk of death of patients in the ICU are discrimination and calibration. The area under the RoC curve is the best measure of discrimination. For contemporary ICU mortality prediction models, an area under the RoC curve in the range of 0.80 -0.90 is expected. Model calibration is an attribute that is more difficult to capture. Though calibration curves provide a qualitative representation, statistical evaluation of calibration is done using H-L goodness-of-fit statistics. In practice, it is necessary to decide on non-statistical grounds what level of fit, and maximum value is acceptable. Therefore, a report of model development or performance must contain information about model development, application, context of assessment and a statistical analysis of performance.
