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Abstract
In the presence of Lindblad decoherence, i.e. dissipative effects in an open quantum
system due to interaction with an environment, we examine the transition probabilities for
“mass” and “flavor” eigenstates in the two-level quantum system described by non-Hermitian
Hamiltonians with the Lindblad equation, for which the parity-time-reversal (PT) symmetry
is conserved. First, the density matrix formalism for PT-symmetric non-Hermitian Hamilto-
nian systems is developed. It is shown that the Lindblad operators Lj are pseudo-Hermitian,
namely, ηLjη
−1 = L†j with η being a linear and positive-definite metric, and respect the
PT symmetry as well. We demonstrate that the generalized density matrix ρG(t) ≡ ρ(t)η,
instead of the normalized density matrix ρN(t) ≡ ρ(t)/tr [ρ(t)], should be implemented for
the calculation of the transition probabilities in accordance with the linearity requirement.
Second, the density matrix formalism is used to derive the transition probabilities in gen-
eral cases of PT-symmetric non-Hermitian Hamiltonians. In some concrete examples, we
calculate compact analytical formulas for the transition probabilities and explore their main
features with numerical illustrations. We also make a comparison between our present results
and our previous ones using state vectors in the absence of Lindblad decoherence.
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1 Introduction
In general, the density matrix formalism has been proved to be very useful in quantum mechanics to
describe the time evolution of quantum states, no matter whether they are pure or mixed states [1].
In particular, if the open quantum system under consideration interacts with an environment, the
Hamiltonian of the total system can be decomposed as Htot = HS⊗1+1⊗HE+gH′, where HS is
the effective Hamiltonian of the system of our interest,HE the Hamiltonian of the environment, and
H′ their interaction Hamiltonian with g being a small coupling constant. After tracing the density
matrix of the total system ρtot = ρS ⊗ ρE over the degrees of freedom of the environment, one can
obtain the most general equation for the time evolution of the density matrix ρ(t) ≡ ρS = trE(ρtot)
of the system in question as [2, 3]
∂ρ
∂t
= −i [H, ρ]− 1
2
N2−1∑
j=1
(
L†jLjρ+ ρL
†
jLj
)
+
N2−1∑
j=1
LjρL
†
j , (1.1)
where we have restricted ourselves to an N -dimensional Hilbert space h with the Hamiltonian
HS = H and the density matrix ρ(t) ≡
∑N
i=1 pi|ψi(t)〉〈ψi(t)| is Hermitian by definition with pi ≥ 0
being the probability to be in the state |ψi(t)〉 among the complete set of Schro¨dinger-picture
states (for i = 1, 2, . . . , N) such that
∑N
i=1 pi = 1 [5]. In the Lindblad equation in Eq. (1.1),
1 there
appear N2 − 1 operators Lj, which are required to be Hermitian for the von Neumann entropy
to be monotonically increasing with the time evolution [6]. In addition to its Hermiticity, the
trace of the density matrix ρ(t) is initially normalized to one, i.e. tr [ρ(0)] = 1, and it remains
to be unchanged due to the unitary time evolution with Hermitian Hamiltonians H in ordinary
quantum mechanics [1]. Obviously, the Lindblad operators Lj on the right-hand side of Eq. (1.1)
should be responsible for dissipative effects in the open quantum system, i.e. so-called Lindblad
decoherence. A vast variety of interesting applications of the Lindblad equation can be found in
previous works, such as those applied to neutrino oscillations [7–18] and atomic clocks [19].
The generalization of the density matrix formalism to non-Hermitian Hamiltonian systems has
previously been extensively discussed in the literature and, for example, applied to the neutral-
meson system [20–25]. A general non-Hermitian Hamiltonian H can always be written as H =
H++H− with H± = (H±H†)/2 being Hermitian (H+) and anti-Hermitian (H−), respectively. For
the neutral-meson system [26], H is usually written on the Weisskopf–Wigner form H = M− iΓ/2,
where one can immediately identify M = H+ and Γ = 2iH− and observe that both M and Γ are
Hermitian. Moreover, the eigenvalues of M and Γ are restricted to be positive, since they are the
physical masses and the decay widths of the mass eigenstates of the neutral mesons, respectively. In
the case of non-Hermitian Hamiltonians, the Lindblad equation for the density matrix reads [20,21]
∂ρ
∂t
= −i (Hρ− ρH†)− 1
2
N2−1∑
j=1
(
L†jLjρ+ ρL
†
jLj
)
+
N2−1∑
j=1
LjρL
†
j , (1.2)
where the trace of the density matrix is no longer conserved. For this reason, the normalized
density matrix ρN(t) ≡ ρ(t)/tr [ρ(t)] has been defined in Refs. [27–29], leading to the average of an
1This equation was independently derived by Lindblad in Ref. [2], Gorini, Kossakowski, and Sudarshan in
Ref. [3], and Franke in Ref. [4], so it is also referred to as the Lindblad–Gorini–Kossakowski–Sudarshan–Franke
equation in the literature.
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observable O(t) given by 〈O(t)〉 ≡ tr [ρN(t)O(t = 0)]. On the other hand, the Lindblad equation
with η-pseudo-Hermitian Hamiltonians [30], for which ηHη−1 = H† with η being a Hermitian
metric operator in the Hilbert space h, has been derived in Refs. [31, 32] for the generalized
density matrix ρG(t) ≡ ρ(t)η, viz.,
∂ρG
∂t
= −i [H, ρG]−
1
2
N2−1∑
j=1
(
L‡jLjρG + ρGL
‡
jLj
)
+
N2−1∑
j=1
LjρGL
‡
j , (1.3)
where L‡j ≡ η−1L†jη is defined. More explicitly, Eq. (1.3) has been found by first converting
the η-pseudo-Hermitian Hamiltonian system via a similarity transformation into its Hermitian
counterpart, to which the Lindblad equation in Eq. (1.1) is well applicable. Then, Eq. (1.3) was
obtained by transforming back to the original basis.
In the present work, we aim to explore the basic properties of the Lindblad equation in Eq. (1.3)
for non-Hermitian Hamiltonians with the parity-time-reversal (PT) symmetry [33–39]. Taking the
two-level system as an example [35,36], we explicitly derive the transition probabilities for mass and
flavor eigenstates in the density matrix formalism. The main motivation for such an investigation
is two-fold. First, it must be helpful to examine non-Hermitian Hamiltonians with non-trivial
symmetries, which turn out to be the PT symmetry in our case. As we will see later, the Lindblad
operators will be further constrained to be pseudo-Hermitian, implying a smaller number of free
parameters for dissipative effects. Second, the transition probabilities for flavor eigenstates in
the PT-symmetric non-Hermitian Hamiltonian system have been computed for the first time in
Refs. [40, 41], so it is interesting to perform the calculations in the density matrix formalism and
make a comparison between the results by the two different approaches. Such a comparison in
some concrete examples can be achieved by just switching off the Lindblad operators.
The remaining part of this work is organized as follows. In Sec. 2, we first give the general
formalism on the two-level quantum system described by PT-symmetric non-Hermitian Hamilto-
nians, and then derive the Lindblad equations for the generalized and normalized density matrices
in detail. It is pointed out that the time evolution of the normalized density matrix ρN(t) involves
a non-linear term, which runs into contradiction with the linearity requirement for deriving the
Lindblad equation. In Sec. 3, the derivation of the transition probabilities for mass and flavor
eigenstates using the generalized density matrix is performed, where both analytical and numerical
results are presented. In Sec. 4, we summarize our main results and conclude. Finally, in Ap-
pendices A and B, some useful details on the derivations of the Lindblad equations are collected,
and in Appendix C, the procedure for our calculation of the transition probabilities is outlined for
reference.
2 General Formalism
2.1 Two-Level System
Non-Hermitian Hamiltonians with PT symmetry have attracted a lot of attention in recent
years [38] and plenty of applications have been found in many research areas other than particle
physics [42]. For brevity, we recall some necessary concepts of a PT-symmetric non-Hermitian
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Hamiltonian for a two-level quantum system [35,36]. One can find a detailed account of the prop-
erties of the two-level system with PT-symmetric non-Hermitian Hamiltonians in Refs. [40, 41].
The most general form of such a Hamiltonian H is conventionally parametrized in terms of four
real parameters r, s, ϕ, and φ, i.e.
H =
(
reiϕ seiφ
se−iφ re−iϕ
)
(2.1)
with two eigenvalues
λ± = r cosϕ±
√
s2 − r2 sin2 ϕ ,
which are independent of the phase φ. In the PT-symmetric phase with s2 > r2 sin2 ϕ, which is
always assumed in the following discussion, we have two real eigenvalues λ+ and λ−. Assuming
that φ = 0 and following the conventions in Ref. [40], one can construct two properly normalized
eigenvectors as
|u±〉 =
1√
2 cosα
(
e±iα/2
±e∓iα/2
)
, (2.2)
where sinα ≡ r sinϕ/s. Furthermore, using these two normalized eigenvectors, one can introduce
the metric operator η, as shown in Ref. [43], viz.,
η ≡ (|u+〉〈u+|+ |u−〉〈u−|)−1 =
(
secα −i tanα
i tanα secα
)
. (2.3)
The metric η is positive-definite with determinant det η = sec2 α− tan2 α = 1. Note that the PT
symmetry of the non-Hermitian Hamiltonian H manifests itself via the metric η, since it depends
on the particular choices of the P and T operators (see e.g. Ref. [40]). In our investigation, we
assume a representation matrix of the parity operator P as
P =
(
0 1
1 0
)
, (2.4)
while the time-reversal operator T can be regarded as the combination of any unitary operator
and the ordinary complex conjugate K. For a PT-symmetric non-Hermitian Hamiltonian H, it
holds that ηHη−1 = H† and [H,PT ] = 02. In the special case that s = 0, i.e. the Hamiltonian
is diagonal with eigenvalues λ± = re
±iϕ, we find that the normalized eigenvectors and the metric
are
|ur+〉 =
(
1
0
)
, |ur−〉 =
(
0
1
)
, ηr =
(
1 0
0 1
)
= 12 , (2.5)
whereas in the special case that r = 0 (or ϕ = 0), with the help of Eq. (2.2), we simply have
|us+〉 =
1√
2
(
1
1
)
, |us−〉 =
1√
2
(
1
−1
)
, ηs =
(
1 0
0 1
)
= 12 . (2.6)
It is worthwhile to point out the essential difference between these two cases. The Hamiltonian
with s = 0 is still non-Hermitian, although diagonal, whereas the one with r = 0 (or ϕ = 0) is
actually Hermitian. These two simple cases will be further examined later on in our investigation,
as illustrative examples for the calculation of transition probabilities.
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2.2 Generalized Density Matrix
As shown in Ref. [40], for the PT-symmetric non-Hermitian Hamiltonian in Eq. (2.1) with φ = 0,
one can find the following Hermitian matrix
G =
1√
cosα
(
cos α
2
−i cos α
2
i cos α
2
cos α
2
)
(2.7)
such that the transformed Hamiltonian H ′ ≡ GHG−1 is Hermitian, i.e.
H ′ =
(
r cosϕ
√
s2 − r2 sin2 ϕ√
s2 − r2 sin2 ϕ r cosϕ
)
. (2.8)
Note that G2 = η and G−1 = G∗ = GT hold. In such a Hermitian basis, the state vector |ψ′(t)〉
is related to the original one via |ψ′(t)〉 = G|ψ(t)〉, indicating that ρ′(t) = Gρ(t)G = GρG(t)G−1,
where the generalized density matrix ρG(t) ≡ ρ(t)η has been defined. Hence, the Lindblad equation
in the Hermitian basis takes on the form in Eq. (1.1) with N = 2 as in ordinary Hermitian quantum
mechanics, and can be rewritten as
∂ρ′(t)
∂t
= −i [H ′, ρ′(t)]− 1
2
3∑
j=1
[
L′†j L
′
jρ
′(t) + ρ′(t)L′†j L
′
j
]
+
3∑
j=1
L′jρ
′(t)L′†j , (2.9)
where the density matrix ρ′(t) is Hermitian and L′j denote the Lindblad operators that should be
Hermitian under the requirement of complete positivity and increasing von Neumann entropy [6].
To derive the Lindblad equation for the generalized density matrix ρG(t), given G
−1ρ′(t)G = ρG(t),
we multiply Eq. (2.9) by G−1 from the left and G from the right, and then arrive at
∂ρG(t)
∂t
= −i [H, ρG(t)]−
1
2
3∑
j=1
[
L2jρG(t) + ρG(t)L
2
j
]
+
3∑
j=1
LjρG(t)Lj , (2.10)
where Lj ≡ G−1L′jG have been defined. In contrast to the Hermitian Lindblad operator L′†j = L′j
in the Hermitian basis, we now have L†j = GL
′
jG
−1 = G2LjG
−2 = ηLjη
−1 that is η-pseudo-
Hermitian, namely, L‡j = Lj. This feature has not been noticed in Refs. [31, 32]. It is worthwhile
to stress that the Lindblad equation in Eq. (2.10) for ρG(t) and Lj resembles exactly the same
form in Eq. (1.1) for ρ(t) and Lj in ordinary Hermitian quantum mechanics. However, both ρ(t)
and Lj are Hermitian in the latter case, whereas ρG(t) and Lj are η-pseudo-Hermitian in the
former. It is interesting to see if the general Lindblad equation for PT-symmetric non-Hermitian
Hamiltonians can be derived by extending the simple strategy outlined in Ref. [44] in ordinary
quantum mechanics with Hermitian Hamiltonians.
2.3 Normalized Density Matrix
Similarly to our derivation of the Lindblad equation for ρG(t), we now study the evolution equation
for the normalized density matrix ρN(t) ≡ ρ(t)/tr [ρ(t)]. First of all, one has to establish the
relationship between ρN(t) and the density matrix ρ
′(t) in the Hermitian basis. Starting with the
relation ρ′(t) = Gρ(t)G, we obtain
tr [ρ(t)] = tr
[
G−1ρ′(t)G−1
]
= tr
[
η−1ρ′(t)
]
, (2.11)
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leading to
ρN(t) =
G−1ρ′(t)G−1
tr [η−1ρ′(t)]
, (2.12)
∂ρN(t)
∂t
=
G−1 [∂ρ′(t)/∂t]G−1
tr [η−1ρ′(t)]
− ρN(t)
tr [η−1∂ρ′(t)/∂t]
tr [η−1ρ′(t)]
. (2.13)
Then, from the Lindblad equation for ρ′(t) in Eq. (2.9), one can derive the Lindblad equation for
ρN(t) as follows
∂ρN(t)
∂t
= −i [HρN(t)− ρN(t)H†]−12
3∑
j=1
[
L2jρN(t) + ρN(t)L
2
j
]
+
3∑
j=1
LjρN(t)Lj+N [ρN(t)] , (2.14)
where Lj ≡ G−1L′jG have been defined in the exactly same way as in Eq. (2.10) and the last term
on the right-hand side is given by
N [ρN(t)] = 2i tr
[
H−ρN(t)
]
ρN(t) . (2.15)
It should be observed that the extra term in Eq. (2.15) has been previously derived in Ref. [27],
but in a scenario without the Lindblad term. For our investigation, one should note that
− 1
2
3∑
j=1
tr
[
L2jρN(t) + ρN(t)L
2
j
]
+
3∑
j=1
tr
[
LjρN(t)Lj
]
= 0 , (2.16)
implying that the contribution from the Lindblad term to the second term on the right-hand side
of Eq. (2.13) vanishes. This is the very reason why only N [ρN(t)] survives even if the Lindblad
term is present.
2.4 Evolution Equations
As demonstrated in Ref. [20], it is convenient to expand the density matrix ρG(t) or ρN(t), the
non-Hermitian Hamiltonian H, and the Lindblad operators Lj (for j = 1, 2, 3) in terms of the
Pauli matrices σ ≡ (σ1, σ2, σ3) = (σi) and the identity matrix σ0 ≡ 12. In the following, the two
cases of the generalized and normalized density matrices will be discussed in parallel.
• The generalized density matrix — If we expand the relevant matrices as stated above, then
we have
ρG = ρµσµ = ρ0σ0 + ρ · σ , (2.17)
H = Hµσµ = H0σ0 +H · σ , (2.18)
Lj = L
µ
j σµ = L
0
jσ0 +Lj · σ , (2.19)
where all dependence on time t has been suppressed and the corresponding coefficients ρµ,
Hµ and L
µ
j are in general complex. The Lindblad term defined as
L [ρG(t)] ≡ −
1
2
3∑
j=1
[
L2jρG(t) + ρG(t)L
2
j
]
+
3∑
j=1
LjρG(t)Lj , (2.20)
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is found to be
L[ρG(t)] = −2
3∑
j=1
L2j(ρ · σ) + 2
3∑
j=1
(ρ ·Lj)(Lj · σ) , (2.21)
for which the details of derivation have been collected in Appendix A. As a consequence,
the Lindblad equation for the generalized density matrix ρG(t) in Eq. (2.10) turns out to be
∂ρG(t)
∂t
=
∂
∂t
(ρ0σ0 + ρ · σ) = 2 (H × ρ) ·σ− 2
3∑
j=1
L2j(ρ ·σ) + 2
3∑
j=1
(ρ ·Lj)(Lj ·σ) . (2.22)
Some helpful comments on the above equation are in order.
– Taking the trace on both sides of Eq. (2.22), we can observe that the coefficient ρ0(t)
is actually constant, i.e. ∂ρ0(t)/∂t = 0. Therefore, if the generalized density matrix
ρG(t) is initially normalized as tr [ρG(0)] = 2ρ0(0) = 1, then we have tr [ρG(t)] = 1 for
all times t.
– Taking the trace on both sides of Eq. (2.22) together with the Pauli matrix σi, we
obtain
∂
∂t
ρi = 2ijkHjρk − 2
3∑
j=1
L2jρi + 2
3∑
j=1
(ρ ·Lj)Lij , (2.23)
which can be recast into matrix form as
∂
∂t
ρ1ρ2
ρ3
 = −2
 A D +H3 E −H2D −H3 B F +H1
E +H2 F −H1 C

ρ1ρ2
ρ3
 (2.24)
with H1 ≡ s cosφ, H2 ≡ −s sinφ, H3 ≡ ir sinϕ as well as
A ≡
3∑
j=1
L2j −
3∑
j=1
L1jL
1
j =
3∑
j=1
[
(L2j)
2 + (L3j)
2
]
, (2.25)
B ≡
3∑
j=1
L2j −
3∑
j=1
L2jL
2
j =
3∑
j=1
[
(L1j)
2 + (L3j)
2
]
, (2.26)
C ≡
3∑
j=1
L2j −
3∑
j=1
L3jL
3
j =
3∑
j=1
[
(L1j)
2 + (L2j)
2
]
, (2.27)
D ≡ −
3∑
j=1
L1jL
2
j , (2.28)
E ≡ −
3∑
j=1
L1jL
3
j , (2.29)
F ≡ −
3∑
j=1
L2jL
3
j . (2.30)
Note that the Lindblad operators Lj are no longer Hermitian, so the coefficients L
i
j are
not necessarily real. Compared to the four-dimensional representation in Appendix B in
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Eq. (B.3), we have reduced the Lindblad equation to a three-dimensional representation
in Eq. (2.24) by removing the zeroth row and column related to ρ0.
• The normalized density matrix — In a similar way, we also expand the normalized density
matrix ρN(t) in terms of σµ (for µ = 0, 1, 2, 3) as
ρN = ρµσµ = ρ0σ0 + ρ · σ , (2.31)
whereas the expansions of the non-Hermitian Hamiltonian and the Lindblad operators are
identical with those in the previous case. Although the expansion is now performed for the
normalized density matrix ρN(t), we have used the same notation of the relevant coefficients
ρµ, which will be clarified whenever there may occur a confusion.
The expansion of the Lindblad term remains the same, so we focus on the other terms. As
one can observe in Appendix B, the four-dimensional representation of the Lindblad equation
for the normalized density matrix ρN(t) has been derived for the most general non-Hermitian
Hamiltonian. Now, we apply it to the PT-symmetric Hamiltonian in Eq. (2.1). First, we
should note that the expansion of the Hamiltonian in Eq. (2.1) gives rise to H0 = r cosϕ,
H1 = s cosφ, H2 = −s sinφ and H3 = ir sinϕ, where only H3 is complex and has a non-
vanishing imaginary part. In this case, we obtain
∂
∂t

ρ0
ρ1
ρ2
ρ3
 = −2

0 0 0 −r sinϕ
0 A D E + s sinφ
0 D B F + s cosφ
−r sinϕ E − s sinφ F − s cosφ C


ρ0
ρ1
ρ2
ρ3
 , (2.32)
where the non-linear term has been removed compared to Eq. (B.8). It is evident that ρ0(t)
itself is no longer constant in time, which is inconsistent with the basic property of the
normalized density matrix, i.e. tr [ρN(t)] = 2ρ0(t) = 1. The reason is simply the omission
of the non-linear term, in which the time evolution of ρ0(t) is entangled with that of ρi(t)
(for i = 1, 2, 3). Therefore, the non-linear term in Eq. (2.15) is necessary to guarantee the
normalization condition, but it will be problematic to require that the Lindblad term should
be linear in the normalized density matrix.
As mentioned, the Lindblad operators Lj (for j = 1, 2, 3) have to satisfy the condition of
η-pseudo-Hermiticity, i.e. L†j = ηLjη
−1. To explore the constraint on the Lindblad operators from
pseudo-Hermiticity, we first assume the most general form
Lj =
(
aj bj
cj dj
)
, (2.33)
where aj, bj, cj, and dj are all complex parameters. Then, we impose the condition of pseudo-
Hermiticity on Lj, leading to
b∗j − c∗j = −(bj − cj) , a∗j − d∗j = −(aj − dj) . (2.34)
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The above constraints can be made more transparent if we adopt the following parametrization
Lj =
(
rje
iϕj sje
iφj
sje
−iφj rje
−iϕj
)
= rj cosϕjσ0 + sj cosφjσ1 − sj sinφjσ2 + irj sinϕjσ3 , (2.35)
where rj, sj, ϕj, and φj are all real parameters. It is worth mentioning that this parametrization
has also been used for the non-Hermitian Hamiltonian in Eq. (2.1), which is η-pseudo-Hermitian.
Hence, the PT-symmetry is also conserved by the Lindblad operators, i.e. [Lj,PT ] = 02, just like
the Hamiltonian itself. Finally, using the definitions in Eqs. (2.25)–(2.30), we arrive at the explicit
expressions for the Lindblad parameters as follows
A =
3∑
j=1
[
(L2j)
2 + (L3j)
2
]
=
3∑
j=1
(
s2j sin
2 φj − r2j sin2 ϕj
)
, (2.36)
B =
3∑
j=1
[
(L1j)
2 + (L3j)
2
]
=
3∑
j=1
(
s2j cos
2 φj − r2j sin2 ϕj
)
, (2.37)
C =
3∑
j=1
[
(L1j)
2 + (L2j)
2
]
=
3∑
j=1
s2j , (2.38)
D = −
3∑
j=1
L1jL
2
j =
3∑
j=1
s2j sinφj cosφj , (2.39)
E = −
3∑
j=1
L1jL
3
j = −i
3∑
j=1
rjsj cosφj sinϕj , (2.40)
F = −
3∑
j=1
L2jL
3
j = i
3∑
j=1
rjsj sinφj sinϕj . (2.41)
Two special cases are interesting and will be discussed in Sec. 3. First, for φj = pi/2 and ϕj = 0
or pi, we have B = 0, A = C =
∑3
j=1 s
2
j ≥ 0 and D = E = F = 0. Second, for φj = ϕj = 0 or pi,
we obtain A = 0, B = C =
∑3
j=1 s
2
j ≥ 0 and D = E = F = 0. In both special cases, we are left
with only one non-trivial parameter in the Lindblad term, which greatly simplifies the calculation
of transition probabilities for mass and flavor eigenstates, as we will investigate next.
3 Transition Probabilities
3.1 Strategy for Calculation of Transition Probabilities
It is known that the density matrix ρ can be expressed and parametrized in terms of the identity
matrix σ0 = 12 and the three Pauli matrices σi (i = 1, 2, 3) such that
ρ = ρµσµ ≡ ρ012 + ρiσi =
(
ρ0 + ρ3 ρ1 − iρ2
ρ1 + iρ2 ρ0 − ρ3
)
. (3.1)
The time evolution for the density matrix ρ(t) with Hermitian and non-Hermitian Hamiltonians
is given by the Lindblad equations in Eqs. (1.1) and (1.2), respectively. A very clear presentation
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of the derivation of the Lindblad equation can be found in Ref. [44] and also in Ref. [1]. The
Lindblad equation for the generalized density matrix ρG(t) has been presented in Refs. [31, 32]
and in Eq. (1.3), and recast in a more constrained form in Eq. (2.10).
For the sake of self-consistency, we will implement the generalized density matrix ρG(t) and its
Lindblad equation in Eq. (2.10) to calculate the transition probabilities. The main procedure for
our derivation of the transition probabilities is outlined in Appendix C. The first step is to specify
the initial density matrices, which can be constructed from the normalized eigenvectors and the
metric. Using Eqs. (2.2) and (2.3), for the generalized density matrix ρG(t), we obtain
ρG,+(0) = |u+〉〈u+|η =
1
2
(
1 + i tanα secα
secα 1− i tanα
)
, (3.2)
ρG,−(0) = |u−〉〈u−|η =
1
2
(
1− i tanα − secα
− secα 1 + i tanα
)
. (3.3)
Note that it holds by construction that ρG,+(0)+ρG,−(0) = 12 and tr
[
ρG,+(0)
]
= tr
[
ρG,−(0)
]
= 1.
In the cases of r = 0 and s = 0, in the latter of which one needs to calculate the density matrix
from the scratch by using Eq. (2.5), we find that the initial values for the generalized density
matrices are
ρrG,+(0) =
(
1 0
0 0
)
, ρrG,−(0) =
(
0 0
0 1
)
(3.4)
and
ρsG,+(0) =
1
2
(
1 1
1 1
)
, ρsG,−(0) =
1
2
(
1 −1
−1 1
)
, (3.5)
respectively. The transformation between the 2×2 density matrix ρ and the corresponding vector
Γ with the four components of the original density matrix is given by
ρ = (ρij) =
(
ρ0 + ρ3 ρ1 − iρ2
ρ1 + iρ2 ρ0 − ρ3
)
↔ Γ =

Γ0
Γ1
Γ2
Γ3
 , (3.6)
where the relations between the components of ρ and Γµ (for µ = 0, 1, 2, 3) are the following
Γ0 =
ρ11 + ρ22
2
= ρ0 , (3.7)
Γ1 =
ρ12 + ρ21
2
= ρ1 , (3.8)
Γ2 =
ρ21 − ρ12
2i
= ρ2 , (3.9)
Γ3 =
ρ11 − ρ22
2
= ρ3 . (3.10)
Using Eq. (2.1) and the evolution equations derived in Subsec. 2.4, we obtain a Schro¨dinger-like
equation such that
Γ˙(t) = −2RΓ(t) , (3.11)
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which has the solution
Γ(t) = exp(−2Rt)Γ(0) ≡M(t)Γ(0) , (3.12)
where M(t) only depends on time t and the eigenvalues of R, which should be the same in all
bases. For the generalized density matrix, the matrix R, which is effectively a 4×4 “Hamiltonian”,
reads [see also Eq. (2.24) or Eq. (B.3) in Appendix B]
RG =

0 0 0 0
0 A D + ir sinϕ E + s sinφ
0 D − ir sinϕ B F + s cosφ
0 E − s sinφ F − s cosφ C
 . (3.13)
Under the assumption that φ = 0 and the Lindblad parameter A = 0, which leads to B = C,
D = E = F = 0 and means that there is only one non-zero Lindblad parameter B = C = ξ (see
e.g. Ref. [21]), we obtain
RG(φ = 0, A = 0) =

0 0 0 0
0 0 ir sinϕ 0
0 −ir sinϕ ξ s
0 0 −s ξ
 . (3.14)
In the other special case with φ = 0 and the Lindblad parameter B = 0, we are left with
D = E = F = 0 and only one non-zero Lindblad parameter A = C = ζ. Thus, we find
RG(φ = 0, B = 0) =

0 0 0 0
0 ζ ir sinϕ 0
0 −ir sinϕ 0 s
0 0 −s ζ
 . (3.15)
Note that no simple analytic solutions for the eigenvalues of the most general form of RG(φ =
0, A = 0) or RG(φ = 0, B = 0) exist, and of course, also not for the even more general form of RG.
The structure of R is reflected in the structure of M(t) = exp(−2Rt) due to the spectral
decomposition theorem, which means that if R relates some certain components of the density
matrix, thenM(t) will relate the same components, since the structure is not changed by the ma-
trix exponentiation of −2Rt that givesM(t). Thus, the solution to the Schro¨dinger-like equation
Γ(t) = M(t)Γ(0), which is the time evolution for the vector of the density matrix components
(with the initial density matrix components as the initial condition), will lead to the time evolution
for the density matrix ρ(t) itself and is naturally encoded inM(t). Therefore, using Eq. (3.6), we
can transform the vector of the density matrix components Γ(t) back to the 2× 2 density matrix
ρ(t). Thus, under the assumption that φ = 0 and A = 0, we obtain (including the initial condition
given by the initial density matrix under consideration)
ρG(t) =
(
ΓG,0(0) + ΓG,3(t) ΓG,1(t)− iΓG,2(t)
ΓG,1(t) + iΓG,3(t) ΓG,0(0)− ΓG,3(t)
)
, (3.16)
where ΓG,0(t) = ΓG,0(0) = const. due to the structures of RG(φ = 0, A = 0) in Eq. (3.14) and
RG(φ = 0, B = 0) in Eq. (3.15), respectively. Note that the trace tr [ρG(t)] = 2ΓG,0(0) = 2ρG,0(0)
is time independent. Now, the transition probability between the |u+〉 and |u−〉 states is given by
PG+−(t) = tr
[
ρG,+(t)ρG,−(0)
]
(3.17)
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for the generalized density matrix, where ρG,+(t) is the solution of ρG(t) with the initial condition
ρG(0) = ρG,+(0). In a similar way, one can compute the other transition probabilities P
G
++(t),
PG−+(t), and P
G
−−(t).
Using the definition for the mixing matrix Ainv in Ref. [40] (based on the normalized |u+〉 and
|u−〉 eigenvectors), we can derive
A−1 ≡ Ainv = 1√
2 cosα
(
eiα/2 e−iα/2
e−iα/2 eiα/2
)
, A = (Ainv)−1 . (3.18)
Transforming from the + and − “mass” states to the a and b “flavor” states by applying the
mixing matrix A−1, we obtain
|ua〉 =
(A−1)
a+
|u+〉+
(A−1)
a− |u−〉 =
(
1 0
)T
, (3.19)
|ub〉 =
(A−1)
b+
|u+〉+
(A−1)
b− |u−〉 =
(
0 1
)T
. (3.20)
It is interesting to note that for both the general case (r 6= 0 and s 6= 0) and the cases when r = 0
or s = 0, the a and b “flavor” states will be the same and given by Eqs. (3.19) and (3.20). The
initial “flavor” density matrices can then be constructed using the a and b “flavor” states and the
metric. For the generalized density matrix, we find that
ρG,a(0) = |ua〉〈ua|η =
(
secα −i tanα
0 0
)
, ρG,b(0) = |ub〉〈ub|η =
(
0 0
i tanα secα
)
, (3.21)
where tr
[
ρG,a(0)
]
= tr
[
ρG,b(0)
]
= secα holds. For the cases r = 0 and s = 0, we have
ρr,sG,a(0) =
(
1 0
0 0
)
, ρr,sG,b(0) =
(
0 0
0 1
)
, (3.22)
which can be obtained from Eq. (3.21) by setting α = 0. It should be noted that ρrG,±(0) and
ρrG,a(b)(0) are the same, since the “mass” state basis and the “flavor” state basis coincide in this
case. The reason is that the mixing matrix A−1 is trivial, which follows from the fact that the
Hamiltonian is diagonal (although complex), and therefore, there is basically only one interesting
basis to consider. However, in order to have mixing, one can introduce an arbitrary mixing
characterized by an angle θ (see Ref. [11]), which means that the initial density matrices would
be
ρα(0) =
(
cos2 θ sin θ cos θ
sin θ cos θ sin2 θ
)
, ρβ(0) =
(
sin2 θ − sin θ cos θ
− sin θ cos θ cos2 θ
)
, (3.23)
where tr [ρα(0)] = tr [ρβ(0)] = cos
2 θ + sin2 θ = 1 is normalized automatically.
Concerning the initial generalized density matrices in Eq. (3.21), they are, after the rotation
to the a and b “flavor” basis with the mixing matrix A−1, no longer normalized (i.e. tr [ρG,a(0)] =
tr
[
ρG,b(0)
]
= secα 6= 1). Therefore, one must normalize them (since the completeness relation
changes due to the metric being non-trivial) in order to obtain transition probabilities that are
restricted between 0 and 1. The initial normalized generalized density matrices are given by
ρGN,a(0) =
ρG,a(0)
tr
[
ρG,a(0)
] = (1 −i sinα
0 0
)
, ρGN,b(0) =
ρG,b(0)
tr
[
ρG,b(0)
] = ( 0 0
i sinα 1
)
, (3.24)
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which indeed have tr
[
ρGN,a(0)
]
= tr
[
ρGN,b(0)
]
= 1. Finally, the transition probability from the
“flavor” state a to the “flavor” state b is given by
PGab(t) = tr
[
ρG,a(t)ρG,b(0)
]
or PGab(t) = tr
[
ρG,a(t)ρGN,b(0)
]
, (3.25)
where the initial density matrices in the latter case are normalized.
3.2 The Lindblad Term with A = 0
3.2.1 General Discussion
Due to the fact that the characteristic equation of RG(φ = 0, A = 0), which can be reduced to a
3× 3 matrix that we simply call R, is a general cubic algebraic equation on the form
λ3 + c2λ
2 + c1λ+ c0 = 0 , (3.26)
where the coefficients cn (n = 0, 1, 2) are given by the principal invariants
c2 = −trR , c1 =
1
2
[
(trR)2 − tr (R2)] , c0 = − detR .
The roots of the characteristic equation in Eq. (3.26), i.e. the eigenvalues, will not be simple closed-
form expressions in terms of the parameters r, s, ϕ, and ξ. Therefore, we will first investigate
approximate formulas for the transition probabilities, and second, some special cases (with specific
choices of the parameters). Despite the fact that there are no simple closed-form expressions of
the eigenvalues, the general form of the cubic characteristic equations given in Eq. (3.26) can be
heavily reduced to so-called depressed cubic characteristic equations on the form
λ3 + c1λ+ c0 = 0 (3.27)
by transforming R to another matrix
S ≡ R− trR
3
13 , (3.28)
which leads to c2 = −trS = 0. The roots of the depressed cubic characteristic equations (3.27) are
simpler expressions than those of the general cubic characteristic equations (3.26), and thus easier
to handle in order to obtain some useful results. By employing the method described in Ref. [45],
sometimes referred to as the Ohlsson–Snellman method that is based on the Cayley–Hamilton
theorem, we can express the matrix exponential of R exactly as
exp(−2Rt) = Φ (13a0 − 2Sta1 + 4S2t2a2) , Φ = exp (−2t trR/3) , (3.29)
where the coefficients an (n = 0, 1, 2) can readily be determined from the following linear system
of equations [in terms of the three roots of the characteristic equation λi (i = 1, 2, 3) for S on the
form (3.27)], viz.,
exp(−2λ1t) = a0 − 2λ1ta1 + 4λ21t2a2 , (3.30)
exp(−2λ2t) = a0 − 2λ2ta1 + 4λ22t2a2 , (3.31)
exp(−2λ3t) = a0 − 2λ3ta1 + 4λ23t2a2 . (3.32)
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Figure 1: Exact numerical (solid curves) and approximate analytical (dotted curves) transition
probabilities as functions of time t. Left: Transition probabilities for “mass” states. Right:
Transition probabilities for “flavor” states. Parameter values: r = 0.1, s = 0.2, ϕ = pi/3, ξ = 0.1.
Note that this method is exact for computing exp(−2Rt) in Eq. (3.29) and does not rely on any
approximations. In fact, the series exp(−2Rt) = ∑∞n=0(−2Rt)n/n! is cut after three terms due to
the Cayley–Hamilton theorem [45]. Consequently, solving Eq. (3.27) for the three eigenvalues of
S, inserting them into the linear system of equations in Eqs. (3.30)–(3.32) in order to solve for
an (n = 0, 1, 2) which in turn are inserted into Eq. (3.29), we exactly obtain M(t) = exp(−2Rt),
which leads to the time evolution Γ(t) =M(t)Γ(0). Despite the method being exact, it will not
lead to expressions for the transition probabilities that are simple. However, the exact expressions
can now be used to derive approximate expressions for the transition probabilities. Of course, the
exact expressions can also be used to compute the transition probabilities numerically.
Thus, using the described method for Eq. (3.14) and assuming that ϕ and ξ are small para-
meters, we series expand up to second order in ϕ and ξ and obtain approximate analytical formulas
for the transition probabilities between the + and − states (i.e. the “mass” states) as
P++(t) = P−−(t) = 1 +
r2t
s2
ϕ2ξ − r
2 sin2(st)
s4
ϕ2ξ2 +O(ϕ3, ξ3) , (3.33)
P+−(t) = P−+(t) = −r
2t
s2
ϕ2ξ +
r2 sin2(st)
s4
ϕ2ξ2 +O(ϕ3, ξ3) , (3.34)
whose numerical results are shown as functions of time t and plotted as dotted curves in the left
panel of Fig. 1. In our numerical calculations, the parameter values r = 0.1, s = 0.2, ϕ = pi/3,
ξ = 0.1 are chosen. One can observe that the approximate analytical results are well consistent
with the exact numerical ones (see solid curves) for t . 9, but significant deviations show up for
t & 9. This can be ascribed to the secular factors appearing in the series expansions, such as ξt,
which will no longer be small for large values of t. In addition, P++(t) = P−−(t) and they are
larger than one and increase with t, while P+−(t) = P−+(t) and they turn out to be negative.
However, P+−(t) = P−+(t) vanishes in the limit of ξ → 0, implying the absence of the Lindblad
term. This should be the case, since there are no transitions between two “mass” states for the
PT-symmetric Hamiltonian.
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For the transition probabilities between the a and b states (i.e. the “flavor” states), we can
also derive approximate analytical formulas and obtain
Paa(bb)(t) = cos
2(st)− t cos(2st)ξ + t2 cos(2st)ξ2 + r
2t sin(2st)
2s
ϕ2
− r
2{sin(2st) + 2st[cos(2st) + 2st sin(2st)]}
4s3
ϕ2ξ +
r2t2[cos(2st) + st sin(2st)]
s2
ϕ2ξ2
+O(ϕ3, ξ3) , (3.35)
Pab,ba(t) = sin
2(st)∓ r sin(2st)
s
ϕ+ t cos(2st)ξ ± 2rt sin(2st)
s
ϕξ +
r2[2 cos(2st)− st sin(2st)]
2s2
ϕ2
− t2 cos(2st)ξ2 ∓ 2rt
2 sin(2st)
s
ϕξ2 +
r2[(1 + 4s2t2) sin(2st)− 6st cos(2st)]
4s3
ϕ2ξ
+
r2t2[cos(2st)− st sin(2st)]
s2
ϕ2ξ2 +O(ϕ3, ξ3) , (3.36)
where Paa(t) = Pbb(t) is found in Eq. (3.35) and the upper and lower signs in Eq. (3.36) refer to
Pab(t) and Pba(t), respectively. Both approximate analytical (dotted curves) and exact numerical
(solid curves) results of these transition probabilities are presented in the right panel of Fig. 1. Two
important observations can be made. First, at the initial time t = 0, one can see from Eq. (3.35)
that Paa(0) = Pbb(0) = 1, which is exactly the same as the numerical result. For t = 0, the initial
generalized density matrices have been given in Eq. (3.21), and thus, the survival probabilities can
be calculated as Paa(0) = tr
[
ρGN,a(0)ρGN,a(0)
]
= 1 and Pbb(0) = tr
[
ρGN,b(0)ρGN,b(0)
]
= 1. For
t . 5, there is an excellent agreement between analytical and numerical results of Paa(t) = Pbb(t).
Second, from Eq. (3.36), we can find Pab(0) = Pba(0) = (rϕ/s)
2, which is displayed as the dotted
horizontal line in the right panel of Fig. 1. However, comparing the solid and dotted curves for
Pab(t) = Pba(t), one can notice that there is a sizable discrepancy between exact numerical and
approximate analytical results, even at the initial time t = 0. With the help of Eq. (3.24), we can
obtain Pab(0) = tr
[
ρGN,a(0)ρGN,b(0)
]
= sin2 α and Pba(0) = tr
[
ρGN,b(0)ρGN,a(0)
]
= sin2 α, which
are shown as the dashed horizontal line in the right panel of Fig. 1. Note that sin2 α = (r sinϕ/s)2
approaches (rϕ/s)2 only if ϕ is small, which is not the situation in Fig. 1.
3.2.2 Specific Examples with A = 0
After presenting the approximate analytical formulas for the transition probabilities in the general
case, we investigate some specific examples with both analytical and numerical results, and explain
the main features of the dissipative effects induced by the Lindblad term.
1. Two-flavor neutrino oscillations. This is a simple example of a Hermitian Hamiltonian
H = H† (with a trivial metric η = 12) that has been extensively discussed in the literature [8].
In this case, the Hamiltonian H and the Lindblad equation can be written as
H =
(
−ω 0
0 ω
)
⇔

ρ˙0
ρ˙1
ρ˙2
ρ˙3
 = −2

0 0 0 0
0 0 −ω 0
0 ω ξ 0
0 0 0 ξ

︸ ︷︷ ︸
R

ρ0
ρ1
ρ2
ρ3
 , (3.37)
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Figure 2: Two-flavor neutrino oscillations. Left: Transition probabilities for “mass” states. Right:
Transition probabilities for “flavor” states. Parameter values: ω = 0.2, ξ = 0.1, Ω ≈ 0.39, θ = pi/3.
implying that ρ0(t) = ρ0 is constant. Note that H has been given in “mass” basis with
ω ≡ (m22 −m21)/(4E), where m1 and m2 are the two neutrino masses and E is the neutrino
energy. The structure of R relates components ρ1, ρ2, and ρ3 of the density matrix ρ and
the time evolution is governed by Hρ − ρH, since H† = H. As a consequence, the trace
of the density matrix is equal to 2ρ0(0) = 1, which means that ρ0(0) = 1/2. We find the
transition probabilities for the “mass” and “flavor” states as
P++ = P−− =
1
2
(
1 + e−2ξt
)
, (3.38)
P+− = P−+ =
1
2
(
1− e−2ξt) , (3.39)
Paa = Pbb =
1
2
[
1 + e−2ξt cos2 2θ + e−ξt sin2 2θ
(
cos Ωt+
ξ
Ω
sin Ωt
)]
, (3.40)
Pab = Pba =
1
2
[
1− e−2ξt cos2 2θ − e−ξt sin2 2θ
(
cos Ωt+
ξ
Ω
sin Ωt
)]
, (3.41)
where Ω ≡√4ω2 − ξ2. The formulas for Paa = Pbb and Pab = Pba should be compared to the
ones in Ref. [8]. In the limit ξ → 0 (i.e. without dissipative effects), we have P++ = P−− = 1
and P+− = P−+ = 0, whereas Paa = Pbb = 1− sin2 2θ sin2 ωt and Pab = Pba = sin2 2θ sin2 ωt,
which are the ordinary formulas for two-flavor neutrino oscillations. Furthermore, for large
values of t, all transition probabilities will average to 1/2. In Fig. 2, we show the formulas
for the two-flavor neutrino oscillation case with a specific choice for the parameter values
(ω = 0.2, ξ = 0.1, and θ = pi/3), which are not necessarily realistic and close to values
supported by neutrino experiments. We note that both the transition probabilities for the
“mass” and “flavor” states are damped by ξ.
2. PT-symmetric non-Hermitian Hamiltonian without Lindblad term. This case has been dis-
cussed in Ref. [40] without implementing the density matrix formalism. In this case, The
Hamiltonian H is non-Hermitian and the metric η is then non-trivial. The Hamiltonian and
the “Lindblad equation” (actually the Liouville–von Neumann equation) for the generalized
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density matrix ρG read
H =
(
reiϕ s
s re−iϕ
)
⇔

ρ˙G,0
ρ˙G,1
ρ˙G,2
ρ˙G,3
 = −2

0 0 0 0
0 0 ir sinϕ 0
0 −ir sinϕ 0 s
0 0 −s 0

︸ ︷︷ ︸
RG

ρG,0
ρG,1
ρG,2
ρG,3
 , (3.42)
where H is exactly the same as in Eq. (2.1) with φ = 0. Since the metric is non-trivial,
ρG should be used and the time evolution is governed by HρG − ρGH. The structure of
RG relates components ρG,1, ρG,2, and ρG,3 of the generalized density matrix, and thus,
the trace of the generalized density matrix is equal to 2ρG,0(0) = 1, which means that
ρG,0(0) = 1/2. For the “flavor” transition probabilities, the present case reproduces (2.24)–
(2.27) in Ref. [40]. However, in order for these transition probabilities to be restricted
between 0 and 1, the normalized generalized density matrix must be used after mixing with
Ainv, since the completeness relation changes due to the metric being non-trivial. Thus, we
obtain the transition probabilities for the “mass” and “flavor” states as
P++ = P−− = 1 , (3.43)
P+− = P−+ = 0 , (3.44)
Paa = Pbb = cos
2 βt
2
, (3.45)
Pab = sin
2
(
α− βt
2
)
, (3.46)
Pba = sin
2
(
α +
βt
2
)
, (3.47)
where α ≡ arcsin(r sinϕ/s) and β ≡ 2
√
s2 − r2 sin2 ϕ are defined as in Ref. [40]. It should
be noted that Paa(t = 0) = Pbb(t = 0) = 1, whereas Pab(t = 0) = Pba(t = 0) = sin
2 α 6= 0,
which is an effect of the non-trivial metric. In Fig. 3, we present the transition probabilities
for the “flavor” states, since the ones for the “mass” states are trivial. We have exactly
reproduced the results in Ref. [40], when they are properly normalized. As one can observe
from Fig. 3, the transition probabilities oscillate with respect to time t, and no dissipative
effects are found due to the absence of Lindblad operators.
3. PT-symmetric non-Hermitian Hamiltonian with Lindblad operator but with s = 0. In this
case, the Hamiltonian H and the Lindblad equation for the generalized density matrix ρG
are summarized as
H =
(
reiϕ 0
0 re−iϕ
)
⇔

ρ˙G,0
ρ˙G,1
ρ˙G,2
ρ˙G,3
 = −2

0 0 0 0
0 0 ir sinϕ 0
0 −ir sinϕ ξ 0
0 0 0 ξ

︸ ︷︷ ︸
RG

ρG,0
ρG,1
ρG,2
ρG,3
 , (3.48)
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Figure 3: Transition probabilities for “flavor” states in the case of a PT-symmetric non-Hermitian
Hamiltonian without Lindblad term. Parameter values: r = 0.1, s = 0.2, ϕ = pi/3, α ≈ 0.45,
β ≈ 0.36.
where the non-Hermitian Hamiltonian H is a complex diagonal matrix, and this case has a
trivial metric. Since RG relates only the components ρG,1, ρG,2, and ρG,3 of the generalized
density matrix, the trace of ρG(t) is equal to 2ρG,0(0) = 1, which means that ρG,0(0) = 1/2.
In addition, the mixing matrix Ainv is trivial, since the Hamiltonian is diagonal (although
complex). Hence, the “mass” states are identical to the “flavor” states. Note that the eigen-
vectors are (1, 0) and (0, 1) and that the general formulas for the eigenvectors, i.e. Eq. (2.2),
cannot be used, since s = 0. The transition probabilities for both the “mass” and “flavor”
states are given by
P++ = P−− = Paa = Pbb =
1
2
(
1 + e−2ξt
)
, (3.49)
P+− = P−+ = Pab = Pba =
1
2
(
1− e−2ξt) , (3.50)
where the Lindblad parameter ξ > 0 brings in dissipative effects. In the large time limit
t→ +∞, all transition probabilities approach 1/2, indicating the complete loss of quantum
coherence. In Fig. 4, choosing the value of the Lindblad parameter ξ = 0.1, we display the
transition probabilities, where one can clearly observe the effect of damping.
In order to have mixing, one can introduce an arbitrary rotation (see e.g. Ref. [11]), but
it is not necessary. In the case of mixing, we find the following formulas for the transition
probabilities
Pαα(θ) = Pββ(θ) =
1
2
[
1 + e−2ξt cos2 2θ + e−ξt sin2 2θ
(
cosh Ω̂t+
ξ
Ω̂
sinh Ω̂t
)]
, (3.51)
Pαβ(θ) = Pβα(θ) =
1
2
[
1− e−2ξt cos2 2θ − e−ξt sin2 2θ
(
cosh Ω̂t+
ξ
Ω̂
sinh Ω̂t
)]
, (3.52)
where Ω̂ ≡
√
4r2 sin2 ϕ+ ξ2. It turns out that all transition probabilities in Eqs. (3.49)–
(3.52) are independent of both r and ϕ, except from the transition probabilities in Eqs. (3.51)
and (3.52) with an arbitrary rotation by the mixing angle θ, i.e. Pαα(θ) = Pββ(θ) and
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Figure 4: Transition probabilities for “mass” and “flavor” states in the case of a PT-symmetric
non-Hermitian Hamiltonian with Lindblad term but with s = 0. Parameter value: ξ = 0.1.
Pαβ(θ) = Pβα(θ). Obviously, the transition probabilities in Eqs. (3.51) and (3.52) will
reduce to those without mixing in Eqs. (3.49) and (3.50) by setting θ = 0.
4. PT-symmetric (non-)Hermitian Hamiltonian with Lindblad operator but with r = 0. In this
case, the Hamiltonian H is a real off-diagonal matrix and actually Hermitian, i.e. H† = H,
so the Lindblad equation for the ordinary density matrix ρ(t) and that for the generalized
density matrix ρG(t) are the same. Namely, the metric is trivial η = 12. More explicitly, we
have
H =
(
0 s
s 0
)
⇔

ρ˙0
ρ˙1
ρ˙2
ρ˙3
 = −2

0 0 0 0
0 0 0 0
0 0 ξ s
0 0 −s ξ

︸ ︷︷ ︸
R

ρ0
ρ1
ρ2
ρ3
 , (3.53)
where the ordinary density matrix ρ(t) is used. It is worthwhile to point out that even
the normalized density matrix ρN(t) is applicable, since it is reduced to the ordinary density
matrix ρ(t) when the Hamiltonian is Hermitian, implying that H− = 0 and thusN [ρN(t)] = 0
in Eq. (2.15). The structure of R is effectively a 2× 2 matrix and relates only components
ρ2 and ρ3 of the density matrix. This means that ρ0(0) = 1/2, since the trace of the density
matrix should be normalized to 1. In this case, we have the transition probabilities
P++ = P−− = 1 , (3.54)
P+− = P−+ = 0 , (3.55)
Paa = Pbb =
1
2
[
1 + e−2ξt cos(2st)
]
, (3.56)
Pab = Pba =
1
2
[
1− e−2ξt cos(2st)] . (3.57)
Note that there is no damping in the formulas for P++ = P−− and P+− = P−+, i.e. there
is no effect of the Lindblad operator for these transition probabilities. Therefore, in Fig. 5,
we plot the transition probabilities only for the “flavor” states, where the parameter values
s = 0.2 and ξ = 0.1 have been chosen.
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Figure 5: Transition probabilities for “flavor” states in the case of a PT-symmetric (non-)Hermitian
Hamiltonian with Lindblad term but with r = 0. Parameter values: s = 0.2, ξ = 0.1.
5. Numerical example of a PT-symmetric non-Hermitian Hamiltonian with Lindblad operator.
This is the most non-trivial example with all relevant parameters being non-zero. The
Hamiltonian H and the Lindblad equation for the generalized density matrix ρG(t) are
H =
(
reiϕ s
s re−iϕ
)
⇔

ρ˙G,0
ρ˙G,1
ρ˙G,2
ρ˙G,3
 = −2

0 0 0 0
0 0 ir sinϕ 0
0 −ir sinϕ ξ s
0 0 −s ξ

︸ ︷︷ ︸
RG

ρG,0
ρG,1
ρG,2
ρG,3
 , (3.58)
where r = 0.1, s = 0.2, ϕ = pi/3, and ξ = 0.1 are adopted for numerical computations. This
case has a non-Hermitian Hamiltonian and a non-trivial metric. Therefore, the generalized
density matrix should be used. The structure of RG relates components ρG,1, ρG,2, and ρG,3
of the generalized density matrix, and thus, the trace of the generalized density matrix is
equal to 2ρG,0(0) = 1, which means that ρG,0(0) = 1/2. However, in order for the transition
probabilities to be restricted between 0 and 1, the normalized generalized density matrix
must be used after mixing with Ainv, since the completeness relation changes due to the
metric being non-trivial. In Fig. 6, we present the exact numerical results of the transition
probabilities for the “flavor” states. Note that these transition probabilities are, of course,
the same as those presented with solid curves in the right panel in Fig. 1, since we use the
same parameter values.
3.3 The Lindblad Term with B = 0
3.3.1 General Discussion
Let us investigate the case for which the structure of the Lindblad operator is changed from
being described by the assumption that the Lindblad parameter A = 0 to a different assumption
that B = 0, which means that the other Lindblad parameters are A = C and D = E = F = 0.
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Figure 6: Numerical example of a PT-symmetric non-Hermitian Hamiltonian with Lindblad term.
Transition probabilities for “flavor” states. Left: Paa and Pab. Right: Pbb and Pba. Parameter
values: r = 0.1, s = 0.2, ϕ = pi/3, ξ = 0.1.
Denoting the only non-zero Lindblad parameter by ζ, we have A = C = ζ. The explicit expression
for RG(φ = 0, B = 0) has been given in Eq. (3.15).
In comparison to the case A = 0, the case B = 0 turns out to be much easier to handle
computationally with the method described in Subsec. 3.2. In fact, in the case B = 0, all transition
probabilities can be computed as simple closed-form expressions. Using the described method, we
first derive exact formulas for the transition probabilities between the + and − “mass” states and
obtain
P++(t) = P−−(t) =
1
2
(
1 + e−2ζt
)
, (3.59)
P+−(t) = P−+(t) =
1
2
(
1− e−2ζt) , (3.60)
where the Lindblad parameter ζ > 0, causing the damping of the transition probabilities as shown
in the left panel of Fig. 7. For our numerical computations, we choose r = 0.1, s = 0.2, ϕ = pi/3,
and ζ = 0.1. In the large time limit t → +∞, all transition probabilities for the “mass” states
approach 1/2.
Next, we proceed to the transition probabilities between the a and b “flavor” states. The
survival probabilities are found to be
Paa(t) = Pbb(t) =
1
2
{
1 + e−ζt
[
cos Ξt− ζ
Ξ
(
1− 2r
2 sin2 ϕ
s2
)
sin Ξt
]}
, (3.61)
whereas the transition probabilities are given by
Pab(t) =
1
2
{
1− e−ζt
[(
1− 2r
2 sin2 ϕ
s2
)
cos Ξt− ζ − 4r sinϕ(1− r
2 sin2 ϕ/s2)
Ξ
sin Ξt
]}
, (3.62)
Pba(t) =
1
2
{
1− e−ζt
[(
1− 2r
2 sin2 ϕ
s2
)
cos Ξt− ζ + 4r sinϕ(1− r
2 sin2 ϕ/s2)
Ξ
sin Ξt
]}
, (3.63)
where Ξ ≡ 2
√
s2 − r2 sin2 ϕ− ζ2/4. It should be noted that Paa(t = 0) = Pbb(t = 0) = 1,
whereas Pab(t = 0) = Pba(t = 0) = r
2 sin2 ϕ/s2 = sin2 α 6= 0 (in general), which is an effect of
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Figure 7: Exact transition probabilities as functions of time t for the general PT-symmetric non-
Hermitian Hamiltonian including the Lindblad term with B = 0. Left: Transition probabilities
for “mass” states. Right: Transition probabilities for “flavor” states. Parameter values: r = 0.1,
s = 0.2, ϕ = pi/3, ζ = 0.1.
the non-trivial metric. Only if r sinϕ = 0 or r sinϕ = ±s, then Pab(t) = Pba(t), which means
that sinα = 0 or sinα = ±1. However, in the limit t → +∞, it holds that limt→∞ Paa(t) =
limt→∞ Pbb(t) = limt→∞ Pab(t) = limt→∞ Pba(t) = 1/2. Thus, for large t, probability is conserved,
i.e. Paa(t) + Pab(t) = 1 and Pbb(t) + Pba(t) = 1. In the right panel of Fig. 7, we present the
transition probabilities for the “flavor” states given by Eqs. (3.61)–(3.63), using the parameter
values r = 0.1, s = 0.2, ϕ = pi/3, and ζ = 0.1. The difference between Pab(t) and Pba(t) can be
easily calculated as
Pab(t)− Pba(t) = −
4r sinϕ(1− r2 sin2 ϕ/s2)
Ξ
e−ζt sin Ξt , (3.64)
which turns out to be an oscillatory sine function with a damping factor and vanishes in the limits
of t = 0 and t→ +∞.
3.3.2 Specific Examples with B = 0
Although it is possible to obtain exact analytical results for the Lindblad operator with B = 0,
we briefly discuss a few specific examples with the same values of the relevant parameters as in
the case with A = 0. Such comparative investigation should be helpful for us to understand the
similarity and difference between these two cases.
1. Two-flavor neutrino oscillations. In this case, we obtain the transition probabilities
P++ = P−− =
1
2
(
1 + e−2ζt
)
, (3.65)
P+− = P−+ =
1
2
(
1− e−2ζt) , (3.66)
Paa = Pbb =
1
2
[
1 + e−2ζt cos2 2θ + e−ζt sin2 2θ
(
cos Ω˜t− ζ
Ω˜
sin Ω˜t
)]
, (3.67)
Pab = Pba =
1
2
[
1− e−2ζt cos2 2θ − e−ζt sin2 2θ
(
cos Ω˜t− ζ
Ω˜
sin Ω˜t
)]
, (3.68)
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Figure 8: Two-flavor neutrino oscillations. Left: Transition probabilities for “mass” states. Right:
Transition probabilities for “flavor” states. Parameter values: ω = 0.2, ζ = 0.1, Ω˜ ≈ 0.39, θ = pi/3.
where Ω˜ ≡√4ω2 − ζ2. In comparison to special case 1 for A = 0, the signs of the Lindblad
parameters in front of the sin terms are opposite due to different positions of the Lindblad
parameters in RG(φ = 0, A = 0) and RG(φ = 0, B = 0), respectively. At all times t,
conservation of probability holds for both sets of transition probabilities, i.e. P+++P+− = 1,
P−− + P−+ = 1 and Paa + Pab = 1, Pbb + Pba = 1. The formulas for Paa = Pbb and Pab = Pba
should be compared with the ones in Ref. [8]. In Fig. 8, we plot the formulas for the
transition probabilities in the two-flavor neutrino oscillation case with a specific choice for
the parameter values ω = 0.2, ζ = 0.1, and θ = pi/3, and for which one can find Ω˜ ≈ 0.39.
2. Special case ζ = 0. In this case, the Lindblad term is absent. Since R is the same in
Eqs. (3.14) and (3.15) if ξ = 0 and ζ = 0, this case reproduces all results in special case 2
for A = 0. Thus, it is unnecessary to repeat the results here.
3. Special case s = 0. This case produces similar results as in special case 3 for A = 0, namely
P++ = P−− = Paa = Pbb =
1
2
(
1 + e−2ζt
)
, (3.69)
P+− = P−+ = Pab = Pba =
1
2
(
1− e−2ζt) , (3.70)
for the transition probabilities. As mentioned in special case 3 for A = 0, the Hamiltonian
is diagonal, and thus, the “mass” and “flavor” states coincide with each other, implying
no mixing at all. If one introduces an arbitrary rotation by the angle θ, the transition
probabilities for the new “flavor” states are
Pαα(θ) = Pββ(θ) =
1
2
[
1 + e−2ζt cos2 2θ + e−ζt sin2 2θ
(
cosh$t− ζ
$
sinh$t
)]
, (3.71)
Pαβ(θ) = Pβα(θ) =
1
2
[
1− e−2ζt cos2 2θ − e−ζt sin2 2θ
(
cosh$t− ζ
$
sinh$t
)]
, (3.72)
where $ ≡
√
4r2 sin2 ϕ+ ζ2. However, compared to the counterparts in special case 3 for
A = 0, the signs of the Lindblad parameters in front of the sinh terms are opposite due to
different positions of the Lindblad parameters in RG(φ = 0, A = 0) and RG(φ = 0, B = 0),
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Figure 9: Special case s = 0 for B = 0. Transition probabilities for “mass” and “flavor” states.
Parameter value: ζ = 0.1.
respectively. At all times t, conservation of probability holds for all three sets of transition
probabilities, i.e. P++ + P+− = 1, P−− + P−+ = 1, Paa + Pab = 1, Pbb + Pba = 1, and
Pαα(θ) + Pαβ(θ) = 1, Pββ(θ) + Pβα(θ) = 1. In Fig. 9, we display the transition probabilities
for the “mass” and “flavor” states, which are the same as those in Fig. 4.
4. Special case r = 0. Inserting r = 0 into Eqs. (3.59)–(3.63), we find the transition probabilities
P++ = P−− =
1
2
(
1 + e−2ζt
)
, (3.73)
P+− = P−+ =
1
2
(
1− e−2ζt) , (3.74)
Paa = Pbb =
1
2
[
1 + e−ζt
(
cos Σt− ζ
Σ
sin Σt
)]
, (3.75)
Pab = Pba =
1
2
[
1− e−ζt
(
cos Σt− ζ
Σ
sin Σt
)]
, (3.76)
where Σ ≡ 2√s2 − ζ2/4. Note that in the limit r → 0, the non-trivial metric η encoded
in Eqs. (3.59)–(3.63) goes to the trivial metric η → 12. Furthermore, one can observe the
differences compared to special case 4 for A = 0. At all times t, conservation of probability
holds for both sets of transition probabilities, i.e. P++ + P+− = 1, P−− + P−+ = 1 and
Paa +Pab = 1, Pbb +Pba = 1. In Fig. 10, we show the transition probabilities for the “mass”
states in the left panel and those for the “flavor” states in the right panel.
4 Summary and Conclusions
In this work, we have developed the density matrix formalism for PT-symmetric non-Hermitian
Hamiltonians, and obtained the Lindblad equation for the generalized density matrix. Moreover,
we have applied this formalism with the Lindblad equation to calculate the transition probabilities
of “mass” states and those of “flavor” states in the two-level quantum system. Our main results
are summarized as follows.
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Figure 10: Special case r = 0 for B = 0. Left: Transition probabilities for “mass” states. Right:
Transition probabilities for “flavor” states. Parameter values: s = 0.2, ζ = 0.1, Σ ≈ 0.39.
First, we have performed a comparative study of the generalized density matrix ρG(t) ≡
ρ(t)η and the normalized density matrix ρN(t) ≡ ρ(t)/tr [ρ(t)] for non-Hermitian Hamiltonians
H. In particular, we have generalized their evolution equations to the case where the Lindblad
term is present. The Lindblad equation is very useful to account for the dissipative effects due
to the interaction of the quantum system in question with the external environment. In the
case of generalized density matrix ρG ≡ ρ(t)η, where η is the metric such that the pseudo-
Hermiticity H† = ηHη−1 is fulfilled, the Lindblad equation has been first derived for the pseudo-
Hermitian Hamiltonian in Refs. [31, 32]. However, we have pointed out that the condition of
pseudo-Hermiticity should be imposed on the Lindblad operators Lj, namely, L
†
j = ηLjη
−1. The
implications of the pseudo-Hermiticity for the parameters involved in the Lindblad operators have
been examined. In the case of normalized density matrix ρN, the Liouville–von Neumann equation
contains an extra term, which turns out to be quadratic in the elements of the normalized density
matrix ρN(t) [27]. Such a non-linearity hinders the generalization to the case with the Lindblad
term, which is usually derived under the assumption of linearity.
Second, based on the Lindblad equation for the generalized density matrix, we have then
calculated the transition probabilities of both “mass” and “flavor” states in the two-level system
with PT-symmetric non-Hermitian Hamiltonians. We have first proposed a new parametrization
of the Lindblad operators, fulfilling pseudo-Hermiticity, and arrived at two interesting cases of
either A = 0 or B = 0, where A and B are two parameters in the Lindblad term. It is worth
emphasizing that exact analytical formulas for the transition probabilities have been found in
Eqs. (3.61)–(3.63) in the most general case of B = 0, where only approximate results in the case
of A = 0 can be obtained. Several concrete examples have then been presented, for which both
analytical and numerical results of the transition probabilities are computed and compared with
the existing results in the literature whenever a comparison is possible. These typical examples are
instructive to clarify the main features of the Lindblad equation for PT-symmetric non-Hermitian
Hamiltonians.
Finally, in the near future on the experimental side, it would be interesting to see whether the
Lindblad equation derived for the generalized density matrix for PT-symmetric non-Hermitian
Hamiltonians can be applied to realistic systems, such as those in optics and electronics, where
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the PT-symmetry has been experimentally observed. On the theoretical side, we hope to explore
the general derivation of the Lindblad equation from the requirements for Markov limit, pseudo-
Hermiticity, linearity, and complete positivity as in ordinary quantum mechanics.
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A The Lindblad Term
In the main text, we encounter the expansions of the density matrix ρ(t) and the Lindblad opera-
tors Lj in terms of Pauli matrices σ and the identity matrix σ0 = 12. For reference, we collect the
details of the expansions in this appendix. A general density matrix and the Lindblad operators
can be expressed as follows
ρ =
3∑
µ=0
ρµσµ = ρ0σ0 + ρ · σ , Lj =
3∑
µ=0
Lµj σµ = L
0
jσ0 +Lj · σ . (A.1)
The Lindblad term L[ρ(t)], appearing in the evolution equations of the ordinary density matrix
ρ(t), the generalized one ρG(t), and the normalized one ρN(t), is given by
L[ρ(t)] = −1
2
3∑
j=1
[
L2jρ(t) + ρ(t)L
2
j
]
+
3∑
j=1
Ljρ(t)Lj , (A.2)
where ρ(t) can also be replaced by ρG(t) or ρN(t). Nevertheless, instead of Lj = L
†
j, the pseudo-
Hermiticity condition Lj = ηLjη
−1 = L‡j holds in the latter two cases. Noticing the identity
(Lj · σ)2 =
3∑
i,k=1
LijL
k
jσiσk =
1
2
3∑
i,k=1
LijL
k
j (σiσk + σkσi) =
3∑
i,k=1
LijL
k
j δikσ0 = L
2
jσ0 , (A.3)
one can write
L2jρ =
[
(L0j)
2σ0 + 2L
0
jLj · σ +L2jσ0
]
(ρ0σ0 + ρ · σ)
= ρ0
[
(L0j)
2 +L2j
]
σ0 + 2ρ0L
0
jLj · σ +
[
(L0j)
2 +L2j
]
ρ · σ + 2L0j(Lj · σ)(ρ · σ) , (A.4)
ρL2j = (ρ0σ0 + ρ · σ)
[
(L0j)
2σ0 + 2L
0
jLj · σ +L2jσ0
]
= ρ0
[
(L0j)
2 +L2j
]
σ0 + 2ρ0L
0
jLj · σ +
[
(L0j)
2 +L2j
]
ρ · σ + 2L0j(ρ · σ)(Lj · σ) , (A.5)
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and thus, we obtain
−1
2
(
L2jρ+ ρL
2
j
)
=− ρ0
[
(L0j)
2 +L2j
]
σ0 − 2ρ0L0jLj · σ −
[
(L0j)
2 +L2j
]
ρ · σ
− L0j(ρ · σ)(Lj · σ)− L0j(Lj · σ)(ρ · σ) . (A.6)
On the other hand, we have
LjρLj =
(
L0jσ0 +Lj · σ
)
(ρ0σ0 + ρ · σ)
(
L0jσ0 +Lj · σ
)
= ρ0
[
(L0j)
2 +L2j
]
σ0 + 2ρ0L
0
jLj · σ + (L0j)2ρ · σ + L0j(ρ · σ)(Lj · σ)
+ L0j(Lj · σ)(ρ · σ) + (Lj · σ)(ρ · σ)(Lj · σ) . (A.7)
Inserting Eqs. (A.6) and (A.7) into Eq. (A.2), the Lindblad term can be rewritten as
L[ρ] = −
3∑
j=1
L2j(ρ · σ) +
3∑
j=1
(Lj · σ)(ρ · σ)(Lj · σ) , (A.8)
which can be further simplified to
L[ρ] = −2
3∑
j=1
L2j(ρ · σ) + 2
3∑
j=1
(ρ ·Lj)(Lj · σ) , (A.9)
by using the identity
(Lj · σ)(ρ · σ)(Lj · σ) =
3∑
`,m,n
L`jρmL
n
j σ`σmσn =
3∑
`,m,n=1
L`jρmL
n
j σ` (2δmn − σnσm)
= −L2j(ρ · σ) + 2(ρ ·Lj)(Lj · σ) . (A.10)
The final form of the Lindblad term in Eq. (A.9) has been used in our discussion in the main text.
B Four-Dimensional Representation
In the derivation of the evolution equations for the generalized density matrix ρG(t) and the nor-
malized density matrix ρN(t) in the 4 × 4 matrix formalism, we have to take the traces of the
Lindblad equation and those together with the Pauli matrices σ. In this appendix, we will give
some key details of calculation. For the ordinary density matrix ρ(t) in Hermitian quantum me-
chanics and ρG(t) in the non-Hermitian quantum mechanics under consideration, the Liouville–von
Neumann equations in both cases contain similar commutators, i.e. −i[H, ρ(t)] and −i[H, ρG(t)].
Using Einstein’s summation convention, the trace of these commutators can be calculated as
− i tr {[H, ρ]} = −i tr {[H · σ,ρ · σ]} = 2ijktr (σi)Hjρk = 0 , (B.1)
whereas their trace with the Pauli matrix σi is
− i tr {[H, ρ]σi} = −i tr {[H · σ,ρ · σ]σi} = 4ijkBjρk , (B.2)
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where ijk is the three-dimensional Levi-Civita tensor. Recall that the Hamiltonian H and the
density matrix ρ are expanded as H = Hµσµ and ρ = ρµσµ, where summation over µ = 0, 1, 2, 3 is
implied. By implementing Eqs. (B.1) and (B.2), one can immediately recast the Lindblad equation
in Eq. (2.10) into the four-dimensional representation as
∂
∂t

ρ0
ρ1
ρ2
ρ3
 =
−2

0 0 0 0
0 0 H3 −H2
0 −H3 0 H1
0 H2 −H1 0
− 2

0 0 0 0
0 A D E
0 D B F
0 E F C



ρ0
ρ1
ρ2
ρ3
 , (B.3)
where the Lindblad parameters A, B, C, D, E, and F have been given in Eqs. (2.25)–(2.30). It is
obvious that ∂ρ0/∂t = 0 applies to the coefficient ρ0 of the ordinary density matrix ρ(t) and also
to that of the generalized density matrix ρG(t).
However, for the normalized density matrix ρN(t), we have to deal with −i
(
HρN − ρNH†
)
,
where H† is present as well. In the most general case, all coefficients Hµ (for µ = 0, 1, 2, 3) in the
expansion of H are complex. Therefore, we have
−i tr (HρN − ρNH†) = −i tr [(H0 −H∗0 )ρ0]− i tr [(H · σ −H∗ · σ)(ρ · σ)]
= 4=(H0)ρ0 + 4=(Hi)ρi . (B.4)
Furthermore, if the trace is taken together with the Pauli matrix σi, then we obtain
− i tr [(HρN − ρNH†)σi] = 4=(H0)ρi + 4=(Hi)ρ0 + 4ijk<(Hj)ρk . (B.5)
Since there is an extra term in Eq. (2.15) in the Lindblad equation for the normalized density
matrix ρN(t), we should investigate the traces involving this term. Its trace can be found as
tr {N [ρN]} = 2iρ0 tr [(H0 −H∗0 )ρ0] + 2iρ0 tr [(H · σ −H∗ · σ)(ρ · σ)]
= −4ρ0 [=(H0)ρ0 + =(Hi)ρi] , (B.6)
which turns out to be non-linear in ρµ (for µ = 0, 1, 2, 3). When the trace is taken together with
the Pauli matrix σi, we obtain
tr {N [ρN]σi} = i tr (ρσi) tr [(H0 −H∗0 )ρ0] + i tr (ρσi) tr [(H · σ −H∗ · σ)(ρ · σ)]
= −4ρi
[=(H0)ρ0 + =(Hj)ρj] . (B.7)
Thus, the four-dimensional representation of the Lindblad equation in Eq. (2.14) for the normalized
density matrix ρN(t) becomes
∂
∂t

ρ0
ρ1
ρ2
ρ3
 =
−2

0 −=(H1) −=(H2) −=(H3)
−=(H1) 0 <(H3) −<(H2)
−=(H2) −<(H3) 0 <(H1)
−=(H3) <(H2) −<(H1) 0
− 2

0 0 0 0
0 A D E
0 D B F
0 E F C



ρ0
ρ1
ρ2
ρ3

− 2

ρ0 0 0 0
0 ρ1 0 0
0 0 ρ2 0
0 0 0 ρ3


=(H0) =(H1) =(H2) =(H3)
=(H0) =(H1) =(H2) =(H3)
=(H0) =(H1) =(H2) =(H3)
=(H0) =(H1) =(H2) =(H3)


ρ0
ρ1
ρ2
ρ3
 , (B.8)
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where the last term is actually quadratic in ρµ (for µ = 0, 1, 2, 3). Such a non-linearity seems
to be in contradiction with the assumption of linearity in the derivation of the Lindblad term.
Therefore, only the generalized density matrix ρG(t) and its Lindblad equation will be used in our
calculation of transition probabilities.
C Procedure
In this work, the transition probabilities for a two-level quantum system described by a PT-
symmetric non-Hermitian Hamiltonian are calculated according to the following procedure:
• Given a Hamiltonian for a two-level system, construct the corresponding 2×2 density matrix
ρ expressed and parametrized in terms of the identity matrix and the three Pauli matrices.
• Compute the eigenvalues and construct the properly normalized eigenvectors (see Ref. [40])
and then the metric and the initial generalized density matrices.
• Determine the time evolution of the density matrix for the system. The time evolution is
given by the Lindblad equation for the generalized density matrix ρG.
• Transform the 2× 2 density matrix to a corresponding 4× 4 matrix with the time evolution
described by a Schro¨dinger-like equation (with a 4× 4 “Hamiltonian”) for a vector with the
four components of the original density matrix. Add L[ρ] to the 4 × 4 “Hamiltonian” and
the result is denoted R, which encodes both contributions from the original Hamiltonian
and the Lindblad term.
• Solve the Schro¨dinger-like equation by matrix exponentiation of R, which is denoted M(t)
and leads to the time evolution for the vector of the density matrix components with the
initial density matrix components as the initial condition.
• Transform the vector of the density matrix components back to a 2× 2 density matrix.
• Compute the transition probabilities between the + and − states by tr [ρG(t)ρG(0)] for
generalized density matrices.
• Construct the mixing matrix Ainv (based on the + and − states, known as “mass” states, see
Ref. [40]), the normalized “flavor” eigenvectors (using Ainv), i.e. the a and b states, and the
initial “flavor” density matrices (using the normalized “flavor” eigenvectors and the metric).
• Change the initial condition of the density matrix from the initial “mass” density matrices
to the initial “flavor” density matrices. Note that the time evolution for the density matrix
is the same in any basis, sinceM(t) only depends on time t and the eigenvalues of R, which
are the same in all bases.
• Compute the transition probabilities between the a and b states by tr [ρGN(t)ρGN(0)]. Note
that if the metric is non-trivial, then, after mixing with Ainv (since the completeness relation
changes due to the non-trivial metric), the normalized (generalized) density matrices must
be used, so that the transition probabilities are restricted between 0 and 1.
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