Our ability to model the shapes and strengths of iron lines in the solar spectrum is a critical test of the accuracy of the solar iron abundance, which sets the absolute zero-point of all stellar metallicities. We use an extensive 463-level Fe atom with new photoionisation cross-sections for FeI as well as quantum mechanical calculations of collisional excitation and charge transfer with neutral hydrogen; the latter effectively remove a free parameter that has hampered all previous line formation studies of Fe in non-local thermodynamic equilibrium (NLTE). For the first time, we use realistic 3D NLTE calculations of Fe for a quantitative comparison to solar observations. We confront our theoretical line profiles with observations taken at different viewing angles across the solar disk with the Swedish 1-m Solar Telescope. We find that 3D modelling well reproduces the observed centre-to-limb behaviour of spectral lines overall, but highlight aspects that may require further work, especially cross-sections for inelastic collisions with electrons. Our inferred solar iron abundance is log( Fe ) = 7.48 ± 0.04 dex.
INTRODUCTION
Because of the dominance of lines of atomic iron in the spectra of cool stars, the iron abundance is often used as a proxy for total metal content, or metallicity. Neutral and singly ionised iron with different properties are also frequently used for determination of spectroscopic stellar parameters. This makes [Fe/H] arguably the most important abundance indicator when studying the evolution of stars and galaxies. The iron abundance of the Sun itself is important not only as an anchor for the cosmic [Fe/H]-scale, but it also influences the structure and evolution of stars because it is a large opacity contributor (Bailey et al. 2015 , and references therein).
It has long been known that the ionisation balance of FeIFeII departs from local thermodynamic equilibrium (LTE) in the photospheres of late-type stars (e.g. Athay & Lites 1972; Rutten & van der Zalm 1984; Thévenin & Idiart 1999; Korn et al. 2003) . However, non-LTE (hereafter NLTE) calculations of neutral iron have suffered from large systematic uncertainties due to poorly constrained atomic data, in particular the efficiency of collisions E-mail: klind@mpia.de with electrons and neutral hydrogen (e.g. Mashonkina 2011 ). Further, the large complexity of the atomic structure of iron has prevented consistent NLTE calculations to be performed with realistic 3D radiation-hydrodynamical simulations of solar and stellar photospheres.
In Paper I and II of this publication series Lind et al. 2012) , we presented a model atom for iron with the efficiency of H collisions calibrated using high-quality spectroscopic observations of well-studied benchmark stars, including the Sun. We employed both standard 1D atmospheric models and so called average-3D models (hereafter 3D ), which are spatial and temporal averages of full 3D radiation-hydrodynamical simulations of stellar atmospheres. In Paper III (Amarsi et al. 2016b) we presented a new model atom including quantum mechanical calculations of hydrogen collisions (Barklem, in prep.) and demonstrated its performance for metal-poor benchmark stars using full 3D NLTE calculations. Here we further improve the atom and confront our 3D NLTE predictions with the observed centre-to-limb variation of iron lines in Sun.
Nordlund (1984, 1985) pioneered the investigation of NLTE line formation of iron in 3D hydrodynamical model atmospheres more than three decades ago. The first paper studied the departure of FeI-FeII from Saha ionisation balance and reported significant (0.2 dex) over-ionisation of the neutral species. The second paper used a two-level FeI atom, coupled to a FeII continuum, and predicted significant line weakening of the example FeI line at 5225Å due to a superthermal source function. Shchukina & Trujillo Bueno (2001) later studied NLTE line formation in a hydrodynamical model of the Sun in the so called 1.5D approximation, neglecting horizontal radiative transfer. They used a 248 level FeI+FeII atom and concluded that NLTE effects vary strongly with the granulation pattern and the FeI line properties, with a net NLTE correction to FeI line abundances of up to +0.12 dex for the lowest-excitation lines. The only previous work investigating NLTE line formation of iron in the Sun using a multilevel atom and full 3D radiative transfer is the series by Holzreuter & Solanki (2012 , 2013 , 2015 , in which the authors rigorously compare synthetic line profiles generated under different assumptions. However, they were limited to using a strongly simplified 23-level atom and made no quantitative comparison to observations. These earlier studies have in common that they included only experimentally known energy levels of iron and neglected the influence of hydrogen collisions on the statistical equilibrium, both of which exaggerate the NLTE effects.
We present full 3D NLTE calculations using a comprehensive 463 level atom with realistic atomic data to enable a direct comparison to the most constraining observations possible, i.e. highspectral resolution and high signal-to-noise (S/N) observations of the Sun at different viewing angles. The paper is divided in the following sections: Sect. 2 outlines the observations, the assembly and reduction of the model atom, and the method used for spectral synthesis. Sect. 3 presents the results for the solar centre-to-limb variation of iron lines and the solar iron abundance. Sect. 4 summarises our conclusions.
METHOD

Observations
We acquired spectroscopic data with high spatial and spectral resolution using the TRIPPEL (Kiselman et al. 2011 ) instrument at the Swedish 1-m Solar Telescope (SST, Scharmer et al. 2003) on La Palma. The observing campaign lasted from 23 June to 8 July, 2011.
Three spectrographic cameras and three imaging cameras were operated simultaneously. Three different setups were used, resulting in a total of nine spectral windows with wavelength bands specified in Table 1 . Two slit-jaw cameras recorded simultaneous images at approximately 5320Å and 6940Å , respectively. The third camera was used to monitor the magnetic activity of the region with a 1.1Å filter centered on the Ca II H line. Five different heliocentric angles on the solar disk were targeted, corresponding to µ ≡ cos θ = 0.2, 0.4, 0.6, 0.8 and 1.0, where θ is the angle between the ray direction and the surface normal. The number of observations at each pointing is listed in Table 1 , discarding exposures that failed due to suspected tracking problems (usually due to very bad seeing), or regions with obvious activity as deemed from the Ca II H core emission.
The intensity contrast peaks at disk centre and exposures were made while scanning the spectroscopic slit over a small region in order to reduce the imprint of the local granulation pattern. At other pointings, the slit position was held fixed and aligned parallel to the closest part of the solar limb. The telescope field rotation caused the actual position selected in this way to depend on the time of day, as is evident in Fig. 1 . Of the two possible choices for a specific µ value and time of day, the one showing the least activity was preferred.
For the µ = 0.2 pointings, the position of the slit could be measured accurately using the slit-jaw images, which include the solar limb. For the other pointings, µ was determined from the output of the telescope tracking system. In order to get the readings as accurate as possible, frequent calibrations by pointing at the limb at four position angles to find the solar centre were made. Somewhat conservatively, we estimate the accuracy in the the nominal values to be ±15 .
As evident from Fig. 1 and Table 1 , the pointing accuracy as expressed in µ degrades with decreasing µ value, i.e. from the centre towards the limb. The µ = 0.2 pointing deviates from this trend since it was determined from the slit-jaw images and the largest uncertainties thus affect the µ = 0.4 observations. In total we kept 147 pointings, 4-20 for each µ-value and configuration, as detailed in Table 1 . For each µ pointing and wavelength, Table 1 gives the mean value of µ and its error estimate calculated from the standard deviation of the nominal position readings combined with a systematic error. For µ 0.4 the systematic component was computed using the 15 calibration error and for µ = 0.2, we used the approximate spatial extent of the slit in the same way as Pereira et al. (2009b) .
The data were reduced using the same method and software as described in Pereira et al. (2009b) . First, the data were corrected for dark current and flat fielded using calibration exposures taken in close connection to the observations. Geometrical distortions in the spectrograms were then removed using polynomial fits to the location of selected spectral lines (for smile) and with the help of a grid place across the slit (for keystone). Wavelength calibration was made by cross-correlation of spectral lines with the disk-centre FTS atlas of Brault & Noyes (1987) 1 . The same atlas was used to model the internal straylight of the spectrograph (assumed constant over each spectrogram) as well as systematic spectral artefacts that the flat-fielding cannot correct for. The result of the reduction procedure is to force mean spectra from the quiet disk centre to be as close as possible to the reference atlas spectrum. The same corrections are then applied to all spectra.
In this paper, we analyse the centre-to-limb behaviour of iron lines and create a single 1D spectrum for each pointing by coadding the individual spectrograms and then forming an average along the slit direction. This increases the S/N and, following Pereira et al. (2009a) , removes the need for Fourier filtering of photon noise that was applied by Pereira et al. (2009b) . The S/N per pixel of the average spectra ranges between 1000-4000 at a spectral resolution of λ/δλ ≈ 150, 000. The S/N ratio was estimated from the median standard deviation of all measurements at a given wavelength.
1 ftp://ftp.hs.uni-hamburg.de/pub/outgoing/FTS-Atlas
Atomic data
The non-LTE calculations are performed by iterative solutions of the radiative transfer and statistical equilibrium equations, until the level populations have converged at all points in the atmosphere. The statistical equilibrium solution requires knowledge of the relevant radiative and collisional transition probabilities, which are collected in a model atom. The literature sources and databases used to assemble the model atom were listed in Amarsi et al. (2016b) . In this section we reiterate the main points and present more detail.
Energy levels
Energy levels were downloaded from Robert Kurucz's online database, updated in 2013 for FeII 2 and 2014 for FeI 3 . These data are referenced in the VALD3 (Ryabchikova et al. 2015 ) data base as Kurucz (2013, "K13") and Kurucz (2014, "K14") , respectively, and include both observed and theoretically predicted energy levels. The importance of the inclusion of predicted energy levels was demonstrated by Mashonkina (2011) . There are 2,980 energy levels of FeI below the first ionisation potential (63, 737 cm −1 = 7.902 eV), approximately two thirds of which have not been observed. For FeII we consider the 116 energy levels below 60,000 cm −1 , all of them observed, as more highly excited levels are not relevant in late-type stellar atmospheres (the second ionisation potential of Fe is 130, 655 cm −1 = 16.199 eV). We have homogenised the nomenclature of electron configurations and terms to enable energy levels to be merged. Energies with terms given in jj-coupling notation, e.g. "2+[1+]" have instead been designated by the leading eigenvector's term in LS-coupling notation, e.g. "7F". This convention is used in the creation of the term diagrams shown in Fig. 3 and Fig. 4. 
Transition probabilities
The Kurucz (2013 Kurucz ( , 2014 database contains 533,772 radiative transitions between bound levels of FeI and 1174 between the bound levels we consider for FeII. We have cross-referenced these data with laboratory measurements of transition probabilities carried out since the late 1970's and identified 2080 matches (0.4% of all lines) for FeI and 115 matches for FeII (10% of all lines). The references used for FeI are Blackwell et al. (1979a Blackwell et al. ( ,b, 1982a Blackwell et al. ( ,b, 1986 ; Bard et al. (1991) ; Bard & Kock (1994) ; O'Brian et al. (1991) ; Den ; Ruffoni et al. (2014) and for FeII we use the re-normalised compilation by Meléndez et al. (2010) . The source with smallest quoted uncertainty was adopted for lines with multiple sources.
Fig. 2 compares theoretical and experimental values of log(g f ) for both ionisation states. We find that the agreement is typically better for strong transitions; for log(g f ) K14 > −2, theoretical values for FeI show a bias and scatter with respect to experiment of 0.08 ± 0.29 dex, which increases in magnitude and changes sign to −0.40 ± 0.79 dex at log(g f ) K14 < −2. For weak lines, there appears to be a correlation with the energy of the upper level involved in the transitions, such that the disagreement is very strong for lines with highly excited upper energy levels, while the least excited are in as good agreement with theory as stronger lines. For FeII lines, we find a bias of −0.11 ± 0.24 dex. The comparison suggests that the Table 1 . Summary of the observational configuration. Columns A-C give the wavelength band of each of the three spectrographic cameras. # represents the number of pointings. Table 2 . Atomic data for the iron lines used for the centre-to-limb analysis. The W λ columns list the equivalent widths measured for the five different µ-angles using direct integration over the wavelength range specified by λ int . Ruffoni et al. (2014) , ( f ) May et al. (1974) , (g) Fuhr et al. (1988) , (h) Raassen & Uylings (1998) , (i) Blackwell et al. (1982a) .
use of theoretical data for diagnostic lines should be avoided for precision spectroscopy. However, sensitivity tests that we carried out indicate that Fe NLTE level populations in the Sun are not sensitive to uncertainties in oscillator strengths of this magnitude. All lines selected for abundance analysis in Sect. 3.2 have laboratory measurements of log(g f ).
Photo-ionisation cross-sections
We computed total and partial (state-to-state) photoionisation cross-sections for Fe I with the R-matrix method for atomic scattering as implemented in the RMATRX package (Berrington et al. 1995) . These calculations employed close coupling expansion of 157 states of the Fe II target ion from 35 configurations made by atomic orbitals up to principal quantum number n = 6. The atomic dataset includes cross-sections for 936 LS terms of Fe I with n 10 and l 7. Details of this calculation will be presented elsewhere (Bautista & Lind 2016, in preparation) . This calculation is considerably larger and more accurate than our previous computations of atomic data in Bautista (1997) . We use the total, not partial, photoionisation cross-sections in our model atom to limit the number of bound-free transitions. Each FeI level is thus bound to a single FeII level, as shown in Fig. 4 .
Electron collisions
We adopt the results of Zhang & Pradhan (1995) , who used the Rmatrix method to compute collision rates between electrons and 18 low-excitation states of singly ionised Fe. When not available for bound-bound and bound-free electron impact collisions, we follow the semi-empirical recipes given by Allen (2000) for FeI and FeII, which are originally from van Regemorter (1962) and Bely & van Regemorter (1970) . The same formula was used for optically allowed and forbidden transitions, assuming f = 0.005 for the latter, Figure 3 . The complete Fe model atom without fine structure. FeI levels are shown below the dashed line, which indicates the first ionisation potential, and the associated terms are listed at the bottom x-axis. The FeII levels considered in this work are shown above the dashed line and the associated terms are listed at the top axis. Even parity terms are displayed in red and odd parity terms in blue. The left-hand panel shows all radiative bound-bound transitions and the right-hand panel shows all bound-free transitions. Figure 4 . Same as in Fig. 3 , but for the reduced model atom used for 3D NLTE calculations. Merged levels are indicated with longer horisontal lines.
which gives the two types of transitions similar efficiencies. A comparison between rate coefficients computed by van Regmorter and Zhang & Pradhan (1995) for bound-bound FeII transitions gives a root mean square deviation of 0.6 dex in the temperature interval 3, 000 − 10, 000 K. For bound-free transitions, Allen (2000) mentions a probable uncertainty of 0.3 dex. We note that more recent collisional data for FeII now exist and should be used for NLTE calculations (Bautista et al. 2015) . For the Sun, NLTE effects on FeII lines are insignificant, so the new data would not influence our results.
Hydrogen collisions
Collision rates for excitation processes, Fe(α
, and charge transfer processes, Fe(α
due to low-energy hydrogen atom collisions on neutral iron have been calculated with the asymptotic two-electron method presented by Barklem (2016) . The calculation used here includes 138 states of FeI, and 11 cores of FeII, leading to the consideration of 17 symmetries of the FeH molecule. These data will be the subject of a future publication (Barklem, in prep.) .
For transitions with no data available, we approximated values using robust fits to the behaviour of the (logarithmic) quantum mechanical rate coefficients with transition energy at a given temperature. Linear fits were used for de-excitation rates and second order polynomials were used for charge exchange rates. The dispersion around the fits are approximately 1.2 dex in the temperature interval 3, 000 − 10, 000 K. A more elaborate discussion about the appropriate functional forms of such fits is given by Ezzeddine et al. (submitted).
Atom reduction
In its complete form, our Fe model atom contains more than 3,000 fine-structure energy levels, coupled by half a million radiative transitions. To establish the statistical equilibrium using this atom would mean having to solve the radiative transfer equation for at least hundreds of thousands of frequency points, which is not feasible in 3D. The atom must therefore be simplified, while preserving the overall NLTE behaviour.
The traditional method used to reduce the size of complex model atoms is to merge close energy levels, implicitly assuming that the levels have the same departure coefficients. The degeneracies of the levels that are merged are used as weights in the calculation of the mean energy and the radiative transition probabilities corresponding to the merged level, in such a way that the sum of g f is preserved. We start by following this approach for the collapse of the fine-structure levels, resulting in 762 bound levels of FeI, 41 levels of FeII, and the FeIII ground state. These levels are coupled by 92,567 transitions between bound states of FeI and 226 transitions between bound states of FeII. All FeI levels are coupled to a core FeII state and the photoionisation cross-sections are tabulated over 1,000-2,000 frequency points each. This model will be used as reference model atom and its term diagram is illustrated in Fig. 3 . The simplification process has so far preserved level configuration, term, and parity for all levels.
We thereafter proceed to test how much further the atomic level structure can be simplified without causing a significant change in the departure coefficients. We use the 3D structure of the Sun as the default test model in this section, adopting a depthindependent microturbulence value of 1 km s −1 . Above a certain energy limit, FeI energy levels are now merged that share the same multiplicity, parity, and configuration. We gradually decrease this energy limit, while monitoring the difference in equivalent width with respect to the reference model atom, for lines between 200 nm and 2µm. The number of levels were thereby reduced from 804 to 463.
If all radiative transitions were kept, the 463 level atom would still contain approximately 37,000 transitions. However, many transitions do not contribute significantly to make the level populations depart from LTE. To reduce the number of transitions and enable full 3D calculations, we first computed the net radiative imbalance for each transitions in the 3D model of the Sun, assuming LTE populations, i.e., ∆ i j = |n i R i j − n j R ji |. We then selected a point in the atmosphere (τ 500 nm ≈ 0.01), where the NLTE effects are noticeable and relevant for line formation, and removed radiative transitions with a relatively small value of ∆ i j . Thereby, only 3,000 bound-bound transitions and 100 bound-free transitions were kept.
We note that the choice of reference depth does not strongly influence which transitions are discarded. Finally, the wavelength grids of the photo-ionisation cross-sections were down-sampled heavily, to a factor 30 fewer points. The final reduced atom contains approximately 17,000 frequency points and preserves 3D equivalent widths for the Sun within 0.01 dex, compared to the reference atom. We note that, within these small uncertainties, the smaller atom gives slightly less efficient over-ionisation of FeI than the larger atom, but that further merging of energy levels would have the opposite effect because the collisional coupling between FeI to the FeII reservoir is reduced.
Spectral synthesis
The restricted NLTE problem, which neglects feedback effects on the atmospheric temperature and density structure, is solved using the 3D radiative transfer code Multi3D, developed by Botnen (1997) and Leenaarts & Carlsson (2009) . Amarsi et al. (2016a) and Paper III describe a range of improvements recently made to the code, most importantly a new equation-of-state and background opacity package, frequency parallelisation, and improved numerical precision. We use the same version of the code and same settings here as described in Paper III, except that we use a finer angle quadrature for the radiative transfer solution while the system converges. The Carlson A4 quadrature has 24 angles in total, four azimuthal and six inclined to the normal direction (Alder 1963) . After the level populations have converged, the final spectrum is computed at µ = 0.2, 0.4, 0.6, 0.8 and 1.0, in four azimuthal directions.
Multi3D calculations were performed on three atmospheric snapshots drawn from the most recent 3D radiationhydrodynamical simulation with the Stagger code (e.g. Stein & Nordlund 1998; Collet et al. 2011; Magic et al. 2013) . A detailed description of the updated simulation run will be given in a future paper (Amarsi et al. in prep.) . The snapshots were resized from their original 240 × 240 × 230 resolution to 60 × 60 × 101, as described and tested for an earlier Solar simulation by e.g. Amarsi & Asplund (2017) . The physical sizes of the snapshots are 6 × 6 × 1.5Mm.
In addition to LTE and non-LTE line profiles computed with Multi3D, we computed line profiles from a larger number of 15 snapshots in LTE using Scate (Hayek et al. 2011) . Subtle differences, of the order of 2 − 3%, were noticed in the centre-to-limb behaviour of equivalent widths between the two codes, with the latter more closely resembling observations. We therefore computed our final NLTE profiles by multiplying the NLTE/LTE profile ratio found by Multi3D with the LTE profiles computed by Scate. The average effective temperature of the 15 snapshots is 5776 ± 16 K, close enough for our purposes to the nominal T eff = 5772 K (Prša et al. 2016 ).
RESULTS AND DISCUSSION
It is well-known that level populations of Fe do not strongly depart from LTE in the line-forming regions of the Sun and NLTE effects on line strengths are therefore small (e.g. Mashonkina et al. 2011; Bergemann et al. 2012) . The 3D solar model predicts significant over-ionisation of FeI to be important only at very optically thin layers (log(τ 500nm ) < −3.5), while over-recombination barely dominates in deeper layers (−2 < log(τ 500nm ) < −3), and even deeper layers are fully thermalised. Line strengths are typically affected by less than 0.01 dex. In full 3D, the NLTE effects vary with the convection pattern and all but the highest excited levels experience under-population in the up-flowing granules and over-population in the inter-granular lanes (Fig. 6 ). This variation is expected given the much steeper temperature gradients of the granules and the behaviour is qualitatively similar to that found by Shchukina & Trujillo Bueno (2001) , although they predict stronger over-ionisation overall. This difference is likely due to the model atoms; our atom contains many more highly excited levels and collisions with neutral hydrogen, which strengthen the collisional coupling between FeI and the FeII reservoir and reduces NLTE effects. The surface variation can also be compared to the NLTE effects of Li I, Na I, Mg I and Ca I in metal-poor stars (Asplund et al. 2003; Lind et al. 2013; Nordlander et al. 2016) . The net effect from our 3D NLTE modelling is more over-ionisation of FeI compared to the 3D model and low-excitation lines in particular are substantially weakened. In Sect. 3.2, we describe how these effects propagate into iron abundance corrections.
For three FeI lines, we can compare our predicted NLTE effects with those of Holzreuter & Solanki (2013) . Their Fig. 8 shows histograms of the equivalent-width ratios between LTE and NLTE at each pixel in the xy-plane for FeI 5250Å, 6301Å, and 6302Å. For the bluer line, which has low excitation potential, we find a mean ratio of +4%; significantly less than their +15%. For the redder lines, we find −1%, compared to their +1%. Again, differences in model atom structure and adopted collisional cross-sections are most likely responsible for their stronger over-ionisation.
Centre-to-limb variation
After performing an assessment of blends, we selected eleven iron lines, including one FeII line, within the SST wavelength ranges (See Table 2 ). The ten FeI lines span a wide range in wavelength and strength, but unfortunately a narrow range in lower level excitation potential. As mentioned above, low-excitation lines are most sensitive to NLTE effects, but the only observed line, 5371Å, connected to a level below 2 eV in our wavelength regions is too blended to have diagnostic value and we therefore excluded it.
The centre-to-limb behaviour is depicted in Fig. 7 . The ob-served data points correspond to average equivalent widths measured at each µ-angle and the vertical error bars to the standard deviation of the individual pointings added to an estimated 0.5% error due to continuum placement. Equivalent widths were measured by direct integration within wavelength ranges that were considered blend-free (see Table 2 ), after applying a radial velocity correction that aligns the deepest point of the line profile with the rest wavelength. The curves correspond to the predicted equivalent widths at a given abundance for each model and line, optimised to match disk-centre line strengths. The model spectra were similarly corrected to rest wavelength and integrated over the same wavelength interval as the observations. We chose this approach to enable a comparison between the models that is as fair as possible, because the 3D velocity field gives rise to a differential radial velocity effect with µ that is not captured in 1D or 3D . Full 3D modelling matches the observed centre-to-limb behaviour well; the equivalent widths are reproduced to within ∼5% in both LTE and NLTE. Comparing the two, the latter performs better for strong lines, 5367Å and 5383Å, and for the only line that becomes weaker in NLTE, 6151Å, which has the lowest excitation potential of our lines. LTE is slightly better for 5373Å and 5389Å , but the differences are small and restricted to µ = 0.2. There is a general tendency for the 3D equivalent widths of weak lines, W λ < 100 mÅ, to be over-predicted by a few percent at µ = 0.2.
We have investigated if a better match to the limb observations could be achieved by modifying the model atom. A single 3D snapshot was run with model atoms for which all hydrogen collision and electron collision rates, respectively, were reduced by an order of magnitude. The results for the atom with modified hydrogen collisions is labeled H×0.1 in Fig. 7 and the atom with modified electron collisions is labeled e × 0.1. We find that reduced hydrogen collisions systematically strengthen the limb equivalent widths compared to the disk centre, such that the discrepancy with the observations increases for most lines. The effect on the level populations is such that the departures from LTE are simply shifted to deeper layers. Reducing the electron collisions also makes NLTE effects set in at deeper layers, but it also gradually enhances the over-ionisation of FeI with decreasing atmospheric depth. This has a small differential effect on the centre-to-limb variation that improves the agreement with observations in most cases.
The change in line strength as a function of viewing angle is not well predicted by the 3D model, which gives systematically too small equivalent widths at the limb compared to the line centre. NLTE line formation alleviates the problem slightly for FeI lines, but the line strength at µ = 0.2 is still 5 − 20% too small. The different behaviour to full 3D modelling can be largely attributed to the treatment of velocity fields; Fig. 8 shows the results of 3D LTE modelling with the velocity field at all points and in all directions set to zero, but with a constant microturbulence of 1 km s −1 . Evidently, this method reproduces the 3D centre-to-limb behaviour very closely, in particular for the FeII line and the high-excitation FeI lines. Fe I 6151Å shows a slightly larger difference, which is probably caused by its lower excitation potential and thus greater sensitivity to temperature inhomogeneities. Fig. 8 also shows the results of using a 1D MARCS model atmosphere (Gustafsson et al. 2008 ) with 1 km s −1 . microturbulence, which even more strongly underestimates the the line strengths at the limb, in agreement with the Fe line analysis of Pereira et al. (2009a) . The difference with respect to 3D may be attributed to the slightly steeper temperature gradient around continuum optical depth unity.
This failure of 1D models is well-known and was reported already by Holweger et al. (1978) , who demonstrated that a µ-dependent microturbulence may solve the problem. Their Fe line analysis found empirically that a value of 1.6 km s −1 is suitable at µ = 0.3, compared to 1.0 km s −1 at the disk centre, thus strengthening lines at the limb compared to centre. The same qualitative behaviour of 1D models has also been demonstrated for the centreto-limb behaviour of the O I 777 nm triplet (Steffen et al. 2015) . We refrain from deriving an empirical µ-dependent microturbulence for 1D and 3D modelling to match our observations, but emphasize that models can now predict the 3D velocity field and thus the line broadening without invoking free parameters. We note that strengthening of lines toward the limb can occur also in 1D models as a consequence of the change in temperature gradient, without considering the velocity field, as shown e.g. for very weak (< 15 mÅ) O I, Sc II, and Fe I lines by (Pereira et al. 2009a) . Mashonkina et al. (2013) modelled the centre-to-limb behaviour of two FeI lines, 6151Å and 7780Å, using the SST observations of Pereira et al. (2009a) . They report 1D LTE modelling based on MAFAGS-OS model atmosphere (Grupp et al. 2009 ), 3D LTE modelling based on a CO 5 BOLDT model atmosphere (Freytag et al. 2012) , and 3D LTE and NLTE modelling. For the bluer line, also studied in this paper, their 1D and 3D LTE results are in good agreement with ours, but their 3D LTE modelling predicts more line strengthening toward the limb, implying that the 3D velocity field is characteristically different from our Stagger model. For the redder line, not studied here, they find 3D NLTE to well reproduce the centre-to-limb behaviour.
The importance of velocity fields aside, little can be found in the literature to explain the model centre-to-limb behaviour of different lines from basic principles. In general, we find that the 3D model predicts line strengthening toward the limb for blue lines (< 4000Å) and line weakening for red lines. Strong lines tend to be more weakened than weak lines at a given wavelength, as can be seen in Fig. 7 . We find that this behaviour can be partly explained by equation 17.183 in Hubeny & Mihalas (2014) :
To derive this expression, the authors assume a line formed in true absorption and a linear dependence of the Planck function with continuum optical depth at a given frequency, such that B ν = a ν + b ν τ c , where a ν and b ν are positive constants. Scattering and velocity fields are neglected. I ν (0, µ) is the emergent intensity at a given µ-angle, I c (0, µ) is the corresponding continuum intensity, and β ν is the ratio between line and continuous opacity. Since 1 + β ν > 1, the residual intensity at the limb is always higher than at disk centre for a given wavelength. Lines are therefore always predicted to weaken with decreasing µ, which we have seen is true at least for red lines according to 3D modelling. It may further explain why strong lines typically decrease more in line strength than weak lines, because the inverse dependence on β ν has higher influence on the residual intensity at higher µ. When β ν 1, Eq. 1 approaches a ν /(a ν + b ν µ), which implies that the behaviour for strong lines at a given frequency is similar. This is true for the two strongest lines in our sample. Further, we estimated values for the coefficients a ν and b ν in the region around continuum optical depth unity for our lines and found that they change in such a way that it can explain why redder lines are more weakened than bluer (see Fig. 7 and 8) . However, the dependence is weaker than what the detailed modelling predicts. The validity of Eq. 1 thus appears limited by the assumptions made. 3D LTE 3D NLTE 3D NLTE Hx0.1 3D NLTE ex0.1 <3D> LTE <3D> NLTE Figure 7 . Centre-to-limb variation of solar iron lines. The black bullets are observed equivalent widths and the lines represent predictions in LTE and NLTE for different model atmospheres and atomic data. A depth-and µ-independent microturbulence value of 1 km s −1 was adopted for the 3D models. In the H × 0.1 and e × 0.1 models, Hydrogen and electron collisional rates were reduced by a factor ten, respectively. 3D LTE v=0 <3D> LTE 1D LTE Figure 8 . The black bullets and red dashed lines are the same as in Fig. 7 . The red solid lines represent 3D LTE modelling without velocity fields. For all models, we assume a depth-and µ-independent microturbulence value of 1 km s −1 . In this study, we re-determined iron abundances for the lines selected by Scott et al., but using consistent 3D NLTE modelling. As described in the beginning of Sect. 3, full 3D calculations predict a higher degree of over-ionisation than 3D calculations. Our new analysis technique and new model atomic data for Fe result in more positive abundance corrections for low-excitation FeI lines; between +0.03 and +0.06 dex for E low < 1 eV), while highexcitation lines (E low > 4 eV) are at most affected by −0.01 dex. This can be compared to +0.11 dex and +0.06 dex predicted for low and high-excitation lines, respectively, by Shchukina & Trujillo Bueno (2001) . Our FeI line abundances move slightly further away from fulfilling excitation balance, while the offset in ionisation balance is reduced to 0.04 dex. The weighted mean abundance of all lines becomes slightly larger; 7.48 ± 0.04 dex.
Iron abundance
We repeated the model atom modifications described in Sect. 3.1, in order to evaluate if better agreement between different iron lines can be achieved. The H × 0.1 model with altered hydrogen collisions improves neither excitation nor ionisation balance, while the e × 0.1 model with altered electron collisions reduces the ionisation imbalance to 0.01 dex, but at the expense of further strengthening the excitation imbalance. Turning to other potential sources of error, we note our use of electron densities computed in LTE, although important electron donors (including hydrogen) have been shown to have significant NLTE effects. We also remind the reader that the atom reduction itself may have a small impact (see Sect. 2.3).
Finally, Scott et al. (2015) discussed the influence on FeI line abundances by magnetic fields, referencing the work of Fabbian et al. (2012) , and concluded that an ionisation imbalance of order 0.02 dex may be amended by using realistic magnetohydrodynamic simulations with an average field strength of 100 G (Trujillo Bueno et al. 2004 ). However, the simulations by Moore et al. (2015) showed that the magnetic field must be concentrated and coherent to have an impact; a small-scale, randomly oriented field of 80 G would not affect the iron abundance determination significantly. Shchukina & Trujillo Bueno (2015) concluded, based on the magneto-convection simulation by Rempel (2014) , that a small-scale dynamo with no net magnetic flux would have a typical influence on FeI line abundances of the order +0.014 dex.
CONCLUSIONS
We have demonstrated that full 3D, NLTE modelling of iron line formation of the Sun, using a comprehensive model atom with 463 levels, is now feasible and can successfully reproduce observed data without invoking free parameters (see also Paper III and Nordlander et al. 2016 ). In particular we conclude here:
• 3D NLTE effects on low-excitation FeI lines (< 1 eV) are stronger than predicted by 3D modelling, resulting in 0.03-0.06 dex higher abundances for these lines.
• When normalised to disk-centre line strength, full 3D NLTE modelling typically over-predicts limb (here µ = 0.2) line strengths by approximately 5 %. 1D and 3D modelling in LTE and NLTE perform significantly worse, assuming a constant microturbulence of 1 km s −1 , independent of depth and viewing angle. We stress the importance of proper treatment of the 3D velocity field for centreto-limb modelling.
• The iron abundance of the Sun is found to be log( Fe ) = 7.48 ± 0.04 dex, using consistent 3D NLTE modelling of the lines selected by Scott et al. (2015) .
• The ionisation imbalance between FeI and FeII line abundances in the Sun is reduced to 0.04 dex compared to 0.06 dex found by Scott et al. (2015) . FeI line abundances show a negative slope with respect to excitation potential, similarly to metal-poor standard stars (see Paper III).
• Rates of collisional excitation and ionisation of FeI by electrons still rely on simple semi-empirical recipes. Our tests show that less efficient electron collisions than employed in this work can improve agreement with solar observations in certain respects. This highlights the urgent need of improved data for such transitions, e.g. using the R-matrix method.
• High-quality solar observations at different viewing angles pose excellent challenges for spectral line formation models, testing the accuracy of atomic data as well as physical assumptions. Low-excitation FeI lines are of particular diagnostic importance and more data should be obtained.
