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In this paper, we investigate how 1-D reversible cellular automata (RCAs) can simulate
reversible Turingmachines (RTMs) and cyclic tag systems (CTSs). A CTS is a universal string
rewriting system proposed by M. Cook. First, we show that for anym-state n-symbol RTM
there is a 1-D 2-neighbor RCAwith a number of states less than (m+2n+1)(m+n+1) that
simulates it. It improves past results both in the number of states and in the neighborhood
size. Second, we study the problem of finding a 1-D RCA with a small number of states
that can simulate any CTS. So far, a 30-state RCA that can simulate any CTS and works on
ultimately periodic infinite configurations has been given byK.Morita. Here,we show there
is a 24-state 2-neighbor RCA with this property.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
From the beginning of the history of cellular automata (CAs) computation-universality has been continuously studied
as one of the important problems in CAs. It is well known that von Neumann [1] designed a 2-D 29-state CA that is both
computation- and construction-universal. Codd [2] improved the results by giving an 8-state model. In these CAs, Turing
machines can be realized as finite configurations in a cellular space. (Note that a finite configuration is such that the number
of cells in non-quiescent state is finite.) Banks [3] gave a 2-D 2-state vonNeumann-neighbor CA inwhich any Turingmachine
is realizable as an ultimately periodic infinite configuration. On the other hand, it has been shown that the Game of Life, a
2-D 2-state Moore-neighbor CA, is universal, where any 2-counter machine can be realized as a finite configuration [4].
In the case of 1-D CAs, Cook [5] showed that the elementary (i.e., 2-state 3-neighbor) CA of rule 110 with infinite
configurations is computation-universal. He proved it by showing the CA of rule 110 can simulate any cyclic tag system
(CTS), which is a kind of string rewriting system having universality. An intrinsically universal 1-D CA, which can simulate
any 1-D CA in infinite configurations, was studied by Ollinger and Richard [6], and they gave a 4-state 3-neighbor model.
As for ‘‘reversible’’ CAs (RCAs), Toffoli [7] first showed the existence of a computation-universal 2-DRCA. Later,Morita and
Harao [8] showed that a 1-D RCA is also computation-universal. In the case of 2-D RCA, various simple universalmodels have
been proposed up until now.Margolus [9] gave an interesting 2-D 2-state RCAwithMargolus-neighbor that can simulate the
Billiard-Ball Model of computation by which the Fredkin gate, a universal reversible logic gate, can be realized. Morita and
Ueno [10] used the framework of partitioned CA (PCA), a subclass of conventional CAs, and gave twomodels of 2-D 16-state
von Neumann-neighbor universal reversible PCAs. Imai and Morita [11] showed a 8-state universal reversible triangular
PCA that has a very simple local function. Since a PCA is a subclass of the standard CA, it is convenient to design RCAs having
desired properties. As for other simple universal RCAs; see e.g. a survey paper [12].
In this paper, we investigate the problem of simulating reversible Turing machines (RTMs) and cyclic tag systems (CTSs)
by 1-D RCAs. First, we study howwe can reduce the number of states and the neighborhood size of RCAs that simulate RTMs.
So far, there have been a few researches on this problem. Morita and Harao [8] showed that for a given m-state n-symbol
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Fig. 1. Cellular space of a 1-D 3-neighbor PCA, and its local function f .
RTM, we can construct a 1-D n(m + 2)3-state 3-neighbor RCA that simulates it. In their method, it is assumed that a given
RTM is in the quadruple form. Morita [12] gave amethod to construct a 1-D 2n(m+1)2-state 3-neighbor RCA that simulates
a given m-state n-symbol RTM defined in the quintuple formulation. Dubacq [13] presented a construction method of a
1-D RCA that simulates a given TM. Since his method works even if the TM is irreversible, the number of states of the RCA
becomes large: i.e., 2n2(m + 1)3 states are needed for a given TM of the quintuple form. Here, we give a new method of
constructing a 1-D 2-neighbor RCAwith a number of states less than (m+2n+1)(m+n+1) that simulates a givenm-state
n-symbol RTM of the quintuple form. This result reduces both the neighborhood size and the number of states. All the above
methods use the framework of a PCA.
We then investigate the problem of finding a simple 1-D RCA that can simulate any CTS. In [14] two such RCAswere given
using the framework of a PCA. The first one is a 36-state 2-neighbormodel on ultimately periodic infinite configurations, and
the second one is a 98-state 3-neighbormodel on finite configurations. Later, the number of states of the formerwas reduced,
i.e., a 30-state 2-neighbor universal reversible PCAwas given in [12]. In this paper, we further improve this result by showing
a 24-state 2-neighbor reversible PCA that can simulate any CTS and works on ultimately periodic infinite configurations.
Since it is known that for any Turing machine there is a CTS that simulates the former [5], computation-universality of the
24-state reversible PCA follows.
2. Preliminaries
2.1. Partitioned cellular automata and their reversibility
A CA A is called an injective CA if its global function is injective, and is called an invertible CA if there is a CA A′ whose
global function is the inverse of A’s. Since injectivity and invertibility of CAs are known to be equivalent by the theorems of
Hedlund [15] and Richardson [16], we can simply call such a CA ‘‘reversible’’. However, it is in general difficult to design an
RCA because of the following reason. In the case of 2-D CAs, Kari [17] showed that the decision problem of reversibility for
CAs is unsolvable. In the 1-D case, Amoroso and Patt [18] gave a decision algorithm for reversibility, but it is not so easy to
test it. Therefore, when constructing an RCA having a desired property, we need some special method to do so. We here use
a framework of a partitioned cellular automaton (PCA) [8], which is a subclass of a conventional CA.
Definition 1. A deterministic one-dimensional 3-neighbor partitioned cellular automaton (PCA) is a system defined by
P = (Z, (L, C, R), (1, 0,−1), f , (l0, c0, r0)),
where Z is the set of all integers, L, C , and R are non-empty finite sets of states of the left, center, and right parts of each cell,
respectively (thus the state set of each cell is Q = L × C × R), (1, 0,−1) is a neighborhood, f : Q → Q is a local function,
and (l0, c0, r0) ∈ Q is a quiescent state satisfying f (l0, c0, r0) = (l0, c0, r0).
Let pL : Q → L be the projection function such that pL(l, c, r) = l for all (l, c, r) ∈ Q . The projections pC and pR are
defined similarly. Let Conf(Q ) be the set of all configurations over Q , i.e., Conf(Q ) = {α |α : Z → Q }. The global function
F : Conf(Q )→ Conf(Q ) of P is defined as the one that satisfies the following formula.
∀α ∈ Conf(Q ), x ∈ Z : F(α)(x) = f (pL(α(x+ 1)), pC (α(x)), pR(α(x− 1)))
Each cell is divided into three parts, i.e., left, center, and right parts, and their state sets are L, C , and R. The next state of
a cell is determined by the present states of the left part of the right-neighbor cell, the center part of this cell, and the right
part of the left-neighbor cell (not depending on the whole three parts of the three cells). Fig. 1 shows its cellular space, and
how the local function f works. Let (l, c, r), (l′, c ′, r ′) ∈ L × C × R. If f (l, c, r) = (l′, c ′, r ′), then this equation is called a
local rule (or simply a rule) of the PCA P . It can be written in a pictorial form as shown in Fig. 2. Note that, in the pictorial
representation, the arguments of the left-hand side of f (l, c, r) = (l′, c ′, r ′) appear in the reverse order.
A configuration α of P is called finite, if {x |α(x) ≠ (l0, c0, r0)} is finite. A configuration α is called ultimately periodic to
the right if there are x0 ∈ Z and a positive integer p such that ∀x ∈ Z (x ≥ x0 ⇒ α(x + p) = α(x)). Likewise, α is called
ultimately periodic to the left if there are x0 ∈ Z and a positive integer p such that ∀x ∈ Z (x ≤ x0 ⇒ α(x − p) = α(x)).
A configuration that is ultimately periodic both to the right and to the left is called ultimately periodic. Note that a finite
configuration is ultimately periodic.
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Fig. 2. A pictorial representation of a local rule f (l, c, r) = (l′, c ′, r ′) of a 1-D 3-neighbor PCA.
Fig. 3. Cellular space of a 1-D 2-neighbor PCA, and its local function f .
A 1-D 2-neighbor PCA P = (Z, (C, R), (0,−1), f , (c0, r0)) is also defined similarly, where each cell is divided into two
parts C and R, and the local function f : C × R → C × R is applied as shown in Fig. 3. Note that a 2-neighbor PCA can be
considered as a special case of a 3-neighbor PCA where the left state set L is a singleton. It is also regarded as a kind of a CA
with block rules.
Definition 2. Let P = (Z, (L, C, R), (1, 0,−1), f , (l0, c0, r0)) be a 3-neighbor PCA. P is called locally reversible iff the local
function f is injective, and called globally reversible iff the global function F is injective.
As stated in the following proposition, local reversibility and global reversibility are equivalent notions in PCAs. Hence,
such a PCA is simply called reversible hereafter.
Proposition 3 ( [8]). Let P be a 3-neighbor PCA. P is locally reversible iff it is globally reversible.
It is easy to see that PCAs are a subclass of traditional CAs [8]. Hence, by the above proposition, if we want to have an
RCA, it is sufficient to construct a PCA whose local function is injective.
2.2. Reversible Turing machines
Bennett [19] showed that for any (maybe irreversible) TM, there is an RTM that simulates the former and leaves almost
no garbage information on the tape. He used the quadruple formulation for RTMs, because an ‘‘inverse’’ RTM for a given RTM
is easily defined. Here, we use the quintuple formulation instead, since classical TMs are usually defined in this form, and
the method of simulating RTMs by RCAs will become simpler.
Definition 4. A Turing machine (TM) in the quintuple form is defined by
T = (Q , S, q0, F , s0, δ),
where Q is a finite set of states, S is a finite set of tape symbols, q0 ∈ Q is an initial state, F ⊂ Q is a set final (halting) state,
and s0 ∈ S is a blank symbol. δ is a move relation, which is a subset of (Q × S × S × {L,N, R} × Q ), where L,N, and R stand
for left-shift, no-shift, and right-shift of the head. Each element of δ is an instruction in the quintuple form [p, s, s′, d, q]. It
means if T reads the symbol s in the state p, then write s′, shift the head to the direction d, and go to the state q. We assume
that T can halt only in a final state, and that if p ∈ F then [p, s, s′, d, q] ∉ δ for all s, s′ ∈ S, d ∈ {L,N, R}, and q ∈ Q .
T is called a deterministic TM iff the following condition holds for any pair of distinct quintuples [p1, s1, s′1, d1, q1] and[p2, s2, s′2, d2, q2] in δ.
If p1 = p2, then s1 ≠ s2.
In what follows, we consider only deterministic TMs, and hence we omit the word ‘‘deterministic’’ hereafter.
T is called a reversible TM (RTM) iff the following condition holds for any pair of distinct quintuples [p1, s1, s′1, d1, q1] and[p2, s2, s′2, d2, q2] in δ.
If q1 = q2, then s′1 ≠ s′2 ∧ d1 = d2.
On the other hand, a TM in the quadruple form has two types of quadruples, i.e., the read/write type and the shift type
(see e.g., [19,12] for its definition). Conversion methods between the quadruple form and the quintuple form of RTMs are
described in [20]. For a given RTM of the quintuple form with m states and n symbols, we can construct an RTM of the
quadruple form with 2m states and n symbols. Conversely, for a given RTM of the quadruple form with m states and n
symbols, we can obtain an RTM of the form with m states and n symbols by a straightforward manner (but it is possible to
reduce the number of states by simulating a consecutive pair of read/write and shift quadruples by one quintuple).
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A computational configuration of a TM T is specified by the contents of the tape, the head position, and the state
of the finite control. It is expressed by the following symbol sequence, which represents the contents of the tape is
· · · ai−2ai−1aiai+1ai+2 · · · and the finite control is reading the symbol ai in the state qj.
· · · ai−2 ai−1 qj ai ai+1 ai+2 · · ·
It is called an instantaneous description (ID) of T . Usually, an ID of T is expressed by a finite sequence of symbols by omitting
infinite portions of the tape consisting only of blank symbols.
2.3. Cyclic tag systems
A cyclic tag system is a kind of string rewriting system having computation-universality introduced by Cook [5].
Definition 5. A cyclic tag system (CTS) over the alphabet {Y ,N} is defined by
C = (k, (p0, . . . , pk−1)),
where k (k = 1, 2, . . . ) is the length of a cycle (or period), and (p0, . . . , pk−1) ∈ ({Y ,N}∗)k is a k-tuple of production rules.
A pair (v,m) is called an instantaneous description (ID) of C , where v ∈ {Y ,N}∗ and m ∈ {0, . . . , k− 1}. m is called a phase
of the ID. A transition relation⇒ on the set of IDs is defined as follows. For any (v,m), (v′,m′) ∈ {Y ,N}∗ × {0, . . . , k− 1},
(Yv,m)⇒ (v′,m′) iff [m′ = m+ 1mod k] ∧ [v′ = vpm],
(Nv,m)⇒ (v′,m′) iff [m′ = m+ 1mod k] ∧ [v′ = v].
A sequence of IDs (v0,m0), (v1,m1), . . . is called a computation starting from v ∈ {Y ,N}∗ iff (v0,m0) = (v, 0) and (vi,mi)
⇒ (vi+1,mi+1) (i = 0, 1, . . .), and is denoted by (v0,m0)⇒ (v1,m1)⇒ · · · .
A CTS is a system where production rules (p0, . . . , pk−1) are used cyclically, i.e., pm is used when the phase is m
(m = 0, . . . , k − 1). If the head symbol of a rewritten string is N , then the symbol N is simply removed. On the other
hand, if the head symbol is Y , then it is removed and pm is attached at the end of the rewritten string.
It should be noted that the above defined CTS never halts unless a rewritten string becomes an empty string. It is, of
course, possible to incorporate the notion of halting into a CTS in several ways. For example, in [14] it is so defined that a
CTS halts iff it reaches an ID (Yv, 0) for some v ∈ {Y ,N}∗, i.e., the head symbol of a rewritten string is Y at phase 0. By such a
modified definition, we can define a CTS that computes a function, where inputs and outputs are encoded in the initial and
the final IDs. However, in this paper, we do not manage the notion of halting of a CTS explicitly. This is because we are trying
to reduce the number of states of an RCA that simulates a CTS (universality of the elementary CA of rule 110 was also shown
in this way [5]). If we want to manage halting of a CTS under Definition 5, we must watch an ID of the CTS at every time
step from the outside of the CTS whether it reaches an ID of a specific form, say (Yv, 0), and retrieve an output from such
an ID. As we shall discuss in Section 2.4, in the case of RCAs, some kind of observation of configurations from the outside is
necessary.
Example 6. The following is a simple example of a CTS.
C0 = (3, (Y ,NN, YN)).
If we give NYY to C0 as an initial string, then
(NYY , 0)⇒ (YY , 1)⇒ (YNN, 2)⇒ (NNYN, 0)
⇒ (NYN, 1)⇒ (YN, 2)⇒ · · ·
is a computation starting from NYY .
2.4. The notion of simulation by RCAs
In the following sections we will give RCAs that can simulate RTMs and CTSs. We explain here the notion of simulation
employed in this paper. First, it should be noted that in RTMs and CTSs, a computing process is a (possibly infinite) sequence
of IDs,where each ID is expressed by a finite sequence of symbols. On the other hand, in a 1-DRCA (or 1-DCA in general), each
configuration is a sequence of states that is infinite in both directions. But, here, we consider only RCAswhose configurations
are finite or ultimately periodic. Hence, they also have finite descriptions.
Let A be an RTM or a CTS, and B be an RCA. Let CA be the set of all IDs of A, and CB be the set of all ultimately periodic
configurations of B (note that it includes all finite configurations). A pair of mappings (ϕ, ψ) is called an encoding/decoding
pair between CA and CB, where (i) ϕ : CA → CB is an encoding function that is injective, (ii) ψ : CB → (CA ∪ {⊥}) is a
decoding function, and (iii)ψ ◦ϕ is an identity function. We also assume ϕ andψ have a certain fixed time-complexity, and
usually we design them so that they are easily computable, say in linear time.
Let α0 be an arbitrary ID of A at time 0, and αt be the one at time t > 0. We say A is simulated by an RCA B under the
encoding/decoding pair (ϕ, ψ), if the following holds. For every initial ID α0 of A and a time step t > 0, if B starts from the
configuration ϕ(α0), then there is a time step t ′ > 0 such that ψ(F t
′
(ϕ(α0)) = αt , where F is the global function of B.
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When simulating RTMs or CTSs by RCAs, there arises another problem. For an RTM, the notion of halting is explicitly
defined. This notion could also be defined for an CTS, though in Definition 5 we did not do so. On the other hand, by the
definition of reversibility, we see no RCA can halt, i.e., it cannot keep the same configuration after finishing a computing
process unless the initial configuration is a halting one. Therefore, when we use an RCA for simulating an RTM or a CTS, we
should watch every configuration of it, and check if some specific pattern, which indicates an end of computation, appears
in the configuration. Generally such a checking should be performed easily, and thus the set of specific patterns must be
defined in a simple way such as containing a specific ‘‘flag’’ state that indicates ‘‘end of a computing’’, or specified by a
regular set.
3. Simulating RTMs by 2-neighbor reversible PCAs
3.1. Past results on simulating RTMs by reversible PCAs
The next proposition states that any RTM in the quintuple form can be simulated by an RCA. This result was obtained by
modifying the simulation method of RTMs in the quadruple form [8] to those in the quintuple form.
Proposition 7 ([12]). For any RTM T in the quintuple form with m states and n symbols, we can construct a 1-D 3-neighbor
reversible PCA P = (Z, (L, C, R), (1, 0,−1), f , (l0, c0, r0)) that simulates T , where |L| = |R| = (m+ 1), and |C | = 2n.
On the other hand, it is known that any 3-neighbor reversible PCA can be simulated by a 2-neighbor reversible PCA (see
Fig. 4 for its outline).
Proposition 8 ([21]). Let P = (Z, (L, C, R), (1, 0,−1), f , (l0, c0, r0)) be a 3-neighbor reversible PCA. Then there is a 2-neighbor
reversible PCA P ′ = (Z, (C ′, R′), (0,−1), f ′, (x0, y0)) that simulates P, where |C ′| = |L| · (|C | + 1), and |R′| = (|C | + 1) · |R|.
Combining Propositions 7 and 8, it is seen that for any RTM T in the quintuple form withm states and n symbols, we can
construct a 1-D (m+1)2(2n+1)2-state 2-neighbor reversible PCA that simulates T . In the next subsection, we will improve
this result by a direct simulation, and show (m+ n+ 1)(m+ 2n+ 1) states are sufficient.
3.2. The new result
Lemma 9. For any RTM T = (Q , S, q0, F , s0, δ), we can make an RTM T ′ = (Q , S, q0, F , s0, δ′) that simulates T and has no
quintuple of the form [p, s, s′,N, p′].
Proof. Let δ′ := δ, and do the following procedures 1 and 2.
1. For every quintuple of the form [p, s, s′,N, p′] ∈ δ′ such that p′ ∈ F , remove it from δ′ and add [p, s, s′, R, p′] to δ′. It is
easy to see that the resulting δ′ satisfies the reversibility condition, since the old δ′ is so and q is a final state.
2. Repeat the following until no quintuple of the form [p, s, s′,N, p′] is contained in δ′. Choose a quintuple of the form
[p, s, s′,N, p′] from δ′. Since p′ ∈ (Q − F) and T is deterministic, there exists exactly one quintuple of the form
[p′, s′, s′′, d, p′′] in δ′. Then, remove both of them from δ′, and add [p, s, s′′, d, p′′] to δ′. We can see the new δ′ satisfies the
reversibility condition, since the old one is so.
By above, we can obtain a desired T ′. 
Let T = (Q , S, q0, F , s0, δ) be an RTM in the quintuple form. In what follows, without loss of generality, we assume that
for all q ∈ (Q − {q0}) there exists [p, s, s′, d, p′] ∈ δ such that q = p′. Otherwise, such q is not reachable, and is thus
removable. By Lemma 9 we also assume that there is no quintuple of the form [p, s, s′,N, p′] in δ. Let QL, and QR be the sets
of states of T defined as follows.
QL = {q | ∃p ∈ Q ∃s, s′ ∈ S ([p, s, s′, L, q] ∈ δ)}
QR = {q | ∃p ∈ Q ∃s, s′ ∈ S ([p, s, s′, R, q] ∈ δ)}
QL (QR respectively) is the set of states such that the shift direction just before T enters the state is L (R). Since T is an RTM,
QL ∩ QR = ∅ holds. We further assume, without loss of generality, F ⊂ QR. Now, define Q ′L as follows.
Q ′L =

QL if q0 ∈ QL ∪ QR
QL ∪ {q0} if q0 ∉ QL ∪ QR
Letm = |Q |,mL = |Q ′L |,mR = |QR|, and n = |S|. We can seem = mL +mR.
Theorem 10. Let T = (Q , S, q0, F , s0, δ) be an arbitrary RTM in the quintuple form, and Q ′L , QR, mL, mR and n be the ones
defined above. Then, we can construct a 1-D 2-neighbor reversible PCA P = (Z, (C, R), (0,−1), f , (c0, r0)) that simulates T
where |C | = (mL + 2n+ 1), and |R| = (mR + n+ 1).
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Fig. 4. Simulating a 3-neighbor reversible PCA P3 by a 2-neighbor reversible PCA P2 [21].
Proof. P is given as follows. First, C , R, and the quiescent state are as below, where Sˆ = {sˆ | s ∈ S}.
C = Q ′L ∪ S ∪ Sˆ ∪ {∗}
R = QR ∪ S ∪ {∗}
(c0, r0) = (s0, s0)
The local function f : C × R → C × R is defined as below.
f (t, s) = (s, t) if s, t ∈ S (1)
f (s, ∗) = (s, ∗) if s ∈ S (2)
f (∗, s) = (∗, s) if s ∈ S (3)
f (∗, ∗) = (q0, ∗) if q0 ∈ Q ′L (4)
f (∗, ∗) = (∗, q0) if q0 ∈ QR (5)
f (p, s) = (q, t) if [p, s, t, L, q] ∈ δ ∧ p ∈ Q ′L (6)
f (s, p) = (q, t) if [p, s, t, L, q] ∈ δ ∧ p ∈ QR (7)
f (p, s) = (t, q) if [p, s, t, R, q] ∈ δ ∧ p ∈ Q ′L ∧ q ∉ F (8)
f (s, p) = (t, q) if [p, s, t, R, q] ∈ δ ∧ p ∈ QR ∧ q ∉ F (9)
f (p, s) = (tˆ, q) if [p, s, t, R, q] ∈ δ ∧ p ∈ Q ′L ∧ q ∈ F (10)
f (s, p) = (tˆ, q) if [p, s, t, R, q] ∈ δ ∧ p ∈ QR ∧ q ∈ F (11)
f (s, q) = (s, q) if s ∈ S ∧ q ∈ F (12)
f (tˆ, s) = (sˆ, t) if s, t ∈ S (13)
It is easy to verify that the right-hand sides of the above rules are all different each other, because T is an RTM. Hence, we
can obtain an injection f by appropriately setting its values not specified by the above rules.
Assume the initial ID of T is as below, where T is reading the symbol ai in q0.
· · · ai−2 ai−1 q0ai ai+1 ai+2 · · ·
If q0 ∈ Q ′L , then set the initial configuration of P as follows.
. . . , (ai−1, ai), (q0, ∗), (ai+1, ai+2), . . .
If q0 ∈ QR, then set it as follows.
. . . , (ai−2, ai−1), (∗, q0), (ai, ai+1), . . .
It is clear that each step of T near the head is simulated by the rules (6)–(9) in real time, while the other part is by (1)–(3).
When T enters a final state q, the symbol of T at that position is changed to a symbol with ˆ by (10) and (11). The final state
q acts as a right-moving signal by (12). Note that P itself cannot halt, because P is reversible, but the final result on the tape
of T is kept unchanged by (1)–(3), (12), and (13). The rules (4) and (5) are for going back to configurations of t < 0.
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Although we do not give here a precise definition of the encoding/decoding pair (ϕ, ψ) (described in Section 2.4) for this
simulation, there is no difficulty in defining it. The encoding function ϕ is easily obtained from the explanation of how to
make an initial configuration of P from a given initial ID of T . As for the decoding functionψ , we should note only the point
that the position of ∗ in the configuration of P is arbitrary. Since it is easily managed, and there is no other difficult problem,
we can have a definition ofψ . Termination of a simulation can be sensed from the outside of the RCA by observing if a final
state of T appears in some cell of P ’s configuration as a kind of a flag. 
By Theorem 10, we can obtain a reversible PCA P with at most (m + 2n + 1)(m + n + 1) states that simulates a given
RTM T withm states and n symbols, sincemL,mR ≤ m. But, note that, ifmL ≥ 1 andmR ≥ 1, the number of states of P is at
most (m+ 2n)(m+ n). Furthermore, if mL = 0 then the number of states is (2n+ 1)(m+ n+ 1), and if mR = 0 then it is
(m+ 2n+ 1)(n+ 1).
Consider the following example of a computing process of an RTM T1, where qf is a final state.
t = 0 · · · a−1 a0 q0a1 a2 a3 a4 · · ·
1 · · · a−1 a0 a′1 q1a2 a3 a4 · · ·
2 · · · a−1 a0 a′1 a′2 q2a3 a4 · · ·
3 · · · a−1 a0 a′1 q3a′2 a′3 a4 · · ·
4 · · · a−1 a0 q4a′1 a′′2 a′3 a4 · · ·
5 · · · a−1 a0 a′′1 qf a′′2 a′3 a4 · · ·
The 1-D 2-neighbor reversible PCA constructed by the method of Theorem 10 simulates T1 as shown in Fig. 5. In the
configurations of t < 0, we can see that a right-moving signal ∗ comes from the left. When it meets another stationary ∗,
the initial state q0 is created. Then, each step of T1 is simulated step by step in real time until it reaches the state qf . After
that, the state qf goes rightward without affecting the tape symbols of T1.
4. A 24-state universal reversible PCA P24
Theorem 11. There is a 1-D 24-state 2-neighbor reversible PCA with ultimately periodic configurations that can simulate any
cyclic tag system.
Proof. A 24-state reversible PCA P24 having the property described in the theorem is defined as follows.
P24 = (Z, ({Y ,N,+,−}, {y, n,+,−, ∗, /}), (0,−1), f24, (Y ,−)).
The state set of each cell is {Y ,N,+,−} × {y, n,+,−, ∗, /}, and thus P24 has 24 states. The local function f24 is as below.
f24(c, r) = (c, r) if c ∈ {Y ,N}, r ∈ {y, n,+,−, /} (1)
f24(Y , ∗) = (+, /) (2)
f24(N, ∗) = (−, /) (3)
f24(−, r) = (−, r) if r ∈ {y, n, ∗} (4)
f24(c, r) = (r, c) if c ∈ {+,−}, r ∈ {+,−} (5)
f24(+, y) = (Y , ∗) (6)
f24(+, n) = (N, ∗) (7)
f24(+, /) = (+, y) (8)
f24(−, /) = (+, n) (9)
f24(+, ∗) = (+, ∗) (10)
We can see there is no pair of distinct local rules whose right-hand sides are the same. Hence, f24 is injective, and thus P24 is
an RCA.
We now explain how P24 simulates a CTS by using the previous example C0 with an initial string NYY that is to be
rewritten. The initial configuration of P24 is set as follows (see also the first row of Fig. 6 ). The string NYY is given in the
center parts of some three consecutive cells. The right-part states of these three cells are set to −. The states of the cells
right to the three cells are set to (−,−), (Y ,−), (Y ,−), . . .. The production rules (Y ,NN, YN) is given by a sequence of the
right-part states y, n, ∗, and− in a reverse order, where the sequence−∗ is used as a delimiter indicating the beginning of
a rule. Thus, one cycle of the rules (Y ,NN, YN) is represented by the sequence ny− ∗ nn− ∗ y− ∗. We should give infinite
copies of the sequence ny − ∗ nn − ∗ y − ∗, since these rules are applied cyclically. The center-part states of all these cells
are set to−. We can see the right-part states y, n, ∗, and− act as right-moving signals until they reach the first symbol of a
rewritten string.
A rewriting process of C0 is simulated as below. In P24, each rewriting step of a CTS is initiated when the signal ∗meets
the head symbol Y or N of a rewritten string as shown at t = 0, 4, 9, 14, 18, 23 in Fig. 6. If the signal ∗ collides with the
state Y (or N , respectively), then the signal changes Y (N) to the state + (−), and ∗ itself becomes / by the rules (2) or (3)
as shown at t = 1, 5, 10, 15, 19 in Fig. 6. The signal / is sent rightward by (1), and when it meets a center state + or − at
t = 3, 6, 12, 18, 21, it is changed to a signal y or n by (8) or (9) as shown at the next time step. Then the signal y or n is sent
infinitely to the right by (1) as a used (garbage) signal. On the other hand, just after the collision of ∗ and Y (or N), i.e., at
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Fig. 5. Simulation process of the RTM T1 by the reversible PCA for the cases of (a) q0 ∈ Q ′L , and (b) q0 ∈ QR .
t = 1, 5, 10, 15, 19, the center-part state+ (−) meets the signal−, and the former becomes a right-moving signal+ (−),
and the latter (i.e.,−) is fixed as a center-part state at this position by (5) as shown at t = 2, 6, 11, 16, 20. The right-moving
signal+ (−) travels through the rewritten string consisting of Y ’s and N ’s by (1), and when it meets the center-part state+
or− at t = 4, 7, 13, 19, 22, then it is fixed as a new center-part state by (5) at the next time step, which indicates the last
head symbol was Y (N). Note that the old center-part state+ (−) is sent rightward as a garbage signal by (1).
Signals y’s and n’s, which form production rules of the CTS, go rightward through the rewritten string consisting Y ’s and
N ’s by (1) until it meets+ or−. If y (n, respectively) meets+ as shown at t = 8, 10, 14, 16, then the signal becomes Y (N)
and is fixed at this position by (6) or (7) (since the last head symbol is Y ) at the next time step. The state + is temporarily
converted into a signal ∗ by (6) or (7) as shown at t = 9, 11, 15, 17, then further converted into the center-part state +
and fixed in the right-neighboring cell by (2) or (3) as shown at t = 10, 12, 16, 18. On the other hand, if y or n meets −
at t = 5, 20, then the signal simply goes through − by (4) at the next time step, and continues to travel rightward by (1)
without being fixed (since the last head symbol is N). Note that all the used information is sent rightward as garbage signals,
because they cannot be deleted by the constraint of reversibility. Also note that the rule (10) is not used to simulate CTSs,
but for completing the function f24. By the above method, each rewriting step is correctly simulated.
We give an outline of the encoding/decoding pair (ϕ, ψ) for this simulation. The encoding function ϕ can be defined
easily from the above description of an initial configuration of P24 corresponding to a given initial ID of a CTS. On the other
hand, there is some difficulty in defining the decoding function ψ , because P24 may start to simulate a rewriting step of a
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Fig. 6. Simulating a computation (NYY , 0) ⇒ (YY , 1) ⇒ (YNN, 2) ⇒ (NNYN, 0) ⇒ (NYN, 1) ⇒ (YN, 2) ⇒ · · · of a CTS C0 (in Example 6) by the
reversible PCA P24 .
CTS even before the previous step is completed. Thus, in general, many rewriting steps are simulated in parallel. We explain
below how ψ can be defined.
We consider a simulation process of a CTS in P24 starting from an initial configuration corresponding to some initial ID of
a CTS. Each configuration of P24 in such a simulation process is called a proper configuration. In a proper configuration, the
leftmost occurrence of Y orN is the head symbol of a rewritten string unless the latter is an empty string (wewill discuss this
case later). A proper configuration is further called a standard configuration, if there is a signal ∗ in the left-neighboring cell of
the head symbol. In Fig. 6, configurations at time t = 0, 4, 9, 14, 18, 23 are standard ones. Since simulation of each rewriting
step of a CTS starts from a standard configuration (as already explained), we define ψ only for standard configurations. For
other configurationsψ takes the value⊥. Active cells in a standard configuration are defined as follows. They are a sequence
of consecutive cells that extends from the cell containing the head symbol of a rewritten string to the right, and ends at the
cell containing a right-delimiter, which is either the center-part state − (e.g., in the configuration at t = 0 in Fig. 6), the
center-part state+ (e.g., t = 4), or the right-part state ∗ (e.g., t = 9).
Thus the states of active cells is one of the following forms, where Vi ∈ {Y ,N}, ui ∈ {y, n,+,−, /}.
(i) (V1, uk), (V2, uk−1), . . . , (Vk, u1), (−, u0)
(ii) (V1, uk), (V2, uk−1), . . . , (Vk, u1), (+, u0)
(iii) (V1, uk), (V2, uk−1), . . . , (Vk−1, u2), (Vk, ∗)
The string V1V2 · · · Vk−1Vk forms a prefix of the rewritten string. On the other hand, the signal string (i) −u1u2 · · · uk−1uk,
(ii) +u1u2 · · · uk−1uk, or (iii) ∗u2u3 · · · uk−1uk contains an information of a suffix that is to be added to V1V2 · · · Vk−1Vk. The
signal + (−, respectively) means that subsequent occurrences of y’s and n’s should be (should not be) added to this prefix
until next+ or− appears. Note that, since ∗ appears temporarily just before the center-part state+ is created by (2), it has
the same meaning as+. The signal / is simply ignored.
Consider several examples. Take the configuration at t = 9 in Fig. 6, where the states of active cells are (Y , n), (N, ∗).
Since the signal string is ∗n, the suffix N is attached to the prefix YN , and thus the rewritten string is YNN . Second,
consider the configuration at t = 14, where the active cells are (N, n), (N, y), (+,+). In this case, the signal string
is +yn, and hence the rewritten string is NNYN . Next, consider the configuration at t = 18, where the active cells
are (N, y), (Y ,−), (N, /), (+, /), and thus the signal sequence is +/ − y. In this case, Y is not attached because
there is − before y, and hence the rewritten string is NYN . Finally, take a bit complex example of active cells:
(N, y), (Y ,+), (Y , /), (Y , n), (N, n), (Y ,−), (N, /), (N, y), (+, /). Since the signal string is +y/ − nn/ + y, the suffix YY
is attached, and thus the rewritten string is NYYYNYNNYY .
The phase of an ID of a CTS that corresponds to a given standard configuration of P24 is easily identified by checking a
fixed length of the signal sequence before the head symbol of the rewritten string. By above, we can get an ID of the CTS from
a standard configuration of P24, and can define the decoding function ψ . Using this ψ we can recognize whether a specific
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(say halting) ID of a CTS has appeared or not from the outside of the RCA. Note that, if the rewritten string becomes an empty
string, then a delimiter also disappears, and hence it is also recognizable. 
5. Concluding remarks
In this paper, we first gave a real-time simulation method of an RTM by a 1-D 2-neighbor RCA on finite configurations.
It improved the previous results both in the number of states and in the neighborhood size. Second, we proposed a 1-D 24-
state 2-neighbor RCA P24 that simulates an arbitrary CTS on ultimately periodic configurations. Since TMs can be simulated
by CTSs, P24 is computation-universal. These RCAs were constructed by using the framework of PCAs. An advantage of using
a PCA, besides the fact it facilitates to design RCAs, is that the total number of local rules is exactly the same as the number
of states, and hence it is much smaller than that of a conventional CA. In fact, P24 has a simple local function given by only
10 rule schemes. On the other hand, since the state set of each cell is the direct product of the sets of the center and right
parts, the number of states of a PCA cannot be very small. We have a conjecture that there is a universal 1-D RCA of less than
10 states. However, to obtain such a small universal 1-D RCA, some new framework for designing RCAs should be given.
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