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Motivated by the experimental detection of superconductivity in the low-carrier density half-
Heusler compound YPtBi, we study the pairing instabilities of three-dimensional strongly spin-
orbit coupled semimetals with a quadratic band touching point. In these semimetals the electronic
structure at the Fermi energy is described by spin j = 3
2
quasiparticles, which are fundamentally
different from those in ordinary metals with spin j = 1
2
. We develop a general approach to analyzing
pairing instabilities in j = 3
2
materials by decomposing the pair scattering interaction into irreducible
channels, projecting them to the Fermi surface and deriving the corresponding Eliashberg theory.
Applying our method to a generic density-density interaction in YPtBi, we establish the following
results: (i) The pairing strength in the different symmetry channels uniquely encodes the j = 3
2
nature of the Fermi surface band structure—a manifestation of the fundamental difference with
ordinary metals. In particular, this implies that Anderson’s theorem, which addresses the effect of
spin-orbit coupling and disorder on pairing states of spin- 1
2
electrons, cannot be applied in this case.
(ii) The leading pairing instabilities are different for electron doping and hole doping. This originates
from the different character of the electron and hole bands and implies that superconductivity
depends on carrier type. (iii) In the case of hole doping, which is relevant to YPtBi, we find two
odd-parity pairing channels in close competition with s-wave pairing. One of these two channels is
a multicomponent pairing channel, allowing for the possibility of time-reversal symmetry breaking.
(iv) In the case of Coulomb interactions mediated by the long-ranged electric polarization of the
optical phonon modes, a significant coupling strength is generated in spite of the extremely low
density of carriers. Furthermore, non-linear response and Fermi liquid corrections can favor non-s-
wave pairing and potentially account for the experimentally observed Tc.
I. INTRODUCTION
Increasingly many low density materials are being
found to superconduct. Examples include a rather
diverse set of 2D and 3D materials, doped topologi-
cal insulators, semiconductors and semimetals, such as
CuxBi2Se3 [1], Pb1−xTlxTe [2], single crystal Bi [3], Bi-
based half-Heusler compounds—e.g. YPtBi and ErPdBi
[4], and of course doped SrTiO3 has been known to su-
perconduct for more than 50 years [5]. In addition to a
low density of carriers, many of these materials share a
number of other properties: sizeable spin-orbit coupling,
pointers to unconventional pairing, weak Coulomb repul-
sion due to a large dielectric screening, and in some cases
“proximity” to a topological phase. In this context, ques-
tions which naturally arise are: What is the mechanism
for such low-density superconductivity in those materi-
als? Is it related to spin-orbit coupling? Is it particularly
conducive to unconventional pairing?
Strong spin-orbit coupling causes the multiplicity of
bands at high symmetry points in the Brillouin zone,
such as the Γ-point, to be larger than two, a signal that
the bands themselves transform under a nontrivial/high-
dimensional representation of the crystal symmetry
group. As a result, several of these materials host quasi-
particles with large spin, e.g., j = 32 rather than the
∗ savary@mit.edu
† ruhman@mit.edu
conventional j = 12 . In particular, four-band j =
3
2
structures emerge from the Γ8 states in cubic symme-
try. They have been known for a long time [6–8], but
have recently attracted considerable interest due to their
relevance to the strongly-correlated pyrochlore iridates
where a flurry of unusual behaviors were uncovered [9–
14]. Superconductivity, however, is absent in the iridates,
where instead magnetic order develops at low tempera-
ture [15, 16].
In this context, the Bi-based half-Heusler supercon-
ductors such as RPtBi and RPdBi, where R is either a
rare-earth or Y/Lu, offer ideal ground for the study of
low-density superconductivity in spin-orbit coupled sys-
tems and provide many potential examples of unconven-
tional superconductors [4, 17–26]. Indeed, these materi-
als share a very similar band structure with the paramag-
netic pyrochlore iridates, but exhibit superconductivity
at low temperature rather than magnetic order. Most
compounds in this family have a superconducting tran-
sition temperature close to 1 K, ranging from approxi-
mately 0.7 K in DyPdBi and 0.77 K in YPtBi, to 1.6 K
in YPdBi. The density of carriers (due to accidental dop-
ing) has been estimated at 1018 cm−3 in the Pt family,
and is roughly 1019 cm−3 for the Pd materials [4]. The
Fermi energy intercepts two bands with j = 32 character
[27] close to where they meet (at the Γ-point), and like in
the pyrochlore iridates, ab initio calculations [26, 28, 29]
and ARPES on YPtBi [26] show that (i) around the Γ-
point two bands lie above the touching point while two
bands lie below it (ii) pockets elsewhere in the Brillouin
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FIG. 1. (a) Schematic electronic band structure of quadratic
band crossing semimetals such as YPtBi. The touching of
the Γ8 bands at is protected by symmetry. In the presence
of strong spin-orbit coupling, i.e., coupling of the quasipar-
ticle spin and crystal momentum, see Eqs. (3) and Eqs. (4),
and with inversion symmetry the Γ8 bands are split into two
twofold degenerate bands away from Γ. Motivated by YPtBi,
we assume that one of these bands curves upward, forming
the electron band, and one curves downward, forming the
hole band. In YPtBi, when the Fermi energy is in the hole
band, corresponding to hole doping, the quasiparticle states
on the Fermi surface are spin ± 3
2
states, in the spherical ap-
proximation. (b) In the case of electron doping, which we
also consider, the quasiparticle states on the Fermi surface
are spin ± 1
2
states.
zone seem to be absent, at least in some of the com-
pounds in the family (and hence the Fermi energy crosses
only two bands). Most importantly, the predominantly
Bi p-orbital character of the bands most likely produces
only weak correlations, as is evident from a very large
bandwidth, leaving only electronic and lattice (phonon)
degrees of freedom as candidates for mediating supercon-
ductivity.
Superconductivity at very low densities presents two
challenges for conventional BCS theory: First, the Fermi
energy can become so low that it is smaller than the rel-
evant phonon energy, implying that the usual renormal-
ization of the Coulomb repulsion from µ = 〈VC〉FS (the
Coulomb interaction strength averaged over the Fermi
surface) to µ∗ is no longer applicable, as is the case for
doped SrTiO3 [30]. For the half-Heuslers, the Fermi en-
ergy is larger than the Debye frequency, but it is still
of the same order [31]. Second, in 3D, the density of
states at the Fermi energy N(0) goes to zero as the
carrier density is reduced. In standard BCS theory,
Tc ∝ exp[−1/(N(0)V )], where V is the pairing interac-
tion strength. For metals, the electron-phonon interac-
tion is well-screened so that V is typically short ranged,
and Tc is expected to be exponentially small as the den-
sity becomes small. This issue was discussed a long time
ago in a seminal work by Gurevich, Larkin and Firsov
(GLF) [32], who concluded that for a short-ranged at-
tractive interaction superconductivity was not expected
at densities lower than 1019 cm−3, in line with expec-
tations. They proposed, however, that electron-phonon
interactions could circumvent the problem of a low den-
sity of states and efficiently mediate superconductivity in
ionic crystals where the lattice distortion caused by an
optical phonon generates polarization (electric dipoles),
and in turn effectively a long-ranged electron-phonon in-
teraction. Such an interaction is captured by the Fro¨lich
Hamiltonian [33], and, being long-ranged, benefits from
lower densities where it is not as effectively screened
by other electrons in the system. LDA calculations on
YPtBi found the short-ranged electron-phonon N(0)V to
be 0.02 [28], much too small to support superconductiv-
ity, but the numerical package used to obtain this result
did not capture the Fro¨lich coupling [34], leaving open
the possibility that the GLF mechanism be responsible
for superconductivity in this material. This is what we
investigate in this manuscript.
To study superconductivity in a spin-orbit coupled
multi-orbital system such as YPtBi, it is crucial to fully
account for the Γ8 character of the electronic states at
the Fermi energy. This was addressed in an important
recent paper by Brydon et al. [29], who pointed out that
pairing of these spin j = 32 electrons was markedly differ-
ent from pairing of ordinary j = 12 electrons: whereas in
the latter case only spin-singlet and spin-triplet pairing
states can be formed, since 12 ⊗ 12 = 0⊕ 1, Cooper pairs
composed of two j = 32 electrons can have higher spin,
following 32 ⊗ 32 = 0⊕ 1⊕ 2⊕ 3.
We will demonstrate that the non-trivial transforma-
tion of the bands also has important implications for the
pairing instabilities, and is most clearly seen when pro-
jecting the pair scattering interaction onto the Fermi sur-
face. Indeed, as mentioned above, the symmetry group
of the crystal enforces the touching of all four bands at
the Gamma point, but only requires two-fold degener-
acy away from it (by Kramers theorem through the exis-
tence of inversion and time-reversal symmetries). Spin-
orbit coupling can then lead to a bending of the bands
in opposite ways (see Fig. 1), so that the Fermi energy
crosses just two degenerate bands with pseudospin index
σ. Since only electronic states close to the Fermi surface
contribute to pairing, the problem is superficially rem-
iniscent of that with a spin- 12 degree of freedom. How-
ever, the structure of the Fermi surface pseudospin states
is very different, owing to the j = 32 nature of the Γ8
bands. The projection of the interactions onto the bands
at the Fermi energy renders this fact evident as the struc-
ture of the spin-orbit coupled Γ8 bands is reflected in the
effective coupling constants obtained from decomposing
the projected interaction into irreducible pairing chan-
nels, which themselves govern the instabilities towards
superconductivity.
This has deep implications for the pairing instabilities.
For instance, we will demonstrate that the effective cou-
pling constants of odd-parity pairing channels, which di-
rectly relate to Tc, are different for the hole and electron
Fermi surfaces, even though their dispersions are similar.
3We will also explicitly show that Anderson’s theorem [35]
is inapplicable in the case of multiplets of bands originat-
ing from spin-orbit coupling. Indeed, the conventional
view on the effect of spin-orbit coupling on superconduc-
tivity is based on Anderson’s Theorem [35]: it states that
while spin is not a good quantum number, Tc is not af-
fected if the s-wave singlet pairs are formed by Kramers
partners—which are guaranteed to exist by time-reversal
symmetry. We find that it is not valid, however, when the
bands originate from a larger multiplet of states. In the
present case, the effective coupling constants are affected
by the projection onto the Fermi surface, showing that
the resulting effective single-band description cannot be
viewed as an ordinary spin- 12 system, and rendering An-
derson’s Theorem inapplicable. Both the hole/electron
band dependence of Tc and the breakdown of Anderson’s
theorem are clear manifestations of the key significance
of spin-orbit coupling of j = 32 bands for superconducting
instabilities.
In this paper we develop a general approach to study-
ing pairing instabilities in doped spin-orbit coupled j = 32
systems with quadratic band touching dispersion. We
identify the relevant symmetry quantum numbers and
decompose the pair scattering interaction into irreducible
pairing channels. This decomposition reveals the natural
mean-field decouplings, which can be used to derive the
corresponding BCS (or Eliashberg) gap equations. Our
approach is independent of the symmetry group of the
normal state, though we apply the formalism to the half-
Heusler material YPtBi and for ease of presentation gen-
erally assume full spherical symmetry before discussing
the effect of cubic crystal fields.
The remainder of the manuscript is organized as fol-
lows. We first provide the band structure model relevant
to the half-Heuslers, and introduce the density-density
interaction we will be considering throughout. We then
turn to a rewriting of the interaction into irreducible rep-
resentation components, and consider the projection of
these terms onto the valence bands. We then derive the
appropriate Eliashberg equations before moving on to a
discussion of the results.
II. BAND STRUCTURE AND INTERACTIONS
We start our analysis by introducing the model ap-
propriate to describe the low-energy electronic physics
of nonmagnetic half-Heuslers. The electronic action con-
sists of two terms: a quadratic term, representing the
free kinetic part, and a quartic term describing the inter-
actions. We write
S = S0 + Sint. (1)
In what follows we discuss each of these terms in detail.
A. Band Hamiltonian
The free quadratic part of the action is given by
S0 =
∑
r
∫
dτψ†rτ
[
∂τ +H0(−i∇)
]
ψrτ (2)
where ψ† = (ψ†3
2
, ψ†1
2
, ψ†− 12
, ψ†− 32
) is a four-component cre-
ation operator of spin j = 32 fermions and [36]
H0(k) = α1k2 +α2 (k · J)2 +α3
(
k2xJ
2
x + k
2
yJ
2
y + k
2
zJ
2
z
)
+ α4k ·T− µ (3)
In the first line, J = (Jx, Jy, Jz) are the three 4× 4 spin
matrices of j = 32 electrons. In addition, µ is the chemi-
cal potential (such that µ > 0, resp. µ < 0, corresponds
to electron, resp. hole doping) and α1,2,3,4 are material-
dependent parameters characterizing the electronic band
structure. When α3 = α4 = 0 the system has full spher-
ical symmetry. The term proportional to α3 reduces the
symmetry to cubic crystal symmetry while k · T, with
Tx = {Jx, J2y − J2z } and Ty,z given by cyclic permuta-
tions, is only allowed in an inversion symmetry broken
tetrahedral crystal field.
The Hamiltonian of Eq. (3) can be usefully rewritten
in terms of anticommuting Γ-matrices (given in the Sup-
plementary Material) and the five d-wave functions da(k)
quadratic in momentum. One obtains
H0(k) = c0k2 + c1
3∑
a=1
da(k)Γa + c2
5∑
a=4
da(k)Γa
+ c3k ·T− µ. (4)
The coefficient c0 measures the particle-hole asymmetry
in the band structure, while |c1 − c2| measures its cubic
anisotropy: c1 = c2 corresponds to full spherical symme-
try, whereas c1 6= c2 implies a splitting of the five d-wave
into T2g and Eg subsets. When c3 = 0, the system has
both time-reversal and inversion symmetry, mandating
a two-fold degeneracy at each momentum k. In that
case, a simple expression for the energy eigenvalues can
be obtained and is given by Eν(k) = c0k
2 + νEk − µ,
where ν denotes the band and corresponds to +1 for
electron bands and −1 for the hole ones, and Ek =
(c21
∑3
a=1 d
2
a + c
2
2
∑5
a=4 d
2
a)
1/2. The Kramers degeneracy
is labeled by the index σ. Thus, overall the Bloch states
are denoted by |k, ν, σ〉.
The condition |c0| ≤ |c1|/
√
6 guarantees that two
bands always curve upwards, forming the conduction
band, while the other two curve downwards (see Fig. 1).
In the presence of full spherical symmetry (i.e., α3 =
α4 = 0, or c1 = c2 and c3 = 0), k · J commutes with
the Hamiltonian, as may be seen directly from Eq. (3),
and so the projection of the spin along kˆ is a good quan-
tum number. In other words, the quantization axis of
the spin is locked to k. The hole and electron bands
4in that case may be labeled according to 3/2 or 1/2,
following ν sign(c1): the band with ν signc1 = 1 is the
3/2 band while that with ν signc1 = −1 is 1/2. For
the parameters of YPtBi [29] the hole ν = −1 (elec-
tron ν = +1) band is the pair with a projected mo-
ment of ± 32 ( 12 ). It is important to note that even
though the electron and hole band appear to have a
similar dispersion (i.e., both look like quadratic bands,
curving downward and upward, respectively), their struc-
ture, as encoded in the eigenstates, is inherently different.
For example, one has 〈k, 32 , σ|J˜+k |k, 32 ,−σ〉 = 0, while
〈k, 12 , σ|J˜+k |k, 12 ,−σ〉 6= 0, where J˜±k are the raising and
lowering operators corresponding to J˜zk = J · kˆ.
While the half-Heusler compounds—space group
F43m—actually lack inversion symmetry, ab initio calcu-
lations suggest that inversion breaking has only a weak
effect on the band structure [8] as compared, e.g., to the
cubic Fd3m in the pyrochlore iridates. Since the con-
sequences of spin-orbit coupling seem to be most impor-
tant, we expect that many of the notable results we derive
hold in a similar form in the absence of inversion symme-
try. Therefore, in the bulk of the manuscript we neglect
the effects of the absence of inversion symmetry—namely
we set c3 = 0, α4 = 0, eliminating the terms linear in k
in the band Hamiltonian. This allows us to carry out an-
alytical calculations which in turn help provide a deeper
understanding of the problem, and are also directly rele-
vant to cubic materials with inversion symmetry.
B. Interactions
As explained, we focus here on the attractive inter-
action mediated by optical phonons through the Fro¨lich
electron-phonon coupling. The interaction term in Eq.
(3) is part of the long-ranged Coulomb (density-density)
interaction. Collecting position and imaginary time vari-
ables in the the index x = (r, τ), the interaction takes
the form
Sint = 1
2
∫
x,x′
V (x− x′)ψ†xψxψ†x′ψx′ , (5)
where
∫
x
=
∑
r
∫
dτ and the interaction V = V (r, τ) has
Fourier and Matsubara components
V (q, ω) =
4pie2
ε(q, ω)q2
. (6)
The total dielectric function has three contributions
ε(q, ω) = ε∞ + εc(q, ω) + εe(q, ω). (7)
ε∞ comes from interband transitions, and
εc(q, ω) =
ε0 − ε∞
1 + [ω/ωT (q)]2
(8)
is the polarization in Matsubara frequency due to a polar
phonon mode. Note that for simplicity, we have con-
sidered the case of a single phonon mode. ωT is the
frequency of the transverse optical mode, which is re-
lated to the longitudinal one through the Lyddane-Sachs-
Teller (LST) relation ωL =
√
ε0/ε∞ ωT . Finally, the last
term, εe, is the electronic polarization, taken within the
random-phase-approximation (RPA) to be
εe(q, ω) = −4pie
2
q2
Πe(q, ω) , (9)
where Πe is the electronic polarization, which we will
later take in the Thomas-Fermi approximation, where
4pie2Πe is replaced by −q2TF. We leave the study of the
full polarization function, which includes the non-Fermi
liquid V (q) ∝ 1/q regime of the undoped quadratic band
touching system [10, 37], to a future publication.
III. IRREDUCIBLE PAIRING CHANNELS
The next step in our analysis is to obtain and clas-
sify the set of irreducible pairing channels. To this end,
we rewrite the density-density interaction Eq. (5) as a
pair scattering Hamiltonian and then decompose the pair
scattering terms into irreducible scattering vertices. Pair-
ing channels are labeled by the quantum numbers of the
Cooper pairs, and this labeling applies to irreducible scat-
tering vertices as well. The symmetry quantum num-
bers of the Cooper pairs clearly depend on the symmetry
group of the system. In the presence of full rotational
symmetry (i.e., ignoring cubic anistropy), the Cooper
pair quantum numbers are given by its “spin” angular
momentum S, which corresponds to the band index, its
orbital angular momentum L, which corresponds to the
momentum dependence of the pairing function, and its
total angular momentum J = L + S (not be confused
with the spin operators Jx,y,z). For ease of presentation
and clarity we will present all derivations in the language
of spherical symmetry, and later indicate what the mod-
ifications are in lower symmetry.
In the present case of j = 32 fermions, the spin angu-
lar momentum of the Cooper pair can take the values
S = 0, 1, 2, 3 [38, 39]. It is instructive to compare this to
the more familiar case of spin j = 12 fermions, which can
form Cooper pairs of S = 0 (singlet) or S = 1 (triplet).
In this case, a two-body density-density interaction can
be decomposed into singlet and triplet scattering ver-
tices. More precisely, if c†k = (c
†
k↑, c
†
k↓) are the creation
operators of spin- 12 fermions, then one has the identity
(c†kck′)(c
†
−kc−k′) =
1
2
[c†kiσ
y(c†−k)
T ][(iσyc−k′)T ck′ ]
+
1
2
[c†kσiσ
y(c†−k)
T ] · [(iσyc−k′)Tσck′ ], (10)
where the dot product is between components
of σ, i.e. [c†kσiσ
y(c†−k)
T ] · [(iσyc−k′)Tσck′ ] ≡∑
α[c
†
kσ
αiσy(c†−k)
T ][(iσyc−k′)Tσαck′ ]. The appear-
ance of iσy guarantees the symmetry and antisymmetry
5of the spin part of the Cooper pair wave function
for triplet and singlet pairing because iσy relates the
fundamental and adjoint representations of SU(2),
such that iσy(c†−k)
T transforms as ck. Note that iσ
y
is antisymmetric, (iσy)T = −iσy, and together with
conjugation acts as a time-reversal operation on spin:
(−iσy)σ∗iσy = −σ.
In a manner fully analogous to Eq. (10), the interac-
tion of Eq. (5), which describes two-body density-density
interactions of spin- 32 fermions, can be decomposed into
irreducible spin channels labeled by S = 0, 1, 2, 3. In this
decomposition we make use of the antisymmetric matrix
γ, which serves as the analog of iσy. In particular, γ sat-
isfies γT = −γ and γTJ∗γ = −J, and it relates the fun-
damental and adjoint representations of spin- 32 fermions:
γ(ψ†)T transforms as ψ under rotations. In the usual
basis of 3/2 eigenstates, the matrix γ is given explicitly
by
γ =

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 . (11)
Now, taking the Fourier transform of Eq. (5) and going
to Matsubara frequency space, the density-density prod-
uct of operators can be decomposed into pair scattering
terms as (suppressing the frequency index of the opera-
tors)
(ψ†kψk′)(ψ
†
−kψ−k′) =
1
4
∑
S
ψ†k ~MSγ(ψ
†
−k)
T · (ψ−k′)T γT ~M†Sψk′ , (12)
where the sum is over irreducible spin channels S =
0, 1, 2, 3. The matrices ~MS are 4 × 4 matrices such that
ψ†kM
α
S γ(ψ
†
−k)
T creates a Cooper pair with total spin S.
There are 2S + 1 matrices collected in the vector ~MS ,
corresponding to the degeneracy of the channel S. The
matrices ~MS are normalized such that each component of
the vector, MαS , satisfies Tr[M
α
S (M
α
S )
†] = 4 (no implicit
summation over α). They are listed in I. For instance, in
case of S = 0 the single matrix MS=0 is simply equal to
the identity; for S = 1 one has ~MS=1 ∝ (Jx, Jy, Jz). We
note in passing that since the S = 0 and S = 1 channels
are commonly referred to as spin-singlet and spin-triplet,
the S = 2 and S = 3 channels are sometimes referred to
as spin-quintet and spin-septet (e.g., in Refs. 29 and 26).
For the L > 0 channels this is unrelated to the actual
multiplicity of the Cooper pair pairing channels, which is
determined by J (and not S) and equal to 2J + 1.
We note that the decomposition Eq. (12) can be viewed
as a Fierz identity, as can Eq. (10) (see Supp. Mat.).
Furthermore, at this stage it is worth pointing out that
the S = 0 channels in Eq. (12) and Eq. (10), which are
S Even/odd R ~MR
0 Even A1g I4
2 Even Eg (Γ4,Γ5)
T2g (Γ1,Γ2,Γ3)
1 Odd T1g
2√
5
(Jx, Jy, Jz)
3 Odd A2g
2√
3
(JxJyJz + JzJyJx)
T1g
−41
6
√
5
(Jx, Jy, Jz) +
2
√
5
3
(J3x , J
3
y , J
3
z )
T2g
1√
3
(Tx, Ty, Tz)
TABLE I. List of spin pairing matrices ~MS introduced in Eq.
(12). Quasiparticles with j = 3
2
can form Cooper pairs with
spin S = 0, 1, 2, 3; a Cooper pair of spin S is created by the
operator ψ†k ~MSγ(ψ
†
−k)
T . Fermi statistics requires that the
overall pairing function is even. Thus, the pairing matrices
with S even are allowed locally (i.e. momentum independent).
On the other hand the odd matrices here must be further mul-
tiplied by an odd power of momentum, which leads to a richer
classification. In Table II we present the resulting represen-
tations in the case of a a single power of momentum. Note
that in cubic symmetry the SO(3) representations labeled by
S are split into cubic representations labeled by R.
associated with s-wave pairing, have different numerical
prefactors: 1/4 and 1/2, respectively. In fact, the nu-
merical prefactors in Eqs. (12) and Eq. (10) are equal
to 1/(2j+ 1) and simply follow from the Fierz identities.
Below we will find that these prefactors are important for
the effective coupling constants in the s-wave channel.
We have now arrived at an expression for the interac-
tion Eq. (5) of the following form, considering only zero
linear momentum Cooper pairs
Sint = 1
8βV
∑
k,k′
V (k − k′)
×
∑
S
ψ†k ~MSγ(ψ
†
−k)
T · (ψ−k′)T γT ~M†Sψk′ , (13)
where V is the total volume, β is the inverse temperature
β = 1/(kBT ), and we have collected the momentum k
and fermionic Matsubara frequencies ω in k = (k, ω).
To proceed with the derivation of irreducible pairing
channels, we now focus on the orbital angular momen-
tum of the Cooper pairs. The orbital angular momen-
tum can be labeled by the quantum numbers L and
ML, where ML is the familiar (2L + 1)-fold degener-
ate magnetic quantum number, and the orbital part of
the Cooper pair wave function is given by the spheri-
cal harmonics YLML(kˆ). Fermi statistics requires that
L is even (odd) when S is even (odd). The irreducible
pairing channels are classified by the total angular mo-
mentum J = L+ S of the Cooper pairs. Using the rules
of composition of angular momentum, we take the spher-
ical harmonics YLML(kˆ) and spin matrices ~MS , and con-
struct the spin-orbit coupled matrices ~NJ(kˆ) such that
6R′ ~NR′(k)
A1u
2√
5
k · J
T1u
√
6√
5
J× k
Eu
√
2√
5
(−Jxkx − Jyky + 2Jzkz,
√
3(Jxkx − Jyky))
T2u
√
6√
5
(Jykz + Jzky, Jxkz + Jzkx, Jxky + Jykx)
T2u −2Γ45k
A1u J · k
Eu
1√
2
(−kxJx − kyJy + 2kzJz,
√
3(kxJx − kyJy))
T1u
√
3√
2
J × k
T2u
√
3√
2
(Jykz + Jzky,Jxkz + Jzkx,Jxky + Jykx)
A2u
1√
3
T · k
Eu
1√
6
(Txkx + Tyky − 2Tzkz,
√
3(Txkx − Tyky))
T1u
1√
2
(Tykz + Tzky, Txkz + Tzkx, Txky + Tykx)
T2u
1√
2
T× k
TABLE II. List of odd-parity total angular momentum pair-
ing matrices NJ(k) in cubic symmetry with inversion Oh con-
structed from the odd matrices in Table I and a factor of
kµ. A Cooper pair with total angular momentum J is cre-
ated by one of the operators ψ†k ~NJ(k)γ(ψ
†
−k)
T . We defined
J = −41
6
√
5
J + 2
√
5
3
(J3x , J
3
y , J
3
z ). The horizontal line separates
S = 1 (T1g) from S = 3 (A1g + T1g + T2g) channels.
ψ†kN
α
J (kˆ)γ(ψ
†
−k)
T creates a Cooper pair with total an-
gular momentum J . The dimension of the vector ~NJ is
2J + 1 and can be labeled by the index MJ .
Let us take the case L = 1 as an example. Then,
Fermi statistics restricts S to be odd: S = 1, 3. The
combination (L, S) = (1, 1) gives rise to the multiplets
J = 0, 1, 2; from (L, S) = (1, 3) one finds J = 2, 3, 4.
Then, using the p-wave spherical harmonics Y1M1(kˆ) ∼ kˆ
and the odd channels of the pair scattering interaction of
Eq. (12), we obtain the irreducible pair scattering vertices
labeled by J as
kˆ · kˆ′
∑
S=1,3
ψ†k ~MSγ(ψ
†
−k)
T · (ψ−k′)T γT ~M†Sψk′
=
1
3
∑
J
ψ†k ~NJ(kˆ)γ(ψ
†
−k)
T · (ψ−k′)T γT ~N†J(kˆ)ψk′ , (14)
where the sum over J is here a short-hand nota-
tion for a sum over the odd-S combinations (L, S) =
(1, 1) (J = 0, 1, 2) and (L, S) = (1, 3) (J = 2, 3, 4),
and the matrices ~NJ(kˆ) are normalized according to
1
4pi
∫
dkˆTr[NαJ (kˆ)N
α
J
†(kˆ)] = 4 (no implicit α summa-
tion). We list the matrices ~NJ(kˆ) in cubic representa-
tions in Table II. Note that
∑
M1 Y
∗
1M1(kˆ)Y1M1(kˆ
′) =
3kˆ · kˆ′/4pi.
Equation (14) allows us to fully decompose the density-
density interaction V (q, ω) into irreducible pairing ver-
tices. In the presence of full rotational symmetry, the
interaction can be expanded as a sum over products of
spherical harmonics. Here and in the remainder of this
paper we shall restrict the expansion to linear p-wave
order in k, i.e., to the order L = 1, and write
V (k− k′, ω − ω′) = V0(ω − ω′)+
3V1(ω − ω′)k · k′ + · · · (15)
(see Supp. Mat.) Note that the interaction parameters
V0,1,... can still depend on the magnitude of k,k
′; this is
suppressed as it does not affect the rest of the analysis
(and later we will take |k| = |k′| = kF). We then arrive
at the final form of the interaction term given by
Sint = 1
8βV
∑
k,k′
∑
J
Vˆ Jαβγδ(k,k
′;ω − ω′)
× ψ†kαψ†−kβψ−k′γψk′δ, (16)
where here the sum over J runs over both the even and
odd representations, i.e. the combinations (L, S) = (0, 0)
(J = 0), (L, S) = (0, 2) (J = 2), and (L, S) = (1, 1)
(J = 0, 1, 2) and (L, S) = (1, 3) (J = 2, 3, 4), and the
spin-dependent pair scattering vertices Vˆ Jαβγδ take the
form
Vˆ Jαβγδ =
{
V0[ ~MJγ]αβ · [γT ~M†J ]γδ for S = even
V1[ ~NJ(k)γ]αβ · [γT ~N†J(k′)]γδ for S = odd
.
(17)
Here we have used that ~NJ(k) = ~MJ whenever S is even,
since L = 0 in this case.
Up to this point in this section, we have particularized
to the case of full spherical symmetry, which allowed us
to label the irreducible pairing channels by symmetry
quantum number J . In a cubic crystal, however, pairing
channels are labeled by the representations of the cubic
point group. Importantly, the decomposition schemes of
Eqs. (13) and (16) remain valid (because Eqs. (12,14,15)
do), but the sums over the symmetry quantum numbers
S, L, and J , all of which are labels of SO(3) representa-
tions, must be replaced by sums over cubic representa-
tions R. The effect of lower symmetry, i.e., cubic instead
of full spherical symmetry, is to lift some of the degen-
eracies of the J > 1 channels. For instance, in a cubic
environment the even-parity L = 0 channels acquire the
symmetry labels
J = 0→ A1g,
J = 2→ Eg + T2g, (18)
whereas the odd-parity pairing channels become
J = 0→ A1u,
J = 1→ T1u,
J = 2→ Eu + T2u,
J = 3→ A2u + T1u + T2u
J = 4→ A1u + Eu + T1u + T2u. (19)
7In Table I we have listed the cubic symmetry labels of
the spin matrices ~MS and in Table II those for the odd S
total angular momentum matrices ~NJ . [Correspondence
to the representations of the point group Td of the half-
Heuslers in provided in the Supp. Mat..]
An important property of discrete crystal point groups
is that the number of irreducible representations is finite.
As a consequence, distinct pairing channels labeled by
different J in full spherical symmetry may contain several
copies of the same cubic representation, which implies
that mixing is possible. This is exemplified by Eq. (19),
from which we see that e.g. certain J = 1, 3, 4 pairing
matrices can mix with one another since all contain a
representation with T1u symmetry.
IV. PROJECTION ONTO THE VALENCE
BANDS
As a preparatory step towards the derivation of the
Eliashberg equation we now describe the process of pro-
jection to the states close to the Fermi energy. Since the
electronic states relevant for the pairing instability are
these states, it is natural to ignore pair scattering con-
tributions which involve excitations at a higher energy
scale, away from the Fermi surface. Usually, this is a
trivial step where completely empty or completely filled
bands are ignored without any consequence. However, in
the present case, where spin-orbit coupling is so strong
such that it splits the four fold multiplet in a way that
one pair of bands folds upwards and the other downwards
the projection will have an important effect.
The chemical potential, in this case, either crosses the
hole-like valence band (ν = −1) or the electron-like con-
duction band (ν = +1). In the case of hole-doping
applicable to YPtBi, we then project out the conduc-
tion band degrees of freedom and retain only the valence
band pair scattering terms of the interaction V . To this
end, we transform to the band basis and define the two-
component valence band electron operators ck, which an-
nihilate electrons in the eigenstates |k, ν = −, σ〉. The
operators ck are related to the electron operators ψk by
ck = U
†
kψk, (20)
where Uk is the 4 × 2 matrix of valence band eigenvec-
tors (note that ck and Uk in principle should carry a ν
index, but it is left everywhere implicit, to avoid clutter).
The projection operator Pν(k) onto the Kramers pair of
bands denoted by ν takes the from
Pν(k) =
∑
σ
|k, ν, σ〉〈k, ν, σ| = UkU†k. (21)
Projecting the irreducible pairing matrices ~M and ~N(k)
onto the valence band basis yields 2×2 pairing matrices,
which we denote ~m(k) and ~n(k). The latter are obtained
from the ~M and ~N(k) matrices by
~m(k) = U†k ~MUk, ~n(k) = U
†
k
~N(k)Uk. (22)
Note that generally lower case symbols denote the pro-
jected version of the higher case ones (with their ν de-
pendence suppressed).
The projection procedure performed by Eq. (21) can
also be expressed in a form which does not require choos-
ing a basis for the doubly degenerate valence band states.
Using the Hamiltonian of Eq. (4) it is straightforward to
establish that the 4 × 4 form of the projection operator
Pν(k) onto the ν bands is given by
Pν(k) =
1
2
+
ν
2Ek
(
c1
3∑
a=1
da(k)Γa + c2
5∑
a=4
da(k)Γa
)
.
(23)
Note that in the presence of spherical symmetry (i.e.,
c1 = c2 and c3 = 0), Eq. (23) simply becomes
1
2 +
νc1
2Ek
∑5
a=1 da(k)Γa, and the band index ν can be traded
for 3/2 (ν signc1 = 1) or 1/2 (ν signc1 = −1), i.e.
P3/2(k) =
1
2 +
|c1|
2Ek
∑5
a=1 da(k)Γa and P1/2(k) =
1
2 −
|c1|
2Ek
∑5
a=1 da(k)Γa.
It is worth highlighting that the projection operators
have the full symmetry of the normal state system. Con-
sequently, the representation labels—quantum number
J in spherical symmetry—which characterize the irre-
ducible pairing channels remain good quantum numbers
after projection. A remark concerning the spin quantum
number S is in order, however. Within the valence band,
which is twofold pseudospin degenerate, only pseudospin-
singlet and pseudospin-triplet pairings can be formed. As
a result, Fermi statistics mandates that the S = 2 and
S = 3 spin pairing channels project onto the pseudospin-
singlet (∝ σ0) and pseudospin-triplet (∝ σµ) channels,
respectively. The multicomponent structure of the S = 2
and S = 3 spin pairing channels is then reflected in (ad-
ditional) momentum dependence after projection onto
the valence band. To see this in practice, consider the
(L, S) = (0, 2) pairing channel. The five pairing matri-
ces ~MJ=S=2 simply project onto the five d-wave spher-
ical harmonics Y ml=2(kˆ), where l is the orbital angular
momentum. Specifically, the projected pairing matrices
~mS=2(k) are given by
mmS=2(kˆ) = ±Y ml=2(kˆ)I2. (24)
In cubic symmetry, where J = S = 2 splits into Eg and
T2g, these projected pairings become
m1,2,3(kˆ) = ±c1 d1,2,3(k)
Ek
I2, m4,5(kˆ) = ±c2 d4,5(k)
Ek
I2.
(25)
We observe that, as a consequence of projecting onto
the Fermi surface bands, only the parity of S is a good
quantum number. As a result, channels with equal J but
different (L, S) can mix after projection. More specifi-
cally, if ~nJ(k) and ~n
′
J(k) are two sets of projected pairing
matrices, obtained from channels with different (L, S),
they are not necessarily orthogonal. This mixing of chan-
nels with different spin and orbital quantum numbers can
8occur since projection onto the Fermi surface implies ig-
noring all pair scattering terms which involve the conduc-
tions band states. All inter-band and intra-conduction
band pair scattering terms are projected out, and there-
fore, the information is retained is not sufficient to dis-
tinguish the quantum numbers L and S.
In particular, this happens when projecting the chan-
nel with non-trivial orbital angular momentum L = 1
and spin angular momentum S = 1 and S = 3. Both can
form a total angular momentum J = 2. In such cases
we will explicitly add a label to the different unprojected
representations, which project into the same representa-
tion J by an additional index j, for example NJ=2,j(k)
labels the two S = 1 and S = 3, which project to the
same representation.
Now, inserting Id =
∑
ν Pν in Eqs. (3, 16), and keeping
only the terms within a set of bands, and using the spher-
ical symmetry formulation, we obtain the effective action
for the two bands which intercept the Fermi energy:
Seff =
∑
k
c†k(Eν(k)− iω)ck
+
1
8
1
βV
∑
k,k′,ω,ω′
∑
J
Vˆ Jαβγδ(k,k
′;ω − ω′)
× c†kαc†−kβc−k′γck′δ (26)
where
Vˆ Jαβγδ(k,k
′;ω − ω′) = (27)
VJ(ω − ω′)[~nJ(k)(iσy)]αβ · [(−iσy)~n†J(k′)]γδ,
where VJ = V0,1 (from Eq. (15)) for J coming from S
even or S odd, respectively. Like in Eq. (17), the sum
over J runs over even and odd pairing channels, and
~nJ(k) = ~mS for S even. Eq. (27) is essentially Eq. (17)
with the replacements M → m, N → n, γ → (iσy),
ψ → c.
As mentioned above, the sum over even S matrices
involves only the 2×2 identity matrix and can be written
explicitly:
1
2
(
1 +
c21
∑
a da(k)da(k
′)
EkEk′
)
[c†kiσ
y(c†−k)
T ][(iσyc−k′)T ck′ ]
(28)
This (basis-dependent since the bands are degenerate)
expressions is useful to gain insight into the effect of the
projection operators, but in practice the actual diago-
nalization is not necessary, since only the trace of the
projected matrices appears in our calculations and we
have the relation:
Tr[nαJ (kˆ)n
α′
J′
†(kˆ)] = Tr[Pν(k)NαJ (kˆ)Pν(k)N
α′
J′
†(kˆ)].
(29)
Therefore we will only formally assuming a diagonal-
ization of the Hamiltonian, but directly computing the
right-hand-side of Eq. (29) using the general explicit ex-
pression Eq. (23), which allows to perform all analytical
calculations.
V. LINEARIZED ELIASHBERG THEORY
We are now in a position to analyze the supercon-
ducting instabilities based on a general formalism for
the derivation of the transition temperature in spin-
orbit coupled multiband systems with nontrivial struc-
ture. Our approach relies on Eliashberg theory, the equa-
tions of which we derive from the lowest-order self-energy
correction due to the interaction, in the presence of su-
perconducting test vertices. Such a scheme corresponds
to neglecting vertex corrections at all orders and is equiv-
alent to Dyson’s equation truncated at first order in the
interaction.
Here, we will present the main steps of our analysis,
relegating most of the details to the Appendices. Fur-
thermore, in our presentation, we will consider spherical
symmetry, and, for concreteness, focus specifically on a
hole Fermi surface (with pseudospin ± 32 states), which is
relevant for existing experiments on YPtBi.
To obtain the Eliashberg equations starting from the
projected effective action of Eq. (26), we introduce a su-
perconducting test vertex ΣA. Specifically, we rearrange
the normal part and interaction part of the action, S0
and Sint, as [40]
S0 → S ′0 = S0 − SA,
Sint → S ′int = Sint + SA,
where the anomalous part SA contains the test vertex
ΣA = ΣA(k, ω) and takes the form
SA = 1
2
∑
k
∑
a,b
c†ka(ΣAiσ
y)abc
†
−kb + h.c.. (30)
Here, a, b label the pseudospin degree of freedom ± 32 .
(Recall that k = (k, ω).) A self-consistent equation for
the pairing test vertex ΣA is then obtained by setting
〈S ′int〉S′0 = 0, where 〈X〉S′0 ≡
∫
DcDc†Xe−S
′
0 . Diagram-
matically, the self-consistent equation 〈S ′int〉S′0 = 0 can
be represented as in Fig. 2. Solving the self-consistent
equation is then equivalent to solving a linearized gap
equation for Tc.
+ = 0
FIG. 2. Diagrammatic representation of the Eliashberg equa-
tion. The solid lines are fermion propagators 〈Ck,aC†k,b〉S′0 ,
where Ck is the Nambu spinor of Eq. (31). The dashed line
represents the interaction V .
For practical purposes it is convenient to adopt the
Nambu spinor formalism and define
Ck =
 ck
iσy(c†−k)
T
 . (31)
9The normal part of the action S0 can then be expressed
as
S0 = 1
2
∑
k
C†k
E− − iω
−E− − iω
Ck, (32)
where E− = E−(k) is the negative energy branch of the
spectrum. The interaction part of the action takes the
form
Sint = 1
32
1
βV
∑
k,k′
∑
J
VJ(ω − ω′) (33)
×(C†k~nJ(k)τ+Ck) · (C†k′~n†J(k′)τ−Ck′),
where τ± = τx ± iτy, and the Pauli matrices τx,y,z act
on the Nambu spinor index. Finally, the anomalous part
SA takes the simple off-diagonal form
SA = 1
2
∑
k
C†k
 ΣA
Σ†A
Ck. (34)
We can now calculate 〈S ′int〉S′0 using Wick’s theorem, ex-
pressing the quartic interaction in products of Nambu
propagators Gab = 〈Ck,aC†k,b〉S′0 . The Green’s function
G has a matrix structure both in Nambu and pseudospin
space, i.e.,G11 G12
G21 G22
 = K
 〈ckc†k〉 〈ck(c−k)T 〉
〈(c†−k)T c†k〉 −〈c−kc†−k〉T
K†,
(35)
where K = Diag(1, iσy) and 〈..〉 = 〈..〉S′0 . [Note that
in Eq. (35), the matrix elements on the right-hand-
side should themselves be understood to be matrices:
〈ckc†k〉 is for example to be read as 〈ck,ac†k,b〉, and not
as
∑
a〈ck,ac†k,a〉.] Since S ′0 is quadratic in the Nambu op-
erators, the Green’s function G can be straightforwardly
found to be
G(k, ω) =
iωτ0 + E−τz − ΣAτx
ω2 + E2− + TrΣ2A
, (36)
with the off-diagonal part given by
G21(k, ω) = − ΣA
ω2 + E2− + TrΣ2A
. (37)
Then, the linearized Eliashberg equation shown diagram-
matically in Fig. 2 takes the form
ΣA(k, ω) =
1
4βV
∑
k′,ω′
∑
J
VJ(ω − ω′)
ω′2 + E−(k′)
× Tr
[
G12(k
′, ω′)(−iσy)n†J(k′)
]
nJ(k). (38)
Here we assumed a purely real pairing and assumed prox-
imity to the transition temperature where TrΣ2A is small
and could be neglected.
L S J |k, 3/2, σ〉 |k, 1/2, σ〉
0 0 0 1/2 1/2
0 2 2 1/10 1/10
1 1 0 9/10 1/10
1 1 1 0 2/5
1 1,3 2 9
25
 1 −1√14
−1√
14
1/14
 1
25
 7 33√14
33√
14
177/14

1 3 3 9/14 3/70
1 3 4 13/70 27/70
TABLE III. Strength of the projected pairing channels up
to one power of k in spherical symmetry [O(3)], AJ =
1
4
∫
dkˆ
4pi
Tr[Pν(k)N
α
J (kˆ)Pν(k)N
α
J
†(kˆ)]. (L, S, J) stand for mo-
mentum (the power of k), spin and their sum (i.e. total-
angular momentum), respectively. Since we consider only lo-
cal and single power of k pairing, only L = 0 and L = 1
appear (in principle L can take all integer values). The par-
ity (Even/Odd) of each channel is given by (−1)L. The
bolded numbers mark the channels with highest non-s-wave
pairing. Note that, after projection, the channels (1, 1, 2)
and (1, 3, 2) mix. The corresponding matrix elements Aii
′
J =
1
4
∫
dkˆ
4pi
Tr[Pν(k)N
α
J,i(kˆ)Pν(k)N
α
J,i′
†(kˆ)] are given on the fifth
row of the table. The corresponding coupling strength is ob-
tained by the largest eigenvalue of the matrix (see text).
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����
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����
η
� �
� �
��
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�
“s”
largest odd parity |k ±3/2⟩ bands
largest odd parity |k ±1/2⟩ bands
FIG. 3. The value 1
2
f0,1A which controls the coupling
strength of the Eliashberg equations as a function of the
parameter η defined in Eq. (44) for the screened Coulomb
interaction, V (q, ω) = 4pie2/
[
(ε∞ + εc(ω)) q2 + 8pie2N(0)
]
.
We assume spherical symmetry and particle-hole symmetric
bands. For the usual non-spin-orbit coupled parabolic bands,
the large-η limit of 1
2
f0A0 is 0.5. The reduction to 0.25 for
the spin-orbit coupled “s” pairing channel is responsible for
the breakdown of Anderson’s Theorem.
A. Solving for Tc: Spherical symmetry
Let us consider first the case of full spherical symmetry.
We linearize the dispersion near the Fermi energy and
perform the integration over momentum analytically. As
explained in Section IV there are in general two cases to
consider. Let us first consider the simpler case, where
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the total angular momentum representation, J , derives
from a unique set of quantum numbers L and S. In
that case, we may consider a pairing function of the form
ΣA(k, ω) = ∆(ω)n
α
J (k) where ∆(ω) is a scalar and α =
1, .., 2J + 1. The Eliashberg equation then assumes the
form
∆J(ω) = − pi
βc,J
∑
ω′
KJ(ω, ω
′)∆J(ω′) (39)
where
KJ(ω, ω
′) (40)
=
∫
dk′
(2pi)3
1
4
VJ(ω − ω′)Tr[P−(k
′)NαJ (k
′)P−(k′)NαJ
†(k′)]
ω′2 + E2−(k′)
=
AJ
2|ω′|f0,1 [η(ω − ω
′)],
where the interaction V was taken as in Eq. (6) with
the electronic polarization function in the Thomas-Fermi
approximation, and the dispersion was linearized close to
the Fermi surface.
The strength of the attraction, encoded in the kernel
KJ , is dictated by two factors. The first is the represen-
tation dependent constant:
AJ =
1
4
∫
dkˆ
4pi
Tr[Pν(k)N
α
J (kˆ)Pν(k)N
α
J
†(kˆ)] (41)
which can be found in Table III for both 3/2 and 1/2
bands (note that this constant is the same for all α =
1, .., 2J+1 at any given J). The second are the functions
f0(η) =
η
2
ln
(
1 +
2
η
)
, (42)
f1(η) =
η
2
(
−2 + (2 + η) ln
(
1 +
2
η
))
. (43)
Here 0 or 1 correspond to the even and odd representa-
tions of J , respectively, and the parameter η quantifies
the strength of the Coulomb interaction and is given by
η(ω) =
q2TF (ω)
2k2F
, (44)
where qTF(ω) =
√
8pie2N(0)/[ε∞ + εc(ω)] is the
frequency-dependent Thomas-Fermi momentum. These
two factors, AJ and f0,1(η), multiplied together are plot-
ted as a function of η in Fig. 3 for the three examples
which give the highest coupling strength: J = 0 even
(s-wave) in red, J = 0 odd in the hole band (p-wave) in
blue, J = 2 odd in the electron band (p-wave) in orange.
From Eq. (40) we find that the functions f0,1(η) de-
pend on frequency only via the parameter η. At high
frequencies the functions saturate to the value f0,1(η∞)
and continuously go to f0,1(η0) at zero frequency, where
η∞ = limω→∞ q2TF(ω)/(2k
2
F) and η0 = q
2
TF(0)/(2k
2
F).
This allows us to understand how attraction appears,
leading to superconductivity, and to put bounds on the
transition temperature Tc as follows. As is usual, the
interaction V (ω) can be decomposed into a static repul-
sion µ (the high-frequency limit of the interaction) and
an attractive part λ such that
VJ(ω) = µJ − λJ(ω), (45)
and
µJ = lim
ω→+∞VJ(ω), (46)
which also defines λJ(ω). Upon considering a low-energy
theory, and therefore integrating out large frequencies,
the static repulsion µJ is renormalized to a small dimen-
sionless repulsion µ∗J so long as the Fermi energy is large
compared to the phonon frequency, which is the case for
YPtBi. On the other hand, λJ(ω), which represents only
the attraction due to the electron-phonon interaction can
be considered to be largely unaffected by large-frequency
effects. From here on we set µ∗J to be zero (as in stan-
dard BCS theory), so that now VJ(ω) → −λJ(ω). We
can then read off the low frequency attractive part of the
interaction
λJ = λJ(ω = 0) =
AJ
2
[f0,1(η∞)− f0,1(η0)] . (47)
Given εc(∞) < εc(0), we have η∞ > η0, so that λJ > 0 in
the s-wave channel as well as in the odd parity channels if
η∞ is not too large. The transition temperature in chan-
nel J is then bound from above by Tc,J < ωL exp [−1/λJ ].
By estimating the coupling strengths in each symmetry
channel we find the following results:
(i) Looking at the first row of Table III, we find that
in the case of s-wave pairing the constant dictating the
coupling strength in the s-wave channel, A0, is equal to
1/2. This should be compared with the analysis of GLF
[32], where a simple quadratic band without spin-orbit
coupling was studied. In their case, calculating the same
constant gives A0 = 1 (note that this would be true even
if the number of bands were to be multiplied by 2 to
match the current case). Thus, we find that the effective-
ness of a local attraction in generating s-wave pairing is
dramatically reduced. This also implies that Anderson’s
theorem does not hold in the case of a quadratic band
touching point. One way to see this is by considering the
finely-tuned point α2 = α3 = α4 = 0 in Eq. (3). There,
all four bands are degenerate, the Fermi energy there-
fore crosses all four bands, so that no projection onto a
subset of the latter should be performed, and A0 = 1.
This simple example shows that the s-wave scattering
matrix element can be modified by tuning a parameter
in the Hamiltonian without breaking time-reversal sym-
metry: this is contrary to Anderson’s conclusions in the
case of simple two-band systems (i.e. Kramers theorem
still holds and therefore Anderson’s does not).
(ii) We find an explicit difference between the elec-
tron and hole bands in the odd-parity pairing coupling
strengths as shown in Table III. The extreme example is
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the pairing in the J = 1 representation, which is only
allowed in the 1/2 bands [41].
(iii) The highest Tc for non-trivial pairing in the 3/2
bands (which is physically relevant for YPtBi) are the
L = 1, S = 1, J = 0 [corresponding to N0(k) ∝ k ·J] and
the L = 1, S = 3 and J = 3 [corresponding to Eq. (B6)]
channels, where the former is a one-dimensional repre-
sentation and has a slightly higher coupling constant. In
this case the maximal value the coupling constant can
take is λ ≈ 0.05. This is not enough to explain the
transition temperature in YPtBi, for example, but is a
non-negligible contribution. In the next section we dis-
cuss factors that may enhance the coupling in these two
channels and favor them over the s-wave channel.
Finally, we note that in the case of 1/2-band doping
(electron doping in the YPtBi case) the highest coupling
constant is obtained in the case where two sets of quan-
tum numbers L and S mix, namely the case of of L = 1,
S = 1 and S = 3, which both project into the odd J = 2
representation. Let us now describe how to deal with this
more complicated situation. As explained in Section IV
the group elements Nα2 (k) are now labeled by an addi-
tional index, i, which accounts for the S = 1 or S = 3
origin. The constant Eq. (41) is then generalized to
Aii
′
J =
1
4
∫
dkˆ
4pi
Tr[Pν(k)N
α
J,i(kˆ)Pν(k)N
α
J,i′
†(kˆ)] (48)
and forms a 2× 2 matrix (see the fifth row in Table III).
∆(ω)nαJ,i(k) alone cannot solve the self-consistent equa-
tion Eq. (38), but now a mixture of the two nα2,i(k) can
be used. Defining
ΣA(k) = ∆(ω)
∑
i=1,2
φin
α
2,i(k), (49)
(i.e., not introducing additional k dependence in the co-
efficients φi), we find that a set of solutions is given
by solving for the eigenvalues and eigenvectors of the
matrix AJ = (A
ii′
j )ii′ (the fifth row of Table III)—see
Supp. Mat.. For the 1/2 bands, the largest coupling
constant, i.e. that which will yield the largest Tc, is
1
140
(
55 +
√
2689
) ≈ 0.76, and is obtained for a pair-
ing matrix equal to 0.59nαJ=2,S=1 + 0.81n
α
J=2,S=3. The
other eigenvalues are given in Table III, and correspond-
ing eigenvectors in the Supp. Mat..
The local pairing states (with L = 0 and S = 0, 2, i.e.
rows 1,2,3 in Table I) were studied in detail in Refs. [42–
44]. We leave the analysis of the odd-parity pairing states
from Table II), in particular the ones we find are favored
by the polar-phonon mechanism, to future study.
B. Factors that may favor non-s-wave pairing
In the previous section we found that, in spite of a sig-
nificant reduction, the density-density interaction Eq. (6)
still favored s-wave pairing. However, s-wave pairing is
not consistent with recent penetration depth measure-
ments [26], which seem to indicate the existence of nodes
[29, 45]. In this short section we review corrections, which
go beyond RPA, and may favor odd-parity pairing and
enhance Tc.
First, we note that RPA relies on linear response.
Namely, the response of the electronic polarization, taken
into account in Eq. (7), is taken to be linear. This breaks
down at short distances much smaller than the screening
core (of radius rTF = 2pi/qTF), where the electric field
becomes large. To correct for this, we consider an addi-
tional local interaction
δSint = δV
2
∫
x
ψ†xψxψ
†
xψx, (50)
When δV > 0 it enhances the repulsion, but only in
the even parity pairing channels (i.e. L = 0). Thus, in
this case it favors p-wave pairing due to enhanced local
repulsion, i.e. by penalizing s-wave pairing. However,
even if the strength of the s-wave pairing is reduced, as
we explained, this is not enough to account for the Tc
observed in experiment [19], because the coupling in the
L = 1, S = 0 and J = 0 channel is too weak.
The coupling strength can be enhanced when strong
Fermi-liquid theory corrections are present. In particular
the compressibility of a charged Fermi liquid is reduced
by the Landau parameter F s0 . As a result qTF is also
reduced and the interaction Eq. (6) is modified in the
low frequency limit
V (ω,q) =
1 + F s0
2N(0)
q˜2TF(ω)
q2 + q˜2TF(ω)
(51)
where q˜2TF(ω) = q
2
TF(ω)/(1 + F
s
0 ). Thus, the coupling
strength is enhanced by a factor of 1 +F s0 . Taking ωL ≈
400 K, we find that to explain the measured Tc = 0.77 K
in YPtBi one needs F s0 = 2.2, which is a large, but not
unrealistic, correction.
C. Cubic symmetry
Like before, our derivation carries over to cubic sym-
metry. In particular Eq. (38) and the first equality of
Eq. (40) are still valid with the replacement of the index
J by the cubic representations listed in Tables I and II.
However, no simple form such as the second equality of
Eq. (40) exists in that case. Indeed, there, we made use
of the isotropy of E−—which is no longer true in cubic
symmetry. All of the angular dependence was then car-
ried only by the factor Tr[P−(k′)NαJ (k
′)P−(k′)NαJ
†(k′)],
which itself did not depend on the magnitude of k′, but
only its direction. In cubic symmetry, no such trivial
separation of the dependences on the direction and mag-
nitude of k exists. In that case, the coefficients AR will
carry no real meaning, and one needs to resort to nu-
merical estimates of the full dk′ integral for each set of
parameter values. Physically, because of the additional
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angular dependence in the integral, one expects this will
typically tend to enhance the odd parity pairings, but it
seems not enough to overcome that of the s-wave.
It is also worth noting that, in cubic symmetry, mixing
of several representation copies is the rule rather than the
exception (as was the case in spherical symmetry where
only J = 2, L = 1 and S = 1, 3 mixed), because most
representations appear several times.
VI. DISCUSSION
We have presented a theory for the study of supercon-
ductivity in spin-orbit coupled materials and applied it
to j = 3/2 semimetals in three dimensions. We used our
theory to study the pairing strength due to a polar optical
phonon as first discussed by GLF [32]. We showed that
the coupling strength can potentially be large enough to
explain superconductivity in the half-Heuslers, in con-
trast to the conclusion of Ref. 28.
Furthermore, we have classified all possible pairing
channels, which are local or linear in momentum. Within
RPA we found that the highest Tc was in the s-wave chan-
nel, and that there were multiple odd-parity channels
with comparable pairings. As we pointed out, correc-
tions which go beyond linear response may favor pairing
in these channels and account for the Tc observed in ex-
periments. It is important to note however, that the full
dynamical and momentum dependence of the dielectric
constant Eq. (7) needs to be taken into account to be
able to make better estimates of the coupling constants.
We leave this to future study.
We also point out that our study led us to a few more
general results. First we found that the coupling strength
in the s-wave channel was significantly reduced in the
quadratic band touching case, which is the direct result
of projecting out the unoccupied electron bands and in-
validates Anderson’s theorem for these kind of semimet-
als. We also showed that the pairing strength and the re-
sulting expected gap symmetry was different in the case
of electron and hole doping. Thus, we expect that the
superconducting state in an electron-doped half-Heusler
will be different than in the hole doped ones.
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Appendix A: Definitions and parameter values
The Fourier and Matsubara transformations (ω is a
fermionic Matsubara frequency, ω = ωn =
(2n+1)pi
β ) are
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carried out using the following normalization
ψx =
1√
β
√V
∑
ω,k
eik·r−iωτψk. (A1)
1. Hamiltonian definitions
The fermionic Hamiltonian density reads
H0(k) = α1k2 + α2 (k · J)2 + α3
(
k2xJ
2
x + k
2
yJ
2
y + k
2
zJ
2
z
)
+α4k ·T− µ (A2)
= c0k
2 +
5∑
a=1
cˆada(k)Γa + c3k ·T− µ, (A3)
where cˆ1 = cˆ2 = cˆ3 = c1 and cˆ4 = cˆ5 = c2. The first line
uses the conventional Luttinger parameters (α1,2,3) in the
j = 3/2 matrix representation [6], and the second line is
the form used in the main text. The Gamma matrices
(Γa) form a Clifford algebra, {Γa,Γb} = 2δab, and have
been introduced as described in the literature [46], and
d1(k) =
kxky√
2
, d2(k) =
kxkz√
2
, d3(k) =
kykz√
2
d4(k) =
k2x − k2y
2
√
2
, d5(k) =
2k2z − k2x − k2y
2
√
6
.
Note that c0 (α1) quantifies the particle-hole asymme-
try, while |c1 − c2| (α3) naturally characterizes the cu-
bic anisotropy and c3 (α4) the departure from inver-
sion symmetry. In the absence of inversion breaking,
i.e. when c3 = 0, the energy eigenvalues are E±(k) =
c0k
2±E(k)−µ, where E(k) =
√∑5
a=1 cˆ
2
ad
2
a(k) and the
Hamiltonian density can be rewritten
Hinv0 (k) =
∑
ν=±1
Eν(k)Pν(k), (A4)
where Pν(k) =
1
2
(
1 + νH0(k)−c0k
2+µ
E(k)
)
is a projection
operator, P2ν(k) = Pν(k) (no summation).
It is straightforward to relate the ci coefficients used in
Eq. (A3) to the Luttinger αi parameters used in Eq. (A2).
This can be done by expressing the spin operators in
terms of the Gamma matrices, using for example the
equalities
Jx =
√
3
2
Γ15 − 1
2
(Γ23 − Γ14) ,
Jy = −
√
3
2
Γ25 +
1
2
(Γ13 + Γ24) ,
Jz = −Γ34 − 1
2
Γ12 , (A5)
where Γab =
1
2i [Γa,Γb]. We find
c0 = α1 +
5
4 (α2 + α3)
c1 =
√
6α2
c2 =
√
6(α2 + α3)
c3 = α4
, i.e.

α1 = c0 − 54√6c2
α2 =
c1√
6
α3 =
c2−c1√
6
α4 = c3
.
(A6)
Note that if explicit matrices are used, they follow the
definitions in Ref. [46]. For these definitions, the 4 × 4
antisymmetric matrix γ used throughout is equal to γ =
−iΓ13.
Finally, the transformation of the da under a three-fold
rotation around the [111] axis is:
d1 → d2 → d3 → d1, (A7)
d4 → −1
2
(d4 +
√
3d5), d5 → 1
2
(
√
3d4 − d5).
Γa transforms like da.
a. Spherical symmetry
In spherical symmetry, c1 = c2 = c and c3 = 0, and
α3 = α4 = 0. Also the |jz = ±1/2〉 and |jz = ±3/2〉 are
good eigenstates, with eigenenergies
E1/2(k) = k
2(α1 +
1
4
α2) = k
2(c0 − c√
6
), (A8)
E3/2(k) = k
2(α1 +
9
4
α2) = k
2(c0 +
c√
6
). (A9)
In terms of hole and electron bands,
E±(k) =
(
c0 ± |c|√
6
)
k2. (A10)
From these equations, we find the relations between 3/2
and 1/2 bands and ν = ±1 electron and hole bands, in
spherical symmetry:{
ν signc = −1 ⇔ 1/2
ν signc = +1 ⇔ 3/2 . (A11)
2. Parameter definitions
In Gaussian units (± refers to eletron/hole bands), m
the effective mass, kF the Fermi energy, n the carrier den-
sity, N(0) the density of states at the Fermi energy, a0
the effective Bohr radius, qTF the Thomas-Fermi momen-
tum, Ry the effective Rydberg, and EF = |µ| the Fermi
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energy are:

m = ~
2
2(c0±|c|/
√
6)
kF =
√
2mEF
~ =
√
EF
c0±|c|/
√
6
n = 1(2pi)3
4pi
3 k
3
F =
1
6pi2
√
EF
c0±|c|/
√
6
3
N(0) = mkF2pi2~2 =
kF
4pi2(c0±|c|/
√
6)
=
√
EF
4pi2(c0±|c|/
√
6)3/2
a0 =
~2
me2 =
2(c0±|c|/
√
6)
e2
qTF(ω) =
√
8pie2N(0)/εc(ω) =
√
e2
piεc(ω)
√
EF
(c0±|c|/
√
6)3/2
Ry = ~
2
2ma20
= me
4
2~2 =
e4
4(c0±|c|/
√
6)
.
(A12)
3. Parameter values
Yet another notation for the Hamiltonian density is
used in Ref. 29,
H0(k) = αk2 + β(k2xJ2x + k2yJ2y + k2zJ2z ) + γ
∑
µ6=ν
kµkνJµJν
+δ
∑
µ
kµ(Jµ+1JµJµ+1 − Jµ+2JµJµ+2)− µ,
(A13)
which yields

c0 = α+
5
4β
c1 =
√
6γ
c2 =
√
6β
c3 =
√
3
2 δ
, i.e.

α = c0 − 54√6c2
β = c2√
6
γ = c1√
6
α4 =
2c3√
3
. (A14)
Plugging in the values given for YPtBi in the caption
of Fig. 2 of Ref. 29, i.e.

α = 20.(a/pi)2 eV
β = −15.(a/pi)2 eV
γ = −10.(a/pi)2 eV
δ = 0.1(a/pi)2 eV
, so

c0 = 1.25(a/pi)
2 eV
c1 = −24.5(a/pi)2 eV
c2 = −36.7(a/pi)2 eV
c3 = 0.0866(a/pi)
2 eV
,
(A15)
and µ = −20 meV, we obtain |c0/c1| = 0.051 < 1/
√
6
indeed, as well as, taking for a spherical approximation
c3 = 0 and c1 = c2 = c ≈ −30.6(a/pi)2 eV, and the lattice
constant a = 6.65 10−10 m,
m = 7.5 10−2me = 6.83 10−32 kg
kF = 2.0 10
8 m−1
n = 1.33 1023 m−3 = 1.33 1017 cm−3
N(0) = 1.00 1025 eV−1m−3
a0 = 13.3aB = 7.01 10
−10 m
qTF = 4.3 10
8 m−1
Ry = 7.5 10−2Ry0 = 1.03 eV
EF/Ry = 1.9 10
−2
qTF/kF = 2.1
η =
q2TF
2k2F
= 2.3
N(0)a30 = 3.4 10
−3 eV−1
N(0)/k3F = 1.3 eV
−1
N(0)/q3TF = 0.13 eV
−1
, (A16)
where me is the electron mass, aB the Bohr radius, and
Ry0 the Rydberg. Note that with these values (and in
the spherical approximation taken with c = (c1 + c2)/2),
we obtain a density n = 1.33 1017 cm−3, smaller than the
one reported experimentally, n ∼ 1018 cm−3.
Appendix B: Matrices and pairings
In this section and associated tables, all matrices are
orthonormalized according to the following scalar prod-
uct
(M|N ) = 1
4pi
∫
dkˆTr[M(kˆ)N †(kˆ)], (B1)
whereM and N are 4× 4 matrices that may or may not
depend on kˆ, and a matrixM is normalized if (M|M) =
4.
For convenience, we define J = −41
6
√
5
J +
2
√
5
3 (J
3
x , J
3
y , J
3
z ). Note that (J µ|Jν) = 0 ∀µ, ν.
1. Spherical symmetry
S ~MS par.
0 I4 Even
2 1√
2
(−iΓ3 − Γ4, iΓ1 + Γ2,−
√
2Γ5, iΓ1 − Γ2, iΓ3 − Γ4) Even
1
√
2√
5
(Jx + iJy,−
√
2Jz,−Jx + iJy) Odd
3 (M33 ,M
2
3 ,M
1
3 ,M
0
3 ,M
−1
3 ,M
−2
3 ,M
−3
3 ): see below Odd
TABLE IV. Matrices MαS in spherical symmetry. The column
“par.” indicates whether S is even or odd (i.e. whether MSγ
is antisymmetric or symmetric, respectively).
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
M33 =
1
2 (−iΓ13 − Γ14 − Γ23 + iΓ24)
M23 =
1√
2
(−Γ35 + iΓ45)
M13 =
√
3
2
√
5
(−iΓ13 − Γ14 + 2√3Γ15 + Γ23 − iΓ24 − 2i√3Γ25)
M03 =
1√
5
(2Γ12 − Γ34)
M−m3 = (M
m
3 )
† ∀ m
(B2)
k transforms as L = 1 for SO(3) operations.
J S ~NJ(k)
0 1 2√
5
k · J
1 1 (N11 , N
0
1 , N
−1
1 ): see below
2 1 (N2
2(1)
, N1
2(1)
, N0
2(1)
, N−1
2(1)
, N−2
2(1)
): see below
2 3 (N2
2(3)
, N1
2(3)
, N0
2(3)
, N−1
2(3)
, N−2
2(3)
): see below
3 3 (N33 , N
2
3 , N
1
3 , N
0
3 , N
−1
3 , N
−2
3 , N
−3
3 ): see below
4 3 (N44 , N
3
4 , N
2
4 , N
1
4 , N
0
4 , N
−1
4 , N
−2
4 , N
−3
4 , N
−4
4 ): see below
TABLE V. Odd parity pairing matrices NαJ (k) with a single
power of k in spherical symmetry.
{
N11 (k) =
√
3√
5
(−kz(Jx + iJy) + (kx + iky)Jz)
N01 (k) = i
√
6√
5
(kyJx − kxJy)
(B3)

N2
2(1)
(k) =
√
3√
5
((kx + iky)(Jx + iJy))
N1
2(1)
(k) =
√
3√
5
(−kz(Jx + iJy)− (kx + iky)Jz)
N0
2(1)
(k) = i
√
2√
5
(−kxJx − kyJy + 2kzJz)
(B4)
N2
2(3)
(k) =
√
3√
5
(−kz(Jx + iJy) + (kx + iky)Jz)
N1
2(3)
(k) =
√
3√
5
(−kz(Jx + iJy) + (kx + iky)Jz)
N0
2(3)
(k) = i
√
6√
5
(kyJx − kxJy)
(B5)
N33 (k) =
1
2Y11M
2
3 −
√
3
2 Y10M
3
3
N23 (k) =
√
5
12Y11M
1
3 −
√
1
3Y10M
2
3 − 12Y1−1M33
N13 (k) =
1√
2
Y11M
0
3 − 12√3Y10M13 −
√
5
12Y1−1M
2
3
N03 (k) =
√
1
2Y11M
−1
3 −
√
1
2Y1−1M
1
3
(B6)
N44 (k) = Y11M
3
3
N34 (k) =
√
3
2 Y11M
3
3 +
1
2Y10M
3
3
N24 (k) =
√
15
28Y11M
1
3 −
√
3
7Y10M
2
3 +
1
2
√
7
Y1−1M33
N14 (k) =
√
5
14Y11M
0
3 +
√
15
28Y10M
1
3 +
√
5
28Y1−1M
2
3
N04 (k) =
√
3
14Y11M
−1
3 +
√
4
7Y10M
0
3 +
√
3
14Y1−1M
1
3
,
(B7)
where the Ylm(kˆ) are the usual spherical harmonics, nor-
malized following 14pi
∫
dkˆY ∗lm(kˆ)Ylm(kˆ) = 1 (and we have
switched in Eqs. (B6,B7) from the kµ to the spherical
harmonic notation for compactness).
2. Cubic symmetry Oh
In which “form” we write down the matrices (Γa or
Jµ) in the tables and equations is entirely determined by
the simplest form.
R ~MR par. R(Td)
A1g I4 Even A1
Eg (Γ4,Γ5) Even E
T2g (Γ1,Γ2,Γ3) Even T2
T1g
2√
5
(Jx, Jy, Jz) Odd T1
A2g
2√
3
(JxJyJz + JzJyJx) = −Γ45 Odd A2
T1g
−41
6
√
5
J + 2
√
5
3
(J3x , J
3
y , J
3
z ) Odd T1
T2g
−1√
3
(Tx, Ty, Tz) Odd T2
TABLE VI. Matrices ~MR in cubic symmetry with inversion
Oh, and in tetrahedral symmetry Td (where one simply reads
the representation labels with the g index dropped). The
parity column “par.” indicates whether MRγ is symmetric
(Odd) or antisymmetric (Even).
k transforms under the T1u representation of Oh.
R′ ~NR′(k) R
′(Td)
A1u
2√
5
k · J A2
T1u
√
6√
5
J× k T2
Eu
√
2√
5
(−Jxkx − Jyky + 2Jzkz,
√
3(Jxkx − Jyky)) E
T2u
√
6√
5
(Jykz + Jzky, Jxkz + Jzkx, Jxky + Jykx) T1
T2u −2Γ45k T1
A1u J · k A2
Eu
1√
2
(−kxJx − kyJy + 2kzJz,
√
3(kxJx − kyJy)) E
T1u
√
3√
2
J × k T2
T2u
√
3√
2
(Jykz + Jzky,Jxkz + Jzkx,Jxky + Jykx) T1
A2u
1√
3
T · k A1
Eu
1√
6
(Txkx + Tyky − 2Tzkz,
√
3(Txkx − Tyky)) E
T1u
1√
2
(Tykz + Tzky, Txkz + Tzkx, Txky + Tykx) T2
T2u
1√
2
T× k T1
TABLE VII. Odd parity pairing matrices ~NR′(k) with a sin-
gle power of k in cubic symmetry with inversion Oh, and in
tetrahedral symmetry Td (read the representation labels on
the right-hand-side).
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3. Tetrahedral symmetry Td
In tetrahedral symmetry, k transforms according to T2
(instead of T1u in cubic symmetry) so that one needs only
modify the symmetric pairing functions labels A1u → A2,
A2u → A1, Eu → E, T1u → T2 and T2u → T1 (see the
right-most column of Table VII). The basis matrices MR
are unchanged except for the drop of the g subscript.
Appendix C: Fierz identities
Fierz identities [37, 47, 48] are reordering relations for
four-fermion interactions: if A and B are two n×n matri-
ces, and ψi n-component fermion fields, there exist ma-
trices A′, B′, A′′, B′′ such that
(ψ†1Aψ2)(ψ
†
3Bψ4) = (ψ
†
1A
′ψ4)(ψ
†
3B
′ψ2) (C1)
= (ψ†1A
′′ψ†3)(ψ4B
′′ψ2) (C2)
= −(ψ†1A′′ψ†3)(ψ2B′′Tψ4), (C3)
by virtue of the simple anticommutation relations be-
tween field operators. Ultimately, these identities cor-
respond to a change of basis for tensor products. Here
we do not derive Fierz identities in great generality, but
rather focus on special cases useful for our purposes.
1. Derivation
Let {Qa}a=1,..,n2 be an orthonormal basis of the
Hilbert space of n × n matrices. (In particular
Tr[QaQ
†
b] = n δab.) Then, any matrix A in that space
can be expanded following
A =
∑
a
AaQa, where A
a =
1
n
Tr[A†Qa]. (C4)
A set of basis matrices can be chosen as basis matrices
of the irreducible representations of the symmetry group
forming the Hilbert space. We call such a set { ~WR}R,
where the dimension of each vector ~WR is that of the
dimension of R. We take Tr[W iRW
j
R′
†] = n δij δRR′ .
a. Particle-hole relation
Elements of the trivial representations can be formed
out of every representation as follows:
~WR · ~W †R ≡
dimR∑
i=1
W iR ⊗W iR. (C5)
For a given representation Ro, we wish to find the coef-
ficients f(Ro, R) such that
[ ~WRo ]αβ · [ ~W †Ro ]µν =
∑
R
f(Ro, R)[ ~WR]αν · [ ~W †R]µβ . (C6)
Multiplying Eq. (C6) by W iR1,λα
†W iR1,ρµ and summing
over α and µ, we find
dimRo∑
j=1
[W iR1
†W jRo ]λβ [W
i
R1W
j
Ro
†]ρν (C7)
=
∑
R
f(Ro, R)
dimR∑
j=1
[W iR1
†W jR]λν [W
i
R1W
j
R
†]ρβ .
Now taking λ = ν and ρ = β and summing over λ, ρ, we
find:
f(Ro, R1) =
1
n2
dimRo∑
j=1
Tr[W iR1
†W jRoW
i
R1W
j
Ro
†] (C8)
for any i = 1, ..,dimRo.
b. Particle-particle relation
Similarly, we wish to find the coefficients g(Ro, R) such
that
[ ~WRo ]αβ · [ ~W †Ro ]µν =
∑
R
g(Ro, R)[ ~WRΛ]αµ · [ΛT ~W †R]νβ ,
(C9)
where here we have R = RΛ, with ΛT = −Λ,
ΛTΛ = ΛΛT = Idn. Here, we multiply Eq. (C9) by
[ΛTW iR1
†]λα[W iR1Λ]ρν and sum over α, ν:
dimRo∑
j=1
[ΛTW iR1
†W jRo ]λβ [W
i
R1ΛW
j
Ro
∗]ρµ (C10)
=
∑
R
g(Ro, R)
dimR∑
j=1
[ΛTW iR1
†W jRΛ]λµ[W
i
R1W
j
R
†]ρβ ,
and we obtain, setting λ = µ and ρ = β and summing
over λ, ρ:
g(Ro, R1) =
ηRo
n2
dimRo∑
j=1
Tr[W iR1
†W jRoW
i
R1W
j
Ro
†]
= ηRof(Ro, R1), (C11)
where ηR = ±1 is such that ΛW jR∗ΛT = ηRW jR†.
Appendix D: Eliashberg theory
1. Details of calculations from the main text
a. Spherical (or cubic) harmonic decomposition
The components of the interaction V0,1 defined in
Eq. (15) are
V0(|k|, |k′|;ω − ω′) = 1
4pi
∫
dkˆdkˆ′V (k− k′, ω − ω′) (D1)
V1(|k|, |k′|;ω − ω′) = 1
4pi
∫
dkˆdkˆ′(kˆ · kˆ′)V (k− k′, ω − ω′),
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where
∫
dkˆ =
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ.
b. Projected representation mixing
When several copies of a representation appear, one
must solve for a mixture of matrices belonging to each
copy. In the J = 2 case, defining
ΣA(k) = ∆(ω)
∑
i=1,2
φin
α
2,i(kˆ), (D2)
one must now solve∑
i,i′
nαJ,i(kˆ)
[
∆(ω)δii′ +
pi
βc
LJ(ω)Aii′J
]
φi′ = 0, (D3)
where
Lj(ω) =
∑
ω′
∆(ω′)
|ω′| fJ(ω − ω
′). (D4)
This is equivalent to solving
AJ(∆(ω) +
pi
βc
LJ(ω)AJ) = 0, (D5)
where AJ = (A
ii′
J )ii′ (the fifth row of Table III), and
hence a set of solutions is given by solving for the eigen-
values and eigenvectors of AJ .
The eigenvalues and eigenvectors of AJ=2,ii′ of Ta-
ble III lead to the following pairing strengths and ma-
trices. For the 3/2 bands:
{
A˜ = 27/70, n˜J=2,1,=
1√
15
(−√14nJ=2,S=1 + nJ=2,S=3)
A˜ = 0, n˜J=2,2 =
1√
15
(nJ=2,S=1 +
√
14nJ=2,S=3)
,
(D6)
and for the 1/2 bands:

A˜ = 55+
√
2689
140 , n˜J=2,1 =
√
1
2 − 7910√2689nJ=2,S=1
+
√
1
2 +
79
10
√
2689
nJ=2,S=3
A˜ = 55−
√
2689
140 , n˜J=2,2 = −
√
1
2 +
79
10
√
2689
nJ=2,S=1
+
√
1
2 − 7910√2689nJ=2,S=3
.
(D7)
