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Abstract
This paper studies on the fault tolerant design of hardware―yp  neural net、vorks for real
time control usage  Alfa―num ric recognition systems are implemented using a 3-layered feed―
fOr、アard neural network  A fault generation is assumed to occur on a neuron unit rather than
an interconnection line  FoHo、1'ing results are obtained  l About neural networks Mrithout
fault prOtection,the false recognition is caused by a single fault  2 The weight lilnitation of
synapses is effectively employed for the fault tolerance of neurai networks  3 A weight
lirnitation function referred for the symmetrical S function is newly presented  By using the
function,the fault tolerant design of neural net都′orks ca be easily carried out
【ey Lυο′
's: neural net、
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1。 まえが き
ニューラルネットワークは,大脳を模擬した
情報処理装置であり,学習によって処理機能を
獲得すること,並列・分散処理であること,パ
ターン認識に適していることなど,ノイマン型
コンピュータとは本質的に異なった特徴を有し
ている(1ちニューラルネットワークを実現する
方法としては,ノイマン型コンピュータのソフ
トウエアによる方法と,専用ハードウエアによ
る方法が用いられる9)X9。
本論文では,機器のリアルタイム制御に用い
る専用ハー ドウエア型ニューラルネットワーク
の耐故障設計について論ずる。機器の制御応用
においては,故障問題がとくに重要となる。例
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えば,ロボット制御,モー ビル制御,医療機器
制御などにおいては,制御コンピュータの故障
は,人命を危険にさらすような事態も生ずる。静
的な応用においては,故障が生じた場合,再処
理,あるいは,再学習などの処置をとることが
できる。しかし,機器のリアルタイム制御にお
いては,故障の影響が,一l舜でも外部に現れる
ことが問題 となる。従って,本用法ではフォー
ル トレランス (故障の被覆)が要求 される。
ニューラルネットワークは,並列・分散処理方
式なので,耐故障性に優れていると言われてい
る。しかし,故障の度合いによっては,故障を
被覆できない場合が生ずると考えられる。
ニューラルネットワークの耐故障設計に関し
ては, これまで,いくつかの方法が報告されて
いる
“
)~ω)。 しかし,その多くは,ニューロン間
配線の断線故障について論じている。本論文で
は,ニューロン1個を単位 とする故障について
論ずる。ニューロンを単位とする故障の問題点
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は,1個の故障が多数の配線故障となって現れ
ることであり,より高度の耐故障性が必要とな
る。
本論文では,以下の点を明らかにしている。
(1)3層階 型ニューラルネットワークを
用いて数字・英字認識システムを構成し,ニュー
ロンを単位 とする故障を与えたとき,認識誤 り
が生ずるか否かを調べた。その結果,ニューロ
ン1個の故障が生ずると,ニューラルネット
ワークのパラメータをどのように選択しても,
認識不能/誤認識が生ずることが分かった。
(2)シナプスの重みの取り得る範囲を制限
することにより,故障の影響を軽減するような
耐故障ニューラルネットワークの構成を提案し
た。そして,本構成によれば,ニューロン1個
の故障による認識不能/誤認識が生じないよう
設計できることが明らかとなった。
(3)重み制限関数として,対称S字関数を
提案した。本関数を用いると,誤差逆伝播法に
基づく収束が得られ易いので耐故障設計が容易
となること,および,誤認識の危険性が低下す
ることが明らかになった。
2.対象とするニューラルネットワークと
故障モデル
本論文では,機器のリアルタイム制御に用い
る専用ハードウエア型ニューラルネットワーク
の耐故障設計について論ずる。 リアルタイム制
御応用においては,故障が生じた場合,故障の
影響が外部に現れないことが重要となる。すな
わち,フォール トトレランス (故障の被覆)が
要求される。
2.1 対象とするニューラルネットワーク
本論文では,3層階層型ニューラルネット
ワークについて論ずる。図1に,ニューロンモ
デルを示している。入力をら,シナプスの重みを
距,しきい値を打,出力を0とすると,ニュー
ロンの機能は次式で表される。
I卜
1
W卜
1
図1 ニューロンモデル
入力層  中間層 出力層
図2 3層階層型ニューラルネットワーク
χ=(ΣL為)一Ir
iO
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ヽ
ヽ
ヽ
OUT
入力 出力
(1)
(2)
0=1/(1+ιχ)
図2に,3層階層型ニューラルネットワーク
の構成を示す。本ニューラルネットワークの学
習には,誤差逆伝播法が用いられる。その計算
は次式のようになる。ただし,教師信号を島
(ノ=0～9),出力層ニューロンの出力を 0°ブ,中
間層ニューロンの出力を 0ち,シナプスの重み
を 町,重み増大係数をεと表している。
ブ勺=(OЪ―身)OЪ(1-0り
出力層の場合 ……
″ち=Σ″°α〃ち,αOち(1-OI)
中間層の場合 ……・
△〃三―εあC ……………
レレ多=レ:十△レた 。……………
(3)
(4)
(5)
すべての入カデータについて,(1)～(5)の
計算をくり返す。このとき,認識誤差Rは,次
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式で与えられる。
買=Σ(OЪ―蜀)2.…………………(6)
(1)～(6)の計算をさらにくり返し,買が次
の条件となったとき学習終了とする。烏 inの値
は月」途定めるが,大略,0。1^ヤ001とる。
買<Rmin
2.2 文字認識システム
3層階層型ニューラルネットワークを用い
て,文字認識システムを構成し,その耐故障性
について検討する。第 1段階として,故障状態
が明快に把握できるようできるだけ簡単なシス
テムを選択することとする。次の3つを取 り上
げる。
① システム1:日の字 (7セグメント)数字
認識 システム
② システム2:田の字 (12セグメント)数
字認識システム
③ システム3:田の字数字・英字認識シス
テム
図3に, 日の字数字認識システムの構成を示
している。
なお,本論文では,システム3についての報
告は害J愛する。
2.3 故障モデル
故障モデルを以下のように設定する。
出 力
入力画面
① 中間層ニューロンの故障についてのみ検
討する (出力層ニューロンについては,別途検
討する)。
② 故障はニューロン1個単位で発生する。
当面,故障は1個だけとする。
③ 故障が生じたニューロンの出力は0に固
定される。
④ 故障が生じても影響が外部に出力されな
いことを目標 とする。
3.故障対策を持たないニューラルネット
ワークの故障シミュレーション
3.1 シミュレーションの方法
故障は,中間層ニューロンの1つを選び,そ
の出力を0に固定する形式で与える。
システムの変数を次のようにとる。
■中間層ニューロンの個数 ∫昴=6～10(10
は出力の数)
■重み修正係数 :ε=1～0.1
■学習終了条件:烏in=0.1～001
入カデータをr(ゲ)々:(ヵ=o～ん-1)と表し,
対応する出力層出力を 0(ゲ,ブ)ヵ,と表す。ただ
し,ゲは入カデータの番号(英数字の番号),力は
故障位置,ノは出力層の端子番号を表す。
このとき,0(ゲ,ブ)ヵ>05が成り立つならば,そ
番目のニューロンが故障しているという条件下
で,ゲ番目の入カデータが正常に認識されたこ
とを意味する。従って,システムが誤認識なし
に正常に機能しているがどうかは,次のように
半」定することができる。
[判定]0(ゲ, )々>0.5が,すべてのケ,々につ
いて成り立つとき,システムは正常である。
なお,0(ゲ, )々≦0.5が, ,々ゲのある値につい
て,一つでも生ずれば,認識不能,又は,誤認
識となる。以下,認識不能/誤認識を,まとめて,
誤認識として取り扱う。
以下,0(ゲ,)を,「一致点出力」とよぶこと
とする。
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153.2 日の字数字認識システム
(1)故障を与えない場合
表 1に,故障を与えない場合の一致点出力,0
(ゲ,ゲ)の値を示している。ただし,rM=6ぅε=1,
■mJn=0.1としている。0(ゲ,ゲ)>0.5,がすべての
ゲについて成 り立ち,数字認識が正常に行われ
ていることが分かる。
(2)故障を与えた場合
故障を与えたとき,すべての故障位置につい
て,0(ゲ, )≦0,5となる個所の数の合計を求め
る。この値を誤認識発生数とよび,故障の影響
の大きさを表す指標とする。以下,誤認識発生
数をつ と表記する。
一般に,中間層ニューロンの個数 :場を大き
くすると誤認識発生数 :Dが減少する。また,ε
と嘱minを小さくするほど,Dが減少する傾向
が見られる。ただし,εとRminをあまり小さく
すると学習に要する時間が極端に長 くなる。
図4に,中間層ニューロンの個数 :うと誤認
識生数:Dの関係を示している。図より,I〃=
10(最大値)としても,誤認識が生ずることが
分かる。表 2は,あ=10とした場合の 0(が,ゲ)々
(力=0～う一ヱ)を示している。4つの個所で誤
認識が生じてVゝることが分かる。
3.3 田の字数字認識システム
図5に,中間層ニューロンの個数 :r,ィと誤認
識発生数:Dの関係 を示 している。図 より,
r″/三10(最大値)としても,誤認識が生ずるこ
とが分かる。表 3は,幼=10とした場合の 0(ゲ,
ゲ)ヵ(乃三0～rオ/-1)を示している。1つの個所で
誤認識が生じていることが分かる。ただし,0.5
6  7  8   9  10
I出
図4 う 対 つ (日の字,故障対策なし)
近傍の値が多 く,状況によっては,容易に誤認
識に陥る危険性が高いことが分かる。
日の字数字認識システムの場合 と比較する
と,田の字数字認識システムの方が誤認識の発
生が少ないことが分かる。これは,田の字数字
認識システムの方が,入力数が多 く,冗長度が
大きいためと考えられる。
以上より,次が得られる。
[結果1]誤り対策を施 さないシステムで
は,ニューロン1個の故障が生ずると,システ
ムのパラメータをどのように選択しても,認識
不能/誤認識が生ずる。
中間層ニューロンの出力が,出力層のすべて
のニューロンに接続されているため,中間層
ニューロン1個の故障が,出力層に大きな影響
を及ぼすことが理解される。
11
D
7
4
1
表1 0(i,1)-1 日の字数字認識システム,故障対策なし,故障注入なし
め=6,c=2,吼jn=01の場合
0>0.5が正常認識,0≦05が誤認識
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0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)
099 099 099 099 099 099 099 090 089 087
0(6,6)0(7,7)0(8,8)0(9,9)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(0,0)
098 098 098 099098 095 098 056 075 098
098 099 099 097063 091 053 098 098 098
097 098 069 098 098096 071 098 098 093
098 098 091 094 047 097090 098 099 098
087098 094 097 099 098090 098 093 099
070098 093 098 097 095 088097 098 098
085 0.19089 096 099 098 087099 098 099
076 098084 094 098 097 096 098098 098
098 096098 084 098 086 098 090098 099
098 098098 097 094 015 020 098098 098
重み制限に基づくフォールトトレラントニューラルネットワークの構成法 (古米地・田鎖)
表2 0(ゲ,ゲ)-2 日の字数字認識システム,故障対策なしゥ故障注入
ムf=10,ε=1,玲IR=001の場合
12
11
7
6  7  8   9  10
lH
図5 五vtt D(田の字,故障対策なし)
4.重み制限に基づく耐故障ニューラル
ネットワークの構成法
故障による誤認識の発生は,故障した中間層
ニューロンに結合している出力層ニューロンの
シナプスの重みが大きな値となっていることに
起因すると考えられる。そこで,シナプスの重
みの取り得る範囲を制限することにより,故障
の影響を軽減することができると考えられる。
4.1 重み制限の方法
出力層ニューロンのシナプスの重みをある範
囲内に制限する方法を検討する。シナプスの重
みを一般に 〃,重みの限界値 を±
'rOと
表す
と,次のようにする。
レ路≧フr≧― T′T′O
これは,学習時の誤差逆伝播計算における式
(5)において,(%+△〃)の値が上記範囲を越
えると判定された場合,増分 △〃 の加算を取
りやめることによつて実現する。
%=町十△〃       再掲 (5)
なお,中間層ニューロンについては,重み制限
はとくに行わない。
4。2 日の字数字認識システム
表 4に,中間層ニユーロンの個数 :うと誤認
識が発生する数 :正)の関係を示している。表よ
り,r,r≧9とすると,誤認識が生じないことが分
かる。表 5は,舟=10,眺三18,ε三1,端in三
D
2
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表3 0(ゲ,ケ)-3 田の数字認識システム,故障対策なし,故障注入
rルr=10,ε=1,吼in=001の場合
表 4 r〕ィ対 つ 日の字数字認識システム,重み制
限あり
ん=10, c=1, ■山=01, レЪ=18の場合
0.1とした場合の 0(ゲ,ゲ)た(力=0～ん-1)を示し
ている。0(ゲ,ゲ)>0.5,がすべての ゲについて成
り立ち,認識が正常に行われていることが分か
る。
なお,重み制限を行うと,学習時に収束性が
損なわれる場合が多く観測される。 とくに,ど、1
の値が小さい場合に顕著となる。
表5 0(ゲ,ゲ)-4 日の字数字認識システム,重み制限あり
為=10, c=1,■m in=01, レrO=18の場合
0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)
097 066 094 090 092 097 098 097 097 098
053 098 089 097 098 097 098 094 097 098
097 096 098 098 098 097 098 073 098 091
097 099 099 097 095 098 093 095 089 098
074 098 099 095 098 095 097 099 098 084
098 098 097 098 089 098 098 098 050 072
098 098 098 081 095 096 098 093 083 085
098 091 065 094 098 098 090 098 094 096
098 098 098 094 098 0.46 093 097 098 098
097 098 094 098 094 055 050 097 098 098
為 10
D
収束条件 c=05
Rmin=02
C=1
貿m in=01
0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(6,6)0(7,7)0(8,8)O(9,9)
094 075 093 085 093 073 092 095 092 094
080 072 076 094 092 093 068 095 093 093
090 071 094 094 068 093 092 078 093 093
081 095 094 094 092 094 066 079 069 093
095 093 074 094 093 082 098 096 098 079
075 094 096 094 068 094 092 096 072 071
095 093 094 088 093 094 092 096 093 085
095 095 072 073 092 093 090 095 070 093
094 094 094 083 095 092 083 079 092 086
094 093 094 094 068 071 065 095 083 094
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4.3 田の字数字認識システム
表 6に,うとZ)の関係を示している。表よ
り,助≧9とすると,誤認識が生じないことが分
かる。表 7は,う=10, 70=1,8,c=1,五名in=
0.1とした場合の 0(ケ,ゲ)た(力=0～ち-1)を示し
ている。0(ゲ,ケ)>0.5,がすべての ゲについて成
り立ち,認識が正常に行われていることが分か
る。
以上より,次が得られる。
[結果2]重み制 限 を施 す こ とに よ り,
フォール トトレラントシステムが得られる。
4.4 考察
図6に,重み制限を加えない場合の重み7
表6 r/対D 田の字数字認識システム,重み制
限あり
島=10,ε=1,瑞in=01,″。=18の場合
の分布を示している。ただし,田の字数字認識
システム,rЛr=lo,ε=1,烏in=01の場合を示
している。重みが正規分布に近い形をしている
ことが分かる。図7に,重み制限を加えた場合
の重みの分布を示している。ただし,田の字数
字認識システム,玲=10,ε=1,島In=0.1,喝三
1,8の場合 を示 している。重み
'T′
が,喝≧
″≧―″Oとこ制限されていることが分かる。
20
10
-6 -5 -4 -3  -2  -1  0  1   2  3  4
W
図6 重みの分布 (重み制限なし)
表7 0(i,1)-5 田の字数字認識システム,重み制限あり
島=10,ε=1,烏in=01, 〃。=18の場合
10r〃
D
ε=1
■mm=01
収束条件 ε=05
買mln=02
0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)
089 093 093 095 092 094092 073 093 082
095 092 093 079 0,93 093068 096 072 094
096 069 0,93 097 092 0690191 0,73 093 094
079 093 069 083 068 093097 0,96 093 094
095 0,95 095 098 0,93 098 093067 094 091
075095 085 093 094 094 067092 094 0,80
068074 096 094 093 071 080092 094 094
093090 096 093 069 093 068095 075 0,94
094077 095 069 082 072 0,92092 094 093
094 081 069 069 093 093 093092 094 077
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σ
40
20
-2  -1  0  1  2
図7 重みの分布 (重み制限あり)
5.対称S字形重み制限関数の適用
5。1 対称S字関数
重み制限の問題点は,「誤差逆伝播」で保証さ
れていた収束性が保証されなくなることであ
る。学習過程で,偏差Rがある限度以上には小
さくならないこと力ざ, しばしば観測される。ま
た,あるくり返し以後,Rがむしろ増大してい
くような現象も観測される。できるだけ収束性
を維持しながら重み制限する方法が望まれる。
重み制限関数としては,種々 考えられるが,以
下,対称S字関数を提案する。本関数をσと表
記し,次式で定義する。ただし,,T′は重み,陽
はしきい値,Bは指数関数の底を表している。
σ=1/(1+B(V陶))  (〃≧0)
=1/(1+B←γ l'ア`l)) (〃<0)
図8は,】=20, 喝=2とした場合の対称 S
字関数 σを示している。
σによる重み制限は,誤差逆伝播計算におけ
る式 (4)を,次の式 (7),(8)に修正すること
によって実現する。
△〃=―σεぁc
図8 対称S字関数
(レ争≧0,かつ,△子ノl′≧o)または (レ与<0,
かつ,△〃<0)の場合 …………・…。(7)
△〃 三―εあQ
(町≧0,かつ,△〃<0)または (И<0,
かつ,△〃 ≧0)の場合 ………………(8)
式 (8)は,重み制限範囲内に向かう方向の重
み修正に対しては,σによる制限をかけないこ
とを意味する。
以下,前章で用いた重み制限関数を,方形重
み関数と呼ぶこととする。
5.2 日の字数字認識システム
学習過程で偏差Rが,単調減少するという結
果が得られた。また,方形重み関数の場合 と同
様に,rIィ≧9とすると,誤認識が生じないことが
分かった。表 8は,ち=10,B=20, 喝 三1.5,
c=1,貿min三〇1としたワみ合 の 0(が,ゲ)々(力=0
～ん-1)を示している。
図9は,0(ゲ,)の値の分布 を示 している。
(a)は方形重み関数,(b)は対称S字関数の
場合を示している。0(ゲ,ケ)の値が05より大き
くても,05に近いほど,誤認識に陥る危険が高
いと言うことができる。このことから,対称 S
字関数の方が,誤認識の危険が低いことが分か
る。
W
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0_6
0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)0(0,0)0(1,1)0(2)2)0(3,3)0(4,4)
085 087 095 091 091 093093 086 088 090
094 0.95 081 091 079 0,92081 095 094 089
093 093 071 094 078 090 093082 085 096
096 093 086 094 074 076 073 092093 089
096 094 094 0,93 092 095 096 095087 095
079096 0,81 093 088 094 093 093 095088
086094 096 077 096 095 093 095 081093
078 078093 095 093 091 085 093 095 091
091 082094 088 096 078 096 093 086 075
076 074 084094 095 0,96 093 090 084 082
(a)
100
50
5。3 田の字数字認識システム
日の字システムの場合と同様に,学習過程で
買が,単調減少するという結果が得られた。ま
た,方形重み関数の場合と同様に,う≧9とする
と,誤認識が生じないことが分かった。表9は,
重み制限に基づくフォールトトレラントニューラルネットワークの構成法 (苫米地・田鎖)
表8 0(ゲ,ゲ)-6 日の字数字認識システム,対称S字重み制限
rぉr=lo,ε=1,Rmin=01,B=20, 〃9=15の場合
(b)
100
50
5.6.7 .8.9 1               ・5.6.7.3 .9 1
0(i=i)               0(i,i)
図9 0(ゲ,ガ)の分布 (日の字)(a)方形重み,(b)対称S字
島=10, B=20, レЪ=1.5,ε=1,Fmin=01と
した場合の 0(ゲ,ゲ)々(々=0～ん-1)を示してい
る。
図10は,0(ゲ,ケ)の値の分布を示している。図
(a)は方形重み関数,(b)は対称S字関数の
場合を示している。対称S字関数の方が,誤認
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(a)
100
50
5 .6
識の度合いが低いことが分かる。
以上より,次が言える。
[結果3]対称S字関数重み制限を用いる
と,学習過程で収束が得られ易く,耐故障設計
が容易となる。また,誤認識発生の危険′性を低
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表9 0(ゲ,ゲ)-7 田の字数字認識システム,対称S字重み制限
r″r=lo,ε=1,¶mln=01,B=20, レ/。 15の場合
(b)
100
50
7 .8.9 1              .5.6.7 .8.9 1
0(i,i)                      o(i,i)
図10 0(ゲ,ゲ)の分布 (田の字)(a)方形重み,(b)対称S字
下させることができる。
5.4 考察
図11に,対称S字関数の重みの分布を示して
いる。ただし,田の字数字認識システム,rれィ=
10,B=20, 略 三1.5,ε三1,牝in=0.1の場合
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0(0,0)0(1,1)0(2,2)0(3,3)0(4,4)0(5,5)0(6,6)0(7,7)0(8,8)0(9,9)
091 075 084 084 082 086 0,95 095 093 0,90
080 096 085 093 095 093 094 086 091 093
080 086 095 094 0,97 084 094 096 091 085
082 089 096 093 087 094 082 089 0,79 092
078 094 097 092 095 090 092 095 095 086
094 094 089 094 085 094 095 095 0178 077
092 094 096 080 086 095 094 078 071 071
093 081 094 082 096 094 083 094 070 092
092 094 095 086 097 0,85 087 083 091 094
091 094 084 093 085 078 082 094 092 092
重み制限に基づくフォール トトレラントニューラルネットワークの構成法 (古米地・田鎖)
40
20
-3 -2  -1  0  1  2
‖
図11 重みの分布 (対称S字関数)
を示している。図7に示した方形重み関数の場
合に
'ヒ
較して,重みが分散していることが分か
る。
対称S字関数は,鋭い立ち上がり・立下 りを
実現しながらも,不連続点がないので,重み制
限機能と誤差逆伝播法の収束性の両者を満足で
きると考えられる。
なお,重みの分布が,均―に近 くなるような
重み制限の方法が得られるならば,耐故障性が
一層向上すると考えられる。
6。 ま と め
本論文では,機器のリアルタイム制御に用い
る専用ハードウエア型ニューラルネットワーク
の耐故障設計について検討し,次のような点を
明らかにした。
(1)3層階 型ニューラルネットワークを
用いて数字・英字認識システムを構成し,ニュー
ロンを単位とする故障を与えたとき,認識誤り
を生ずるか否かを調べた。その結果,ニューロ
ン1個の故障が生ずると,ニューラルネット
ワークのパラメータをどのように選択しても,
認識不能/誤認識が生ずることが分かった。
(2)シナプスの重みの取 り得る範囲を制限
することにより,故障の影響を軽減するような
耐故障ニューラルネットワークの構成を提案し
た。そして,本構成によれば,ニューロン1個
の故障による認識不能/誤認識が生じないよう
設計できることを明らかにした。
(3)重み制限関数として,対称S字関数を提
案した。本関数を用いると,誤差逆伝播法に基
づく収束が得られ易く,耐故障設計が容易とな
ること,かつ,誤認識の危瞼性が低下すること
を明らかにした。
今後,次のような点について検討する予定で
ある。
① 数字・英字認識システムよりも複雑なシ
ステムに関する検討
② 複数のニューロンの故障に関する検討
③ 重み制限関数の更なる改善
④ 出力層ニューロンの故障対策
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