Tensor algebras and displacement structure. IV. Invariant kernels  by Banks, T. et al.
Linear Algebra and its Applications 405 (2005) 83–103
www.elsevier.com/locate/laa
Tensor algebras and displacement structure.
IV. Invariant kernels
T. Banks, T. Constantinescu∗, Nermine El-Sissi
Department of Mathematics, University of Texas at Dallas, Richardson, TX 75083, United States
Received 6 November 2004; accepted 8 March 2005
Available online 22 April 2005
Submitted by L. Rodman
Abstract
In this paper we investigate a class of invariant positive definite kernels on the free semi-
group on N generators. We provide a combinatorial description of the positivity of the kernel
in terms of Dyck paths and then we find a displacement equation that encodes the invariance
property of the kernel.
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1. Introduction
In the previous parts of this paper [3,7], there were considered algebraic and
asymptotic properties of orthogonal polynomials in several variables associated with
a certain class of positive definite kernels on the free semigroup on N generators.
These kernels were naturally associated with the Cuntz–Toeplitz defining relations,
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XiXj = δi,j1, i, j = 1, . . . , N , but they are quite sparse (a lot of zero entries), which
makes their structure to be quite simple (see [7] for more details).
In this note we consider a more general class of positive definite kernels, which
are invariant under the action of the free semigroup on itself by concatenation, and
our main goal is to find combinatorial descriptions of the positive definiteness and of
the invariance property.
In answering the first question we establish a connection with the combinatorics
of Dyck paths. The invariance is then encoded into a displacement equation, and this
allows the use of the tools of the displacement structure theory.
The paper is organized as follows. In Section 2 we review some material on
orthogonal polynomials and introduce the moment kernel of a q-positive functional
on the algebra of polynomials in several noncommuting variables. Then we describe
the main result about positive definite kernels and Dyck paths in Theorem 2.2. Two
simple applications are given to the counting of paths in marine seismology and to
the structure of the Markov product introduced in [5]. Finally we discuss the con-
nection between orthogonal polynomials and displacement equations in our setting.
The main result here is given by Theorem 2.4. In Section 3 we introduce several
examples of positive definite invariant kernels. First we deal with a kernel involved in
the dilation theory for arbitrary families of contractions and calculate the orthogonal
polynomials associated with this kernel in Theorem 3.1. Then we show in Theorem
3.3 that the invariant kernels are precisely the moment kernels associated with q-
positive functionals on the algebra of polynomials in N noncommuting isometric
variables. Finally, we show that free products give many examples of invariant ker-
nels. In Section 4 we prove the main result about the displacement equation satisfied
by an invariant kernel.
2. Preliminaries
Here we describe our setting, so that the paper can be read independently of [3,7].
We review material on orthogonal polynomials, positive definite kernels, and dis-
placement structure. We also establish the description of positive definite kernels in
terms of the combinatorics of Dyck paths.
2.1. Moment kernels and orthogonal polynomials
We introduce a class of positive definite kernels associated with some linear func-
tionals on algebras of polynomials. Let PN be the algebra of polynomials in N
noncommuting variables X1, . . . , XN with complex coefficients. Each element P ∈
PN can be uniquely written in the form P = ∑σ∈F+N cσXσ , with cσ /= 0 for finitely
many σ ’s, where F+N denotes the unital free semigroup on N generators 1, . . . , N and
with lexicographic order . Also Xσ = Xi1 · · ·Xik for σ = i1 · · · ik ∈ F+N . Instead of
F+1 we use the standard notation N0.
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We can view PN as the free product of N copies of P1:
PN = P1  · · ·  P1︸ ︷︷ ︸
N times
= C⊕

⊕
n1
⊕
i1 /=i2,...,in−1 /=in
P0i1 ⊗ · · · ⊗P0in

 ,
whereP0i is the set of polynomials in the variable Xi , i = 1, . . . , N , without constant
term. We also notice that PN is isomorphic with the tensor algebra over CN , which
is defined by the algebraic direct sum
T(CN) =
⊕
k0
(CN)⊗k,
where (CN)⊗k denotes the k-fold tensor product of CN with itself. If {e1, . . . , eN } is
the standard basis of CN , then the set
{1} ∪ {ei1 ⊗ · · · ⊗ eik | 1  i1, . . . , ik  N, k  1}
is a basis ofT(CN). For σ = i1 · · · ik we write eσ instead of ei1 ⊗ · · · ⊗ eik , and the
mapping Xσ → eσ , σ ∈ F+N , extends to an isomorphism fromPN toT(CN), hence
PN T(CN).
There is a natural involution on P2N introduced as follows:
X+k = XN+k, k = 1, . . . , N,
X+l = Xl−N, l = N + 1, . . . , 2N;
on monomials,
(Xi1 · · ·Xik )+ = X+ik · · ·X+i1 ,
and finally, if Q = ∑σ∈F+2N cσXσ , then Q+ = ∑σ∈F+2N cσX+σ .
We say that A ⊂ P2N is symmetric with respect to this involution if P ∈A
implies cP+ ∈A for some c ∈ C− {0}. Then the quotient ofP2N by the two-sided
ideal generated by A is an associative algebra R(A). Letting π = πA : P2N →
R(A) denote the quotient map then the formula
π(P )+ = π(P+) (2.1)
gives a well-defined involution on R(A). Thus R(A) is a unital ∗-algebra and A
is called the set of defining relations. A linear functional φ on R(A) is called q-
positive if φ(π(P )+π(P ))  0 for all P ∈ PN . The index set G(A) ⊂ F+N ofA is
chosen as follows: if α ∈ G(A), choose the next element in G(A) to be the least
β ∈ F+N with the property that the elements π(Xα′), α′  α, and π(Xβ) are linearly
independent. We will avoid the degenerate situation in which π(1) = 0; if we do
so, then ∅ ∈ G(A). Define Fα = π(Xα) for α ∈ G(A). The moments of φ are the
complex numbers
sα,β = φ(F+α Fβ), α, β ∈ G(A), (2.2)
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and the moment kernel is defined by Kφ(α, β) = sα,β , α, β ∈ G(A). Since φ is q-
positive on R(A), Kφ is a positive definite kernel on G(A). However, Kφ does not
determine φ uniquely.
In [3,7] the focus was on moment kernels associated with q-positive functionals
on R(ANCT ), where A
N
CT = {1 − X+k Xk | k = 1, . . . , N} ∪ {X+k Xl, k, l = 1, . . . ,
N, k /= l}. The relations X+k Xl = 0, k, l = 1, . . . , N , make the moment kernel to
be sparse. In this paper we analyze the moment kernels of q-positive functionals on
R(ANO), whereA
N
O = {1 − X+k Xk | k = 1, . . . , N}. We have that G(ANO) = F+N .
The orthonormal polynomials associated with a strictly q-positive functional on
R(A) (that is, φ(π(P+)π(P )) > 0 for π(P ) /= 0) are introduced by the Gram-
Schmidt procedure applied to the family {π(Xα)}α∈G(A) of linearly independent
elements in the Hilbert spaceHφ associated with φ by the Gelfand–Naimark–Segal
construction. Thus, the orthonormal polynomials are
ϕα =
∑
βα
aα,βπ(Xβ), aα,α > 0. (2.3)
The polynomials ϕα are uniquely determined by the condition aα,α > 0 and the or-
thonormality property
φ(ϕ+β ϕα) = δα,β, α, β ∈ G(A). (2.4)
2.2. Positive definite kernels and Dyck paths
We will use several times a certain structure (and parametrization) of positive
definite kernels on N0. For sake of completeness we briefly describe this structure
here, while the details can be found in [6]. Also we discuss the connection with the
combinatorics of Dyck paths.
For a contraction γ ∈L(H,H′), that is, a linear bounded operator between
the Hilbert spaces H and H′ with ‖γ ‖  1, we define the defect operator dγ =
(I − γ ∗γ )1/2, and the corresponding defect space Dγ , the closure of the range of
dγ . The Julia operator associated with γ is defined by
J (γ ) =
[
γ dγ ∗
dγ −γ ∗
]
;
the Julia operator is unitary fromH⊕Dγ ∗ ontoH′ ⊕Dγ . This construction can be
extended to certain families of contractions as follows. Let {γk,j }0kj be a family of
contractions satisfying the compatibility conditions: (i) γk,k = 0 for all k  0 and (ii)
γk,j ∈L(Dγk+1,j ,Dγ ∗k,j−1). Then the unitary operators Uk,j are recursively defined
by: Uk,k = I1 and for k < j ,
Uk,j = (J (γk,k+1) ⊕ Ij−k−1)(I1 ⊕ J (γk,k+2) ⊕ Ij−k−2)
· · · (Ij−k−1 ⊕ J (γk,j ))(Uk+1,j ⊕ I1);
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each Uk,j is a (j − k + 1) × (j − k + 1) block matrix and Il denotes the identity
l × l block matrix.
Theorem 2.1. Let K be a positive definite kernel on the setN0 with values in a Hil-
bert spaceH. Then there is a uniquely determined family of contractions satisfying
the compatibility conditions (i) and (ii), and such that
K(l,m) = K(l, l)1/2 (PHUl,m/H)K(m,m)1/2, l  m, (2.5)
where PH denotes the orthogonal projection on the spaceH.
For a proof see [6]. We shall say that {γk,j } is the family of parameters asso-
ciated with the kernel K . Occasionally we write γk,j (K) in order to underline the
dependence on K . It is very useful to realize the above formula by a so-called time
varying transmission line; for K(0, 3) this is illustrated in Fig. 1 (for simplicity,
assume K(l, l) = I for all l). Thus, if the identity operator I is the input at A, then at
B we read off the expression of K(0, 3) in terms of the parameters γ01, γ02, γ03, γ12,
γ13, γ23 and their defects. Likewise, if the input at C is the identity operator, then the
output at B is now the expression of K(0, 2) (for more details see [6]).
It was noticed in [3] that there is a simple connection between transmission lines
as in Fig. 1 and Dyck (or Catalan) paths. We assume, again for simplicity, that
K(l,m) ∈ C for all l, m and that K(l, l) = 1 for all l. A Dyck path of length 2k is a
path in the positive quadrant of the lattice Z2 which starts at (0, 0), ends at (2k, 0),
and consists of rise steps ↗ and fall steps ↘ (see Fig. 2). For more information on
Dyck paths and their combinatorics, see [13].
LetDk be the set of Dyck paths of length 2k and letAk be the set of points (l, q),
q > 0, with the property that there exists p ∈ Dk with (l, q) ∈ p. It is seen that
Ak = {(j + i, j − i) | 0  i < j  k}.
Also, we notice that if p ∈ Dk and x = (l, q) ∈ p, then there are only four types of
behaviour of p about x: (I) a rise step followed by a fall step; (II) a fall step followed
by a rise step; (III) two consecutive rise steps; (IV) two consecutive fall steps (see
Fig. 3).
Fig. 1. Transmission line for K(0, 3).
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Fig. 2. A Dyck path of length 8.
Fig. 3. Behaviour of a Dyck path about a vertex x ∈Ak .
Consequently, for each pair i, j with 0  i < j  k we define the function ai,j :
Dk → C,
ai,j (p) =


1 if x = (j + i, j − i) /∈ p;
γi,j if x = (j + i, j − i) ∈ p and (I) holds;
−γ ∗i,j if x = (j + i, j − i) ∈ p and (II) holds;
di,j if x = (j + i, j − i) ∈ p and either (III) or (IV) holds.
Let p be a Dyck path inDk such that (2l, 0) ∈ p. The restriction of p from (2l, 0) to
(2k, 0) is called a Dyck subpath starting at (2l, 0) in Dk and denote by Dlk the set
of all these subpaths. There is a bijection between Dlk and Dk−l so that the number
of elements inDlk is given by the Catalan number Ck−l = 1k−l+1
(2(k−l)
k−l
); also,D0k =
Dk . If q ∈ Dlk then there could be many Dyck paths whose restrictions at (2l, 0)
coincide with q. However, we notice that if p1 and p2 are two such Dyck paths,
then ai,j (p1) = ai,j (p2) for j + i > 2l. We will write ai,j (q) in order to denote this
common value.
Now we can rewrite (2.5) as a cumulant type formula. In fact, we can estab-
lish a certain connection with free cumulants (see [15,12]), which will be explored
elsewhere.
Theorem 2.2. Let K be a positive definite kernel on the set N0 with scalar values
and K(l, l) = 1 for all l. Then, for l < m,
K(l,m) =
∑
q∈Dlm
∏
li<jm
ai,j (q). (2.6)
Proof. Formula (2.6) is a direct consequence of Theorem 2.1 and the straight-
forward way in which we identify paths in a transmission line with Dyck
paths. 
Formula (2.6) looks quite intriguing. There is a well-established connection bet-
ween continued fraction expansions and combinatorics of Dyck paths, see for
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Fig. 4. A trajectory through a layered medium in 4 units of time.
instance [10], still (2.6) comes from the only requirement that the kernel is positive.
A brief application of this result concerns the counting of paths in marine seismology.
One has a layered medium with a perfect reflection at the 0-interface (see Fig. 4).
A unit impulse strikes at A, at time zero, and it propagates downwards through the
medium. At each interface, the impulse is partially reflected and partially transmitted
to the next layer. It is a consequence of Theorem 2.2 that the number of possible paths
the impulse can take in order to return back to the 0-interface in 2n units of time, is
precisely given by the Catalan number Cn.
We conclude this subsection with an application of the transmission line interpre-
tation of Theorem 2.1 which provides a simple, conceptual proof of a result in [5].
Thus, let A1, A2 be two sets such that A1 ∩ A2 = {a} and K1, K2 be positive definite
kernels on A1, respectively A2, such that K1(a, a) = K2(a, a). The Markov product
of the kernels K1 and K2 is a hermitian kernel K on A1 ∪ A2 defined in [5] by the
rules:
(1) K|Aj×Aj = Kj , j = 1, 2;
(2) K(a1, a2) = K1(a1, a)K2(a, a2), a1 ∈ A1, a2 ∈ A2;
(3) K(a1, a2) = K(a2, a1)∗.
For our purpose we can restrict to the case of finite sets A1, A2, A1 = {0, . . . , n},
A2 = {−m, . . . , 0}. Let {γk,j (K1)}−mkj0 and {γk,j (K2)}0kjn be the parame-
ters associated with K1, respectively K2. The fact that the Markov product is positive
definite was proved in [5]. In addition, we provide here the structure of its associated
parameters.
Theorem 2.3. The Markov product of two positive definite kernels K1 and K2 is a
positive definite kernel with parameters {γk,j }−mkjn given by
γk,j =


γk,j (K1) if − m  k  j  0;
γk,j (K2) if 0  k  j  n;
0 otherwise.
Proof. The transmission line of K(a1, a2), a1 ∈ A1, a2 ∈ A2, looks like in Fig. 5.
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Fig. 5. Transmission line for Markov products.
The Julia operator of 0 is
[ 0
I
I
0
]
and therefore the central block of Julia operators
of 0 acts like a barrier. There is only one place for the signal to propagate from the
left to right and that is the upmost wire. What comes through that wire is exactly
K2(a, a2). The transmission line to the right of C will produce K1(a1, a) and all
together will get the product K2(a, a2)K1(a1, a). 
2.3. Displacement structure and orthogonal polynomials
The displacement structure of a family {R(t)} of matrices is encoded by an equa-
tion of the form
R(t) − F(t)R(t + 1)F (t)∗ = G(t)J (t)G∗(t),
where F(t), G(t) are the so-called generators and J (t) is a signature matrix (usually,
J (t) = Ip ⊕ −Iq , for some fixed p, q). The main feature in the use of displacement
structure is that under suitable conditions on generators, the Gaussian elimination for
R(t) can be performed at the level of generators. This leads to faster algorithms for
factorization of R(t) and to useful lattice structures associated with these matrices.
There is a remarkable connection between orthogonal polynomials on the unit
circle (when the moment kernel is Toeplitz) and displacement structure, as described
in [9]. For our purpose it is convenient to obtain a similar connection in our more
general setting. We discuss in details the following situation (with the notation intro-
duced in Section 2.1): N = 1 and A = ∅, so that R(A) = P2 and G(A) = N0.
The moment kernel of a q-positive functional φ on P2 is K(n,m) = φ((Xn1 )+Xm1 ),
n,m ∈ N0, and there is no additional restriction on Kφ other then being positive defi-
nite. So, in a certain sense, this is the most general possible situation. Next assume
φ is strictly q-positive (we say in this case that the moment kernel is strictly positive
definite). It was showed in [7] that the orthonormal polynomials associated with φ
obey the recurrence relation:
ϕ0(X1, l) = ϕ	0(X1, l) = s−1/2l,l , l ∈ N0, (2.7)
and for n  1, l ∈ N0,
ϕn(X1, l) = 1
dl,n+l
(
X1ϕn−1(X1, l + 1) − γl,n+lϕ	n−1(X1, l)
)
, (2.8)
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ϕ	n(X1, l) =
1
dl,n+l
(− γ l,n+lX1ϕn−1(X1, l + 1) + ϕ	n−1(X1, l)), (2.9)
where ϕn(X1) = ϕn(X1, 0) and {γk,j } is the family of parameters associated with
the moment kernel Kφ . An interpretation of the operation 	 can be found in [7]. Here
it can be viewed just as a tool to propagate the above recursions for the polynomials
ϕn(X1, l).
We now describe the displacement structure of the kernel Kφ . For each n  0
we introduce the following elements (the generators of the relevant displacement
equations): the (n + 1) × (n + 1) matrix
Fn(t) =


0
1 0 0
1
0 . . . . . .
1 0

 , t ∈ N0,
and the 2 × 2 matrix
J (t) =
[
1 0
0 −1
]
, t ∈ N0;
then for t ∈ N0, we introduce the (n + 1) × 2 matrix
Gn(t) = s−1/2t,t


st,t 0
s¯t,t+1 s¯t,t+1
...
...
s¯t,t+n s¯t,t+n

 .
It was showed in [8] that the displacement equation
Rn(t) − Fn(t)Rn(t + 1)Fn(t)∗ = Gn(t)J (t)Gn(t)∗, t ∈ N0, (2.10)
has a unique solution given by Rn(t) = [sk,j ]tk,jt+n. For this reason we say that
the kernel Kφ has displacement structure.
If Kφ is a Toeplitz kernel then there is a strong connection between the displace-
ment structure of its inverse and the orthogonal polynomials associated with φ. In the
general case there is a trade-off. Certainly, the more general formulae are somewhat
obscured by the necessary use of additional indices. On the other hand, the general
case reveals some features obscured by the additional symmetries of the Toeplitz
case.
The orthonormal polynomials of φ have the expansion
ϕn(X1, l) =
n∑
k=0
aln,kX
k
1,
with (aln,n)−1 = s1/2l+n,l+n
∏n
k=1 dl+n−k,l+n, and similarly, the polynomials ϕ
	
n have
the expansion
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ϕ	n(X1, l) =
n∑
k=0
bln,kX
k
1,
with (bln,0)
−1 = s1/2l+n,l+n
∏n
k=1 dl,l+k . It follows from the proof of Theorem 3.2 in
[7] that
Rn(t)


atn,0
...
atn,n−1
atn,n

 =


0
...
0(
atn,n
)−1

 (2.11)
and
Rn(t)


btn,0
btn,1
...
btn,n

 =


(
btn,n
)−1
0
...
0

 . (2.12)
We then define
Hn(t) =
[
a¯t+1n,0 · · · a¯t+1n,n−1 at+1n,n
b¯tn,1 · · · b¯tn,n 0
]
and obtain the main result of this subsection.
Theorem 2.4. The family {Rn(t)−1}t∈N0 is the solution of the displacement equation
Rn(t + 1)−1 − Fn(t)∗Rn(t)−1Fn(t) = Hn(t)∗J (t)Hn(t), t ∈ N0.
Proof. We define
Kn(t) =
[
0 0
0 −s1/2t,t btn,0
]
, t ∈ N0,
and we have to show that
Fn(t)Rn(t + 1)Hn(t)∗ + Gn(t)J (t)Kn(t)∗ = 0 (2.13)
and
Hn(t)Rn(t + 1)Hn(t)∗ + Kn(t)J (t)Kn(t)∗ = J (t). (2.14)
From (2.12) we deduce that
btn,0


s¯t,t+1
...
s¯t,t+n

+


st+1,t+1 · · · st+1,t+n
...
.
.
.
s¯t+1,t+n · · · st+n,t+n




btn,1
...
btn,n

 = 0
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which implies
Rn(t + 1)


btn,1
...
btn,n
0

 =


−btn,0s¯t,t+1
...
−btn,0s¯t,t+n
*

 ,
where * denotes an entry whose actual value does not play any role here. Therefore,
using the previous relation and (2.11), we deduce
Rn(t + 1)Hn(t)∗ =


0 −btn,0s¯t,t+1
...
...
0 −btn,0s¯t,t+n(
at+1n,n
)−1
*


and
Fn(t)Rn(t + 1)Hn(t)∗ + Gn(t)J (t)Kn(t)∗
= −btn,0


0 0
0 s¯t,t+1
...
...
0 s¯t,t+n

+ s−1/2t,t


st,t 0
s¯t,t+1 s¯t,t+1
...
...
s¯t,t+n s¯t,t+n


×
[
1 0
0 −1
][0 0
0 −s1/2t,t btn,0
]
= 0.
In order to obtain (2.14) we calculate:
Hn(t)Rn(t + 1)Hn(t)∗
=
[
a¯t+1n,0 · · · a¯t+1n,n−1 at+1n,n
b¯tn,1 · · · b¯tn,n 0
]
0 −btn,0s¯t,t+1
...
...
0 −btn,0s¯t,t+n(
at+1n,n
)−1
*


=
[
1 *
0 −btn,0st,t (b¯tn,1s¯t,t+1 + · · · + b¯tn,ns¯t,t+n)
]
.
The fact that the matrix Hn(t)Rn(t + 1)Hn(t)∗ is selfadjoint makes the north-east
corner (the * entry) of the above matrix equal to 0. Also, formula (2.11) implies that
b¯tn,1s¯t,t+1 + · · · + b¯tn,ns¯t,t+n = (btn,0)−1 − st,t btn,0.
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In conclusion,
Hn(t)Rn(t + 1)Hn(t)∗ + Kn(t)J (t)Kn(t)∗
=
[
1 0
0 −btn,0
(
(btn,0)
−1 − st,t btn,0
)]+ [0 00 st,t (btn,0)2
]
= J (t).
From (2.13) and (2.14) we deduce that[
Fn(t) Gn(t)
Hn(t) Kn(t)
] [
Rn(t + 1) 0
0 J (t)
] [
Fn(t) Gn(t)
Hn(t) Kn(t)
]∗
=
[
Rn(t) 0
0 J (t)
]
and a Schur complement argument implies[
Fn(t) Gn(t)
Hn(t) Kn(t)
]∗ [
Rn(t)
−1 0
0 J (t)
] [
Fn(t) Gn(t)
Hn(t) Kn(t)
]
=
[
Rn(t + 1)−1 0
0 J (t)
]
.
In particular, we deduce that
Rn(t + 1)−1 − Fn(t)∗Rn(t)−1Fn(t) = Hn(t)∗J (t)Hn(t), t ∈ N0. 
3. Invariant kernels
In this section we introduce invariant kernels and provide several examples. Let
H be a Hilbert space. A positive definite kernel K : F+N × F+N →L(H) is called
invariant (under the action of F+N on itself by concatenation) if
K(τσ, τσ ′) = K(σ, σ ′), τ, σ, σ ′ ∈ F+N. (3.1)
The invariant Kolmogorov decomposition theorem [11] provides a certain struc-
ture of an invariant kernel. Thus, we can define a Hilbert spaceK, an operator V ∈
L(H,K), and an isometric representation U of F+N onK such that
K(σ, τ) = V ∗U(σ)∗U(τ)V, σ, τ ∈ F+N, (3.2)
and the set {U(σ)V h | σ ∈ F+N, h ∈H} is total inK. An application of Theorem 2.1
gives a family of contractions {γσ,τ | σ, τ ∈ F+N, σ  τ } satisfying the compatibility
conditions: (i) γσ,σ = 0 for σ ∈ F+N and (ii) γσ,τ ∈L(Dγσ+1,τ ,Dγ ∗σ,τ−1), where τ − 1
denotes the predecessor of τ with respect to the lexicographic order on F+N and σ + 1
denotes the successor of σ . Using Theorem 1.6.1 in [6], we can describe V and U
in (3.2) in terms of the parameters γσ,τ . However, at this stage it is not clear how to
translate the invariance property of K into an invariance property of the parameters
γσ,τ . In order to deal with this issue we first discuss several examples.
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3.1. Families of contractions
Let T1, . . . , TN be given contractions on the Hilbert spaceH. For σ = ik11 · · · iknn ,
ij /= ij+1, j = 1, . . . , n − 1, kj ∈ Z− {0}, a reduced word in the free group FN on
N generators we define the contraction
Tσ = T [k1]i1 · · · T
[kn]
in
,
where
T [k] =
{
T k, k  0;
T ∗−k, k < 0.
Then the kernel K(σ, τ) = Tσ−1τ is positive definite on FN [5,4]. It is also invariant,
in the sense that (3.1) holds for τ , σ , σ ′ in FN . Its restriction to F+N , denoted K+, is an
invariant kernel on F+N . If we try to calculate the parameters of K+ (with respect to
the lexicographic order), we notice that their form is quite complicated. However, it
is not difficult to find the orthogonal polynomials. Thus, take Tk = tk , k = 1, . . . , N ,
where tk is a complex number in the open unit disk D and define φ : P2N → C,
φ(Xi1 · · ·Xin) = t(i1)···(in), (3.3)
where
(i) =
{
i if 1  i  N;
(i − N)−1 if N < i  2N
(if 1  j  N , then j is viewed as an element of FN with inverse j−1). We also
recall that dtk = (1 − |tk|2)1/2. Then φ(X+σ Xτ ) = K+(σ, τ ) for σ, τ ∈ F+N , so that
φ is a q-positive functional with moment kernel K+. Since tk ∈ D, k = 1, . . . N , it
follows that φ is a strictly q-positive functional on P2N and since G(P2N) = F+N ,
we can consider {ϕσ }σ∈F+N the set of orthonormal polynomials associated with φ.
Theorem 3.1. The orthonormal polynomials of φ defined by (3.3) are
ϕk = 1
dtk
(Xk − tk), k = 1, . . . N,
and for σ ∈ F+N,
ϕσk = Xσϕk, k = 1, . . . N.
Proof. Let σ, τ ∈ F+N , τ ≺ σ . Then σ = σ ′k for some σ ′ ∈ F+N and some k = 1,
. . . , N . Consequently,
φ(X+τ ϕσ ) = φ
(
X+τ X+σ ′ϕk
)
= 1
dtk
(
φ(X+τ X+σ ′Xk) − tkφ(X+τ X+σ ′)
)
= 1
dtk
(tτ−1σ ′k − tktτ−1σ ′) = 0.
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Also,
φ(ϕ+σ ϕσ ) = φ
(
ϕ+k X
+
σ ′Xσ ′ϕk
)
= 1
d2tk
φ
(
(X+k − tk)X+σ ′Xσ ′(Xk − tk)
)
= 1
d2tk
(
1 − |tk|2 − |tk|2 + |tk|2
) = 1.
These relations show that {ϕσ }σ∈F+N is indeed the family of orthonormal polynomials
associated with φ. 
Similar calculations will give an explicit formula of ϕσ (X1, . . . , XN, l) for l  1,
at least for |σ | large enough. Thus, we introduce the following notation: r : F+N →
N0 is the natural bijection between F+N and N0, so that r(∅) = 0, r(1) = 1, . . .,
r(N) = N , r(11) = N + 1, . . . ; then for l  0 and σ ∈ F+, σ − l denotes the word
in F+N that is l steps ahead of σ (so σ − 1 is just the predecessor of σ ). For r(σ ) > l,
the word σ − l can be uniquely represented in the form σ − l = q(σ )p(σ ) for some
q(σ ) ∈ F+N and p(σ) ∈ {1, . . . , N}. With this notation, we can obtain as in the proof
of Theorem 3.1 that for l  1 and r(σ ) > l,
ϕlσ =
1
dtp(σ)
(
Xσ − tp(σ )Xq(σ)
)
. (3.4)
As a consequence of (3.4) and Theorem 3.2 in [3] we obtain γσ,τ = 0 for σ +
r(σ ) + l ≺ τ . This gives more information about the parameters of K+ but still the
remaining parameters look too complicated compared with the fact that K+ is deter-
mined by just N complex numbers. A possibility to address this issue is to use param-
eters associated with K+ along a fixed chordal sequence, as in Theorem 3.1 in [1].
More precisely, we use the following construction. In general we use the notation
G = (V ,E) in order to denote an undirected graph with V the set of vertices and E
the set of edges. For v,w ∈ V , the notation (v,w) denotes the edge of G with end-
points v and w. Let E0∅ = ∅ and G0∅ = (F+N, ∅). For σ ∈ F+N − {∅}, k ∈ {1, . . . , N},
and 1  l  r(σk), we define
E1σk = Er(σk−1)σk−1 ∪ {(σ, σk)}
and for l > 1, the set Elσk is obtained by adding one new edge (τ, σk) to E
l−1
σk , where
τ /= σ and τ ≺ σk. Then define Glσ = (F+N,Elσk). It is easily seen that Vσ = {∅ 
τ  σ } is a maximal clique in Gr(σ)σ , that is (Vσ , Er(σ)σ ) is the complete graph and Vσ
is maximal with this property. This implies that each Glσ is a chordal graph and if we
order the family {Glσ } by lexicographic order on the pairs (σ, l), σF+N , 1  l  r(σ ),
then {Glσ } is a chordal sequence, according to the terminology in [1]. By Theorem
3.1 in [1] (see also Theorem 7.2.7 in [6]), the kernel K+ is uniquely determined by
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a family {γ lσ | σ ∈ F+N − {∅}, 1  l  r(σ )} of complex numbers with |γ lσ | < 1. We
call these numbers the parameters of K+ along the chordal sequence {Glσ }.
Theorem 3.2. The parameters of K+ along the chordal sequence {Glσ } are given
by: γ 1σk = tk for k = 1, . . . , N, σ ∈ F+N and γ lτ = 0 for l > 1 and τ ∈ F+N − {∅}.
Proof. For V ⊂ F+N we denote by K+V the restriction of K+ to V , that is, K+V (σ, τ ) =
K+(σ, τ ) for σ, τ ∈ V . We claim that K+{∅τσk} is the Markov product of the ker-
nels K+{∅τσk−1} and K
+
{σ,σk}. Indeed, we have {∅  τ  σk − 1} ∩ {σ, σk} = {σ }
and
K+(τ, σk) = tτ−1σk = tτ−1σ tk = tτ−1σ tσ−1σk
=K+(τ, σ )K+(σ, σk).
Now an application of Theorem 2.3 concludes the proof. 
We could deal now with orthogonal polynomials along a chordal sequence such
as the one above. However, we do not pursue this here, more details can be found in
[2].
3.2. Moment kernels onANO
We can see that the functional φ given by (3.3) induces a functional φ˜ on ANO
such that φ˜ ◦ πANO = φ. This suggests that the invariant kernels are related to A
N
O
and the following result explains this connection. We use the notation introduced in
Section 2.1.
Theorem 3.3. K = Kφ for some linear functional φ on R(ANO) if and only if K is
an invariant kernel.
Proof. Let K = Kφ for some linear functional φ on R(ANO) and let τ, σ, σ ′ be
words in the index set ofANO , which is F
+
N . Then
K(τσ, τσ ′) = φ(X+τσXτσ ′)
= φ(X+σ X+τ XτXσ ′).
Since X+τ Xτ = 1 in R(ANO), we deduce that
K(τσ, τσ ′) = K(σ, σ ′).
Conversely, let K be an invariant kernel. Any element of R(ANO) is a linear com-
bination of monomials Xi1 · · ·Xin , i1, . . . , in ∈ {1, . . . , 2N}, with the property that
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there is no pair (ik, ik+1) with ik > N and ik − ik+1 = N . We define φ on monomials
as above which can be written in the form X+σ Xτ by the formula
φ(X+σ Xτ ) = K(σ, τ),
and arbitrarily on the other monomials in R(ANO). The invariance of K insures that
φ is well-defined. Then we extend φ by linearity to the whole R(ANO) and clearly
K = Kφ . 
This result explains that the study of orthogonal polynomials on R(ANO) reduces
to the study of invariant kernels.
3.3. Free products
Since PN is a free product of N copies of P1, it is quite natural to look at free
products of q-positive functionals. Let R(A1), R(A2) be two algebras with sets of
defining relations A1, respectively, A2. It is convenient to view R(A1) as a quo-
tient of P2N in the variables X1, . . . , X2N and R(A2) as a quotient of P2M in the
variables Y1, . . . , Y2M . According to the notation in Section 2.1, let Fα = πA1(Xα),
α ∈ G(A1), and Gβ = πA2(Yβ), β ∈ G(A2). Each of G(A1) and G(A2) contains
words of length 1, otherwise the situation is degenerate, in the sense that R(A1) =
R(A2) = C. In order to simplify the notation, but without loss of generality, we can
assume that G(A1) contains all of 1, . . . , N and G(A2) contains all of 1, . . . ,M . In
this way,R(A1) is the set of polynomials in the variables F1, . . . , FN , F+1 , . . . , F
+
N
(satisfying the defining relations inA1), and similarly, R(A2) is the set of polyno-
mials in the variables G1, . . . ,GM , G+1 , . . . ,G
+
M (satisfying the defining relations in
A2). LetR0(Ai ), i = 1, 2, denote the set of polynomials inR(Ai ) without constant
term. Then
R1(A1)R1(A2)=C⊕

⊕
n1
⊕
i1 /=i2,...,in−1 /=in
R0(Ai1) ⊗· · ·⊗R0(Ain )

,
and we notice thatR1(A1)  R1(A2) is isomorphic toR(A1 +A2), whereA1 +
A2 is the disjoint union ofA1 andA2 (due to our convention to viewA1 as a subset
of P2N in the variables X1, . . . , X2N and A2 as a subset of P2M in the variables
Y1, . . . , Y2M , the setsA1 andA2 are automatically disjoint).
Now let φ1 be a q-positive functional onR(A1) and φ2 be a q-positive functional
on R(A2). Their free product φ = φ1  φ2 on R1(A1)  R1(A2) is defined by
φ(1) = 1 and φ(Pi1 · · ·Pin) = φi1(Pi1) · · ·φin(Pin) for n  1, i1 /= i2, . . . , in−1 /=
in, Pik ∈ R0(Aik ), and ik ∈ {1, 2} for k = 1, . . . , n. The map φ given by (3.3) is an
example of a free product of N q-positive functionals.
Since in general a q-positive functional is not positive, the main result in [5] can-
not be applied in order to conclude that the free product of two q-positive functionals
is q-positive, however this follows from the more general result in [4]. Using The-
orem 3.3 it follows that for strictly q-positive functionals φ1 and φ2 on R(AN0 )
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and, respectively, R(AM0 ), the kernel Kφ1φ2 is a strictly positive definite invariant
kernel. This construction produces a relatively large class of positive definite and
strictly positive definite invariant kernels.
4. The displacement structure of invariant kernels
From the examples in the previous section we see that it is difficult to explore
the additional symmetry of a positive definite invariant kernel in terms of its param-
eters or of its orthogonal polynomials. In particular, the invariance is not encoded
efficiently into the generators of the displacement equation (2.10). In this section we
consider a different displacement structure of an invariant kernel. In order to avoid
notational complications, we can assume that the positive definite invariant kernel K
is scalar-valued, and also that K(σ, σ ) = 1 for all σ ∈ F+N . For each n  0 we intro-
duce the following elements: the
∑n
k=0 Nk ×
∑n
k=0 Nk matrix Fk,n, k = 1, . . . , N ,
whose action on the Hilbert spaceFn of sequences {hσ }|σ |n (with Euclidean norm)
is given by
Fk,n({hσ }|σ |n) = {gσ }|σ |n,
where
gτ =
{
hσ if τ = kσ
0 otherwise.
Also, let Rn = [K(σ, τ)]|σ |,|τ |n and define Qn = [Qn(σ, τ)]|σ |,|τ |n, where
Qn(σ, τ) = 0 if σ = ασ ′, τ = ατ ′ for some α ∈ F+N − {∅}, σ ′, τ ′ ∈ F+N , and other-
wise Qn(σ, τ) = K(σ, τ). The next result shows that the left hand side of the relation
(4.1) sifts out all the redundancy in K caused by its invariance.
Lemma 4.1. For each n  0 the matrix Rn satisfies the displacement equation
Rn −
N∑
k=1
Fk,nRnF
∗
k,n = Qn. (4.1)
Proof. Let {eσ }|σ |n be the standard basis of the Hilbert spaceFn. Then〈(
Rn −
N∑
k=1
Fk,nRnF
∗
k,n
)
eσ , eτ
〉
= 〈Rneσ , eτ 〉 −
N∑
k=1
〈
Fk,nRnF
∗
k,neσ , eτ
〉
= 〈Rneσ , eτ 〉 −
N∑
k=1
〈
Fk,nRnF
∗
k,neσ , eτ
〉
.
If there is no α ∈ F+N − {∅} such that σ = ασ ′ and τ = ατ ′, then the first letter
of σ is going to be different from the first letter of τ , which implies that
∑N
k=1〈Fk,nRnF ∗k,neσ , eτ 〉 = 0 and
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Rn −
N∑
k=1
Fk,nRnF
∗
k,n
)
eσ , eτ
〉
= 〈Rneσ , eτ 〉 = K(τ, σ )
=Qn(τ, σ ) = 〈Qneσ , eτ 〉.
If there is α ∈ F+N − {∅} such that σ = ασ ′ or τ = ατ ′, this implies that there is
p ∈ {1, . . . , N} such that σ = pσ ′, τ = pτ ′, and then〈(
Rn −
N∑
k=1
Fk,nRnF
∗
k,n
)
eσ , eτ
〉
= K(pτ ′, pσ ′) −
N∑
k=1
〈
Fk,nRnF
∗
k,nepσ ′ , epτ ′
〉
= K(τ ′, σ ′) − 〈Rneσ ′ , eτ ′ 〉 = 0 = Qn(τ, σ ).
In conclusion, we obtained (4.1). 
We now try to factor Qn in the form GnJnG∗n for some symmetry Jn (Jn = J ∗n =
J−1n ), but of course, Jn is no longer
[ 1
0
0
−1
]
. In order to obtain a result suitable for
the displacement structure theory, Jn should be the same for all Qn (that is, for all
invariant kernels K).
Lemma 4.2. (a) Let A = [Ai,j ]pi,j=1 be a selfadjoint block-matrix with Ak,k = 0 for
all k = 1, . . . , p. Then
A = B2p−2B∗, (4.2)
where
B =


0 0 · · · 0 0 0 · · · 0 I
A2,1 0 0 0 I 0
A3,1 A3,2 0 0 0 0
...
...
.
.
.
...
...
...
...
Ap−1,1 Ap−1,2 · · · 0 I 0 · · · 0 0
Ap,1 Ap,2 · · · Ap,p−1 0 0 · · · 0 0


(4.3)
is a p × (2p − 2) block matrix and k is a k × k block-matrix,
k =


0 0 · · · 0 I
0 0 · · · I 0
...
...
...
...
0 I · · · 0 0
I 0 · · · 0 0

 . (4.4)
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(b) Assume all Ai,j are complex numbers. Then 2p − 2 is the minimal dimen-
sion of a symmetry J with the property that for any selfadjoint matrix A with zero
diagonal, the relation (4.2) holds for some B.
Proof. (a) The formula (4.2) is easily verified by direct computations that can be
omitted.
(b) Since Ak,k = 0 for k = 1, . . . , p, A cannot be positive or negative (excepting
for the trivial case Ai,j = 0 for all i, j ). Therefore A can have (generically) at most
p − 1 positive eigenvalues or at most p − 1 negative eigenvalues. This implies that
the symmetry J satisfying (4.2) for all selfadjoint A with zero diagonal must have
at least as many positive eigenvalue and, respectively, negative eigenvalues, which
gives a total of at least 2p − 2 eigenvalues. The construction of (a) realizes this
value, so 2p − 2 is the minimal dimension of a symmetry J satisfying (4.2) for any
selfadjoint matrix with zero diagonal. 
Theorem 4.3. For each n  0 the matrix Rn satisfies the displacement equation
Rn −
N∑
k=1
Fk,nRnF
∗
k,n = GnJnG∗n, (4.5)
where Jn is a symmetry of dimension 2 + (2N − 2)∑n−1k=0 Nk.
Proof. By Lemma 4.1, the matrix Rn satisfies the displacement equation
Rn −
N∑
k=1
Fk,nRnF
∗
k,n = Qn.
From the definition of Qn, we deduce that
Qn =
[
1 Sn
S∗n 0
]
+
[
0 0
0 Ln
]
,
where Sn = [K(∅, σ )]|σ |n, Ln(σ, τ ) = 0 if σ = ασ ′, τ = ατ ′ for some α ∈ F+N −
{∅}, σ ′, τ ′ ∈ F+N , and otherwise, Ln(σ, τ ) = K(σ, τ) (note that Ln(σ, τ ) is defined
only for σ, τ ∈ F+N − {∅}). Since we have the factorization[
1 Sn
S∗n 0
]
=
[
1 0
S∗n S∗n
] [
1 0
0 −1
] [
1 Sn
0 Sn
]
,
we need only to show that Ln has a factorization of the form Ln = G′nJ ′nG′∗n with a
symmetry J ′n of dimension (2N − 2)
∑n−1
k=0 Nk . Then
Qn =
[
1 0 0
S∗n S∗n G′n
]1 0 00 −1 0
0 0 J ′n



1 Sn0 Sn
0 G′∗n


will be the required factorization of Qn.
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Now, for k = 1, . . . , N we define Ak = {kτ | |τ |  n − 1}. Then {Ak}Nk=1 is a
partition of the setWn = {σ ∈ F+N | |σ |  n}. We reorder the elements ofWn such
that σ < τ if σ ∈Ak , τ ∈Aj , k < j . Then Qn = [Ai,j ]Ni,j=1 with Ak,k = 0 for all
k = 1, . . . , N . By Lemma 4.2,
Qn = Bn2N−2B∗n,
where Bn is given by (4.3). We can define J ′N = 2N−2, so that we obtain a factor-
ization of Qn with the required dimension of the symmetry Jn. 
The symmetry Jn in Theorem 4.3 is unitarily equivalent to the symmetry[ Ipn
0
0
−Ipn
]
, where pn = 1 + (N − 1)∑n−1k=0 Nk , so that we can rewrite Eq. (4.5)
in the more familiar form
Rn −
N∑
k=1
Fk,nRnF
∗
k,n = Gn
[
Ipn 0
0 −Ipn
]
G∗n,
for some new Gn, and the established results of the displacement structure theory
might be used in order to explore the structure of Rn. Still, we have to note the fact
that due to the complexity of K the number pn depends on n, a situation that was not
closely examined so far. Some more details in this direction can be found in [2].
We conclude by noticing that the moment kernel of a q-positive functional on
R(ANCT ) is characterized by the property that Ln = 0 for all n  0. Thus, (4.5)
appears as an extension of the displacement equation for R(ANCT ) obtained in [7].
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