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ABSTRACT
In emission tomography, iterative reconstruction is usually followed by a linear smoothing ﬁlter to make such
images more appropriate for visual inspection and diagnosis by a physician. This will result in a global blurring of
the images, smoothing across edges and possibly discarding valuable image information for detection tasks. The
purpose of this study is to investigate which possible advantages a non-linear, edge-preserving postﬁlter could
have on lesion detection in Ga-67 SPECT imaging. Image quality can be deﬁned based on the task that has to be
performed on the image. This study used LROC observer studies based on a dataset created by CPU-intensive
Gate Monte Carlo simulations of a voxelized digital phantom. The ﬁlters considered in this study were a linear
Gaussian ﬁlter, a bilateral ﬁlter, the Perona-Malik anisotropic diﬀusion ﬁlter and the Catte´ ﬁltering scheme. The
3D MCAT software phantom was used to simulate the distribution of Ga-67 citrate in the abdomen. Tumor-
present cases had a 1-cm diameter tumor randomly placed near the edges of the anatomical boundaries of the
kidneys, bone, liver and spleen. Our data set was generated out of a single noisy background simulation using
the bootstrap method, to signiﬁcantly reduce the simulation time and to allow for a larger observer data set.
Lesions were simulated separately and added to the background afterwards. These were then reconstructed with
an iterative approach, using a suﬃciently large number of MLEM iterations to establish convergence. The output
of a numerical observer was used in a simplex optimization method to estimate an optimal set of parameters
for each postﬁlter. No signiﬁcant improvement was found for using edge-preserving ﬁltering techniques over
standard linear Gaussian ﬁltering.
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1. INTRODUCTION
Emission tomography images reconstructed with an iterative algorithm suﬀer from noise deterioration as itera-
tions proceed. At higher iterations, the detail level of the image will rise and higher frequencies will be introduced
into the image, which causes the noise level to increase. A large number of regularization methods has been
introduced to cope with this problem, such as using an appropriate post-reconstruction ﬁlter [1,2,3] , using stop-
ping rules [4] , discretizing image space with smooth basis functions such as blobs instead of regular voxels [5]
or incorporating a priori information about the object distribution into the iterative process to enforce a certain
smoothness in the image [6,7]. Most research on post-reconstruction ﬁltering has been done on calculating the
optimal combination of the number of iterations and the width of a linear ﬁlter such as e.g. the Butterworth,
Wiener or Gaussian ﬁlter. These ﬁlter techniques will impose a global smoothness on the images, blurring edges
in the process. Recently, more interest is developed in more complex, non-linear and edge preserving ﬁltering
schemes. A bilateral ﬁlter was recently suggested as a possible valuable ﬁltering scheme in nuclear medicine
by Carroll [8]. Beekman et al [9] indicate possible advantages of the Catte´ diﬀusion scheme over Gaussian ﬁl-
tering for post-processing Single Photon Emission Computed Tomography (SPECT) images by calculating the
smallest discrepancy between the measured object and the image obtained. Such ﬁdelity measures however have
disadvantages, such as not being able to distinguish between noise and blurring [10].
An important application of nuclear imaging is the detection and localization of hot regions in a warm
background, such as tumors and infection sites, generally termed lesions in this work. To obtain a maximum
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sensitivity and speciﬁcity, the physician needs to dispose of images with an optimal detail to noise ratio. Task-
based measures of image quality, such as human or numerical observer studies, are ways to objectively quantify
the usefulness of an image for performing a given task. The applicability and usefulness of diﬀerent imaging
systems and data processing methods in clinical applications can be assessed in this way. A widely accepted
standard for psychophysical image quality assessment is the Receiver Operating Characteristics (ROC) test,
which provides the area under the curve (AUC) as a ﬁgure of merit to compare imaging systems, reconstruction
or data processing techniques. In this study diﬀerent reconstruction or regularization strategies have to be tuned
individually for an optimal detection performance, which causes the number of study parameters to grow very
large and makes human observer studies rapidly become infeasible. An automated method for the tumor search
task in an LROC study was provided by a numerical observer, based on an anthropomorphic channel model. A
Channelized Non-Prewhitening (CNPW) model observer was chosen for this purpose which has proven to match
human results well on SPECT data. This model observer is preferred in [11] over the Channelized Hotelling
observer (CHO) as the human ability to prewhitening images is decreased due to location uncertainty.
Another limiting factor is the time intensive data generation. Realistic Monte Carlo simulations of (Positron
Emission Tomography) PET or SPECT cameras for nuclear medicine require vast amounts of CPU time. Obtain-
ing a large observer data set using as realistic simulations as possible, rapidly becomes impractical. A bootstrap
approach provides a solution to this problem, by resampling a single noisy data set. The behaviour of numeri-
cal and human observers on bootstrapped data set has been investigated before [12,13] and bootstrapped data
appeared to be feasible to use in task-based observer studies. The goal of this study is to investigate whether
certain edge-preserving ﬁltering schemes could provide a signiﬁcant advantage over the standard linear ﬁltering
algorithms by means of task-based image quality evaluation. The diﬀerent components of a framework are pre-
sented, which allows a faster generation of data sets using a bootstrap approach, an automated optimization of
diﬀerent post-reconstruction ﬁlter parameters and a task-based assessment of the image quality using a numerical
observer.
2. METHODS
2.1. Monte Carlo simulations
The MCAT software phantom was used to simulate the Ga-67 citrate distribution in the abdomen. Fig. 1 shows
the slice of the 3D MCAT phantom used in our study. Gallium 67 has been found to concentrate in certain
primary and metastatic tumors as well as in focal sites of infection. High concentrations will also be found in
the kidneys, bone, liver and spleen. The tumor was chosen to be a 1 cm diameter sphere and a tumor-present
case had a tumor randomly positioned near the edges of these anatomical structures, as shown in ﬁg. 1. These
possible lesion locations were created using dilate-operations, by ’growing’ the anatomical edges. The distance
between the centre of the lesion and the anatomical border was always greater than the radius of the lesion, so
that they would not overlay.
(a) Software phantom (b) Lesion locations
Figure 1. (a) : Software phantom of the Ga-67 distribution used in our simulations. (b) : The map (white) of possible
lesion locations, situated near the anatomical boundaries of the phantom.
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Figure 2. Example of the bootstrap principle for listmode data.
Activity levels were calculated according to the gallium citrate distribution values found in [14]. Our study
assumed a patient body weight of 70 kg, in which case the average liver weight e.g. will be 1,5 kg. The
administered dose is typically between 2 and 5 mCi and was set to 3,5 mCi in our case. By using the Ga-67
concentration value in liver of 2,8% of the administered dose/kg and calculating the total number of liver pixels
in the 3D MCAT phantom, an activity level per pixel for the liver could be calculated. This same value was used
in the surrounding organs and bone. The activity in the warm background was set about ﬁve times smaller. This
translation scheme was used to map the pixel intensities in the MCAT slice onto the activity map needed for the
Monte Carlo simulations. The energy windows were set to 20% for the 93 keV and 15% for the 185 keV peak. In
our study, the voxelised MCAT phantom was simulated using the Geant4 Application for Tomographic Emission
(GATE) Monte Carlo package [15]. GATE is a simulation toolkit built on the Geant4 libraries, which allows for
an accurate modelling of nuclear imaging devices. The Marconi IRIX 3-head SPECT camera was modelled for
a SPECT acquisition over 120 for over 20 minutes.
2.2. Data generation using a bootstrap approach
Bootstrapping is introduced in nuclear medicine by Buvat in [16] as a non-parametric approach to accurately
estimate the statistical properties of SPECT or PET images when one does not know the noise properties of
the projections and the reconstruction algorithm. The bootstrap approach makes it possible to study statistical
properties of SPECT and PET images from a smaller number of replicates or even a single acquisition. Using
this technique one can generate large data sets out of this single noise simulation by resampling the noisy data.
As it was not realistic due to resource and time limitations to simulate all 300 SPECT acquisitions, this study
used a direct non-parameterized list mode bootstrapping approach. A large number of bootstrapped data ﬁles
were generated out of a single simulated background list mode ﬁle, where each entry is the spatial location and
energy of a detection. New list mode ﬁles of exactly the same size are created by randomly drawing events from
this original ﬁle with replacement. By repeating this as many times as there are events in the original list mode
ﬁle, a new bootstrapped ﬁle will be created where some events appear multiple times and others will be omitted.
Figure 2 illustrates this principle, typically the number of events is in the order of millions.
A series of 150 tumors at random locations were simulated separately using the voxelized MCAT attenuation
map. The 300 bootstrapped background list mode ﬁles and the list mode lesion ﬁles were added afterwards. Fig.
3 describes this approach. A lesion had a contrast level of 15 to 1 with the surrounding background, however
it was altered manually by randomly dropping events from the listmode ﬁle to obtain an area under the curve
between 0.75 and 0.85 for the optimal Gaussian ﬁlter. A suﬃcient number of over 200 ML-EM iterations was
used to establish convergence.
2.3. Edge-preserving filtering
Highly sophisticated reconstruction algorithms are currently used in clinical practice to reconstruct PET/SPECT
images, compensating for all sorts of image degenerating eﬀects. However, simple linear ﬁlters are still used for
making the images more suitable for visual inspection by a physician, smoothing over edges which could hold
important information about the image. Non-linear post-reconstruction ﬁltering makes it possible to preserve
important image characteristics useful for detection purposes while reducing the inﬂuence of noise. This study
compared a number of well known linear and non-linear ﬁltering schemes as function of lesion detectability.
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Figure 3. A schematic representation of the data generation used. A single noisy background simulation in listmode
format is bootstrapped 300 times. 150 lesion are simulated separately at diﬀerent locations and added afterwards to half
of the bootstrapped images. The entire set was transformed to sinogram data and reconstructed using ML-EM.
2.3.1. Linear filtering
The Gaussian low-pass ﬁlter was chosen as a baseline for comparison. This ﬁlter updates a pixel by taking a
weighted average of neighbouring pixels, in which the diﬀerent weights decrease with the distance to the center,
according to a certain full width at half maximum of a Gaussian. The idea is that images vary slowly in the
spatial domain and nearby pixels will have similar values. Because noise values are less correlated than the signal
itself, noise can be averaged away. This principle however does not take into account the preservation of edges,
which will become blurry.
2.3.2. Non-linear filtering
A bilateral ﬁlter was introduced by Tomasi and Manduchi [17] and is an extension of the latter. Additionally
to the traditional spatial ﬁltering, where pixels are averaged according to their spatial location, a similarity
function is added. This range ﬁlter will cause pixel weights to be dependent not only of the closeness, but also of
the pixel intensity. The bilateral ﬁlter will average out small and weakly correlated diﬀerences caused by noise,
while preserving the signal. The ﬁlter is determined by two parameters, a geometrical spread that will deﬁne the
amount of low-pass ﬁltering, and a photometric spread that will deﬁne the range of pixels in a certain region to
be combined together.
Another important class of edge-preserving ﬁlters consists of the anisotropic diﬀusion ﬁlters. Anisotropic
diﬀusion ﬁltering was ﬁrst proposed by Perona and Malik [18]. An image u0 is modiﬁed using the anisotropic
diﬀusion equation
δut = div(g(‖∇u‖)∇u), u(0) = u0 (1)
where u is the smoothed image, t is the diﬀusion time, div indicates the divergence operator and ‖∇u‖ is the
magnitude of the gradient of u. The function g should be a non-negative monotonically decreasing function and
will be controlling the diﬀusion coeﬃcient. It should result in g(0) = 1, which allows the diﬀusion process to
take place within the interior of a region, and should approach zero at inﬁnity. The diﬀusivity g used during this
study is shown in equation (2) and will privilege high-contrast edges over low-contrast ones.
g(‖∇u‖) = e(−(‖∇u‖/κ)2) (2)
κ will control the diﬀusion as a function of the gradient. A low κ value will allow low intensity diﬀerences to
stop the diﬀusion, while a high κ will cause a more isotropic behaviour, smoothing over edges. This ﬁlter was
implemented using a four nearest neighbour discretization, which is deducted in [18].
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Catte´ et al [19] proposed a modiﬁed version of the Perona-Malik algorithm. The gradient in noisy images
has a lot of irrelevant local maxima which must be eliminated. By replacing the gradient ∇u by the gradient of
the ﬁltered version of the image ∇uσ, a better edge estimation can be provided. ∇uσ is obtained by calculating
the gradients on the the image u convolved with a Gaussian kernel of standard deviation σ (3).
δut = div(g(‖∇uσ‖)∇u, ∇uσ = ∇(Gσ ∗ u) (3)
Regions with low gradients are smoothed as it would be with linear diﬀusion while signiﬁcant edges can be
preserved. Impulse noise can be eliminated by choosing a good σ-value. This scheme introduces an extra ﬁlter
parameter which must be estimated during ﬁlter parameter optimization.
2.4. Human observer LROC study
Human observer studies in classiﬁcation tasks can be used to judge the inﬂuence of diﬀerent reconstruction or
processing techniques on the detectability of tumors. Diﬀerent images are presented to the observer. He/she
indicates a point in the image where the lesion is assumed to be and assigns a probability to the presence of
a lesion. Based on these scoring data, (Localization) ROC graphics can be calculated. The fraction of true
positives is depicted against the fraction of false negatives. The surface under the LROC-curve has been proven
to be a good measure for the image quality [20].
Each postﬁlter had to be tuned individually for an optimal lesion detection performance. In order to allow
assessment of this very large number of study parameters, it is necessary to have an automated approach for
judging image quality. A channelized non-prewhitening observer (CNPW) was chosen for this purpose, as it is
known from literature to correlate well with human behaviour. Studies have indicated that bootstrap images can
be used to evaluate the LROC performance of such a numerical observer and the performance will be comparable
to LROC assessment of a series of noisy realizations [12]. To ﬁne tune the antropomorphic channels of the CNPW
observer and to approximate human behaviour in the best possible way, a human observer study is needed on
the given data set.
Human observers will however suﬀer from a degraded performance on bootstrapped images when compared to
performing the same study on noisy realizations. The most signiﬁcant diﬀerence between the two sets of images
will be the mean background. For a set of noisy realizations, the mean background will resemble the original
software phantom, while the mean background of a bootstrapped data set will resemble the reconstructed image
of the original data ﬁle [13]. Bootstrapping will result in a variance superimposed on this mean background and
human observers will perform worse on these images.
A numerical observer will subtract this mean background during performance calculations, so it will not suﬀer
from this. This principle behind substracting the mean background in this numerical observer scheme is that
a human observers will mentally substract what he thinks to be the mean background when looking at a series
of images. Apparently, this is hard on bootstrapped images with a noisy mean background. By replacing this
noisy mean background by a smoothed one as proposed in [13], human observer performance will increase and
will approximate the performance on noisy realizations. Fig. 4 shows the mean background of the bootstrapped
images and its central proﬁle. For conducting our LROC human observer study, this background was replaced by
median smoothed version of which the kernel size was chosen visually to resemble the original object distribution.
The human observer studies were performed on Gaussian smoothed images with FWHM varying from 0, no
smoothing, to 20, which performs an oversmoothing on the images. The ﬁltering was performed on the same
original set of images for all FWHM, so the signal to background contrast in the images was repeated in all
ﬁltered sets. To familiarize the human observers with the characterics of the images in each set, 30 training
images were presented prior to a real set of 70 images. Both these sets of images were drawn randomly from
the set of ﬁltered images. The possible lesion locations were chosen identical to those that would be presented
to the CNPW observer and were drawn out of 226 possibilities. A discrete rating scale was used, ranging from
probability 1 to probability 5. An observer was presented with only two series of 100 images in one day, to avoid
observers to get too accustomed to the images and to avoid fatigue to play an important role in the process. The
order of the series was diﬀerent for each observer, to avoid learning eﬀects to become a confounding factor. Four
people from our research group were used as observers, all which had experience with human observers studies
before. The results of this study are presented in section 3.1.
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Figure 4. The mean background of the series of bootstrapped images is replaced by a median smoothed version, to
compensate for the decreased performance of human observers. The upper side shows the mean background and its
smoothed version, the lower side shows the central proﬁle of both images.
2.5. Model observers for LROC
A numerical observer is a mathematical algorithm that executes a speciﬁc diagnostic task such as lesion detection.
This observer can be used for the objective estimation of the image quality, for CAD (computer aided diagnosis)
or for human perception studies. An antropomorphic observer, such as the CNPW observer, is a suboptimal
observer that tries to imitate human perception. Only the information contained in speciﬁc frequency bands in
the image is used for lesion detection. This is implemented by means of channels, which are tuned to diﬀerent
narrow ranges of spatial or temporal frequency. The channel model in this study was a constant-Q model. As
described in 2.1, an observer in an LROC study has to point out the coordinates of the most suspicious location
in the image and assign a probability value to it. To construct the model observer used, the same approach was
followed as described in [11]. The template wcnpw is constructed by n band-pass preﬁlters or channels as follows
:
wcnpw =
n∑
i=1
〈ui, S〉ui (4)
ui is the ith channel out of a series of n channels and S is the mean centered signal, calculated by taking
the mean diﬀerence of the signal-present images where the signal is translated to the center of the image and
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Figure 5. Schematic representation of the CNPW numerical observer scheme. The CNPW template is cross-correlated
with the series of images of which the mean background is subtracted.
the signal-absent images. The map of location probabilities Z(r) is then obtained by cross-correlating this kernel
with the image considered f minus the mean background b as shown in (5).
Z(r) = wcnpw ⊗
(
f − b) (5)
The argmax(Z(r)), for r being part of the deﬁned search region, provides the most suspicious location and the
value at that position is a measure for the probability. Fig. 5 shows a schematic representation of this matched
ﬁlter approach.
The channels of the numerical observer have to be chosen properly in order to approximate certain char-
acteristics of human perception in a best possible way. Our study used square channel proﬁles, which yields
concentric, annular regions in the frequency domain. The channels are radially symmetric in both the spatial
and the Fourier domain. The channel model used throughout this study, is also known as a constant-Q model,
in which a series of bandpass ﬁlters is created in the following manner :
If fcQn−1 ≤ ‖p‖ ≤ fcQn then p = 1, otherwise p = 0 (6)
This scheme provides us with bandpass channels of increasing radius. The parameter Q was chosen to be 2,
which provided us with dyadic channels, in which the width of the consecutive bandpass channels will increase
by a factor two. Fig. 6 gives a representation of the radial frequency of the diﬀerent channels, showing the square
proﬁles of increasing width.
An important choice in antropomorphic numerical observers, is choosing the minimum frequency cut-oﬀ fc in
(6). This is important because the human visual system is limited in its ability to detect low-frequency patterns.
2.6. Parameter optimization
Each postﬁlter has a number of adjustable parameters, which have to be optimized in order to obtain a maximum
lesion detectability. A linear Gaussian ﬁlter requires only one parameter to be optimized, while non-linear ﬁltering
techniques range in number of adjustable parameters from two for the bilateral ﬁlter to up to three parameters
for the anisotropic diﬀusion ﬁlters.
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Figure 6. Channel scheme of 3 channels for a maximum cut-oﬀ frequency of 0.0625 cycles per pixel. The width of the
bandpass channel doubles for each channel number.
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Figure 7. (a): Convergence of the simplex algorithm for the Gaussian ﬁlter in terms of FWHM versus iteration number.
The optimal FWHM of around 10 pixels is found after 50 iterations. (b): The matching area under the curve in terms of
iteration number.
The Nelder-Mead simplex method [21] was chosen as an optimization function for ﬁnding a global maximum
in each of the parameter search spaces. This method can be classiﬁed as a ’direct search’ method and will
minimize or maximize a nonlinear function f(x) for x ∈ 	n using only function values and no numerical or
analytic gradients. Each iteration of this direct search approach starts with a simplex ∆k at iteration k, deﬁned
by its n + 1 vertices and their function values. The vertices will be ordered according to function value and one
or more new points in or near the current simplex are computed.
f(vertex1) ≤ f(vertex1) ≤ ... ≤ f(vertexn+1) (7)
The function value at the new point is than compared with the function values of the existing vertices. The result
at each iteration will be a new simplex with either a single new vertex, replacing the vertex with the highest
function value (vertexn+1) or a set of n new vertices, only maintaining the vertex with the lowest function value.
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This will be repeated until the simplex is smaller than a speciﬁed tolerance.
In the case of a parameter optimization using a numerical observer, x will consist of the n diﬀerent ﬁlter
parameters to be optimized and f(x) will be the area under the curve given by the CNPW observer on the data
ﬁltered with the speciﬁed parameters. Fig. 7 shows the convergence of the simplex method for the 1-dimensional
Gaussian case.
3. RESULTS
3.1. Channel tuning using human observers
Fig. 8 shows the results of the human observer study of gaussians with varying FWHM. The area under the
curve is shown against the FWHM of the Gaussian ﬁlter. All observers show a strong decrease in performance
for heavily smoothed images and will have a maximum detection performance at a FWHM of around 10 pixels.
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Figure 8. The detection performance of our 4 human observers is shown here for the diﬀerent Gaussian kernels. All show
an apparent drop-oﬀ in performance on mildly smoothed and oversmoothed images, as could be expected.
The result of the human observer studies of Gaussians with varying FWHM were compared with the results
for the same ﬁlters scored by a CNPW observer of which we varied the low-frequency cut-oﬀ parameter. The
maximum frequency is set by the Nyquist frequency at 0.5 cycles/pixel. Our study started from a chosen minimum
frequency pmin of 0.05 cycles/pixel, which was used in other publications and resulted from a calculation using
the average viewing distance and the width of the displayed image [22, 23]. This pmin value was multiplied by
a parameter λ (λ = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.25) to explore the diﬀerent channelization schemes. This
gave cut-oﬀ frequencies fc = λpmin with pmin ranging from 0.015 to 0.0625 cycles/pixel.
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Figure 10. (a): CNPW score for the diﬀerent Gaussian kernels in a 4-channel scheme. (b): CNPW score for the Gaussian
kernels in a 3-channel scheme. Visually one could accredit the best numerical observer behaviour to the channel scheme
with the largest cut-oﬀ frequency, as it concurs better with human behaviour at higher smoothing levels.
According to the choice of fc , one can ﬁt respectively 3 or 4 channels below the Nyquist frequency. The
channels were deduced for the diﬀerent cut-oﬀ parameters and the CNPW observer score was calculated for the
diﬀerent Gaussian kernels. The same images were used as with the human observer LROC studies, but with
a lower lesion contrast to obtain a suitable range of area under the curve values. Since we did not include an
internal noise model into our model observer, human and numerical observer scores did not match quantitatively.
The images however were subjected to an 8-bit quantization, as model observers still tend to perform rather good
on heavily smoothed images, in contrast to human observers. The problem has to do with the high precision of
ﬂoating point numbers during calculations. By limiting the number of grey values in the image, this tendency
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Figure 11. (a): Impulse response of the 2nd channel (spatial domain). (b): Central proﬁle of the 2nd channel.
should be prevented.
Fig. 9 plots the area under the curve results for a variety of cut-oﬀ frequencies. As can be seen, less
performing Gaussian kernels will suﬀer from a decrease in observer performance with increasing fc, while better
performing kernels maintain a steady detection performance. The CNPW model used here, tends to have a
better discriminating behaviour with increasing low frequency cut-oﬀ. Fig. 10 shows the results of the numerical
observer as a graph. The area under the curve is shown against the FWHM (pixels). The dotted line represents
the average human observer score. Fig. 10(a) shows the results for the 4 channel schemes, ﬁg. 10(b) shows
the results for the 3 channel schemes. As can be seen in both ﬁgures, the CNPW observer performs worse
on non-smoothed images. Minor smoothing will cause a large improvement in detectability on the 4 channel
schemes, while the 3 channel scheme will increase more gradually to a maximum. This maximum is found in both
cases around a FWHM of 10, which agrees within reason with the human observer results. Another important
remark is that the CNPW observer we used decreases only moderately in performance on heavily smoothed
images. Human observers on the other side tend to drop much faster in performance, despite the fact we used a
quantization in our CNPW calculations. This tendency can probably be attributed to the simple channel model
we used and its inherent limitations.
As can be observed in ﬁg. 10, the largest cut-oﬀ frequency also gave the best agreement with human observer
results for large smoothing kernels. This is obvious as only very low frequency image patterns will remain after
heavy smoothing, which will be discarded more and more by a larger fc. The cut-oﬀ frequency 0,0625 cycles/pixel
was also the value with the highest Spearman rank coeﬃcient, which calculates a correlation value according to
strategy ranking. This cut-oﬀ frequency was chosen for further evaluation of the nonlinear ﬁlter parameters and
the channel scheme is the one depicted in ﬁg. 6. Fig. 11 shows the impulse response of the 2nd channel in the
spatial domain and its central proﬁle.
3.2. LROC results
Fig.12 shows the LROC graphs for the postﬁlters after parameter optimization. For a large number of parameters,
the simplex optimization method sometimes got stuck in local maxima, which resulted in a suboptimal detection
performance and parameter selection for the diﬀusion ﬁlters. It was necessary to sample the parameter space
ﬁrst and to choose starting points carefully to avoid this problem. None of the non-linear ﬁltering techniques
added a signiﬁcant improvement over the standard linear Gaussian ﬁlter. Gaussian ﬁltering had the highest
area under the curve of 0.9069 (± 0.0109). The non-linear techniques scored somewhat lower, with a 0.8605 (±
0.0138) for the Catte´ ﬁltering scheme, 0.8558 (± 0.0139) for the bilateral ﬁlter and 0.8560 (± 0.0141) for the
unregularized Perona-Malik diﬀusion ﬁlter. The other diﬀusivity function mentioned in [18] for the anisotropic
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Figure 12. LROC curves for the diﬀerent ﬁltering schemes. No non-linear ﬁltering scheme outperforms the standard
linear Gaussian ﬁlter.
diﬀusion ﬁlter did not have a major impact on the results. The area under the curve for the non-linear ﬁlters
was signiﬁcantly lower than the area under the curve for the Gaussian ﬁlter (at the 0.01 signiﬁcance level).
4. DISCUSSION
Standard gaussian ﬁltering still performed at least as good as any other non-linear postﬁlter. These results deviate
slightly from the results found in [9], where the performance of the Catte´ diﬀusion scheme was slighty better
than the standard Gaussian ﬁltering for quantitative purposes, however the diﬀerence proved to be negligible.
Beekman et al concluded that accurate image formation models during reconstruction have a larger impact on
the ﬁnal image quality than the choice of postﬁlter. Miller and Wallis [2] also indicated that the system response
used during reconstruction is signiﬁcant for the ﬁnal image contrast and will be optimal if the system response
of the simulator approximates the system response used during reconstruction. This also could be an indication
that modelling the system is more important than any complex noise reduction technique.
Other studies also indicated that linear post-smoothed ML-EM has very good noise characteristics in com-
parison with more complex noise reducing schemes such as including smoothing as a penalty term in a penalized-
likelihood reconstruction method for applications requiring uniform resolution. In these cases linear post-
smoothed MLEM obtained an identical [24] or even better [25] signal to noise ratio than Maximum A Posteriori
(MAP) reconstruction.
Nuyts et al give a good indication in [26] why straightforward edge-preserving postprocessing of ECT images
might lead to a lesser performance than expected. Due to the high correlation between neighbouring pixels in
MLEM reconstructed images, information about a pixel can be located at the other side of anatomical boundary.
Low-pass ﬁltering between these object boundaries resulted in a decreased signal to noise ratio, as information
located over such a boundary is discarded. A prewhitening ﬁlter proved to be able to reduce this problem and
it was indicated that low-pass ﬁltering could act as an approximation of the ideal prewhitening ﬁlter.
However, other factors could have an impact on the current results. A possible factor could be the relative
simplicity and generality of the non-linear ﬁltering approaches that were used. A number of modiﬁcations have
been proposed for the traditional anisotropic diﬀusion ﬁlters, involving adaptation of the threshold κ in (2)
to local variations in the image [27],[28]. Using quantitative validation, lower error values than Butterworth
ﬁltering could be obtained in [27]. Other techniques to determine the conduction are suggested, such as pattern
recognition in [29]. Next to better threshold estimations or conductivity functions for the anisotropic diﬀusion
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ﬁlters, more speciﬁc assumptions could be made about the image characteristics. A priori anatomical knowledge,
e.g. a matched CT map from a multimodality device, could contribute to a better edge estimation in the image for
diﬀusion ﬁltering and result in an improved ﬁltering scheme. The current SPECT/CT and PET/CT integrated
devices provide an excellent means for this. Incorporating compensation for attenuation and collimator blurring
in our reconstruction process, could also lead to a better edge estimation and a better diﬀusion process.
The bootstrap method proved its usefulness for using more realistic data in observer studies and provided a
signiﬁcant speed-up factor during simulations. Moreover, this technique would even allow us to use real patient
data as a background for an observer study. By combining this principle with a numerical observer and an
optimization method, an automated assessment and tuning of diﬀerent regularization strategies by means of
detection performance becomes practically workable.
5. CONCLUSION
This paper presented the results of an LROC study comparing diﬀerent linear and nonlinear ﬁltering techniques
on simulated Ga-67 SPECT images. In clinical practice, highly sophisticated reconstruction algorithms incorpo-
rating alternative basis functions and compensations for all sorts of image-degrading eﬀects are often followed
by a simple linear ﬁlter to make the images more feasible for visual inspection. It is plausible to assume that
an edge-preserving ﬁltering approach could produce an improvement in lesion detectability. Data sets were
generated using Monte Carlo simulations and a bootstrap approach and the diﬀerent edge-preserving ﬁltering
methods were optimized and evaluated using a numerical observer scheme. Of the diﬀerent nonlinear ﬁltering
schemes that were examined in this study, none outperformed linear Gaussian ﬁltering. No real indications
exist currently to prefer a more complex noise reducing method over standard linear postﬁltering for detection
purposes in clinical practice. Future work will be dedicated to investigate further extensions of edge-preserving
ﬁltering approaches such as including anatomical information.
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