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1. INTRODUCTION 
Let Uk, k E N,,, denote the Chebyshev polynomial of the second kind of 
degree k. We say that a real function x defined on [a, b], a, b E R, a < 6, is 
a sign function on [a, b] if there is a decomposition of the interval [a, b], 
a=x,<x,< ... <x,=h, HEN!, such that i; or --E takes the value (-1)’ 
on the interval (xi_ ], x,), j = 1, . . . . r. S(x, [a, b] ) denotes the number of 
changes of sign of h’ on [a, 61. 
Many questions on L’-approximation lead to the following problem: 
(a) Let real numbers b,, . . . . h, be given. Determine a sign function & 
on C-1, +l] with S(i?, C-1, +1])=1 (an), such that 
U,(x)ii(x)dx=b,+, for k=O, . . . . n- 1, (1) 
i.e., 
J X sin kp h(q) dcp = 6, for k = 1, . . . . n, 0 
where h(q) = @cos cp) for cp E [0, ~1, 
Under appropriate conditions on the numbers h,, we describe in this 
paper all those sign functions which have a finite number of changes of sign 
and satisfy (1). It is shown that the points at which those sign functions 
change sign depend in a certain manner on orthogonal polynomials. 
For the special case S(& [ - 1, + 1 ] ) = n, problem (a) is of a type similar 
to the so-called L-problem of moments treated by Ahiezer and Krein [4] 
and Geronimus [6]. See also [8]. 
This paper is organised as follows. In Section 2 we solve problem (a) 
for the special (but very important) case where s(A, [ - 1, + 11) = n. In 
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Section 3 we describe all sign functions which solve (1). Section 4 
contains applications of the theory to special problems (Posse’s 
problem, L’-approximation on several intervals, etc.). Finally, we show 
in Section 5 that there is a close connection between Chebyshev-, L’-, and 
L2-approximation with respect to a suitable weight function on two 
intervals. 
2. SOLUTION OF PROBLEM (a) FOR THE SPECIAL CASE S(h, [- 1, +l])=n 
In order to state our results we need the following notation. Let D be the 
open unit disk (z lIzI < 1) in the complex plane. As usual we call a function 
F: D + @ a Caratheodory function (C-function) if F is analytic in D and 
Re F(z) >O for ZE D. It is well known that a function F, normed by 
F(0) = 1, is a C-function if and only if it admits a representation 
where g is a nondecreasing function with (l/277) @ da(q) = 1. If F is a real 
C-function, i.e., if F takes real values for real z, then a(v) = -a(271 - q) for 
q E [0,27r]. A bounded nondecreasing function cr on [0,27r] with an 
infinite set of points of increase will be called a distribution function. 
Furthermore, we say that a C-function F is nondegenerate if cr is a dis- 
tribution function, i.e., F is not of the form ic + cj”=, pi((e”P/ + z)/(.& - z)), 
where CEIL, pjeK!+, and O<cp,<(p2< ... <cp,d27c. 
If D is a distribution function on [O, 27~1 normed by (1/27r) @ de(q) = 1, 
then P,(z) = zn + ... denotes that polynomial which is orthogonal on the 
unit circle with respect to the weight do, i.e., 
s 2n e -egvP,(eiv) da(q) = 0 for j= 0, . . . . n - 1. 0 
D.(s)=; s,‘“E { P,(e’“) - P,(z)} da(q) = zn + . . 
denotes the polynomial of second kind with respect to do. 
Let us note that the polynomials P, resp. 52, satisfy a recurrence relation 
of the type 
resp. 
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where P,*(z) =z”P,(z-‘) denotes the reciprocal polynomial of P,. The 
parameters a, and thus the polynomials P, resp. rZ, are real, if 
a(q)= -0(2x--q) for cp E [0, n]. Polynomials which are orthogonal on 
the unit circle are studied in detail in [7]; see also [16]. 
Henceforth we call a sign function z (h) on [ - 1, + 1 ] ([0, rc]) a normed 
sign function if lim, _ 0+ L( 1 - E) = 1 (lim, _ O+ h(e) = 1). 
THEOREM 1. Let a real sequence (bk)kt N be given and let F(z) = 
exp( -C,“=, b,zk). Suppose that F is a nondegenerate C-function with 
distribution function 6. For each n E N let h, be that normed sign function on 
[0, n] which changes sign exactly at the n zeros of the cosine polynomial 
(z = eiq, cp E [O, n]) 
Re{z-‘“-“/2P,(z)} Im{z-‘“~‘~‘212~(z)} 
sin cp 
Then 
(a) J; sin b h,(v) dco = bk for k = 1, . . . . n, 
(b) j; sin(n + 1) cp h,,(q) dq - b,, , = (4/7c) j; [Re{z-‘“-‘)‘2P,(z)}]2 
ddcp), 
(c) there is no other normed sign function g, with S( g,, [0, n]) d n 
which satisfies (a). 
Proof: Ad (a). In view of [7, pp. 14-15-J and the fact that P, and Q,, 
have real coefficients, the following representations hold: 
zP,(z) + P,*(z) 
(n+ I -6l-62)/2 
and 
= (z - 1)6’(z + 1)62 n (l-2cos Yjz+z2) 
j= 1 
where 
6, =s,=o and s;=s;=1 for n odd, 
s,=s;=o and s2 = s; = 1 for n even, 
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Y,, qoje(O,n) and 0~ Y’,<q,< Yy,<~2< . . . . Setting m=(n+ 1 - 
6, - 6,)/2 and m’ = (n + 1 - S’, - 6;)/2, we get for z = eiv, cp E [0, rt], that 
2 Re{zP(“P’)‘2P,(z)} 
=z -cn+ ‘)i2[zP,(z) + P,*(z)] 
qz- lyyz+ 1)d2Z-(SI+&v2p m cos cp - cos Yj) 
and 
2iIm{z~~“~1’~2L2,(z)) 
= z-(“+ ‘)‘2[zL?,(z) - G!,*(z)] 
m’ / ,, 
= (z- 1)61(z+ l)sW(“‘+“2)‘22m’ n (cos cp-cos cpj). 
j=l 
Since (see [7, Theorem 6.11) 
Q,*(z) - zQn(z) = qz) + qzn+ I) 
P,*(z) + zP,(z) 
=exp(-$,bkzk)+O(zn+') (3) 
for z E D, we obtain that 
ln -(z-l)“~(z+1)~~~~,(l-2cos~jz+zz) 
( (z - 1 )Yz + l)s* n,“_, (1 - 2 cos PjZ + 2’) ) 
= - f b,zk+O(zn+l), 
k=l 
(4) 
where the principal branch of In is chosen. Using the series expansion 
m cos kq 
In(l-2coscpz+z’)= -2 1 k~ 
k 
k=L 
(5) 
we deduce that 
coskqvj- f coskIv,+ 
l-(-l)k+n 
j=l 
2 
= 
s 
n sin kq h,(q) dq for k = 1, . . . . n, (6) 
0 
where the last equality follows by direct calculation. 
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(b) From the relations (see [7, (18.11) and (18.12)]) 
F(z) P,*(z) - Q,*(z) = 
2a, K,z”+ ’ 
+ o(2n+2) co 
and 
2K,, z)’ 
F(z)P,,(z)+n,(z)=o+o(Z”+‘) 
for CENT, where c0=(l/2n)@do(cp)=1 and K,=(1/2n)j~IP,(z)I* 
do(q), it follows that for n E N, and z E D 
F( z )-Q3z)-zQJzL2~ (1 +a )Zn+‘+O(Zn+*). 
P,*(z)+zP,(z) n n (7) 
Furthermore, let us note (see [7, (4.1) and (31.12)]) that 
K 
KC1 +a,)=*=G o 
1 2n P,+,(z)+P,*+,(z) 2dc((p) 
I[ ,(n+‘v*(l -a,) I 
Using the relation 
p,+ 1(z) + px, l(Z) = (1-47)CzP,(z) + P,*(z)1 
we obtain that 
K,(l +an)=i{:^ [Re{zz’“-“/2P,,(z)}]2da(cp). (8) 
From (4), (5), and (6) it follows that for z E D 
,n~(Z-1)~~(Z+1)qJ!!,(l-2coscp,z+z*) 
(z- lyyz+ l)“qJy!!, (1-2cos !Qz+z*) 
where 
=- b,z+ . . . + b,z”+ f bk,“zk , 
k=ntl 
b/c,, = j-n sin b UP 1 dv for k>n+l. (9) 
0 
Using relation (2) we obtain that 
C(z) - za”(z) n+l 
P,*(z) + zP,(z) = exp -kc, 
bkzk+(b,+l-bb,+l,,)z”+’ +O(znt2) 
> 
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Since F(0) = 1 we get that 
F(z) - ;y; ,:;y; = (b,, l,n - b,, I) zn+l + o(z”+Z). 
n n 
The assertion follows now from (7), (8), and (9). 
(c) Concerning part (c), assume that there is an other normed sign 
function g, with S( g,, [0, ~1) < n which satisfies (a). Then 
s 
n sin ~40,W - g,Wl & =O for k = 1, . . . . n. (10) 
0 
Since S(h,* - g,, [0, n]) <n - 1, there is a sine polynomial s # 0 of degree 
dn, such that sgn s(q) sgn[h,(cp) - g,(q)] > 0. Using the fact that h, # g, 
on a set of positive measure, it follows that 
which is a contradiction to (10). 
Remark 1. Let us note (see [7, pp. 2-4 and 671) that the polynomials 
P, and Q, of Theorem 1 depend on b,, . . . . b, only. 
THEOREM 2. If for each n E N there is a normed sign function h, on 
[0, TC] such that S(h,, [0, n]) = n and 
5 n sin kp h,,(q) dq = bk for k = 1, . . . . n, 0 
then F(z) = exp( -Cp=, b,zk) is a nondegenerate C-function and h,, n E N, 
changes sign exactly at the n zeros of (z = e@‘, q E [0, z]) 
Re{z-‘“-1”2P,(z)} Im{z~~“-‘~~252,(z)} 
sin cp 
ProoJ Suppose that h, changes sign exactly at the n points Yr , . . . . 
Y [(n+l)/2]r cpl, ...Y cPCn/2]7 where 0 < Yr < (pr < Y, < q2.... Putting 
s”+,(z)=(z-1)~~(z+1)6~ fi (1-2coscpjz+z~) 
J=l 
and 
r,+,(z)=(z- 1)61(z+ 1)62 fi (1-2~0s Yjz+2*), 
j=l 
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where 6,) &, S’, , S;, m, and m’ are defined as in the proof of Theorem 1, we 
obtain with the help of (4) (5), and (6) that 
s,, 1(z) 
-P=exp(-$,b,rk)+O(;“+l) 
rn+ I(Z) 
(11) 
for z E D. On the other hand, partial fraction expansion gives, by setting 
Yv,, + 2I,2 = rt for n even, that 
s,+ 1(z) rcn+21/21 --= c 
rn+ I(Z) 
Ai 
1 -z2 
1 - 2 cos !Pjz + z2 
= l+ f dkZk, (12) 
j= 1 k=l 
where, since s,+ , and rn+l have interlacing zeros, A, E [w + for 
j= 1, . . . . [(n + 2)/2] and 
C(n+2)/21 
dk = 2 1 zlj cos kYj for kEN(. 
j= 1 
Since 1,~ [w’ it follows (see, e.g., [4]) that the sequence {dk};f, where 
do = 2, is positive definite on the circumference. Hence { dk}g is positive 
definite on the circumference. By the Herglotz-Riesz theorem (see, e.g., [4, 
p. 45]), (11) and (12), it follows that F is a nondegenerate C-function. In 
view of Theorem l(a) and l(c) the assertion is proved. 
Next let us state some facts about the connection between polynomials 
which are orthogonal on the unit circle and polynomials which are 
orthogonal on [ - 1, + l] (see [7, 161). 
Notation. Let Y be a distribution function on [ - 1, + l] with 
1’: dY(x) = 1 and let u be a nonnegative polynomial on [ - 1, + 11. Then 
pi denotes that polynomial of degree n with leading coefficient one, which 
is orthogonal to P,- 1 on [ - 1, + l] with respect to the weight ud!P. 
Furthermore, let 
q;-,(x)= i 
+’ u(t) P:(t) - 4x) P;(x) dy(t) 
-1 t-x 
denote the polynomial of second kind of up; with respect to the weight dY. 
For the following lemma see [7, 161. 
LEMMA 1. Let a(q) = -xY(cos cp)for cp E [0, z] and a(q) = ~cY(cos cp) 
for cp E (7r, 2?r]. 
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(a) 2Pm+’ Re{z~“+‘P,,+,(z)} = p,(x), 
2- m+, Im{zp”+‘P2,-,(z)l 
sin cp 
= p(y)(x) m 
2pm+, ImW”‘+‘Q2m-&)~=q 
sin cp m 
p,(x) 
(b) 
2-m Re{z- m + 1’2~h(4 1 = p; + ‘)(x) 
cos (p/2 
2~” Im{z- “+1’2P2m(~)} 
sin (p/2 
= pg ~-~ qx), 
2-m Im{z- m+1’2Q2m(ZH +l~x)(x) 
sin (p/2 m  1 
= 4mb) - Pm+Mq ~ (x) PA-l) m 1 
for x = +(z + l/z), z = e@, cp E [0, 7r]. 
(c) i[: [Re{z~“t1P2,~,(z)}]2da(cp)=22”~ ‘J’,’ pi(x)dY(x), 
i[t [Re{z~“+1’2P2,(z)}]2 da(q) 
=22-I s +’ [p;+x) (x)12( 1 + x) N(x). -I 
Proof: Parts (a) and (c) can be found in [7, Sect. 30; 16, p. 2941. 
Part (b) can be proved by the same methods. 
Remark 2. If Y is absolutely continuous and Y’(x) = w(x), then CJ is 
absolutely continuous with a’(p) = w(cos cp) lsin cpl. 
Remark 3. From Lemma 1 and (2) we obtain the well-known fact that 
the zeros of Pm and qm _ , resp. pi +x) and 4:: ;) separate each other, where 
the greatest zero of pz +-x) is greater than the greatest zero of qj,f ;I. 
Furthermore, we get from Lemma 1 that the zeros of p, and pi: ;‘) resp. 
p; + r’ and p; -I’ separate each other, where the greatest zero of p: +-r) is 
greater than the greatest zero of pz Px). 
LEMMA 2. Let F with F(0) = 1 be a real nondegenerate C-function with 
distribution function rs and let d denote the distribution function of the real 
I!. ‘-APPROXIMATION 249 
nondegenerate C-function 1/F. Let p,,, be that polynomial which is orthogonal 
on [ - 1, + l] with respect to the weight dp, where x!?(cos cp) = -a”(q) for 
cp E [0, n]. Then 
(a) 2-“+’ Re{z-“‘+ ‘Q,,,.- ,(z)} = pm(x) 
(b) 
2~” Re{z~“f”2Q2,(z)} 
= cos (p/2 PE + i’ 
2-” wz --??I + 1’2Q2m~4 1 = d;; y) 
sin (p/2 
where Q,, denotes as above the polynomial of second kind with respect to da. 
Proof: Since Re F(z) >O implies that Re{ l/F(z)} = l/l F(z)1 * Re F(z) > 0 
for z E D, it follows that l/F is a real nondegenerate C-function, admitting a 
representation 
1 1 *n eIp + z -=- 
s - dc(cp) F(z) 2n o elp-z 
for zED, 
where d is a distribution function with (l/271) jp d&(q) = 1. 
According to [7, Theorem 5.11 we have, for n E N,, z E D, that 
Q,*(z) 
- = F(z) + O(z” + ‘), 
P,*(z) 
from which it follows that 
P,*(z) 1 -=-+O(z”+‘). 
Q,*(z) F(z) 
Using the fact that s2, resp. P, satisfy a recurrence relation of the type 
Q, + 1(z) = zf2,(z) - ( -a,) Q,*(z) 
resp. 
P,+,(z)=zP,(z)+(-a,)P,*(z), 
we deduce that Q,, is orthogonal on the unit circle with respect to the 
weight d6. From Lemma 1 the assertion follows. 
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3. DESCRIPTION OF ALL SOLUTIONS OF PROBLEM (a) 
LEMMA 3. Suppose that o is a distribution function on [0, 27~1 with 
o(q) = -a(27c - 43). Let IEN,,, O<l<n-1, be given and put 
c,+ = l? eeik+’ da(cp)/l? da(cp) for k = 0, . . . . n - 1. There exist two real 
polynomials S, + , , R, + , with leading coefficient one, which have n + 1 simple 
zeros e’+J resp. e I’m withO<$,<pJ/,< ..’ <@n+l< p,,+,<27c, such that 
S,+l(z)-]+n~‘CkZ*+~(Z.+I-~) 
4, I(Z) k=l 
if and only lf there exists a real polynomial q,(z) = nJ= , (z - z,), zi E D, such 
that 
and 
Rn+,(z)=zq,(z) f’n-,(z)+q:(z) J’,*-l(z). 
ProoJ: Necessity. Since S, + , and R, + 1 are real polynomials they are of 
the form 
, (n+l-6;-6;)/2 
s,, l(Z) = (z - 1)61(z + 1)62 r-I (1-2zcos~j+z~) 
j=l 
resp. (13) 
(n + 1 - 6, -&J/2 
R,+,(z)=(z-l)‘l(~+l)‘~ n (1-2zcos Y,+z2), 
j= 1 
where S;, S;, 6,, d2e (0, l), cpj, @Pj~(O,rr). 
Using the fact that the zeros of S, + , and R,, 1 interlace, it follows that 
&=6,=1 and s;=s, =o for n even, 
and (14) 
s;=s;= 1 and s,=s,=o for n odd. 
By partial fraction expansion we obtain (compare the proof of 
Theorem 2) that the sequence (dk}& defined by d, = 2 and 
sn+ 1(z) --=l +d,z+ ... +d,z”+ . . . . 
Rn+ I(Z) 
is positive definite on the circumference. Now let p,, be that polynomial 
which is orthogonal to the sequence {dk);. Then it follows that 
z&z) + i;,*(z) = R,, 1(z) and zfin(z) - R(z) = &+1(z). (15) 
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Since dk = ck for k = 1, . . . . n - 1, we deduce that P,, can be generated by a 
recurrence relation of the type 
P, + 1(z) = zB,(z) - i&Pk*(Z) for k = 0, . . . . n - 1 
with Iii,1 -C 1 for k = 0, . . . . n-l and iik=ak for k=O,...,n-1-f. Thus we 
obtain that 
zm4 + EY4 = zq,(z) P,-,(z) + q:(z) P,*-,(z) 
and 
zd,(z)-d,*(z)=zq,(z)a,-,(Z)-q:(Z) Q,*-,(z), 
where q/ is generated by the recurrence relation 
qk+,(Z)=Zqk(Z)--~~I~kqk*(Z) for k=O, . . . . I- 1, 
(16) 
with qo(z) = 1. Hence qr has all zeros in D and by (15) and (16) the 
necessity part is proved. 
Sufficiency. Put pn+,,,=zq,Pnp, and fi,,+,,,=zq,Qnp,. Since Pn+,,, 
n+ i I) 
;:gEi 
has all zeros in D, we deduce by considering arg p,,,,(e@) 
,,+ ,,,(e’“)) that the trigonometric polynomials Re{zz(“+ ‘)“P,,+ ,,,} 
and Im{z~~“+‘~~2~,+,,,} (Re{z-(“+‘)‘2fi,+,,,} and Im{z-(“+“‘*fi,+,,,}) 
have all their zeros in [0,27r) and their zeros interlace. 
Using the relation (see [ 7, p. 71) 
P,.-,sz,*~,+sz,~,P~_,=rcz”-‘, IcElL!+, (17) 
we obtain that (z = eiV) 
Re{z- (n+‘)‘28,,+1,1) Re{z~‘“+1~~2~51+,,,} 
+Im{zz(“+‘)i2B,+,,,} Im{zz(“+“‘2fi,+,,,} 
= Re{P,+,,,fi n+l,l~ =walq,1*~ 
from which it follows that the zeros of 2 Re{z-(“f1)‘2p,+1,1) = 
Z-(nflWRn+l and 2iIm{z-(“f’)/*Q n + ,,,} = z -(n + ‘)“Sn + I interlace. 
With the aid of (17) we get by simple calculation that 
q:(z) Q,*-,(z) -zq,b) Q,-,(z) Q,*-,(z) 
q?(z) pt- AZ) + zq,(z) P, ~ I(Z) -p,*,(z) = o(z 
n+l-1 
). 
Hence 
s,+ 1(z) n-l --= 1+ 1 c,zk+O(zn+l-‘) 
Rn+ l(z) k=l 
and the lemma is proved. 
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THEOREM 3. Assume that the given real sequence (hk)ks bl satisfies the 
assumption of Theorem 1. Let n E kJ, 1 E N,, n > 1, and suppose that h, is a 
normed sign function on [0, X] with S(h,, [0, ~1) = n. Then 
s 
x sin kq h,(q) dq = bk for k=l,...,n-I, 
0 
if and only if there exists a polynomial qr(z) = n:= ,(z - z,), zj E D, with real 
coefficients, such that h, changes sign exactly at the n zeros of the cosine 
polynomial 
Re{z- (“+“‘2q,(z) P,-,(z)} Im{z- (“~‘)‘*q,(z) Q,-,(z)} 
sin cp 
Proof: Necessity. Suppose that h, changes sign exactly at the points 
Y Y 1, . . . . [(n+l’/Z], CPI, ...Y cP[“/233 whereO<Y,<cp,<Y2<cp2< . . ..andlet 
and R 
:; knrd 
be defined as in (13). Then we obtain with the aid of (4), 
(6)%at 
-H=exp( -~~~b,z*)+O(r”+‘~~‘). 
From Lemma 3 it follows that there exists a real polynomial 
q,(z) = n:=, (z-z,), z, E D, such that 
2 Re{zz’” “‘24r(z) L,(z)) 
=z ‘n+ “‘2Rn+ ,(z) 
=(z-l))“‘(z+1)“2Zz(61+62”22m fi (coscp-cos Yj) (18) 
j= I 
and 
2i Im{z ~‘“~““q,(z)Q,~,(z)} 
=z -‘n+“‘2Sn+ 1(z) 
m’ , ?I 
= (z- iyqz+ l)62zz’“‘+62”22m’ JJ (cos cp-cos Vj), (19) 
j= I 
where m = (n + 1 - 6, - 6,)/2 and m’ = (n + 1 - S’, - 6;)/2. 
Sufficiency. Putting 
and 
Z ~(n+1)/2Rn+,(~)=2Re{z~‘“+“‘2q,(z) P,-,(z)) 
Z -cn+‘)‘2S,+,(z)=2iIm{z~‘“~‘)‘2ql(z)SZ,~,(z)} 
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it follows from Lemma 3 that 
253 
ln-Sn+d4 
n ~ / 
-= - 
Rn+ ,(z) 
1 bkZk+O(Zn+’ -‘) 
k=l 
and that S,, I resp. R,, , is of the form (18) resp. (19). Using the relations 
(5) and (6) the sufficiency part is proved. 
As a simple consequence of Theorem 3 we obtain a result of the author 
which enables one to solve the Solotareff problem (see [ 12, 131). 
COROLLARY 1. Let no N, IE N,, n > I and let h, be a normed sign 
function on [0, X] with S(h,, [0, x]) = n. Then 
s 
n sin kq h,,(q) dq = 0 for k = 1, . . . . n - 1, 
0 
ifand only if there exists a real polynomial q,(z) = n:=, (z - z,), zj E D, such 
that h, changes sign exactly at the n zeros of the cosine polynomial 
Im{z “+ ’ P2’qf(z)}/sin cp. 
Proof For bk = 0, k = 1, . . . . n - 1, the assumptions of Theorem 3 are 
fulfilled. Since P,,(z)= QV(z)=zv for v E No, the assertion follows 
immediately. 
4. APPLICATIONS 
In the first part of this section we consider the following problem and 
give some applications of it: 
(a’) Let ~1, /I, PE [ - 1, + 11. Describe that normed sign function K, 
with S(&, [ - 1, + 1)) = n, which satisfies 
j + ’ u,(x) &(x) dx = -p j-’ u,(x) dx for k = 0, . . . . n - 1. (20) 
-1 % 
Remark 4. In the following we need the well-known fact (see, e.g., 
[ 111) that a C-function F with F(0) = 1 admits a representation 
if i$ IRe F(re”)] d0 is uniformly absolutely continuous for r < 1. 
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LEMMA 4. For CC,~E[-1, +l], cc</?, AE[--,$I, with ([al, Ifil}n 
{2IAI> # (1) and VI, VZE {i, -i}, let 
xwV.9 VI. VZ)(~) 
a. P 
= 3 1. (1 -x)“(l +x)“2 
I I 
for xE(--l,a)u(B, 11, 
= 3 A (1 - x)“‘( 1 + x)“2 cos(/kc) 
I I 
for x E (4 PI. 
By pz;;)“2’ we denote that polynomial of degree n with leading coefficient 
one, which is orthogonal to P,- 1 on [ - 1, l] with respect to the weight 
function w~!~~~~* “*). 
(a) Let h, be a normed sign function with S(g,, [ - 1, 11) = n. Then 
j- + ’ U,(x) x”(x) dx = -22 jB U,(x) dx for k=O, . . . . n- 1, 
-1 ci 
if and only if z,,, n E N, changes sign exactly at the n zeros of the polynomial 
pm, % B 
(i, ~ l/2, ~ l/2)p~-~i,l/lf,;/2) for n=2m- 1, 
pg r;/2, 112 
, . 
,p;-y2. -I/2) 
3 > for n=2m. 
Proof. Setting 6, = arc cos /I, 6, = arc cos ~1, and h,(q) = &Jcos cp) for 
cp E (0, n), it follows immediately that 
j’ for k=O,...,n-1 
-I 
U,(x) h,,(x) dx = -22 1” U,(x) dx 
cl 
is equivalent to 
=;(cosk&-coskdI)=:bk 
for k E { 1, ,.., n}. Thus we obtain with the help of (5) that for z E D 
F(z) :=exp - f b ( k=l ~z~)=exP{iln(:I:~~~~:::::)i 
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from which we deduce that 
f(q) := ,~II- Re F(re@) = Re F(e@) 
coscp-cos6, A = 
cosq-cash, for c~E(o,~,)u(S~,~t) 
cos cp-cos6, ‘I = 
cos rp-cosb, 
cos(hc) for c~E(6~, 6,). 
Furthermore, we obtain that 
g(v) = Re{llF(ei’P)) = h!f(cp) 
= cos’(~~vf(cp) for (PE (6,, 6,). 
Now let us suppose that IE [0, t]. Using the inequality (z = reiw, 
r E (O,l]) lz*-2cos6,z + l[* = r*(((l + r’)/r) - 2cos(cp - S,)} 
(((1 +r’)/r) - 2cos(cp+6,)} 3 4r*{l - cos(cp-6,)}{1 - cos(cp+6,)} 
= 4r*{cos cp - cos 6, }’ and the fact that l/lcos cp - cos 6,j’ is integrable on 
[0, x], since - 1 < min{cos 6,, 2J.} < 1, we obtain by Lebesgue’s theorem 
that jb IRe F(re’“)l d0 is uniformly absolutely continuous for r < 1. Thus, by 
Remark 4, the distribution function G of the real C-function F is absolutely 
continuous on [0, X] with 
o’(q) = Re F(eiq) for q E (0, n). (21) 
Analogously, one demonstrates that (21) holds also for 2 E C-f, 01. 
The assertion follows now from Theorem 1, Lemma 1, and Lemma 2. 
For the special case c1= -fi = - 1 and ,I E ( - t, t), Lemma 4 was proved 
by Ahiezer and Krein [4, pp. 98-1053 and recently proved again by Young 
et al. [17, IS]. 
In 1880, Posse (see [S, pp. 266-2681) studied the following problem, 
now known under his name: 
What conditions must the numbers CI, 6 E R, 1 <a < b, satisfy such that 
there exists a polynomial 0, = xn + . . which satisfies 
(22) 
for all Q,E P, with leading coefficient one; when the conditions are 
fulfilled, find a minimizing polynomial. 
Posse solved the above problem with the help of elliptic functions. Tran- 
forming (22) to the interval [- 1, cr] u [p, 11, we are able to express the 
minimizing polynomial in terms of orthogonal polynomials. 
640/52/3-2 
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LEMMA 5. Let a, p E ( - 1, + 1) with a Q j?. Suppose that there exists a 
polynomial Qn = x” + . . such that 
for all Q, E P, with leading coefficient one. Then 
(a) jTlxksgnQ, + Shxk=Ofork=O,...,n-1. 
C-1 
(b) s(e,, [-l,al)>n--1. 
(c) 
small 
rf S(Q,, [ - 1, a]) = n - 1, then &,(a - 6) (< ) 0 for sufficiently 
EE R+. > 
Proof (a) Follows by standard arguments. 
(b) Assume that S(Q,, [-l,a])<n-2. Construct QEIFD,~,, such 
that 
sgn Q = sgn & on (-l,a), 
= + 1 on (A 1). 
(23) 
t-1 
Then it follows from (a) that 
o=j~,lcl+j;lQl~ 
which is a contradiction. 
(c) Suppose that there is a 6 E R+ such that o,(x) > 0 for 
(<I 
x E (a - 6, a). Then there is a polynomial 0 E P,_ ,, which satisfies (23). 
But this is a contradiction. 
THEOREM 4. Let a, b E ( - 1, + 1) with a 6 fi and let n E N. There exists a 
polynomial Q,, = x” + . such that 
for all Q, E P, with leading coefficient one if and only tf p!,;$- w-- ‘12) 
( pL-,-d/; ~ 1123 I/=)) h as no zero in (a, l), rfn=2m-1 (n=2m). 
I&en the above condition is fulfilled then 
& 
n 
= pp- 1/=.-1/2~p~1/2,‘11~~/2~ . . m  . 3 for n=2m- 1, (24) 
= pk-,-,‘l;- w. lmp~/~ t/z.- l/2) 
3 . . . for n = 2m, (25) 
is a minimizing polynomial. Qn is unique, if S(Q,, [ - 1, a]) = n 
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Proqf Necessity. Let the sign function x,, be such that 
Ii, = sgn 0, on C-l,al, 
= +l on (a, 11. 
Then it follows by Lemma 5 that 
s +I f P xkh”,= Xk for k=O,...,n-1, -1 a 
and S(L,,, [ - 1, + 11) = n. By Lemma 4 we conclude that z,, is equal a.e. on 
[ - 1, + 1 ] to the sign of the polynomial given in (24) resp. (25). Observing 
that i;, has no change of sign on (CI, 11, the assertion follows from 
Remark 3. 
Sufficiency. Follows immediately from the fact that 
COROLLARY 2. Let ol, /I E ( - 1, + 1) with c( <B and let n E N. There 
exists a polynomial 0” = x” + . . . such that 
j;, I&n1 - j; h j’ IQnl-j-; Qn 
for all Q, E P, with leading coefficient one if and only if CI and p satisfy the 
condition of Theorem 4. 
Proof: In view of [S, p. 2671 there exists a polynomial 0, such that 
if and only if 
Observing that -pn _ , E P, ~, , the corollary follows immediately from 
Theorem 4. 
For n odd, the minimal solution of Posse’s (transformed) problem can be 
determined with the help of Lemma 5 and Theorem 3. 
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Next let us consider problem (a’) for the case where {cr, fi} n (21) = 
{ If: 1 }, which was excluded in Lemma 4. 
LEMMA 6. Suppose that j? E ( - 1, + 1) and let g,, be a normed sign 
function on C-1, +l] with S(&,, C-1, +l])=n. Then 
j;,‘u&)&,(x)dx=(-l)“+’ ja U,(x)dx for k=O,...,n-1, 
-1 
if and only $g,, changes sign at the zeros of the polynomial 
[p,(x, b)-d,p,p,(x, p)] [qm(x’ p);x~;;~l(x’ ‘)I for n=2m- 1, 
and at the zeros of the polynomial 
Pm(x* - 1) 4m(x, - 1) for n = 2m, 
where d,=q,(-l,P)/q,-,(--1,B), and 
~m(x, t)= CT,(y(t)) T,+,(y(x))- T,+,(y(t)) Tm(~(x))ll(x-t) 
qmk t) = Tm(y(t)) U,(Y(X))- Tm+ ,(y(t)) Urn- ,(Y(x)) 
with y(x) = (2x - fl- 1 )/( 1 - /?). Tk denotes the Chebysheo polynomial of 
first kind of degree k. 
Proof Case (1): n = 2m. Let g, ~, be that normed sign function which 
changes sign exactly at the zeros of 
U,m-,(Y(x))= T,(Y(x)) U,-,(Y(x)), 
where y(x) = (2x- /I- l)/(l - j?). Then it is well known that for 
k = 0, . . . . n - 2 
s ’ U,(x) g,-,(x)dx=O, i.e., I’ U,(x) S,p ,(x) dx = - 5” U,(x) dx. B -1 -1 
By Theorem 1 and Lemma 1 the assertion follows. 
Case (2): n = 2m - 1. Setting bk = f;, sin kq dq = I[, Uk- ,(x) dx for 
k E N it follows that 
is a nondegenerate C-function which has a simple pole at z = - 1. Since 
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(see the proof of Lemma 4) Jt (Re H(re@)I dcp is uniformly absolutely 
continuous on [0, n - E] u [n + E, 27r], E E IfA! +, we get that 
where 
p’(q) = Re H(e@) = 
coscp-cos6, II2 
cos q + 1 
for ~PE(O,~~) 
and /J has a jump at z = -1 of amount 
Furthermore, we obtain that 
1 1 2aeirp+z 1 
-=- 
H(z) 272 
s --dv, 
0 e”P-zp’(q) 
where l/$(q) :=0 for (PE (6,, 7~). 
Since one can demonstrate that P,,,(x, /I) - d,,, P,,- ,(x, 8) is orthogonal 
on [ - 1, 1 ] with respect to the distribution function (x = cos cp) 
for cp E [0, 711 
and that [q,,Jx, /I) - d,q,+ ,(x, /3)1/(x + 1) is orthogonal on [ - 1, l] with 
respect to the weight function 
w(cos cp) = sin q/$(q) 
the assertion follows from Theorem 1, Lemma 1, and Lemma 2. 
THEOREM 5. (a) F or g iven y E ($, co) and m E NO there exists a number 
PE(--1, l), such that /I is the smallest zero of the polynomial 
Pjn’,%, B 1/2Y.C I/2. ~ l/2) ( pcl/:l'-i,lp l/2,-1/29 
(b) Let y E (i, cc ) and m E N, be gioen and assume that /3 E ( - 1, 1). 
Then 
I 
B 
--1 Ip( dx<y j; Ip( dx forall PEP~~-~ P2+,) 
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and 
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j", I'll dx = Y j,; I'll dx 
if and only if /? is that number which satisfies (a). 
(c) The above inequality holds for y = 4 if and only if /I E ( - 1, + 1) is 
such that 
2m+l Um(Y(-l))+ urn-,(Y(-1)) --= 
h-1 k-l(~(-l))+ um-2(~(-l)) 
m+ 1 --= 
m 
where y(-l)= -(3+/9/(1 +B). 
Proof: (b) Let y~lw+. As in [14, pp. 172-1741, one shows that the 
condition 
j”, IPI dY j; IPI forallpEP,I~l and s”, IP*I =Y j’ IP*I (26) 
is equivalent to 
s B I 1 pwp*-y psgnp*=O for all p E P,-, -1 B 
and p* has exactly (n - 1) simple zeros in (B, 1). 
Putting P = (/I - x) p* we deduce that (26) is equivalent to 
j+,’ Pw P=(l-l/y) j’, PwP forall PEP, ,, (27) 
P has n simple zeros in ( - 1, + 1) and the smallest zero of P is /I. 
For y E (l/2, co) it follows from Lemma 4 that 
const. P 
(l/2- l/2y,~1/2.~l/2) 
= P,,-I,p 
(l/2?- l/2, 112, l/2) 
Pm-1,-1,B for n- 1=2m-2 
(l/Zy ~ l/2,- 112, 
= P,.7 I. /3 
l/2) (l/2 - l/2?, l/2,- l/2) 
PVl,B for n-1=2m-1 
In view of Remark 3, the assertion is proved. 
(a) Follows from (b) and the fact that for given YE (0, co) there 
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exists a /?E (- 1, + 1) and a polynomial p* E [FD,- ,, such that (26) is 
fulfilled. 
(c) From (27) Lemma 6, and Remark 3, we deduce that (26) holds 
for y = $ if and only if fi is the smallest zero of 
Pmb~B)-dmPm-,(x?P) for n- 1=2m-2, 
9mk -1) for n=2m, 
where P,,,(x, b), qm(x, - 1) and d, are defined in Lemma 6. With the help 
of the well-known relations 
C(x)=m~,-,(x), U,(Y(B))=U,(-l)=(-l)“(m+l), 
Trn( Y(B)) = ( - I)“, 
we obtain that 
2m+l Pmuc B) 4*( - 13 B) 
2m=P~p,,,(B,8)=4m~,(-l,P)’ 
m+l L+d~(-l)) --= 
m Tm(Y(-1)) . 
Finally, let us characterize that polynomial of degree n with leading coef- 
ficient one which deviates least from zero in the L’-norm on several disjoint 
intervals. L’-approximation on two intervals was studied in [2, 151. A 
criterion for solvability of the L-problem of moments on several intervals 
has been given in [3] (see also [S, pp. 328-3291). 
In thefollowinglet E=[-l,a,]~[~~,a~]u .~~u[fiIPI,a,]u[P,,l] 
with -1 <aI<fl, < ... <a,<p,< 1. 
LEMMA 7. Let E,E{-l,l}, v=l,..., /, begiuen. Byp,,,, E=(E ,,..., E/), 
we denote that polynomial of degree n with leading coefficient one which is 
orthogonal on E to P,-, with respect to the weight function 
w,(x) =h fi, (s)&“‘* for XE E. 
Then 
/‘: U,(x) x,(x) dx = i E, j”’ U,(x) dx for k=O,...,n-1, 
“=I s(” 
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if and only if K,, changes sign at the n zeros of the polynomial 
Pm+ PZifL for n=2m- 1, 
PC1 ‘“‘p” -f’ rn,F m, for n =2m. 
Proof: Let 6, = arc cos fly and rc, = arc cos a, for v = 1, . . . . 1. Simple 
calculation gives 
“~,i.~~~(i,-,=,~,~.(coskS”-cosk~.)/k=:b* for k=l,..., n. 
Putting 
/ 
4 l-2cos6,z+z2 &I2 = “=] l-2cosK,z+z~ 
we obtain, since 
that 
1 - 2 cos 6,z + z2 
av.2 
Re Fe(ei’P) = f j  cos q --cOs 4 
b/2 
“=, cos q-cos K, 
=o otherwise, 
and 
Re(l/F,(e@‘)) = l/Re F,(e’+‘) for 40 E II% xl\ f: CL ~“1. 
v=l 
Since j; IRe F,(re”)l dtl is uniformly absolutely continuous (see the proof of 
Lemma 4), the assertion follows by Remark 4, Theorem 1, Lemma 1 and 
Lemma 2. 
Let us note that the notation introduced above differs from that used in 
Lemma 4. 
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THEOREM 6. Let Q, be a polynomial which deviates least from zero on E 
with respect to the L’-norm among all polynomials of degree n with leading 
coefficient one. Then (E = (E,, . . . . E,)) 
s EIQ,l =2 e,$!!, ,) {j$.&W&} 
for n=2m-1, 
YE (I, . . . . /] 
=2 min 
i j 
p!$“q2(1 +x) W, 
I 
for n = 2m. 
E”t(-l, 1) E 
YE ( 1, .._, I} 
If the minimum is attained for El= (El, . . . . B,) then 
0, = Pm,?’ p:r& for n=2m-1 
= p;,;“‘. p;,-g’ for n = 2m 
is a minimizing polynomial. 
Proof By standard arguments, one shows that Q, is an L’-extremal 
polynomial on E if and only if 
s U,sgnQ,=O for k = 0, . . . . n - 1. (28) E 
Because of (28) it follows that Qn has n simple zeros in (- 1, + l), from 
which we deduce that there is always a minimizing polynomial Qn on E, 
which has n simple zeros in E. 
For given, but arbitrary, E, E ( - 1, 1 }, v = 1, . . . . 1, let S,,,- l,E, 
& = (El) . ..) E,), be that polynomial of degree 2m - 1 with leading coefficient 
one, which satisfies 
for k=O, . . . . 2m-2. (29) 
By Lemma 7, Theorem 1, and Lemma 1 it follows that 
Since the minimizing polynomial Q*,,- 1 has all zeros in E, we obtain 
from (28) and (29), setting E”,= sgn &,+,(x) for XE (cI,, By), that 
Q2,,- 1 = S,,,- 1, E. Using (28) and (29), we find 
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<2 s P:,,%. E 
Thus the first part of the theorem is proved for n odd. The case where n is 
even is demonstrated in an analogous way. 
Furthermore, it follows from Lemma 7 that &, is of the given form. 
5. CHEBYSHEV POLYNOMIALS ON Two DISJOINT INTERVALS 
Notation. Let c(, /3 E ( - 1, + 1) with a < fi. For abbreviations let pn = 
pYt/l- 112. - 112) resp. p, = Pi;af$.- I/Z. -- 112) and let w = wVf. l/2.- 112) resp. 
@ = Wh-pm. l/2,- 112) , where pQ;;d and wh;; .) are defined in Lemma 4. qnP, 
resp. 4, ~ , denotes the polynomial of second kind of P,~ resp. @, . Let us note 
(see the proof of Lemma 4) that qn. , = pi’ -*? and qnP, = p~‘:1;2i. 
The orthogonal polynomials (p,),, Nu resp. {p,,},, NO satisfy a 
recurrence relation of the type 
P,(X) = (x - %I) Pn ~ I(X) - 41 Pn ~ 2(x), 
resp. 
Pnb) = (x-&l) Pn- I(X) - In Pn-2@). 
For the recursion coefficients tl,, ,I,, resp. E,, I,, a recurrence relation is 
known (see [15]). 
Let us recall (see Theorem 6 or [ 151) that the L’-minimizing polynomial 
on [ - 1, a] u [P, l] can be constructed with the help of the polynomials 
pn and j?,. In this section we will show that these polynomials also play an 
important role in Chebyshev approximation on [ - 1, U] u [I@, 11. 
Notation. We say that a polynomial Fn is a Chebyshev polynomial (T- 
polynomial) on [ - 1, a] u [b, l] if Y” deviates least from zero on 
[ - 1, a] u [/3, l] in the maximum norm among all polynomials of degree n 
and leading coefficient one. 
A description of T-polynomials on two intervals in terms of elliptic 
functions has been given in [ 11. 
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LEMMA 8. Let n E N. Then 
(a) (x - a)pt(x) + (x - P)(l - x*)42,(x) = AAx + an+1 - 
(fl+a)/2), resp. (x-~)P?;(x)+(x-a)(1-x2)4~-1(x) = aAx+&+,- 
@+a)/2), where A, = 2j+f ptw resp. A”,=2j?f Pz@. 
(b) (x-~)P,(~)~,..,(x)-(x-B)~,(x)~,~,(~)=(A.-~,)/~. 
ProoJ Part (a) has been given in [ 15, Lemma 31. 
(b) Since (see, e.g., [S, Theorem 1.171) 
and 
we obtain that 
(1 -ax)%-,(x) 4n*-I(x) 
Cl- Px)dn*(x) 
-,:(;i-=(y,’ piw-j’,’ p~“)x*“+o(x*~+‘), 
from which (b) follows. 
LEMMA 9. The following properties are equivalent: (1) a, + , = (b - a)/2; 
(2)q,-,(a)=O; (3) pn= d,; (4)G,-,(B)=O; (5)k+,=(a-/U/2. 
Proof: (1) o (2) follows immediately from Lemma 8(a). 
(2) * (3): q,- ,(a) = 0 implies by Lemma 8(b) that 
(x-a)p,~,~1=(x-/3)~,4n~I. (30) 
Since a,+, = (p-a)/2 it follows with the help of Lemma 8(a) that 
p,(p) # 0. Using additionally the fact that the zeros of pn and qn _ 1 strictly 
interlace, the implication follows from (30). 
(3) 3 (2): pn = jjn implies by Lemma 8(b) that 
P,C(x-a)9,~,-(x--B)4n-Il=An-An. 
Hence (x-a)Q,P,=(x-/?)q,P,. 
The remaining equivalences are established analogously. 
THEOREM 7. Let n E N. The following properties are equivalent: 
(a) Fn is a T-polynomial on [ - 1, a] u [b, l] with (n + 2) deviation 
points. 
266 FRANZ PEHERSTORFER 
(b) SC-LalvCB.11 xkK(x) u(x) dx = 0 for k = 0, . . . . n, where 
u(x) = 
-1 
7rJ(l -x2)(x-c()(x-/I) 
for xE(-l,t~), 
1 
=77&l -x2)(x-cI)(x-flp) 
for x E (P, 1). 
(cl K=P,=dn (K attains its maximum at the zeros of 
(x’-1)(x-mn-1(4)~ 
Prooj (a) 3 (b): Since Yn has (n + 2) deviation points it follows from 
rl, Theorem 111 that FH attains its maximum at the boundary points - 1, 
cl, /I, 1 and at (n - 2) points yj~ (- 1, LY) u (/I, 1). Setting 
n-2 
- - 
we get 
sn-2(x)= fl tx-Yj) 
j=l 
Lqx) + (1 - x2)(x - cI)(x - 8) s;_,(x) = L2, 
where L is the minimum deviation. Hence we obtain for x > 1 that 
S,-,(x) 1 1 -= 
K(x) J (x-c()(x--)(x2- 1) 
+o 
( > 
X2n+2. 
(31) 
(32) 
(33) 
With the aid of [ 10, Theorem 4.1 and pp. 4944951 we get that 
1 
I 
u(t) dt 
J(z-@)(Z-j?)(Z2-1)= C&L~luCB.1lZ-t 
for zEC\[-1, +l], 
from which (b) follows. 
(b) + (c): In view of (33) it follows that (x > 1) 
(x-w-z(x)= J= 
ax) J(x - #4(x’ - 1) 
which implies that 
zI(x) = P”(X) and (X-tl)S,-Z(X)=qn~l(X). (34) 
Analogously one demonstrates Fm = j?,,. 
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(C)C- (a): In view of Lemma 9 and Lemma S(a) we obtain that 
(x-a)P~(x)+(x-P)(l-x*)q~-,(x)=A,(x-a). 
Setting S, _ z(x) = qn _ ,(x)/(x - a) it follows that 
pi(x)+ (~-a)(~-/?)(1 -x2) SipZ(x)=A,, 
from which we deduce that pn is a T-polynomial on [ - 1, a] u [b, l] with 
(n + 2) deviation points and minimum deviation A. 
COROLLARY 3. Suppose that Fn is a T-polynomial on [ - 1, a] u [fl, 1 ] 
with (n + 2) deviation points. Then 5n . FL/n is an L’-minimizing polynomial 
on C-LaluCB, 11. 
Proof Since .JF” = p,, = jj, and by (30) (x - fl) p!‘:;‘) = (x - a) 4,- 1 = 
(x - a) P:‘:;~), we get from Theorem 6 and (28) that 
I xksm(pnqn. A=0 for k = 0, . . . . 2n - 2. (35) C-l.aluCP,II 
Now let S, _ 2 be defined as in (31). Then it follows from (32) that there is a 
c E (a, p) such that n(x - c) S,-*(x) = F:(x). Thus we get by (34) that 
sgn(p,q,~,)=sgn(~-,~~) on (- 1, a) u (S, 1). 
Because of (35) the assertion is proved. 
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