This paper investigates the nonstationary double ar(1) model,
Introduction
Consider the so-called first-order double autoregressive, dar(1), model,
where ω > 0, α > 0, t ∈ {1, 2, ...}, {η t } is a sequence of independent standard normal random variables, and η t is independent of {y j : j < t}. Let F t be the σ-field generated by {y t , ..., y 1 , y 0 }. Model (1) is a special case of the arma-arch models in Weiss (1986) and an example of the weak arma models in Francq & Zakolan (1998 , 2000 , but it differs from the arch model if φ = 0. Real examples of dar(p) models can be found in Weiss (1984) and Ling (2004) .
The condition for weak stationarity of model (1) is that φ 2 + α < 1, which was proved by Guégan & Diebolt (1994) for sufficiency and by Borkovec & Klüppelberg (2001) for necessity. The condition for strict stationarity is that E log |φ+η t √ α| < 0, which was proved by Borkovec & Klüppelberg (2001) for sufficiency and by Ling (2007a) for necessity. Figure 1 , copied from Ling (2004) , shows the stationary and nonstationary regions. Ling (2007a) obtained the necessary and sufficient condition for stationarity and ergodicity of the higher-order dar model via a connection to the random coefficient ar model.
Figure 1 is around here
The asymptotic normality of the maximum likelihood estimator for model (1) was proved first by Weiss (1986) when Ey 4 t < ∞; see also Tsay (1987) . Ling (2004 Ling ( , 2007a showed that the maximum likelihood estimator of (φ, ω, α) is asymptotically normal only if {y t } is strictly stationary. Its least absolute deviation estimator was studied by Chan & Peng (2005) . In this paper, we show further that the maximum likelihood estimator of (φ, α) is still consistent and asymptotically normal even if {y t } is not strictly stationary. When φ = 0, model (1) reduces to the arch(1) model and this case was investigated by Jensen & Rahbek (2004a,b) ; see Remark 3.
Main Results
Assume that y 1 , ..., y n are generated by model (1). For simplicity, we assume that the initial value y 0 = 0. The conditional loglikelihood function, with an additive constant omitted, can be written as
where θ = (φ, α) . Here (ω, θ ) is the unknown parameter and its true value is denoted by (ω 0 , θ 0 ) . The maximizer, (ω n ,θ n ) , of L n (ω, θ) is called the maximum likelihood estimator of (ω 0 , θ 0 ) . Ideally, we should study the asymptotic behaviour of (ω n ,θ n ) . However, as {y t } is not stationary, Lemma A1 in the Appendix shows that y 2 t → ∞ in probability as t → ∞ so that ω is not identifiable in the limit of L n (ω, θ)/n. Thus, we cannot obtain a consistent estimator of ω 0 . This phenomenon was observed by Jensen & Rahbek (2004a) when they studied the nonstationary arch(1) model. We fix ω and study the asymptotic distribution ofθ n = (φ n ,α n ) .
The parameter space is given as follows.
The lower bound α L here is used because ω + αy (i)θ n → θ 0 in probability for any fixed ω;
for any fixed ω when γ > 0 and for
It is surprising that the covariance matrix Ω is irrelevant to the autoregressive coefficient φ rather than fully determined by the coefficient in the volatility. In the usual ar(1) model, corresponding to α = 0, it is well known that the usual maximum likelihood estimator, least square estimator, M-and least absolute deviation estimators of φ 0 are asymptotically functions of standard Brownian motion with a rate n of convergence when |φ 0 | = 1. When |φ 0 | > 1, the least square estimator of φ 0 is distributed as a mixed normal with a rate φ n 0 of convergence; see Jeganathan (1988) . With this result combined that in Ling (2004) for the stationary case, the asymptotic normality of the maximum likelihood estimator of φ holds for any φ in the real line, with a root-n rate of convergence. Thus, the so-called unit root problem does not exist in model (1). This is an entirely new phenomenon in the field of time series. Let u t = η t √ (ω + αy 2 t−1 ). When φ = 1, model (1) can be written as
We call this the mean-variance integration. Intuitively, Theorem 1 results from the interaction of the integration in mean and variance.
Remark 2. For the arch(1) model, corresponding to φ = 0, Jensen & Rahbek (2004a, b) showed that there exists a neighbourhood U of α 0 such that, with probability tending to 1 as n → ∞, L n (ω, α) admits a unique maximizerα n in U and {α n } is consistent in probability and asymptotically normal. Here, we study the global maximizerθ n of L n (ω, θ) on Θ. As mentioned by a referee, Theorem 1(i) and
, we do not pursue this here since ω is not estimated.
Remark 3. A key to the proof of Theorem 1 is to use the fact that y t from model
(1) with (ω, θ) = (ω 0 , θ 0 ) has the same distribution as that ofỹ t , which is generated by the following random coefficient ar model:
where (φ t ,ω t ) are independent bivariate normal with mean 0 and covariance matrix diag(α 0 , ω 0 ). This is the idea used by Ling (2007a) for the stationarity condition of the higher-order dar model. Model (3) is a special random coefficient ar model of Nicholls & Quinn (1982) . The normality of η t in model (1) . Usingx t as the artificial observation of x t , we obtain the minimizer of the sum of the self-weighted squared error,
This is called the self-weighted least square estimator of ω 0 . This self-weighted estimator was proposed by Ling (2005 Ling ( , 2007b . The weight w t is used to control large values of x t such thatω n has a limit distribution; if we put w t ≡ 1,ω n reduces to the ordinary least square estimator and we can show that it diverges to infinity in probability. By simple calculus, we obtain
where
By Lemma A1, it is not difficult to show that I 1 = o p (1) and I 2 = o p (1). Furthermore, we can show that
in probability. Thus,ω n is a self-normalized estimator of ω 0 . This self-normalized phenomenon is not new here; it appears in the estimated autocorrelation of the arch(1) process in Davis & Mikosch (1998) . Simulations were generated for n =100 and n =200 and one thousand replications are used. In the likelihood function (2), we fix ω = 2.0. 
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We also carried out experiments when the fixed ω was 4 and 10, obtaining results that were almost the same as those in Table 1 . When we estimate all the parameters (ω 0 , φ 0 , α 0 ), all the estimators of (φ 0 , α 0 ) are also almost the same as those in Table   1 . The estimator of ω 0 always has a bias and the empirical standard deviation is quite large, particularly when α 0 is large. The self-weighted least square estimator of ω 0 is also biased, but it has a smaller bias and a smaller empirical standard deviation than its maximum likelihood estimator. A future project of interest is to seek a consistent or unbiased estimator of ω 0 .
Table 1 is around here
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Appendix: Technical details
We first give one lemma, the proof of which is given in a longer version of this paper, available from the authors. It plays a key role in the proof of the other lemmas.
) with ρ ∈ (0, 1).
We now give the first and the second partial derivatives of t (ω, θ) as follows:
Lemma A2. If Assumption 1 holds, then we have the following results:
Proof. Since Θ is compact, there exists a constant M such that |φ| ≤ M . Thus,
by Lemma A1(i). Similarly, sup θ∈Θ |n 
The remainder of the proof, available in the longer version of the paper, amounts to showing that this convergence holds uniformly on Θ.
Proof of Theorem 1(i).
Since f (θ) has a unique maximizer at θ = θ 0 on the compact set Θ, for any ε > 0, we have c ≡ sup θ−θ 0 ≥ε f (θ) ∈ (−∞, 0). Thus,
by Lemma A3, as n → ∞.
Lemma A4. If Assumption 1 is satisfied then the followings hold :
), in distribution, for any fixed ω when γ > 0 and for ω = ω 0 when γ = 0;
(ii) n
Proof. As for (A1), by Lemma A1(i), we can show that
Similarly, we can show that n Proof of Theorem 1(ii). By Taylor's expansion and Lemma A2(ii), we have
By part (i) of this theorem and Lemma A4, the conclusion holds. 
