Given two disjoint alphabets T and T ] and a relation R T T ] , the generalized Dyck language D R over T T ] consists of all words w 2 (T T ] ) ? which are equivalent to the empty word " under the congruence de ned by x y " mod for all (x; y) 2 R. In this paper we present an algorithm that generates all words of length 2n of the generalized Dyck language lexicographically. Thereby, each Dyck word is computed from its predecessor according to the lexicographical order without any knowledge about the Dyck words generated before. Additionally, we introduce a condition on the relation R for the language to be simply generated, which means that an algorithm needs to read only the su x to be changed in order to compute the successor of a word according to the lexicographical order. Furthermore, we analyze the algorithm that generates the Dyck words. For arbitrary R, we compute the s-th moments of the random variable describing the length of the su x to be changed in the computation of the successor of a Dyck word according to the lexicographical order.
Overview and De nitions
In this section we introduce the generalization of the Dyck language, the lexicographical order needed for the lexicographical generation and present all de nitions { illustrated by several examples { for the whole paper. Further, we point out the contents of the following sections. In this paper we present an algorithm that generates all words of length 2n of the generalized Dyck language given in De nition 1 lexicographically. The algorithm reads a word from right to left and changes a su x of that word in order to generate the next word according to the lexicographical order given in De nition 2.
De nition 1: Let t 1 , t 2 2 N and T := 1 ; 2 ; : : : ; t1 Obviously, there is a unique corresponding closing (resp. opening) bracket to each opening (resp. closing) bracket in every Dyck word w 2 D R . The corresponding closing bracket to an opening bracket in a Dyck word w 2 D R can be found by searching the rst closing bracket behind the shortest word w 2 2 D R (w 2 might be ") on the right side of the opening bracket. If the opening (resp. its corresponding closing) bracket is a (resp. ] b ), we have w = w 1 a w 2 ] b w 3 with w 2 ; w 1 w 3 2 D R . The corresponding opening bracket to a closing bracket can be found in an analogous way.
De nition 2:
Let < lex T T be an irre exive linear ordering on T. The lexicographical order lex over T + is de ned as the extension of < lex to lex T + T + by x lex y :, (9z 2 T + )(xz = y) _ ? 9 (w; x 0 ; y 0 ; a; b) 2 T ?3 T 2 (x = wax 0^y = wby 0^a < lex b) Ke98] . Note that in this paper we consider the lexicographical order on words of length 2n only. 2 We use the following ordering on T:
jT j < lex : : : < lex 1 < lex ] 1 < lex : : : < lex ] jT ] j . Now, let us have a closer look at the relation R. From the existence of the lexicographical order lex on D R results the existence of a unique lexicographically minimal (resp. maximal) tuple in R which is denoted by R min (resp. R max ).
De nition 3:
Let p R min (resp. p R max ) be the lexicographically minimal (resp. maximal) pair of brack- resp. ] p R min is the opening (resp. closing) bracket of the lexicographically minimal pair of brackets and p R max ? resp. ] p R max is the opening (resp. closing) bracket of the lexicographically maximal pair of brackets. Now, we are able to compute the minimal (resp. maximal) word of D R Note that the property of being minimal (resp. maximal) depends not only on the closing bracket, but also on the corresponding opening bracket. In Section 2 we formalize the successor function; for that purpose we have to de ne some functions that give information on the relation R. Note that the algorithm uses w = w 0 : : : w 2n?1 2 D R 2n .
The rst three functions depend on the relation R and a given Dyck word w. Remark 2:
The functions succ R bracket and min pred R bracket need some more information, i. e. the corresponding opening bracket to the function's argument, which is a closing bracket.
For some relations R it is necessary to read that opening bracket; for others it is not necessary, because the information needed can be determined by the relation R. A condition will be given in the next section. The following boolean functions depend on the relation R only. ; a = " ; w 2 S (1) 2n .
Case 2: k = n ? 1.
; a = a 1 a 2 , (a 1 ; a 2 ) 2 R ; ; c is not maximal ; w 2 S (2) 2n .
Case ii: c 2 T .
; 2n . This is a contradiction.
Case 2: S (1) 2n \ S (3) 2n 6 = ;.
;
2n . This is a contradiction.
Case 3: S (1) 2n \ S (4) 2n 6 = ;.
; w D R 2n max 2 S (4) 2n . This is a contradiction. ; x w w +1 w +2 : : : w = y p R max v : : : v .
As both words have a su x consisting of closing brackets, we get w w +1 = p R max .
This is a contradiction, because (w ; w +1 ) 2 R n fR max g. Remark 3:
If n = 1, we nd S (4) 2 = ;. Lemma 2: Each Dyck word w 2 D R 2n has a unique factorization.
Proof:
As we have shown that S (1) 2n , S (2) 2n , S ( That is a contradiction to (w ; w +1 ) 2 R n fR max g. Theorem 1: ? X X X X X X X X z ? X X X X X X X X z it has to read the Dyck word w from right to left. First, the algorithm reads all lexicographically maximal pairs of brackets p R max at the end of w. Then, it has to read the string consisting of maximal closing brackets. Having read an opening bracket or a closing bracket not being maximal, the su x to be changed is found and the successor can be generated. Sometimes there are one or more closing brackets in that su x, for which it is undecidable (in consideration of the su x read only), whether the bracket is maximal or what the next or minimal closing bracket according to the order on the alphabet and the relation R is. If such a bracket is read, the function init is called. It reads to the left until the corresponding opening bracket is found (see Remark 1). The function init makes the information on this part of the Dyck word accessible to the functions succ R bracket and min pred R bracket in the algorithm. 3 On the length of the su xes read and changed
In the preceding section, we have noticed that for the generation of the successor of a word w 2 D R 2n according to the lexicographical order it might sometimes be necessary to read more than just the word's su x to be changed (function init). In this section we will show that this neccessity depends on the relation R. Now, we formalize the condition for a simply generated Dyck language D R 2n . We will see that this condition depends on R only, if we distinguish between n = 1 and n 2. close R ( i1 ) = close R ( i2 ) . Before proving the theorem, we take a look at some columns of two rows of the matrix representation M R given in Figure 3 and Figure 4 . We distinguish between two cases, which we will refer to in the proof. In Figure 3 , we have 1 < + jT j and 1 < + jT ] j. In Figure 4 , we also have 1 < + jT j and 1 < + jT ] j. ; D R 2n is not simply generated.
In this case we see that D R 2n can not be simply generated, if it is not possible to determine for arbitrary closing bracket the minimal one according to the ; close R ( i1 ) 6 = close R ( i2 ).
This case corresponds to Case 2, ")", Case iii.
We obtain ] a for w and ] b for w 0 (or vice versa) with a 6 = b and a 6 = j as minimal closing bracket to ] j according to the relation R.
; close R ( i1 ) 6 = close R ( i2 ).
So, in each case we have found a contradiction.
Remark 5: 2n is simply generated, we have to change exactly the brackets we need to read in order to generate the successor of w 2 D R 2n . In that case, the information required by the functions succ R bracket and min pred R bracket and for the decision, whether a closing bracket is maximal, can be directly deduced from the relation R. This is in contrast to a not simply generated language, whereas -for at least one word -a part of the common pre x of the Dyck word and its successor has to be read. is not simply generated for n 2. Now, one can think about on how to decide algorithmicly, whether D R 2n is simply generated or not. As we have seen, the property of being simply generated depends on the relation R only; we have to distinguish between n = 1 and n 2. Let us have a look at an algorithm that decides, whether D R 2n is simply generated or not.
We discuss the algorithm for n = 1, an algorithm for n 2 is similar. The following algorithms checks, if the language D R 2 is simply generated. Note that each entry in the matrix M R is regarded twice at most. So, it can be checked in O ? T T ] , if the language D R 2 is simply generated. The same fact holds for the case n 2. Hence, the amount to decide, whether the language is simply generated, is constant with respect to n, i. e. to the number of pairs of brackets in the words of the language.
Analysis of the Algorithm
In this section we analyze the length of the su x to be changed in order to compute the successor next D R 
Now, we take a look at two plots of C 1;jRj;jT j for 1 jT j jRj 10 from two di erent points of view, analytically continued to R. By these plots, we get a better idea of the behaviour of su (D R 2n ) for di erent combinations of the two parameters jRj and jT j. In the left plot of Figure 6 , we see clearly the inequations (11) and (12), in the right plot we recognize (13). In the following two tables (Table 2 and Table 3 ; jRj .
Concluding Remarks
In this paper we have presented an algorithm that generates all words of a generalized Dyck language lexicographically. The Dyck language is de ned by a relation R which describes the pairs of brackets that can be used. We introduced a function that computes from one Dyck word the next one according to the lexicographical order. Further, we found a condition for the generalized Dyck language to be simply generated, which means that for every word it is possible to compute its successor by reading the su x to be changed only. We saw that this condition depends on the relation R only and not on the length of the words. We introduced an algorithm that computes, whether the Dyck language { implied by the relation R { is simply generated or not. The running-time of that algorithm depends on the relation only, so it has a constant amount of time with respect to the length of the words. Following a general approach to the lexicographical generation of all words of a formal language Ke98], we computed the s-th moments, s 1, of the random variable describing the length of the su x of a word to be changed. In particular, we pointed out the mean value and the variance of the number of symbols to be changed in order to generate the successor of a Dyck word.
