Formes et sens : de l’unicité à la variabilité. Études sur le temps et l’espace by Stosic, Dejan & Fagard, Benjamin
Formes et sens : de l’unicite´ a` la variabilite´. E´tudes sur
le temps et l’espace
Dejan Stosic, Benjamin Fagard
To cite this version:
Dejan Stosic, Benjamin Fagard. Formes et sens : de l’unicite´ a` la variabilite´. E´tudes sur le
temps et l’espace. Langages, Larousse, 2012, pp.3-24. <halshs-01241393>
HAL Id: halshs-01241393
https://halshs.archives-ouvertes.fr/halshs-01241393
Submitted on 11 Dec 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de




Présentation – Formes et sens : de l’unicité à la 
variabilité. Études sur le temps et l’espace1 
 
Dejan Stosic (Université d’Artois, Grammatica) 
Benjamin Fagard (Lattice, CNRS, ENS & Université Paris 3 Sorbonne Nouvelle) 
 
 
Du point de vue de la langue, aucun rapport nécessaire ne lie une forme et un sens : 
l’arbitraire du signe linguistique autorise en théorie un nombre infini de signifiants pour un 
même signifié (cf. Saussure 1916). L’étonnante diversité de formes susceptibles de prendre en 
charge, souvent à des niveaux d’analyse différents, une même valeur sémantique occupe 
grammairiens et linguistes depuis les toute premières réflexions sur le langage. L’existence de 
milliers de langues ne fait qu’accroître la profusion de formes et de structures véhiculant 
effectivement une signification donnée – à supposer bien sûr qu’au moins certaines valeurs 
sémantiques se retrouvent dans différentes langues. Il est cependant bien connu que les 
langues sont loin d’utiliser toutes les formes potentielles admissibles par le système, c’est-à-
dire que toutes les combinaisons théoriquement prévues par un système linguistique ne sont 
pas nécessairement attestées, que ce soit en phonétique, en morphologie ou au niveau lexical. 
Plutôt que d’exploiter au maximum la combinatoire offerte par le système de leur langue 
lorsqu’il est nécessaire d’inventer un nouveau terme, les locuteurs ont en effet tendance à 
élargir le sens d’expressions existantes, par économie, mais aussi parce que c’est une façon 
d’intégrer ce que l’on ne connaît pas encore à ce qui est déjà connu. Le principe de 
l’économie linguistique a ainsi pour conséquence indirecte de freiner la profusion des signes. 
Du fait de cette économie sur le plan de la forme, de nombreux morphèmes, lexèmes et 
structures sont souvent chargés de plusieurs sens.  
L’arbitraire du signe et la malléabilité des éléments linguistiques signifiants sont à 
l’origine d’une multitude de problèmes théoriques en sciences du langage, et ceci que l’étude 
de la langue soit abordée par le biais de la forme, du sens ou des deux à la fois. Ce numéro 
thématique a pour objectif d’examiner le jeu complexe de la forme et du sens en se focalisant 
sur des cas où plusieurs éléments formels prennent en charge une même valeur sémantique et 
sur ceux où une même expression « amalgame » plusieurs significations, dans une perspective 
unilingue ou comparative. Limitée aux domaines sémantiques de la temporalité et de l’espace, 
la discussion sur les principes qui respectivement imposent le maintien de l’uni(ci)té ou 
engendrent une modification du rapport entre forme et sens s’appuie sur deux ressorts 
principaux : la polysémie et la variabilité linguistique au sens large du terme. Ces choix sont 
justifiés dans les pages qui suivent. 
 
1. De l’unicité… 
En matière d’étude de la langue, l’unicité se retrouve partout. Produit du passé, 
résultat d’une évolution unique et de constantes interactions individuelles et collectives, 
chaque langue, en tant que système de signes et de règles spécifiques à une communauté de 
locuteurs, se distingue de toutes les autres. La différenciation réciproque des phonèmes, 
morphèmes et lexèmes, leur organisation en système et leur utilisation effective dans la 
communication singularisent ainsi chaque langue et en font une solution originale à la 
nécessité pour les sociétés de disposer d’un moyen de communication efficace et performant. 
                                                        
1 Nous remercions Nelly Flaux et les relecteurs anonymes pour leurs remarques éclairantes et stimulantes sur les 
versions préliminaires de ce texte. 
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Ensuite, tout signe linguistique est unique, sur le plan de la forme d’une part, de 
l’autre sur le plan sémantique ; l’absence de synonymes absolus dans une langue et 
l’impossibilité d’établir des équivalences parfaites de langue à langue, autant au niveau 
lexical qu’au niveau grammatical, en est la meilleure preuve. L’identité sémantique de chaque 
forme linguistique se définit à la fois par sa dénotation et par tout un réseau de relations 
lexicales, grammaticales et discursives qu’elle est susceptible d’établir avec d’autres unités en 
langue et en discours. Enfin, le vécu et le milieu socio-culturel des locuteurs sont des facteurs 
très importants de singularisation des expressions linguistiques. La spécificité de chaque signe 
est par conséquent tributaire à la fois de facteurs proprement linguistiques et de facteurs liés à 
l’usage de la langue par un individu ou par une communauté. Cette approche se trouve 
consacrée par les grammaires « fondées sur l’usage » (usage-based models) (cf. Langacker 
1987 : 494, Barlow & Kemmer 2000, Tomasello 2003, Bybee 2006, Legallois & François 
(éds) 2011).  
S’y ajoute l’unicité de la faculté langagière même. Commun à tous les humains et sans 
que son rapport exact aux autres capacités cognitives de l’homme soit défini avec précision, le 
langage présente de nombreuses particularités par rapport aux autres sous-systèmes cognitifs. 
Par ailleurs, il est souvent défini comme une propriété essentielle de l’homme au sens où la 
faculté de parler distingue l’homme des animaux. L’universalité du langage chez l’homme est 
généralement mise en rapport avec celle de l’anatomie du corps humain, de notre cerveau, 
avec l’identité de nos facultés cognitives, de notre appareil perceptif, etc. Non seulement le 
langage est unique, mais il rend l’espèce unique.  
Il est cependant bien connu qu’en matière de langage et de langues, l’unicité va de pair 
avec la variabilité, comme si l’une était la raison d’être de l’autre.  
 
2. À la variabilité… limitée 
Le terme « variabilité » peut renvoyer soit à la disposition de varier, à l’aptitude d’une 
entité « à subir des modifications dans sa forme ou dans ses fonctions, sous l’influence de 
facteurs externes ou internes » (TLFi), soit à l’ensemble des variations ou différences que les 
membres ou les parties d’un ensemble peuvent présenter entre eux. Ainsi définie et appliquée 
au domaine du langage, la variabilité peut être considérée comme une de ses propriétés 
fondamentales. Tout d’abord, la faculté langagière est sujette à la variation au sens où elle 
connaît une évolution, autant en ontogenèse qu’en phylogenèse, en étroit rapport avec celle 
des capacités physiologiques et cognitives de l’homme et avec le développement de sa vie 
socio-culturelle (voir, entre autres, Blackmore 2000, Györi (ed.) 2001, Comrie et al. 2004, 
Vernier 2005, Coupé 2005, Hublin 2005, Deutscher 2005, Evans & Levinson 2009). Ensuite, 
il est bien connu qu’en dépit de l’universalité du langage et du système cognitif chez 
l’homme, des locuteurs appartenant à des communautés linguistiques différentes utilisent des 
moyens et des stratégies très variés pour décrire une même situation. Soumise à diverses 
contraintes biologiques, cognitives, environnementales et culturelles, chaque communauté a 
développé son propre inventaire à la fois de concepts sémantiques et d’unités, de règles et de 
structures à tous les niveaux d’analyse (cf. Haspelmath 2007, 2010, Evans & Levinson 2009), 
ce qui a abouti à une très grande diversité de systèmes linguistiques2.  
Enfin, la langue est un système extrêmement dynamique dont la réalisation est sujette 
à la variation en fonction de différents facteurs. Parmi ceux qui engendrent le plus de 
diversité, on peut citer les facteurs géographique, culturel et politique, à l’origine de la                                                         
2 D’après certaines études récentes (cf. Pagel 2000, Evans & Levinson 2009 : 432), les quelque 7000 langues 
recensées à l’heure actuelle ne sont qu’un petit échantillon (1,5%) de toutes les langues qui auraient existé à 
travers l’histoire de l’humanité et dont le nombre est estimé à environ 500 000.  
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diversité des langues et des dialectes, le temps, auquel on lie l’évolution des langues, la 
stratification sociale, l’individu en tant qu’usager d’une langue ayant ses habitudes verbales, 
la situation de communication à laquelle on associe la notion de registre de langue, etc. Ainsi, 
la variabilité linguistique se décline-t-elle sous plusieurs formes : inter-langues, intra-
linguistique, diachronique, diatopique, diastratique, diaphasique et diamésique (cf. notamment 
Labov 1972, Mioni 1983, Chambers 2003, Gadet 2003).  
Si les possibilités de variation sont nombreuses et diversifiées, elles ne sont 
probablement pas infinies. En effet, contrairement à l’affirmation de Joos (1957 : 96) selon 
laquelle « les langues peuvent se différencier entre elles sans limite et de façon 
imprédictible », la variabilité linguistique est certes considérable (voir la discussion dans 
Evans & Levison 2009) mais sans doute limitée (cf. Dunn et al. 2011, Chilton 2010 : 3), car 
contrainte par nos capacités cognitives et par notre environnement au sens large. Quelle que 
soit la nature des facteurs limitant la variabilité, les recherches en typologie semblent montrer 
que, pour décrire une même situation ou exprimer une même valeur, les langues font appel à 
des solutions, modèles ou stratégies en nombre fini dont seuls quelques-uns sont très 
répandus3.  
Pour toutes ces raisons, non seulement la variabilité est incontournable dans l’étude de 
la langue, mais elle est source de nombreux problèmes théoriques parmi les plus récalcitrants 
en linguistique. Les études réunies dans ce volume examinent certains d’entre eux au travers 
de la question du rapport entre la forme et le sens.  
 
3. Formes et sens : entre l’unicité et la variabilité 
 
Concernant les relations entre formes et sens, en synchronie, on distingue 
traditionnellement plusieurs cas de figure : la monosémie (un sens et un seul associé à une 
forme), la polysémie (plusieurs sens reliés, associés à une forme) et l’homonymie (plusieurs 
sens disjoints, rattachés à une forme)4. La diversité et l’évolution des langues fournissent bien 
la preuve de l’absence d’un rapport nécessaire et biunivoque entre signifiants et signifiés. 
Mais deux éléments peuvent inviter à un réexamen approfondi des relations entre formes et 
sens : d’une part la reconnaissance à la polysémie de son statut de « fait linguistique de base » 
(cf. entre autres, Pustejovsky 1995, Mel’čuk, Clas & Polguère 1995 : 156-157, Kleiber 1999 : 
55, Ravin & Leacock (eds) 2000, Cuyckens & Zawada (eds) 2001, Nerlich et al. (eds) 2003, 
Taylor 2003), d’autre part les résultats de recherches en linguistique et psycholinguistique 
cognitives explorant le rapport entre le langage et la pensée au travers de la diversité 
linguistique.  
3.1. Signifiés et concepts 
Difficile à saisir, le signifié est généralement assimilé au concept, c’est-à-dire à une 
« unité cognitive stockée dans la mémoire à long terme des sujets » et résultant « d’une 
activité de conceptualisation qui conduit à rassembler sous un format représentationnel unique                                                         
3 Cependant, s’il est vrai, comme l’affirme Klein (2009 : 2-3), que seulement 5% de langues du monde sont 
suffisamment bien décrites, la variabilité linguistique est loin d’être explorée (voir aussi N. Evans 2010). Evans 
& Levinson (2009), qui estiment à 10% le nombre de langues décrites, affirment que toute description d’une 
variété nouvelle fait ressortir des faits inédits et inattendus, ce qui remet sérieusement en cause l’existence même 
d’universaux (voir aussi Haspelmath 2010). 
4 S’y ajoute la variation contextuelle que l’on observe, par exemple, dans le cas des mots enfant ou médecin qui, 
selon le contexte, renvoient aux humains de sexe différent. La différence de sexe n’étant pas codée dans le sens 
lexical des deux mots, la variation d’interprétation est inférée du contexte ; il n’y a donc pas deux sens différents 
(reliés ou pas) mais deux manifestations différentes d’un même sens (cf. Geeraerts 1993, Kleiber 1999). 
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une classe d’entités regroupées sur la base d’attributs communs » (Charolles 2002 : 13)5. De 
là découle directement le pouvoir dénotatif des unités lexicales, à savoir leur capacité à 
évoquer potentiellement une catégorie particulière d’entités. C’est ce qui nous permet de dire 
en dernière instance qu’une expression donnée est « en mesure, de par sa signification, de 
faire allusion virtuellement à une classe d’êtres déterminée » (idem : 7-9). Tous les 
philosophes et linguistes ne sont cependant pas d’accord sur la question de l’assimilation du 
signifié et du concept : certains soulignent en effet la nécessité de les disjoindre, le premier 
relevant de la langue, le deuxième du niveau conceptuel (cf. entre autres, Heger 1965, Pottier 
1987, Barsalou et al. 1993, Martin 1998). Il est cependant admis que tout en étant dissociés, 
ils s’appellent l’un l’autre.  
Ajoutons qu’en règle générale, et en dépit des difficultés que cela génère, le signifié 
est considéré comme correspondant à un concept unique, décrit par un nombre plus ou moins 
important de traits sémantiques : les approches « dynamiques » du sens prévoient très peu de 
traits, le contexte fournissant les clés de la bonne interprétation (Langacker 1991a, Paillard & 
Lebaud 1992, Cadiot 1994, 1997, Victorri & Fuchs 1996, De Vogüé & Paillard 1997, 
Franckel et al. 1997, Fuchs 1997, Victorri 1997, Récanati 1997), tandis que les approches 
« statiques » ou « fixistes » inscrivent différents sens du polysème en amont, chargeant le 
signifié d’un certain nombre de traits afin de circonscrire au mieux sa dénotation (cf. Kleiber 
1999). Cependant, en admettant que la pluralité des sens associés à une forme n’est pas un fait 
accidentel, marginal ou déviant mais un trait de fonctionnement essentiel des langues 
naturelles, on reconnaît implicitement une complexification des relations entre signifiants et 
signifiés.   
3.2. La polysémie au cœur de la langue : le signifié des polysèmes est-il monolithe, 
composite… ou extrêmement malléable ? 
En restreignant le champ de la monosémie (et en étendant donc celui de la polysémie), 
on remet directement en question non seulement le caractère biunivoque de la relation entre 
signifiant et signifié dans un très grand nombre de cas, mais aussi la nature même du signifié : 
la question de savoir s’il est « monolithe » ou composite devient incontournable. En effet, 
l’association de sens multiples à une unité lexicale implique, par le biais de la diversification 
du signifié, à la fois une multiplication de dénotations et une multiplication des catégories de 
référents visées.  
Si, en dépit de la multiplicité des sens, on maintient l’idée d’un signifié monolithe, 
comment éviter le piège d’un sens schématique, i.e. d’un « invariant supérieur » unificateur 
qui, ayant pour vocation d’expliquer toute la variabilité du mot en discours, est 
nécessairement sous-déterminé, très général et donc trop puissant (trop puissant du point de 
vue explicatif, mais généralement peu efficace du point de vue interprétatif6, cf. Kleiber 1999, 
Kleiber 2008 : 89). La linguistique cognitive défend, entre autre, l’idée que l’usage des 
schémas d’images susceptibles de transformations plus ou moins importantes est la solution la 
plus adaptée à ce problème (cf. entre autres, Johnson 1987, Lakoff 1987, 1990, Langacker 
1991a, 1997, Sweetser 1997, Cuyckens & Zawada (eds) 2001, Tyler & Evans 2003, Hampe 
(ed.) 2005, Evans 2010). Dans cette approche, les sens d’un polysème ne sont pas considérés 
comme dérivés d’un sens premier mais comme des extensions d’un noyau sémantique, 
                                                        
5 La simplification est voulue : pour une discussion approfondie sur la nature des concepts, voir, entre autres, 
Barsalou (1983), Barsalou et al. (1993), Pederson & Nuyts (1997 : 2-3), Margolis & Laurence (eds) (1999), 
Murphy (2004). 
6 On peut d’ailleurs se demander si les locuteurs ont réellement accès à ces ‘invariants’ (cf. aussi Taylor 2003 : 
653). 
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suivant différents principes cognitifs généraux telles la métaphore, la métonymie, la 
généralisation… 
Si, en revanche, face à la pluralité de sens constatée on admet l’idée d’un signifié 
composite stable, quels types d’unités utiliser pour le définir : des traits sémantiques simples 
et indécomposables, des combinaisons ou faisceaux de traits constituant des sortes de « sous-
concepts » définissant chacun un sens particulier ? Dans ce dernier cas se pose la question de 
savoir comment organiser la décomposition sémantique, et comment articuler entre eux les 
traits ou les « sous-concepts » isolés par l’analyse. Faut-il recourir à la traditionnelle approche 
en termes de conditions nécessaires et suffisantes, ou à la sémantique du prototype ? On peut 
aussi penser à d’autres approches parmi les nombreuses théories du sens qui existent 
actuellement7 : le « lexique génératif » (Pustejovsky 1995), la sémantique cognitive basée sur 
l’usage (Barlow & Kemmer (eds) 2000, Cuyckens & Zawada (eds) 2001, Taylor 2003), la 
sémantique interprétative ou textuelle (cf. Rastier 1987, Rastier & Valette 2009), ou encore la 
sémantique « à deux niveaux » (cf. Bierwisch & Lang (eds) 1989, Schwartze & Schepping 
1995, Pause et al. 1995, Lang & Maienborn 2011).  
La réponse à la question de savoir si le signifié des polysèmes est monolithe ou 
composite pourrait être cherchée par le biais de la référence. En effet, sa prise en compte, i.e. 
l’examen du critère référentiel selon Kleiber (2005), est indispensable parce que la 
reconnaissance de la polysémie se fait nécessairement à partir du constat d’une variation 
référentielle : ce qui nous met sur la piste « polysémique » dans le cas de certaines formes 
c’est d’abord et avant tout la constatation que dans des emplois différents elles dénotent des 
« choses » différentes ou, plus précisément, des catégories de référents distinctes. Crucial 
pour l’identification de la polysémie, le critère référentiel, souligne Kleiber, est à manipuler 
avec prudence parce que toute variabilité référentielle n’est pas l’indicateur de la polysémie 
(ex. enfant (garçon ou fille) ou omelette renvoyant au client dans l’omelette est parti(e) sans 
payer), et que certains changements de référents ne sont qu’apparents (ex. école (bâtiment, 
institution, activité, etc.), livre (contenu esthétique ou objet matériel)). Au vu de ces 
observations, la question qui se pose est celle de savoir comment concilier la polycatégorialité 
référentielle propre aux polysèmes et l’unité supposée du signifié.  
Quels que soient la solution et le cadre théorique adoptés, à partir du moment où l’on 
reconnaît l’existence d’unités lexicales aux sens multiples et donc celle de la polysémie 
inscrite en langue, irréductible à un « simple » phénomène de construction discursive (cf. 
Kleiber 2008 : 89-90), se pose la question du maintien de l’unité du signifié. Celui-ci 
correspond, avons-nous dit, à une unité cognitive rassemblant sous forme d’une 
représentation unique une classe d’entités partageant un certain nombre d’attributs. Mais un 
mot comme souris, du fait de sa polysémie, aura nécessairement une dénotation double dans 
la mesure où il se réfère à deux catégories d’entités ayant des propriétés référentielles 
distinctes (petit rongeur vs accessoire informatique). L’unification des deux sens du terme 
souris dans un même signifié paraît d’autant plus difficile, voire paradoxale, qu’ils sont 
censés être autonomes. En effet, dans une mise au point sur la polysémie, Kleiber (2008 : 90) 
montre en s’appuyant sur tout un ensemble de critères syntagmatiques et paradigmatiques 
(pour les tests, voir aussi Cruse 1986, Geeraerts 1993), que les différents sens d’un polysème : 
 « doivent être non unifiables ou irréductibles à un sens ou lecture générale supérieure et [qu’]ils doivent 
en même temps être suffisamment robustes ou forts pour acquérir un statut d’autonomie, qui les détache 
des circonstances discursives et les sépare des lectures « fragiles » contextuelles, et qui leur permet 
d’émerger et d’émarger en tant que propriété sémantique stable des unités lexicales ».                                                          
7 Pour un aperçu général des principales théories de sens et des travaux sur la polysémie, en linguistique mais 
aussi dans d’autres disciplines, voir l’introduction de Ravin & Leacock (eds) (2000) et Petho (2001).  
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D’après cette citation, le signifié d’une unité lexicale polysémique appellerait finalement 
plusieurs représentations conceptuelles différentes évoquant chacune une catégorie d’entités à 
part n’ayant que peu ou rien de commun avec les catégories de référents visées par les autres 
sens du terme en question. Kleiber (1999 : 62) affirme que l’identité d’une « catégorie de 
sens » (i.e. d’un signifié) peut consister non pas en une représentation conceptuelle unique 
(monosémie) mais en ce qu’elle regroupe tout simplement différentes acceptions d’un 
polysème. Ainsi l’auteur écrit-il à propos du terme polysémique veau et de ses acceptions 
veau-‘animal’, veau-‘viande’ et veau-‘peau’ : 
« Si une entité particulière est classifiée comme veau, ce n’est pas parce qu’elle a les traits, en somme, 
généraux de la catégorie de sens : elle n’a pas les traits d’un veau-‘veau’, qui n’existe pas en tant que 
catégorie référentielle, puisque cette catégorie linguistique qu’est veau rassemble par définition même des 
sens ou concepts sans en former un par elle-même. Si x donc est classé comme veau, ce ne peut être que 
parce qu’il présente les traits soit de Y (veau-‘animal’), Y (veau-‘viande’) ou encore Y (veau-‘peau’). » 
(Kleiber 1999 : 62-63) 
On n’est donc plus en présence d’un signifié unitaire et monolithe mais d’un signifié 
« éclaté ». Éclaté, ou bien extrêmement malléable, si l’on suit la voie entr’ouverte par Taylor 
(2003) : tout en gardant son identité, le signifié d’un polysème se prêterait à des acceptions 
différentes selon ses contextes d’usage. Un mot sera considéré comme polysémique si ses 
emplois se répartissent (ou se regroupent) en plusieurs « agglomérats » (« clusters ») en 
s’inscrivant, par là même, dans des contextes ou champs notionnels plus ou moins différents 
(voir aussi Schütze 2000 ; Venant 2008). Les représentations conceptuelles correspondant aux 
diverses acceptions d’un terme polysémique seraient donc en grande partie fixées par ces 
cadres interprétatifs. Le locuteur ne mémoriserait plus un signifié schématique abstrait ou 
toute une liste d’acceptions associées à un mot, mais des « usages contextualisés » – c’est du 
moins le compromis proposé par Taylor (2003 : 652-653) à l’aide de ce qu’il appelle 
« contextualization patterns ».  
Enfin, face aux difficultés qu’il y a à délimiter les sens des polysèmes et de 
circonscrire l’organisation interne de leur signifié ne faudrait-il pas réinterroger la nature 
même du « sens » ? Cette possibilité est mise en avant par Geeraerts (1993) qui insiste sur la 
nécessité d’abandonner la tendance à la réification du sens, conçu généralement comme une 
entité regroupant sous un format représentationnel un certain nombre d’informations stockées 
dans le savoir lexical des locuteurs : 
« The tremendous flexibility that we observe in lexical semantics suggests a procedural (or perhaps 
“processual”) rather than a reified conception of meaning; instead of meanings as things, meaning as a 
process of sense creation would seem to become our primary focus of attention. » (p. 260)  
C’est ce sens « processuel », en constante agitation, qui ferait émerger différentes 
interprétations selon le domaine d’application des unités lexicales. Ainsi, la nécessité de 
répondre à la question si le signifié des polysèmes est monolithe ou composite disparaît-elle ! 
 
3.3. À la recherche des forces de cohésion du signifié 
En admettant qu’une unité lexicale polysémique fait cohabiter des sens « qui ne sont 
sémantiquement pas unifiables, de façon non artificielle » (Kleiber 2008 : 92), il est légitime 
de se demander comment et pourquoi deux ou plusieurs sens non-unifiables se trouvent tout 
de même unifiés et véhiculés par une même forme. Quelles forces de cohésion assurent le 
maintien de l’union ? S’agit-il de forces internes ou externes à la langue ? Doivent-elles être 
cherchées du côté du signifié, du côté du signifiant ou dans leur association même ? Deux 
issues se dessinent : ou bien il faut renoncer à la stricte équation « un signifiant égale un 
signifié » selon laquelle, depuis Saussure, l’unité du premier est censée impliquer l’unité du 
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second (cf. Taylor 2003 : 648-649), ou bien un modèle explicatif crédible, quelle que soit sa 
nature, doit être trouvé pour rendre compte du maintien naturel, en langue, de l’union dans 
une forme de plusieurs sens, à la fois reliés et parfaitement autonomes. D’importantes 
conséquences théoriques prévisibles (et certainement d’autres, imprévisibles) rendent la 
première piste très épineuse, mais elle pourrait s’avérer fructueuse (ibid.). La seconde 
implique la réponse à tout un ensemble de questions. Les facteurs d’unification et de cohésion 
sont-ils de nature sémantique, pragmatique ou autre ? S’agit-il de facteurs inhérents à la 
langue ou relèvent-ils tout simplement de l’arbitraire et de la convention ? Est-ce que le lien 
sémantique dans le cas de la métaphore (ex. souris) ou le lien pragmatique nécessaire entre 
référents dans le cas de la métonymie (ex. carton dans remplir un carton) suffisent pour 
maintenir la cohabitation des sens différents ? Si dans le cas des polysèmes obtenus par 
métaphore on peut éventuellement envisager de dégager un noyau sémantique dur, non pas 
très général et trop puissant mais suffisamment parlant et accessible à tous, la même 
entreprise est d’emblée vouée à l’échec s’agissant de polysèmes obtenus par métonymie, en 
raison de l’absence de traits sémantiques communs aux différentes acceptions. Le recours à 
des « fonctions de transfert générales » à la Nunberg & Zaenen (1997) est loin de résoudre le 
problème dans ce dernier cas (cf. ci-dessous et surtout Kleiber 1999 : 103-120). Enfin, ces 
liens de cohésion ne viendraient-ils pas d’un niveau beaucoup plus général, à savoir du niveau 
cognitif ? Cette piste ne doit aucunement être négligée, comme le suggère Sweetser (1997 : 
116) : 
« One particular problem that frequently arises in studies of both lexical and grammatical 
polysemy is the problem of how seriously to take a linguistic grouping or splitting of two 
related concepts. Does the use of a single form for multiple senses, or of separate forms for 
separate senses, have any connection with cognitive relations between the concepts referred 
to? »  
La solution ultime serait certainement de dire que la seule forme, identique pour toutes 
les acceptions, est un facteur de cohésion assez fort pour maintenir, dans le savoir lexical des 
locuteurs, une unification qui, tout en étant motivée, reste sémantiquement artificielle. 
Toutefois, adopter cette solution signifierait reconnaître à la forme le rôle d’un carcan 
tellement puissant qu’il l’emporte en quelque sorte sur les règles sémantiques, du moins sur 
celles qui nous sont connues à l’heure actuelle. Ce serait en même temps admettre que 
l’arbitraire, en matière de structuration du sens des polysèmes, a un rôle que le sémanticien 
n’a guère envie de lui reconnaître.  
3.4. La structuration du sens des polysèmes : quelle place pour l’arbitraire ? 
Le rôle de l’arbitraire ne doit cependant pas être minimisé. Un premier argument en ce 
sens vient du caractère non systématique de la polysémie. Il est en effet bien connu qu’un 
même sens de base (ou plutôt un même type de sens de base) ne donne pas nécessairement 
lieu d’une langue à l’autre à la dérivation de mêmes sens figurés. Alors qu’en français on peut 
utiliser le terme prune pour parler à la fois du fruit et de l’eau-de-vie qui en est faite, en 
anglais il serait pour le moins bizarre d’utiliser le mot plum pour commander un verre de… 
prune 8. Il en est de même des sens métaphoriques ; une analogie entre deux classes de 
référents (ou situations référentielles) parfaitement accessible à tous les humains ne garantit 
en rien la création systématique de sens métaphoriques correspondants dans toutes les                                                         
8 Une recherche sur corpus et sur internet permet de confirmer cette intuition. Les cooccurrences entre glass et 
plum sont rares (aucune occurrence dans le corpus du Times) et invariablement spécifiées, par exemple par juice, 
wine (recherche internet, quelques milliers d’occurrences d’après Google), brandy (corpus BNC, trois 
occurrences) ou liqueur (corpus COCA, une seule occurrence : « a glass of cloudy plum liqueur »). En revanche, 
en français, un verre de prune désigne nécessairement, ou presque, la liqueur, sans que l’ajout de ce terme soit 
nécessaire. 
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langues : bien qu’il puisse s’agir d’une analogie exploitable et même exploitée dans une ou 
plusieurs communautés, encore faut-il qu’elle soit pertinente à des fins de communication et 
effectivement exploitée par les locuteurs des communautés qui ne la codent pas par un sens 
métaphorique aux niveaux lexical ou grammatical. La polysémie est loin d’être systématique 
même à l’échelle d’une langue quelconque (cf. Nunberg & Zaenen 1997, Kleiber 1999 : 103-
120). Pour reprendre notre exemple, souvent cité dans la littérature, si dans de nombreux cas 
un liquide extrait à partir d’un fruit ou d’une plante peut être désigné en français par le nom 
de fruit ou de plante (ex. boire de la prune), le transfert métonymique est bloqué dans 
beaucoup d’autres cas (ex. *j’ai bu du raisin/de l’orange, *j’ai versé une tasse de 
tournesol/d’olive dans la pâte). Pour rendre compte du caractère irrégulier de ce modèle de 
transfert de sens (ou de référent, ou encore de prédicat, cf. Nunberg 1978, 1995, Kleiber 
1999 : 121-148) au sein d’une langue et à travers les langues, Nunberg & Zaenen font 
finalement appel aux conventions culturelles qui autorisent ou bloquent cette « fonction de 
transfert générale ». Les résultats des recherches sur la métaphore aboutissent à la même 
conclusion, à savoir que de nombreux sens métaphoriques sont établis conventionnellement et 
doivent être acquis ou appris tels quels dans chaque culture (cf. Langacker 1997 : 241)9. Le 
recours à la convention linguistique et/ou culturelle, lorsqu’il s’agit de fixer les contours et 
l’organisation interne d’un polysème, est prôné également par Martin (2005 : 170) qui, 
estimant que les « découpages polysémiques » échappent à la prédictibilité, écrit que « la 
seule solution est d’inscrire les possibles dans le dictionnaire », sans quoi on risquerait de 
s’égarer dans des impasses de sens… et de raison. Au linguiste donc de répertorier les 
différents sens du polysème et d’expliquer ce qui a motivé, du point de vue sémantique, 
référentiel et/ou cognitif, la construction de son signifié complexe sans prétendre à une 
prédictibilité complète. L’alternative proposée par Taylor (2003), qui consiste à observer les 
polysèmes au travers du prisme de leurs emplois contextualisés, présente une piste de 
recherche très intéressante.  
Le deuxième argument en faveur de l’importance de l’arbitraire dans la structuration 
du contenu des polysèmes est fourni par les fluctuations de sens mises en évidence en 
comparant des langues ou en étudiant leur évolution. En effet, cette variation ne serait pas 
possible si des principes sémantiques forts présidaient à l’unification des différents sens des 
polysèmes. Dans cette mesure, il est tout à fait légitime de se demander, par exemple, 
comment le latin a pu évoluer en autant de langues romanes, avec tous les changements 
sémantiques dont on peut observer les résultats aujourd’hui (cf. Blank 1997). D’innombrables 
enrichissements et restrictions de sens, liés à des causes les plus variées, ont ainsi lieu au 
cours de l’évolution (cf. notamment Traugott & Dasher 2002, ou encore Koch 2001). 
Comment expliquer une telle aptitude à la variabilité sémantique dans le temps ? La langue 
apparaît ainsi en permanence en proie aux deux tendances inverses : celle qui assure la 
stabilité du système, répondant à la nécessité de respecter les conventions établies entre 
locuteurs en vue de l’intercompréhension, et la variation découlant directement et 
inévitablement du caractère dynamique de la langue. 
 
                                                        
9 La citation qui suit exprime l’aboutissement de tout un ensemble de recherches sur la métaphore initiées par les 
travaux de G. Lakoff, M. Johnson et R. Langacker (voir la bibliographie) : « From the cognitive standpoint, 
metaphor is characterized as a means of understanding one domain of experience in terms of another that is in 
some sense more fundamental. It is likely that most cognitive domains are metaphorically structured to some 
extent, and it is quite evident that metaphor is a major factor in cultural construction. Looking at the other side of 
the coin, we see that metaphor exhibits a substantial measure of conventionality – large numbers of metaphors 
have to be specifically learned as part of the acquisiton of cultural knowledge » (Langacker 1997 : 241). 
 9 
Tout cela suggère que les sens réunis par une même forme ont été unifiés de façon 
motivée mais partiellement arbitraire et artificielle (cf. prune ci-dessus) sans que leur 
association ne soit soumise à des règles sémantiques strictes. Et que l’explication des 
principes généraux de construction de polysèmes ne semble en rien garantir la mise au jour 
d’un signifié monolithe, correspondant à ou formant un seul concept. Ces conclusions sur la 
structuration des polysèmes rejoignent celles des comparatistes et des typologues s’intéressant 
à la diversité linguistique. En effet, c’est le même « éclatement » de concepts, lexicaux et 
surtout grammaticaux, que l’on observe régulièrement dans les comparaisons sémantiques 
fines entre les langues. Le fréquent manque de recouvrement entre les signifiés de prétendus 
équivalents dans deux langues données nous conduit plus ou moins aux mêmes 
interrogations : quelles forces de cohésion maintiennent l’unité d’un signifié dans une langue 
A étant donné son « éclatement » dans une langue B ; quelle est la part de l’arbitraire dans la 
délimitation des concepts, etc. ? Si des principes sémantiques forts et réguliers étaient à 
l’origine de l’organisation interne des signifiés, celle-ci devrait présenter une variabilité 
moindre d’une langue à l’autre (et d’un état à l’autre d’une même langue) et la prédictibilité 
des découpages polysémiques à l’intérieur d’une même langue serait plus importante. La 
démonstration qui précède est, certes, principalement fondée sur la sémantique lexicale mais 
elle peut s’appliquer à l’appariement des signifiants et signifiés des formes grammaticales, 
comme le fera apparaître la plupart des contributions de ce volume. 
 
4. Présentation du numéro 
Par sa thématique visant à réinterroger les relations entre formes et sens, le présent 
numéro se situe à la croisée des recherches sur la polysémie et de celles explorant la diversité 
et l’évolution des langues. À la lumière des résultats, finalement assez convergents, obtenus 
ces dernières années dans ces trois domaines, l’objectif est de montrer à quel point le signifié 
d’une forme lexicale ou grammaticale, dont l’unité ne fait pas de doute dans une langue 
donnée ou dans un état de langue donné, peut être décomposé par différentes langues ou 
variétés, ou au fil du temps, et à quel point une forme est susceptible de recouvrir une 
diversité de valeurs en synchronie et/ou en diachronie, valeurs dont l’unification peut paraître, 
selon le point de vue adopté, motivée ou arbitraire. Cherchant toutes à dégager des facteurs 
et/ou des mécanismes à l’origine de l’établissement, du maintien ou du changement des 
relations entre formes et sens, les études réunies se focalisent principalement sur des formes 
linguistiques « non autonomes »10 du point du vue sémantico-référentiel (cf. Strawson 1973) : 
temps verbaux, marqueurs aspectuels, prépositions, constructions syntaxiques particulières. 
De telles expressions sont bien connues pour leur caractère polysémique et surtout pour la 
difficulté qu’on a à circonscrire leur signifié et à délimiter les valeurs qu’elles véhiculent (cf. 
Fuchs 1994 : 96-98, 1997). On sait que leur examen à la lumière de structures supposées 
équivalentes dans d’autres langues est une entreprise à double tranchant : elle peut permettre 
de mieux isoler certaines valeurs plus prononcées et/ou formellement marquées dans la langue 
cible, mais elle peut aussi rendre la tâche plus complexe à cause de la fort probable 
confrontation à une multiplicité de formes prenant en charge, dans la langue cible, les valeurs 
exprimées par la forme de départ (cf. entre autres, Bowerman 1996b, Stosic 2005). Puisque 
les inférences contextuelles les plus variées jouent un rôle fondamental dans la parole, 
notamment dans le cas des formes polysémiques grammaticales où elles viennent combler la 
sous-détermination sémantique (cf. Récanati 1997), la question du rapport entre forme(s) et                                                         
10  La distinction entre les catégories « autonomes » et « non-autonomes » (Strawson 1973) ou 
« catégorématiques » et « syncatégorématiques » (Kleiber 1981, 2005 : 56) permet d’opposer les catégories 
sémantico-référentielles indépendantes et celles pour lesquelles la construction de la référence se fait avec 
l’appui des catégories autonomes. Cette opposition remonte à Aristote.  
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sens doit être interrogée du point de vue pragmatique. Cela permet notamment d’identifier les 
facteurs extralinguistiques qui guident l’interlocuteur dans le choix de l’interprétation 
pertinente parmi plusieurs interprétations disponibles.  
Ces questionnements théoriques sont explorés à partir de deux domaines sémantico-
conceptuels : celui de l’espace et celui de la temporalité. L’avantage de ce choix est que les 
expressions spatiales se réfèrent à des situations physiques dont les propriétés référentielles11 
sont directement observables. De même, certaines caractéristiques des phénomènes temporels 
(successivité, extension, etc.) sont plus accessibles à la perception que d’autres qui ne le sont 
pas ou nous paraissent sinon observables, du moins facilement déductibles de l’analogie que 
l’on trouve dans leur représentation en termes spatiaux (cf. Boroditsky 2000, Casasanto & 
Boroditsky 2008). Par ailleurs, c’est avant tout dans l’expression de l’espace que l’on pourrait 
s’attendre à ce que les langues divergent le moins et que le « langage universel de la pensée 
humaine », d’après la formulation de Fodor (1975), puisse être observé. C’est d’ailleurs ce qui 
a fait des domaines spatial et temporel un objet d’étude privilégié pour de nombreuses 
recherches en linguistique, notamment en linguistique et psycholinguistique cognitives depuis 
les années 1980 (cf. Bowerman 1980, 1989, 1996a, b, Talmy 1983, 1985, 2000, Vandeloise 
1986, Choi & Bowerman 1991, Levinson & Brown 1994, Evans 2003, Evans & Chilton (eds) 
2010).  
L’accessibilité plus ou moins immédiate à l’appréhension des faits spatiaux et 
temporels ne garantit cependant en rien l’absence de variabilité dans leur expression 
linguistique, ce constat faisant depuis longtemps l’unanimité dans la communauté 
scientifique. Il est en effet bien connu que ni le caractère supposé concret de l’espace et du 
temps 12 , ni le lien supposé entre l’identité de l’appareil perceptif chez l’homme et la 
conceptualisation de la réalité (cf. Clark 1973) n’empêchent les langues d’adopter les 
stratégies formelles et conceptuelles les plus variées pour exprimer des faits spatiaux et 
temporels (voir entre autres, Bloom et al. (eds) 1996, Pütz & Dirven (eds) 1996, Talmy 2000, 
Vandeloise (ed) 2003, Levinson 2003, Levinson & Wilkins (eds) 2003, Strömqvist & 
Verhoevent (eds) 2004, Hickmann & Robert (eds) 2006, Comrie 1985, 1989, Klein 1994, 
Klein & Li (eds) 2009, etc.). Les expressions spatiales et temporelles demeurent ainsi un défi 
pour les linguistes, d’où la volonté des études ici réunies d’apporter des éléments de 
description nouveaux susceptibles de nourrir le débat les concernant. 
Les deux premières contributions s’inscrivent dans le courant de recherche 
cognitiviste qui, s’appuyant sur la diversité des langues, a repris la question du rapport entre 
le langage et la pensée, ou de manière plus générale entre le langage et la cognition, en 
remettant ainsi au premier plan d’anciens débats autour de l’hypothèse de la relativité 
linguistique (cf. Lucy 1992, Gumperz & Levinson (eds) 1996, Levinson 2003, Hickmann & 
Robert (eds) 2006). La question centrale étant d’estimer l’impact du langage sur la cognition 
en général, il s’agit de savoir si la diversité des représentations linguistiques implique 
nécessairement celle des représentations conceptuelles, ou si au contraire les systèmes de 
représentations linguistiques et non-linguistiques sont indépendants (cf. entre autres, 
Jackendoff 1983, Lakoff & Johnson 1980/1985, Lakoff 1987, Langacker 1987, 1991b, Talmy 
1988a, 1988b, Bowerman 1996a, b, Slobin 1996, Hickmann 2003, Nuyts & Pederson (eds) 
1997, Gentner & Goldin-Meadow (eds) 2003, Evans & Chilton (eds) 2010). Rappelons que                                                         
11 Celles-ci ne sont cependant aucunement suffisantes pour expliquer le fonctionnement des marqueurs spatiaux : 
de nombreux travaux ont mis en évidence l’importance des facteurs fonctionnels (cf. par exemple, Vandeloise 
1986).  
12 Il est cependant bien connu que dans certaines recherches le temps est pris pour le domaine abstrait par 
excellence, qui s’oppose à ce titre au caractère concret de l’espace (pour les références, voir Srinivasan & Carey 
2010 : 217). 
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différentes réponses ont été apportées à cette question, allant de l’innéisme chomskyen (cf. 
entre autres, Chomsky 1980, Spelke 2003, Fodor 1975) aux déterminismes cognitif (cf. 
Baillargeon 2004, Piaget & Inhelder 1947, Miller & Johnson-Laird 1976) et linguistique (cf. 
Vygotsky 1962, Whorf 1956, Levinson 2003, Bowerman 1996a, b, Deutscher 2010). 
Adoptant une démarche empirique où les résultats d’analyses linguistiques fines sont 
testés par des expérimentations psycholinguistiques, Maya Hickmann tente de définir dans sa 
contribution le rôle respectif des facteurs cognitifs et linguistiques dans la construction des 
représentations spatiales et temporelles au cours de l’acquisition du langage. Plus 
précisément, l’auteure présente les résultats d’une série d’études développementales réalisées 
en situation expérimentale auprès de plusieurs groupes d’adultes et d’enfants, locuteurs ou 
apprenants de l’une des quatre langues comparées : le français, l’anglais, l’allemand et le 
chinois mandarin. L’auteure montre que l’établissement des relations entre formes 
linguistiques et concepts au cours de l’acquisition du langage repose sur la conjonction des 
contraintes cognitives, considérées comme universelles, et des contraintes linguistiques, qui 
sont spécifiques à chaque communauté. Ces recherches confirment que, dans la représentation 
des situations spatiales et temporelles, chaque communauté procède à une sélection tout 
compte fait arbitraire des caractéristiques rendues saillantes par sa langue. La nature des 
éléments linguistiques prenant en charge tel ou tel type d’information sémantique s’avère 
jouer un rôle fondamental dans l’ordonnancement de leur acquisition.  
La contribution commune de Tatiana Iakovleva et Maya Hickmann s’inscrit dans le 
même cadre théorique, mais aborde la question de la « re-conceptualisation » qui se met 
souvent en place lors de l’apprentissage d’une langue étrangère par les adultes. L’accent est 
mis sur l’expression de trois types de mouvement (MONTER, DESCENDRE et TRAVERSER) par 
les apprenants russes du français, le russe appartenant aux langues à satellites d’après la 
typologie de Talmy, le français aux langues à cadrage verbal. Des structures linguistiques 
différentes étant utilisées par ces deux langues pour exprimer le mouvement, les auteures 
testent l’hypothèse d’un transfert typologique de la langue maternelle dans l’acquisition de la 
langue étrangère. Cette hypothèse est examinée à partir de données élicitées (description de 
dessins animés) auprès de locuteurs natifs monolingues et d’apprenants russophones du 
français, débutants et avancés. Il ressort nettement de cette étude que les différences de 
structuration lexico-syntaxique d’un même ensemble d’informations sémantiques sont un 
facteur de variabilité très important. 
Les deux articles qui suivent portent sur un autre phénomène fondamental dans la 
variation interlinguistique, le contact et l’influence que les langues ou différentes variétés 
d’une même langue peuvent avoir les unes sur les autres, en prenant l’exemple des temps 
verbaux du passé. Le premier d’entre eux, celui de Marijana Petrović, compare le passé 
simple à ses correspondants en roumain, serbe et valaque. Le valaque est une variété de 
parlers daco-roumains archaïsants de Serbie de l’Est, prise entre le roumain (langue romane 
coupée du reste de la Romania et faisant partie de l’aire balkanique) et le serbe (langue slave 
située dans les Balkans sans faire partie de l’aire balkanique). Outre le fait de partager la 
même « place » dans le système des temps verbaux dont ils relèvent respectivement, le passé 
simple en français, le parfait simple en roumain et en valaque et l’aoriste en serbe ont en 
commun d’exprimer des « événements » du passé, à savoir des situations envisagées comme 
bornées à gauche et à droite dans le cadre théorique de Desclés & Guentchéva (2003, 2011), 
qui est retenu par l’auteure. M. Petrović met en évidence une variabilité très intéressante et 
surprenante des formes en question par rapport à l’ancrage énonciatif ou narratif des 
événements, variabilité qui s’explique, dans le cas particulier du valaque, par une évolution 
liée au contact entre langues. 
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Louis de Saussure et Bertrand Sthioul s’intéressent dans leur contribution au passé 
surcomposé, une structure qui illustre bien la problématique de la variabilité intralinguistique 
– plus spécifiquement régionale. L’hypothèse faite par les deux auteurs est que tous les 
emplois du passé surcomposé, y compris régionaux, peuvent s’expliquer à partir d’une même 
signification de base dont la variabilité d’interprétation est due aux processus 
d’enrichissement pragmatique. Ce n’est donc pas tellement l’interaction du passé surcomposé 
avec le cotexte, mais avec le contexte qui donne les clés de la bonne interprétation. Par une 
analyse résolument pragmatique, qui prend le relai d’une analyse sémantique fine, les auteurs 
montrent qu’à l’instar des autres temps verbaux, le passé surcomposé encode du matériel 
procédural qui, tout en donnant un large éventail de « procédures d’interprétation » possibles, 
laisse le dernier mot aux inférences pragmatiques. La pragmatique procédurale s’avère ainsi 
particulièrement performante dans l’étude des formes grammaticales.  
Les deux derniers articles abordent la question de la variabilité interlinguistique par le 
biais d’études contrastives entre langues non directement apparentées (slaves et romanes) 
pour le premier, directement apparentées (romanes uniquement) pour le deuxième.  
Le défi relevé par Angelina Aleksandrova est de saisir le sens de la construction 
détachée lorsqu’elle intègre un constituant nominal correspondant à un nom d’humain de type 
bébé, enfant, adulte, vieillard, etc. Deux interprétations lui sont généralement attribuées : 
interprétation qualitative, avec les adjectifs (très éloquent, il a facilement séduit son public) et 
interprétation temporelle, avec les formes participiales (en t’écoutant, j’ai envie de pleurer). 
L’auteure définit d’abord les conditions requises pour que les noms cités, dénotant tous 
l’homme pendant les différentes phases de sa vie, puissent induire une interprétation 
temporelle de la construction détachée. La démonstration s’appuie à la fois sur un corpus de 
données attestées et sur des tests formels mettant en parallèle la construction détachée en 
question avec certains types de circonstants de temps. Ce rapprochement est étayé également 
par les faits du bulgare qui, pour aboutir à la même lecture des noms d’humains en question, 
fait obligatoirement précéder ceux-ci d’une conjonction à valeur temporelle avec l’ellipse du 
verbe (p.ex. comme adolescent, il a pu assister à tous les concerts dans sa ville). L’auteure 
met au jour une variabilité très intéressante entre le français et le bulgare et montre sur 
l’exemple des noms d’humains que l’expression du temps peut prendre des « formes », sinon 
inattendues, du moins « peu attendues ».  
Le dernier article du volume est consacré au problème de la polysémie en diachronie : 
lorsqu’un terme est polysémique, a-t-il plus de chances de le rester ou de se spécialiser ? En 
d’autres termes, la polysémie – dans ce cas du moins – est-elle stable en diachronie ? Partant 
de l’étude d’une préposition latine particulièrement polysémique, ante (« avant, devant, à 
cause de… »), Benjamin Fagard suit son évolution morphologique et sémantique dans les 
langues romanes, à l’aide d’études ponctuelles sur corpus, afin de voir dans quelle mesure ces 
évolutions sont parallèles. La prise en compte d’un large éventail de langues romanes permet 
à l’auteur de donner une vision assez complète de l’évolution de ante. Il apparaît que la 
diversité des évolutions est grande, avec des spécialisations sémantiques différentes pour 
chaque langue, mais que la conservation à long terme d’une polysémie stricte est assez 
exceptionnelle. Cela tendrait à indiquer que, si le glissement de sens est naturel, les locuteurs 
sont également portés à éliminer certaines redondances – ou certaines ambiguïtés –, 
notamment entre les domaines spatial et temporel.  
Cette brève présentation des études ici réunies, toutes consacrées à l’expression 
linguistique de l’espace et/ou du temps, fait ressortir, espérons-nous, un riche éventail de faits 
abordés autour d’un thème commun : difficulté de faire correspondre formes et sens, ou 
comment derrière une forme se déploie une variété de valeurs et comment un signifié ou une 
valeur sémantique se désagrègent en une multiplicité de sens sous l’influence de différents 
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facteurs (cognitifs, linguistiques, pragmatiques, géographiques, etc.). Toutes visent à 
comprendre et à expliquer pourquoi, dans la langue, la prétendue uni(ci)té conduit si souvent 
à une variabilité « observable ». La richesse de ce volume réside également dans le nombre de 
langues étudiées et dans la diversité des approches et cadres théoriques adoptés, chacun(e) 
mettant en lumière, sous un angle original, un aspect particulier des faits analysés.  
Au-delà des pistes de recherches nouvelles et prometteuses qu’ouvre chacune des 
contributions, le présent recueil fait converger dans une entreprise commune les recherches 
théoriques et empiriques sur la polysémie, sur la diversité et l’évolution des langues et sur 
l’acquisition du langage qui, tout compte fait, sont confrontées au même problème : comment 
percer le mystère du jeu complexe et incessant entre forme et sens ? Le dialogue entre les 
chercheurs engagés dans ces voies différentes pourrait nous aider à répondre à cette question. 
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