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RANDOM IDEAL TRIANGULATIONS AND THE
WEIL-PETERSSON DISTANCE BETWEEN FINITE DEGREE
COVERS OF PUNCTURED RIEMANN SURFACES
JEREMY KAHN AND VLADIMIR MARKOVIC
Abstract. Let S and R be two hyperbolic finite area surfaces with cusps. We
show that for every ǫ > 0 there are finite degree unbranched covers Sǫ → S
and Rǫ → R, such that the Weil-Petersson distance between Sǫ and Rǫ is less
than ǫ in the corresponding Moduli space.
1. Introduction
We say that a hyperbolic Riemann surface is of finite type if it has the finite area
with respect to the underlining hyperbolic metric. Such surfaces are either closed
or are obtained from closed surfaces after removing at most finitely punctures. All
Riemann surfaces in this paper are hyperbolic and of finite type (except the unit
disc/upper half space which is the universal cover of such surfaces). Let S and R be
two finite type Riemann surfaces that are both either closed or both have at least
one puncture. Then there is always a common holomorphic (possibly branched)
cover of S and R. However a generic pair of such surfaces will not have a common
holomorphic, unbranched finite degree cover. Except the universal cover, from now
on all covers in this paper will be assumed to be holomorphic, unbranched and
finite degree, so every time we use the term cover this will be understood. Since we
assume that both S and R are either closed or have at least one puncture, one can
find covers S1 and R1, of S and R respectively, that are quasiconformally equivalent
(there is a quasiconformal map between them). This is equivalent to saying that
S1 and R1 have the same genus g and the same number of punctures n (both S1
and R1 are of the type (g,n)).
The well-known Ehrenpreis conjecture asserts that for a given ǫ > 0 one can find
covers S1 and R1, of S and R respectively, so that S1 and R1 are quasiconformally
equivalent and the distance between them is less than ǫ. Since S1 and R1 are
quasiconformally equivalent they belong to the same moduli space Mg,n, where
g is the genus and n is the number of punctures in S1. Recall that Mg,n is the
space of all hyperbolic metrics one can put on a surface that has genus g and n
punctures. The distance between them is measured in terms of a metric that exists
on Mg,n. Originally the problem was posed in terms of any natural metric on the
corresponding Mg,n (see [4]). Note that there are two cases of this conjecture, the
first is when S and R have punctures, and the second when they are both closed.
Remark. In fact there is no easy way showing that one can find the corresponding
covers S1 and R1 so that the distance between them in their moduli space is strictly
less than the distance between S and R in their moduli space (providing that S
and R are homeomorphic).
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Recall that the Teichmu¨ller space is the universal holomorphic cover of Mg,n.
The two standard (and most studied) metrics on Tg,n that are well defined on
Mg,n are the Teichmu¨ller metric and the Weil-Petersson metric. In this paper we
prove this conjecture in the case of punctured surfaces and where the distance is
measured with respect to the normalised Weil-Petersson metric. We stress that our
results do not imply the case when the distance is measured with respect to the
Teichmu¨ller metric.
Remark. Let M be a finite type surface and π : M1 → M be a cover (the genera
of M and M1 is g and g1 respectively and the number of punctures is n and
n1 respectively). Then the covering map π induces an embedding ι : Tg,n →
Tg1,n1 . This embedding is an isometry of Tg,n onto its image with respect to the
Teichmu¨ller metric. However, if one takes the traditional definition of the Weil-
Petersson metric this embedding increases the distance by multiplying it by the
square root of the degree of the cover. Therefore it is important that we normalise
the Weil-Petersson metric on Tg,n (and therefore on Mg,n) by dividing it by the
square root of the hyperbolic area of a surface of the type (g,n) (every such surface
has the area equal to 2π(2g − 2 + n)). After this normalisation the embedding ι
becomes an isometry with respect to the Weil-Petersson metric as well.
Theorem 1.1. Let S and R be two finite type Riemann surfaces that both have
at least one puncture. Then given ǫ > 0 one can find covers Sǫ and Rǫ of S and
R respectively, so that Sǫ and Rǫ are quasiconformally equivalent and the Weil-
Petersson distance between them is less than ǫ.
We construct the covers Sǫ and Rǫ explicitly. We believe that it can be recovered
from our construction that the degree of the covers Sǫ → S and Rǫ → R is of the
order P (1ǫ ), where P is a polynomial that depends on S and R. We believe that
the degree of this polynomial is independent of S and R.
It has been shown in [6] that for every ǫ > 0 there are covers of the Modular
torus (this is the punctured torus that is isomorphic to H/G where G is a finite
index subgroup of PSL(2,Z)) that are not conformally the same but are ǫ close in
the corresponding moduli space and with respect to the Teichmu¨ller metric. See [2]
for equivalent formulations of the Ehrenpreis conjecture (see also [8], [7] for related
results).
We say that a Riemann surface S0 is modular if S0 is isomorphic toH/G where G
is a finite index subgroup of PSL(2,Z). Such surfaces are characterised by having
an ideal triangulation where all the shears are equal to zero (a shear coordinate that
corresponds to an edge λi of an ideal triangulation is the signed hyperbolic distance
between the normal projections to λi of the centres of the two ideal triangles that
contain λi as their edge). Give a Riemann surface S, for every r >> 0 we construct
a finite degree cover S(r) → S such that S(r) has an ideal triangulation where
the shear coordinates are ”small”. Then there exists a modular surface S0(r) such
that all the shear coordinates of the corresponding ideal triangulation are equal
to zero. One has to make this precise and in particular be able to estimate the
Weil-Petersson distance between S(r) and S0(r). We show that the Weil-Petersson
distance between S(r) and S0(r) less than e
− r8 . It can be recovered from the
construction that the degree of the cover S(r)→ S is less than P (er), where P (r)
is a polynomial in r.
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In Section 2. we discuss the Weil-Petersson distance and obtain the needed
estimates of this distance in terms of the shear coordinates. In Section 3. we develop
the method of construction finite degree covers of S by gluing ideal immersed ideal
triangles in S. In Section 4. we discuss measures on triangles and the notion
of transport of measure. We state Theorem 4.1 which claims existence of certain
measures on the space of immersed ideal triangles in S. We prove Theorem 1.1
using Theorem 4.1. In Section 5. we construct the measures from Theorem 4.1 and
prove this theorem. Heavier computations needed in the proof of Theorem 4.1 are
done in Section 6 and Section 7. In the appendix we prove an ergodic type theorem
about the geodesic flow on a finite area hyperbolic surface with cusps. This theorem
is most likely known but in the absence of an appropriate reference we offer a proof.
2. The shear coordinates and the Weil-Petersson metric
2.1. The Weil-Petersson metric. Let S be a Riemann surface of the type (g,n).
Let ρ(z)|dz| be the line element for the hyperbolic metric on S (here z = x+ iy is
the local parameter). Denote by Q(S) the Banach space of holomorphic quadratic
differentials on S with the norm given by
||φ||2 =
√√√√ 1
2π(2g− 2 + n)
∫
S
ρ−2(z)|φ(z)|2 dxdy.
Here Area(S) = 2π(2g − 2 + n) represents the hyperbolic area of S. Note that if
the n ≥ 1 than elements of Q(S) have at most first order poles at the punctures.
By L∞(S) we denote the Banach space of Beltrami differentials on S. These are
measurable (−1, 1) forms with the finite supremum norm ||µ||∞ for µ ∈ L∞(S).
We introduce the equivalence relation on L∞(S) by saying that µ ∼ ν if∫
S
µφ(z) dxdy =
∫
S
νφ(z) dxdy,
for every φ ∈ Q(S). The equivalence class of µ ∈ L∞(S) is denoted by [µ]. The
space L∞(S)/ ∼ is a finite dimensional vector space. The induced supremum norm
on L∞(S)/ ∼ is given by
||[µ]||∞ = inf
ν∈[µ]
||ν||∞.
The Teichmu¨ller spaceTg,n is a complex manifold and its tangent space TS(Tg,n)
at S is identified with the vector space L∞/ ∼. The corresponding cotangent space
T ∗S(Tg,n) is identified with Q(S). The Weil-Petersson pairing on Q(S) is given by
〈φ, ψ〉WP =
1
2π(2g− 2 + n)
∫
S
ρ−2(z)φ(z)ψ(z)dxdy.
The induced scalar product on TS(Tg,n) = L
∞(S)/ ∼ is called the Weil-Petersson
product. The corresponding norm of a vector [µ] ∈ L∞(S)/ ∼ is given by
||[µ]||WP = sup
φ∈Q(S)
1
2π(2g− 2 + n)||φ||2
∣∣∣∣∣∣
∫
S
µφdxdy
∣∣∣∣∣∣
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Below we show how to define the norm ||[µ]||WP in terms of harmonic Beltrami
differentials. The induced Riemannian metric on Tg,n is called the Weil-Petersson
metric, and by dWP we denote the corresponding distance on Tg,n.
This definition of the Weil-Petersson distance is a modification of the usual one.
If P,Q ∈ Tg,n than the usual Weil-Petersson distance between P and Q is given
by
√
2π(2g− 2 + n)dWP (P,Q). Clearly we have just rescaled the distance by the
factor
√
2π(2g − 2 + n). If S1 is a Riemann surface of the type (g1, n1) that covers
S and if ι : Tg,n → Tg1,n1 is the induced embedding, than ι is an isometric
embedding with our definition of the Weil-Petersson distance. Also, according to
[5] we have that dWP (P,Q) is strictly less than the Teichmu¨ller distance between
P and Q.
We have
Lemma 2.1. Let µ ∈ L∞(S). Then
||[µ]||2WP ≤ 9||[µ]||∞
 inf
ν∈[µ]
∫
S
|ν|ρ2(z) dxdy
 .
Proof. Let G be the covering group of Mo¨bius transformations acting on the upper
half plane H so that the Riemann surface S is isomorphic to H/G. Let S0 be a
fundamental domain for the action of G. The lift of µ ∈ L∞(S) to H we also denote
by µ. Recall that the density of the hyperbolic metric on H is given by ρ2(z) = y−2
where z = x+ iy ∈ H. Let w = u+ iv ∈ H denote another complex parameter. Set
K(z, w) =
1
(z¯ − w)4 ,
where z, w ∈ H. The function K(z, w) is the Bergman kernel for H. The following
are the well known properties of K(z, w). We have
• |K(z, w)| = |K(w, z)|.
• For any Mo¨bius transformation g : H→ H we have
(1) |K(g(z), g(w))||g′(z)|2|g′(w)|2 = |K(z, w)|,
• For every z, w ∈ H we have
(2)
4v2
π
∫
H
|K(z, w)| dxdy = 4y
2
π
∫
H
|K(z, w)| dudv = 1.
Let
φ[µ](w) =
−12
π
∫
H
µ(z)K(z, w) dxdy.
The differential v2φ[µ](w) is called the harmonic Beltrami differential. The Weil-
Petersson norm ||[µ]||WP can be expressed as (see [1])
||[µ]||2WP =
∫
S0
v2|φ[µ](w)|2 dudv.
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Let ν, ν1 ∈ [µ] be any Beltrami dilatations from [µ] and use the same notation
for the lifts of ν and ν1 to H. Then φ[µ](w) = φ[ν](w) = φ[ν1](w). We have
||[µ]||2WP ≤ sup
w∈H
|v2φ[ν1](w)|
∫
S0
|φ[ν](w)| dudv
 .
From (2) we have
(3) ||[µ]||2WP ≤ 3||[µ]||∞
∫
S0
|φ[ν](w)| dudv.
We have
∫
S0
|φ[ν](w)| dudv = 12
π
∫
S0
∣∣∣∣∣∣
∫
H
ν(z)K(z, w) dxdy
∣∣∣∣∣∣ dudv ≤
≤ 12
π
∫
S0
∫
H
|ν(z)||K(z, w)| dxdy
 dudv.
We partition H into the sets g(S0), g ∈ G. This gives
∫
S0
|φ[ν](w)| dudv ≤ 12
π
∑
g∈G
∫
S0
 ∫
g(S0)
|ν(z)||K(z, w)| dxdy
 dudv.
We have
12
π
∑
g∈G
∫
S0
 ∫
g(S0)
|ν(z)||K(z, w)| dxdy
 dudv =
=
12
π
∑
g∈G
∫
S0
∫
S0
|ν(g(z))||K(g(z), w)||g′(z)|2 dxdy
 dudv =
=
12
π
∑
g∈G
∫
g−1(S0)
∫
S0
|ν(g(z))||K(g(z), g(w))||g′(z)|2|g′(w)|2 dxdy
 dudv.
Since |ν(g(z))| = |ν(z)| and from (1) we get
∫
S0
|φ[ν](w)| dudv ≤ 12
π
∑
g∈G
∫
g−1(S0)
∫
S0
|ν(z)||K(z, w)| dxdy
 dudv =
=
12
π
∫
H
∫
S0
|ν(z)||K(z, w)| dxdy
 dudv.
We exchange the integrals in the above inequality to get
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∫
S0
|φ[ν](w)| dudv ≤ 12
π
∫
S0
∫
H
|ν(z)||K(z, w)| dudv
 dxdy.
From (2) we have that
12
π
∫
H
|K(z, w)| dudv ≤ 3y−2,
which shows that∫
S0
|φ[ν](w)| dudv ≤ 3
∫
S0
y−2|ν(z)| dxdy = 3
∫
S
ρ2(z)|ν(z)| dxdy,
where ρ2(z) is the density of the hyperbolic metric on S. Together with (3) this
proves the lemma.

2.2. The Shear coordinates for Tg,n. The notation we introduce here remains
valid throughout this section. Fix a surface S of genus g and with n ≥ 1 punctures
(here S is not assumed to be a Riemann surface, in fact we will equip S with various
complex structures). By Cusp(S) = {c1(S), c2(S), ..., cn(S)} we denote the set of
punctures (recall that S is a closed surface and S is obtained by removing the set
Cusp(S) from S). Let τ be an ideal triangulation of S. This means that τ is a
triangulation of S where the vertex set is exactly equal to Cusp(S) (from now on
all triangulations will be ideal triangulations and we will not use the term ideal
anymore). By λ = {λ1, ..., λ|λ|} we denote the ordered set of edges of the triangles
from τ . Here |λ| denotes the total number of edges. For topological reasons we
have |λ| = 6g− 6 + 3n. Let |τ | denote the total number of triangles in τ . We have
|τ | = 2(2g− 2 + n) and therefore the equality
2
3
|λ| = |τ |,
holds. We say that two triangulations τ and τ1 of S are isotopic if there is a
homeomorphism f : S → S that pointwise preserves the set Cusp(S) and that is
homotopic to the identity map on S modulo the set Cusp(S).
Fix a triangulation τ of S. We define the set X(τ) ⊂ R|λ| as follows. Let
ci(S) ∈ Cusp(S) and let λi(1), .., λi(k) be the subset of edges from the set λ that have
ci(S) as an end point. Also, let σ : λ→ {1, 2} be defined so that for λi ∈ λ we have
σ(λi) = 1 if the endpoints of λi represent different punctures on S and σ(λi) = 2 if
the two endpoints represent the same puncture on S. Let r = (r1, ..., r|λ|) ∈ R|λ|.
Then r ∈ X(τ) if for every i = 1, ...,n we have
j=k∑
j=1
σ(λi(j))ri(j) = 0.
Clearly X(τ) is a linear subset of R|λ|. In particular, we have 0 = (0, ..., 0) ∈
X(τ).
Now we define the map Fτ : X(τ) → Tg,n. Recall that Tg,n is the space of
complete hyperbolic metrics on S with marking. To a point r = (r1, ...r|λ|) ∈ X(τ)
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we associate an element Fτ (r) ∈ Tg,n that is represented by the marked hyperbolic
metric with the following properties. There exists a triangulation τ ′ (with the
corresponding set of edges λ′) of S that is isotopic to τ and such that all the edges
in λ′ are geodesics with respect to this metric and so that the following holds (a
triangulation will be called a geodesic triangulation if all the edges are geodesics
in the corresponding hyperbolic metric). Let λ′i ∈ λ′ and let T1 and T2 be the two
triangles from the triangulation τ ′ that have λ′i as an edge. We lift λ
′
i, T1 and T2
to the universal cover H (the upper half space). The edge λ′i lifts to the geodesic
that connects 0 and ∞. One of the triangles T1 or T2 (depending on how we lift
λ′i) lifts to the ideal triangle with vertices at −1, 0,∞ and the other triangle lifts
to the triangle with vertices 0, eri,∞. This requirement defines the map Fτ . This
definition does not depend on how we lift the geodesic λ′i (there are exactly two
ways we can lift it). The number ri can also be defined as the signed hyperbolic
distance between the points on the geodesic λ′i that are the orthogonal projections
of the centres of the triangles of T1 and T2 respectively (equivalently one can see
these two points as the feet of the perpendiculars from the two vertices of T1 and
T2 respectively that are opposite to λ
′
i).
This maps was originally defined by Thurston (this concept has been developed
by Bonahon, Penner, Fock, Chekhov...). The corresponding coordinates on Tg,n
are called the shear coordinates.
Proposition 2.1. The map Fτ : X(τ)→ Tg,n is well defined real analytic homeo-
morphism.
See [3] for the proof of this theorem. This parametrisation of Tg,n depends
on the choice of the triangulation τ and different triangulations produce different
parametrisation.
Recall that the Farey tessellation F is the ideal triangulation of H with the
property that for any two adjacent triangles the feet of the perpendiculars that are
dropped from the vertices of these two triangles, that are opposite to their common
edge, coincide. To make F be a unique tessellation satisfying this property we
require that one its triangles is the one with the vertices at 0, 1,∞. It is well known
that this triangulation is preserved by the action of the group PSL(2,Z).
Proposition 2.2. Let τ be a triangulation of a finite type surface S (S has at least
one puncture). Then the Riemann surface that corresponds to Fτ (0) is obtained as
the quotient of H by a finite index subgroup of PSL(2,Z).
Proof. Let R be the Riemann surface that corresponds to Fτ (0). We lift the cor-
responding geodesic triangulation τ ′ of R to H and assume that the triangle with
vertices at 0, 1,∞ belongs to this lift. Let G be the corresponding covering group
of Mo¨bius transformation acting on H. Since R corresponds to Fτ (0) we conclude
that the corresponding tessellation of H is the Farey tessellation F and G preserves
F . On the other hand, every Mo¨bius transformation that preserves F must be in
PSL(2,Z). This shows that G is a subgroup of PSL(2,Z). The fact that G is
of finite index follows from the assumption that S is of finite type so R has finite
hyperbolic area. 
This simple proposition is important for us.
For r ∈ X(τ) we define the supremum norm ||r||∞ = max{r1, ..., r|λ|} as usual
(this norm does not depend on τ of course). Next, we define a norm on X(τ)
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that depends on τ . We define the Oscillation norm Oτ (r) for r ∈ X(τ) as follows.
Let G be the covering group of Mo¨bius transformations acting on H so that S is
isomorphic to H/G (here S has the complex structure that corresponds to Fτ (r)).
Let {λi(1), ..., λi(k)} be a k-tuple of edges from λ. We say that this k-tuple is a
k-tuple of consecutive edges if we can find the lifts {λ′i(1), ..., λ′i(k)} to H so that
each curve λ′i(j) has ∞ as its endpoint, and so that each curve λ′i(j) is to the left
of the curve λ′i(j+1), where j = 1, ...k1. In this case we also say that the k-tuple
of consecutive edges {λi(1), ..., λi(k)} is left oriented (one similarly defines a right
oriented k-tuple of consecutive edges).
Set
Oτ (r) = sup
{λi(1),...,λi(k)}
|ri(1) + ...+ ri(k)|,
where the supremum is taken among all consecutive k-tuples {λi(1), ..., λi(k)} (and
for any k ∈ N). Note that if k is equal to the number of all edges that enter the
puncture that corresponds to∞ (an edge is counted twice if the puncture on S that
corresponds to ∞ is equal to both of its endpoints) then by definition of X(τ) we
have ri(1) + ... + ri(k) = 1. This shows that the supremum in the above definition
is achieved and this shows that Oτ (r) is a well defined non-negative real number.
Note that ||r||∞ ≤ Oτ (r).
2.3. Estimating the Weil-Petersson distance in terms of the shear co-
ordinates. Our aim here is to estimate from above the Weil-Petersson distance
dWP (Fτ (0), Fτ (r)) for a given r ∈ X(τ). We make this estimate in terms of the vec-
tor r (and under certain assumptions on r). Until the end of this section r ∈ X(τ)
is a fixed vector.
Let ψ : [0, 1] → Tg,n be given by ψ(t) = Fτ (tr). The map ψ is differentiable
(since Fτ is differentiable), and we compute its first derivative in order to estimate
the distance. For t ∈ [0, 1] let St be the Riemann surface that corresponds to
the point Fτ (tr) ∈ Tg,n. Fix t0 ∈ [0, 1] and identify Tg,n with Teich(St0) in the
standard way. In order to estimate the distance dWP (Fτ (0), Fτ (r)) we estimate the
Weil-Petersson norm of the vector ∂ψ∂t (t0) in the tangent space of Tg,n at the point
Fτ (t0r). First we construct an explicit quasiconformal map ft : St0 → St so that
the pair (St, ft) represents the point ψ(t) in Teich(St0) (the requirement is that ft
is homotopic to the identity as a map of S onto itself).
Remark. The homotopy class of map ft has been studied by Penner-Saric in [9].
Passing to the universal cover of St, they explicitly construct the quasisymmetric
map of the unit circle that determines the homotopy class of ft in terms of the
corresponding ideal triangulation of the unit disc. This has various important
applications.
Let τ(t) be the geodesic triangulation of St that is homotopic to τ . By λ(t)
we denote the corresponding set of edges (these edges are now geodesics). For a
triangle T ∈ τ we denote by T (t) the corresponding triangle in τ(t) (for λi ∈ λ we
denote by λi(t) the corresponding element of λ(t)). Let ct(T (t)) be the geometric
centre of T (t). For adjacent triangles T1, T2 ∈ τ let l(T1(t), T2(t)) denote the
geodesic segment between the centres ct(T1(t)) and ct(T2(t)). We define the map
ft at the centres ct(T (t0)) by setting ft(ct(T (t0))) = ct(T (t)). We define ft on each
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l(T1(t0), T2(t0)) so that ft(l(T1(t0), T2(t0))) = l(T1(t), T2(t)) and by the requirement
that ft stretches the hyperbolic distance by the factor
|l(T1(t), T2(t))|
|l(T1(t0), T2(t0))| ,
where |l(T1(t), T2(t))| and |l(T1(t0), T2(t0))| are the corresponding hyperbolic lengths.
If λi(t) ∈ λ is the common edge for T1 and T2 then we have
ft(l(T1(t0), T2(t0)) ∩ λi(t0)) = l(T1(t), T2(t)) ∩ λi(t),
because the point l(T1(t), T2(t)) ∩ λi(t) is always the middle point (in terms of the
hyperbolic distance) of the geodesic segment l(T1(t), T2(t)).
Fix T ∈ τ and let T1, T2, T3 ∈ τ be triangles adjacent to T . The triangle T (t) is
partitioned into sets E1(t), E2(t), E3(t) where these three sets are separated by the
segments l(T (t), Ti(t)) ∩ T (t), i = 1, 2, 3. In particular, the boundary of set E1(t)
is the union of the curve (l(T (t), T1(t))∩ T (t))∪ (l(T (t), T2(t))∩ T (t)) and the two
geodesic rays lying on the edges that separate the pairs T (t), T1(t) and T (t), T2(t)
respectively. Denote by λi(1)(t) and λi(2)(t) the corresponding edges that separate
the pairs T (t), T1(t) and T (t), T2(t) respectively. The map ft is already defined on
the part of the boundary of E1(t0) and we define it on the rest of E1(t0) as follows.
We use the same notation for the lifts of triangles from τ(t) and the edges from
λ(t) to the universal cover H. We assume that for every t ∈ [0, 1] the triangle
T (t) ∈ τ(t) lifts to the triangle in H that has the vertices at 0, 1,∞ (our definition
of ft does not depend on this normalisation). We may assume that T1(t) is to the
left of the triangle T (t) in the universal cover. Then the edges λi(1) and λi(2) lift to
the geodesics in H with the endpoints 0,∞ and 1,∞ respectively. We have already
seen that the two vertices of the triangle T1(t) are 0 and ∞. The third vertex of
T1(t) is at the point −e−tri(1) (see Figure 1). Similarly, the vertices of T2(t) are at
1, (1+ etri(2)),∞. We need to keep track of the vertices for T1(t) and T2(t) in order
to be able to verify later that the map ft is well defined on the geodesics λi(1)(t0)
and λi(2)(t0).
Set
Lt = (l(T (t), T1(t)) ∩ T (t)) ∪ (l(T (t), T2(t)) ∩ T (t)).
Let u(t, .) : [0, 1] → (0,∞) so that Lt is the graph of the function u(t, x). The
function u(t, x) has all derivatives everywhere except at the point 12 (but it has
both left and the right derivatives at this point). At the point t0 we have that the
function u(t0, x) depends only on the value of the shear coordinates ri(1) and ri(2).
If we fix an upper bound on the sum |ri(1)| + |ri(2)| we have that the set of such
functions u(t, .) : [0, 1] → (0,∞) is compact in the C∞ topology on both intervals
[0, 12 ] and [
1
2 , 1]. This shows that there is a constant C1 > 0 that depends only on|ri(1)|+ |ri(2)| so that
(4) ||u(t0, .)||∞||, || 1
u(t0, .)
||∞, ||ux(t0, .)||∞ ≤ C1.
The set E1(t) is given by
E1(t) = {z ∈ H : 0 ≤ x ≤ 1, y ≥ u(t, x)}.
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T1(t) T (t) T2(t)
1
2
λi(2)
η(t1x)
0
λi(1)
Figure 1.
The map ft is already defined on Lt0 . Let α(t, .) : [0, 1]→ [0, 1] and β(t, .) : [0, 1]→
(0,∞) be the functions so that
ft(x+ iu(t0, x)) = α(t, x) + iβ(t, x).
The functions α(t, .) and β(t, .) depend only on the values ri(1) and ri(2) and both
of them have all derivatives at every point in (0, 1) except 12 (but it has the left and
the right derivative at this point). Note that α(t, .) fixes the points 0, 12 , 1. Also,
α(t0, x) = x and β(t0, x) = u(t0, x). Again, by fixing an upper bound on the sum
|ri(1)| + |ri(2)| we have that the set of all such functions α(t, .) : [0, 1] → [0, 1] and
β(t, .) : [0, 1] → (0,∞) is compact in the C∞ topology on the intervals [0, 12 ] and
[ 12 , 1]. This shows that there are functions ϕ1, ϕ2 : [0, 1] \ 12 → R that depend only
on |ri(1)|+ |ri(2)| so that
(5)
αx(t, x) = 1+ϕ1(x)(t− t0)+o(t− t0), βx(t, x) = ux(t0, x)+ϕ2(x)(t− t0)+o(t− t0),
for every x ∈ (0, 1), x 6= 12 . Moreover, the functions α(t, x) and β(t, x) depend
on the real variables ri(1) and ri(2) and have all derivatives with respect to these
variables too. If we fix an upper bound on the sum |ri(1)| + |ri(2)| then the set of
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functions ϕ1(x) and ϕ2(x) is compact in the variables x, ri(1) and ri(2) in the C
∞
topology. In particular, the derivatives of ϕ1 and ϕ2 with respect to ri(1) and ri(2)
are bounded from above, and this bound depends only on the sum |ri(1)|+ |ri(2)|.
This shows that there is a constant C2 > 0 that depends only on the upper bound
on the sum |ri(1)|+ |ri(2)|, so that
(6) ||ϕ1||∞, ||ϕ2||∞ ≤ C2(|ri(1)|+ |ri(2)|).
The estimate (6) will be used in the case when the sum |ri(1)|+ |ri(2)| is small.
We define the map ft so that ft(E1(t0)) = E1(t). We have
ft(z) = α(t, x) + i(β(t, x) + γ(t, z)),
where the function γ : E1(t0)→ [0,∞) is defined as follows. By λi(1)(t0), λi(2)(t0), ..., λi(k)(t0)
we denote a k-tuple of consecutive edges (see the definition above), starting with
the edge λi(1). Let z ∈ E1(t0). Then y− u(t0, x) ≥ 0. If y− u(t0, x) ≥ (1− x) then
let k(z) ≥ 2 be the smallest integer so that
y − u(t0, x) ≤ (1 − x) +
j=k(z)∑
j=2
et0(ri(2)+...+ri(j)).
In this case let p(z) ∈ [0, 1] be determined by the identity
(7) y − u(t0, x) = (1− x) +
j=k(z)−1∑
j=2
et0(ri(2)+...+ri(j)) + p(z)et0(ri(2)+...+ri(k(z))).
If 0 < y < 1− x then p(z) ∈ [0, 1] is given by y − u(t0, x) = p(z)(1− x).
The function p(z) is defined for y ≥ u(t0, x) and 0 ≤ x ≤ 1 and it is continuous
there, while it is differentiable outside a discrete set of smooth curves. From (7) for
y − u(t0, x) ≥ (1− x) we have
(8) px(z) = (1− ux(t0, x))e−t0(ri(2)+...+ri(k(z))), py(z) = e−t0(ri(2)+...+ri(k(z))),
where defined. For y − u(t0, x) ≥ (1 − x) set
γ(t, z) = (1− x) +
j=k(z)−1∑
j=2
et(ri(2)+...+ri(j)) + p(z)et(ri(2)+...+ri(k(z))).
For y − u(t0, x) < 1− x set
γ(t, z) = p(z)(1− x) = y − u(t0, x).
For y − u(t0, x) ≥ (1− x) it follows from (8) that
(9)
γx(t, z) = (1−ux(t0, x))e(t−t0)(ri(2)+...+ri(k(z)))−1, γy(t, z) = e(t−t0)(ri(2)+...+ri(k(z))).
For y − u(t0, x) < 1− x we have
(10) γx(t, z) = −ux(t0, x), γy(t, z) = 1.
As we stated above we define ft(z) as
ft(z) = α(t, x) + i(β(t, x) + η(t, z)).
Clearly ft : E1(t0) → E1(t) is a homeomorphism. It is differentiable outside a
discrete set of smooth curves. By repeating the same process we define ft on every
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triangle. Every triangles can mapped by a Mo¨bius transformation to the triangle
with vertices 0, 1,∞ and this how we defined the map ft on every triangle. It is
directly seen that the definition of ft on an edge λi(t0) does not depend on the choice
of the triangle that has λi(t0) in its boundary. For example consider the triangle
T1(t0) that is adjacent to T (t0) (recall that T (t) has the vertices at 0, 1, ∞ and T1(t)
has the vertices −e−tri(1) , 0, ∞). Let At(w) = etri(1) + 1. Then At(T1(t)) = T (t).
We define gt : T1(t0)→ T1(t) by (At)−1 ◦ ft ◦At0 where ft : T (t0)→ T (t) = T (t0).
It is elementary to see that ft = gt on λi(1)(t0). We define ft on T1(t0) by setting
ft = gt.
The Beltrami dilatation of ft is given by
(
∂ft
∂z¯
/
∂ft
∂z
)(t, z) =
(αx(t, x)− γy(t, z)) + i(βx(t, x) + γx(t, z))
(αx(t, x) + γy(t, z)) + i(βx(t, x) + γx(t, z))
.
Set
µ(z) =
∂(∂ft∂z¯ /
∂ft
∂z )
∂t
(t0, z).
If y − u(t0, x) ≥ 1− x from (5) and (9) we compute
µ(z) =
1
2
(
ϕ1(x) − (ri(2) + ...+ ri(k(z)))
)
+
(11)
+
i
2
(
ϕ2(x) + (1 − ux(t0, x))(ri(2) + ...+ ri(k(z)))
)
.
If y − u(t0, x) < 1− x then
(12) µ(z) =
1
2
(ϕ1(x) + iϕ2(x)).
Going back to our path ψ : [0, 1]→ Tg,n we have that µ ∈ L∞(St0) represents the
tangent vector ∂ψ∂t (t0) in the tangent space of Tg,n at the point Fτ (t0r).
Next, we derive two estimates needed in the proofs of Theorem 2.1 and Theorem
2.2 below. From (4), (6), (11), (12) we have
|µ(z)| ≤ C2(|ri(1)|+ |ri(2)|) + 2 + C1
2
Oτ (r).
which shows that
||µ||∞ ≤ 2||r||∞C2 + 2 + C1
2
Oτ (r).
Set C3 = 2C2 +
2+C1
2 . Since ||r||∞ ≤ Oτ (r) we get
(13) ||µ||∞ ≤ C3Oτ (r).
Remark. It follows from (13) that the Teichmu¨ller norm of the tangent vector ∂ψ∂t (t0)
is less or equal to C3Oτ (r) for every 0 < t0 < 1. Let Sm, m ∈ N, be a sequence
of surfaces equipped with triangulations τm and let rm ∈ X(τm) be a sequence of
vectors so that Oτm(rm)→ 0, m → ∞. Since ||rm||∞ ≤ Oτm(rm) the constant C3
in (13) does not depend on m. This implies that the Teichmu¨ller distance between
the points Fτm(0) and Fτm(rm) tends to 0 when m→∞.
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Let 0 < δ < 1. Let k ∈ N such that k ≥ 2 and such that kδ ≤ 1. Assume that
for every 1 ≤ j ≤ k we have |ri(j)| ≤ δ. For z ∈ E1(t0) which satisfies that
y − u(t0, x) ≤ (k − 1)e−kδt0 ,
from (7) we get that k(z) ≤ k. Then from (11) we have
(14) |µ(z)| ≤ 1
2
(2δC2 + kδ + 2δC2 + kδ + C1kδ) ≤ C4kδ,
where C4 is a constant that depends only on the upper bound for |ri(1)|+ |ri(2)| ≤
2δ < 1 that is C4 is a universal constant.
Furthermore ∫
E1(t0)
|µ(z)|ρ2(z) dxdy =
∫
E1(t0)
|µ(z)|y−2 dxdy =
=
1∫
0
 (k−1)e
−kδt0∫
u(t0,x)
|µ(z)|y−2 dy +
∞∫
(k−1)e−kδt0
|µ(z)|y−2 dy
 dx.
In the first integral above we estimate |µ(z)| by (14) and in the second integral we
estimate |µ(z)| by (13). Note that 0 ≤ t0 ≤ 1 and since k ≥ 2 we have 1k−1 ≤ 2k .
From the assumption kδ ≤ 1 we have ekδ ≤ e, therefore
∞∫
(k−1)e−kδt0
|µ(z)|y−2 dy ≤ 10Oτ (r)
k
.
We conclude
(15)
∫
E1(t0)
|µ(z)|ρ2(z) dxdy ≤ C5
(
kδ +
Oτ (r)
k
)
,
where C5 depends only on the upper bound for |ri(1)|+ |ri(2)| ≤ 2δ < 1, that is C5
is a universal constant.
Theorem 2.1. Let S be a surface of type (g,n) (where n ≥ 1) and let τ be a
triangulation on S (where λ denotes the corresponding set of edges). Fix r ∈ X(τ).
Let 0 < δ < 1 and denote by Nτ (δ) the number of edges for which the absolute value
of the corresponding shear coordinate is greater than δ. Then there is a constant C
that depends only on ||r||∞ so that for any k ∈ N such that kδ ≤ 1 and k ≥ 2 we
have
(16) dWP (Fτ (0), Fτ (r)) ≤ C7
√
Oτ (r)
(
kδ +
Oτ (r)
k
+
Nτ (δ)
|λ| Oτ (r)
)
.
Remark. Important point in this theorem is that the constant C does not depend
on choice of the triangulation τ or on the type (g,n). It only depends on the upper
bound on ||r||∞.
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Proof. Let λ˜ = {λi ∈ λ : |ri| > δ}. Then |λ˜| = Nτ (δ). We enlarge the set λ˜ to the
set λ̂ as follows. An edge from λ belongs to λ̂ if it belongs to a consecutive k-tuple
of edges that starts at an edge from λ˜ (here we take both the left and the right
oriented consecutive k-tuples). Note that
|λ̂| ≤ 4k|λ˜|.
By τ̂ we denote the set of triangles that have at least one of its edges in λ̂. Note
that
(17) |τ̂ | ≤ 2|λ̂| ≤ 8k|λ˜|.
To estimate dWP (Fτ (o), Fτ (r)) we need to estimate ||∂ψ∂t (t0)||WP for every t0 ∈
[0, 1]. Here ψ : [0, 1]→ Tg,n is the path defined above and we have
(18) dWP (Fτ (0), Fτ (r)) ≤
1∫
0
||∂ψ
∂t
(t)||WP dt.
Assume that a triangle T does not belong to τ̂ and let λi(1) be its edge. As above,
by λi(1), ..., λi(k), we denote the consecutive k-tuple of edges. For each 1 ≤ j ≤ k,
we have |ri(j)| ≤ δ. Applying (15) on E1(t0) (and repeating the same on E2(t0)
and E3(t0)) we get ∫
T (t0)
|µ(z)|ρ2(z) dxdy ≤ 3C5
(
kδ +
Oτ (r)
k
)
.
On the other hand, for a triangle T ∈ τ̂ from (13) we get the estimate∫
T (t0)
|µ(z)|ρ2(z) dxdy ≤ πC3Oτ (r).
This implies that (we express the hyperbolic area of St as π|τ | = 2π3 |λ|)∫
St
|µ(z)|ρ2(z) dxdy ≤ C6
(
kδ +
Oτ (r)
k
+
Nτ (δ)
|λ| Oτ (r)
)
,
where C6 is a constant that only depends on ||r||∞. Applying Lemma 2.1 and the
last estimate we conclude that there is a constant C7 that depends only on ||r||∞
such that
||∂ψ
∂t
(t0)||2WP ≤ C27Oτ (r)
(
kδ +
Oτ (r)
k
+
Nτ (δ)
|λ| Oτ (r)
)
.
Together with (18) this proves the estimate (16) and this theorem. 
The following theorem is the only result regarding Weil-Petersson distances that
will be used later in this paper. We use the notation from the previous theorem.
Theorem 2.2. Let r0 > 0 and assume that for every r > r0 we are given a finite
type surface S(r) (with at least one puncture) with an ideal triangulation τ(r) (the
corresponding set of edges is λ(r)) that determines a point r(r) ∈ X(τ(r)) with the
following properties
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• There exists a universal constant C > 0 such that {||rm||∞} ≤ C for every
r > r0.
• Let δ(r) = re−r. Then there exists a polynomial P (r) such that
Nτ(r)(δ(r))
|λ(r)| ≤ P (r)e
−r .
• We have Oτ(r)(r(r)) ≤ 2r2.
Then for some polynomial P1(r) we have
dWP (Fτ(r)(0), Fτ(r)(r(r))) ≤ P1(r)e−
r
4 .
In particular the Weil-Petersson distance between the points Fτ(r)(0) and Fτ(r)(r(r))
tends to zero when r →∞.
Proof. Let k be an integer that is given by
e
r
2 ≤ k < e r2 + 1.
Then k ≥ 2 and kδ(r) < 1 for r large enough. The proof follows directly from (16)
for this choice of k.

3. Constructing finite degree covers of a punctured Riemann
surface
3.1. Admissible collections of triangles. The aim of this section is to describe
how to construct finite degree covers of a given punctured Riemann surface of finite
type. We also need to keep the track of the geometry of these covers which is
the motivation for the construction below. From now until the end of the paper
S denotes a fixed Riemann surface of type (g,n) (we assume that n ≥ 1). The
corresponding set of punctures in the boundary of S (or simply cusps) is denoted
by Cusp(S). We number the cusps in Cusp(S) as Cusp(S) = {c1(S), ..., cn(S)}.
We also fix an ideal geodesic triangulation τ(S) on S where λ(S) denotes the
corresponding set of the edges. Most estimates we obtain will depend on the choice
of S and τ(S).
Let Γ(S) denote the set of all immersed ideal geodesics on S (all geodesics are
taken with respect to the underlining hyperbolic metric). A geodesic γ on S is said
to be ideal if both of its endpoints are in the set Cusp(S) (note that these geodesics
can have self intersections). We will say that a triangle T on S is an immersed ideal
triangle if it lifts to an ideal triangle in the universal cover. The set of all immersed
ideal triangles is denoted by T (S). If T ∈ T (S) then its edges belong to Γ(S).
A geodesic γ ∈ Γ(S) does not carry a natural orientation. That is, we have a
choice of two orientations on each such γ. By Γ∗(S) we denote the corresponding
set of oriented geodesics. In particular, the set of oriented geodesics from λ(S) will
be called λ∗(S). For γ∗ ∈ Γ∗(S) the corresponding unoriented geodesic is typically
denoted by γ ∈ Γ(S).
Let NT (S) denote the space of all formal sums of triangles from T (S) over non-
negative integers. Similarly, by ZΓ∗(S) we denote the space of all formal sums
of oriented geodesics over all integers subject to the following rule. If γ∗1 and γ
∗
2
represent the same geodesic with opposite orientations then we have the identity
γ∗1 = −γ∗2 .
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We define the boundary operator ∂ : NT (S)→ ZΓ∗(S) as follows. Let T ∈ T (S)
and let γi, i = 1, 2, 3, denote its edges. Then ∂T = γ
∗
1 + γ
∗
2 + γ
∗
3 where γ
∗
i are the
corresponding oriented geodesics so that the triangle T is to the left of each γ∗i . In
other words, the orientation of γ∗i agrees with the orientation that γi inherits as
the part of the boundary of T (such γ∗i is called an oriented edge of the triangle
T ). The operator ∂ is extended to NT by linearity.
Note that the space NT (S) naturally embeds into the corresponding group of
2-chains on S. Also, ZΓ∗(S) naturally embeds into the corresponding group of 1-
chains on S. The operator ∂ we defined agrees with the restriction of the standard
boundary operator onNT (S). Let H1(S,Cusp(S)) denote the first homology of the
surface S relative to the boundary of S which is the set of cusps Cusp(S). The class
of each element of ZΓ∗(S) represents an element in H1(S,Cusp(S)). In particular,
for every R ∈ NT (S) we have that ∂R is equal to zero in H1(S,Cusp(S)) (although
∂R is not necessarily equal to zero in Γ∗(S)).
By G we always denote a Fuchsian group so that S is isomorphic to H/G. The
lift of τ(S), λ(S), λ∗(S), T (S), Γ(S) and Γ∗(S) under this uniformisation will be
denoted by τ(G), λ(G), λ∗(G), T (G), Γ(G) and Γ∗(G). Also, by Cusp(G) we
denote the set of cusps in the boundary of H (we identify ∂H with R), that is,
Cusp(G) is the set of fixed points of all parabolic elements in G. We can identify
the quotient Cusp(G)/G with the set of punctures in the boundary of S which we
denoted by Cusp(S). If T ∈ T (G) by [T ]G we denote the orbit of T under G. We
identify [T ]G with the corresponding element of T (S).
The set T ∗(G) is defined as the set of pairs (T, γ∗) where T ∈ T (G) and
γ∗ ∈ Γ∗(G) is an oriented edge of T . If g ∈ G then (g(T ), g(γ∗)) ∈ T ∗(G) as
well. Set T ∗(S) = T ∗(G)/G (this definition does not depend on the choice of the
group G). The equivalence class of (T, γ∗) is denoted by [(T, γ∗)]G ∈ T ∗(S). Set
PrS([(T, γ
∗)]G) = [T ]G ∈ T (S). Then PrS : T ∗(S)→ T (S) is well defined.
Remark. Let T ∈ T (S) and let γ∗1 , γ∗2 , γ∗3 denote its oriented edges. It can happen
that γ∗1 = γ
∗
2 . This is why we can not define T ∗(S) as the set of pairs (T, γ∗) where
T ∈ T (S) and γ∗ ∈ Γ∗(S) is an oriented edge of T .
If (T1, γ
∗), (T2,−γ∗) ∈ T ∗(G) then [(T1, γ∗)]G 6= [(T2,−γ∗)]. To prove this,
assume that [(T1, γ
∗)]G = [(T2,−γ∗)]. Then there is g ∈ G so that g(γ∗) = −γ∗.
Also, such g is not the identity map. But then g2(γ∗) = γ∗. This implies that
g fixes the endpoints c1, c2 ∈ Cusp(G) of γ∗. Since g2(c1) = c1 we have that g
is a parabolic element of G and therefore c1 is the unique fixed point of g
2. This
contradicts the fact that g2(c2) = c2.
Fix T ∈ T (G) and let RT : H → H be the standard rotation around the centre
of T for the angle 2π/3 (this rotation is of the order three). For (T, γ∗) ∈ T ∗(G)
set rotG(T, γ
∗) = (T,RT (γ∗)) ∈ T ∗(G). The map rotG : T ∗(G) → T ∗(G) is a
bijection and rot3G is the identity map. It is obvious that rotG and rot
2
G have
no fixed points. If g ∈ G then g ◦ RT = Rg(T ) ◦ g. This shows that the map
rotS : T ∗(S) → T ∗(S) given by rotS([(T, γ∗)]G) = [(T,RT (γ∗))]G is well defined.
Assume that rotS([(T, γ
∗)]G) = [(T, γ∗)]G. Then there is g ∈ G so that g(T ) = T
and so that g(γ∗) = RT (γ∗). This implies that g and RT agree at the vertices
of T which shows that g = RT . This is not possible since G is torsion free. The
conclusion is that the map rotS has no fixed points. Since rot
3
S is the identity map,
we conclude that rot2S has no fixed points either. Note that PrS ◦ rotS = PrS .
RANDOM IDEAL TRIANGULATIONS 17
Let LC be a finite set of labels, and let labC : LC → T ∗(S) be a labelling map. We
say that the pair C = (LC , labC) is a labelled collection of triangles if the following
holds:
• There exists a bijection rotC : LC → LC so that rot3C is the identity map.
• We have labC ◦ rotC = rotS ◦ labC .
Since rotS and rot
2
S have no fixed points, we see that rotC and rot
2
C have no fixed
points either.
Choose γ∗ ∈ Γ∗(S) and let γ∗1 be its lift to H. We say that a ∈ LC,γ∗ ⊂
LC if labC(a) = [(T, γ∗1)]G for some T ∈ T (G) so that (T, γ∗1) ∈ T ∗(G). Then
σC(LC,γ∗) = LC,−γ∗ . It follows from the above discussion that the sets LC,γ∗ and
LC,−γ∗ are disjoint (if the were not there would be an order two element in G as we
showed above). Let γi ∈ Γ(S), i = 1, ..., k, be the set of different edges of triangles
from PrS(labC)(LC). Choose an orientation for γ∗i for each γi. Then LC is the
disjoint union LC = LC,γ∗1 ∪ LC,−γ∗1 ∪ ... ∪ LC,γ∗k ∪ LC,−γ∗k .
Set (PrS ◦ labC)(LC) = {T1, T2, ..., Tm} ⊂ T (S). Let ki = |(PrS ◦ labC)−1(Ti)|,
where |(PrS ◦ labC)−1(Ti)| is the number of elements in the preimage (PrS ◦ labC)−1(Ti).
Since rotC has no fixed points, and since PrS ◦ rotS = PrS we have that ki =
3li, for some integer li. Then each C induces an element in NT (S) given by
k1T1 + kT2 + ...+ kmTm = 3l1T1 + 3l2T2 + ...+ 3lmTm. If there is no confusion we
will denote this element of NT (S) by C as well. We define ∂C as the boundary of
the corresponding element of NT (S).
Remark. Every R ∈ NT (S) where R = l1T1 + l2T2 + ...+ lmTm and li are positive
integers, induces a labelled collection of triangles as follows (this will be used in
the proof of Theorem 1.1 in the next section). The corresponding set of labels is
LC = {(i, i′) : i = 1, 2, ..., (l1 + l2 + ... + lm); i′ = 1, 2, 3} (note that the set LC has
3(l1 + ... + lm) elements). Let T
′
j ∈ T (G) be a lift of Tj. Let γ∗i′ , i′ = 1, 2, 3, be
its oriented edges, so that RT (γ
∗
1 ) = γ
∗
2 . The corresponding labelling map labC is
given by labC(i, i′) = [(T ′j , γ
∗
i′)]G, for l1 + ...+ lj−1 < i ≤ l1 + ...+ lj . The required
bijection rotC : LC → LC is given by rotC(i, j) = (i, j + 1 mod 3).
Definition 3.1. Let C be a labelled collection of triangles. Let σC : LC → LC be a
bijection. We say that the pair (C, σC) is an admissible pair if the following holds:
• The map σC is an involution, that is, σ2C is the identity map, and σC has
no fixed points.
• If a, b ∈ LC and σC(a) = b then there are triangles T1, T2 ∈ T (G) and
γ∗ ∈ Γ∗(G) such that labC(a) = [(T1, γ∗)]G and labC(b) = [(T2,−γ∗)]G
(recall that −γ∗ denotes the opposite orientation of γ∗).
If (C, σC) is an admissible pair, we have two bijections σC , rotC : LC → LC . The
group generated by these two bijections is denoted by 〈σC , rotC〉.
One can construct examples of admissible pairs as follows. Let S1 → S be a cover,
where S1 is a finite type surface (recall that in this paper all the covers, except the
universal cover, are assumed to be finite degree, regular and holomorphic). Then
there is a Fuchsian group G1 < G so that S1 is isomorphic to H/G1. Let τ1(S1)
be a geodesic triangulation of S1 and let τ1(G1) denote its lift to H. By τ
∗
1 (G1)
we denote the set of pairs (T, γ∗) where T ∈ τ1(G1) and γ∗ is an oriented edge of
T . Same as above, the group G1 acts on τ
∗
1 (G1). By [(T, γ
∗)]G1 we denote the
corresponding orbit, and by τ∗1 (S1) = τ
∗
1 (G1)/G1 we denote the corresponding set
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of orbits. Same as above, we define the map rotS1 : τ
∗
1 (S1) → τ∗1 (S1). Then rotS1
is a bijection of order three.
Set LC = τ∗1 (S1) and let rotC = rotS1 . For [(T, γ∗)]G1 ∈ τ∗1 (S1) set labC([(T, γ∗)]G1) =
[(T, γ∗)]G ∈ T ∗(S). One can verify that labC ◦ rotC = rotS ◦ labC . Then C =
(LC , labC) is a labelled collection of triangles. We now define the involution σC .
Let a ∈ LC . We want to define σC(a) ∈ LC . Let T ∈ τ1(G1) and γ∗ ∈ Γ∗(G) be its
oriented edge, so that a = [(T, γ∗)]G1 . Let T1 be the unique triangle in τ1(G1) that
is adjacent to T along γ∗. Set σC(a) = [(T1,−γ∗)]G1 . Clearly (T1,−γ∗) ∈ τ∗1 (G1)
so σC(a) is well defined. Moreover, σC is of order two. If σC had a fixed point, then
there would exist an element of order two in G which is not possible. We have that
(C, σC) is an admissible pair.
Definition 3.2. The above constructed pair (C, σC) is called a virtual triangulation
pair.
If (C(i), σC(i)), i = 1, ...,m, are virtual triangulations pairs, then we can construct
a new admissible pair (C, σC) as follows. Set LC = LC(1)∪...∪LC(m) (here we assume
that the sets of labels LC(i) are mutually disjoint). On each C(i) the map rotC agrees
with rotC(i). Also, on each LC(i) the map labC agrees with the map labC(i). Then C
is a labelled collection of triangles. We define σC to agree with σC(i) on each LC(i).
We have that (C, σC) is an admissible pair.
Definition 3.3. Let (C(i), σC(i)), i = 1, ...,m, be admissible pairs. We say that
an admissible pair (C, σC) is the union of (C(i), σC(i)), i = 1, ...,m, if the following
holds.
• There exist injections φi : LC(i) → LC so that the set LC is the disjoint
union of the sets φi(LC(i)).
• For each φi we have labC ◦φi = labC(i).
• We have φ ◦ rotC(i) = rotC ◦φ and φ ◦ σC(i) = σC ◦ φ.
We have the following lemma.
Lemma 3.1. For every admissible triangulation pair (C, σC) there exist virtual tri-
angulation pairs (C(i), σC(i)), i = 1, ..., l, so that (C, σC) is the union of (C(i), σC(i)).
Proof. We divide LC into the orbits of the group 〈σC , rotC〉. Denote these orbits by
LC(i) where i goes through some finite set of labels. Let labC(i), σC(i), and rotC(i)
denote the restrictions of the the maps labC , σC , and rotC on the set LC(i). Then
each pair C(i) = (LC(i), labC(i)) is an admissible pair, and (C, σC) is the union of
(C(i), σC(i)). Moreover, the group
〈
σC(i), rotC(i)
〉
acts transitively on LC(i). There-
fore, in order to prove the lemma, it suffices to prove that every admissible pair
(C, σC) for which the group 〈σC , rotC〉 acts transitively on LC is in fact a virtual
triangulation pair.
Assume that (C, σC) is an admissible pair, so that the group 〈σC , rotC〉 acts transi-
tively on LC . Let T ∗C (G) be the space of triples (T, γ∗, a) where (T, γ∗) ∈ T ∗(G) and
where labC(a) = [(T, γ∗)]. There is a unique involution σC(G) : T ∗C (G) → T ∗C (G)
such that σC(G)((T1, γ∗1 , a1)) = (T2, γ
∗
2 , a2) if and only if −γ∗1 = γ∗2 and a1 = σC(a2).
Define rotC(G) : T ∗C (G) → T ∗C (G) by rotC(G)((T, γ∗, a)) = (T,RT (γ∗), rotC(a)). It
is easy to verify that the group 〈σC(G), rotC(G)〉 is isomorphic to Z2⋆Z3 and that it
acts freely on T ∗C (G). Moreover, the collection of triangles from T (G) that appears
in a given orbit under this action, is an ideal triangulation of H.
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The group G naturally acts on T ∗C (G) by g(T, γ∗, a) = (g(T ), g(γ∗), a) ∈ T ∗C (G)
(note that [(T, γ∗)] = [(g(T ), g(γ∗))]). If (T1, γ∗1 , a), (T2, γ
∗
2 , a) ∈ T ∗C (G) then by def-
inition we have [(T1, γ
∗
1 )] = [(T2, γ
∗
2 )]. That is, there is g ∈ G so that g(T1, γ∗1 , a) =
(T1, γ
∗
1 , a). In particular, this shows that the group generated byG and 〈σC(G), rotC(G)〉
acts transitively on T ∗C (G). Also, every element from G commutes with every ele-
ment from 〈σC(G), rotC(G)〉.
Fix (T, γ∗, a) ∈ T ∗C (G) and consider the orbit O = 〈σC(G), rotC(G)〉 (T, γ∗, a).
Let G1 be the subgroup of G so that g ∈ G1 if g preserves the orbit O. If
(T1, γ
∗
1 , a), (T2, γ
∗
2 , a) ∈ O then there is g ∈ G so that g(T1, γ∗1 , a) = (T1, γ∗1 , a).
Moreover, since g commutes with elements from 〈σC(G), rotC(G)〉 we conclude that
g preserves the entire orbit O. This shows that the map ψ : O/G1 → LC given by
φ(T, γ∗, a) = a is an injection. Since the group 〈σC , rotC〉 acts transitively on LC
we find that ψ is a bijection.
Let S1 be the Riemann surface isomorphic to H/G1. Set τ
∗(S1) = O/G1 and
denote by τ(S1) the union of triangles that appear in O/G1. Then τ(S1) is an ideal
triangulation of the surface S1. Since τ(S1) contains finitely many such triangles
(the map ψ : τ∗(S1) → LC is a bijection onto a finite set LC), we see that S1
is a finite type surface, and the group G1 has finite index in G. Now it follows
that the admissible pair (C, σC) is a virtual triangulation pair, that via the map ψ
corresponds to the triangulation of S1.

Consider a labelled collection of triangles C as an element of NT (S). Assume
that (C, σC) is an admissible pair. We saw above that LC is the disjoint union
LC = LC,γ∗1 ∪LC,−γ∗1 ∪ ... ∪LC,γ∗k ∪LC,−γ∗k where γi ∈ Γ∗(S) are the different edges
of triangles from PrS(labC(LC)). Then σC(LC,γ∗
i
) = LC,−γ∗
i
. We conclude that the
sets LC,γ∗i and LC,−γ∗i have the same number of elements, which implies that γ∗i
does not figure in ∂C. We have that ∂C is equal to zero in the space ZΓ∗(S).
On the other hand, if C is a labelled collection of triangles so that ∂C is zero
in ZΓ∗(S) then the corresponding sets LC,γ∗ and LC,−γ∗ have the same number of
elements. Again, from the fact that LC is the disjoint union LC = LC,γ∗1 ∪LC,−γ∗1 ∪
...∪LC,γ∗
k
∪LC,−γ∗
k
we can construct an appropriate involution σC . However, there
are many ways in which we can do this (unless each LC,γ∗i has one element). This
is where the geometric considerations start. Our aim will be to construct these
involutions so that the pair of triangles that are related by the involution satisfies
that the hyperbolic distance between the orthogonal projections of the centres of
these triangles to their common edge, is as small as possible.
3.2. The definitions of height, 0-horoball and combinatorial length. As
we said, G denotes a Fuchsian group so that S is isomorphic to H/G. For every
c ∈ Cusp(G) by G(c) we denote the orbit of c under the group G. Each such orbit
corresponds to a cusp ci(S) ∈ Cusp(S). Fix ci(S) that is we fix the orbit of some
c ∈ Cusp(G). Let f : H → H be a Mo¨bius transformation, so that f(c) = ∞ and
so that the parabolic element in in f ◦ G ◦ f−1 that generates the corresponding
cyclic subgroup of f ◦ G ◦ f−1 , is the translation g∞(z) = z + 1 (there are many
such Mo¨bius transformations f but we choose one for each orbit). The group
Gci = Gc = f ◦ G ◦ f−1 is called the normalised group with respect to the cusp
c. If c′ ∈ G(c) then Gci(S) = Gc = Gc′ . There are exactly n normalised groups
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Gc (where n is the number of punctures in the boundary of S). From now on G is
one of the normalised groups (if we do not specify which one, then it can be any
one). The constants we introduce below may depend on the choice of the group G.
However, since we consider only finitely many such groups, these constants depend
only on S.
Definition 3.4. Let z ∈ H c ∈ Cusp(G). Let f be the corresponding Mo¨bius
transformation that conjugates G onto Gc. We have:
• Set hc(z) = log(Im(f(z))) where Im(f(z)) is the imaginary part of f(z) ∈
H. We say that hc(z) is the height of the point z with respect to the cusp
c ∈ Cusp(G).
• Let T ∈ T (G) and denote by c1, c2, c3 ∈ Cusp(G) its vertices. Set h(T ) =
max{|hc1(ct(T ))|, |hc2(ct(T ))|, |hc3(ct(T ))|}. Note that h(T ) ≥ 0.
• Set h(z) = maxc∈Cusp(G) hc(z).
• Let c ∈ Cusp(G) and let γ ∈ Γ(G) be such so that c is not one of its
endpoints. Denote by zmax(γ, c) the point on γ so that hc(zmax(γ, c)) ≥
hc(z) for any other point z ∈ γ.
• Let t ∈ R. Set Hc(t) = {z ∈ H : hc(z) ≥ t}. We say that Hc(t) is the
t-horoball at c.
• Let t ∈ R. We set ThG(t) = {z ∈ H : h(z) ≤ t} and ThinG(t) =
H \ThG(t).
Remark. We establish the following related definitions. If T1, T2 are two triangles
so that f(T1) = T2 for some f ∈ G then h(T1) = T2. This shows that h(T ) is well
defined for every T ∈ T (S). If c1, c2 are equivalent under G then the projection of
the horoballs Hc1(t) and Hc2(t) to S agree. Therefore we can define the t-horoball
Hc(t) ⊂ S for every c ∈ Cusp(S). It is well known that any two 0-horoballs on
S either coincide or are disjoint (note that the closures of two zero horoballs for
PSL(2,Z) may touch, but if a Fuchsian group G is a covering group of a Riemann
surface, then this can not happen) . Therefore, for any z ∈ H there can exist at most
one cusp c ∈ Cusp(G) so that hc(z) > 0. Moreover, given z ∈ H and any interval
[a,∞) ⊂ R there are at most finitely many cusps c ∈ Cusp(G) so that hc(z) ∈ [a, b].
This shows that h(z) is well defined. If g ∈ G then h(z) = h(g(z)). This shows
that for p ∈ S the value h(p) is well defined. Also, by ThS(t) = {p ∈ S : h(p) ≤ t}
we denote the projection of the set ThG(t) = {z ∈ H : h(z) ≤ t} to S. We have
ThinS(t) = S \ThS(t).
In the following proposition we introduce certain constants that will be used in
the proof of the correction lemma below. The constant N(S) will be used through-
out the paper. Since S is of finite type the following numbers are well defined.
Proposition 3.1. There exist a large enough number t1(S) > 0 a sufficiently
negative number t2(S) < 0 and an integer N(S) ≥ 1 with the following properties:
• Let c ∈ Cusp(G) and let Nc(S) denote the number of non-equivalent geodesics
from λ(G) that end at c. Then the integer N(S) = maxc∈Γ(G)Nc(S) is well
defined.
• Let c ∈ Cusp(G) and let z ∈ Hc(− log(8N(S))). Then t1(S) is large enough
so that z does not belong to any t1(S)-horoball, except possibly the one at
c.
• We have et1(S) > 4N(S) and et1(S) > 4 + 2N(S) + 1.
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Figure 2. The case N(S) = 3; h∞(z) = h(z) > 0
• Let γ ∈ λ(G) and let c1, c2 ∈ Cusp(G) be its endpoints. Let T ∈ τ(G) be
one of the two triangles that have γ in their boundary. Then the number
t2(S) is sufficiently negative, so that for every point z ∈ ThG(t1(S)) and
z ∈ γ we have z ∈ Hc1(t2(S)) and z ∈ Hc2(t2(S)).
Remark. If t > t′ then for every c ∈ Cusp(G) we have Hc(t) ⊂ Hc(t′).
Proof. There are only |λ(S)| non-equivalent geodesics in λ(G). Also, the set γ∩ThG
is compact in H. The propositions follows from the basic compactness argument.

If γ ⊂ H is an arbitrary geodesic segment (or finite or infinite length), by
ι(γ, τ(G)) we denote the number of (transverse) intersections between γ and edges
from λ(G). In particular, if γ ∈ Γ(G) the intersection number ι(γ, τ(G)) is finite.
For a geodesic segment γ ⊂ S by ι(γ, τ(S)) we denote the number of (transverse)
intersections between γ and edges from λ(S
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Definition 3.5. Let γ ∈ Γ(G) and let z ∈ γ. Let c1, c2 ∈ Cusp(G) be the endpoints
of γ. We define the combinatorial length K(γ, z) as
K(γ, z) = ι(γ, τ(G)) + ψ(c1, c2, z),
where ψ(c1, c2, z) = 0 if max{hc1(z),hc2(z)} ≤ t1(S) and
ψ(c1, c2, z) = max{[ehc1(z) ], [ehc2(z) ]},
if max{hc1(z),hc2(z)} > t1(S). Here [ehc1(z) ] and [ehc2(z) ] denote the integer parts
of ehc1(z) and ehc2(z) respectively. Note that if z ∈ ThG(t1(S)) then K(γ, z) =
ι(γ, τ(G)).
Since the 0-horoballs are disjoint, only one of the numbers hc1(z),hc2(z) can be
non-negative for any z ∈ H. If γ∗ ∈ Γ∗(G) represents γ together with a choice of
orientation on γ then we set K(γ∗, z) = K(γ, z).
The following lemma will be used in the proof of Theorem 1.1 (in the next
section).
Lemma 3.2. Let R be a finite type Riemann surface that covers S and let τ(R) be
a geodesic triangulation on R (by λ(R) we denote the corresponding set of edges).
Let r ∈ X(τ(R)) be the vector so that R is the underlying Riemann surface for the
point Fτ(R)(r) (see Section 2.). Let A = maxT∈τ(R) |h(T )|. Then Oτ(R)(r) ≤ 2A.
Proof. Let G1 be a finite index subgroup of G so that R is isomorphic to H/G1.
By τ(G1) and λ(G1) we denote the corresponding lifts of τ(R) and λ(R). We have
τ(G1) ⊂ T (G) so we can define the height h(T ) for every T ∈ τ(G1) (and by
projecting T to R we define h(T ) for T ∈ τ(R)).
The sets of cusps for S and R agree. Choose c ∈ Cusp(G) and let G be nor-
malised, and c = ∞. Let λ1, ..., λk ∈ λ(G1) be a k-tuple of consecutive edges
that all end at ∞. Let ri ∈ R denote the corresponding shear coordinates on λi
i = 1, ..., k. Let Ti ∈ τ(G1) be the triangle that has λi as its edge, and so that Ti
is to the left of λ∗i where the orientation λ
∗
i is chosen so that +∞ is to the right of
λ∗i . Then
Im(ct(Tk)) = e
r1+...+rk−1 Im(ct(T1)),
and
|r1+...+rk−1| = | log(Im(ct(Tk)))−log(Im(ct(T1)))| ≤ | log(Im(ct(Tk)))|+| log(Im(ct(T1)))| =
= |h∞(ct(Tk))| + |h∞(ct(T1))| ≤ 2A.
Since Oτ(R)(r) is the maximum of all the sums of the type |r1 + ... + rk−1| the
lemma follows. 
Next, we determine a set of independent generators for the homology group
H1(S,Cusp(S)). Let D be an ideal fundamental polygon for G so that the edges
of D are geodesics from λ(G) (every such D has 2(2g + n − 1) edges). Choose an
orientation on every such edge, so that the identification (given by G) respects the
orientation. Denote by λ∗Gen(S) ⊂ λ∗(S) the set of oriented geodesics, whose lifts
to the universal cover H are the oriented geodesics from the boundary of D (if we
forget about the orientation, the corresponding set of geodesic is called λGen(S)).
The set λ∗Gen(S) contains 2g+ n− 1 different elements. Note that the complement
of the set λ∗Gen(S) in S is simply connected. This shows that the geodesics from
λ∗Gen(S) generate the group H1(S,Cusp(S)). On the other hand, the dimension of
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the group is H1(S,Cusp(S)) is 2g+n− 1. This shows that the set λ∗Gen(S) is a set
of independent generators. The following proposition is elementary.
Proposition 3.2. Let R ∈ NT (S). Assume that
∂R =
i=m∑
i=1
kiγ
∗
ki ,
where γ∗ki ∈ λ∗Gen(S) and ki ∈ Z. Then ki = 0 for every i that is ∂R = 0 in ZΓ∗(S).
Proof. We have already observed that the homology class of ∂R is equal to zero in
H1(S,Cusp(S)). Since λ
∗
Gen(S) are independent generators the proposition follows.

3.3. The Correction lemma. Given a labelled collection of triangles C our aim
is to equip C with the corresponding involution to produce an admissible pair. This
of course not always possible. As we saw above, only if ∂C = 0 in Γ∗(S) one can do
this. Moreover, we want to be able to construct this involution so that the centres
of the triangles that are paired are as close as possible. Given an arbitrary C we
can add more labels to the set LC and expand the domain and the range of the map
labC so that we are able to construct the corresponding involution. The purpose of
this subsection is to prove the lemma which tells us how many labels we need to
add.
We first prove a few propositions. All the distances mentioned below are consid-
ered to in the hyperbolic metric (unless stated otherwise).
Proposition 3.3. There exists a constant d1(S) > 0 which depends only on S so
that the following holds. Let c ∈ Cusp and let G = Gc c = ∞ be normalised. Let
γ0 ∈ Γ(G) with the endpoints c1, c2 ∈ Cusp(G), c1, c2 ∈ R, c1 < c2, and let z0 ∈ γ.
Assume that for ∞ ∈ Cusp(G) the geodesic γ0 intersects at least 100N(S) geodesics
from λ(S) that end at ∞. Also, assume that z0 ∈ H∞(t2(S)). Let γ′ be the geodesic
that is orthogonal to γ0 and that contains z0. Let c1 < x < c2 and y ∈ R be the
endpoints of γ′. We have:
• There exists c3 ∈ Cusp(G) so that the geodesic that connects c3 and ∞ be-
longs to λ(G) and so that c3 is the closest point to x subject to the condition
c1 + 2 < c3 < c2 − 2. Let γi, i = 1, 2, be the geodesic that connects ci with
c3 and let T be the triangle bounded by γ0, γ1 and γ2. Then the distance
between the centre ct(T ) and the point z0 is less than d1(S).
• Assume y > c2 (the analogous statement holds for y < c1). There exists
c3 ∈ Cusp(G) so that the geodesic that connects c3 and ∞ belongs to λ(G)
and so that c3 is the closest point to y subject to the condition c2 + 2 < c3.
Let γi, i = 1, 2, be the geodesic that connects ci with c3 and let T be the
triangle bounded by γ0, γ1 and γ2. Then the distance between the centre
ct(T ), and the point z0 is less than d1(S).
Proof. The existence of such c3 in both cases follows from the fact that |c1 − c2| ≥
100. We prove the first statement. Assume that |c3− c2| ≤ |c3− c1| (the other case
is done in the same way). Clearly
(19) |x− c3| < 3.
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Since z ∈ H∞(t2(S)) it is elementary to see that
(20) c2 − x > e
t2(S)
2
.
Remark. Let z0 = p+iq. If c2−x < 2 then c2−x < x−c1. This implies x < p < c2.
Then one shows that max{(c2 − p), (p− x)} ≥ q2 ≥ e
t2(S)
2 .
We prove the existence of the constant d1(S) by contradiction. Assume that
there is no such d1(S). Then there exists the corresponding sequence of geodesic
γ0(m) and points z0(m), m ∈ N, so that d(ct(T (m)), z0(m)) → ∞ when m → ∞
(here T (m) is the corresponding sequence of triangles). Let
fm(z) =
(z − c2(m))
|c3(m)− c2(m)| ,
where c1(m), c2(m), c3(m) and x(m), are the corresponding sequences of points.
Since |c3(m) − c2(m)| ≤ |c3(m) − c1(m)|, we have that the sequence of trian-
gles fm(T (m)) after passing onto a subsequence if necessary, converges to a non-
degenerate ideal triangle T (∞) inH. From the choice of fm we have that fm(c2(m)) =
0 for every m ∈ N.
If |c3(m)− c2(m)| → ∞ then from (19) we conclude that the sequence fm(x(m))
converges to x(∞) < 0. If |c3(m) − c2(m)| remains bounded then from (20), and
from the fact that |c2 − c3| ≥ 2 (which means that this sequence is bounded from
below as well), we conclude that the sequence fm(x(m)) converges to x(∞) < 0.
Also, fm(c1(m)) → c1(∞) and c1(∞) < x(∞). This shows that the sequence of
geodesic fm(γ0(m)) converges to a proper geodesic in H. Moreover, fm(z0(m))
converges to a point z0(∞) ∈ H. Since d(ct(T (m)), z0(m))→ d(ct(T (∞)), z0(∞)),
m → ∞, we obtain a contradiction. The second statement is proved in a similar
way. 
Proposition 3.4. There exist constants d2(S), d3(S), θ(S) > 0 so that the following
holds. Let γ0 ∈ Γ(G) and suppose ι(γ0, τ(G)) > 0. Let z0 ∈ γ0 ∩ThG(t1(S)). Let
γ1 ∈ λ(G) be the geodesic, so that letting w = γ0 ∩ γ1 the distance d(z0, w) is the
smallest among all the distances between z0 and the intersection points between γ0
and geodesics from λ(G) (if there are two such closest points w we choose either
one of them). Assume in addition that if for some c ∈ Cusp(G) the geodesic γ0
intersects at least 100N(S) geodesics from λ(G) that all have c as their endpoint,
then z0 does not belong to the horoball Hc(t2(S)− 1). Then,
(1) We have d(z0, w) < d2(S) and the smaller angle between γ0 and γ1 is
greater than θ(S).
(2) Let c1 ∈ Cusp(G) be an endpoint of γ1. Let γ′0, γ′′0 ∈ Γ(G) be the geodesics
that connect c1 with the two endpoints of γ0 respectively. Let T ∈ T (G)
be the triangle bounded by γ0 γ
′
0 and γ
′′
0 . Then ι(γ
′
0, τ(G)) + ι(γ
′′
0 , τ(G)) ≤
ι(γ0, τ(G)) − 1. Moreover, there are points z′0 ∈ γ′0 ∩ ThG(t1(S)) and
z′′0 ∈ γ′′0 ∩ThG(t1(S)) so that the distance between the centre of the triangle
T and any of the points z0, z
′
0, z
′′
0 is less than d3(S).
Proof. We first prove (1). Let γ0(m), m ∈ N, be a sequence of geodesics, and
z0(m) ∈ γ0(m) a sequence of points, so that γ0(m) and z0(m) share the above
stated properties of γ0 and z0. Let γ1(m) ∈ τ(G) and w(m) ∈ γ1(m) be the
corresponding geodesics and points. Assume that either d(z0(m), w(m)) → ∞ or
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that the angle between γ0(m) and γ1(m) tends to zero, when m → ∞. Since
z0(m) ∈ ThG(t1(S)) we can choose fm ∈ G so that after passing to a subse-
quence if necessary, we have fm(z0(m)) → z0(∞) ∈ H. Therefore, we may as-
sume that z0(m) → z0(∞) ∈ ThG(t1(S)). Let γ0(∞) be a geodesic in H where
γ0(m)→ γ0(∞). If d(z0(m), w(m)) → ∞ then the geodesic γ0(∞) does not inter-
sect any geodesics from λ(G). We conclude that γ0(∞) ∈ λ(G). If the sequence
{d(z0(m), w(m))} is bounded, then the sequence of geodesics γ1(m) tends to a ge-
odesic γ1(∞) ∈ λ(G). If the angle between γ0(m) and γ1(m) tends to zero, when
m→∞ then γ0(∞) = γ1(∞) and we again conclude that γ0(∞) ∈ λ(G).
Let c1(∞), c2(∞) ∈ Cusp(G) denote the endpoints of γ0(∞) ∈ λ(G). Since
z0(∞) ∈ ThG(t1(S)) we conclude from Proposition 3.1 that z0(∞) belongs to both
horoballs Hc1(∞)(t2(S)) and Hc2(∞)(t2(S)). Therefore, for m0 large enough, and
for every m ≥ m0 we have
z0(m) ∈ Hc1(∞)(t2(S)−
1
2
),
(21)
z0(m) ∈ Hc2(∞)(t2(S)−
1
2
).
Note thatHc1(∞)(t2(S)− 12 ) is contained in the horoballHc1(∞)(t2(S)−1) (the same
is true for c2(∞)). On the other hand, since γ0(m) → γ0(∞) and γ0(m) 6= γ0(∞)
(since by the assumption of the lemma we have that γ0(m) does not belong to
λ(G)), we conclude that the number of geodesics from λ(G) that have either c1(∞)
or c2(∞) as their endpoints, and that are intersected by γ0(m) tends to ∞. Let
m1 > m0 be large enough, so that γ0(m1) intersects at least 100N(S)+1 geodesics
from λ(G) that all have c1(∞) as their endpoint (the case when these geodesics
end at c2(∞) is similar). From this and from (21) we obtain a contradiction with
the assumption that z0(m1) does not belong to a t2(S) − 1-horoball of any cusp
c ∈ Cusp(G) when γ0(m1) intersects at least 100N(S) geodesics from λ(G) that
end at c.
Next we prove (2). Every geodesic from λ(G) that intersects γ0 either intersects
exactly one of the geodesics γ′0 or. γ
′′
0 or this geodesic ends at c1. Since γ1 ∈ λ(G)
has c1 as its endpoint, we see that ι(γ
′
0, τ(G)) + ι(γ
′′
0 , τ(G)) ≤ ι(γ0, τ(G)) − 1.
We prove the last part of (2) by contradiction. The argument is very similar as
in the proof of (1). Let γ0(m) ∈ Γ(G), m ∈ N, be a sequence of geodesics, and
z0(m) ∈ γ0(m) ∩ThG(t1(S)), m ∈ N, a sequence of points. Let γ′0(m) and γ′′0 (m)
be the corresponding sequences of geodesics, and let T (m) be the corresponding
sequence of triangles, where ct(T (m)) denotes the centres of T (m). Assume that
at least one of the distances d(ct(T (m)), z0(m)) d(ct(T (m)),ThG(t1(S)) ∩ γ′0(m))
or d(ct(T (m)),ThG(t1(S)) ∩ γ′′0 (m)) tends to ∞ when m → ∞. Same as above,
we can assume that z0(m) → z0(∞) ∈ H and γ0(m) → γ0(∞). From the con-
clusion (1) of this lemma that was proved above, we conclude that T (m) con-
verges to an ideal triangle T (∞). In particular, γ′0(m) → γ′0(∞) and γ′′0 (m) →
γ′′0 (∞). Also, ct(T (m))→ ct(T (∞)) where ct(T (∞)) is the centre of T (∞). Since
d(ct(T (m)), z0(m)) → d(ct(T (∞)), z0(∞)) we see that d(ct(T (m)), z0(m)) does
not tend to ∞. This means that one of the distances d(ct(T (m)),ThG(t1(S)) ∩
γ′0(m)) or d(ct(T (m)),ThG(t1(S))∩γ′′0 (m)) tends to∞ whenm→∞. This implies
that at least one of the geodesics γ′0(∞) or γ′′0 (∞) is contained in H \ThG(t1(S)).
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Since t1(S) > 0 we have that the set H\ThG(t1(S)) is a union of disjoint horoballs
(the base points of these horoballs are in Cusp(G)) in H. Since every geodesic in H
is a connected set, we conclude that at least one of the geodesics γ′0(∞) or γ′′0 (∞)
is contained in a horoball in H. This is a contradiction. 
We will use the following definition:
Definition 3.6. Let γ ∈ λ(G) be a geodesic. Let T1, T2 ∈ τ(G) be the two triangles
that are adjacent along γ. By mid(γ) we denote the intersection point between γ
and the geodesic segment that connects the centres of the triangles T1 and T2.
We now prove the Correction Lemma.
Lemma 3.3. Let γ0 ∈ Γ(G) be a geodesic, and let γ∗0 ∈ Γ∗(G) be the geodesic
γ0 with a chosen orientation. Let z0 ∈ γ0 be a point. Then there exists an ideal
polygon P with a triangulation τ(P) that has the following properties:
(1) The geodesic γ0 is an edge of P and all other edges of P are geodesics from
λGen(G) where λGen(G) is the lift of λGen(S) to H.
(2) The polygon P is to the right of γ∗0 .
(3) There exists a constant D > 0 which depends only on S so that the centres
of any two adjacent triangles from P are within the D hyperbolic distance.
If T ∈ τ(P) is the triangle adjacent to γ0 then the distance between the
centre of T and the point z0 is less than
D
2 . If T ∈ τ(P) is a triangle
adjacent to another edge γ of P then the hyperbolic distance between the
centre of T and the point mid(γ) ∈ γ is less than D2 .
(4) There exist constants C,K > 0 which depend only on S so that |τ(P)| ≤
C(K(γ0, z0)) +K. Here |τ(P)| stands for the total number of triangles in
P.
Proof. First consider the case when K(γ0, z0) = 0. We allow any orientation on γ∗0 .
Then we have γ0 ∈ λ(G). Moreover, let c1, c2 ∈ Cusp(G) be the two endpoint of
γ0. In this case we have that hc1(z0),hc2(z0) ≤ t1(S). We build the corresponding
polygon as follows. Let T be the triangle from τ(G) that is to the right of γ∗0 . If
an edge of T belongs to the set λGen(G) we do not add any more triangles along
this edge. If an edge of T does not belong to λGen(G) we glue the corresponding
triangle from τ(G) to the right of this edge. We repeat this process until all the
edges of the polygon P we obtained are all from λGen(G) (except the edge γ0). This
process has to end because the geodesics from λGen(G) are the edges of an ideal
fundamental polygon for G. This way we have also constructed the corresponding
triangulation τ(P) of the polygon P .
We repeat this construction for every γ0 ∈ λ(G). If f ∈ G and f(γ0) = γ′0 then
the corresponding polygon for γ′0 is the image of the corresponding polygon for γ0
under the map f . So, we need to consider only |λ(S)| different geodesics from λ(G).
Since γ0 ∩ThG(t1(S)) is a compact set in H by the compactness argument we find
that there exist constants D1 > 0 and K > 0 so that for every such γ0 ∈ λ(G) the
corresponding polygon P satisfies that |τ(P)| ≤ K. Also, the distances between
the centres of adjacent triangles in P are bounded by D1. The distances between
the centres of boundary triangles, and the corresponding points on the edges of P
are bounded by D12 .
We now prove the general case by induction. We first determine the constants
D, C from the statement of the lemma (the constant K has already been defined).
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Set
D = 2
(
D1 + 2d3(S) + (64 + log 32) + 2d1(S) + 2 log(4N(S) + 1)
)
Let
C1 =
K + 1
[et1(S)]
2 − 2−N(S)
.
Recall that we chose t1(S) large enough so that the denominator is a positive
constant. Set
C = (2K + 1) + 10K + C1.
The numbers that appear in the definition of C and D, will appear in the arguments
below.
The proof is by induction on m = K(γ0, z0). The case 0 = m = K(γ0, z0) has
been done above. Fix m ∈ N and assume that the statement of the lemma is true
for every non-negative integer that is less than m. We now prove that the statement
for m. There are four cases to consider.
Case 1. In this case we assume that z0 ∈ ThG(t1(S)). Moreover, we assume that
if for some c ∈ Cusp(G) γ0 intersects at least 100N(S) geodesics from λ(G) that all
end at c then the point z0 does not belong to Hc(t2(S)) (then z0 does not belong to
Hc(t2(S) − 1) either, so we may apply Proposition 3.4). We allow any orientation
γ∗0 . We have K(γ0, z0) = ι(γ0, τ(G)) = m.
We apply Proposition 3.4. That is, there are geodesics γ′0, γ
′′
0 ∈ Γ(G) so that
there exists a triangle T ∈ T (G) that is bounded by γ0, γ′0 and γ′′0 . Moreover, there
are points z′0 ∈ γ′0 ∩ ThG(t1(S)) and z′′0 ∈ γ′′0 ∩ ThG(t1(S)) so that the distance
between the centre of the triangle T and any of the points z0, z
′
0, z
′′
0 is less than
d3(S). Also, we have that ι(γ
′
0, τ(G)) + ι(γ
′′
0 , τ(G)) ≤ ι(γ0, τ(G)) − 1 = m− 1. We
choose the orientations of γ′0
∗
and γ′′0
∗
so that γ0 is to the left of both of them.
Since z′0, z
′′
0 ∈ ThG(t1(S)) we have K(γ′0, z0) = ι(γ′0, τ(G)) and K(γ′′0 , z0) =
ι(γ′′0 , τ(G)). By the induction hypothesis, the statement is true for both pairs
(γ′0
∗, z′0) and (γ
′′
0
∗, z′′0 ). We glue the corresponding triangulated polygons to the
right of γ′0
∗
and γ′′0
∗
respectively. Together with the triangle T this gives the
needed polygon P . We have (using C > K + 1)
|τ(P)| ≤ 1+CK(γ′0, z′0)+CK(γ′′0 , z′′0 )+2K = (2K+1)+C(K(γ0, z0)−1) ≤ CK(γ0, z0)+K.
By the induction hypothesis, the distances between the centres of adjacent triangles
in the two polygons we have glued along γ′0 and γ
′′
0 are less than D. Also, by the
induction hypothesis, the distances between the points z′0 and z
′′
0 and the centres
of the corresponding triangles in those glued polygons, that contain the points z′0
and z′′0 in the their boundaries respectively, are less than
D
2 . Since the distance
between the centre of the triangle T and any of the points z0, z
′
0, z
′′
0 is less than
d3(S) <
D
2 we have that the distance between the centre of T and either one of the
two adjacent triangles to T in P is less than D. This shows that all the distances
between the corresponding points in P are within D or D2 as required. This settles
the first case.
Case 2. Let c1, c2 ∈ Cusp(G) be the endpoints of γ0. In this case we assume that
max{hc1(z0),hc2(z0)} > t1(S). For the sake of the argument assume hc1(z0) >
t1(S). We allow any orientation on γ0. Normalise G that is G = Gc1 and c1 =∞.
Also, assume that the orientation of γ∗0 is such that the pair (c2,∞) has the positive
orientation on γ∗0 (the other case is done analogously). Let k = ι(γ0, z0). Then
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[eh∞(z0)] = m − k. Let c3 ∈ Cusp(G) be the point on R defined as follows. We
require that the geodesic that connects c3 and ∞ belongs to λ(G). Then, c3 is the
smallest such point subject to the condition
c2 +
eh∞(z0)
4N(S)
≤ c3.
Let γ1 ∈ Γ(G) be the geodesic that connects c2 and c3 (we fix the orientation of γ∗1
so that ∞ is to the left of γ∗1 ). Since G is normalised, we have
eh∞(z0)
4N(S)
< c3 − c2 < e
h∞(z0)
4N(S)
+ 1,
and this yields
ι(γ1, τ(G)) ≤ k +
(
eh∞(z0)
4N(S)
+ 1
)
N∞(S) ≤ k + [e
h∞(z0)]
4
+ 1 +N(S).
Let z1 = zmax(γ1,∞). Since (c3−c2) ≥ 14N(S) we have that z1 ∈ H∞(− log(8N(S)))
and therefore by the choice of t1(S) in Proposition 3.1 the point z1 does not belong
to any t1(S)-horoball (except possibly the one at ∞ which is not an endpoint of
γ1). This implies that
K(γ1, z1) = ι(γ1, τ(G)).
Let γ2 be the geodesic that connects c3 and ∞ (we fix the orientation of γ∗2 so
that c2 is to the left of γ
∗
2 ). By the choice of c3 we have that γ2 ∈ λ(G). Let z2 ∈ γ2
be the point whose imaginary part is e
h∞(z0)
4 . Since
eh∞(z0)
4
>
et1(S)
4
> 1,
we have that z2 does not belong to any t1(S)-horoball except possibly the one at
∞. We have
K(γ2, z2) ≤ [eh∞(z2)] ≤ e
h∞(z0)
4
≤ [e
h∞(z0)]
4
+ 1.
By the induction hypothesis, we have that the statement of the lemma is true
for both pairs (γ∗1 , z1) and (γ
∗
2 , z2). We construct the polygon P by gluing the
corresponding polygon for γ1 to the right of γ
∗
1 and the corresponding polygon for
γ2 to the right of γ
∗
2 . We also add the triangle T ∈ T (G) bounded by γ0 γ1 and γ2
to P . Combining this with the above estimates (and the definition of C) we have
|P| ≤ 1 + C(k + [e
h∞(z0)]
4
+ 1 +N(S)) + C(
[eh∞(z0)]
4
+ 1) + 2K ≤
≤ 1 + C(k + [e
h∞(z0)]
2
+ 2 +N(S)) + 2K ≤
≤ C(k + [eh∞(z0)]) +K + (K + 1− C( [et1(S)]
2
− 2−N(S))) ≤ CK(γ0, z0) +K
Note that the distance between the centre of T and any of the points z0, z1, z2 is less
than log(4N(S)+1). One now shows that the distances between the corresponding
points in P are within D or D2 in much the same way as in the Case 1.
Case 3. The only case left to consider is when z0 ∈ ThG(t1(S)) but when there
exists c ∈ Cusp(G) so that z0 belongs to Hc(t2(S)) and where γ0 intersects at least
100N(S) geodesics from λ(G) that end at c. In this case γ0 can not have c as its
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endpoint. Moreover, K(γ0, z0) = ι(γ0, τ(G)) = m. Assume that G is normalised,
G = Gc. Let c1, c2 ∈ Cusp(G), c1 < c2, be the endpoints of γ0. We first consider
the case when the orientation of γ∗0 is such that the cusp c is to the left of γ0.
Let γ′0 be the geodesic that is orthogonal to γ0 and that contains z0. Let c1 <
x < c2 be the corresponding endpoint of γ
′
0. Since γ0 intersects at least 100N(S)
geodesics from λ(G) that end at∞ we can choose a point c3 ∈ Cusp(G) so that the
geodesic that connects c3 and ∞ belongs to λ(G) and so that c3 is the closest such
point to the point x subject to the condition c1 + 2 < c3 < c2 − 2 (see Proposition
3.3). Let γi ∈ Γ(G) i = 1, 2, be the geodesic that connects ci with c3. Choose
the orientation of γ∗i so that ∞ is to the left of γ∗i . Let T ∈ T (G) be the triangle
bounded by γ0, γ1 and γ2. Let zi, i = 1, 2, be the orthogonal projections of the
centre ct(T ) to the geodesic γi. Since |c3 − ci| > 2, i = 1, 2, it is easily seen that
h∞(zi) > 0. We conclude that the point zi does not belong to the t1(S)-horoballs
at ci or c3. Therefore,
K(γi, zi) = ι(γi, τ(G)), i = 1, 2.
From Proposition 3.3 we have that ι(γ1, τ(G)) + ι(γ2, τ(G)) = ι(γ0, τ(G))− 1 =
K(γ0, z0) − 1. By the induction hypothesis, the statement of the lemma is true
for the pair (γi, zi). We glue the corresponding polygons to the right of γ
∗
i . Let
T ∈ T (G) be the triangle bounded by γ0, γ1 and γ2. We add this triangle to obtain
the required polygon P . We have
|τ(P)| ≤ 1+CK(γ1, z1)+K+CK(γ2, z2)+K ≤ CK(γ0, z0)+(2K+1)−C ≤ CK(γ0, z0)+K.
By Proposition 3.3 the distance between the centre of T and the point z0 is less
than d1(S). By the definition of z1 and z2 the distance between the centre of T
and the point zi is less than 1 (the distance between the centre of an ideal triangle,
and its orthogonal projections to one of its sides is less than 1). In much the same
way as before one shows that the distances between the corresponding points in P
are within the required bounds.
Case 4. The assumptions are the same as in Case 3. except that the orientation
of γ∗0 is such that ∞ is to the right of γ∗0 . Let y denote the second endpoint of γ′0
and assume that y > c2 (the case y < c1 is treated similarly). Recall K(γ0, z0) =
ι(γ0, τ(G)) = m. Let m3 denote the number of geodesics from λ(G) that all end at
∞ and that are intersected by γ0. Let m1 denote the number number of geodesics
from λ(G) that are intersected by γ0 and that are to the left of those geodesics
we counted for m3. Let m2 denote the number of geodesics from λ(G) that are
intersected by γ0 and that are to the right of those counted for m3. Then m1 +
m2 +m3 = m.
Choose a point c3 ∈ Cusp(G) (see Figure 3.3) so that the geodesic that connects
c3 and ∞ belongs to λ(G) and so that c3 is the closest such point to the point y
subject to the condition c2 + 2 < c3 (see Proposition 3.3). Let k be the integer so
that
(22) log2[c2 − c1]− log2[c3 − c2] < k ≤ log2[c2 − c1]− log2[c3 − c2] + 1,
where [c2 − c1] and [c3 − c2] denote the corresponding integer parts. Note that
m3 ≥ [c2 − c1]N∞(S)− 1. This gives
K(γ0, z0) ≥ [c2 − c1]N∞(S).
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Figure 3.
First consider the case k > 3. Let ci+3, i = 1, ..., k − 3, be given by
ci+3 = c3 +
j=i∑
j=i
2j[c3 − c2].
Let γi ∈ Γ(G), i = 0, ..., k− 2, denote the geodesic that connects c1 and ci+2. By γ˜i
denote the geodesic that connects ci+1 and ci+2, i = 0, ..., k−2 (with this definition,
the geodesics γ0 and γ˜0 agree). Let γ̂1 be the geodesic that connects c1 and∞, and
γ̂k the one that connects ck and ∞. Let Ti+1 be the triangle bounded by γi, γi+1
and γ˜i+1. By T̂ denote the triangle bounded by γ̂1, γ̂k and γk−2.
Note that by the construction, the distance between the centres of adjacent
triangles Ti and Ti+1 is less than log 2 < 1. It is directly seen that the distance
between ct(Tk−2) and ct(T̂ ) is less than log 32+64. By Proposition 3.3 the distance
between z0 and the centre of the triangle T1 is less than d1(S).
Let z˜i ∈ γ˜i, i = 1, ..., k−2, be the points that are the orthogonal projections of the
centres of triangles Ti to γ˜i. Since (c3−c2) > 2 we have that the centre of Ti is high
enough with respect to ∞ so that h∞(z˜i) > 0. Therefore, K(γ˜i, z˜i) = ι(γ˜i, τ(G)).
Since for both endpoints of γi, i ≥ 2, we have that there are geodesics from λ(G)
that connect those points to ∞ we have that
K(γ˜i, z˜i) ≤ 2i[c3 − c2]N∞(S)− 1 +m1 +m2,
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for i ≥ 2. For the pair (γ˜1, z˜1) we have
K(γ˜1, z˜1) ≤ m2 + 2[c3 − c2]N∞(S).
On the other hand, let ẑ1 ∈ γ̂1 and ẑk ∈ γ̂k be the points whose imaginary parts
are equal to [c2−c1]8 . Then
K(γ̂1, ẑ1) ≤ m1 + [c2 − c1]
8
,
and
K(γ̂k, ẑk) ≤ [c2 − c1]
8
.
Also, it is easily seen that the distances between the centre of the triangle T̂ and
the points ẑ1 and ẑk are less than log 64 < 8.
We now apply the induction hypothesis on the pairs (γ˜i, z˜i), i = 1, ..., k − 2,
(γ̂1, ẑ1), (γ̂k−2, ẑk−2). We put the corresponding orientations on these geodesics, so
that γ0 is to the left of them. After gluing the corresponding polygons to the right
of the corresponding geodesics, and adding the triangles Ti and T̂ we obtain the
polygon P . We have
|τ(P)| ≤ (k−2)+1+C
i=k−2∑
i=1
2i[c3−c2]N∞(S)+Cm2+C(m1+[c2 − c1]
8
)+C
[c2 − c1]
8
+kK ≤
≤ (k + 1)K − 1 + C(m1 +m2 + [c2 − c1]
4
+ 2k−1[c3 − c2]N∞(S)
) ≤
≤ (k + 1)K − 1 + C(m1 +m2 + [c2 − c1]
4
+
[c2 − c1]
2
N∞(S) +
1
2
) ≤
≤ C(m1+m2+[c2−c1]N∞(S)−1)+K+
(
3
2
C − C [c2 − c1]
4
+ kK
)
≤ CK(γ0, z0)+K.
The last part of the above estimate follows from (22), the fact that c2 − c1 > 100
and the property C > 10K.
Let 0 ≤ k ≤ 3 in the above construction. Let γ̂1 and γ̂2 be the geodesics that
connect c1 and c2 with ∞, respectively. Let T̂ be the triangle bounded by γ0, γ̂1
and γ̂2. Let ẑ1 ∈ γ̂1 and ẑ2 ∈ γ̂2 be the corresponding points (chosen in the same
way as above). We now glue the corresponding polygons (whose existence follows
from the induction hypothesis), to the appropriate sides of γ̂1 and γ̂2. We also add
the triangle T̂ to obtain the polygon P . The rest is proved in the same way as in
the case k > 3. 
4. Measures on triangles and the proof of Theorem 1.1
4.1. Measures on triangles and the ∂̂ operator. Let N1Γ(S) and N1Γ(G)
denote the unit normal bundles of Γ(S) and Γ(G) respectively. Here N1Γ(S) is the
union of the normal bundles N1γ, where γ ∈ Γ(S). Every point in N1γ is a pair
(z, ~n) where z ∈ γ and ~n is the unit vector in the tangent space T 1S at z that is
orthogonal to γ. Every point (z, ~n) ∈ N1γ corresponds to a unique pair (γ∗, z),
where γ∗ ∈ Γ∗ and z ∈ γ, such that the vector ~n points to the left of γ∗.
Connected components of N1Γ(S) are the normal bundles N1γ∗, where γ∗ ∈
Γ∗(S), and N1Γ(S) is the disjoint union N1Γ(S) = ∪γ∗∈Γ∗(S)N1γ∗. The normal
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bundle N1γ∗ is the subset of the normal bundle N1γ that contains the unit vectors
that are pointing to the left of γ∗. Note that for a fixed geodesic γ and a chosen
orientation γ∗ the space N1γ∗ is a connected 1-manifold. This manifold is identified
with γ by the obvious projection map N1γ∗ → γ. Therefore, the set N1Γ(S) is
a 1-manifold with countably many components. Note that the group G acts on
N1Γ(G) and N1Γ(S) = N1Γ(G)/G.
Remark. Since every point in N1Γ(G) corresponds to a unique pair (γ∗, z). There-
fore, we define the combinatorial length mapping K : N1Γ(G) → N as K(z, ~n) =
K(γ∗, z), where ~n points to the left of γ∗. The induced map K : N1Γ(S) → N is
also denoted by K.
Definition 4.1. Let γ be a geodesic in H. We define the foot projection footγ :
H\γ → N1γ as follows. Let w ∈ H\γ and let z ∈ γ denote the orthogonal projection
of w to γ. Then footγ(w) ∈ N1γ is the point (z, ~n) such that the geodesic ray that
starts at (z, ~n) contains w.
Unless otherwise stated, all measures in this paper are positive, Borel measures.
Definition 4.2. If X is a topological space, then M(X) denotes the space of posi-
tive, Borel measures on X (necessarily finite). If X is a countable set, we equip X
with the discrete topology. In particular, by M(T (S)) and M(N1Γ(S)) we denote
the spaces of positive, Borel measures on the set of triangles T (S) and the manifold
N1Γ(S). The corresponding spaces of measures on T (G) and N1Γ(G) are denoted
by M(T (G)) and M(N1Γ(G)).
Remark. Note thatNT (S) can be seen as the subset ofM(T (S)). EachR ∈ NT (S)
induces a measure in M(T (S)) in the obvious way (if R = k1T1 + ...+ kmTm then
the corresponding measure µ ∈M(T (S)) satisfies that µ(Ti) = ki).
We define the ∂̂ : M(T (S)) → M(N1Γ(S)) operator as follows. The set T (S)
is a countable set, so every measure from M(T (S)) is determined by its value on
every triangle in T (S). Let T ∈ T (S) and let γi ∈ Γ(S), i = 1, 2, 3, denote its edges.
Set Vi = footγi(ct(T )) where ct(T ) is the centre of T . Choose µ ∈ M(T (S)). Let
αT ∈ M(N1Γ(S)) be the atomic measure, supported on V1, V2 and V3 such that
αT (Vi) = µ(T ). We define ∂̂µ = α ∈M(N1Γ(S)) as
α =
∑
T∈T (S)
αT .
If µ ∈M(T (S)) is a finite measure, then ∂̂µ is a finite measure as well. Moreover,
the total measure of ∂̂µ is three times the total measure of µ.
4.2. Transport of measure. In this subsection we define the notion of equivalent
measures. The following is the standard result in measure theory.
Proposition 4.1. Let µi ∈M(R), i = 1, 2, be two finite measures on the real line
R. Let K > 0. The following conditions are equivalent:
(1) For every a ∈ R the following inequalities hold
(23) µ1(−∞, a] ≤ µ2(−∞, a+K], µ2(−∞, a] ≤ µ1(−∞, a+K].
(2) The total µ1 and µ2 measures of R coincide, that is µ1(R) = µ2(R). There
exist mappings ψi : (0, µ1(R)]→ R so that (ψi)∗(ν) = µi and ||ψ1−ψ2||∞ ≤
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K. Here ν denotes the Lebesgue measure on the interval (0, µ1(R)] and
(ψi)∗(ν) denotes the push-forward of the measure ν under ψi. Moreover,
the mapping ψi is non-decreasing and left continuous.
(3) There exists a topological space X with a Borel measure η ∈ M(X) so that
the following holds. There exist mappings ψi : X → R so that (ψi)∗(η) = µi
and ||ψ1 − ψ2||∞ ≤ K.
If either of these three conditions is satisfied we say that µ1 and µ2 are K-equivalent
measures.
Remark. If g(x) = x + c is a translation, then the measures µ1 and µ2 are K-
equivalent, if and only if the measures g∗µ1 and g∗µ2 are. Here g∗µi denotes the
push-forward of the measure µi by g. Since g is a homeomorphism the similar
statement is true for the pull-backs of µ1 and µ2. Also, note that the relation
of being K-equivalent is symmetric. Moreover, if a pair of measures µ1, µ2 is K1
equivalent, and a pair ν1, ν2 is K2-equivalent, then the measures µ1+ν1 and µ2+ν2
are max{K1,K2}-equivalent.
Proof. The implications (2) → (1) and (3) → (1) are elementary. We prove (1)→
(2). This also proves (1)→ (3) since one can take X = (0, µ1(R)].
Note that (23) implies that the total µ1 and µ2 measures of R coincide, that is
µ1(R) = µ2(R). Set I = (0, µ1(R)]. Define ψi as follows. Set
Ei(x) = {y ∈ R : µi(−∞, y] ≥ x},
for i = 1, 2. Let ψi(x) = inf Ei(x) = minEi(x). The fact the infimum of the set
Ei(x) belongs to this set follows from the countable additivity property of measures.
In particular,
ψi(x)∫
∞
dµi ≥ x.
Note that ψi is non-decreasing. It is elementary to check that (ψi)∗(ν) = µi. We
now show that ||ψ1 − ψ2||∞ ≤ K. Let x ∈ I. It follows from (23) that
x ≤
ψ1(x)∫
−∞
dµ1 ≤
ψ1(x)+K∫
−∞
dµ2.
This shows that (ψ1(x) +K) ∈ E2(x). We conclude ψ2(x) ≤ ψ1(x) +K. Similarly
one shows ψ1(x) ≤ ψ2(x) +K. This proves the proposition. 
For γ ∈ Γ(S) let φ : R→ γ be an isometric parametrisation (from the Euclidean
metric on R to the hyperbolic on γ). Every other isometric parametrisation is
obtained by pre-composing φ by a translation on R. Let α ∈ M(N1Γ(S)) and let
γ∗ ∈ Γ∗(S). The restriction of the measure α to N1γ∗ is denoted by αγ∗ . Same as
before, we identify (in the obvious way), the manifold N1γ∗ and γ. Therefore, the
pull-back measure φ∗αγ∗ is well defined.
Definition 4.3. Let α, α′ ∈ N1Γ(S) and let K > 0. For γ ∈ Γ(S) let γ∗(1), γ∗(2) ∈
Γ∗(S) denote the two orientations on γ. Let φ : R→ γ be any isometric parametri-
sation. We have
• If for every γ ∈ Γ(S) the measures φ∗αγ∗(i) and φ∗α′γ∗(i), i = 1, 2, are
K-equivalent, then we say that the measures α and α′ are K-equivalent.
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• If for some γ ∈ Γ(S) the measures φ∗αγ∗(1) and φ∗αγ∗(2) are K-equivalent,
we say that the measure α is K-symmetric on γ. If α is K-symmetric on
every γ ∈ Γ(S) then we say that α is K-symmetric.
The above definition does not depend on the choice of the parametrisation φ (see
the above remark).
The following propositions are needed in the proof of Theorem 1.1 below.
Proposition 4.2. Let 0 < ǫ < 1. Let α1, α2 ∈ M(R) be discrete measures with
finitely many non-trivial atoms, and suppose that α1 and α2 are K-equivalent. Then
there are measures αrati , α
′
i ∈ M(R), i = 1, 2, so that αrati + α′i = αi and αrat1 and
αrat2 are K equivalent. Also, α
rat
i has atoms of rational weights, and the weight of
any atom of α′i is at most ǫ.
Proof. Let ai ∈ R and bj ∈ R denote respectively the points where α1 and α2 have
non-trivial atoms. Set xi = α1(ai) and yj = α2(bj). Let m1 be the total number of
atoms ai and let m2 be the total number of atoms bj . Set m = m1 +m2. Also, let
A be the minimum of all non-zero weights of atoms of both measures, and B the
maximum of all non-zero weights.
Since α1 and α2 are K-equivalent, we have that (23) holds. Since α1 and α2
have finitely many atoms, the condition (23) becomes a finite systems of linear
inequalities with integer coefficients, in xi and yj . Each such inequality has the
form ∑
i
σ1(i)xi ≤
∑
j
σ2(j)yj ,
or ∑
j
σ2(j)yj ≤
∑
i
σ1(i)xi,
where every σ1(i), σ2(j) is either 1 or 0. If we treat xi and yj as real variables,
then we conclude that this system of linear inequalities has a non-trivial solution.
In fact, the set of solutions of each above inequality is a half-space in Rm (each half
space contains the origin in Rm). The set of the solutions of the entire system is the
intersection of all these half-spaces in Rm. We denote this set by Sol. Let N ∈ N
and let SolN = Sol∩{|xi|, |yj | ≤ N}. We have that SolN is a convex polyhedron
(possibly degenerate) in Rm. By the Krein-Milman theorem, SolN is the closure
of the convex combinations of the extreme points on SolN (there are finitely many
extreme points). Each extreme point is the unique solution of a certain system
of equations with integer coefficients. Therefore, every extreme point is a rational
point in Rm. We conclude that the rational points in Rm are dense in every SolN
and therefore the rational points are dense in Sol = ∪N∈N SolN .
If xi and yj is the only solution to this system, then these numbers have to
be rational. If this is not the only solution, then we can choose rational solutions
xrati and y
rat
j to be as close to xi and yj as we want. Fix any ǫ1 > 0 and let x
rat
i
and yratj be rational numbers that satisfy all the above inequalities, and such that
Aǫ1 > |xi − xrati | and Aǫ1 > |yj − yratj |. Let t be a rational number so that
1− 2 ǫ1
A
< t < 1− ǫ1
A
.
RANDOM IDEAL TRIANGULATIONS 35
Then txrati < xi and ty
rat
j < yj and also tx
rat
i and ty
rat
j satisfy all the above
inequalities. Moreover, the following inequalities hold
|xi − xrati | < ǫ1
(2B
A
+Aǫ1 + 2ǫ1
2
)
,
and
|yj − yratj | < ǫ1
(2B
A
+Aǫ1 + 2ǫ1
2
)
.
Choose ǫ1 small enough so that ǫ1
(
2B
A +Aǫ1 + 2ǫ1
2
)
< ǫ.
Let αrat1 be the measure with the same non-trivial atoms as α1 and α
rat
1 (ai) =
txrati . Similarly define α
rat
2 (bj) = ty
rat
j . Set α
′
1 = α1−αrat1 and α′2 = α2−αrat2 . The
measures α′1 and α
′
2 are non-negative, and the weight of any atom under either of
these two measures is less than ǫ. Since txrati and ty
rat
j satisfy the same inequalities
as xi and yj we conclude that α
rat
1 and α
rat
2 are K-equivalent. 
Let L be a finite set. By ϑL ∈M(L) we denote the counting measure, that is if
L1 ⊂ L then ϑL(L1) is equal to the number of elements in L1. On the other hand,
we say that a Borel measure is integral if the measure of every set is an integer.
The following proposition is left to the reader.
Proposition 4.3. Let L be a finite set, and let T : L→ A be a function. Suppose
that T∗(ϑL) = α1 + α2 such that α1, α2 ∈ M(A) are integral measures. Then we
can write L = L1 ∪ L2 where L1 and L2 are disjoint, such that T∗(ϑL1) = α1 and
T∗(ϑL2) = α2.
Proposition 4.4. Let LA and LB be finite sets of labels, and let labA : LA → R and
labB : LB → R be labelling maps. Suppose that the measures α = (labA)∗(ϑLA) and
β = (labB)∗(ϑLB ) are K-equivalent. Then we can find a bijection σA,B : LA → LB
such that || labA− labB ◦σA,B||∞ ≤ K.
Proof. Since α and β are K-equivalent, we conclude that the total mass of α is
equal to the total mass of β. Set m = α(R) = β(R). By Proposition 4.1, we
can find non-decreasing and left continuous functions ψA, ψB : (0,m] → R such
that ||ψA − ψB||∞ ≤ K where (ψl)∗(ν) = (labl)∗(ϑLl) for l = A,B (here ν is the
Lebesgue measure on (0,m]). Since (labl)∗(ϑLl) is an integral measure, we have
that ψl(t) = ψl(t
∗) where t∗ is the least integer greater or equal to t. Therefore, we
can find bijections φl → {1, 2, ...,m}, l = A,B, such that ψl(φl(x)) = labl(x) for
every x ∈ Ll.
For a ∈ LA we let σA,B(a) = (φB)−1(φA(a)). Then | labA(a)− labB(σA,B(a))| =
|ψA(φA(a))− ψB(φA(a))| ≤ K which proves the proposition. 
Proposition 4.5. Let A and B be finite sets of real numbers. Let LA and LB be
finite sets of labels, and labA : LA → A and labB : LB → B labelling maps. Let
α, β ∈ M(R) be the atomic measures, that are supported on A and B respectively,
and α(a) = | lab−1A (a)| for every a ∈ A and β(b) = | lab−1B (b)| for every b ∈ B
(here | lab−1A (a)|, | lab−1B (b)| denote the numbers of the corresponding preimages in
LA and LB respectively). Suppose that α = α1 + α2 and β = β1 + β2 where
αi, βj ∈ M(R) are integral measures, such that α1, β1 are K1-equivalent, and α2,
β2 are K2-equivalent. Denote by m1 the total mass of α1 and by m2 the total mass
of α2. Then, there is a bijection σA,B : LA → LB so that for m1 elements a ∈ LA
we have | labB(σA,B(a))−labA(a)| < K1 and for the remaining m2 elements b ∈ LA
we have | labB(σA,B(b))− labA(b)| < K2.
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Proof. Note that α = (labA)∗(ϑLA) and β = (labB)∗(ϑLB ). The proof follows from
Proposition 4.3 and Proposition 4.4. 
We end this subsection with the following two elementary propositions that will
be used in Section 6.
Proposition 4.6. Let α, β, η ∈ M(R) such that α and β are K-equivalent, and
such that β and η are L-equivalent. Then α and η are K + L-equivalent.
Proof. One directly verifies that the condition (1) from Proposition 4.1 holds for
the measures α and η. 
Proposition 4.7. Let (X, ν) be a measure space and let µi : X →M(R), i = 1, 2,
be such that the mapping x→ µi(x)(−∞, t] is measurable for every t ∈ R. Suppose
that µ1(x) and µ2(x) are K-equivalent for every x ∈ X. Then the measures
µ1(X) =
∫
X
µ1(x) dν(x),
and
µ2(X) =
∫
X
µ2(x) dν(x),
are K-equivalent.
Remark. If µ : X →M(N1R) is a measurable mapping, and if µ(x) isK-symmetric
for every x, then the measure
µ(X) =
∫
X
µ(x) dν(x),
is also K-symmetric.
Proof. One verifies directly that the condition (1) from Proposition 4.1 holds for
the measures µ1(X) and µ2(X). 
4.3. Proof of Theorem 1.1. The remainder of the paper after this subsection is
devoted to proving the next theorem. From now on P (r) denotes a polynomial that
only depends on S. In particular we have P (r) + P (r) = P (r) and rP (r) = P (r).
Theorem 4.1. There exist a constant r0(S) = r0 that depends only on S, so that
for every r > r0 there exists a finite measure µ(r) ∈ M(T (S)) so that the total
measure |µ(r)| satisfies the inequality
Λ(T 1S)
2
< |µ(r)| < 3Λ(T
1S)
2
,
and with the following properties. There exist measures α(r), α1(r), β(r) ∈ M(N1Γ(S))
so that the measure ∂̂µ(r) ∈ M(N1Γ(S)) can be written as ∂̂µ(r) = α(r) +α1(r) +
β(r) and the following holds
(1) Let µ̂(r) denote the restriction of the measure µ(r) to the set of triangles
T ∈ T (S) for which h(T ) ≥ r2. Then∫
N1Γ(S)
(K(γ∗, z) + 1)d∂̂µ̂(r) ≤ P (r)e−r .
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(2) The measure α(r) is re−r-symmetric, and the measure α1(r) is Q-symmetric,
for any Q > 200.
(3) We have ∫
N1Γ(S)
(K(γ∗, z) + 1)dβ(r) ≤ P (r)e−r.
(4) We have ∫
N1Γ(S)
dα1(r) ≤ e−r.
We will explicitly construct the required measure µ(r). In the remainder of this
section we prove Theorem 1.1 assuming Theorem 4.1 and its notation. First, we
show that we may assume that the measure µ(r) from Theorem 4.1, has finite
support.
Proposition 4.8. Assume that Theorem 4.1 holds. Then there exist a constant
r0(S) = r0 that depends only on S so that for every r > r0 there exists a finite mea-
sure µ˜(r) ∈ M(T (S)) with finite support, so that the total measure |µ˜(r)| satisfies
the inequality
Λ(T 1S)
4
< |µ˜(r)| < 2Λ(T 1S),
and with the following properties. There exist measures α˜(r), α˜1(r), β˜(r) ∈ M(N1Γ(S))
so that the measure ∂̂µ˜(r) ∈ M(N1Γ(S)) can be written as ∂̂µ˜(r) = α˜(r) + α˜1(r) +
β˜(r) and the following holds
(1) The measure α˜(r) is re−r-symmetric, and the measure α˜1(r) is Q-symmetric,
for any Q > 200.
(2) We have ∫
N1Γ(S)
(K(γ∗, z) + 1)dβ˜(r) ≤ P (r)e−r.
(3) We have ∫
N1Γ(S)
dα˜1(r) ≤ e−r.
Proof. Let µ˜(r) ∈M(T (S)) be such that µ(r) = µ˜(r)+µ̂(r) where µ̂(r) was defined
in the statement of Theorem 4.1. Then µ˜(r) has finite support since it is supported
only on triangles from T (S) which satisfy h(T ) ≤ r2 (and there are only finitely
many such triangles). By the assumption in Theorem 4.1 we have |µ̂(r)| ≤ P (r)e−r.
This shows that
Λ(T 1S)
4
< |µ˜(r)| < 2Λ(T 1S),
for r large enough. Note that the measure ∂̂µ(r) consists of countably many atoms,
that are obtained as the feet of the centres of the triangles from T (S). The measure
µ˜(r) consists of finitely many atoms. It remains to construct the decomposition
∂̂µ˜(r) = α˜(r) + α˜1(r) + β˜(r)
For a discrete positive measure η we let supp(η) be the set of points t ∈ R for
which η({t}) > 0. We observe that µ̂ and µ˜ have disjoint support because if T1, T2
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are triangles that share a geodesic γ, and such that footγ(ct(T1)) = footγ(ct(T2))
then T1 = T2 (recall that footγ is an element ofN
1γ so if footγ(ct(T1)) = footγ(ct(T2))
then T1 and T2 are on the same side of γ). We let α be the restriction of α to suppµ˜
and α̂ the restriction of α to suppµ̂. One defines α1, α̂1, β and β̂ likewise. Then
µ˜ = α+ α1 + β, µ̂ = α̂+ α̂1 + β̂,
and α+ α̂ = α, α1 + α̂1 = α1 and β + β̂ = β.
We aim to ”symmetrise” α so that it is re−r-symmetric. To this end for each
γ ∈ Γ(S) we choose an orientation γ∗ ∈ Γ∗(S) for γ. Let α+ be the restriction of
α to N1γ∗ and α− be the restriction of α to N1(−γ∗), and think of α+ and α− as
measures on γ. We define α+, α−, α̂+ and α̂− likewise. Since α is re−r-symmetric
by Proposition 4.1 we can write
α+/− = (ψ+/−)∗[0, α
+(γ)),
such that ψ+/− : [0, α+(γ)) → γ satisfy that d(ψ+(t), ψ−(t)) ≤ re−r for all t ∈
[0, α+(γ)). Then we letA+/− ⊂ [0, α+(γ)) be defined byA+/− = ψ−1+/−(supp(α+/−)).
Set A = A+ ∩ A−. Also, let α˜+/− = (ψ+/−)∗A. By construction α˜+ and α˜− are
re−r-equivalent. Now consider α˜+ and α˜− as measures on N1γ∗ and N1(−γ∗)
respectively. Let α˜ = α˜+ + α˜−. Then α˜ is re−r-symmetric.
We let η = α − α˜. The reader can verify that there exists a measure η′ ≤ α̂
such that η′ + η is re−r-symmetric (the measure η′ is constructed in the obvious
way using the maps ψ+/−). Note that if (γ∗, z), (γ∗, z′) ∈ N1γ satisfy d(z, z′) ≤ K
then K(γ∗, z) ≤ eKK(−γ∗, z1). It follows that∫
N1Γ(S)
(K(γ∗, z) + 1) dη ≤ ere−r
∫
N1Γ(S)
(K(γ∗, z) + 1) dη′ ≤
≤ ere−r
∫
N1Γ(S)
(K(γ∗, z) + 1) dα̂ ≤ 3
∫
N1Γ(S)
(K(γ∗, z) + 1) dα̂,
for r large enough.
We likewise find α˜1 ≤ α1 such that α˜1 is Q-symmetric and η1 = α1 − α˜1 satisfy∫
N1Γ(S)
(K(γ∗, z) + 1) dη1 ≤ eQ
∫
N1Γ(S)
(K(γ∗, z) + 1) dα̂1.
Also ∫
N1Γ(S)
dα˜1 ≤ e−r.
This shows that α˜ and α˜1 satisfy the conditions (1) and (3) of this proposition.
We then let β˜ = β + η + η1. Then µ˜ = α˜+ α˜1 + β˜. Moreover∫
N1Γ(S)
(K(γ∗, z)) dβ˜ =
∫
N1Γ(S)
(K(γ∗, z)) d(β + η + η1) ≤
≤
∫
N1Γ(S)
(K(γ∗, z)) dβ+ ≤
∫
N1Γ(S)
(K(γ∗, z)) d(α̂+ α̂1) ≤ P (r)e−r,
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since α̂+ α̂1 ≤ µ̂. This proves the proposition.

The idea is to use the measures µ˜(r) to construct certain admissible pairs (C(r), σC(r)).
In turn, this will enable us to construct the corresponding covers of S that are re-
quired by Theorem 1.1.
From now on we suppress the dependence on r that is we set µ˜(r) = µ, α˜(r) = α,
α˜1(r) = α1 and β˜(r) = β. Since µ is finitely supported, the measure µ is atomic
and it has finitely many atoms. The measure ∂̂µ is atomic and it has finitely many
atoms, as well. Let m denote the total number of non-trivial atoms for ∂̂µ. Let L
be the maximum of the combinatorial length function K over the m points where
∂̂µ is supported. Let
ǫ =
1
m(L + 1)er
.
For T ∈ T (S) choose a number 0 ≤ µ′(T ) ≤ ǫ so that µ′(T ) + µ(T ) is a rational
number, and set µ′(T ) + µ(T ) = µrat(T ). If µ(T ) = 0 then we set µ′(T ) = 0 as
well. This is how we define two new measures µ′, µrat ∈ M(T (S)). Both these
measures are atomic (finitely many atoms), and µrat has the same set of atoms as
µ (the weights of atoms of µrat are rational numbers). In particular, µ′ has at most
m atoms, and each of them has the weight at most ǫ. Note that the total measure
of µrat satisfies µ(T (S)) ≥ µrat(T (S)) ≥ µ(T (S))−mǫ > µ(T (S))− e−r
The measure ∂̂µ ∈ M(N1Γ(S)) is also atomic, with finitely many atoms as well.
Let γ ∈ Γ(S) and let γ∗1 , γ∗2 ∈ Γ∗(G) denote the two orientations on γ. Since α is
re−r-symmetric, the two measures on R that arise as the restrictions of α on N1γ∗1
andN1γ∗2 respectively, are atomic (finitely many atoms), re
−r-equivalent measures.
Applying Proposition 4.2 on these two measures, and repeating the same for each
γ ∈ Γ(S) we construct the measures αrat, α′ ∈ M(N1Γ(S)) with the properties:
• αrat + α′ = α.
• αrat is re−r-symmetric.
• for any atom V ∈ N1Γ(S) of α′ we have α′(V ) ≤ ǫ.
We repeat the same for α1. We construct the measures α
rat
1 , α
′
1 ∈M(N1Γ(S)) with
• αrat1 + α′1 = α1.
• αrat is Q-symmetric.
• for any atom V ∈ N1Γ(S) of α′1 we have α′1(V ) ≤ ǫ.
We have
∂̂µrat = ∂̂µ+ ∂̂µ′ = αrat + α1rat + (β + ∂̂µ′ + α′ + α′1).
Note that from the fourth inequality in Proposition 4.6, we have∫
N1Γ(S)
dαrat1 ≤
∫
N1Γ(S)
dα1 ≤ e−r.
Set β1 = β + ∂̂µ
′ + α′ + α′1. Since µ
rat is atomic (finitely many atoms) with
rational weights, so is the measure ∂̂µrat. Since αrat and α1
rat are also atomic
(finitely many atoms) with rational weights, and since all the measure in question
are positive, we conclude that β1 is also atomic (finitely many atoms) and with
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rational weights. Moreover, we have∫
N1Γ(S)
(K(γ∗, z) + 1)dβ1 ≤
∫
N1Γ(S)
(K(γ∗, z) + 1)dβ +
∫
N1Γ(S)
(K(γ∗, z) + 1)d∂̂µ′+
+
∫
N1Γ(S)
(K(γ∗, z) + 1)dα′ +
∫
N1Γ(S)
(K(γ∗, z) + 1)dα′1 ≤ P (r)e−r + 3m(L+ 1)ǫ,
that is, for r large enough we have∫
N1Γ(S)
(K(γ∗, z) + 1)dβ1 ≤ P (r)e−r.
Let n be a large enough integer so that the weights of atoms of the measures
µrat, αrat, α1
rat and β1 are all integers. We multiply the measures in question by
n. Set µint = nµrat, αint = nαrat, αint1 = nα1
rat and βint1 = nβ1. We have that α
int
is still re−r-symmetric, and αint1 is Q-symmetric. Moreover, we have the following
estimate for the total measure of αint1
(24)
∫
N1Γ(S)
dαint1 ≤ ne−r.
Also, the total measure of µint satisfies that nµ(T (S)) ≥ µint(T (S)) > n(µ(T (S))−
e−r).
Now we apply the Correction lemma (Lemma 3.3). Let (γ∗, z) ∈ N1Γ(S) be an
atom of βint1 (note that the same point can be an atom of the measure α
int or αint1 ).
Choose a lift of (γ∗, z) to N1Γ(G) and denote it also by (γ∗, z). We apply Lemma
3.3 to this pair, to obtain the corresponding polygon P in H that is to the right
of γ∗. Project the triangles from the triangulation τ(P) to S. Let T ′ ∈ τ(P) and
let [T ′]G = T ∈ T (S) be its projection. Let νT ∈M(T (S)) be the measure that is
supported on T and so that νT (T ) = βint1 (γ
∗, z). Set
ν(γ
∗,z) =
∑
T
νT ,
where we sum over all such triangles T . From Lemma 3.3 we have the bound on
the number of triangles in τ(P) and thus we obtain the following estimate of the
total measure
ν(γ
∗,z)(T (S)) ≤ (CK(γ∗, z) +K)βint1 (γ∗, z).
Here C and K are the constants from Lemma 3.3. Note that each atom of ν(γ
∗,z)
has an integer weight.
Let D be the constant from Lemma 3.3, and let γ0 ∈ Γ(S)\λGen(S) be a geodesic
that lifts to an edge of a triangle from τ(P). Denote by βint1 |(γ∗,z) the restriction
of βint1 to the point (γ
∗, z) ∈ N1Γ(S). Then the two measures on γ0 that are the
restrictions of the measure ∂̂ν(γ
∗,z) + βint1 |(γ∗,z) on N1γ0 are D-equivalent. This
follows from Lemma 3.3, that is, the two atoms of ∂̂ν(γ
∗,z) + βint1 |(γ∗,z) in N1γ0
(one on each side of γ0), are within the hyperbolic distance D (these two atoms
have the same weight by the definition of ν(γ
∗,z)).
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Repeat this process for every non-trivial atom of βint1 and set
ν =
∑
(γ∗,z)
ν(γ
∗,z),
where we sum over all non-trivial atoms for βint1 . We have ν ∈M(T (S)) and
ν(T (S)) ≤
∫
N1Γ(S)
(
CK(γ∗, z) +K)dβint1 ≤ nP (r)e−r .
Let γ0 ∈ Γ(S) \ λGen(S). Then the two measures on γ0 that are the restrictions
of the measure ∂̂ν + βint1 to N
1γ0 are D-equivalent. Let γ0 ∈ λGen(S). Then by
Lemma 3.3 all the atoms of ∂̂ν on γ0 are within the D/2 hyperbolic distance from
the point mid(γ0) ∈ γ0. If we can show that the total measures are equal, that
is of ∂̂ν(N1γ∗0) = ∂̂ν(N
1(−γ∗0 )) that would show that the measure ∂̂ν + βint1 is
D-symmetric.
Set µint1 = µ
int + ν. Again, µint1 has finitely many atoms, and all the weights are
integers. The above estimate for ν(T (S)) implies that, for r large enough, the total
measure of µint1 satisfies the following inequalities
(25)
nµ(T (S))
2
< n(µ(T (S))−e−r) < µint1 (T (S)) < nµ(T (S))+nµ(T (S))P (r)e−r < 2nµ(T (S)).
Set βint2 = β
int
1 + ∂̂ν. Then the following equality holds
∂̂µint1 = α
int + αint1 + β
int
2 .
We have the following estimates on the total measures of βint2
(26) βint2 (T (S)) ≤
∫
N1Γ(S)
dν +
∫
N1Γ(S)
dβint1 < nP (r)e
−r.
Since µint1 has finitely many atoms with integer weights, we can consider µ
int
1
as an element of NT (S). We construct the labelled collection of triangles C that
corresponds to µint1 ∈ NT (S) (see remark before Definition 3.1) . LetM denote the
total number of elements of LC (clearly M is equal to the total measure of 3µint1 ).
From (25) we have 3nµ(T (S))2 < M < 6nµ(T (S)).
Fix γ ∈ Γ(S) \ λGen(S) and choose an orientation γ∗ on γ. We have already
seen that the restriction of the measure µint1 on N
1γ can be written as the sum of
three measures from M(N1γ) where each of these three measures produces a pair
of measures on γ that are equivalent (for some constant). This implies that the
sets LC,γ∗ ,LC,−γ∗ ⊂ LC have the same number of elements. This shows that such
γ∗ does not figure in the formal sum ∂C ∈ ZΓ∗(S). So
∂C =
l∑
i=1
kiγ
∗
ki ,
where γ∗ki ∈ λ∗Gen(S) and ki ∈ Z. By Proposition 3.2 we have that every ki = 0
that is ∂C = 0 in ZΓ∗(S). Thus for every γ ∈ Γ(S) the total measures of ∂̂µint1
on N1γ∗ and on N1(−γ∗) are the same. As indicated above, this proves that the
measure βint2 = β
int
1 + ∂̂ν is D-symmetric.
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Set αint2 = α
int
1 + β
int
2 . Then α
int
2 is max{Q,D}-symmetric, and from (24), (26),
for r large enough, we have
(27) αint2 (T (S)) ≤ nP (r)e−r + nP (r)e−r ≤ nP (r)e−r .
Let γ ∈ Γ(S) and consider the restriction of the measure ∂̂µint1 to N1γ. This
produces a pair of measures in M(R). Apply Proposition 4.5 to this pair of mea-
sures. Choose an orientation γ∗ on γ. Recall the notation from Proposition 4.5.
We say that z ∈ A ⊂ γ if (γ∗, z) is a non-trivial atom of the measure ∂̂µint1 . We say
that z ∈ B ⊂ γ if (−γ∗, z) is a non-trivial atom of the measure ∂̂µint1 . We identify
LA with LC,γ∗ and LB with LC,−γ∗ . We define the involution σC : LC,γ∗ → LC,−γ∗
by σC = σA,B where σA,B : A → B is the bijection from Proposition 4.5. This is
how we construct the admissible pair (C, σC).
Fix a ∈ LC . Let (T1, γ∗1 ), (T ′1,−γ∗1) ∈ T ∗(G) such that labC(a) = [(T1, γ∗1 )] and
labC(σC(a)) = [(T ′1,−γ∗1)]. Let [T1]G = PrS(labC(a)) = T ∈ T (S) and [T ′1]G =
PrS(labC(σC(a))) = T ′ ∈ T (S). Also, let γ∗ ∈ Γ∗(S) be the projection of γ∗1
to S and finally let γ ∈ Γ(S) be the corresponding unoriented geodesic. We have
d(footγ(ct(T )), footγ(ct(T
′))) ≤ max{Q,D}where labC(σC(a)) = T ′. LetNC(re−r)
denote the number of elements a ∈ LC so that for the corresponding edge γ of
T = PrS(labC(a)) we have d(footγ(ct(T )), footγ(ct(T ′))) > re−r. From Proposition
4.5 and from (27), we conclude that NC(re−r) ≤ nP (r)e−r.
By Lemma 3.1, there exists finitely many virtual triangulation pairs (Ci, σi) so
that (C, σ) is their union. For each i there exists a finite cover Si of S so that
LCi = τ∗(Si) is a triangulation of Si (by λ(Si) we denote the corresponding set of
edges). Also, by r(i) ∈ X(τ(Si)) we denote the corresponding shear coordinates.
Note that the Riemann surface Si corresponds to the point Fτ(Si)(r(i)) in the
corresponding Teichmu¨ller space. For each Si we have the following:
• Since h(T ) ≤ r2 for every T ∈ τ(Si) from Lemma 3.2 we have
Oτ(Si)(r(i)) ≤ 2r2.
• We have ||r(i)||∞ < max{Q,D}.
One can verify the following elementary proposition.
Proposition 4.9. Let xi, yi > 0, i = 1, ..., k, and set x = x1 + ... + xk, y =
y1 + ...+ yk. Then
min
1≤i≤k
xi
yi
≤ x
y
.
Let Nτ(Si)(re
−r) denote the number of edges from λ(Si) for which the corre-
sponding shear coordinate is greater than re−r. We have∑
i
Nτ(Si)(re
−r) = NC(re−r) ≤ nP (r)e−r.
Also, ∑
i
|λ(Si)| =M ≥ 3nµ(T (S))
2
.
From the above proposition we have that for at least one surface Si, say for S1, we
have that
Nτ(S1)(re
−r)
|λ(S1)| ≤ P (r)e
−r.
where |λ(S1)| is the total number of edges in λ(S1).
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Let r →∞. From Theorem 2.2 we have that the Weil-Petersson distance between
Fτ(Si)(r(i)) and Fτ(Si)(0), tends to 0 when r → ∞. Note that by Proposition 2.2,
the Riemann surface that corresponds to Fτ(Si)(0) is isomorphic to the quotient of
H by a finite index subgroup of PSL(2,Z).
Theorem 1.1 states that for any two punctured Riemann surfaces S and R of
finite type, and for every ǫ > 0 we can find finite covers Sǫ and Rǫ of S and R
respectively, so that the Weil-Petersson distance between them is less than ǫ. We
first find S′ǫ and R
′
ǫ finite covers of S and R respectively, so that S
′
ǫ and R
′
ǫ are
ǫ
2 -close (in the Weil-Petersson sense) to two Riemann surfaces S
′′
ǫ and R
′′
ǫ where
S′′ǫ and R
′′
ǫ are isomorphic to H/G1 and H/G2 respectively, where G1, G2 are finite
index subgroups of PSL(2,Z). Set G3 = G1 ∩G2 and let Mǫ be the corresponding
Riemann surface. Then there are covers Sǫ and Rǫ of S and R respectively, so
that Sǫ and Rǫ are
ǫ
2 -close (in the Weil-Petersson sense) to M . Moreover, the
Weil-Petersson distance between Sǫ and Rǫ is at most ǫ. This proves the theorem.
5. The absorption maps and the proof of Theorem 4.1
5.1. Preliminary results from hyperbolic geometry and four operations
on the unit tangent bundle. LetMob(H) denote the group of orientation pre-
serving Mo¨bius transformations of H. By Mob∞(H) we denote the subgroup of
Mob(H) whose elements preserve ∞. By Γ(H) we denote the set of all geodesics
in H. Also, let T (H) denote the set of all ideal triangles in H.
Denote by T 1H the unit tangent bundle of H. Elements of T 1H are pairs (z, v)
where z ∈ H and v is a unit vector at z. If f ∈ Mob(H) then f(z, v) ∈ T 1H
is a well defined element. The quotient T 1H/G is isomorphic to the unit tangent
bundle T 1S. Also, if E ⊂ H or E ⊂ S then T 1E denotes the restriction of the
corresponding unit tangent bundle over E.
We parametrise T 1H by (z, v) = (x, y, θ). Here z = x + iy, and θ ∈ [0, 2π) is
the positively oriented angle that v makes with the positive part of the x-axis. The
Liouville volume form on T 1H is given by dΛ = y−2 dx∧dy∧dθ. The corresponding
measure on T 1H is called the Liouville measure. The total measure Λ(T 1S) is finite.
Let ω = e2πi/3. By ω : T 1H → T 1H we also denote the map ω(z, v) = (z, ωv).
Clearly the map ω is a diffeomorphism of T 1H of order three (this is the first
operation on T 1H we define in this subsection). Also, the map ω commutes with
every element from Mob(H) (and in particular ω commutes with every element
of the group G). We have that ω : T 1S → T 1S is a well defined diffeomorphism.
Moreover, ω is measure preserving (it preserves the Liouville measure on T 1H),
that is Jac(ω) = 1 where Jac(ω) denotes the Jacobian.
Fix (z, v) ∈ T 1H. Let γ(z,v) : [0,∞) → H be the natural parametrisation of
the geodesic ray that starts at z and that is tangent to the vector v at z that is
γ′(z,v)(0) = v. We use the same notation for the induced map γ(z,v) : R
+∪{0} → S.
By γ(z,v) we also denote the corresponding geodesic ray γ(z,v)(R
+ ∪ {0}).
As usual, for t ∈ R+ ∪ {0} the geodesic flow gt : T 1H → T 1H is given by
gt(z, v) = (γ(z,v)(t), γ
′
(z,v)(t)). Moreover, for f ∈Mob(H) we have gt ◦ f = f ◦ gt.
Therefore, the flow is well defined on T 1H/G. We use the same notation for the
induced flow gt : T
1S → T 1S. The geodesic flow gt is measure preserving.
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St(z, v)St(v, ωv)
p(z, ωv) p(z, v)
R(z, v)
R(z, ωv)
(z, ωv)
(z, v)
I−1(z, ωv)
I(z, v)
Figure 4. The four operations on the T 1H
Definition 5.1. Let p : T 1H→ ∂H denote the map such that p(z, v) ∈ ∂H is the
end point of the geodesic ray γ(z,v). Let p
1 : T 1H → Γ(H) denote the map such
that p1(z, v) ∈ Γ(H) is the geodesic that connects the points p(z, v) and p(z, ωv).
Let p2 : T 1H → T (H) denote the map such that p2(z, v) ∈ T (H) is the triangle
with the vertices p(z, v) p(ω(z, v)) and p(ω2(z, v)).
Since the angle between v and ωv is 2π/3 we find that the point z is the centre of
the triangle p2(z, v) = p2(ω(z, v)) = p2(ω2(z, v)). The triangle p2(z, v) is bounded
by the geodesics p1(z, v), p1(ω(z, v)) and p1(ω2(z, v)). Moreover, we endow the
geodesic p1(z, v) with the induced orientation, so that the endpoints p(z, v) and
p(z, ωv) correspond to −∞ and +∞, respectively.
We now define the other three operations on T 1H. Let (z, v) ∈ T 1H. Let f(z,v) ∈
Mob(H) be the rotation of order two about the point footp1(z,v)(z) ∈ p1(z, v). Set
R(z, v) = f(z, v). Clearly the map R : T 1H → T 1H is a diffeomorphism of order
two. Also the map R commutes with every element fromMob(H) and the induced
diffeomorphism R : T 1S → T 1S is well defined. Note that p(z, v) = p(ω(R(z, v)))
and p1(z, v) = p1(R(z, v)).
Remark. The group 〈ω,R, 〉 generated by ω,R : T 1S → T 1S is isomorphic to
Z2 ⋆ Z3. It is easy to see that there exists a finite orbit under the action of this
group if and only if the surface S is modular, that is S is isomorphic to H/G where
G is a finite index subgroup of PSL(2,Z). This indicates the relevance of this group
action to the Ehrenpreis conjecture.
Let (z, v) ∈ T 1H, w ∈ p1(z, v), and t ∈ R. Let f(z,v)(t) ∈ Mob(H) be the
hyperbolic transformation which fixes the points p(z, v) and p(z, ωv), and so that
the signed hyperbolic distance between the points w and f(z,v)(t)(w), is equal to
t. Here the signed distance between w and f(z,v)(t)(w) is positive if and only if
the points p(z, v), w, f(z,v)(t)(w), and p(z, ωv), sit on the geodesic p
1(z, v), in
this order, with respect to the induced orientation on p1(z, v). The definition of
the map f(z,v)(t) does not depend on the choice of w ∈ p1(z, v). Clearly, the
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collection of transformations f(z,v)(t), t ∈ R, is an one-parameter Abelian group.
Set St(z, v) = f(z,v)(t)(z, v). The collections of maps St : T 1H → T 1H, t ∈ R,
is an one-parameter Abelian group of diffeomorphisms, and St commutes with
every element from Mob(H). Note that p(z, v) = p(St(z, v)), and p1(z, v) =
p1(St(z, v)).
Remark. In fact, St : T 1H→ T 1H, is the ”equidistant” flow. This means that for
(zt, vt) = St(z, v), the points zt move along the line that is equidistant from the
geodesic p1(z, v) (the distance between zt and p
1(z, v) is log
√
3).
Let (z, v) ∈ T 1H so that p(z, v) 6= ∞. Let γ ∈ Γ(H), be the geodesic that
connects p(z, v) and ∞, and let fγ : H → H, be the reflection through γ. Set
IL1 (z, v) = fγ(z, v), and IL = ω2 ◦ IL1 . The maps IL1 , IL : T 1H→ T 1H are defined
almost everywhere on T 1H, because the subset of T 1H on which p(z, v) = ∞
has zero measure in T 1H. The maps IL and IL1 commute with every element of
Mob∞(H). Note that IL1 is of order two. Also, p(z, v) = p(ω(IL(z, v))). We set
IR = (IL)−1.
Remark. The map IL : T 1H → T 1H does not commute with the entire group
Mob(H) and the map IL does not give rise to a map on T 1S. Let c ∈ Cusp(G),
and let G = Gc be normalised. Then IL commutes with the translation for 1, so
the maps IL and IL1 , are well defined almost everywhere on T 1Hc(0). We have
the induced maps IL, IL1 : T 1H \ T 1ThG(0) → T 1H \ T 1ThG(0), and IL, IL1 :
T 1S \ T 1ThS(0) → T 1S \ T 1ThS(0), that are defined on each 0-horoball in the
normalised setting. Also, note that IL 6= IR.
Proposition 5.1. We have Jac(R) = Jac(St) = 1 everywhere on T 1H and Jac(IL) =
1 almost everywhere on T 1H. Moreover we have that the relations R◦St = S(−t)◦R
and IL ◦ St = S(−t) ◦ IL hold for every t ∈ R. Also R2 is the identity mapping on
T 1H.
Proof. We have already observed that R is of order two, that is R2 is the identity
mapping on T 1H. If (z, v), (z1, v1) ∈ T 1H, and (z1, v1) = St(z, v), for some t ∈ R,
then p1(z, v) = p1(z1, v1), and p
1(IL(z, v)) = p1(IL(z1, v1)). This yields the
relation IL ◦ St = S(−t) ◦ IL. The relation R ◦ St = S(−t) ◦ R, is proved similarly.
Since all four mapsR, St, IL1 , and IL commute withMob∞(H), andMob∞(H)
acts transitively on H, we have that the functions Jac(R), Jac(St), Jac(IL1 ), and
Jac(IL), are constant functions almost everywhere on T 1H. Since R = R−1 we
have that Jac(R) = 1 everywhere on T 1H. It follows from R ◦ St = S(−t) ◦ R,
that Jac(St) = Jac(S(−t)). Since (St)−1 = S(−t), we conclude that Jac(St) = 1
everywhere on T 1H. From (IL1 )−1 = IL1 , we find that Jac(IL1 ) = 1. Since Jac(ω) =
1 it follows from the definition of IL that Jac(IL) = 1. 
Definition 5.2. Let (z, v) ∈ T 1H, and let p ∈ ∂H.
• Denote by Θp(z, v) the unique number in [−π, π) that is equal to the pos-
itively oriented angle between the vector v and the geodesic ray γpz , where
γpz denotes the geodesic ray that starts at z and ends at p.
• By Hpz we denote the unique horoball that contains z and meets ∂H at p.
• Let z, z′ ∈ H. Denote by ∆p[z, z′] the signed hyperbolic distance between
the horocircles ∂Hpz and ∂Hpz′ . That is, ∆p[z, z′] is non-negative if and only
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if Hpz is contained in Hpz′ (in this case we say that z is closer to p than z′
is).
• Suppose that p 6= p(z, v). Then by zmax(γ(z,v), p) we denote the point on
γ(z,v) that is the closest to p.
Also, if p 6= p(z, v), then there exists a unique point on γ(z,v) that is the closest
to p. This shows that zmax(γ(z,v), p) is well defined. If p = p(z, v), then such a
point does not exist.
Note that for z, w ∈ H, we have ∆p[z, w] = −∆p[w, z], and |∆p[z, w]| ≤ d(z, w).
For points z, w1, w2 ∈ H, we have ∆p[z, w2]−∆p[z, w1] = ∆p[w1, w2].
Remark. Let c ∈ Cusp(G), and z, z′ ∈ H. Then ∆c[z, z′] measures the difference
in heights, that is
hc(z)− hc(z′) = ∆c[z, z′].
It follows from the definition that zmax(γ(z,v), p) 6= z, if and only if 0 < |Θp(z, v)| <
π
2 . If Θp(z, v) = 0, then γ
p
z = γ(z,v). If 0 < |Θp(z, v)| < π2 , then there exists t0 > 0,
so that γ(z,v)(t0) = zmax(γ(z,v), p). Most calculations in the remainder of this paper
are based on the following two elementary identities
(28) ∆p[zmax(γ(z,v), p), z] = log(csc(|Θp(z, v)|)),
and
(29) t0 = log
(
csc(|Θp(z, v)|) + cot(|Θp(z, v)|)
)
.
It follows that
(30) 0 < t0 −∆p[zmax(γ(z,v), p), z] < log 2,
and when |Θp(z, v)| is small, we have
(31) 0 < t0 −∆p[zmax(γ(z,v), p), z] = log 2−O(|Θp(z, v)|2).
Proposition 5.2. Let (z, v) ∈ T 1H, and p ∈ ∂H, such that 0 < |Θp(z, v)| < π2 . Let
t0 > 0 be the number so that zmax(γ(z,v), p) = γ(z,v)(t0). Then for every 0 ≤ t ≤ t0,
we have
t− log 2 < ∆p[γ(z,v)(t)), z] < t.
Also,
e−t0 < |Θp(z, v)| < πe−t0 .
Proof. The first inequality follows from (30). The second inequality follows from
(28), and the fact that for |θ| ≤ π2 , we have | sin θ| ≤ |θ| ≤ π2 | sin θ|. 
Proposition 5.3. Let t ∈ R, p ∈ ∂H, and (z, v) ∈ T 1H, such that Θp(z, ω2v) = 0.
Let (zt, vt) = St(z, v). Then
|∆p[z, zt]| ≥ |t| − log 6.
Proof. Let w = footp1(z,v)(z), and wt = footp1(z,v)(zt). Since Θp(z, ω
2v) = 0,
we have w = zmax(p
1(z, v), p). It follows from the definition of St(z, v), that the
hyperbolic distance between the points w and wt, is equal to |t|. From the first
inequality in the previous proposition we have
|∆p[w,wt]| ≥ |t| − log 2.
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Since d(z, w) = d(zt, wt) = log
√
3, we have
|∆p[z, zt]| ≥ |∆p[w,wt]| − log 3 ≥ |t| − log 6.
If p is an endpoint of p1(z, v), then |∆p[z, zt]| = |t| > |t| − log 6. 
Proposition 5.4. Let (z, v) ∈ T 1H, and let pi ∈ ∂H, i = 0, 1, 2, so that |Θpi(z, ωiv)| <
π
2 δ, for some 0 ≤ δ. Let T ∈ T (H) be the triangle with the vertices pi. There exists
a universal constant C > 0, so that for δ small enough, we have d(ct(T ), z) ≤ Cδ.
Proof. We consider the unit disc model D for H. We may assume that z = 0,
and that v = ∂∂x (0). Then p(z, ω
iv) = ωi = e2πi/3 ∈ ∂D, i = 0, 1, 2, where ∂D is
the unit circle. Since |Θpi(z, ωiv)| < π2 δ, we have that |pi − p(z, ωiv)| < δ4 , where
|pi−p(z, ωiv)| is the Euclidean distance. Recall that z is the centre of the triangle
p2(z, v). The centre of an ideal triangle, as the function of triples of points on ∂D,
is smooth in some neighbourhood the triple (1, e2π/3, e4π/3). Therefore, there exists
a universal constant C > 0, so that d(ct(T ), z) ≤ Cδ, for δ small.

Proposition 5.5. Let (z, v) ∈ T 1H, and set R(z, v) = (z1, v1). Let pi ∈ ∂H,
i = 0, 1, so that |Θpi(z, ωiv)| < π2 δ, for some 0 ≤ δ. By γ ∈ Γ(H), we de-
note the geodesic with the endpoints p0 and p1. There exists a universal con-
stant C > 0, so that for δ small enough we have d(footp1(z,v)(z), footγ(z)) ≤ Cδ,
d(footp1(z,v)(z1), footγ(z1)) ≤ Cδ, and d(footγ(z), footγ(z1)) ≤ Cδ.
Proof. We consider the unit disc model D for H. We may assume that the geodesic
p1(z, v) connects the points −1 and 1, on ∂D, and that p(z, v) = −1. Also, we
may assume that the x-coordinate of z is equal to zero. Then z = i
√
3−1√
3+1
, and z1 =
−i
√
3−1√
3+1
. Since |Θpi(z, ωiv)| < π2 δ, i = 0, 1, we have that for some universal constant
D > 0, and for δ small enough, the inequalities |p0 + 1| < Dδ, and |p1 − 1| < Dδ,
hold. Here |p0+1|, and |p1−1|, are the Euclidean distances. The function footγ(z),
as a function of p0, and p1, is smooth in some neighbourhood of the pair (1,−1).
This shows that there is a universal constant C > 0, so that for δ small enough, we
have d(footp1(z,v)(z), footγ(z)),d(footp1(z,v)(z1), footγ(z1)),d(footγ(z), footγ(z1)) ≤
Cδ. 
5.2. The Absorption maps. First we give a short overview of the construction
that follows. In order to construct the measures from the statement of Theorem
4.1, for every r > 2 we define a map (almost everywhere on T 1H with respect to
the Liouville measure Λ on T 1H)
ar : T
1H→ Cusp(G),
such that for almost every (z, v) ∈ T 1H we have
• ar(g(z, v)) = g(ar(z, v)), for every g ∈ G.
• Θar(z,v)(z, v) ≤ Ce−r.
Moreover we have the induced map a1r : T
1H → Γ(G) where a1r(z, v) is the
geodesic with the endpoints ar(z, v) and ar(z, ωv). Also we have the map a
2
r :
T 1H→ T (G) where a2r(z, v) is the triangle with vertices ar(z, ωjv, j = 0, 1, 2. The
maps ar, a
1
r and a
2
r are G equivariant so we have the induced maps from T
1S to
Cusp(G), Γ(S) and T (S), respectively. Note that if ϕ : S → R is a non-negative
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integrable function on S, then (a2r)∗(ϕdΛ) ∈M(T (S)). The measure µ ∈ M(T (S))
from Theorem 4.1 will be constructed in this way for a suitable choice of ϕ.
Our goal is to let r be large and show that for ”most” points (z, v) ∈ T 1H we
have a1r(z, v) = a
1
r(R(z, v)). This would imply that ∂̂(a2r)∗(dΛ) = α+β, where α is
Ce−r symmetric and β is small. This seems to be a good candidate for the choice
of measure µ in Theorem 4.1. However with this choice we have∫
N1Γ(S)
(K(γ∗, z) + 1)d∂̂(a2r)∗(dΛ) =∞,
because of the thin part of S. In order to overcome this problem we set ϕr(z) =
e
1
2 (2r−h(z)), and consider the measure (a2r)∗(ϕr dΛ) ∈ M(T (S)) (note that ϕr(z) =
1 for z ∈ ThS(2r)). But this introduces an imbalance, that is the measure
∂̂(a2r)∗(ϕr dΛ) is no longer almost symmetric outside ThS(2r) because ϕr(z, v) 6=
ϕr(R(z, v)) for z that is is outside ThS(2r). That is why we introduce the map
b2r : Cr(S)→ T (S),
where Cr(S) ⊂ (T 1S \ThS(2r)) is the ”correctable” part. Then we let our measure
µ ∈M(T (S)) be given by
µ = (a2r)∗(ϕr dΛ) + 3(b
2
r)∗(ϑr dΛ),
where ϑr(z, v) = ϕr(R(z, v))− ϕr(z, v), for (z, v) ∈ Cr(S). Then we show that the
measure ∂̂µ has the desired decomposition.
We now return to the construction. Recall that S is a fixed surface of type
(g,n), and Cusp(S) = {c1(S), ..., cn(S)}. As always, G is one of the n normalised
Fuchsian groups Gci(S), i = 1, ..., n, such that H/G is isomorphic to S. Recall
that the interiors of the different 0-horoballs on S are disjoint. This implies that
different 1-horoball are disjoint on S
Let (z, v) ∈ T 1H. For any t ≥ 0, the point γ(z,v)(t) is either in the interior
of ThG(1), or in one of the 1-horoballs. Let (c1, c2, ...), be the ordered set of
cusps from Cusp(G), so that the ray γ(z,v) intersects each horoball Hci(1), and
which are ordered so that the ray γ(z,v) visits the horoball Hci(1) before it visits
the horoball Hcj (1) if and only if i < j. In other words, let ti ≥ 0, so that
γ(z,v)(ti) = zmax(γ(z,v), ci). Then i < j, if and only if ti < tj . Since the 1-horoballs
are disjoint, and each horoball is a convex subset of H, we have that ci 6= cj , for
i 6= j.
Remark. For a point (z, v) ∈ T 1H, the set (c1, c2...) is either: empty, finite but
non-empty, or infinite. It can be show that the set of points in T 1H, for which the
corresponding set (c1, c2...) is infinite, has the full measure in T
1H (we do not use
this result).
We now define the maps ar, and a
i
r, i = 1, 2, described above. Given r > 0, to
every point (z, v) ∈ T 1S, we associate a triangle from T (S).
Definition 5.3. Fix r > 2. Let (z, v) ∈ T 1H, and let (c1, c2, ...), be the correspond-
ing ordered set of cusps that γ(z,v) intersects.
• Define ar(z, v) = ci, if
RANDOM IDEAL TRIANGULATIONS 49
(32) hci(zmax(γ(z,v), ci))− hci(z) ≥ r,
and if this inequality does not hold for any cusp cj, where j < i.
• Let 0 ≤ tr(z, v) ≤ ∞, be such that γ(z,v)(tr(z, v)) is the first point of entry
of the ray γ(z,v) in the horoball Har(z,v)(1). If (z, v) does not get absorbed,
then tr(z, v) =∞.
• If both ar(z, v) and ar(z, ωv) are well defined, then by a1r(z, v) ∈ Γ(G),
we denote the geodesic with the endpoints ar(z, v) and ar(z, ωv). If all
three cusps ar(z, v), ar(z, ωv), and ar(z, ω
2v), are well defined, then by
a2r(z, v) ∈ T (G), we denote the triangle with the vertices ar(z, v), ar(z, ωv),
and ar(z, ω
2v).
Since r > 2, we have that |Θar(z,v)(z, v)| ≤ πe−2 < π6 . This implies that
|Θar(z,ωv)(z, v)| > π2 , so ar(z, v) 6= ar(z, ωv) 6= ar(z, ω2v) 6= ar(z, v). This shows
that a1r(z, v) and a
2
r(z, v) are well defined.
Remark. It is useful to pause here and observe that if c ∈ Cusp(G), is such that
ar(z, v) = c, then |Θc(z, v)| ≤ πe−r. This follows from Proposition 5.2. We will
often use this observation in the arguments that follow.
We will see below that the function ar : T
1H → Cusp(G) is defined almost
everywhere on T 1H. Let g ∈ G. We have g(ar(z, v)) = ar(g(z, v)). This shows
that the set where ar is defined is invariant under G. The induced map ar : T
1S →
Cusp(S), is also denoted by ar . The absorption time tr(z, v) is defined in the same
way. The maps a1r : T
1S → Γ(S), and a2r : T 1S → T (S), are defined accordingly.
Proposition 5.6. Fix r > 2, and (z, v) ∈ T 1H. Then for every 3r+max{0,h(z)} ≤
t < tr(z, v), we have γ(z,v)(t) ∈ ThG(1). Moreover, suppose that z ∈ Hc1(r + 2),
for some c1 ∈ Cusp(G), and that ar(z, v) 6= c1. If c2 ∈ Cusp(G) is the the second
cusp (after c1) so that γ(z,v) visits the horoball Hc2(1), then ar(z, v) = c2.
Proof. For each cusp ci ∈ Cusp(G), such that γ(z,v) enters this cusp, we let tent(i) ≥
0, so that γ(z,v)(tent(i)) is the point of entry of the ray γ(z,v) inHci(1). By tex(i) > 0,
we denote the exit time, that is γ(z,v)(tex(i)) is the exit point of the ray γ(z,v) from
Hci(1). If z ∈ Hc1(1), then tent(1) = 0. If γ(z,v) never leaves some Hci(1), then
tex(i) =∞.
It follows from Proposition 5.2 that if tent(i) > 0, then
(33) ∆ci [zmax(γ(z,v), ci), z] ≥
tex(i) + tent(i)
2
− log 2.
If z ∈ Hc1(1), then
(34) ∆ci [zmax(γ(z,v), ci), z] ≥
tex(i) + hci(z)
2
− log 2.
If t < tr(z, v), and γ(z,v)(t) ∈ Hci(1), then either tent(i) > 0, or i = 1 and z ∈
Hc1(1). In either case, we have tr(z, v) > tex(i), since ar(z, v) 6= ci (the identity
ar(z, v) = ci would contradict the assumption t < tr(z, v)). In the first case, from
(33) we obtain t ≤ tex ≤ 2r + 2 log 2 < 3r. In the second case, from (34) we have
t ≤ tex(1) ≤ 2r + hc1(z) + 2 log 2 < 3r + hc1(z). This proves the first part of the
proposition.
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Assume that hc1(z) ≥ r+2. Let c2 ∈ Cusp(G), be the cusp so that the horoball
Hc2(1) is the second 1-horoball that the ray γ(z,v) enters. By (33) we have
hc2(zmax(γ(z,v), c2))− hc2(z) ≥ tent(2)− log 2 ≥ hc1(z)− 1− log .
Since hc1(z) ≥ r + 2, and since ar(z, v) 6= c1, we conclude ar(z, v) = c2.

We want to show that the absorption map is well defined almost everywhere on
T 1H (and on T 1S). We saw in the previous proposition that the ray γ(z,v), will
get absorbed if it leaves ThS(1) after the time 3r + |h(z)|. In order to show that
ar is defined almost everywhere, we need to estimate the Liouville measure of the
geodesics segments of a given length that stay in ThS(1). The following lemma is
probably known, but we prove it in the appendix.
Lemma 5.1. Let t > 0, and let A(t) ⊂ T 1ThS(1) be such that (z, v) ∈ A(t) if the
segment γ(z,v)[0, t] is contained in ThS(1). Then there are constants C(S), q(S) >
0, that depend only on S, such that Λ(A(t)) < C(S)e−q(S)t.
We have
Proposition 5.7. Fix r > 2. The map ar : T
1S → Cusp(S), is defined almost
everywhere.
Remark. The proof below uses Lemma 5.1. However one does not need Lemma 5.1
to prove that the absorptions map is defined almost everywhere on T 1H. The fact
that the geodesic flow gt is ergodic implies that the geodesic ray γ(z,v) leaves the
thick part ThS(1), after the time 3r + |h(z)|, for almost every (z, v) ∈ T 1S. Then
it follows from Proposition 5.6 that almost every (z, v) will be absorbed. However
Lemma 5.1 will be used later in a similar manner, so we decide to state it here and
present its first application.
Proof. Let s > 0, and let Fr,s ⊂ T 1ThG(s) be such that (z, v) ∈ Fr,s if tr(z, v) =∞,
and |h(z)| ≤ s. By Proposition 5.6 we have that g3r+s(Fr,s) ⊂ A(t), for every t > 0
(here A(t) is the set defined in the statement of Lemma 5.1). Since Λ(A(t)) → 0
when t → ∞, we find that Λ(g3r+s(Fr,s)) = Λ(Fr,s) = 0, so the map ar is defined
almost everywhere on T 1ThG(S), for every s > 0.

Definition 5.4. For every r > 2, we define the map fr : T
1H → N1Γ(G), as
fr(z, v) = foota1r(z,v)(ct(a
2
r(z, v))). That is, frN
1Γ(G) is the foot of the centre of
the triangle a2r(z, v) ∈ T (G).
The map fr commutes with the action of the group G, and we have that the
induced map fr : T
1S → N1Γ(S), is well defined.
Proposition 5.8. There exists a universal constant C > 0, and r0 > 0, so that for
r > r0, we have that d(fr(z, v), foota1r(z,v)(z)) ≤ Ce−r.
Proof. It follows from Proposition 5.2 that |Θar(z,ωjv)(z, ωjv)| ≤ πe−r. By Propo-
sition 5.4, for r large enough we have d(z, ct(a2r(z, v))) ≤ Cπe−r, for some universal
constant C > 0. This proves the proposition.

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Denote by MΛ(T 1S), the space of measures from M(T 1S), that are absolutely
continuous with respect to the Liouville measure Λ. Let ν ∈ MΛ(T 1S). Then
(a2r)∗(ν) ∈M(T (S)), and (fr)∗(ν) ∈M(N1Γ(S)), are well defined since a1r and a2r
are defined almost everywhere on T 1S.
Let ϕ : S → R, be an integrable, non-negative function. We have the induced
map ϕ : T 1S → R, given by ϕ(z, v) = ϕ(z). Then ϕdΛ ∈ MΛ(T 1S). Since
ϕ(z, v) = ϕ(z, ωv) = ϕ(z, ω2v), and since a2r(z, v) = a
2
r(z, ωv) = a
2
r(z, ω
2v), we
have
(35) 3(fr)∗(ϕdΛ) = ∂̂(a2r)∗(ϕdΛ),
where ∂̂ : M(T (S)) → M(N1Γ(S)), is the operator defined at the beginning of
Section 4.
Let (z, v) ∈ T 1H, and set (z1, v1) = R(z, v). We say that (z, v) ∈ (T 1H)+ (or
that (z, v) is above the geodesic p1(z, v)) if h(z) > h(z1) and (z, v) ∈ (T 1H)−
(or that (z, v) is below the geodesic (p1(z, v)) if h(z) < h(z1). Since for almost
every (z, v) ∈ T 1H we have that either h(z) > h(z1) or h(z) < h(z1) we see that
(T 1H)+ ∪ (T 1H)− has full measure in T 1H. The sets (T 1H)+ and (T 1H)− are
disjoint and R((T 1H)−) = (T 1H)+. The sets (T 1H)+ and (T 1H)− are invariant
under G and the sets (T 1S)+ and (T 1S)− are defined accordingly (recall that h(z)
is well defined for z ∈ S).
Definition 5.5. Fix r > 2, and let (z, v) ∈ T 1H. We say that (z, v) ∈ Ar(G)
if (z, v) ∈ T 1ThG(2r) ∩ R
(
T 1ThG(2r)
)
, and if a1r(z, v) = a
1
r(R(z, v)) (here we
assume that both a1r(z, v) and a
1
r(R(z, v)) are well defined).
The set Ar(G) is invariant under G and by Ar(S) we denote the corresponding
subset of T 1S.
Definition 5.6. Fix r > 2 and let c ∈ Cusp(G). Let
Qc = {(z, v) ∈ T 1Hc(2r) ∪R
(Hc(2r)) : c is not an endpoint of a1r(z, v)}.
Set Q˜c = Qc ∩R(Qc). Let
Br(G) =
⋃
{(z, v) ∈ Q˜c : a1r(z, v) = a1r(z′, v′), whenever (z′, v′) ∈ Q˜c and p1(z, v) = p1(z′, v′)},
where the union is taken over all c ∈ Cusp(G).
The set Br(G) is invariant under G and by Br(S) we denote the corresponding
subset of T 1S. Note that
Br(G) ⊂ T 1ThinG(2r) ∪R
(
T 1ThinG(2r)
)
,
so Ar(G) ∩ Br(G) = ∅.
Definition 5.7. Let r > 2 and let c ∈ Cusp(G). Let
Q′c = {(z, v) ∈ T 1Hc(2r) ∩ (T 1H)+ : c is not an endpoint of a1r(z, v)}.
Set
Cr(G) =
⋃
c∈Cusp(G)
Q′c.
Let (z, v) ∈ Cr(G). We say that (z, v) ∈ CLr (G), if ar(z, v) = ar(ω(IL(z, v))), and
(z, v) ∈ CRr (G), if ar(z, ωv) = ar(IR(z, v)).
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The sets Cr(G) and Cjr(G) are invariant under G and the corresponding quotients
are denoted by Cr(S) and Cjr(S). In the definition of Cjr(G), we consider the maps
IL, IR, as the maps of T 1H \ T 1ThG(0). Since (z, v) ∈ (T 1H)+, we have that
IL(z, v), and IR(z, v), are well defined. Assume that (z, v) ∈ Br(G) ∩ (T 1H)+.
Then z ∈ Hc(1) for some c ∈ Cusp(G) and h(z) ≥ 2r (by definition of Br(G)).
Moreover, neither γ(z,v) or γ(z,ωv) gets absorbed by the cusp c. This shows that
every such (z, v) belongs to Cr(G), that is
(36) Br(G) ∩ (T 1H)+ ⊂ Cr(G).
Proposition 5.9. We have IL(Cr(G)) = Cr(G), and IL(CLr (G)) = CRr (G).
Proof. Let (z, v) ∈ Cr(G), and let (z1, v1) = IL(z, v). There exists a cusp c ∈
Cusp(G), so that z ∈ Hc(2r). Set G = Gc, and c =∞. It follows from the definition
of IL, that h∞(z) = h∞(z1). Also Θ∞(z, v) = −Θ∞(z1, ωv1), and Θ∞(z, ωv) =
−Θ∞(z1, v1). This implies that h∞(zmax(γ(z1,ωv1),∞)) = h∞(zmax(γ(z,v),∞)), and
h∞(zmax(γ(z1,v1),∞)) = h∞(zmax(γ(z,ωv),∞)).
Since (z, v) ∈ Cr(G), we have ar(z, v) 6= ∞ 6= ar(z, ωv). In order to show
(z1, v1) ∈ Cr(G), we need to show that ar(z1, v1) 6=∞ 6= ar(z1, ωv1). Assume that
ar(z1, v1) =∞. Then h∞(zmax(γ(z1,v1),∞))−h∞(z1) ≥ r. But then h∞(zmax(γ(z,ωv),∞))−
h∞(z) ≥ r, so ar(z, ωv) = ∞, which is a contradiction. Similarly we show
ar(z1, ωv1) 6= ∞. Putting this together proves IL(Cr(G)) ⊂ Cr(G). In the same
way we show Cr(G) ⊂ IL(Cr(G)).
The equality IL(CLr (G)) = CRr (G), follows directly from the definition. 
We are yet to see that Ar(S), Br(S), and Cjr(S), are non-empty sets (see Lemma
5.3). The following proposition is elementary and the proof is left to the reader.
Proposition 5.10. Let r > 2. If (z, v) ∈ T 1ThinG(2r) ∪ R
(
T 1ThinG(2r)
)
then
0 < 2r − log 3 < h(z).
Definition 5.8. Let r > 2, and let (z, v) ∈ Cr(G). Let c ∈ Cusp(G), so that
z ∈ Hc(2r). Set br(z, v) = c. By b1r(z, v), we denote the geodesic with the end-
points ar(z, v) and br(z, v) (providing that ar(z, v) exists). By b
2
r(z, v) ∈ T (G),
we denote the triangle with the vertices ar(z, v), ar(z, ωv), and br(z, v) (providing
that ar(z, ω
jv), j = 0, 1, exist).
From the definition of the set Cr(G), we have that ar(z, v) 6= c 6= ar(z, ωv) (if
ar(z, ω
iv) = c, i = 0, 1, then tr(z, ω
iv) = 0). This shows that the maps br(z, v),
b1r(z, v), and b
2
r(z, v) are well defined almost everywhere on Cr(G). Note that
these three maps commute with the action of G, so we have the induced maps
br : Cr(S) → Cusp(S), b1r : Cr(S) → Γ(S), and b2r : Cr(S) → T (S). The edges of
the triangle b2r(z, v), are a
1
r(z, v), b
1
r(z, v), and b
1
r(z, ωv).
For (z, v) ∈ Cr(G), let f¯r(z, v) = foota1r(z,v)(ct(b2r(z, v))), that is f¯r(z, v) is
the foot of the centre of the triangle b2r(z, v) ∈ T (G), with respect to the ge-
odesic a1r(z, v) ∈ Γ(G). Set f¯Lr (z, v) = footb1r(z,v)(ct(b2r(z, v))), and f¯Rr (z, v) =
footb1r(z,ωv)(ct(b
2
r(z, v))). The notation f¯
L
r (z, v) indicates that the point f¯
L
r (z, v)
belongs to the vertical edge of b2r(z, v) that is on the “left-hand” side of b
2
r(z, v),
with the normalisation G = Gbr(z,v). Similarly, the point f¯
R
r (z, v) belongs to the
vertical edge of b2r(z, v) that is to the “right-hand” side of b
2
r(z, v).
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Proposition 5.11. There exists r0 > 0, so that for r > r0, the following holds. Let
(z, v) ∈ CLr (G), and set IL(z, v) = (z1, v1). Assume that b2r(z, v) and b2r(z1, v1),
exist. Then d(f¯Lr (z, v), f¯
R
r (z1, v1)) ≤ er. Similarly, if (z, v) ∈ CRr (G), for IR(z, v) =
(z1, v1), we have d(f¯
R
r (z, v), f¯
L
r (z1, v1)) ≤ er, providing that b2r(z, v) and b2r(z1, v1),
exist.
Proof. Suppose (z, v) ∈ CLr (G). Let c = br(z, v), and set G = Gc. Let p(z1, v1) =
p1, p(z, ωv) = p2, and p(z1, ωv1) = p(z, v) = p3 (the identity p(z1, ωv1) = p(z, v)
follows from the definition of IL). Since h(z) = h∞(z) = h∞(z1) ≥ 2r > r + 2,
we have by Proposition 5.6 that if ar(z1, v1) = c1 ∈ Cusp(G), then Hc1(1), is the
first 1-horoball that the geodesic ray γ(z1,v1) enters after leaving H∞(1). With this
normalisation, we have that the Euclidean diameter of the horoball Hc1(1), is at
most 1. Since the ray γ(z1,v1) ends at the point p1, we conclude that |c1 − p1| ≤ 1,
where |c1 − p1| is the Euclidean distance between the real numbers c1 and p1. Let
ar(z, ωv) = c2 ∈ Cusp(G). Similarly, we see that |c2 − p2| ≤ 1.
Since (z, v) ∈ CLr (G), we have ar(z, v) = ar(z1, ωv1) = c3 ∈ Cusp(G). Similarly
we see that |c3 − p3| ≤ 1. From the fact that h∞(z) ≥ 2r, we have that |p1 − p3| =
|p2 − p3| ≥ e2r. This implies that
log
|c3 − c1|
|c3 − c2| ≤
2
e2r − 1 + o(
1
e2r
) < e−r,
for r large enough. Since
d(f¯Lr (z, v), f¯
R
r (z1, v1)) = log
|c3 − c1|
|c3 − c2| ,
the proposition follows. 
Let ν ∈ MΛ(Cr(S)). Then (b2r)∗(ν) ∈M(T (S)), and (f¯r)∗(ν), (f¯Lr )∗(ν), (f¯Rr )∗(ν) ∈
M(N1Γ(S)), are well defined since a1r and a2r are defined almost everywhere on
Cr(S). By definition, we have
(37) ∂̂(b2r)∗(ν) = (f¯r)∗(ν) + (f¯
L
r )∗(ν) + (f¯
R
r )∗(ν)
Definition 5.9. If ar(z, v) is defined, then the r-combinatorial length Kr(z, v) is
defined as follows. Let γ be the geodesic ray that connects z and ar(z, v). Let
ι(γ, τ(G)), be the number of (transverse) intersections between the ray γ and the
edges from λ(G). If z does not belong to Har(z,v)(1), then Kr(z, v) = ι(γ, τ(G)). If
z belongs to Har(z,v)(1), then Kr(z, v) = ehar(z,v)(z) = eh(z) > 1.
Again, the function Kr : T 1S → R+ ∪ {0}, is defined almost everywhere.
Proposition 5.12. There exists r0 > 0, so that for r > r0, the following holds.
For (z, v) ∈ T 1H, we have
K(a1r(z, v), fr(z, v)) ≤ e(Kr(z, v) +Kr(z, ωv)).
Let (z, v) ∈ Cr(G). We have
K(a1r(z, v), f¯r(z, v)) ≤ Kr(z, v) +Kr(z, ωv),
K(b1r(z, v), f¯Lr (z, v)) ≤ 5(Kr(z, v) +Kr(z, ωv)),
and
K(b1r(z, ωv), f¯Rr (z, v)) ≤ 5(Kr(z, v) +Kr(z, ωv)).
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Proof. Let γ denote the geodesic ray that connects z and ar(z, v), and let γ
′ denote
the geodesic ray that connects z and ar(z, ωv). Then every edge from λ(G), that
intersects (transversely) the geodesic a1r(z, v), has to intersect one of the rays γ or
γ′. This shows
ι(a1r(z, v), τ(G)) ≤ ι(γ, τ(G)) + ι(γ′, τ(G)).
Assume that fr(z, v) belongs to the 1-horoball of one of the cusps ar(z, v) or
ar(z, ωv), say fr(z, v) belongs to the 1-horoball at the cusp ar(z, v). It follows
from Proposition 5.8 that for r large enough, we have
d(fr(z, v), z) ≤ d(foota1r(z,v)(z), fr(z, v))+d(z, foota1r(z,v)(z)) ≤ Ce−r+ log
√
3 < 1.
Therefore, we have that ehar(z,v)(fr(z,v)) ≤ e(1+har(z,v)(z)). This proves the first
inequality in this proposition.
Assume now that (z, v) ∈ Cr(G). Since ar(z, v) 6= br(z, v) 6= ar(z, ωv), we have
K(a1r(z, v), f¯r(z, v)) = ι(a1r(z, v), τ(G)). Let γ and γ′ be as above. Then every
edge from λ(G), that intersects (transversely) the geodesic a1r(z, v), has to intersect
one of the rays γ or γ′. This proves the second inequality K(a1r(z, v), f¯r(z, v)) ≤
Kr(z, v) +Kr(z, ωv).
If we prove
K(b1r(z, v), f¯Lr (z, v)) ≤ 5K(a1r(z, v), f¯r(z, v)),
then the third inequality would follow from the second. Note that d(f¯r(z, v), f¯
L
r (z, v)) <
log 3. We have
K(b1r(z, v), f¯Lr (z, v)) ≤ ι(b1r(z, v), τ(G))+ehmax(f¯
L
r (z,v)) ≤ ι(b1r(z, v), τ(G))+elog 3+hmax(f¯r(z,v)).
The geodesic a1r(z, v) intersects every edge from λ(G), that is intersected by b
1
r(z, v).
In addition, the geodesic a1r(z, v) intersects at least 2e
(hmax(f¯r(z,v))−1) edges from
λ(G), that all have br(z, v) as their endpoints (since b
1
r(z, v) has br(z, v) as an
endpoint, we see that b1r(z, v) can not intersect (transversely) any edge from λ(G),
that ends at br(z, v)). We have
K(a1r(z, v), f¯r(z, v)) ≥ ι(b1r(z, v), τ(G))+2e(hmax(f¯r(z,v))−1) ≥
2
3e
K(b1r(z, v), f¯Lr (z, v)),
which proves the third inequality. The fourth inequality is proved in the same way.

5.3. Certain special sets and their properties. We have
Definition 5.10. Let r > 2. Define ϕr : S → R, by ϕr(z) = 1, if z ∈ ThS(2r),
and by
ϕr(z) = e
1
2 min{0,(2r−h(z))}.
Note that ϕr is continuous on S, and ϕr dΛ ∈MΛ(T 1S). The induced function
ϕr : T
1S → R, is also denoted by ϕr.
Remark. The reason that the factor 12 appears in the definition of ϕr, is Lemma
5.5 below. In fact, we could replace 12 , with any number between 0 and 1. Also,
note that if (z, v) ∈ Ar(S), then ϕr(R(z, v)) = ϕr(z, v) = 1.
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For r > 2, the set Dr(S) ⊂ T 1S, is defined so that (z, v) ∈ Dr(S), if h(z) ≤ 10r,
and if the inequalities tr(z, v), tr(z, ωv), tr(z, ω
2v) ≤ r2, hold. Note that if (z, v) ∈
Dr(S), then for r > 4, we have h(T ) ≤ r2, where T = a2r(z, v) ∈ T (S) (recall
Definition 3.4 for the definition of h(T )). The following lemma will be proved in
Section 7.
Lemma 5.2. There exists r0 > 0, so that for r > r0, we have∫
T 1S\Dr(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ ≤ P (r)e−r.
The following lemma will also be proved in Section 7.
Lemma 5.3. There exists r0 > 0, so that for r > r0, we have∫
Hr
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ ≤ P (r)e−r,
where Hr = H
′
r ∩ Dr(S), and
H ′r = (T
1S \ (Ar(S) ∪ Br(S))) ∪ (Cr(S) \ CLr (S)) ∪ (Cr(S) \ CRr (S)).
We now give a better description of the set Hr. The results that follow in this
subsection will not be used in the proof of Theorem 4.1 below, so the reader may
skip the rest of this subsection and go to the next subsection and the proof of
Theorem 4.1.
Proposition 5.13. Let z−1, z1 ∈ H, so that d(z−1, z1) ≥ 2. Let γ be the geo-
desic that contains z−1 and z1, and assume that zmax(γ,∞) = z0, where z0 is the
midpoint of the geodesic segment between z−1 and z1. Let w−1, w1 ∈ H, so that
d(z−1, w−1),d(z1, w1) ≤ δ, for some 0 ≤ δ, and let γ′ be the geodesic that contains
w−1 and w1. There exists a universal constant C > 0, so that for δ small enough,
we have d(zmax(γ,∞), zmax(γ′,∞)) ≤ Cδ.
Proof. We work in the unit disc D. The point ∞ ∈ ∂H, corresponds to the point
i ∈ ∂D. We may assume that z0 = 0. Then γ is the geodesic that connects −1
and 1. Moreover, z−1 = −x, and z1 = x, for some x > (e − 1)/(e + 1). Let
q, q1, be the endpoints of γ
′. From the assumption d(z−1, w−1),d(z1, w1) ≤ δ, and
since d(z−1, z1) > 2, we see that there exists a universal constant D > 0, so that
|q+ 1|, |q1 − 1| ≤ Dδ. The Mo¨bius transformation f is uniquely determined by the
conditions f(i) = i, f(−1) = q, and f(1) = q1. Moreover, f depends smoothly on
q near −1, and q1 near 1. Therefore, there exists a universal constant C > 0, so
that d(z0, f(z0)) = d(0, f(0)) ≤ Cδ. Since f(i) = i, we have f(z0) = zmax(γ′, i),
and this proves the proposition. 
Let z1, z2, w1, w2 ∈ H, such that d(z1, w1) = d(z2, w2). Let ζj , j = 1, 2, be the
point on the geodesic segment between zj and wj , so that d(z1, ζ1) = d(z2, ζ2) = d.
Then d(w1, ζ1) = d(w2, ζ2) = d
′, for some d′ ≥ 0. We have the following elementary
inequality in hyperbolic geometry
(38) d(ζ1, ζ2) ≤ D(d(z1, z2)e−d + d(w1, w2)e−d′),
for some universal constant D > 0.
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Proposition 5.14. There exists r0 > 0, so that for r > r0, the following holds.
Let (z, v), (z′, v′) ∈ T 1H, such that p(z, v) = p(z′, v′), and d(z, z′) < 10. Suppose
that ∆p(z,v)[z, z
′] = 0. Let p ∈ ∂H, and suppose ∆p[zmax(γ(z,v), p), z] ≥ r. Then
(39) d(zmax(γ(z,v), p), zmax(γ(z′,v′), p)) ≤ re−r .
Moreover, we have
(40) |∆p[zmax(γ(z,v), p), z]−∆p[zmax(γ(z′,v′), p), z′]| < 2re−r.
Proof. The rays γ(z,v) and γ(z′,v′) end at the same point at ∂H. Since ∆p(z,v)[z, z
′] =
0, and since d(z, z′) < 10, for any t > 0, applying (38) we obtain
(41) d(γ(z,v)(t), γ(z′,v′)(t)) ≤ 10De−t.
Let t0 > 0, so that γ(z,v)(t0) = zmax(γ(z,v), p). By Proposition 5.2 we have t0 >
∆p[zmax(γ(z,v), p), z] ≥ r. Let ζ = γ(z,v)(t0 − 1), and ζ1 = γ(z,v)(t0 + 1). Also, let
w = γ(z′,v′)(t0 − 1), and w1 = γ(z′,v′)(t0 + 1). By (41) we have d(ζ, w),d(ζ1 , w1) ≤
10e1−t0, so it follows from the previous proposition that for r large enough, we have
d(zmax(γ(z,v), p), zmax(γ(z′,v′), p)) ≤ 10DCe1−t0 < re−r.
This shows that (39) holds.
We may assume that p(z, v) = ∞. Let α : R → H, denote the naturally
parametrised horocircle (with respect to ∞), so that the oriented angle between
the vectors α′(0) and v, is π2 . Then for every s, we have
∆∞[z, α(s)] = 0.
Moreover, there exists s0 ∈ R, so that α(s0) = z′. Assume s0 ≥ 0 (the other case
is handled in the same way). The number s0 depends only on the upper bound of
the hyperbolic distance between z and z′ which is bounded above by 10.
By αr : R → H denote the naturally parametrised horocircle (with respect
to p), so that the oriented angle between the vectors α′r(0) and v is positive. It
follows from Proposition 5.2 that |Θp(z, v)| < πe−r. Therefore, the angle between
the vectors α′(0) and α′r(0) is at most πe
−r. We find that there exists a constant
K > 0 that depend only on s0 with the following properties. For 0 ≤ s ≤ (s0 + 1)
we have
(42) |∆∞[z, αr(s)]| ≤ Ke−r,
Let γ : R → H denote the naturally parametrised geodesic that contains the
geodesic ray γ(z′,v′) such that γ(0) = z
′. For r large enough, we have that αr
intersects the geodesic γ. This is true because when r → ∞ we have that the
horoball at p that contains z converges on compact sets in H to the horoball at ∞
that contains z and on the other hand we have that α intersect γ orthogonally at
z′. Let z′′ = αr ∩ γ. Let 0 ≤ s′, be such that αr(s′) = z′′. Then for r large enough,
we have 0 ≤ s′ ≤ (s0 + 1). We have d(z′, z′′) = |∆∞[z′, z′′]| = |∆∞[z, z′′]| =
|∆∞[z, αr(s′)]| so it follows from (42) that
d(z′, z′′) ≤ Ke−r.
Note ∆p[z, z
′′] = 0. It follows from (39) that
|∆p[zmax(γ(z,v), p), z]−∆p[zmax(γ, p), z′′]| ≤ d(zmax(γ(z,v), p), zmax(γ, p)) ≤ re−r.
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Since d(z′, z′′) ≤ Ke−r, we have for r large, that
|∆p[zmax(γ(z,v), p), z]−∆p[zmax(γ(z′,v′), p), z′]| ≤ re−r +Ke−r = 2re−r,
which proves (40).

The following proposition states that if two unit vectors in T 1H are nearby and
related by the horocyclic flow then either they are absorbed by the same cusp or
the first vector ”just misses” being absorbed by some cusp or it just barely gets
absorbed by some cusp.
Proposition 5.15. Let r > 4 and let (z, v), (z′, v′) ∈ T 1H such that (z, v) ∈ Dr(G)
and such that
• p(z, v) = p(z′, v′).
• d(z, z′) ≤ 10 and ∆p(z,v)[z, z′] = 0.
Assume that ar(z, v) 6= ar(z′, v′). Then at least one of the following two conditions
holds
(1) There exists a cusp c ∈ Cusp(G), such that
r − r2e−r < hc(zmax(γ(z,v), c))− hc(z) < r + r2e−r,
and zmax(γ(z,v), c) ∈ Hc(1).
(2) There exists a cusp c ∈ Cusp(G), such that
1− r2e−r < hc(zmax(γ(z,v), c)) < 1 + r2e−r,
and zmax(γ(z,v), c) = γ(z,v)(t), for some r − 1 < t < r2 + 1.
Proof. Set ar(z, v) = c ∈ Cusp(G). We have c 6= ar(z′, v′). First consider the case
when the geodesic ray γ(z′,v′) does not intersect Hc(1). In this case we show that
the condition (2) holds. It follows from (39) that
d(zmax(γ(z,v), c), zmax(γ(z′,v′), c)) ≤ re−r.
Since zmax(γ(z,v), c) ∈ Hc(1) and since in this case zmax(γ(z′,v′), c) does not belong
to Hc(1), we conclude that 1 ≤ hc(zmax(γ(z,v), c)) < 1 + r2e−r. Let t0 > 0 be such
that zmax(γ(z,v), c) = γ(z,v)(t0). In order to show that (2) holds it remains to prove
that r − 1 < t0 < r2 + 1. Let t1 ≥ 0 so that γ(z,v)(t1) is the first point of entry
of the geodesic ray γ(z,v) into Hc(1). Then tr(z, v) = t1 and by the assumption
(z, v) ∈ Dr(G) we have t1 ≤ r2. Since hc(γ(z,v)(t0)) − hc(γ(z,v)(t1) ≤ r2e−r and
since by Proposition 5.2 we have t0 − t1 < hc(γ(z,v)(t0))− hc(γ(z,v)(t1) + log 2, we
have tr(z, v) ≤ t0 < tr(z, v) + 1 ≤ r2 + 1. On the other hand, since ar(z, v) = c
we have hc(γ(z,v)(t0))− hc(z) ≥ r. Then from Proposition 5.2 we have t0 > r − 1.
This shows that the condition (2) holds.
From now on we assume that γ(z′,v′) enters the horoball Hc(1) but that c 6=
ar(z
′, v′). Then there are two possible reasons why c 6= ar(z′, v′). The first one is
that ∆c[zmax(γ(z′,v′), c), z
′] = hc(zmax(γ(z′,v′), c))−hc(z′) < r. Since ∆c[zmax(γ(z,v), c), z] =
hc(zmax(γ(z,v), c)) − hc(z) ≥ r, from (40) we find that r ≤ hc(zmax(γ(z,v), c)) −
hc(z) < r+ r
2e−r. So in this case the condition (1) holds because we already know
that zmax(γ(z,v), c) ∈ Hc(1).
The second reason is that the geodesic ray γ(z′,v′) gets absorbed before enter-
ing the horoball Hc(1). Set ar(z′, v′) = c′ ∈ Cusp(G). If t0 ≥ 0 is such that
zmax(γ(z,v), c
′) = γ(z,v)(t0) then t0 < tr(z, v) ≤ r2. Assume that zmax(γ(z,v), c′)
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does not belong to Hc′(1). Then we show that the condition (2) holds (with
respect to the cusp c′). Since zmax(γ(z′,v′), c′) ∈ Hc′(1) by (39) we have that
zmax(γ(z,v), c
′) ∈ Hc′(1 − r2e−r). Since hc′(zmax(γ(z′,v′), c′)) − hc′(z′) ≥ r, from
(40) we get that
hc′(γ(z,v)(t0))− hc′(z) > hc′(zmax(γ(z′,v′), c′))− hc′(z′)− r2e−r > r − r2e−r.
This yields that r − 1 < t0. We have already seen that t0 < tr(z, v) ≤ r2. This
proves the statement.
It remains to examine the case zmax(γ(z,v), c
′) ∈ Hc′(1). We show that in this
case (2) holds. Again let t0 ≥ 0 such that zmax(γ(z,v), c′) = γ(z,v)(t0). It follows
from (40) that
hc′(γ(z,v)(t0))− hc′(z) > hc′(zmax(γ(z′,v′), c′))− hc′(z′)− r2e−r > r − r2e−r.
On the other hand, we have that hc′(γ(z,v)(t0))− hc′(z) < r because otherwise we
would have that ar(z, v) = c
′. The last two estimates put together give us that
r − r2e−r < hc′(γ(z,v)(t0))− hc′(z) < r. This proves the proposition.

The following proposition replaces the hypotheses d(z, z′) ≤ 10 and ∆p(z,v)[z, z′] =
0 of Proposition 5.15 with the condition that z and z′ are in ThG(2r − log 3).
Proposition 5.16. Let r > 4 and c ∈ Cusp(G). Let (z, v), (z′, v′) ∈ T 1Hc(2r −
log 3) where (z, v) ∈ Dr(G) such that p(z, v) = p(z′, v′) and such that ar(z, v) 6=
c 6= ar(z′, v′). If ar(z, v) 6= ar(z′, v′) then the following holds
• There exists a cusp c ∈ Cusp(G), such that
1− r2e−r < hc(zmax(γ(z,v), c)) < 1 + r2e−r,
and zmax(γ(z,v), c) = γ(z,v)(t) for some r − 1 < t < r2 + 1.
Proof. Since ar(z, v) 6= c 6= ar(z′, v′) we have that p(z, v) = p(z′, v′) 6= c. Since
2r − log 3 > r + 2 (because r > 4), it follows from Proposition 5.6 that γ(z,v) gets
absorbed by the first 1-horoball it hits after leaving Hc(1). The same is true for
the ray γ(z′,v′).
Let η be the horocircle at p(z, v) that is tangent toHc(2r−log 3). Let γj , j = 1, 2,
be the two geodesics that start at p(z, v) and that are tangent to Hc(2r − log 3).
Let η1 be the subsegment of η that is bounded by the points γj ∩ η (since γj starts
at the same point on R where η touches R, there exists a unique intersection point
γj ∩ η in H). We have that the hyperbolic length of η1 is equal to 1 and that η1 is
contained in Hc(r+ 2). Let z1 and z′1 be the points of intersection between η1 and
the geodesic rays γ(z,v) and γ(z′,v′) respectively. Observe that ∆p(z,v)[z1, z
′
1] = 0
and d(z1, z
′
1) < 1. Also z1, z
′
1 ∈ Hc(r + 2).
Let (z1, v1) ∈ T 1H be such that the ray γ(z1,v1) is contained in the ray γ(z,v).
Similarly let (z′1, v
′
1) ∈ T 1H be such that the ray γ(z′1,v′1) is contained in the ray
γ(z′v′). Since z1, z
′
1 ∈ Hc(r + 2) from Proposition 5.6 we have that ar(z1, v1) =
ar(z, v) = c1 and ar(z
′
1, v
′
1) = ar(z
′, v′). Also r+2 ≤ tr(z1, v1) < tr(z, v) ≤ r2. We
now apply the previous proposition to (z1, v1) and (z
′
1, v
′
1). Since r+2 ≤ tr(z1, v1)
we see that the condition (1) from the previous proposition can not hold so we
have that the condition (2) holds for (z1, v1) and hence for (z, v). This proves the
proposition.

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We can now define three ”error sets ” and show that any point of the ”bad set”
Hr belongs to one of these three sets.
Definition 5.11. Let r > 2. Define the sets E ir(G) ⊂ Dr(G), i = 1, 2, 3, as follows.
We say that (z, v) ∈ E1r (G) if
• We have (z, v) ∈ Dr(G).
• We have h(z) ≥ 2r − log 3.
• Let c ∈ Cusp(G) such that z ∈ Hc(2r − log 3). Then c is an endpoint of
a1r(z, v).
We say that (z, v) ∈ E2r (G) if
• There exists a cusp c ∈ Cusp(G), such that r−r2e−r < hc(zmax(γ(z,v), c))−
hc(z) < r + r
2e−r and zmax(γ(z,v), c) ∈ Hc(1).
• We have (z, v) ∈ Dr(G) and (z, v) does not belong to E1r (G).
We say that (z, v) ∈ E3r (G) if
• There exists a cusp c ∈ Cusp(G), so that 1− r2e−r < hc(zmax(γ(z,v), c)) <
1+ r2e−r and so that zmax(γ(z,v), c) = γ(z,v)(t) for some r− 1 < t < r2+1.
• We have (z, v) ∈ Dr(G) and (z, v) does not belong to E1r (G).
Note that the set E ir(G), i = 1, 2, 3, is invariant under the action of G and the
corresponding quotient is denoted by E ir(S).
Proposition 5.17. Suppose that (z, v) ∈ Hr. Then (z, v) ∈ E ir(G), for some
i = 1, 2, 3, or (z, ωv) ∈ E ir(G) for some i = 2, 3.
Proof. We refer the reader to the flow chart for the logic of the proof below. Assume
that (z, v) ∈ (T 1H \ (Ar(G) ∪ Br(G))) and that (z, v) ∈ Dr(G).
If (z, v) ∈ T 1ThG(2r) ∩ R
(
T 1ThG(2r)
)
then by the definition of Ar(G) we
find that either ar(z, v) 6= ar(ω(R(z, v))) or ar(z, ωv) 6= ar(R(z, v)). Suppose
that ar(z, v) 6= ar(ω(R(z, v))) (the other case is handled in the same way), and
set (z′, v′) = ω(R(z, v)). Then p(z, v) = p(z′, v′) and ∆p(z,v)[z, z′] = 0. Also,
d(z, z′) = log 3 < 10. Then by Proposition 5.15 we have that (z, v) belongs to one
of the sets Ejr (G), j = 2, 3.
If (z, v) ∈ T 1ThinG(2r) ∪ R
(
T 1ThinG(2r)
)
then by Proposition 5.10 we have
z ∈ Hc(2r − log 3) for some c ∈ Cusp(G). Suppose that (z, v) does not belong
to Br(G). There are two reasons why this can happen. The first one is that
(z, v) does not belong to the set Q˜c = Qc ∩ R(Qc) defined in Definition 5.6. Set
(z′, v′) = R(z, v). Then a1r(z, v) or a1r(z′, v′) has c as its endpoint. If a1r(z, v) has
c as its endpoint then (z, v) ∈ E1r (G). If ar(z′, ωv′) = c then by Proposition 5.15
we have that (z, v) belongs to one of the sets Ejr (G), j = 2, 3. If ar(z′, v′) = c then
(z, ωv) belongs to one of the sets Ejr (G), j = 2, 3.
Assume (z, v) ∈ Q˜c. If (z, v) does not belong to Br(G) then there exists (z′, v′) ∈
T 1Hc(2r) ∪R
(
T 1Hc(2r)
)
such that
• p1(z, v) = p1(z′, v′).
• a1r(z′, v′) does not have c as its endpoint.
• a1r(z, v) 6= a1r(z′, v′).
Then z, z′ ∈ Hc(2r−log 3). The condition a1r(z, v) 6= a1r(z′, v′) means that ar(z, v) 6=
ar(z
′, v′) or ar(z, ωv) 6= ar(z′, ωv′). Applying the previous proposition to (z, v) and
60 KAHN AND MARKOVIC
✲ 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
Is (z, v) ∈ ThinS(2r)
or R(z, v) ∈ ThinS(2r)?
No
Yes
✲ 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
Is
a1r(z, v) = a
1
r(R(z, v))?
No
Yes
✲
✬
✫
✩
✪(z, v) ∈ E
2
r ∪ E3r
❄✬
✫
✩
✪(z, v) ∈ Ar(G)
❄
Define c ∈ Cusp(G) by
(z, v) ∈ Hc(2r) ∪R(Hc(2r))
❄
 
 
 
 
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
Is c ∈ ∂a1r(z, v)?
Yes
No
✲
✬
✫
✩
✪(z, v) ∈ E
1
r .
❄
 
 
 
 
 
❅
❅
❅
❅
❅
 
 
 
 
 
❅
❅
❅
❅
❅
Is c ∈ ∂a1r(R(z, v))?
Yes
No
✲ (z, v) ∈ E2r (G)
✛
❄
(z, v) ∈ Q˜c
❄✬
✫
✩
✪Continued on next page
Figure 5. Flow chart part 1
RANDOM IDEAL TRIANGULATIONS 61
❄
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
Is (z, v) ∈ Q˜c,
and a1r(z
′, v′) = a1r(z, v)
whenever p1(z′, v′) = p1(z, v)
and (z′, v′) ∈ Q˜c?
Yes
No
✲ (z, v) ∈ Br(G)
✛
❄
(z, v) ∈ E3r
❄
 
 
 
 
 
❅
❅
❅
❅
❅
 
 
 
 
 
❅
❅
❅
❅
❅
Is
(z, v) ∈ (T 1H)+?
No
Yes
✲
✬
✫
✩
✪End
❄
(z, v) ∈ Cr(G)
❄✬
✫
✩
✪Continued on next page
Figure 5. Flow chart part 2
62 KAHN AND MARKOVIC
❄
✑
✑
✑
✑
✑
✑
◗
◗
◗
◗
◗
◗
✑
✑
✑
✑
✑
✑
◗
◗
◗
◗
◗
◗
Is a1r(z, v) =
a1r(IR(z, v))?
Yes
No
✲ (z, v) ∈ CRr (G)
✛
❄
(z, v) ∈ E3r
❄
✑
✑
✑
✑
✑
✑
◗
◗
◗
◗
◗
◗
✑
✑
✑
✑
✑
✑
◗
◗
◗
◗
◗
◗
Is a1r(z, v) =
a1r(IL(z, v))?
Yes
No
✲ (z, v) ∈ CLr (G)
✛
❄
(z, v) ∈ E3r
❄✬
✫
✩
✪End
Figure 5. Flow chart part 3
RANDOM IDEAL TRIANGULATIONS 63
(z′, v′) (or (z, ωv) and (z′, ωv′)) we conclude that (z, v) or (z, ωv) belongs to the
set E3r (G).
Assume that (z, v) ∈ (Cr(G) \ CLr (G)) and that (z, v) ∈ Dr(G). Then z ∈ Hc(2r)
for some cusp c ∈ Cusp(G) and c is not an endpoint of a1r(z, v) (by the definition
of Cr(G)). Then p(z, v) 6= c 6= p(z, ωv). Set (z′, v′) = IL(z, v) (note that IL(z, v)
is well defined since p(z, v) 6= c 6= p(z, ωv)). Then a1r(z′, v′) since by Proposition
5.9 (z′, v′) ∈ Cr(G). Suppose that ar(z, v) 6= ar(z′, ωv′). Then by the previous
proposition we have that (z, v) ∈ E3r (G). The case (z, v) ∈ (Cr(G) \ CRr (G)) is
treated in the same way. 
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5.4. The proof of Theorem 4.1. Recall the statement of Theorem 4.1.
Theorem 5.1. There exist a constant r0(S) = r0 that depends only on S, so that
for every r > r0 there exists a finite measure µ(r) ∈ M(T (S)) so that the total
measure |µ(r)| satisfies the inequality
Λ(T 1S)
2
< |µ(r)| < 3Λ(T
1S)
2
,
and with the following properties. There exist measures α(r), α1(r), β(r) ∈ M(N1Γ(S))
so that the measure ∂̂µ(r) ∈ M(N1Γ(S)) can be written as ∂̂µ(r) = α(r) +α1(r) +
β(r) and the following holds
(1) Let µ̂(r) denote the restriction of the measure µ(r) to the set of triangles
T ∈ T (S) for which h(T ) ≥ r2. Then∫
N1Γ(S)
(K(γ∗, z) + 1)d∂̂µ̂(r) ≤ P (r)e−r .
(2) The measure α(r) is re−r-symmetric, and the measure α1(r) is Q-symmetric,
for any Q > 200.
(3) We have ∫
N1Γ(S)
(K(γ∗, z) + 1)dβ(r) ≤ P (r)e−r.
(4) We have ∫
N1Γ(S)
dα1(r) ≤ e−r.
Proof. Let ϑr : T
1S → R be defined as follows. If (z, v) does not belong to Cr(S)
then ϑr(z, v) = 0. For (z, v) ∈ Cr(S) we have
ϑ(z, v) = ϕr(R(z, v))− ϕr(z, v).
If (z, v) ∈ Cr(G) we have that z ∈ Hbr(z,v)(2r). Therefore, h(z) = hbr(z,v)(z). It
follows from the definition of ϕr that ϕr(z) depends only on that hbr(z,v)(z) and
is decreasing in hbr(z,v)(z). Since (z, v) ∈ Cr(S) ⊂ (T 1S)+ we have that ϑr is a
non-negative function.
We define the measure
(43) µ(r) = (a2r)∗(ϕr dΛ) + 3(b
2
r)∗(ϑr dΛ).
Since ϕr ≤ 1 on T 1S and since ϕr(z, v) = 1 for every z ∈ ThS(r) we conclude
that the total measure of ϕr dΛ is approaching Λ(T
1S) when r →∞. Since ϑr ≤ 2
on T 1S and since ϑr(z) = 0 for every (z, v) ∈ T 1ThS(r), we have that the total
measure of ϑr dΛ tends to zero when r → ∞. So for r large enough we have that
the total measure |µ(r)| satisfies the inequality
Λ(T 1S)
2
< |µ(r)| < 3Λ(T
1S)
2
.
Let µ̂(r) be the restriction of the measure µ(r) to the set of triangles T ∈ T (S) for
which h(T ) ≥ r2. Let (z, v) ∈ T 1S be such that the triangle a2r(z, v) belongs to the
support of µ̂(r). Then at least one of the inequalities tr(z, ω
jv) > r2, j = 0, 1, 2, is
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satisfied, so (z, v) ∈ T 1S \ Dr(S). From Proposition 5.12 and Lemma 5.2, we have
that for r large enough, the following holds,∫
N1Γ(S)
(K(γ∗, z) + 1)d∂̂µ̂(r) < 5
∫
T 1S\Dr(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ
< P (r)e−r.
Next, we define the measures α(r), α1(r), and β(r). Let ϕ
A
r (z, v) = ϕr(z)
if (z, v) ∈ Ar(S), and 0 otherwise. Let ϕBr (z, v) = ϕr(z) if (z, v) ∈ Br(S), and 0
otherwise. Let ϑBr (z, v) = ϑr(z, v) if (z, v) ∈ Br(S), and 0 otherwise. Let ϑ1r(z, v) =
ϑr(z, v) if (z, v) ∈ CLr (S), and 0 otherwise, and let ϑ2r(z, v) = ϑr(z, v) if (z, v) ∈
CRr (S), and 0 otherwise.
Set
α′(r) = 3(fr)∗(ϕAr dΛ), α1(r) = 3(fr)∗(ϕ
B
r dΛ) + 3(f¯r)∗(ϑ
B
r dΛ),
and
α′′(r) = 3(f¯Lr )∗(ϑ
1
r dΛ) + 3(f¯
R
r )∗(ϑ
2
r dΛ).
Set α(r) = α′(r) + α′′(r). In addition, let
β(r) = 3(fr)∗((ϕr − ϕAr − ϕBr ) dΛ) + 3(f¯r)∗(ϑr − ϑBr )+
+3(f¯Lr )∗((ϑr − ϑ1r) dΛ) + 3(f¯Rr )∗((ϑr − ϑ2r) dΛ).
We have
α(r)+α1(r)+β(r) = 3(fr)∗(ϕr dΛ)+3(f¯r)∗(ϑr dΛ)+3(f¯Lr )∗(ϑr dΛ)+3(f¯
R
r )∗(ϑr dΛ),
so we conclude from (35) and (37) that ∂̂µ(r) = α(r) + α1(r) + β(r). In order to
prove Theorem 4.1, it remains to prove that the measures α(r), α1(r), and β(r)
satisfy the corresponding properties.
We first show that α′(r) is re−r-symmetric. Let γ ∈ Γ(G) and let γ∗1 and γ∗2
denote the two orientations on γ. Let Yi(γ) ⊂ Ar(G), i = 1, 2, so that (z, v) ∈ Yi(γ)
if fr(z, v) ∈ N1γ∗i . By the definition of the set Ar(G) we have that Y1(γ) and Y2(γ)
are disjoint, and R(Y1(γ)) = Y2(γ). For (z, v) ∈ Y1(γ) set R(z, v) = (z1, v1).
Combining Proposition 5.5 and Proposition 5.8, we have that
d(fr(z, v), fr(z1, v1)) ≤ d(fr(z, v), foota1r(z,v)(z)) + d(fr(z1, v1), foota1r(z,v)(z1))
≤ Ce−r + Ce−r < re−r,
for r large enough. From the property (3) of Proposition 4.1, and since Jac(R) = 1
we see that the measures (fr)∗ν1 and (fr)∗ν2 are re−r-equivalent on γ, where νi
is the restriction of the measure 3(fr)∗(ϕr dΛ) on Yi(γ). This shows that α′(r) is
re−r-symmetric.
Next, we show that α′′(r) is e−r-symmetric (and therefore this measure is re−r-
symmetric). Let (z, v) ∈ Cr(G). By Proposition 5.9 we have that (z, v) ∈ CLr (G)
if and only if IL(z, v) ∈ CRr (G). Also, for almost every such (z, v) we have that
a1r(z, v), a
1
r(IL(z, v)), and a1r(IR(z, v)) are well defined. We only need to consider
such points. Then, by Proposition 5.11 we have that d(f¯Lr (z, v), f¯
R
r (IL(z, v))) < e−r
for r large enough.
Let γ∗ be the orientation on γ = b1r(z, v) = b
1
r(ω(IL(z, v))) so that the endpoint
ar(z, v) comes before the endpoint br(z, v) on γ
∗. Let Y1(γ) ⊂ CLr (G) so that
(z, v) ∈ Y1 if f¯Lr (z, v) ∈ N1γ∗. Set Y2(γ) = IL(Y1(γ)). We have Y2(γ) ⊂ CRr (G)
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and for (w, u) ∈ Y2(γ) we have f¯Rr (w, u) ∈ N1(−γ∗). Since Jac(IL) = 1 and from
the property (3) of Proposition 4.1, we see that the measures (f¯Lr )∗ν1 and (f¯
R
r )∗ν2
are e−r-equivalent on γ. Here ν1 is the restriction of the measure ϑr dΛ on Y1(γ),
and ν2 is the restriction of the measure ϑr dΛ on Y2(γ).
Since both measures α′(r) and α′′(r) are re−r-symmetric, we see that α(r) is
re−r-symmetric.
From Proposition 5.10 we have that if (z, v) ∈ Br(S) then h(z) ≥ 2r− log 3. For
r large enough, we have∫
N1Γ(S)
dα1(r) ≤ 3
∫
Br(S)
(ϕr + ϑr) dΛ ≤ 6Λ(T 1S \ T 1ThS(2r − log 3)) ≤ e−r.
The following lemma will be proved in the next section.
Lemma 5.4. The measure α1(r) is Q-symmetric, for any Q > 200.
It remains to analyse β(r). From the definition of β(r) (and from (36) ) we
see that if either of the points fr(z, v), f¯r(z, v), f¯
L
r (z, v), or f¯
R
r (z, v) belongs to the
support of β(r) we have that (z, v) ∈ Hr (recall the definition of Hr from Lemma
5.3). Note that ϑr(z, v) ≤ ϕr(z, v) for every (z, v) ∈ T 1S. From Lemma 5.2,
Lemma 5.3, and Proposition 5.12, we have∫
N1Γ(S)
(K(γ∗, z) + 1)dβ(r) ≤ 5
∫
Hr
(Kr(z, v) +Kr(z, ωv) + 1)ϕr(z) dΛ+
+5
∫
T 1S\Dr(S)
(Kr(z, v) +Kr(z, ωv) + 1)ϕr(z) dΛ ≤ P (r)e−r ,
for r large enough. This completes the proof of Theorem 4.1. 
6. The proof of Lemma 5.4
6.1. Preliminary propositions. We have the following preliminary propositions.
Proposition 6.1. Let (z, v) ∈ T 1H and set (z1, v1) = R(z, v). Let p ∈ ∂H. Set
w = footγ(z) = footγ(z1) and denote by u a unit vector at w that is tangent to γ.
Then
|∆p[z, z1]| < 2|Θp(w, u)| sinh(log
√
3).
Proof. Recall that d(w, z) = d(w, z1) = log
√
3. Let f ∈Mob(H) be the rotation
centred at w, and so that Θp(f(w, u)) = 0. Then f is a rotation for the angle
|Θp(w, u)|. Let (z′, v′) = f(z, v) and (z′1, v′1) = f(z1, v1) = R(z′, v′) (here we use
that R commutes with f). Then ∆p[z′, z′1] = 0.
Recall d(w, z) = 12 log 3. Using the formula that says that the hyperbolic cir-
cumference of the circle of radius s is 2π sinh(s) we conclude that
d(z, z′),d(z1, z′1) < |Θp(w, u)| sinh(log
√
3).
Since ∆p[z
′, z′1] = 0 and from the previous inequality we get
|∆p[z, z1]| < |∆p[z′, z′1]|+ d(z, z′) + d(z1, z′1) < 2|Θp(w, u)| sinh(log
√
3).

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Let η be a geodesic in H and let φ : R → η be the natural parametrisation
of η so that φ(0) = zmax(η,∞), and so that ∞ is to the left of η∗, where η∗
is the push-forward of the orientation on R by the map φ. Let (z0, v0) ∈ H
be the unique point so that p1(z0, v0) = η, and so that Θ∞(z0, ω2v0) = 0. Set
St(z0, v0) = (zt, vt). Let (z′0, v′0) = R(z0, v0), and set S(−t)(z′0, v′0) = (z′t, v′t). Then
footη(z
′
t) = footη(zt) = φ(t) ∈ η.
Definition 6.1. Let q(t) = h∞(zt), and p(t) = h∞(z′t).
Proposition 6.2. We have 0 < q(t)− p(t) ≤ 2π sinh(log√3)e−|t|, and
|q(t)− (q(0)− |t|)| < log 6.
Proof. Note that q(t) − p(t) = hc(zt) − hc(z′t) = ∆c[zt, z′t]. Let wt = footη(zt) =
footη(z
′
t), and let ut be the unit vector so that 0 < |Θc(wt, ut)| ≤ π2 . Such vector
exists because c is not an endpoint of η (when t = 0 there are two such vectors and
we choose either one). Also, d(w0, wt) = |t|. From Proposition 6.1 we have
q(t)− p(t) < 2|Θc(wt, ut)| sinh(log
√
3).
The identity (29) yields
|t| = log (csc(Θc(wt, ut)) + cot(Θc(wt, ut))) ,
and therefore, we have
sin(Θc(wt, ut))
2
≤ e−|t| ≤ sin(Θc(wt, ut)).
Since for 0 ≤ θ ≤ π2 , we have θ ≤ π2 sin θ, we find |Θc(wt, ut)| ≤ πe−|t|. This shows
q(t)− p(t) < πe−|t|2 sinh(log
√
3) = 2π sinh(log
√
3)e−|t|,
which proves the first inequality.
It follows from Proposition 5.2 that hc(w0)−hc(wt) > |t|−log 2. Since d(wt, zt) =
log
√
3, we have q(0)−q(t) > |t|−log 2−log 3, which proves |q(t)−(q(0)−|t|)| < log 6.

Proposition 6.3. Let T ≥ 0 and let
δT (η) =
T∫
−T
(
e
2r−p(t)
2 − e 2r−q(t)2
)
dt.
Then
δT (η) ≤ 24(e
pi√
3 − 1)e 2r−q(0)2
Proof. We compute
δT (η) ≤
∞∫
−∞
(
e
2r−p(t)
2 − e 2r−q(t)2
)
dt = 2e
2r−q(0)
2
∞∫
0
e
q(0)−q(t)
2
(
e
q(t)−p(t)
2 − 1) dt.
We apply Proposition 6.2 to the right hand side of the above inequality and since
ekx − 1 ≤ (ek − 1)x for x ∈ [0, 1], we get
δT (η) ≤ 2e
2r−q(0)
2
∞∫
0
6e
t
2
(
e
pie−t√
3 − 1) dt ≤ 12(e pi√3 − 1)e 2r−q(0)2 ∞∫
0
e
t
2 e−t dt.
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The identity
∞∫
0
e−
t
2 dt = 2,
completes the proof of the proposition. 
Proposition 6.4. For any T ≥ 0 let µ+η,T and µ−η,T be the measures on R that are
supported on [−T, T ] and given by
µ+η,T = e
2r−q(t)
2 dt,
and
µ−η,T = e
2r−p(t)
2 dt,
Let δη,T be the measure on R that is supported at the point 0 and such that
δη,T (R) = δη,T ({0}) = µ−η,T (R)− µ+η,T (R).
Then the measures (µ+η,T + δη,T ) and µ
−
η,T are Q-equivalent for Q = 24
(
e
pi√
3 − 1).
Proof. We write µ+, µ− and δ for µ+η,T , µ
−
η,T and δη,T respectively. To prove that
the corresponding measures are Q-equivalent we use Proposition 4.1. Observe that
for any t ∈ R,
(44) µ+(−∞, t] ≤ µ−(−∞, t],
and
(45) δ(−∞, t] ≤ Qe 2r−q(0)2 .
Moreover when −T ≤ t ≤ t+Q ≤ T we have
(46) µ−(t, t+Q) ≥
t+Q∫
t
e
2r−q(0)
2 ds = Qe
2r−q(0)
2 .
Finally by the definition of δ we have
(47) (µ+ + δ)(R) = µ−(R).
We now show that for any t ∈ R we have
(48) (µ+ + δ)(−∞, t] ≤ µ−(−∞, t+Q).
For t ≤ −T the left hand side of the above inequality is 0. For −T ≤ t < t+Q ≤ T
the inequality follows from (44), (45) and (46). For t > T the inequality follows
from (47). This shows (48).
By s→ −s symmetry we have
(49) µ+ + δ)[−t,∞) ≤ µ−(−t−Q,∞),
and replacing −t with t+Q we obtain
(50) (µ+ + δ)[t+Q,∞) ≤ µ−(t,∞).
Thus by (47) we have
(51) µ−(−∞, t] ≤ (µ+ + δ)(−∞, t+Q).
We have verified the hypothesis from Proposition 4.1 and this proves the proposi-
tion.
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
6.2. The proof of Lemma 5.4. Let r > 2 and let γ ∈ Γ(G). We need to show
that the restriction of the measure α1(r) to N
1γ is Q-symmetric. For r large, we
have that the support of the measure α1(r) is deep into the thin part of N
1γ. In
fact, it follows from Proposition 5.10 that Br(G) ⊂ T 1ThinG(2r− log 3). Note that
for (z, v) ∈ Br(G) we have that h(footp1(z,v)(z) ≥ 2r − log 3. Combining this with
Proposition 5.5, we have that for r large enough, the restriction of the measure
α1(r) to N
1γ is supported in N1γ ∩ (T 1H \ T 1ThG(2r − log 3 − 1)). Therefore,
for each cusp c ∈ Cusp(G) we consider the restriction of the measure α1(r) to
N1γ ∩T 1Hc(2r− log 3− 1) which we denote by α1(γ, c, r). To prove Lemma 5.4, it
is enough to show that each α1(γ, c, r) is Q-symmetric. There are only finitely many
cusps c ∈ Cusp(G), so that α1(γ, c, r) is a non-zero measure, and the restriction of
α1(r) to N
1γ is the finite sum of these measures α1(γ, c, r). Note that if c is an
endpoint of γ then αc1(r) is the zero measure.
Let G = Gc (then c = ∞). We say that (z, v) ∈ B∗r(γ, c), where ∗ ∈ {+,−}, if
the following holds
• We have (z, v) ∈ Br(G).
• We have (z, v) ∈ (T 1H)∗.
• fr(z, v) ∈ N1(γ ∩Hc(1)).
We say that (z0, v0) ∈ U+ ⊂ B+r (γ, c), if Θc(z0, ω2v0) = 0. Set (z′0, v′0) =
R(z0, v0), and let U− = R(U+). By definition of Br(G), we have U− ⊂ B−r (γ, c).
For (z0, v0) ∈ U+ and t ∈ R set (zt, vt) = St(z0, v0). Also (z′t, v′t) = S(−t)(z′0, v′0).
We have
Proposition 6.5. Fix (z0, v0) ∈ U+. Then there exists T = T (z0, v0) ≥ 0 such
that the set t ∈ R : (zt, vt) ∈ B+r (γ, c) is a symmetric interval (−T, T ) or [−T, T ].
Proof. Observe that p(z0, v0) = p(zt, vt), for any t ∈ R. The condition (zt, vt) ∈
B+r (γ, c) it equivalent with the following two conditions. The first one is that c
is not an endpoint of a1r(zt, vt) or of a
1
r(z
′
t, v
′
t). The second one is that (zt, vt) ∈(Hc(2r) ∪ R(Hc(2r))). One directly verifies that each of these two conditions is
satisfied on a symmetric interval. 
Proposition 6.6. There exists r0 > 0, so that for r > r0, the following holds. Let
(z0, v0) ∈ U+. For every t ∈ (−T (z0, v0), T (z0, v0)), we have
d(ψ(t), fr(zt, vt)),d(ψ(t), fr(z
′
t, v
′
t)) ≤ re−r,
where ψ : R→ γ is the natural parametrisation of γ such that ψ(0) = zmax(γ, c).
Proof. Assume that G = Gc (then c = ∞). Since (z0, v0) ∈ Br(G), and since
(z0, v0) is above p
1(z0, v0), we have that h∞(z0) ≥ 2r > r + 2. By Proposition 5.6
we have thatHar(z0,v0)(1), is the first 1-horoball that the geodesic ray γ(z0,v0) enters
after leavingH∞(1). Since with this normalisation the Euclidean diameter of any 1-
horoball (except the one based at∞) is at most 1, and since the ray γ(z0,v0) ends at
p(z0, v0), we have |ar(z0, v0)−p(z0, v0)| < 1. Similarly, |ar(z0, ωv0)−p(z0, ωv0)| <
1. From h∞(z0) ≥ 2r, we have that
|p(z0, v0)− p(z0, ωv0)| ≥ 2e−h∞(z0)−log
√
3 > e2r.
Let f ∈Mob∞(H), be the unique Mo¨bius transformation so that f(p1(z0, v0)) = γ
(note that footγ(f(z0)) = ψ(0)). Then for ζ ∈ H, we have f(ζ) = l1ζ + l2, where
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l1 > 0, and l2 ∈ R. The coefficients l1, l2, are determined by the conditions
f(p(z0, v0)) = ar(z0, v0), and f(p(z0, ωv0)) = ar(z0, ωv0). We have
| log l1| ≤ log(1 + 2e−2r) < 2e−2r
and |l2| < 1. Since h∞(zt),h∞(z′t) > 2r − log 3, for t ∈ [−T (z0, v0), T (z0, v0)] we
have that
d(zt, f(zt)),d(z
′
t, f(z
′
t)) ≤ 2e−2r + 3e−2r = 5e−2r.
Since footγ(f(zt)) = ψ(t) and since footγ does not increase the hyperbolic distance
we obtain
d(footγ(zt), ψ(t)),d(footγ(z
′
t), ψ(t)) ≤ 2e−2r + 3e−2r = 5e−2r.
Together with Proposition 5.8 this completes the proof. 
Let (z0, v0) ∈ U+. Define the mappings f+/−(z0,v0) : (−T (z0, v0), T (z0, v0))→ N1γ,
by
f+(z0,v0)(t) = fr(zt, vt), f
−
(z0,v0)
(t) = fr(z
′
t, v
′
t),
and let
µ
+/−
(z0,v0)
= (f
+/−
(z0,v0)
)∗
(
µ
+/−
p1(z0,v0),T (z0,v0)
)
,
where the measures µ
+/−
η,t were defined in Proposition 6.4. We have that µ
+/−
(z0,v0)
∈
M(N1γ). Note that µ+(z0,v0) is supported at the point (ψ(t), ~n(t)), where ~n(t) is the
unit normal vector at z that points towards the cusp c (so |Θc(ψ(t), ~n(t))| < π2 ).
The measure µ−(z0,v0) is supported at the point (ψ(t), ~n(t)), where
~n(t) is the unit
normal vector at z that points away from the cusp c (so |Θc(ψ(t), ~n(t))| > π2 ).
Let δ(z0,v0) be the atomic measure that on N
1γ that is supported at the point
(ψ(0), ~n0), where Θc(ψ(0), ~n0) = 0, and the mass of δ(z0,v0) is δT (z0,v0)(p
1(z0, v0))
(recall the definition of δT (η) from Proposition 6.3).
Proposition 6.7. For every (z0, v0) ∈ U+ the measure (µ+(z0,v0)+ δ(z0,v0))+µ−(z0,v0
is Q+ 1-symmetric.
Proof. We can by abuse of notation write µ
+/−
(z0,v0)
and δ(z0,v0) as measures on γ
rather than on N1γ. Then we must show that (µ+(z0,v0) + δ(z0,v0)) and µ
−
(z0,v0
are
Q+ 1-equivalent.
We let η = p1(z0, v0) and T = T (z0, v0). By the previous proposition for t ∈
(−T, T ) we have d(f+/−(z0,v0(t), ψ(t)) ≤ re−r < 12 , for r large enough. Therefore by
Proposition 4.1 the measures µ
+/−
(z0,v0)
and ψ∗µ
+/−
η,T are
1
2 -equivalent. Also δ(z0,v0) =
ψ∗δη,T . The proof now follows from Proposition 6.4 and Proposition 4.6.

Let E be a Borel subset of U+. For t1, t2 ∈ R, t1 ≤ t2, let
E(t1, t2) = {St(z, v) : (z, v) ∈ U+, t1 ≤ t ≤ t2}.
Since St is a measure preserving flow (one-parameter Abelian group) and since
St(U+)∩U+ = ∅, there exists a non-negative constant σ+(E) that depends only on
E, so that Λ(E(t1, t2)) = σ
+(E)(t2 − t1). The constant σ+(E) is called the cross
sectional area of the set E. This way we construct a positive Borel measure σ+
on U+. Similarly, we get the measure σ− on U−. If E ⊂ U+, then R(E) ⊂ U−,
and σ+(E) = σ−(R(E)) (because Jac(R) = 1, and R ◦ St = S(−t) ◦ R). This
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shows that the restriction of the map R : U+ → U−, satisfies that R∗σ− = σ+. If
σ+(U+) = 0, then the measure αc1(r) is the zero measure.
It follows from the definition of α1(r) and from (36) that
α1(γ, c, r) = 3
∫
U+
(
(µ+(z0,v0) + δ(z0,v0)) + µ
−
(z0,v0
)
dσ+(z0, v0).
Then Lemma 5.4 follows from the previous proposition and Proposition 4.7. One
sees from Proposition 6.4 that Q+ 1 ≤ 200.
7. Estimates on the combinatorial length
The following definition and propositions will be used throughout this section.
Recall that for (z, v) ∈ T 1H the map γ(z,v) : [0,∞)→ H is the natural parametri-
sation of the geodesic ray that starts at z and that is tangent to the vector v at z
that is γ′(z,v)(0) = v. By γ(z,v)[0, t] we denote the corresponding geodesic segment.
Definition 7.1. Let (z, v) ∈ T 1H and t ∈ R. The geometric intersection num-
ber ι(γ(z,v)(t), τ(G)) is defined as the number of (transverse) intersections between
the geodesic segment γ(z,v)[0, t] and the edges from λ(G). For (z, v) ∈ T 1S the
intersection number ι(γ(z,v)(t), τ(S)) is defined in the same way.
Next we establish the connection between the r-combinatorial length Kr(z, v)
(Definition 5.7) and the intersection number ι(γ(z,v)(tr(z, v)), τ(S)).
Proposition 7.1. Let (z, v) ∈ T 1S such that 0 < tr(z, v) <∞. Then
Kr(z, v) ≤ ι(γ(z,v)(tr(z, v)), τ(S)).
Proof. Let (z, v) also denotes a lift of (z, v) in T 1H. Let γ be the geodesic ray that
connects z and ar(z, v) ∈ Cusp(G). The assumption tr(z, v) > 0 implies that z
does not belong to the horoball Har(z,v)(1) and that is why Kr(z, v) = ι(γ, τ(G)).
Let z1 be the intersection point between γ and the horocircle ∂Har(z,v)(1) (since γ
ends at ar(z, v) there is exactly only one such intersection point z1). Let γ1 be the
geodesic sub-segment of γ bounded by the points z and z1. By definition the point
γ(z,v)(tr(z, v)) also belongs to the horocircle ∂Har(z,v)(1). Let G = Gar(z,v). Then
the Euclidean distance between the points z1 and γ(z,v)(tr(z, v)) is at most 1 and
the corresponding y-coordinate of both these points is equal to e.
Let α be an edge from λ(G) such that γ intersects α. Then α does not end
at ∞ (since γ ends at ∞ we see that γ can not (transversely) intersect any other
geodesic that ends at∞). Moreover we have that the segment γ1 intersects α. But
then α either intersects intersects the segment γ(z,v)[0, tr(z, v)] or the horocyclic
segment between the points z1 and γ(z,v)(tr(z, v)). Every point on this horocyclic
segment has the y-coordinate equal to e so we conclude that if α intersects this
horocyclic segment it has to end at ∞. Therefore we find that α intersects the
segment γ(z,v)[0, tr(z, v)]. This proves the proposition. 
Proposition 7.2. Let (z, v) ∈ T 1S. There exists a constant K(S) > 0 that depends
only on S such that is z ∈ ThS(1) then ι(γ(z,v)(1), τ(S)) < K(S). If z ∈ (T 1S \
ThS(1)) then ι(γ(z,v)(1), τ(S)) ≤ N(S)eh(z). In particular for any (z, v) ∈ T 1S we
have ι(γ(z,v)(1), τ(S)) ≤ max{K(S), N(S)e|h(z)|}.
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Proof. If z ∈ ThS(1) then the geodesic segment remains in ThS(2). Since the space
of geodesic segments of the hyperbolic length 1 that remain in ThS(2) is compact,
we find that there exists K(S) > 0 so that every such segment intersects at most
K(S) edges from λ(S).
Assume that z does not belong to ThS(1) (this equivalent to saying that h(z) >
1). Then z ∈ Hci(S)(1) for exactly one cusp ci(S) ∈ Cusp(S). Let G = Gci(S).
Let (z, v) ∈ T 1H also denote a lift of (z, v) so that z ∈ H∞(1). Then the geodesic
segment γ(z,v)[0, 1] can intersect only edges from λ(G) that end at ∞. This is
why γ(z,v)[0, 1] can intersect at most as many edges from λ(G) as the horocyclic
segment (horocyclic with respect to∞) of the hyperbolic length 1 that begins at z.
Therefore γ(z,v)[0, 1] intersects at most N(S)e
h∞(z) = N(S)eh(z) edges from τ(G).
This is easily seen by observing that eh∞(z) ≥ 1 agrees with the y-coordinate of the
point z ∈ H. 
Proposition 7.3. There exists a constant D(S) > 0 (that depends only on S) and
r0 > 0 so that for r > r0 the following holds. Let (z, v) ∈ T 1H. If z ∈ ThG(10r)
then
(52) Kr(z, v) ≤ D(S)
(
e11r +K(S)(tr(z, v) + 1)
)
.
If z ∈ Hc(10r) for some c ∈ Cusp(G) then
(53) Kr(z, v) ≤ D(S)
(
χr(z, v)e
h(z) +K(S)(tr(z, v) + 1)
)
.
Here χr(z, v) = csc |Θc(z, v)| if |Θc(z, v)| < π2 and csc |Θc(z, v)| ≤ er. Otherwise
set χr(z, v) = 1.
Remark. Note that if Θc1(z, v) gets smaller the upper bound in (53) increases.
However once |Θc1(z, v)| is small enough so that sin |Θc1(z, v)| ≤ e−r then the
upper bound in (53) decreases sharply. In fact χr(z, v) takes values in the interval
[1, er].
Proof. Assume first that tr(z, v) = 0. Then by definition z ∈ Hc(1) for some
c ∈ Cusp(G). Moreover we have |Θc(z, v)| < π2 and csc(|Θc(z, v)|) ≤ er (see (28)).
In this case we have Kr(z, v) = eh(z) because z belongs to the 1-horoball at the
cusp which absorbs γ(z,v). If z ∈ ThG(10r) we have that Kr(z, v) ≤ e10r so the
inequality (52) holds for such (z, v). If (z, v) ∈ Hc(10r) then (53) holds as well.
From now on we assume that tr(z, v) > 0. Then Kr(z, v) ≤ ι(γ(z,v)(tr(z, v)), τ(G))
by Proposition 7.1.
Let (z, v) ∈ T 1H and let t∗ = min{(3r+ h(z)), tr(z, v)}. By Proposition 5.6 we
have that the segment γ(z,v)[t∗, tr(z, v)] is contained in ThG(1) and therefore by
Proposition 7.2 we have
(54) ι(γ(z,v)[t∗, tr(z, v)], τ(G)) ≤ K(S)(tr(z, v) + 1)
It remains to estimate ι(γ(z,v)[0, t∗], τ(G)). Fix 0 ≤ t < t∗. Let t0 = 0, tk = t,
and let {t1, t2, ..., tk−1} be the ordered set of points where the segment γ(z,v)[0, t]
intersects the 1-horocircles. Note that there can be at most 2t0 + 2 such segments,
that is k ≤ 2t0. Each segment γ(z,v)[ti, ti+1] is either contained in ThG(1) or in
some Hc(1). If γ(z,v)[ti, ti+1] is contained in ThG(1) then by Proposition 7.2 we
have
(55) ι(γ(z,v)[ti, ti+1], τ(G)) ≤ K(S)(|ti+1 − ti|+ 1).
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Assume that γ(z,v)[ti, ti+1] is contained in some Hc(1) (note that ar(z, v) 6= c).
There are two cases. The first one is when z ∈ Hc(1) (then clearly i = 0). Then
the entire segment γ(z,v)[t0, t1] is contained in Hc(1). Let z0 = zmax(γ(z,v), c).
Then the segment γ(z,v)[t0, t1] can intersect at most 2N(S)e
h(z0) edges from λ(G).
On the other hand from (28) we have that hc(z0) − hc(z) ≤ log(csc |Θc(z, v)|) if
|Θc(z, v)| ≤ π2 and hc(z0) = hc(z) if |Θc(z, v)| > π2 . This shows that
(56) ι(γ(z,v)[t0, t1], τ(G)) ≤ 2N(S)χr(z, v)eh(z).
For any other segment γ(z,v)[ti, ti+1] that is contained in some Hc(1) we have that
hc(z0)−1 = hc(z0)−hc(γ(z,v)(ti)) < r where z0 = zmax(γ(z,v), c). This follows from
the fact that ar(z, v) 6= c, and from hc(z0)− hc(γ(z,v)(ti)) < hc(z0)− hc(z). Then
the segment γ(z,v)[ti, ti+1] can intersect at most 2N(S)e
h(z0) edges from λ(G), that
is
(57) ι(γ(z,v)[ti, ti+1], τ(G)) ≤ 2N(S)er+1.
Since t0 ≤ 3r + h(z) and from (55), (56) and (57) we obtain
ι(γ(z,v)[0, t∗], τ(G)) ≤ 2N(S)χr(z, v)eh(z)+(2(3r+h(z))+1)2N(S)er+1+(2(3r+h(z))+1)K(S),
(here we also used that there are at most 2t0 + 2 segments γ(z,v)[ti, ti+1]).
Let z ∈ ThG(10r). If z ∈ Hc(1) then from 1 ≤ χr(z, v) ≤ r we obtain
ι(γ(z,v)[0, t∗], τ(G)) ≤ 2N(S)e11r + (26r + 1)2N(S)er+1 + (26r + 1)K(S).
Together with (54) this proves (52).
Suppose that z ∈ Hc(10r) for some c ∈ Cusp(G). Then similarly from (55), (56)
and (57) we get
ι(γ(z,v)[0, t∗], τ(G)) ≤ 2N(S)χr(z, v)eh(z)+(2(3r+h(z))+1)2N(S)er+1+(2(3r+h(z))+1)K(S).
Since h(z) ≥ 10r for r large enough we have
(2(3r + h(z)) + 1)2N(S)er+1 + (2(3r + h(z)) + 1)K(S) ≤ eh(z).
Together with (54) this proves (53).

Proposition 7.4. Let G be a normalised group and let z ∈ H∞(0), that is y ≥ 1.
Let z1, z2 ∈ H, where zj = xj + iyj, j = 1, 2, and let η be the geodesic segment
between z1 and z2. Moreover let ηj be the vertical geodesic segment connecting zj
with the point xj + iy (that is ηj is orthogonal to the 0-horocircle at ∞). Then
ι(η, τ(G)) ≤ ι(η1, τ(G)) + ι(η2, τ(G)) +N(S)|x1 − x2|.
Proof. Let γ ∈ λ(G). If γ intersects η then γ either intersects η1 or η2 or the
horocyclic segment between the points x1 + iy and x2 + iy. Since y ≥ 1 and since
G is normalised we have that if γ intersects this horocyclic segment then γ ends at
∞. On the other hand there are at most N(S)|x1 − x2| such vertical geodesics in
λ(G). This proves the proposition.

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7.1. The proof of Lemma 5.2. Let t ≥ 0 and set
Et = {(z, v) ∈ T 1S : tr(z, v) ≥ t}.
We have
Proposition 7.5. There exists r0 > 0 so that for r > r0 and every t ≥ r2 we have
Λ(Et) ≤ e−q(S) t4 ,
where q(S) > 0 is the constant from Lemma 5.1.
Proof. Fix t ≥ r2. We have
T 1S = T 1ThS(
t
2
)
⋃
(T 1S \ T 1ThS( t
2
)).
One finds that
Λ
(
(T 1S \ T 1ThS( t
2
))
)
= ne−
t
2 ,
where n is the number of cusps in Cusp(S). Since t ≥ r2 for r large enough we
have
(58) Λ
(
(T 1S \ T 1ThS( t
2
))
) ≤ 1
2
e−
t
4 .
It follows from Proposition 5.6 that for every (z, v) ∈ T 1S and every 3r+h(z) ≤
t′ ≤ t we have that gt′(z, v) ⊂ A(t − t′), where A(t) is the set defined in Lemma
5.1. If (z, v) ∈ T 1ThS( t2 ) then
g(3r+ t2 )
(z, v) ⊂ A( t
2
− 3r).
It follows from Lemma 5.1 that
Λ
(
Et ∩ T 1ThS( t
2
)
)
= Λ
(
g(3r+ t2 )
(Et ∩ T 1ThS( t
2
))
) ≤ C(S)e−q(S)( t2−3r).
Since t ≥ r2 for r large enough we have
Λ
(
Et ∩ T 1ThS( t
2
)
) ≤ 1
2
e−q(S)
t
4 .
Together with (58) this proves the proposition. 
We are ready to prove Lemma 5.2. Let
Tr = {(z, v) ∈ T 1S : h(z) ≥ 10r}.
We have T 1S \ Dr(S) = Er2 ∪ Tr. It follows from Proposition 7.3 and from the
definition of ϕr(z, v) that∫
T 1S\Dr(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ ≤
∫
Er2\Tr
D(S)e11r dΛ+
+
∫
Tr
D(S)eh(z)χr(z, v)e
(r−h(z)2 ) dΛ +
∫
Er2
D(S)K(S)(tr(z, v) + 1) dΛ+
+
∫
Tr\Er2
D(S)K(S)(tr(z, v) + 1) dΛ.
We estimate each of the four integrals on the right hand side.
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From Proposition 7.5 we have∫
Er2
D(S)e4r dΛ = D(S)e4rΛ(Er2) ≤ D(S)e4re−q(S)
r2
4 ≤ e−2r = e(2r),
for r large enough.
Next we estimate the second integral∫
Tr
D(S)eh(z)χ(z, v)e(r−
h(z)
2 ) dΛ.
We have that Tr = ∪ci(S)∈Cusp(S)T 1Hci(S)(10r). Let ci ∈ Cusp(G) such that
[ci]G = ci(S) and set G = Gci . Let z ∈ Hci(10r). Then (z, v) = (x, y, θ) = (z, θ) in
the polar coordinates on T 1H. We have
π∫
−π
χr(z, θ) dθ ≤ Cr,
where C is some universal constant. This shows that for r large enough we have∫
T 1Hci
D(S)eh(z)χ(z, v)e(r−
h(z)
2 ) dΛ ≤ Cr
∞∫
e10r
D(S)yer√
y
dy
y2
=
= D(S)Crer
∞∫
e10r
y−
3
2 dy ≤ e−4r < e−r.
Next we estimate the third integral. Recall that if f : X → [0,∞) is an integrable
function on a measure space (X,µ) then∫
X
f dµ =
∞∫
0
µ(f−1[t,∞)) dt.
Set (X,µ) = (Er2 ,Λ) and f(z, v) = tr(z, v). We find∫
Er2
tr(z, v) dΛ =
∞∫
0
Λ(Et ∩Er2) dt = r2Λ(Er2) +
∞∫
r2
Λ(Et) dt.
This together with Proposition 7.5 gives∫
Er2
D(S)K(S)(tr(z, v)+1) dΛ ≤ D(S)K(S)Λ(Er2)+D(S)K(S)
(
r2Λ(Er2)+
∞∫
r2
Λ(Et) dt
) ≤
≤ (1 + r2)D(S)K(S)e−q(S) r
2
4 +D(S)K(S)
∞∫
r2
e−q(S)
t
4 dt,
so for r large enough we have∫
Er2
D(S)K(S)(tr(z, v) + 1) dΛ ≤ e−2r = e(2r).
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If (z, v) ∈ Tr \ Er2 then (tr(z, v) + 1) ≤ r2 + 1. This implies that∫
Tr\Er2
D(S)K(S)(tr(z, v) + 1) dΛ ≤ D(S)K(S)(r2 + 1)Λ(Tr) ≤ r3e−10r < e−r.
We have estimated all four integrals and we find that∫
T 1S\Dr(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ ≤ P (r)e−r.
This proves Lemma 5.2.
7.2. The proof of Lemma 5.3. From Proposition 5.16 we have∫
Hr
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ ≤
(59)
≤
3∑
i=1
∫
Eir(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ,
so in order to prove Lemma 5.3 we need to estimate from above the integrals on
the right hand side.
We first estimate the integral∫
E1r (S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ.
Let (z, v) ∈ E1r (S). Then (z, v) ∈ Dr(S). Let (z, v) also denote a lift of (z, v) to H
. Then z ∈ Hc(2r − log 3), for some c ∈ Cusp(G) and c is an endpoint of a1r(z, v).
Here [c]G = ci(S) for some ci(S) ∈ Cusp(S). Let X0(ci(S)) be the set of those
(z, v) ∈ E1r (G) so that z ∈ Hc(2r − log 3) and ar(z, v) = c. Let X1(ci(S)) be the
set of those (z, v) ∈ E1r (G) so that z ∈ Hc(2r − log 3) and ar(z, ωv) = c. Then
E1r (G) = X0(ci(S)) ∪X1(ci(S)).
Let (z, v) ∈ X0(ci(S)). Since (z, v) ∈ Dr(S) we have max{tr(z, v), tr(z, ωv), tr(z, ω2v)} ≤
r2. It follows from Proposition 5.2 that |Θc(z, ωv)| ≤ πe−r. This implies that
|Θc(z, ωjv)| > π2 , j = 1, 2. Since ar(z, v) = c we have Kr(z, v) = eh(z). Combining
this with (53) (recall the definition of χr(z, v)) we get
Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) ≤ eh(z) + 2D(S)
(
eh(z) +K(S)(r2 + 1)
)
.
A single lift of the setX0(ci(S)) toH (with respect to the normalised groupG = Gc)
is contained in the set
{(x, y, θ) ∈ T 1H : 0 ≤ x ≤ 1, e
2r
3
≤ y ≤ ∞, |θ| ≤ πe−r}.
Passing with the integration to the universal cover we get for r large that∫
X0(ci(S))
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ <
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<
πe−r∫
−πe−r

∞∫
e2r
3
(
y + 2D(S)
(
y +K(S)(1 + r2)
)
+ 1
) er√
y
dy
y2
 dθ ≤
≤ r3e−r
∞∫
e2r
3
ery−
3
2 dy < 3r3e−r = P (r)e−r.
We repeat this for every ci(S) ∈ Cusp(S). After repeating the same argument for
Xj(ci(S)), j = 1, 2, we obtain
(60)
∫
E1r (S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ < P (r)e−r .
for r large enough.
It is somewhat more delicate to estimate the integrals over the sets E2r (S) and
E3r (S). We need to prove several propositions first.
Proposition 7.6. Let s, t > 0. Then for t large enough, we have
I(s, t) =
∫
T 1ThS(s)
ι(γ(z,v)(t), τ(S)) dΛ ≤ t2(s+ t).
Proof. Denote the above integral by I(s, t). Consider δ(z,v)(t) = ι(γ(z,v)(t+1), τ(S))−
ι(γ(z,v)(t), τ(S)). It follows from Proposition 7.2 that
δ(z,v)(t) ≤ max{K(S), N(S)eh(γ(z,v)(t))}.
so we conclude that for any (z, v) ∈ T 1S we have
δ(z,v)(t) ≤ K(S) +N(S)eh(γ(z,v)(t)).
It follows that
I(t+ 1)− I(t) =
∫
T 1ThS(s)
δ(z,v)(t) dΛ ≤
∫
T 1ThS(s)
(K(S) +N(S)eh(γ(z,v)(t))) dΛ.
Since gt(T
1ThS(s)) ⊂ T 1ThS(s+ t) and since gt is measure preserving, we have
I(t+1)−I(t) ≤
∫
T 1ThS(s)
(K(S)+N(S)eh(γ(z,v)(t))) dΛ =
∫
gt(T 1ThS(s))
(K(S)+N(S)eh(z)) dΛ ≤
≤
∫
T 1ThS(s+t)
(K(S) +N(S)eh(z)) dΛ =
∫
T 1ThS(0)
(K(S) +N(S)eh(z)) dΛ+
+
n∑
i=1
∫
H(ci(S))
(K(S) +N(S)eh(z)) dΛ,
where H(ci(S)) = T
1Hci(S)(0) \ T 1Hci(S)(s+ t). We have∫
T 1ThS(0)
(K(S) +N(S)eh(z) dΛ ≤
∫
T 1ThS(0)
(K(S) +N(S)) dΛ ≤ C,
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where C > 0 depends only on S. On the other hand, by passing to the group
G = Gci(S) and using the expression for the volume element dΛ we have∫
H(ci(S))
(K(S) +N(S)eh(z)) dΛ =
∫
T 1H∞(0)\T 1H∞(s+t)
(K(S) +N(S)eh∞(z)) dΛ =
=
1∫
0
 e
s+t∫
1
K(S) +N(S)y
y2
dy
 dx ≤ K(S) +N(S)(s+ t).
Combining these estimates we have I(t + 1) − I(t) ≤ C + K(S) + N(S)(s + t)
and therefore I(t) ≤ t(C + K(S) + N(S)(s + t)). For t large enough we have
I(t) ≤ t2(t+ s) which proves the lemma. 
We have already discussed (in Section 6) the cross sectional area for two dimen-
sional subsets of T 1H with respect to the equidistant flow St.
Definition 7.2. Let E ⊂ H be a domain, and let u(z) be a smooth unit vector
field on E. Then E(u) = {(z, u(z)) : z ∈ E} is a surface sitting inside the three
dimensional manifold T 1H. Let 0 ≤ t1 ≤ t2 ≤ ∞. Define U(E(u), t1, t2) =
∪t1≤s≤t2gs(E(u)). For simplicity, set U(E(u), 0, t) = U(E(u), t). We use the same
notation for E ⊂ S.
We say that a unit vector field u defined on a domain E ⊂ H is transverse to E
if gs(E(u))∩E(u) = ∅ for every s > 0. Assume that u is transverse to E. Since gt
preserves the volume, we have that the quotient Λ(U(E(u), t))/t does not depend
on t ≥ 0. We call Λ(U(E(u), t))/t the cross sectional area of E with respect to u(z).
In fact, the flow gt induces an area form dη(u) on E so that the cross sectional
area of E agree with the area of E with respect to dη(u). The two form dη(u) is
obtained by contracting |dΛ| by the vector field u(z). One can verify that since
each vector u(z) has the unit length, and since dΛ = y−2 dx∧ dy ∧ dθ we have that
dη(u) = σ(z) dx ∧ dy where 0 ≤ σ(z) ≤ y−2. That is the density of the two form
dη(u) is always bounded above by the density of the hyperbolic metric.
Let ψ = ψE(u) : U(E(u),∞)→ E(u) be the projection map, that is on each slice
gs(E(u)), 0 ≤ s < ∞, the map ψ agrees with (gs)−1. Since u is transverse to E
the map ψ is well defined.
Let ft : E(u)→ R, t1 ≤ t ≤ t2, and f : U(E(u), t)→ R be integrable functions.
If for every such t we have f(z, v) ≤ ft(ψE(u)(z, v)) for every (z, v) ∈ gt(E(u)) then
(61)
∫
U(E(u),t1,t2)
f dΛ ≤
t2∫
t1
 ∫
E(u)
ftdη(u)
 dt,
and if ft(ψE(u)(z, v)) ≤ f(z, v) for every (z, v) ∈ gt(E(u)) then
(62)
t2∫
t1
 ∫
E(u)
fdη(u)
 dt ≤ ∫
U(E(u),t)
f dΛ.
We are particularly interested in the vector fields u1(z) and u2(z). The vector
u1(z) is the unique vector such that the point (z, u1(z)) ∈ T 1H corresponds to the
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coordinates (x, y,−π2 ). Observe that u1 is transverse to H. The vector u2(z) is the
unique vector such that the point (z, u2(z)) ∈ T 1H corresponds to the coordinates
(x, y,−π). One can verify that dη(u1) = y−2 dxdy and that dη(u2) = 0. It is not
surprising that dη(u2) = 0 since the corresponding set U(E(u2), t) is two dimen-
sional for any set E ⊂ H and therefore the cross sectional area of E with respect
to u2(z) is equal to zero.
Fix ci(S) ∈ Cusp(S). For y ≥ 1 set
Aj(t, y, ci(S)) =
1∫
0
ι(γ(z,uj(z))(t), τ(Gci(S))) dx,
where j = 1, 2. Set G = Gci(S). Note that if z ∈ γ ∩ H∞(0) and γ ∈ λ(G) then γ
has ∞ as its endpoint. This implies that for 1 ≤ y we have
(63) A2(t, 1, ci(S)) = A2(t+ log y, y, ci(S)),
and A2(t, y, ci(S)) = 0 for t ≤ log y.
Fix y ≥ 1. For every t ≥ 0 the set of points γ(z,u1(z))(t) is a horocircle in H
that bounds a horoball at ∞ (recall z = x + iy). Moreover, there exist numbers
d(t) ≥ 0 and r(t) ≥ 0 (that depend only on t), such that for z′ = z + yd(t) we have
γ(z,u1(z))(t) = γ(z′,u2(z′))(r(t)). The functions d(t) and r(t) are increasing in t. It is
elementary to verify that 0 ≤ d(t) ≤ 1 and 0 ≤ t− r(t) < 1.
We apply Proposition 7.4 to the segment γ(z,u1(z))[0, t]. We have
ι(γ(z,u1(z))(t), τ(G)) ≤ ι(γ(z′,u2(z′))(r(t)), τ(G)) +N(S)yd(t).
This shows that for every t ≥ 0 we have
ι(γ(z′,u2(z′))(t− 1), τ(G)) ≤ ι(γ(z′,u2(z′))(r(t)), τ(G)) ≤ ι(γ(z,u1(z))(t), τ(G)) ≤
ι(γ(z′,u2(z′))(r(t)), τ(G)) +N(S)y ≤ ι(γ(z′,u2(z′))(t), τ(G)) +N(S)y,
that is
ι(γ(z′,u2(z′))(t− 1), τ(G)) ≤ ι(γ(z,u1(z))(t), τ(G)) ≤ ι(γ(z′,u2(z′))(t), τ(G)) +N(S)y.
Since the vector u2(z
′) is obtained by translating the vector u2(z) for yd(t) and
d(t) does not depend on x we get
(64) A2(t− 1, y, ci(S)) ≤ A1(t, y, ci(S)) ≤ A2(t, y, ci(S)) +N(S)y.
Proposition 7.7. For y ≥ 1 and any ci(S) we have
A2(t, y, ci(S)) ≤ (t+ 3)4,
and
A1(t, y, ci(S)) ≤ (t+ 3)4 +N(S)y,
for t large enough.
Proof. Fix ci(S) ∈ Cusp(S) and let G = Gci(S). Let E ⊂ H be the set given by
E = {z : 0 ≤ x ≤ 1, and 4 ≤ y ≤ 5}. Let U(E(u1), 1) ⊂ T 1H be the corresponding
set (see the above definition). Note that U(E(u1), 1) ⊂ T 1ThG(log 5). Moreover,
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the set U(E(u1), 1) injects into T 1ThS(log 5) under the standard covering map.
Therefore, from Proposition 7.6 for t large enough we have∫
U(E(u1),1)
ι(γ(z,v)(t), τ(G)) dΛ ≤
∫
T 1ThS(log 5)
ι(γ(z,v)(t), τ(S)) dΛ =
(65)
=
∫
T 1ThS(log 5)
ι(γ(z,v)(t), τ(S)) dΛ ≤ t2(log 5 + t) < t2(2 + t).
Let ψ : U(E(u1), 1) → E(u1) be the restriction of the projection map ψE(u1) :
U(E(u1),∞)→ E(u1) introduced above. It holds that ι(γψ(z,v)(t), τ(G)) ≤ ι(γ(z,v)(t), τ(G))+
C1 for every t > 0 where C1 is a constant that depends only on S. The con-
stant C1 bounds above the number of intersections between the geodesic segment
γ(w,u1(w))[0, 1] and τ(G) when w ∈ E. From (62) we have∫
E
ι(γ(z,u1(z))(t), τ(G))dη(u1) ≤
∫
U(E(u1),1)
(ι(γ(z,v)(t), τ(G)) + C1) dΛ.
Combining this with (65) yields∫
E
ι(γ(z,u1(z))(t), τ(G))dη(u1) ≤ (t+ 1)2(3 + t) + C1Λ(U(E(u1), 1)) ≤ 2t3,
for t large enough. Since dη(u1) = y
−2 dxdy this gives
5∫
4
A1(t, y, ci(S)) dy ≤ 25
5∫
4
A1(t, y, ci(S))y
−2 dy =
(66)
= 25
5∫
4
∫
E
ι(γ(z,u1(z))(t), τ(G))dη(u1) ≤ t4.
From (64) and (66) we obtain
5∫
4
A2(t, y, ci(S)) dy ≤ (t+ 1)4.
Observe that for y ∈ [4, 5] we have A2(t, 1, ci(S)) ≤ A2(t+ log y, y, ci(S)) ≤ A2(t+
2, y, ci(S)). Therefore
A2(t, 1, ci(S)) ≤
5∫
4
A2(t+ 2, y, ci(S)) dy ≤ (t+ 3)4.
Combining this with (63) we conclude that for every y ≥ 1 we have A2(t, y, ci(S)) ≤
A2(t, 1, ci(S)) ≤ (t + 3)4. The second estimate in the proposition follows from the
first one, and from (64).

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Remark. If instead of u1(z) we use −u1(z) to define A1(t, y, ci(S)) that is
Â1(t, y, ci(S)) =
1∫
0
ι(γ(z,−u1(z))(t), τ(Gci(S))) dx.
we obtain the same estimate Â1(t, y, ci(S)) ≤ (t+ 3)4 +N(S)y.
Again fix ci(S) ∈ Cusp(S). Let zt = γ(z,u1(z))(t) and vt = γ′(z,u1(z))(t). For y ≥ 1
set
I(t, y, ci(S)) =
1∫
0
ι(γ(z,u1(z))(t), τ(Gci )) + 2∑
j=1
ι(γ(zt,ωj(−vt))(r
2 + 1), τ(Gci))
 dx.
Set G = Gci(S). We want to estimate I(t, y, ci(S)). For every t ≥ 0 and y ≥ 1 the
set of points γ(zt,ωj(−vt))(r
2 + 1) is a horocircle in H that bounds a horoball at ∞
(recall z = x+iy). Since 0 < |Θ∞(zt, (−vt))| ≤ π2 we see that |Θ∞(zt, ωj(−vt))| ≥ π6
for any value of t. This implies that the point γ(zt,ωj(−vt))(r
2 + 1) lies below the
the horocircle ∂H∞(log y) for r large enough.
Fix y ≥ 1. Recall the functions d(t) and r(t) defined above (and the correspond-
ing point z′ = z+yd(t)). Similarly, we define the functions dj(t) and rj(t) as follows.
Let z′′j ∈ H so that z′′j lies on the same horocircle ∂H∞(log y) as the points z and
z′, and so that γ(z′′j ,u2(z′′j ))(rj(t)) = γ(zt,ωj(−vt))(r
2 + 1). Then z′′j = z + ydj(t).
The functions dj(t) and rj(t) are increasing in t and do not depend on z. It is
elementary to verify that −1 < dj(t) < 2 and 0 ≤ r(t) < t+ r2 + 1.
As we explained (and stated) above from Proposition 7.4 we have
ι(γ(z,u1(z))(t), τ(G)) ≤ ι(γ(z′,u2(z′))(r(t)), τ(G)) +N(S)y.
Similarly we apply Proposition 7.4 to the segment γ(zt,ωj(−vt))(r
2 + 1) and get
ι(γ(zt,ωj(−vt))(r
2+1), τ(G)) ≤ ι(γ(z′,u2(z′))(r(t)), τ(G))+ι(γ(z′′j ,u2(z′′j ))(rj(t)), τ(G))+2N(S)y,
(here we used that the Euclidean length of the horocyclic segment between the
points z′ and z′′j is at most 2). This yields that
I(t, y, ci(S)) ≤ 3A2(t, y, ci(S)) + 2A2(t+ r2 + 1, y, ci(S)) + 5N(S)y,
so from Proposition 7.7, for r large enough we get
I(t, y, ci(S)) ≤ 3(t+ 3)4 + 2(t+ r2 + 3)4 + 5N(S)y,
that is
(67) I(t, y, ci(S)) < 3(t+ r
2 + 3)4 + 5N(S)y.
Remark. If instead of u1(z) we use −u1(z) to define I(t, y, ci(S)), that is
I(t, y, ci(S)) =
1∫
0
ι(γ(z,−u1(z))(t), τ(Gci )) + 2∑
j=1
ι(γ(zt,ωj(−vt))(r
2 + 1), τ(Gci)
 dx.
we get that the same estimate (67) holds.
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We are ready to estimate the integral
3∑
i=2
∫
Eir(S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ.
Note that for ci(S) ∈ Cusp(S) the vector fields uj(z) are well defined on T 1Hci(S)(0) ⊂
T 1S.
Let E = ThS(12r) \ThS(0). Let (z, v) ∈ E2r (G). We also use (z, v) to denote a
lift of (z, v) to H. Then
r − r2e−r < hmax(zmax(γ(z,v), c))− hmax(z) < r + r2e−r,
and zmax(γ(z,v), c) ∈ H∞(1 − r2e−r) for some cusp c ∈ Cusp(G). Set G = Gc. It
follows from (31) that for r large enough, we have zmax(γ(z,v), c)) = γ(z,v)(t) for
some (r − r2e−r) + log 2 − e−r < t < (r + r2e−r) + log 2 + e−r. Combining this
with the fact that z ∈ ThG(10r) (recall that E2r (S) ⊂ Dr(S) ⊂ T 1ThS(10r)), this
implies that (z,−v) ∈ U(E(u∗1), r + log 2 − 2r2e−r, r + log 2 + 2r2e−r) where u∗1 is
either equal to u1 or to −u1.
Recall that if (z, v) ∈ E2r (S) then (z, v) does not belong to E1r (S) so for j = 0, 1, 2,
by Proposition 7.1 we have
Kr(z, ωjv) ≤ ι(γ(z,ωjv)(r2 + 1), τ(S)).
In particular for (z, v) ∈ gt(E(u∗1)) we have the estimate
Kr(z, v) ≤ ι(γ(z,−v)(r2 +1), τ(S)) < ι(γ(z,(−v))(t), τ(S)) + ι(γ−ψ(z,v)(r2 +1), τ(S)),
where ψ : U(E(u∗1), (r + log 2 − 2r2e−r), (r + log 2 + 2r2e−r)) → E(u∗1) is the
projection map. Define f : U(E(u∗1), (r+log 2−2r2e−r), (r+log 2+2r2e−r))→ R
by
f(z, v) = 1 +
2∑
i=0
Kr(z, ωjv),
and ft : E(u
∗
1)→ R by
ft(z) = 1 + (ι(γ(z,u1(z))(t), τ(S)) + ι(γ(z,−u1(z))(r
2 + 1), τ(S))+
+ι(γ(zt,ω(−vt))(r
2 + 1), τ(S)) + ι(γ(zt,ω2(−vt))(r
2 + 1), τ(S)).
We apply (61) separately for u∗1 = u1 and u
∗
1 = −u1. Adding the two inequalities,
we obtain
∫
E2r (S)
(Kr(z, v)+Kr(z, ωv)+Kr(z, ω2v)+1)ϕr(z) dΛ <
∫
E2r (S)
(Kr(z, v)+Kr(z, ωv)+Kr(z, ω2v)+1) dΛ ≤
2
r+log 2+2r2e−r∫
r+log 2−2r2e−r
∫
E
ftdη(u1)
 dt.
Passing to the universal cover for each cusp ci(S) and applying the Fubini theorem
to the last integral, yields that (recall Â1(t, y, ci(S)) from the remark after the proof
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of Proposition 7.7)
∫
E
ftdη(u1) ≤ n
e12r∫
1
(
1 + I(t, y, ci(S)) + Â1(r
2 + 1, y, ci(S))
)
y−2 dy <
< n
e12r∫
1
(
1 + (t+ r2 + 3)4 + 5N(S) + (t+ 3)4 +N(S)
) dy
y
,
where n is the number of cusps in Cusp(S). By using (67) and Proposition 7.7 and
since t ≤ r + 1 we have∫
E2r (S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ <
(68)
<
r+log 2+2r2e−r∫
r+log 2−2r2e−r
 12r∫
1
(
1 + (t+ r2 + 3)4 + 5N(S) + (t+ 3)4 +N(S)
)dy
y
 dt ≤ P (r)e−r .
for r large enough.
Let E = ThS(1+ r
2e−r)\ThS(1− r2e−r). Recall that if (z, v) ∈ E3r (G) then for
some r−1 < t < r2+1 and some c ∈ Cusp(G) we have that zmax(γ(z,v), c) = γ(z,v)(t)
and
1− r2e−r < hc(zmax(γ(z,v), c)) < 1 + r2e−r.
This implies that if (z, v) ∈ E3r (S) then (z,−v) ∈ U(E(u∗1), (r− 1), (r2 + 1)) where
u∗1 is either equal to u1 or to −u1.
Recall that if (z, v) ∈ E3r (S) then (z, v) does not belong to E1r (S), for j = 0, 1, 2.
By Proposition 7.1 we have
Kr(z, ωjv) ≤ ι(γ(z,ωjv)(r2 + 1), τ(S)).
In particular, for (z,−v) ∈ gt(E(u∗1)) we have the estimate
Kr(z, v) ≤ ι(γ(z,v)(r2 + 1), τ(S)) < ι(γ(z,v)(t), τ(S)) + ι(γ−ψ(z,v)(r2 + 1), τ(S)),
where ψ : U(E(u∗1), (r − 1), (r2 + 1)) → E(u∗1) is the projection map. Define the
maps f : U(E(u∗1), (r − 1), (r2 + 1))→ R and ft : E(u∗1)→ R as above. We apply
(62) separately for u∗1 = u1 and u
∗
1 = −u1. Adding the two inequalities we obtain∫
E3r (S)
(Kr(z, v)+Kr(z, ωv)+Kr(z, ω2v)+1)ϕr(z) dΛ <
∫
E3r (S)
(Kr(z, v)+Kr(z, ωv)+Kr(z, ω2v)+1) dΛ ≤
2
r2+1∫
r−1
∫
E
ftdη(u1)
 dt.
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Passing to the universal cover for each cusp ci(S) and applying the Fubini theorem
to the last integral, yields that
∫
E
ftdη(u1) ≤ n
e1+r
2e−r∫
e1−r2e−r
(
1 + I(t, y, ci(S)) + Â1(r
2 + 1, y, ci(S))
)
y−2 dy,
where n is the number of cusps in Cusp(S). By using (67) and Proposition 7.7 we
have ∫
E3r (S)
(Kr(z, v) +Kr(z, ωv) +Kr(z, ω2v) + 1)ϕr(z) dΛ <
(69)
< 2n
r2+1∫
r−1
 e
1+r2e−r∫
e1−r2e−r
(
1 + (t+ r2 + 3)4 + 5N(S) + (t+ 3)4 +N(S)
) dy
y
 dt = e(r),
since t ≤ r2 + 1.
Putting together (60), (68), and (69), and replacing these in (59), we get∫
Hr
(Kr(z, v) +Kr(z, ωv) + 1)ϕr(z) dΛ = e(r).
which proves Lemma 5.3.
8. Appendix
To prove Lemma 5.1 it is enough to prove the following somewhat more general
theorem.
Theorem 8.1. Let S be a hyperbolic non-compact finite-area Riemann surface and
let K ⊂ S be compact. Then we can find C, q > 0 such that
At = {(z, v) ∈ T 1S : γ(z, v)[0, t] ⊂ K}.
satisfies Λ(At(K)) ≤ Ce−qt for any t ≥ 0.
Proof. We may assume that K = ThS(h0) for some h0 > 0. We fix a proper ideal
triangulation τ for S, and let λ = λ(τ) denote the set of geodesic edges of τ . For
any (z, v) ∈ T 1S, we can record the sequence of left and right turns taken by the
geodesic ray γ(z,v)[0,∞) to obtain a sequence Ra1La2 . . ., where ai = ai(z, v) ∈ N.
This sequence is finite if and only if p(z, v) ∈ Cusp(G). We let (si)∞i=0 be the
times such that γ(z,v)(si) ⊂ λ, and we observe that we can find C1 > C0 > 0
(Ci = Ci(S,ThS(h0))) such that C0 < si+1 − si < C1 as long as γ(z,v)[si, si+1] ⊂
ThS(h0). Moreover, if γ(z,v)[0, s(
∑k
i=1 ai)] ⊂ ThS(h0) (where s(i) = si), then
ai ≤ B for i = 1, . . . , k, where B ∈ N, depends only on ThS(h0).
We let
Vn(B) = {(z, v) ∈ ThS(h0) : a1, . . . , an+1 is well-defined, and ai ≤ B for i = 1, . . . n}.
We will show that there are C, q > 0 such that Λ(Vn(B)) ≤ Ce−qn; this will
complete the proof of the theorem.
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To this end, we fix a triangle T ∈ τG (τG is the lift of τ to H). We observe
that if (z, v) ∈ T , then the sequence (ai(z, v)) depends only on p(z, v). We let
Wn(B) = p(Vn(B)). For any (bi)
k
i=1, where bi are positive integers, the set
{p(z, v) : (ai(z, v))k+1i=1 is well-defined, and ai = bi for 1 ≤ i ≤ k}
is an open interval in ∂H whose endpoints are joined by an element of λG. Therefore
Wn(B) is a disjoint union of B
n such intervals. For any such interval I ⊂ Wn(B),
we let J ⊂ U be the least interval such that I ∩Wn+2(B) ⊂ J . The following two
facts are central to our argument:
(1) The closure of J is a compact subset of I.
(2) The cross ratio R(J, I) can take on only finitely many values (depending
only on τ and B).
Here
R(J, I) ≡ (j1 − j0)(i1 − i0)
(j0 − i0)(i1 − j1) ,
where I = (i0, i1) and J = (j0, j1), is a Mo¨bius invariant of (J, I). It follows that
|J |
|I| ≤ η(τ, B) < 1,
where we fix a unit disk model D for H, and let |J | be the arc length for J ⊂ ∂D.
Therefore
|Wn+2(B) ∩ I| ≤ η(τ, B)|I|,
so
|W2n(B)| ≤ 2π(η(τ, B))n = 2πe−nq,
where q = − log η(τ, B) > 0. Since for any interval A ⊂ ∂D we have
Λ({(z, v) ∈ ThG(h0) ∩ T : p(z, v) ∈ A}) ≤ C(ThS(h0), τ)|A|,
we find that
|V2n(B)| ≤ Ce−nq,
where C depends only on ThS(h0) and τ .

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