A robust statistical method to detect linkage or association between a genetic marker and a set of distinct phenotypic traits is to combine univariate trait-specific test statistics for a more powerful overall test. This procedure does not need complex modeling assumptions, can easily handle the problem with partially missing trait values, and is applicable to the case with a mixture of qualitative and quantitative traits. In this note, we propose a simple test procedure along this line, and show its advantages over the standard combination tests for linkage or association in the literature through a data set from Genetic Analysis Workshop 12 (GAW12) and an extensive simulation study.
INTRODUCTION
For studies of linkage and allelic association between phenotypic traits and genotypic markers, often several distinct traits, which may be closely related to a complex disease of interest, are available from each study subject. The key question is how to utilize such multivariate data efficiently in the analysis. Three different statistical approaches have been taken to handle this problem in the literature. The first one is to use the so-called random effects models to deal with the correlation among the phenotypic variables (see, for example, Laird and Ware, 1982; Korol et al., 1995; Jiang and Zeng, 1995; William, et al., 1999; Hackett, et al., 2001; Iturria and Blangero, 2000, Calinski et al., 2000; McCulloch and Searle, 2001 ). This novel approach, however, heavily depends on the model assumption, and does not have an efficient way to handle the case when the trait values are partially missing. The second approach is to create a single phenotypic variable with a linear combination of all the trait values from each subject, and then perform standard univariate analyses (Amos et al., 1990; Amos and Laing, 1993) . To locate the optimal linear combination, however, one needs to use rather computing-intensive grids search methods. It is difficult if not impossible, to obtain the bona fide p-value for the resulting 'optimal' test for testing linkage or association. Moreover, like the previous one, this approach may not be able to handle missing observations efficiently either. The third approach is to combine individual test statistics or estimators obtained from the trait-specific univariate analysis for a global assessment on linkage or association (O'Brien, 1984; Wei and Johnson, 1985; Liang and Zeger, 1986; Xu et al., 2001) . The resulting procedures are nonparametric, which do not depend on the complex modeling. Furthermore, they can easily handle the problem when some trait values are missing completely at random and the case with a mixture of quantitative and qualitative traits.
In this note, we consider the third approach for combining information across the multivariate traits, and present a quite simple modification of the existing test procedures for linkage or association. We used a data set from GAW12 to illustrate the new proposal. We also conducted an extensive numerical study to demonstrate that the modification greatly improves the power for detecting linkage or association between the phenotypic and genotypic markers over the conventional linear combination procedures.
COMBINING TEST STATISTICS
Let T = (T 1 , . . . , T K ) be a vector of K possibly correlated statistics, and each of them is obtained from a trait-specific univariate analysis. For example, T k is a test statistic for linkage or association solely based on the data from the kth trait, k = 1, . . . , K . For all the cases we encountered in practice, T is asymptotically normal with mean β = (β 1 , . . . , β K ) and known (or consistently estimated) covariance matrix Σ. Suppose that we are interested in testing the hypothesis H 0 : β = 0, against a general alternative hypothesis H 1 : β k 0, k = 1, . . . , K , and there is at least one β > 0. For this one-sided alternative, one may consider a class of linear combinations a T as test statistics, where a = (a 1 , . . . , a K ) is a vector of possibly data-dependent weights. If β 1 = · · · = β K , the linear combination with a = Σ −1 e is the most powerful test for testing H 0 against H 1 , where e = (1, . . . , 1) (O'Brien, 1984; Wei and Johnson, 1985) . The corresponding test statistic is e Σ −1 T.
A large value of (1) indicates that H 0 is not correctly specified. When T 1 , . . . , T K are mutually independent, (1) simply
k T k , a well known procedure to combine information across K independent studies in meta analysis, where σ k is the standard error of T k . The test based on (1), however, may have low power against the alternatives that β are not clustered together. Now, consider the above testing problem for a simple alternative hypothesis that β = β 0 = (β 10 , · · · , β K 0 ) , a given vector in H 1 . It is straightforward to show that the weight a of the best linear combination of T 's for testing H 0 against this simple alternative hypothesis is Σ −1 β 0 . The resulting test statistic is
Since we are interested in a test which is powerful against any β in H 1 (not just against a specific β 0 ) and T is expected to be a good estimate for β, it seems natural to replace β in (2) with T. This gives us a test statistic
which is chi-square distributed with K degrees of freedom under H 0 . Although this test is omnibus with respect to H 1 , it is not very powerful against specific alternatives due to the heavy tail of the chi-square distribution. The problem with replacing β in (2) with T is that under the null hypothesis H 0 , T converges to β = 0, therefore, the test statistic (3) is no longer a linear combination of T . The optimal test statistic (2) for testing against a general β can be rewritten as
where 
Note that under H 0 , the distribution of W (0) has a rather long tail, and the corresponding test performs like the omnibus test (3). On the other hand, W (4) ≈ e Σ −1 T, and its operating characteristics are similar to those of test (1). Therefore, there is no single 'c' which would make the test W (c) optimal for a broad class of alternatives. Here, we present a simple procedure for testing H 0 against H 1 , which chooses c in (5) To establish the cut-off points of our test procedure, let P(c) and P m be the random counterparts of p(c) and p m , respectively. The null distribution of P m can be estimated by generating N (a large number) fresh independent Z from N (0, Γ). For each realized Z, we compute {W (c), 0 c τ }, and use the reference set D to figure out the corresponding P(c) and P m . The null distribution of P m can be estimated using those N realizations, and the bona f ide p-value pr(P m < p m ) of the test can then be estimated accordingly.
Note that there is a parameter τ in the above proposal. Through an extensive numerical study, we find that the operating characteristics of the test are quite stable with τ 4. In practice, we recommend the test with τ = 4.
EXAMPLE
Let us use an example of a linkage study to illustrate the above test procedure. Suppose that we are interested in detecting a linkage between a genetic marker and a complex disease trait with K intermediate phenotypic variables from each study subject. Haseman and Elston (1972) proposed a simple linear regression model for testing linkage with sib-pair observations and a single phenotypic variable per subject. Specifically, for the kth trait and a typical sib-pair, let X k and π be the squared trait difference and the mean genetic sharing identical by descent at the marker, respectively, k = 1, . . . , K . Then
where E(X ) is the expected value of X. A large value of the estimate for β k suggests a linkage between the kth trait and the marker. Drigalenko (1998) and Elston et al. (2000) suggested replacing the response variable in the Haseman and Elston model with the squared mean-corrected trait sum Y k for the sib-pair. Note that these two models share the same regression coefficient β k . Recently, Xu et al. (2000) used the idea of Wei and Johnson (1985) and proposed a simple, unified estimation procedure for β k by linearly combining the regression coefficient estimates for the above two models. Let the resulting estimator be denoted by T k , k = 1, . . . , K . The covariance matrix estimate Σ for T can be obtained easily through some elementary probability arguments (Xu et al., 2001) . Now, we apply our new test procedure for linkage to Problem 2 of GAW12 (Wijsman et al., 2001) . The data for this problem were simulated for a common oligogenic disease with five intermediate quantitative traits Q1 − 5, which were generated through a random effects model with various combinations of five specific genetic loci MG1 − 5, and two environmental factors, gender and age. The relative contributions of MG1 − 5 to the total variance of Q1 − 5 are given in Table 1 . Note that there is no single marker which regulates all five traits. For this simulated GAW study, there are 50 replicates of 23 large pedigrees from a general population. For illustration of our proposal, we randomly selected 500 independent sibling pairs from the above population. Prior to our linkage analysis using models (6) and (7), the trait values Q1-5 were adjusted with the two environmental factors, age and gender. Moreover, each adjusted trait value was standardized by subtracting off its empirical mean and dividing by its sample standard deviation. In Table  2 , we report p-values for all the univariate tests based on T k for linkage (see Xu et al. (2000) ), the standard linear combination (SLC) test based on (1) (O'Brien, 1984; Wei and Johnson, 1985; Xu et al., 2001 ) and our new test at these five genetic loci. Compared with the SLC test, the new test gives substantially smaller p-values for all the markers MG1-5. Moreover, for MG3 which regulates three phenotypic traits, the pvalue of the new test is uniformly smaller than those based on the univariate tests. All the p-values in this example are estimated based on M = N = 10 6 realizations with τ = 4. Each p m was obtained by minimizing p(c) over the interval [0, 4] by an increment of 0.2.
OPERATING CHARACTERISTICS FOR THE NEW TEST
We conducted an extensive numerical study to examine if our proposal is more powerful than the most commonly used SLC test (1). To include a broad class of alternatives in our comparisons, we let β be a vector of independent copies of the uniform random variable defined on the interval (0, 3). For each given β, we generate an observed vector T of K test statistics with a given covariance matrix Σ. The reference set D and the estimated null distribution of P m are based on M = N = 10 6 independent Z. The p-value of the SLC test is computed from the normal approximation. For all the cases we studied, the new test is almost uniformly better than its standard counterpart. In Figure 1 , we present results for two scenarios with K = 5 and Σ being a correlation matrix, which has equal correlation η. The horizontal line of the plot is the log-transformed p-value for the SLC test, and the vertical line is the counterpart for the new test. Each dot in the figure represents a pair of log-transformed p-values for a specific alternative β generated as described above. Most dots are below the 45 • line, indicating that the new test is more powerful than the standard one. For many cases, the improvements are quite substantial. For cases that the new test is not better than the standard one with respect to their p-values, the corresponding dots in the figure are quite close to the 45 • line, indicating that there is no practical difference between these two tests.
REMARKS
The proposed test procedure is an effective screening device for linkage and/or association studies in the presence of multiple traits, which are known to relate to a complex trait of interest. For a given genetic marker, it is very likely that not every trait is related to the marker. Our new test procedure objectively and automatically puts more weights on those traits, which have large observed correlations with the marker of interest. On the other hand, the standard linear combination test advocated by O'Brien (1984) and Wei and Johnson (1985) does not utilize such valuable information for an overall evaluation for linkage or association.
Our test can be generalized to the case with two-sided alternative hypotheses. For example, one possible modification is to replace Z k and in (5) by |Z k | and the identity matrix, respectively: this results in a test statistic k max{|Z k |, c}|Z k |. When c = 0 in (5) the resulting test is very similar to a chi-square test proposed by Lange et al. (2002) for the transmission/disequilibrium test with multiple phenotypic variables. Specifically, they considered the standard quadratic form T Σ −1 T as the test statistic. This Wald-type test is omnibus and is designed for testing against a general two-sided alternative.
