k nearest neighbor rule (k-NNR) has been applied in a variety of substantive areas. Yang and Chen [l] described a fuzzy generalized k-NN algorithm which is a unified approach to a variety of fuzzy k-NNR's. They created the strong consistency of posterior risk of the fuzzy generalized NNR. In this paper, we give their convergence rate. That is, the convergence rate of posterior risk of the fuzzy generalized NNR is exponentially fast.
INTRODUCTION Pattern classification is an approach to supervised learning in pattern recognition. The k nearest neighbor rule (LNNR)
is a well-known nonparametric decision rule in pattern classification. Fuzzy set theory has been successfully used to represent the uncertainty of class membership. Joiwik [2] first derived a learning scheme for a fuzzy k-NNR by extending the conventional k-NNR in conjunction with fuzzy set theory. Then there are more fuzzy k-NNR's proposed, such as those proposed by Keller et al. [3] , Bezdek et al. [4] , Bereau et al. [5] and Kissiov et al. [6] , etc.
Fuzzy set theory has been successfuily used in representing natural phenomenon. It is also widely applied in cluster analysis, especially fuzzy c-means (FCM) clustering. FCM clustering has many issues, see for examples [7-lo] , etc. The fuzzy extension of k-NNR is similar to the original extension of FCM clustering from the hard c-means clustering. Recently, Yang and Chen
[l] described a fuzzy generalized k-NN algorithm which could be a unified approach to a variety of fuzzy k-NNR's. They gave the strong consistency of the fuzzy generalized NNR. In this paper, we shall focus on their convergence rate. Before we get into this topic, let us first describe the fuzzy generalized k-NNR.
Let R" be an m-dimensional Euclidean space. Let {(Xi, or), . . . , (X,, 0,)) be a set of n correctly classified learning samples where Xi E Rm represent patterns and 13i = 0(Xi) = (Pl (Xi), . . . ,Pc(Xi)) E @4ll)" P re resent the fuzzy labeling variables of c categories. Suppose that X0 is an input pattern. We desire to estimate the associated fuzzy label 80 of Xe by utilizing the information contained in the set of given learning samples {(Xl, or), . . . , (X,, 0,)). Let k < n be a positive integer. Let X(ll, . . . , _@"I denote the k nearest neighbors of X0 among X1, . . . , X, and their associated fuzzy labels are @!I,. . . , t@. A fuzzy generalized k-NN algorithm which estimates the associated fuzzy label 0s of Xe is described as follows:
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M. Assign label r9ik' to X0.
We assign Xc with label I$~', i.e. we use Okk) to estimate 00.
In Section 2 we give some notations and lemmas which shall be used in the main theorems.
Section 3 will give the main result of convergence rate about the fuzzy generalized NNR. Finally, we shall make conclusions in Section 4.
SOME NOTATIONS AND LEMMAS
Let ~xo,eowl,w.. , (Xn, According to the fuzzy generalized k-NN defined in Section 1, the associated labels &', . . . , e!l are combined to give an estimate 0ik' for Bo. We shall call Oik' a fuzzy k-NN estimate of Bo.
We define the conditional fuzzy LNN risk
where T-~'(X) is the fuzzy k-NN risk when x is observed. The asymptotic conditional fuzzy k-NN risk is given by rck)(x) = /3mcAk)(x).
The unconditional fuzzy k-NN risk dk) is defined by
Rik) = E,rLk)(x) = Ee,p { L(o, oAk))}
and the asymptotic fuzzy k-NN risk Rck) is defined by
n-+00 9 n {.c(4fP)}.
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Let a learning sample (Xl, &), . . . , (X,, On) be given. Then the fuzzy generalized k-NNR produces a risk that depends on this sample called posterior risk of the fuzzy generalized LNNR, namely, Lhk' = Ee,*iw {~(e,eP) 1 (xl,el),...,(x,,e,)).
. . ,xn} =a ,,..., e, {L(6$k)) 1 x1,x2, . . . . G}.
In order to avoid the complicated notation and easier to define the term, we consider the convergence rate only in the case of k = 1. That is, we consider the NNR only. (6) We have that there is a LY, E D such that a, E Z&(6,/3). Then
Then, for each 6 > 0, F(S,(S)) > 0 with probability one (wpl).
PROOF. Let Q = {x E H : F(Sz
But Q" = u Si-+ + ( ) and D is countable.
XEQC
Thus Q" is contained in a countable union of measure zero. Therefore F(Q") = 0. The lemma is proved. I
CONVERGENCE RATE OF THE FUZZY GENERALIZED NNR
In Yang and Chen [l], they created the strong consistency of posterior risk of the fuzzy NNR. In this section, we create its convergence rate which shall be shown in the following theorems. THEOREM 1. Let Xl,.. . , X, be independent random vectors in R" with distribution F and let F be a nonatomic probability measure defined on Rm. Then for each E > 0, there exist constants A and B(E) such that P(IL, -G 2 E) I Aexp{-B(E)n}
PROOF.
By Lemma 1 and Lemma 2, we get The last inequality is because we can choose 0 < 6 < l/se, where e = exponent, such that
Let In = {j : Uj,,
where n is a constant, 1: = {1,2, . . . , n} \ I,. Let # {In} = n*, if we choose n > l/S, then # {I;} L r, so 
CONCLUSIONS
There are many researchers who have investigated the convergence properties of the conventional k-NNR, such as Cover and Hart [13] , Wagner [14] , Fritz [15] , Devroye [16] and Bai [ll] , etc. For the fuzzy generalized k-NNR, Yang and Chen [l] gave its strong consistency, that is, as n tends to co L, -R with probability one.
But the question is how fast L, converges to R. Theorem 3 of Section 3 tells us that L, converges to R exponentially fast. This is a very good result. In fact, by the Borel-Cantelli Lemma and the Lebesque Dominated Convergence Theorem, the property of exponential convergence rate in Theorem 3 shall imply the property of strong consistency of [l].
