DISSATISFACTION WITH THE EMPIRICAL ACCURACY of expected utility (EU) theory has led many theorists to develop generalizations of EU. The development of alternatives to EU, in turn, has led to a vigorous new round of experiments testing the empirical validity of the new theories against each other and against EU
, Camerer (1989 Camerer ( ,1992 , Chew and Waller (1986) , Conlisk (1989) , Harless (1992) , Prelec (1990) , Sopher and Gigliotti (1990), Starmer and Sugden (1989) ). The experiments test robustness of previously observed EU violations (Allais (1953) , Kahneman and Tversky (1979) ) and test the accuracy of predictions in new domains.
The recent studies are informative and useful-for example, recent results have already guided development of some new theories2 -but there is still substantial confusion about what the new studies say. For example, the Chew and Waller (1986) data have been cited as supporting weighted EU theory (by Chew and Waller), as supporting the "fanning out" hypothesis (by Machina (1987) ), and as supporting a mixture of fanning out and "fanning in" (by Conlisk (1989) ).
In this paper we show that confusion about the results of the new studies can be largely resolved by more powerful statistical tests. Our paper makes three contributions: We present new tests, which gain power by using all the information available in patterns of observed choices (most earlier tests threw away cumulative probabilities are weighted instead of decumulatives (denoted by labeling the weighting function f rather than g). The predictions of four variants of RD with elasticity conditions are shown in Table I . Quiggin's (1982) original form of rank-dependent expected utility, called "anticipated utility," presumed f(.5). = .5 with f(p) concave below .5(f(p) > p) and convex above .5(f(p) <p) (see also Quiggin (1993) ). This form excludes no patterns in 8 of the 23 studies we consider later, so we say nothing more about it except in footnote 23.
Prospect theory (PT): Kahneman and Tversky (1979) proposed a descriptive theory embodying several empirical departures from EU. We test an extremely simplified form of prospect theory which incorporates several of its key features: The value function, or utility function over riskless amounts, is assumed to have a reference point of $0 (i.e., v($0) = 0) and to be strictly concave for gains and strictly convex for losses (exhibiting a "reflection effect"); probabilities are assumed to be transformed by a decision weight function wr(p);3 and lotteries are ranked by the sum of their weighted outcome values.4
All the predictions we derive based on prospect theory require only reflection of the value function and certain general properties of decision weights as hypothesized in Kahneman and Tversky (1979) . The properties of the probability transformation function r(p) we use in making predictions are subcertainty (v(p) + r(1 -p) < 1), subproportionality (rr(rp)/rr(rq) > rr(p)/rr(q), for p < q and 0 < r < 1), and convexity of v for probabilities above .01, which allows for overweighting small probabilities and underweighting larger probabilities (but we assume only that the crossover point occurs somewhere between .1 and .3).
In the BKJ study prospect theory predicts v(S2) = v(-12) and v(R2) = r(.6)v(-20).
Convexity of v(x) for losses implies v(-12) < .6v(-20); underweighting of high probabilities implies r(.6) < .6. Together they imply v(-12) < r(.6)v(-20), predicting a preference for R2 over S2. Prospect theory also predicts a preference for Rl over Si, but makes no prediction about choices in pair 3.5 Here, the theory as we have characterized it allows only the two patterns RRS and RRR, so it is just as parsimonious as EU.
Additional theories: There are many other choice theories besides those whose predictions are shown in Table I . We consider some and neglect others. The historical predecessor to EU, expected value maximization (EV), predicted that people would choose lotteries according to expected value. In some studies, 3 Tversky and Kahneman (1992) show'how to extend prospect theory in several ways, including cumulative weighting as in the rank-dependent theories. 4 In addition, "irregular lotteries," which have only positive or only negative outcomes, are valued by segregating the certain outcome from the uncertain part.
5S1 chosen over Rl implies (1 -7r(.6))v(-12) + 7-(.6)v(-20) > 7-(.84)v(-20)
; the convexity of the value function implies 1 -7(.6) > (1/.6)(7(.84) -7T(.6)) which contradicts the assumption that 7i is convex. Prospect theory makes no prediction about choices in pair 3 because S3 z R3 as 7(.12);t .67i(.2). Convexity of the value function for losses means PT predicts preference for the riskier lottery when lotteries are mean-preserving risk spreads except when the decision weight function overweights small probabilities (such as the .12 probability of -$20 in R3).
including the BKJ study illustrated by Table I , lotteries in a pair had the same expected value. Then we took EV to be identical to EU. 6 If the local utility function in generalized utility is constant along an indifference curve, then "implicit EU" (IEU) results (Dekel (1986) , Chew (1989) ). IEU predicts linear indifference curves, thus satisfying the betweenness axiom, a weakened form of independence. (Betweenness requires that a reduced-form probability mixture of any two lotteries should not be worse or better than both; the mixture should lie between them in preference.) IEU is only tested in studies which ask subjects to choose between lotteries in two or more pairs which lie on the same line in the triangle diagram. In the BKJ study IEU allows any pattern (since no two pairs lie on the same line).
In "weighted utility" theory (WEU), a special case of IEU, lottery utilities are computed by multiplying an outcome's utility by its probability and by a normalized weighting function which depends on the outcome (Chew and MacCrimmon (1979) , Chew (1983) , Fishburn (1982 Fishburn ( ,1983 ). In all the studies we consider, WEU is the same as combining either fanning out and fanning in (depending on the shape of the weighting function) with linearity of indifference curves; we denote these brands of WEU as WEU-out and WEU-in. In some studies, like BKJ, the predictions of WEU-out (WEU-in) are the same as those of fanning out (in).
Combining mixed fanning with linear indifference curves yields a hybrid we call "linear mixed fan" (LMF). This theory was suggested by Neilson (1992a).
Gul's (1991) disappointment-based theory is slightly more restrictive but observationally equivalent to LMF in all the studies we review. (However, a special study could be designed to separate LMF and Gul's theory.)
Theories not included in the tables below include lottery-dependent utility (Becker and Sarin (1987) ), ordinal utility (Green and Jullien (1988)), prospective reference theory7 (Viscusi (1989) ), combinations of rank-dependent and weighted utility (Chew and Epstein (1990) ), and the cumulative extension of prospect theory proposed recently (Tversky and Kahneman (1992) ). We address some of these theories in the footnotes and Section 3. Others may be easily tested using our method after the hard work of determining which choice patterns the theories allow is finished. 6Alternatively, when one gamble is a mean-preserving spread of another, one could interpret EV to imply that subjects are indifferent between the gambles in each pair. Under that interpretation, each pattern is equally likely (the EV maximizer chooses by flipping a fair coin). Tests of that restriction are reported in footnote 27. Another approach allows each indifferent pair to have a different choice proportion, then estimate the likelihood-maximizing proportions from the data. (The coin-flip approach restricts the proportions to be .5.) But this approach allows EV to fit too well: if the choice-proportion parameters are allowed to differ across pairs, EV, so interpreted, may "explain" fanning out or fanning in. We could allow other theories (which have EV as a special case) the same luxury of extra choice-proportion parameters, but then we quickly run out of degrees of freedom in many data sets. 7 We have not included prospective reference theory in the main analysis because we only study experiments with three, four, and five pairwise choices (see footnote 21), and none of these experiments adequately tests the predictions of prospective reference theory. For tests of the specific predictions of prospective reference theory with two pairwise choices, see Harless (1993) .
Graphical Comparison of Theories
A simple, appealing way to judge a theory is to calculate the fraction of observed patterns that are consistent with the theory. EU allows the patterns SSS and RRR. Table I shows that seven people picked SSS and seven picked RRR, so 14 of 28 (50%) chose as predicted by EU. The four patterns allowed by fanning out were picked by 25 of 28 subjects (89%).
An obvious drawback of this method is that theories which allow more patterns will always have a higher proportion of consistent choices. A simple test which puts theories on more equal footing compares the proportion of consistent choices with the proportion of patterns allowed (i.e., the proportion of choices that would be consistent if choices were actually made randomly). choices were made randomly (e.g., Chew and Waller (1986) There are many plausible ways to compare the accuracy of theories (e.g., comparing their z statistics). We developed a graphical method of displaying accuracy which permits easy ranking of theories by several criteria. Figure 2 gives an example using the BKJ data. Figure 2 shows the proportion of consistent responses (y axis) and the number of patterns allowed (x axis), for several theories. The open diamonds represent the "data frontier:" the highest possible consistent proportions for each number of consistent patterns. For example, the three most common patterns, RRS, RRR, and SSS were chosen by 29%, 25%, and 25% of the subjects, respectively. The best one-pattern theory would have only 29% consistent. The best two-pattern theory would have 54% consistent, and so on. (Note that the data frontier is always (weakly) concave.) The data frontier therefore shows the best a theory can possibly do. Points representing different theories must always lie below, the data frontier or lie right on it (as prospect theory, fanning out, and RD-vex-f IE do, in Figure 2 ). The hatched "random choice line" represents the proportions consistent that would result if people chose randomly.
A look at Figure 2 suggests some visual ways to judge theories. Good theories should be close to the data frontier, and far from the random choice line. The z statistic (shown in parentheses in Figure 2) gives a formal measure of how far each point is from the random choice line; fanning out does best by that criterion (z = 4.2). The difference between the proportion consistent and the proportion of patterns allowed, a measure advocated by Selten (1991) , is the vertical (or horizontal) distance from the random choice line; fanning out does best by that criterion also.8 The ratio measure, the proportion of consistent choices per pattern, is measured by the slope of the line connecting each theory point to the origin; prospect theory is best by that measure (27% per pattern). An opposite measure is the proportion of inconsistent choices per inconsistent pattern (sometimes called the "outside ratio"), measured by the slope of the line connecting each theory point to the upper right corner. A good theory makes the outside ratio low; RD-vex-f IE is best by that measure.
The various criteria reward theories for different kinds of predictive accuracy. The ratio statistic (slope from origin) rewards more parsimonious theories which capture the most common pattern(s). The outside ratio (slope from upper right corner) rewards broader theories which exclude uncommon patterns.
8The z statistic and the difference measure are closely related because the z statistic is simply the difference measure divided by (p(l -p)/n)l/2.
Since the number of observed pattern choices n is the same for all the theories, compared to the difference measure the z statistic favors theories with low and high values of p (i.e., theories that predict very few or very many patterns). Figure 2 shows that many of the generalizations of EU are surprisingly parsimonious and accurate. For example, in this study prospect theory predicts the same number of patterns as EU (two) but it explains more choices and beats EU by all the measures given above. Fanning out permits twice as many patterns as EU, but it accounts for nearly twice as many choices (and beats EU by the measures except ratio). The graph is useful for screening out dominated theories-those which allow the same number of patterns (or more) but have fewer consistent responses than other theories. Dominated theories lie to the lower right of theories which dominate them. In Figure 2 , prospect theory dominates EU, fanning out dominates fanning in, RD-vex-gDE and RD-cavef DE, and RD-vex-f IE dominates mixed fan and the other rank-dependent theories.
Note that we use the terms parsimonious in a very specific sense, to denote the number of patterns a theory allows. However, the number of patterns a theory allows does not necessarily correspond to the number of free parameters or free functions it uses. Theories which appear unparsimonious because they have many additional free parameters or free functions might, with minimal restrictions on those functions, predict relatively few patterns (prospect theory is an example). Contrarily, a theory which has only one free parameter more than EU may allow a wide range of patterns and hence be unparsimonious by our standard (Gul's (1991) one-parameter disappointment-based theory is an example).
Comparing Theories with Maximum-Likelihood Error Rate Analysis
The analyses expressed visually in Figure 2 have two severe shortcomings: First, there is no single compelling measure by which to compare theories. Second, all the criteria throw away information by collapsing the entire distribution of responses into a single number-the proportion of choices consistent with a theory.
Our test overcomes these problems. We characterize a theory as a restriction on the proportions of subjects that have true preferences corresponding to each of the eight patterns. For example, EU permits two types of subjects, a proportion p1 of consistent risk-averters who prefer SSS, and a proportion 1 -p1 of consistent risk-preferrers who prefer RRR. In previous work (including the studies we reanalyze in this paper, some of which are our own), if a subject were to choose, say, RRS or SRR, the response was simply counted as inconsistent with EU. The premise of our test is that systematic variation in unpredicted patterns should count against a theory: if many people choose RRS and few choose SRR, a theory which predicts nobody will choose either should be penalized more heavily.
Penalizing theories for systematic variation in unpredicted patterns requires some allowance for error; otherwise, a single observation of an unpredicted pattern would immediately invalidate a theory. Therefore, we allow the possibil-ity of erroneous deviations from underlying preferences so we can judge the degree of inconsistency of an observation.9 For example, suppose EU is true-people prefer either RRR or SSS-but subjects make random errors which are independent and equally likely across the three choices. For those subjects with true preference pattern RRR, the patterns which occur because of one error (SRR, RSR, and RRS) should be equally likely, and should be more likely than the two-error patterns (SSR, SRS, and RSS). For those subjects with true preference pattern SSS, the patterns which occur because of one error (RSS, SRS, and SSR) should be equally likely and should be more likely than the two error patterns (SRR, RSR, and RRS). Thus, EU can be characterized as a restriction on allowed patterns (SSS and RRR patterns only), which implies-when error is assumed-that some inconsistent patterns are more likely than others. By assuming a range of true underlying preferences (restricted by the theory) and an error rate, each theory makes interconnected predictions about the relative frequency of each consistent and inconsistent pattern. We can then use the entire distribution of choices to judge a theory, rather than simply counting totals of consistent or inconsistent choices, or restricting attention to two choices as previous studies have. 10 The BKJ data illustrate how our method works. Fanning out allows four types of subjects: Those who choose SSS, RSS, RRS, and RRR. Call the proportions of people with each preference p(SSS), p(RSS), p(RRS), and p(RRR). The theory predicts that there are no subjects with true preference for SSR, SRS, SRR, and RSR, but those patterns can result if people make errors in expressing true preferences. Errors occur with probability e, and are independent for each choice. For fanning out, Table II We assume a single error rate for all three choices for several reasons. First, it is a parsimonious and conservative approach to explaining the distribution of choice responses. Many researchers have implicitly adopted independent and equal errors in statistical tests of choice theories with two pairwise choices. We take that underlying model of errors and apply it to data sets with three or more 9When indifference curves are convex (i.e., preferences are quasi-concave), what we call "errors" might be expressions of strict preference for randomization (Machina (1985) , Crawford (1988) pairwise choices where the same model of errors generates more powerful tests of the choice theories. Second, allowing error rates to be choice-dependent can lead to nonsensical results. For example, having two independent error rates in the two-pair case allows EU to explain any observed pattern proportions (leaving zero degrees of freedom), and results in negative degrees of freedom for more general theories. A middle ground is to make error rates depend on some feature of the choice-e.g., how "close" the gambles are (in expected value or in a Euclidean metric applied to the triangle diagram), or how costly an error is. The main obstacle to doing this well is to develop a theory of decision cost. It is inappropriate to assume that an error is less likely in a pair of choices with high EV, say, unless EV is the theory being tested. Then the problem of determining decision cost becomes recursive: The cost of an error in a particular choice pair depends on the theory being tested. We don't think that more complex theories (beyond EU, say) will generate strong restrictions on error rates across choices, but it would be useful to try.
Third, theorists have developed alternatives to EU emphasizing structural explanations: EU axioms are weakened to encompass a broader set of behaviors (additional patterns in this case). Our approach reflects this emphasis by testing pattern-based explanations of choice with the simple, restrictive assumption of independent and equal errors. Again, another approach is to combine a theory of decision cost with less expansive structural explanations.1" Yet another path 11 Nat Wilcox commented that more sophisticated error explanations may generate related error rates that differ for each pairwise choice. Having two independent error rates in the two-pair case does generate nonsensical results, but two dependent error rates may be sensible if justified by a more sophisticated theory of errors. The hard work of constructing such a theory remains. is to test specific parametric forms of theories and allow choices to be stochastic. We think parametric estimation of this sort, with associated error theories, is an important direction for further research; Camerer and Ho (in press) and Hey and Orme (1993) are a start. Our approach, and the more sharply focused parametric approach, are complementary. We test theories in their fullest generality; if a theory is rejected using our method, we can safely abandon it. The parametric approach, on the other hand, could show that a theory which passes our tests is still difficult to specify parsimoniously. For example, we test a very general form of prospect theory, which fits reasonably well. Further tests are needed to establish whether there is a simple family of probability weighting functions-which are central in prospect theory-that also fit well (there appears to be; see Tversky and Kahneman (1992), Camerer and Ho (in press).
Fourth, we assume errors are independent because we find no form of dependence persuasive. If we truly interpret the errors as "error"-like trembles in noncooperative games-then dependence seems illogical. One can imagine alternative assumptions. For example, a thoughtful referee suggested an example in which one theory predicts a pattern RR and another predicts RS, and the data consist of 1/3 choices of each SS, RR, and RS. Under our approach the RS theory predicts best, since it can explain the SS and RR choices as only one error away from RS. RR theory predicts poorly because RS patterns are one error away but SS patterns are two errors away. We think RS should be considered better. To rank the RR and RS theories as equally good is to assume that RS and SS deviations from the RR pattern are equally likely, which forces us to think of an error as the choice of an entire pattern against true preference (rather than a particular choice against preference). This route takes us back where many studies started-by simply adding up the fraction of unpredicted patterns. Another argument against this route is reductio ad absurdum: This path requires us to think that a person who actually prefers RR ... RR (n times) is equally likely to err by choosing RR ... RS as by choosing SS ... SS. That seems to invoke an unnatural theory of errors. Table III shows maximum-likelihood estimates for several theories. For example, the estimated fanning out proportions are .320, .072, .327, and .281; the estimated error rate is .073. Comparing these estimates with unrestricted proportion estimates gives a log likelihood chi-squared statistic (X2) testing the goodness-of-fit of the fanning out hypothesis.12 For fanning out, X2 = 1.9 with 3 degrees of freedom13 (p = .588), so we cannot reject the restriction on true pattern proportions imposed by fanning out.
The maximum-likelihood test is more powerful than the z test described above; theories which survive the z test may not survive the maximum-likeli-12 That is, the chi-squared statistic tests the hypothesis that the underlying proportions of people with preferences for SSR, SRS, SRR, and RSR are zero. Of course, the predicted proportions of people exhibiting these four patterns of preference will still be positive because of the error rate. 13 The number of degrees of freedom for a theory is the number of patterns minus the number of linearly independent parameters minus one (so that expected frequencies under the maximum likelihood estimates add to the total sample size). hood test. For example, EU performs well compared to a random-choice benchmark: It allows 25% of the possible patterns, and accounts for 50% of actual patterns chosen for a z statistic of 3.1. Table III shows, however, that EU cannot explain the systematic variation in its inconsistent patterns. EU predicts that SRR, RSR, and RRS will all be chosen equally often (the maximum likelihood estimates give an expected frequency for each of three patterns of 2.49), but the observed frequencies for the three patterns are 1, 0, and 8. While EU does well by the z test, the chi-squared test shows that EU is unable to account for the variation in the inconsistent patterns (p = .007).
The maximum-likelihood test gives two indications of predictive adequacy that aid in diagnosing why some theories fit the data poorly. First, a poor theory must invoke a high error rate to explain frequent choice of patterns it did not allow. For example, prospect theory allows true patterns of RRS and RRR but many subjects chose SSS. A high error rate (.357) is needed to explain why so many subjects chose SSS (since the theory interprets the SSS choices as two errors by people who truly prefer RRS, or three errors by those who prefer RRR). Direct estimates of error rtates, derived by having subjects make the same choice twice without realizing it, suggest a natural rate of 15-25% (Starmer and Sugden (1989), Camerer (1989) , and unpublished data collected by Harless; cf. Battalio, Kagel and Jiranyakul (1990, fn. 13)). Error rates much higher than the natural rates, like the .357 estimated for prospect theory, indicate a poor fit. Error rates which are much lower, like the .038 estimated from mixed fanning, indicate overfitting (i.e., using too many allowed patterns, rather than natural error, to explain the distribution of choices).
Second, poorly fitting theories have patterns for which the maximum-likelihood estimate of the true proportion is zero. Such a theory sacrifices parsimony with no increase in accuracy. For example, the mixed fan hypothesis allows seven of eight patterns in Table III . Coupled with an error rate, that should be enough free proportion parameters to exactly fit the observed choices (X2 = 0). But it isn't: One pattern probability, p(RSR), is estimated to be zero (its unconstrained maximum-likelihood value was negative); the chi-squared statistic for mixed-fan is therefore 1.0 and, with no degrees of freedom, its p-value is zero.
The chi-squared test makes the fit-parsimony tradeoff explicit, but does not resolve the problem of picking the best theory. Theories with more patterns obviously ought to fit better, but how much better must the fit be to justify additional proportion parameters? A formal way to evaluate theories with different numbers of parameters is the "minimal prior information" posterior odds criterion. Klein and Brown (1984) Posterior odds is one of several criteria for selecting between models of different parsimony. In Section 3 we discuss some other criteria for model selection; most of them treat unparsimonious theories less harshly than posterior odds do. Posterior odds and other model selection criteria also neglect the -estimated error rate, which could (in principle) be traded off against fit and parsimony. We include posterior odds simply as a suggestion for how fit and parsimony might be weighed and to impose consistency on those tradeoffs. Table III showed data in which subjects actually suffered a loss (from a stake of money given to them initially). Figure 3 and Table IV show results from hypothetical choices over the same set of gambles. (In experiments with hypo-14 Another formal way to evaluate some of the theories uses nested hypothesis tests. For example, the EU restriction on pattern proportions is nested within the fanning out restriction. Where hypotheses are nested, the reader can easily undertake such an hypothesis test by subtracting the goodness-of-fit chi-squared statistics in the tables. For example, in Table III the chi-squared statistic testing the EU restrictions on pattern proportions against the fanning out restrictions is (15.8 -1.9) = 13.9 with (5 -3) = 2 degrees of freedom; the nested hypothesis test rejects the EU restrictions (p = 0.001). We do not report the nested hypothesis tests because they add little information beyond the goodness-of-fit statistics and because there are many cases where PT and EU are nonnested so the test cannot be applied. Tables III and IV show some subtle differences which are hidden by the figures. Compared to data with hypothetical losses (Table IV) , the data for real losses (in Table III ) have lower error rates (except for PT). It appears that paying subjects reduces variance (Smith and Walker (1993) ). But paying subjects does not increase their adherence to EU. Instead, the lower variance in the real-loss data implies that EU is rejected with real data (p .007), but fits better with hypothetical data (Table IV) , but generates a poor fit-marginally worse than EU-for real losses (Table III) . Risk preference for losses makes PT as parsimonious as EU, but that parsimony comes at too high a price for real losses: the highly occupied SSS pattern is excluded.
OTHER CHOICE STUDIES
In this section we review the results of three other studies. We highlight the distinctive features of each study and draw some conclusions. The results of these and several other studies are formally aggregated in Section 3.
Harless
Harless (1992) examined choices over real gain and real loss lotteries (one lottery was played with real payoffs) in common consequence lottery pairs just inside the triangle boundary. Some people have suggested that systematic deviations from EU disappear in the triangle interior (Conlisk (1989), Camerer (1992)). If it is true, this fact is important. A gamble on the boundary has some outcomes which have zero probability. Moving off the boundary into the interior means that an outcome which had zero probability now has positive probability. Therefore, the disappearance of deviations as one moves from the boundary to Figure 4 shows the data frontier for gains. The figure is useful for screening out RD-cave (z = 0.2) and fanning in (which is dominated by fanning out), but does not help distinguish among the other theories. The chi-squared error rate analysis in Table V rules out several theories which pass the z test-for 15 We recruited undergraduates from Wharton as additional subjects (using exactly the same procedures as in the original study) to bring the sample size to a level appropriate for the chi-squared test. We also gathered additional responses to augment the Chew and Waller (1986) data set. The test for the explanatory power of the models over the entire distribution of responses requires a larger sample size than the test of models' performance compared to random choice. example, EV has the highest z statistic but has the lowest chi-squared p value. The conjecture that EU violations disappear in the interior appears to be false, since the chi-squared test gives a p value of .006. Nevertheless, no other theory accounts for the distribution of non-EU choices parsimoniously. Fanning out, mixed fan, and RD-vex have higher p values than EU, but they waste degrees of freedom on sparsely occupied patterns. The posterior odds ratios favor EU over all competitors, showing that while EU is systematically violated, its competitors are no more accurate (adjusting for the number of patterns they allow). However, EU has a larger error rate than more general theories; if we could trade off error rates with fit and parsimony, other theories might look better. For example, RD-vex has a higher p value than EU (.186 versus .006) and a lower error rate (.107 versus .219), but the posterior odds of EU against RD-vex are 200-to-1. Forcing EU to have a lower error rate would shift the odds toward Furthermore, the poor 16 The error rate is always at least as large for EU than for more general theories which include EU, but the posterior odds criterion does not penalize EU for its high error rate. Dave Grether suggested a way to correct this bias, by computing posterior odds after restricting the error rate to be the same for all theories. However, there is no obviously correct way to choose a single rate, or estimate one from the data. The reader should keep in mind that the posterior odds we report put EU in the best possible light. In the BKJ study prospect theory poorly fit the real loss data from the triangle boundary. Here prospect theory poorly fits loss data from the triangle interior (Table VI) . In both loss studies the R gambles are mean-preserving spreads of the S gambles. For border gambles in BKJ, risk preference for losses makes PT as parsimonious as EU. For interior gambles in the Harless study, risk preference for losses makes PT nearly as parsimonious as EU. In both cases prospect theory's fit is worse than that of EU because the common pattern SSSS is excluded.
For losses, note that fanning in is the only challenger to EU as a parsimonious theory that also achieves reasonable fit-in sharp contrast to the fanning out for gains in the triangle interior (Table V) . Fanning in for losses inside the triangle is also prevalent in our reanalysis of data from Camerer (1992). Mixed fan can account for both fanning out for gains and fanning in for losses inside the triangle, but it fits poorly because it uses too many free parameters to explain patterns that are occupied only because of random error.17 17 In the Harless and BKJ experiments subjects were allowed to respond that they were indifferent between two lotteries. For example, in Harless's study using real gain lotteries, in addition to the 84 subjects in Table V , there were two subjects that indicated they were indifferent between lotteries Si and Ri. Letting I represent indifference, their responses were IRSR and ISRR. We exclude such responses from our main analysis, but in footnote 26 we summarize how little the results change when indifference responses are included. We assume that the indifference response may belong to one of several patterns and assign indifference responses to maximize the likelihood function for each theory. For example, for each theory an IRSR response may be assigned to the SRSR or RRSR pattern, whichever yields a higher likelihood for the theory.
Chew and Waller
The Chew and Waller (1986) study combines three common consequence choices with a common ratio lottery choice, allowing a test of whether indifference curves are linear. Figure 6 and Table VII contain the responses to the Chew and Waller hypothetical small gain choices on the triangle boundary (their context 1A) for the 56 subjects in their study and 43 new subjects we recruited. Figure 6 suggests that violations of EU appear to be due to fanning out or convex indifference curves (RD-vex): theories which lack these features are generally dominated by theories which have them.
The figure does not show whether the assumption of parallel indifference curves (EU) should be sacrificed for linear indifference curves that fan out (WEU-out), general fanning out, or RD-vex, since all those theories have high z statistics. The chi-squared test in Table VII comparably good fits, and has the lowest posterior odds ratio (3.OE -11, the strongest evidence against EU).18
All the theories that assume linear indifference curves-EV, EU, WEU, linear mixed fan (LMF), and implicit EU-fit poorly by the chi-squared test.19 Chew and Waller (1986) concluded that WEU-out was superior to EU because its z statistic was higher. In our analysis (including 43 new subjects), WEU-out does provide a much better fit than EU using the chi-squared test and posterior odds ratio, but those tests also show that several theories with nonlinear indifference curves are even better than WEU-out. Table VII shows another way in which the maximum-likelihood error-rate analysis is more informative than simply counting pattern frequencies. Nine subjects chose pattern SSRS, many more than expected under random choice. Fanning out allows that pattern, but its maximum likelihood estimate for the proportion of subjects who truly prefer SSRS is zero. Introducing the parameter p(SSRS) to the model that already had consistent patterns SSSS, SRRS, RRRS, and RRRR did not improve the fit even though SSRS choices were common. The estimated proportion of subjects with true SSRS pattern preference is low because raising the estimate increases the expected frequencies of neighboring patterns (RSRS, SRRS, SSSS, and SSRR), but those expected frequencies already exceed observed frequencies. Fanning out could afford to exclude SSRS, even though it is chosen often, because it is fed by errors from the SSSS and SRRS patterns and therefore has a high expected frequency (6.6) even if SSRS is excluded.
Sopher and Gigliotti
Sopher and Gigliotti (1990) gathered responses to the Allais Paradox common consequence pairs and three other common consequence pairs from the triangle boundary (Table VIII) . They also gathered responses to comparable choices in the triangle interior (Table IX) . When lotteries lie in the interior, the EV pattern (RRRRR) is chosen much more often. The chi-squared test in Table VIII shows that EU has a terrible fit for lotteries on the boundary of the triangle (p = 1.5E -25). EU fits substantially better for interior lotteries, but the p value is still low (3.7E -10). By the posterior odds ratios EU is worse than many theories for boundary lotteries (Table VIII) but better than every alternative except prospect theory for interior lotteries (Table IX) . (In Harless's data using interior lotteries, Tables V and VI, EU is better than every other theory by the posterior odds ratio.) The success of prospect theory stems from increased precision for interior gambles (allowing only 7 of 32 patterns) com- 18 Becker and Sarin (1987) note that their lottery dependent utility theory accounts for 98-99% of the choices by allowing 14 of the 16 possible patterns. But one can account for the distribution of responses with far fewer patterns; the posterior odds for fanning out against lottery dependent EU are 2.27E + 06.
19Camerer and Ho (in press) reach a similar conclusion from a review of ten studies testing the betweenness axiom (which creates linear indifference curves). pared to boundary gambles (allowing 18 of 32), which serves it well since there are fewer systematic patterns with interior gambles.20 There is another interesting difference between interior and boundary results. Fanning out fits better than fanning in for boundary lotteries (Table VIII) and the opposite is true for interior lotteries (Table IX) . Neither theory fits well for both sets of gambles.
The data provide little reason to replace the independence assumption in EU with the weaker assumption of betweenness. The theories which assume betweenness have high posterior odds supporting EU. The only exception is WEU-out on the boundary, but in that case several other theories have even better posterior odds than WEU-out.
Perhaps the most striking feature of Tables VIII and IX is the large number of maximum likelihood estimates which equal zero. All the generalizations of EU are guilty. Under the error rate approach, the distribution of responses may be explained with relatively few consistent patterns. EU is too lean (it allows too few patterns to explain the distribution); generalizations of EU are too fat (they predict too many useless patterns or the wrong ones).
AGGPEGATION OF RESULTS ACROSS STUDIES
Sections 1 and 2 demonstrate that the error rate analysis of choice data is more powerful than statistical tests employed previously. In general, some conclusions drawn from earlier studies are reversed by our analyses-e.g., in some cases a theory with a high z statistic, which predicts much better than a random choice benchmark, cannot account for variation in unpredicted patterns and hence is rejected by the chi-squared test while a theory with a lower z statistic is not rejected by the chi-squared test. And while EU performs relatively better with gambles in the triangle interior (compared to generalizations), by our tests it is easily rejected there too. Some new conclusions appear too-e.g., paying subjects appears to lower the error rate, increasing rejection of EU and many other theories rather than inducing conformity to them. Many theories have been proposed to explain violations of EU such as the common consequence and common ratio effect. Our method uses the distribution of responses across combinations of common consequence and common ratio choice problems generating tests with more power showing that some of the 20 There are some instances, such as the Sopher and Gigliotti data sets, where we do not impose restrictions on a theory's parameters across data sets. We take each set of pairwise choices from a unit triangle as a separate data set. Since subjects were randomly assigned to either the boundary or interior treatment in the Sopher and Gigliotti study, the risk preferences between the two groups should be identical. Hence, one could consider adding the restriction for EU that the proportion of subjects prefering SSSSS must be the same for lotteries on the boundary and the interior. The other instance where cross-data set restrictions could be considered involves gain and loss triangles with choice pairs having mean-preserving risk spreads to test prospect theory's reflection effect (Battalio, Kagel, and Jiranyakul (1990), Camerer (1989 Camerer ( ,1992 ). Since reflection is confirmed in these studies, we suspect that imposing the restrictions might make prospect theory fare better and theories not incorporating reflection, such as EU, fare worse. We do not impose cross-data set restrictions because there is no precise prediction for many of the generalizations of EU. candidate theories cannot explain the distribution of responses while others can. Our method clearly demonstrates that some theories are losers as they are less parsimonious and have a poorer fit than other theories. The posterior odds ratios also provide an unequivocal method for trading off fit and parsimony in comparing EV, EU, and the generalizations. (In contrast, analysis based on the proportion of consistent responses yields conflicting conclusions for each of three measures, difference, inside ratio, and outside ratio.) And the analysis has another important advantage: Since the sum of several independent random variables with chi-squared distributions also has a chi-squared distribution, chi-squared statistics from different experiments may be added to gauge each theory's performance across a variety of subjects, investigators, experimental methods, and so on, as long as the experiments are independent. Aggregation tells us whether deviations from EU are robust across studies.
The independence of studies is hard to evaluate. For our purposes, independence means that conditional on the truth of a particular theory, a sample of results from one experiment did not influence the results from another. Nonindependence could arise because the same subjects are represented by choices in multiple data sets, or because some investigators designed their experiments based on earlier results. The amount of design dependence is difficult to measure empirically. It is surely substantial because virtually all the studies we aggregate used some variation on familiar common consequence, common ratio, betweenness-testing, and framing problems introduced by Allais (1953) and Kahneman and Tversky (1979) and many used a design adapted from Chew and Waller (1986) (proposed initially by Chew and MacCrimmon (1979)). Since we cannot measure the degree of dependence between studies reliably, we offer two caveats to our aggregation analyses (which assume independence): First, violations of independence imply that the p values we compute by adding chi-squared statistics are too low; skeptical readers might adjust them upward to reflect the degree of dependence they think exists. Second, in many cases a single study generates p values low enough to cast severe doubt on one or more theories, so even if studies are perfectly dependent (i.e., are pure replications which differ only by sampling error) the data are sufficient to reject some theories.
With the caveat about our heavy-handed independence assumption in mind, we discuss the result of aggregating different studies. Included in our chi-squared aggregation are the results from the seven data sets presented in Sections 2 and 3 and the results from sixteen more data sets from Battalio, Kagel, and Jiranyakul (1990), Camerer (1989 Camerer ( ,1992 , Chew and Waller (1986) , and Sopher and Gigliotti (1990) presented in an unpublished Appendix (available upon request).21 21 We excluded studies with two-pair patterns. Tests like ours are correct but severely limited when applied in a two-choice case (e.g., Conlisk (1989), Battalio, Kagel, and Jiranyakul (1990), Prelec (1990) ). Two pairs (four patterns) do not span a broad range of gambles, and hence are too few to distinguish all the theories we consider. For example, in a two-pair test weighted and implicit EU cannot be distinguished, and mixed fanning allows all four patterns. Consider first the measures of theory performance based on percentage of consistent responses aggregated over all 23 studies (Table X) .22 The z statistics (comparing each theory's percentage of consistent responses to a random choice null hypothesis) are squared (so that they become chi-squared statistics) and summed (keeping the sign when theories generate negative z statistics). The extreme p values show that each model does much better than would be expected if choices were random. This is an important conclusion, but does not tell us whether theories fail to account for variation in excluded patterns and gives no clear way to choose among theories. Also given in Table X for each theory are the ratio measure (the proportion consistent divided by the proportion of consistent patterns), difference measure (proportion consistent minus proportion consistent patterns), and outside ratio (the proportion of inconsistent responses divided by the proportion of inconsistent patterns) weighted by sample size and aggregated over the 23 studies. None of the measures selects EU. The difference measure selects PT. The ratio measure selects the most parsimonious theory (EV). The outside ratio selects the broadest theory which excludes uncommon patterns (mixed fan). Besides having no good reason to choose one measure over the others, the measures of theory performance in Table X are incomplete because they throw away information about the distribution of responses in consistent and inconsistent patterns.
The sum of chi-squared statistics from the maximum likelihood error analysis over all 23 data sets are given in Table XI. All the theories have extremely low p 22 Even in studies without specific tests of betweenness, WEU-out is tested whenever fanning out is tested; hence, the sum of squared z statistics for WEU-out includes squared z statistics for fanning out from studies that do not test for betweenness. A similar statement holds for WEU-in, rank-dependent theories with elasticity conditions, and LMF. values. Tables X and XI together tell the whole story: each theory performs much better than would be expected if choices were random (Table X), but there is systematic variation in the patterns they don't predict too (Table XI) . In Table XI 1 -f(l -p) ) or require the concave and convex portions to satisfy an elasticity condition. The studies described herein are not efficiently designed to test AU in the Quiggin form; more sharply-designed studies would be useful. cal vs. real-payoff results showed no interesting, reliable differences other than those noted in Section 1.) For small losses all the studies used mean-preserving risk spreads so the predictions of EV and EU are identical (but see footnote 27).
Some theories are dominated in nearly every category in Table XII (WEU-in, LMF, and IEU). For other theories the decomposition in Table XII The boundary and interior classification proves quite useful as a diagnostic tool for prospect theory. For small gains and small losses on the boundary of the triangle PT achieves a good fit (except for BKJ real losses in Table III) ; because the riskier lotteries are (usually) mean preserving risk spreads of the safer lotteries, PT's property of risk aversion for gains and risk preference for losses (except for small probabilities) makes it quite parsimonious. (For small losses PT has just one fewer degree of freedom than EU.) For small gains and small losses in the triangle interior lotteries are again (usually) mean preserving, but PT has an awful fit. The data therefore provide evidence against reflection-risk aversion for gains and risk preference for losses-when lottery supports are the same.24 Large gains lotteries are not mean preserving, so PT is not very parsimonious; it wastes degrees of freedom on useless patterns and its fit is undistinguished. However, for large gains in the interior PT allows fewer patterns than on the boundary, making it almost as parsimonious as fanning out or WEU; there it fits relatively well.
Table XII also suggests the possibility that curvature of indifference curves may depend on the size of outcomes: RD-cave dominates RD-vex for large gains but is dominated by RD-vex for small gains and small losses. Although the chi-squared statistics differ by orders of magnitude, the effect may be due to 24 Note that all the experiments which used real-loss payoffs actually deducted losses from an initial stake subjects had been given. If subjects frame these lotteries as choices over net gain outcomes, the reflection effect predicted by prospect theory is diluted. However, reflection is apparent in boundary lotteries with different support. differences in the locations of the lottery pairs. The possibility that curvature depends on the size of outcomes deserves further investigation.
The decomposition in Table XII is The reader selecting an m value high enough to choose EU over all the generalizations faces a dilemma, however. In Table XII 17) . If each indifference response is assigned to maximize the likelihood function for each individual theory, then the menu of best theories over all studies is: MF for m < 2.4, PT for 2.4 < m < 6.6, EU for 6.6 < m < 38.7, and EV for 38.7 < m. 27 EV may also be interpreted as predicting equal pattern proportions for studies with mean-preserving spread choices (see footnote 6). Aggregated over all studies, this interpretation of EV generates a chi-squared statistic of 1502.7 with 129 degrees of freedom for a p value of 1E -166. In Table XIII Stigler's analysis of the development of utility theory through the beginning of this century leads him to three criteria for successful theories: generality, congruence with reality (or fit, in our terms), and manageability. We mention each of these criteria in summarizing the main points of this paper.
There have been many experimental studies comparing EU with competing theories of decision making under risk. Many of these studies use a similar format: Subjects are given several pairwise choices between choices (for example, picking the riskier gamble from one pair implies picking the riskier gamble in another pair). Various theories can then be cast as predictions about patterns of choices that should be observed. We note two important features of our approach: First, our goal is to discriminate among theories which attempt to describe actual choices; we have nothing to say about the normative appeal of EU or its generalizations. Second, the generalizability of our results is limited to the extent that naturally-occurring choices are different from lotteries with well-specified probabilities of monetary outcomes.
We conducted analyses of 23 data sets containing nearly 8,000 choices and 2,000 choice patterns, and aggregated the results. We draw several specific conclusions.
(1) All the theories are rejected by a chi-squared test. For every theory there is systematic variation in excluded patterns which could, in principle, be explained by a more refined theory. 28As explained in footnote 7, we do not include prospective reference theory (PRT) in the main analysis because none of the studies included here adequately test the predictions of the theory. It is notable that PRT coincides with EU for choices between gambles in the triangle interior, where EU predicts most accurately, but not for boundary gambles for which EU predicts poorly. PRT illustrates how capturing the boundary-interior distinction can improve the predictive utility of a theory. If we were to include PRT in the menus in Table XIII , PRT would not appear on any of the menus for gambles on the boundary of the triangle (PRT is dominated for large gains and for small gains). But since PRT is identical to EU in the interior, over all studies PRT would be selected over PT for m > 4.4 and EU would be selected over PRT for m > 9.3.
(2) There is room for improvement in two directions. Some theories, like EU and WEU, are too lean: They could explain the data better by allowing a few more common patterns. Other theories, such as mixed fanning and rank-dependent EU, are too fat: They allow a lot of patterns which are rarely observed. Our analyses provide theorists with a way to diagnose empirical shortcomings of current theories, and perhaps inspiration for new theorizing.
(3) There are dramatic differences between theory accuracy when the gambles in a pair have different support (they lie on the triangle boundary) and when they have the same support (they lie in the triangle interior). EU predicts poorly when support is different, and predicts well when support is the same. The transition from the boundary to the interior implies adding support, typically a small probability of an outcome. Therefore, the accuracy of EU in the interior and its inaccuracy on the boundary suggests that nonlinear weighting of small probabilities is empirically important in explaining choice behavior. This conclusion has been suggested before, but is confirmed dramatically by our analysis. Indeed, Morgenstern (1979) himself accepted that EU had limited applicability when probabilities were low: "Now the von Neumann-Morgenstern utility theory, as any theory, is only an approximation to an undoubtedly much richer and far more complicated reality than that which the theory describes in a simple manner. ...one should now point out that the domain of our axioms on utility theory is also restricted. Perhaps we should have pointed that out, instead of assuming that this would be understood ab ovo. For example, the probabilities used must be within certain (4) The broadest conclusion of our analysis is that there are some losers among competing theories, and some winners. Losers include general theories which rely on betweenness rather than independence, and theories which assume fanning in throughout the triangle; those theories are dominated by other theories which use fewer free parameters and are more accurate. There is some irony here: Some of the theories we test were developed after theorists had seen some of the data sets-these include mixed fan (which we concocted), linear mixed fan or disappointment-aversion theory, lottery dependent utility, etc. It is clear that the development of linear mixed fanning, say, was influenced by data we use to test linear mixed fan. Instead of presenting a problem, the results testify to the power of our approach: We are able to reject some theories using the same data which were taken as inspiration, or support, for developing the theory in the first place.
We cannot declare a single winner among theories-much as we cannot declare a best ice cream or university-because the best theory depends on one's tradeoff between parsimony and fit. But s-appose a researcher can specify a single parameter expressing the price of precision, or the reduction in goodness-of-fit (measured by a chi-squared statistic) necessary to justify allowing an extra free parameter. (Some statistical criteria suggest what this price should be.) We construct a menu of theories which are best at each price-of-precision; researchers can then use the menu to decide which theory to adopt, depending on the price they are willing to pay.
When lotteries have different support, there is never a price-of-precision which justifies using EU; anyone who values parsimony enough to use EU over all the generalizations should use EV instead of EU. Combining all the studies (see the bottom of Table XIII), the menu of best theories is: mixed fanning, prospect theory, EU, and EV. Statistical criteria suggest various prices of precision which favor either mixed fanning or EU; the middle ground between high and low prices favors prospect theory.
We cannot give a more definitive answer to the question of which theory is best because people use theories for different purposes. A researcher interested in a broad theory, to explain choices by as many people as possible, cares less for parsimony and more for accuracy; she might choose mixed fanning or prospect theory. A decision analyst who wants to help people make more coherent decisions, by adhering to axioms they respect but sometimes wander from, might stick with EU or EV. A mathematical economist who uses the theory as a brick to build theories of aggregate behavior may value parsimony more highly; she might choose EU or EV (though she should never use EU when choices involve gambles with different support).
However, an historical parallel described by Stigler (1950) may be instructive for those who cling to EU: "Economists long delayed in accepting the generalized utility function because of the complications in its mathematical analysis, although no one (except Marshall) questioned its realism ... Manageability should mean the ability to bring the theory to bear on specific economic problems, not ease of manipulation. The economist has no right to expect of the universe he explores that its laws are discoverable by the indolent and the unlearned. The faithful adherence for so long to the additive utility function strikes one as showing at least a lack of enterprise" (Stigler (1950, pp. 393-394) .)
The pairwise-choice studies suggest that violations of EU are robust enough that modeling of aggregate economic behavior based on alternatives to EU is well worth exploring. So far there have been relatively few such efforts.29 Ultimately, most of the payoff for economics will come from replacing EU in models of individual behavior with more accurate descriptive principles or a single formal theory. Our results suggest which replacements are most promising, and which modifications of the currently available theories are most productive.
We see our paper as summarizing a chapter in the history of empirical studies of risky choice. We think the weight of evidence from recent studies with multiple pairwise choices, when aggregated across those studies, is sufficiently great that new pairwise-choice studies are unlikely to budge many basic conclusions-the statistical value-added of more such studies is low (compared to the value-added of new approaches). However, this sweeping conclusion leans heavily on the assumption that different studies are completely independent (which they likely are not). If studies are highly dependent then our results are overstated, and there may still be substantial value in using the pairwise-choice paradigm to exploring new domains of gambles (e.g., gambles over losses, gambles with many possible outcomes, gambles with very low probabilities); more data could change the way at least some theories are ranked.
If our analysis closes the chapter on pairwise-choice empirics (or summarizes the much that we know so far), then it opens new chapters as well-particularly, a chapter devoted to combining structural explanations of choice problems with more sophisticated theories of errors. Empirical studies fitting individual non-EU functions and parameters to subjects are useful and relatively rare (see Daniels and Keller (in press), Hey and Di Cagno (1990), Tversky and Kahneman (1992) ). Studies that test axioms directly-e.g., Wakker, Erev, and Weber (1993) test comonotonic independence, the crucial ingredient in rank-dependent approaches-are useful too. Function-fitting, and our approach, both allow heterogeneous preferences. (The fact that estimated pattern proportions are fairly even across patterns suggest there is substantial heterogeneity.) For analytical tractability, it is often useful to assume homogeneity (in representative-agent models); then the sensible empirical question is which single theory, and which precise parameter values, fits everyone's choices best (see Camerer and Ho (in press)).
Finally, our general method could be applied in other domains. For example, various noncooperative solution concepts permit different sets of choices in games. Theories could be characterized as restrictions on allowable patterns of choices, and the distribution of patterns could be explicitly connected through an error rate. For example, McKelvey and Palfrey (1992) apply a similar error theory to fit various equilibrium concepts to experimental data on the "centipede" game, and to test restrictions imposed by different concepts; El-Gamal and Grether (1993) apply a similar analysis to experimental data on probability judgments. Most importantly, our method would allow one to judge which concepts, like Nash equilibrium or its various refinements (and coarsenings), best trade off parsimony and accuracy. A similar method could be applied to compare solution concepts in cooperative games. The discussion above shows how our method uses more information and hence is more powerful than methods which judge theories only by the percentage of consistent responses (e.g., Selten (1987) 
