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The low-temperature thermal properties of glasses are anomalous with respect to those of crystals.
These thermal anomalies indicate that the low-frequency vibrational properties of glasses differ
from those of crystals. Recent studies revealed that, in the simplest model of glasses, i.e., the
harmonic potential system, phonon modes coexist with soft localized modes in the low-frequency
(continuum) limit. However, the nature of low-frequency vibrational modes of more realistic models
is still controversial. In the present work, we study the Lennard-Jones (LJ) system using large-
scale molecular-dynamics (MD) simulation and establish that the vibrational property of the LJ
glass converges to coexistence of the phonon modes and the soft localized modes in the continuum
limit as in the case of the harmonic potential system. Importantly, we find that the low-frequency
vibrations are rather sensitive to the numerical scheme of potential truncation which is usually
implemented in the MD simulation, and this is the reason why contradictory arguments have been
reported by previous works. We also discuss the physical origin of this sensitiveness by means of a
linear stability analysis.
I. INTRODUCTION
The low-temperature thermal properties of glasses
are anomalous with respect to their crystalline counter-
parts [1]. The specific heat of crystals follows C ∝ T 3
and the thermal conductivity follows κ ∝ T 3 at low tem-
peratures T , regardless of their constituent particles [2].
These universal behaviors are explained by theories based
on quantized lattice vibrations or phonons; for exam-
ple, the Debye theory can predict the vibrational den-
sity of states (vDOS) g(ω) ∝ ω2 (ω is frequency) and
then the specific heat C ∝ T 3. In contrast, glasses ex-
hibit different universal behaviors [1]. The specific heat
of glasses is larger than corresponding crystalline value
around T ∼ 10 [K] [3]. This is a direct reflection of the
excess vibrational modes over the prediction of the De-
bye theory around ωBP ∼ 1 [THz], the so-called boson
peak (BP) [4]. At lower temperatures, T . 1 [K], the
specific heat and the thermal conductivity follow C ∝ T
and κ ∝ T 2 [3], which are markedly different from the
crystalline behaviors. These observations suggest that
even far below the BP frequency, the vibrational modes
are distinct from those of crystals, phonons. This is quite
contrary to our intuition that in the continuum limit, the
microscopic arrangement of particles is irrelevant so that
glasses behave as the homogeneous elastic medium as do
crystals, where the vibrational modes are phonons [5–8].
Several different phenomenological scenarios have been
proposed to explain these thermal properties of glasses.
A noticeable example is the two-level systems model and
the soft potential model [9–15]. These theories assume
that there exist the soft localized modes in glasses and
that they are associated to double-well structure of the
potential energy landscape. Note that the soft localized
modes have been observed in many different glassy sys-
tems [16–23]. Then, the theories consider the tunneling
state in the double-well potential to explain the anoma-
lous behaviors of specific heat and thermal conductivity
of the low-temperature glasses. The recent version of the
soft potential model takes into account the vibrational in-
stability to explain the BP [13–15]. Another important
example is the theory of elastic heterogeneities [24–30].
In this theory, glasses are considered to be the elastic
medium, whose elastic constants are, however, heteroge-
neously fluctuating in space. These spatial fluctuations of
elastic constants have been confirmed by numerical and
experimental works [31–34]. The theory uses the effec-
tive medium technique or the coherent potential approx-
imation to treat the fluctuations of the elastic constants
analytically, and then it predicts the BP as well as the
anomalous sound-transport properties.
Recently, microscopic studies on the vibrational prop-
erties are developing. Some of them focus on the simplest
model of glasses, that is composed of particles interact-
ing through the short-range, purely repulsive, harmonic
potential [35–47]. An important aspect of this approach
is that the mean-field theories, which become exact in
infinite dimensions, are now available. These theories
predict the low-temperature glass phase, which is charac-
terized by the fractal free energy landscape [42–45] or the
marginal stability [37, 40, 41]. Notably, the non-phonon,
soft vibrational modes emerge in this glass phase, and
they obey the non-Debye scaling law g(ω) = cω2 [41, 44].
Because the prefactor c is much larger than the value
predicted by the Debye theory, this gives a microscopic
explanation of the BP. These theoretical predictions were
tested thoroughly by numerical simulations [46, 47]. The
non-Debye scaling g(ω) = cω2 indeed works well at rela-
tively high frequency [46]. However, the mean-field pre-
dictions are broken down in the low-frequency, continuum
limit, where the vibrational modes converge to mixture of
phonon modes and soft localized modes [47]. The phonon
modes follow the Debye law, whereas the soft localized
modes follow another, non-Debye scaling law g(ω) ∝ ω4.
This non-Debye scaling law is the same as the one found
for several glassy systems by different means [20, 22, 23]
and is also reminiscent of the soft potential model [10–
15].
2An important question is then what the vibrational
properties are in the continuum limit for not the sim-
plest but more realistic glasses. To address this question,
it is natural to focus on the Lennard-Jones (LJ) system,
because the LJ potential is one of the realistic model
potentials for atomic systems [48]. The nature of low-
frequency vibrations in the LJ glasses is still controversial
among previous works [6, 7, 22, 23]. Specifically, a nu-
merical study [7] studied the mono-disperse LJ glass (in 3
dimensions) and reported that the vDOS smoothly con-
verges to the Debye prediction below the BP frequency.
An earlier study [6] studied the poly-disperse LJ glass
and found that the frequencies of vibrational modes are
discretized in the low frequency region and their levels are
perfectly consistent with values predicted by the Debye
theory. These results indicate that the vibrational modes
are only phonons in the continuum limit, which is clearly
different situation from that of the harmonic potential
system [47]. On the other side, more recent works [22, 23]
studied the Kob-Andersen LJ potential system and the
inverse power-law (IPL) potential system, by suppress-
ing the effects of phonons. In contrast to Refs. [6, 7],
they observed that the soft localized modes persist be-
low the BP frequency, following the non-Debye scaling
law g(ω) ∝ ω4. This observation is more consistent with
results of the harmonic potential system [22, 47].
To settle down these contradictory observations, we
perform large-scale molecular-dynamics (MD) simula-
tions to directly observe the low-frequency vibrational
modes in the LJ glass. In order to obtain conclusive re-
sults on the continuum limit, we simulate very large sys-
tems consisting of up to millions of particles. We reveal
that the vibrational modes of the LJ glass are essentially
the same as those of the harmonic potential system. In
particular, we establish that the vibrational modes con-
verge to mixture of extended phonon modes and soft
localized modes in the continuum limit. Furthermore,
we also resolve the problem why the contradictory re-
sults, described above, have been reported by previous
works [6, 7, 22, 23].
The paper is organized as follows. In Sec. II, we
describe in detail the numerical methods including the
system description, MD simulation, and the vibrational
mode analysis. Section III contains a comprehensive pre-
sentation of our results. We first show that the low-
frequency vibrational properties are sensitive to the nu-
merical scheme of potential truncation. We then estab-
lish the vibrational properties in the low-frequency, con-
tinuum limit, for the “real” LJ glass system without any
potential truncation. In Sec. IV, we discuss on the phys-
ical mechanism of artificial effects induced by the poten-
tial truncation. Finally, we give our conclusion in Sec. V.
II. NUMERICAL METHODS
A. LJ potential
The present work focuses on a glass system composed
of mono-disperse particles, which interact via the LJ pair-
wise potential:
φ(r) = 4ǫ
[(σ
r
)12
−
(σ
r
)6]
, (1)
where r is the distance between two particles, σ is the di-
ameter of particles, and ǫ represents the energy scale. We
denote mass of these particles by m. When performing
MD simulation on this kind of system whose potential
extends over the infinite distance, we usually truncate
the potential at some cutoff distance rc [49]. This trun-
cation, however, makes a discontinuity at r = rc, which
may cause artificial effects on physical quantities. Indeed,
it has been reported that the cutoff discontinuity induces
non-negligible, artificial effects on thermodynamic prop-
erties [50–52] and local properties [53] in some cases.
Several methods have been proposed to avoid the cutoff
discontinuity in the potential. The simplest one is to shift
the potential, such that it vanishes at r = rc [49, 54]. We
denote this type of the LJ potential as “LJ0”:
VLJ0(r) =
{
φ(r) − φ(rc) (r < rc),
0 (r > rc).
(2)
In the LJ0, the potential continuously vanishes at r = rc,
however, the first-derivative of the potential, which cor-
responds to the inter-particle force, still has a discontinu-
ity. Therefore, more sophisticated method is to shift the
first-derivative of the potential as well as the potential
itself, such that both of them vanish at r = rc [49, 55].
We denote this potential as “LJ1”:
VLJ1(r) =
{
φ(r) − φ(rc)− (r − rc)φ′(rc) (r < rc),
0 (r > rc).
(3)
Moreover, we can also smooth arbitrarily high nth-order
(n ≥ 2) derivatives by adding terms, ∼ (r − rc)n, in the
same way as in the LJ1.
We note that the previous works [6, 7] have employed
the same type of potentials as the LJ0 and concluded
that the vibrational modes converge to phonon modes
only. On the other hand, Refs. [22, 23] used the very
smooth cutoff scheme (making smooth up to the third
derivative of the potential) and recognized existence of
the soft localized modes below the BP frequency. In the
present work, we study the LJ0 and LJ1 systems, and by
comparing these two systems, we will conclude that the
discontinuity in the inter-particle force can make crucial
effects on the low-frequency vibrational modes.
3B. MD Simulation
We perform MD simulations in 3-dimensional, cubic
boxes, under periodic boundary conditions in all direc-
tions. We consider two types of the LJ potentials, the
LJ0 [Eq. (2)] and LJ1 [Eq. (3)], by changing the cutoff
distance rc. Throughout this paper, the length, temper-
ature, and time are measured in units of σ, ǫ/kB, and
σ
√
m/ǫ, respectively (kB is the Boltzmann constant).
The density is fixed at ρ = N/L3 = 0.997 in all cases,
where N is the number of particles and L is the linear
dimension of the simulation box. In order to access a
wide range of frequencies including the continuum limit,
we simulate several different system sizes, ranging from
N = 8000 to 256000 for the LJ0 and from N = 8000 to
1024000 for the LJ1.
The glass configuration of LJ particles is obtained as
follows. We first equilibrate the system in the normal liq-
uid phase at the temperature T = 2, by means of the mi-
crocanonical MD simulations. Then, using the steepest
descent method, we minimize the total potential energy
of the system and obtain the T = 0 configuration of the
glassy state (inherent structure). This protocol is equiv-
alent to the instantaneous quench from T = 2 (liquid
phase) to 0 (glass phase). Note that at T = 0, the pres-
sure is close to zero, P ≈ 0. For these MD simulations,
we use the program package LAMMPS [56, 57].
C. Vibrational mode analysis
We next perform vibrational mode analysis on the ob-
tained LJ glass at T = 0. We calculate the dynamical
matrix of the LJ glass and diagonalize it to obtain the
eigenvalues λk and eigenvectors e
k = [ek1 , e
k
2 , · · · , ekN ] [2].
Here, k = 1, 2, · · · , 3N − 3 (three, zero-frequency trans-
lational modes are removed), and they are sorted in as-
cending order of eigenvalues λk. The eigenvectors are
normalized as ek · ek =∑i eki · eki = 1. From the eigen-
values, we can obtain the eigenfrequencies as ωk =
√
λk.
For the system of N = 8000, we perform full diagonal-
ization of the dynamical matrix to obtain all the eigen-
values and eigenvectors, by using the program package
LAPACK [58]. For the larger systems of N > 8000,
we obtain the lowest eigenvalues and the associated
eigenvectors, which is achieved by the program package
ARPACK [59]. These data from different system sizes
provide the vibrational modes in the different frequency
regimes, and they smoothly connect with each other. We
therefore collect these data altogether and acquire vibra-
tional information in a wide range of frequencies includ-
ing the continuum limit.
From the dataset of ωk and e
k, we calculate the follow-
ing quantities to characterize the vibrational properties
of the glassy system.
1. VDOS
From the eigenfrequencies ωk, the vDOS is calculated
as
g(ω) =
1
3N − 3
3N−3∑
k=1
δ(ω − ωk), (4)
where δ(x) is Dirac’s delta function. The Debye law pre-
dicts the vDOS as gD(ω) = A0ω
2 with the Debye level
A0:
A0 =
3
ω3D
, ωD =
(
18πρ
c−3L + 2c
−3
T
)1/3
, (5)
where ωD is the Debye frequency, and cT and cL are the
speeds of transverse and longitudinal sound waves, re-
spectively. The sound speeds can be calculated from the
bulk modulus K and the shear modulus G by the contin-
uum mechanics, as cT =
√
G/ρ and cL =
√
(K + 2G)/ρ.
Here we calculated these elastic moduli by the harmonic
formulation [60]. To precisely compare our simulation
data with the Debye prediction, we display our results
in the form of the vDOS divided by ω2, the so called
reduced vDOS g(ω)/ω2.
2. Phonon order parameter
To measure the extent to which each vibrational mode
k resembles phonons, we introduce the phonon order pa-
rameter Ok as follows [47]. Phonons in the amorphous
configuration are defined as eq,σ = [eq,σ1 , · · · , eq,σN ] with
e
q,σ
i =
P
q,σ
√
N
ejq·ri , (6)
where j is the imaginary unit, ri is the coordinate of
ith particle, and q is the wavevector. σ represents the
polarization; it takes three values, for one longitudinal
(σ = 1) mode and two transverse (σ = 2, 3) modes. P q,σ
is the polarization vector; it is determined as P q,1 =
q/|q| for longitudinal mode and P q,2 · q = P q,3 · q = 0
for two transverse modes. Due to the finite system size
of linear dimension L with periodic boundary conditions,
the wavevector takes discrete values as q = (2π/L)(i, j, k)
(i, j, k = 0, 1, 2, · · · are integers). Note that one set of
values of q and σ uniquely determine one phonon.
We can measure the overlap between a phonon eq,σ
and a eigenvector ek as∣∣Ak
q,σ
∣∣2 = ∣∣ek · eq,σ∣∣2 . (7)
If ek is similar, or almost parallel, to eq,σ, then |Ak
q,σ|2
becomes close to one. We then define the phonon order
parameter Ok by summing up all the overlaps
∣∣Ak
q,σ
∣∣2
that satisfy a certain threshold of
∣∣Ak
q,σ
∣∣2 > Oth/(3N−3):
Ok =
∑
q,σ
|Ak
q,σ |
2>Oth/(3N−3)
|Ak
q,σ|2. (8)
4Ok = 0 when ek resembles no phonons, whereas Ok = 1
when ek is a phonon itself. The choice ofOth is somewhat
arbitrary; here we set Oth = 100, however, we confirm
that our conclusion is not affected by choice of the value
Oth.
3. Participation ratio
To measure the degree of vibrational localization, we
calculate the participation ratio for each mode k:
P k =
1
N
[
N∑
i=1
(eki · eki )2
]−1
. (9)
This order parameter has been employed by many previ-
ous works, e.g., Refs. [16–18]. P k = 1/N when the mode
k involves only one particle, whereas P k = 1 when all the
particles vibrate equally.
III. RESULTS
We performed the vibrational mode analysis on the
LJ1 and LJ0 glasses, as described in Sec. II. We calcu-
lated the vDOS g(ω) and characterized each vibrational
mode k in terms of the phonon order parameter Ok and
the participation ratio P k, which are presented below.
A. LJ1 glass
We first look at the results of the LJ1 glass with the
cutoff length rc = 2.5, which are presented in Fig. 1(a).
As demonstrated later, these results are essentially equiv-
alent to vibrational properties of the “real” LJ glass,
i.e., the glass of no-cutoff, infinite-range, LJ potential
[Eq. (1)]. The top panel of Fig. 1(a) shows the reduced
vDOS g(ω)/ω2 of the LJ1 glass. With decreasing the
frequency, g(ω)/ω2 first increases and then starts to de-
crease. As a result, it exhibits a peak, the so-called boson
peak, which is located at ω = ωBP ∼ 1. With further de-
creasing ω, g(ω)/ω2 approaches the Debye level A0 but
does not reach it in the frequency region studied in this
work.
The middle and bottom panels of Fig. 1(a) show Ok
and P k for each mode k, respectively. At high frequen-
cies, ω ≫ ωBP, the modes are characterized by non-
phonon (Ok ≈ 0) and extended (P k = O(10−1)) vibra-
tions. These vibrations seem to share the disordered and
extended nature of floppy modes in the harmonic poten-
tial system [36–39, 47, 61]. With lowering the frequency,
the phonon order parameter increases up to Ok ≈ 0.3, in-
dicating that the modes become more phonon-like. Re-
markably around ωBP, O
k bifurcates into the phonon-
like group (large Ok) and the non-phonon group (small
Ok). Concomitantly, the participation ratio also bifur-
cates into the extended group (large P k) and the local-
ized group (small P k). We emphasize that the phonon-
like modes are extended, while the non-phonon modes are
localized; the inset to the bottom panel indeed demon-
strates that the modes with larger P k show larger Ok
and vice versa, in the lowest-frequency region of ω . ωex0
(definition of ωex0 will be given later soon).
Based on the above observation, we define the modes
as extended when P k > 10−2 and localized when P k <
10−2. We then calculate the vDOSs of these two types
of modes, separately. The top panel in Fig. 1(a) well
demonstrates that g(ω)/ω2 of the extended modes con-
verges to the Debye level at the frequency ωex0 ≈ 0.35
(we define ωex0 here). This means that the excess values
in g(ω)/ω2 over the Debye level at ω < ωex0 originates
from the presence of the localized modes. In addition,
following the recent reports on the vDOS of localized
modes [22, 23, 47], we fit the vDOS of localized modes,
gloc(ω), by the ω
4 dependence. The inset to the mid-
dle panel indeed confirms that the results are consistent
with this ω4 scaling law. We also checked that these re-
sults are not sensitive to choice of the threshold value
of P k = 10−2 to define extended and localized modes.
Therefore, all these results of the LJ1 glass are essentially
the same as those of the harmonic potential system [47],
and consistent with the previous works [22, 23].
B. LJ0 glass
We next look at the results of the LJ0 glass with the
cutoff length rc = 2.5, as presented in Fig.1(b), where we
encounter surprisingly different behaviors from the LJ1
glass. As in the case of the LJ1 glass, with decreasing
the frequency, the reduced vDOS of the LJ0 glass first
increases, reaches the boson peak, and then decreases.
However, in contrast to the LJ1 glass, g(ω)/ω2 of the
LJ0 glass does reach the Debye level A0 at some finite
frequency, ω = ω0 ≈ 0.62. Ok and P k more clearly
show distinct behaviors of the LJ0 glass, from the LJ1
glass. As in the LJ1 glass, Ok and P k of the LJ0 glass
exhibit some signatures of the bifurcation below the BP
frequency ωBP. However remarkably, no group of the
localized modes appear at ω . ω0, and all the vibra-
tional modes are the extended, phonon-like modes. This
is consistent with the result that g(ω)/ω2 of the LJ0 glass
exactly converges to the Debye level. Here, we stress that
these results are consistent with the previous reports of
Refs. [6, 7] which employed the same cutoff treatment as
in the LJ0 potential and observed the convergence to the
Debye level and the phonon frequency levels at a finite
frequency.
Figure 2 compares the reduced vDOS between the LJ1
and LJ0 glasses on the equal footing. At high frequencies,
ω & 3, these two glasses exhibit almost the same values
of g(ω)/ω2. However, we clearly see that the height of
the boson peak of the LJ1 glass is higher than that of
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FIG. 1. Vibrational modes in the LJ1 glass in (a) and the LJ0 glass in (b). The panels show the reduced vDOS g(ω)/ω2
(top), the phonon order parameter Ok (middle), and the participation ratio P k (bottom). In the top panel, we indicate the
characteristic frequencies, ωex0, ω0, ωBP, by arrows, and also show the Debye leve A0 by the horizontal line. The top panel in
(a) shows g(ω)/ω2 of extended modes (P k > 10−2) and that of localized modes (P k < 10−2). The inset to the middle panel
in (a) plots the vDOS of localized modes (P k < 10−2). In addition, the inset to the bottom panel in (a) shows the parametric
plot of Ok versus P k for different frequency regimes. Detailed discussions on these presented data are given in the main text.
the LJ0 glass. This difference in the height can be ex-
plained by the difference in the Debye level A0; the bo-
son peak amplitudes (g(ωBP)/Aoω
2
BP) of both cases are
almost the same [62]. More remarkably, the plateau is
observed around the BP frequency ωBP in both of the LJ
glasses, as in the harmonic potential system. For the har-
monic potential system, the plateau is predicted by the
mean-field theories [41, 44] and confirmed by the numeri-
cal simulations [46, 47]. Although the present work stud-
ies the LJ systems, not the harmonic potential system,
the LJ glasses seem to show the plateau. This plateau
is wider in the LJ1 glass than in the LJ0 glass, and the
width of the plateau in the LJ1 glass is comparable to
that in the harmonic potential system.
C. Infinite limit of the cutoff distance rc → ∞
The crucial differences between the LJ0 and LJ1
glasses raise a question: What is the nature of the low-
frequency vibrational modes in the “real” LJ glass with
no-cutoff, infinite-range, LJ potential, and which type of
potential is appropriate to simulate the real LJ glass?
To address this question, we discuss the infinite limit of
the cutoff distance rc → ∞, because both of the LJ0
and LJ1 glasses converge to the real LJ glass in this
limit. In particular, we increase the cutoff length as
rc = 2.5, 3.0, 3.5, 4.0 and performed the same vibra-
tional mode analysis. For this calculation, we prepared
five independent configurations of N = 64000 for each
value of rc. The results are summarized in Fig. 3, for the
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FIG. 2. Comparison of reduced vDOS between the LJ0
and LJ1 glasses. The data are the same as those presented
in Fig. 1. For the harmonic potential system, the plateau
is predicted around ωBP by the mean-field theories [41, 44].
Although the present work studies the LJ potential system,
not the harmonic potential system, both of the LJ1 and LJ0
glasses seem to show plateaus. The LJ1 glass shows the longer
plateau than the LJ0 glass.
LJ1 in (a) and (c) and the LJ0 in (b) and (d). The panels
(a) and (b) plot the lowest 100 eigenvalues λk as a func-
tion of the mode number k. Here we averaged the eigen-
values λk (at the same k) over the five configurations.
If the low-frequency modes are phonons (as in the case
of crystals), the data should show a step-like behavior,
since the phonon levels are discrete. The LJ0 glass with
rc = 2.5 (red circles in the panel (b)) indeed exhibits the
step-like behavior up to the first two levels of phonons.
This is consistent with the results of Fig. 1(b), where the
vibratonal modes converge to the phonon modes in this
system. However, as we make the cutoff length rc longer,
the results change drastically: The step-like behavior dis-
appears, and the data become smoother and smoother.
This clearly demonstrates that the low-frequency modes
of the LJ0 glass with rc = 2.5 differ from those of the
real LJ glass, the system with rc →∞.
In contrast, the LJ1 glass with rc = 2.5 (red circles in
the panel (a)) exhibits the continuous behavior. Impor-
tantly in the LJ1 glass, the results are rather insensitive
to, or almost independent of, the value of rc. This means
that the LJ1 glass with rc = 2.5 already reproduce the
behavior of the real LJ glass.
In addition, the panels (c) and (d) of Fig. 3 plot the
participation ratio of the vibrational modes of the LJ0
and LJ1 glasses, for rc = 2.5 and 4.0. We clearly see that
in the LJ0 glass (the panel (d)), the soft localized modes
do not appear at rc = 2.5, but do appear at rc = 4.0.
On the other hand, the LJ1 glass (the panel (c)) shows
the soft localized modes for both of rc = 2.5 and 4.0.
From these observations, we conclude that the disap-
pearance of the soft localized modes in the LJ0 glass is
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FIG. 3. Vibrational modes for several different cutoff dis-
tances rc, for the LJ1 glass in (a) and (c) and the LJ0 glass
in (b) and (d). The system size is N = 64000. The panels
(a) and (b) show the eigenvalue λk as a function of the mode
number k, for rc = 2.5, 3.0, 3.5, and 4.0. The panels (c) and
(d) plot the participation ratio P k versus the eigenfrequency
ωk, for rc = 2.5 and 4.0.
due to the artificial effects caused by the discontinuity in
the inter-particle force (the first derivative of the poten-
tial). Therefore, the real LJ glass, of non-cutoff potential,
should have the soft localized modes in the low-frequency
(continuum) limit, ω . ωex0. Our results also suggest
that one has to use the LJ1 potential or the smoother
potentials at the cutoff rc to study the low-frequency
vibrational properties of the LJ glasses properly. The
vibrational properties of the LJ glasses reported in the
previous works [6, 7] are incorrect in the low-frequency
region, where the results suffer from the artificial effects
of cutoff discontinuity.
IV. DISCUSSION
So far, we established that the disappearance of the
soft localized modes in the LJ0 glass is not the real prop-
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FIG. 4. Minimum eigenvalue λmin in the values of λ
k that
satisfy Ok < 0.4, for the LJ0 glass. We plot λmin/g(rc) as
a function of the cutoff length rc (g(rc) is the radial distir-
bution function at rc). The solid curve draws the theoretical
prediction of λmin/g(rc) = 32piρ/r
5
c [see Eq. (11)]. The inset
illustrates schematic description of our argument to derive
Eq. (11).
erty of the LJ glasses, but rather this is due to the artifi-
cial effects by the improper cutoff treatment. Then, what
is the physical mechanism of this phenomenon? To ad-
dress this question, we discuss the stability of the system
against the motions of particles along the soft localized
modes. In the soft localized modes, only a few of par-
ticles carry large amplitudes of the vibrational motions.
Here, we simply neglect the collectivity of the particle
motions and regard the localized modes as motions of a
tagged particle in the continuum density field of ρg(r).
Here g(r) is the radial distribution function, and r is
the distance from the tagged particle. This situation is
schematically illustrated in the inset to Fig. 4. We then
discuss the stability of motions of the tagged particle.
In the LJ0 glass, when the tagged particle is displaced
by a infinitesimal distance ε, the particles in front of the
tagged particle at the distance r = rc (particles in the
region (ii) in the inset to Fig. 4) start to exert forces
on the tagged particle abruptly. Similarly, the particles
behind the tagged particles (particles in the region (i))
stop to exert forces. We remark that these sudden ap-
pearance and disappearance of the forces are from the
artificial effects by the cut-off discontinuity of the force
in the LJ0 glass, and they never emerge in the models
with the smoothed force such as the LJ1 glass. We can
estimate the total of these forces, denoted by F1, in lead-
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FIG. 5. Vibrational modes in the systems of 12IPL1 and
12IPL0. The system size is N = 64000, and the cutoff dis-
tance is rc = 1.8. The panel (a) plots the eigenvalue λ
k as
a function of the mode number k. The panel (b) shows the
participation ratio P k versus the eigenvalue λk for the same
eigenmodes as in (a).
ing order with respect to ε:
F1 = −ρg(rc)
∫
dΩr2c [−φ′(rc)] ε cos2 θ +O(ε2)
≃ 4π
3
ρg(rc)r
2
cφ
′(rc)ε ≃ 32πρg(rc)
r5c
ε,
(10)
where dΩ = sin θdθdφ (0 ≤ θ < π, 0 ≤ φ < 2π) is solid
angle. The force F1 becomes positive because φ
′(rc) is
positive (the LJ potential causes an attractive force at
the cutoff length rc). Therefore, this force pushes the
tagged particle further away from the initial position.
On the other side, if this motion is along an eigenmode
with an eigenvalue λ, this tagged particle also feels a
restoring force F2 = −λε. Then the stability of this
tagged particle motion is determined by the balance of
these two forces. This argument therefore gives a mean-
field estimate of the stability criteria of a soft localized
mode with an eigenvalue λ, for the LJ0 glass:
F1 + F2 < 0 ⇐⇒ λ > 32πρg(rc)
r5c
. (11)
To check the validity of this estimate, we study the
cutoff-length rc dependence of the lowest eigenvalue λmin
of the localized modes with Ok < 0.4, for the LJ0 glass.
Notice that the non-phonon modes with small Ok are lo-
calized with small P k in the lowest-frequency regime (see
the inset to the bottom panel in Fig. 1(a)). In Fig. 4, we
plot λmin divided by g(rc), against the cutoff length rc.
For these numerical data, we averaged λmin of five inde-
pendent configurations for each case and the error bars
represent the standard errors estimated from these five
independent values. With increasing rc, λmin decreases,
indicating that the soft localized modes extend to the
lower and lower frequency regime. Figure 4 also plots
the theoretical curve of λmin/g(rc) = 32πρ/r
5
c in Eq. (11).
8The numerical data are indeed consistent with this the-
oretical estimation. Note that the data of N = 8000
become insensitive to rc at rc ≥ 3.0. We attribute this
behavior to the finite system-size effect. Notice that data
of the larger system N = 64000 follow the theoretical
curve even at rc ≥ 3.0, up to rc = 4.0.
If one applies the present argument to purely repul-
sive potential systems, the effect of cutoff discontinuity is
reversed because φ′(rc) becomes negative (the potential
causes a repulsive force at the cutoff length rc). Specifi-
cally here, we consider the 12 inverse power-law (12IPL)
potential, φ(r) = ǫ(σ/r)12, and compare the particles
interacting through the shifted 12IPL potential like the
LJ0 to those interacting through the force-shifted 12IPL
potential like the LJ1. We denote the shifted 12IPL po-
tential as 12IPL0 and the force-shifted 12IPL potential
as 12IPL1. The argument of Eq. (11) predicts that the
soft localized modes do not disappear in the system of
12IPL0, and that even the unstable modes with negative
eigenvalues can emerge. This prediction for the 12IPL0
system is distinct from that for the LJ0 system.
To check the validity of this prediction, we perform vi-
brational mode analysis on the systems of 12IPL0 and
12IPL1. We prepare configurations of N = 64000, and
the cutoff distance is fixed at rc = 1.8. The results are
presented in Fig. 5, where we plot the lowest 100 eigenval-
ues λk as a function of the mode number k in (a) and the
participation ratio P k versus the eigenfrequency ωk in
(b). Differently from the LJ0 system, the 12IPL0 system
does show the soft localized modes and even the unstable
modes with negative eigenvalues. On the other hand, the
12IPL1 system shows the localized modes, but no unsta-
ble modes. These observations are fully consistent with
the argument of Eq. (11).
V. CONCLUSION
In the present work, we performed the large-scale MD
simulations to study the continuum limit of vibrational
properties of the mono-disperse LJ glasses. Since the LJ
potential extends over the infinite range and does not
have any natural cutoff, we usually introduce the trun-
cation of the potential at some finite length rc for nu-
merical simulations. However, we found that this trun-
cation can make artificial effects on the low-frequency
vibrational properties. In particular, the force disconti-
nuity at rc improperly eliminates the localized modes in
low-frequency region in the LJ glasses. This is the rea-
son why the contradictory results have been reported by
previous works [6, 7, 22, 23]. Refs. [6, 7] indeed picked
up the artificial effects of the cutoff discontinuity in the
inter-particle force. Our results therefore suggest that
the inter-particle force (the first derivative of the poten-
tial) be made continuous at r = rc to correctly analyze
the low-frequency vibrational properties.
Our main results are then to establish vibrational prop-
erties of the “real” LJ glass of non-cutoff, infinite-range
potential. We demonstrated that the vibrational modes
converge to mixture of phonon modes and soft localized
modes in the low-frequency (continuum) limit ω . ωex0.
The phonon modes follow the Debye law g(ω) = A0ω
2,
whereas the soft localized modes follow another, non-
Debye scaling law g(ω) ∝ ω4. We therefore established
that the realistic model of glasses (the LJ glass) shows
essentially the same vibrational properties as those of
the simplest model (the harmonic potential system) [47].
Our results offer the possible universality of the low-
frequency vibrational properties of glasses and amor-
phous materials, which do not depend on constituent
molecules.
The soft localized modes and their non-Debye scaling
law are key to understand the universal thermal prop-
erties of glasses [1, 3]. This is the idea of the two-
level systems model and the soft potential model [9–15].
The localized modes have been recognized in many types
of glassy systems [16–19, 21–23], and even in a spin
glass system [20]. Experimentally, their existence can
be anticipated as the two-level systems from the linear-
temperature dependence of specific heat [63, 64]. Inter-
estingly, the most recent work [65] reported that the na-
ture of soft localized modes can be changed by the prepa-
ration procedure of glasses. The soft localized modes are
also key features to understand the dynamics of super-
cooled liquids and the yielding of amorphous materials,
that are active topics focused by many previous works,
e.g., Refs. [66–69]. On the other side, the soft localized
modes and the non-Debye scaling law are beyond the
reach of microscopic theories developed based on the har-
monic potential system [35–47]. It could be an important
future direction to develop the theories to capture these
soft localized modes.
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