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CAAPT~R 1: INTRODUCTION 
1.1 GENE EXPRESSION AND MICROARRAY TECHNOLOGY 
Gene expression, broadly defined, is the process by which a cell converts its genetic 
information into structures and functions used by it. This translates to the central dogma of 
molecular biology which states that DNA is transcribed to produce mRNA which is 
subsequently translated into protein. While several post transcriptional events may take place 
(e.g. gene silencing) that may prevent the translation of transcribed mRNA, mRNA levels in 
a cell provide a good estimate of the activity levels of a gene under the circumstances in the 
cell. Microarray technology aims at measuring the expression levels of genes by quantifying 
the mRNA levels in a cell under a given set of circumstances. The set of circumstances under 
investigation may be a certain developmental stage, infection by a virus or a cell in a 
diseased tissue. Microarray technology is most useful. at comparing expression levels 
between two or more such sets of circumstances (e.g. diseased vs. healthy cells}. 
While there are different types of microarrays, cDNA microarrays are commonly 
used by researchers and the general sequence of events is depicted 111 Fig.l.l. Typically, 
mRNA is reverse transcribed into cDNA 1. During reverse tl-anscription, anucleotide labeled 
with a fluorescent dye or- reactive group is incorporated into the cDNA. The reactive group 
enables cDNA to be labeled by any reactive fluorescent dye after synthesis. cDNA labeled 
with fluorescent tags are then hybridized to to DNA spotted or synthesized onto a glass or 
silicon surface. Another way is to make cDNA and convert it to copy RNA (cRNA) in which 
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a labeled nucleotide is incorporated. Regardless of the method, typically fluorescent dyes are 
used to label nucleic acids to be hybridized to microarrays. Level of hybridization is 
measured by intensity of fluorescence. There are two major sources of error, the first is 
physical error (e.g. slide or dye effects) while the second is error due to genetic noise 
(random transcription occurring within a cell). 
1.2 THE PROS AND CONS OF MICROARRAY TECHNOLOGY 
The primary advantage of microarray technology is the ability of microarrays to assay 
the expression levels of hundreds to thousands of cells simultaneously in a short span of time. 
They provide a basis for comparison of gene activity under different conditions and of 
classifying sets of conditions based on gene activity. The disadvantages include the poor 
signal to noise ratio that results in the results not always being reproducible. In addition, 
there is a vast amount of data generated which can pose difficulties to interpretation such as 
higher order relationships which increase the complexity of the results. This is particularly 
true when relationships between genes are of interest and are sought to be assayed. Lastly, 
statistical significance does not always equate to biological significance, especially given that 
genes are often simultaneously under the control of several transcriptional cascades and such 
relationships are often difficult to quantify. 
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1.3 MICROARRAY DATA ANALYSIS 
Microarray data is analyzed on several different levels. The most common type of 
analysis is categorized as lower level analysis which includes background correction, 
normalization and the identification of differentially expressed genes. An extension of this 
type of analysis is to measure the fold change of a gene under different sets of circumstances. 
A second type of analysis attempts to quantify and represent the relationship between 
individual gene expression profiles. Such analyses usually tend to be exploratory in nature 
and a number of commonly used techniques fall under the category of clustering algorithms. 
Others are categorized as network models. Some of the key features of both types of 
approaches are summarized below. 
Clustering algorithms 
Clustering algorithms seek to measure the relationship between genes by using a 
slmllarity metric such as a correlation. Two such commonly used techniques are hierarchical 
clustering and k-means clustering. 
Hierarchical clustering 
-, 
Hierarchical clustering', first introduced by Eisen (1998) relies on measuring the 
pairwise correlations between gene expression profiles, constructing a hierarchical tree on the 
basis of these pairwise correlations and combining it with a heatmap of the gene expression 
profiles being compared. It is a "bottom up" type of approach that makes no assumptions 
about the nature of the data. The advantages of this analysis include ease of interpretation, 
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thanks in part to the user friendly software that allows users t0 select individual parts of a tree 
that may be of interest. The potential disadvantage is that conclusions based on pair wise 
correlations can be misleading as a result of not taking higher order relationships into 
account. 
K-means clustering 
K-means clustering` is a "top down" type of approach that attempts to group the data 
into a fixed number Of clusters specified at the outset. It results in flat clusters that are not 
connected to each other. The advantage of this approach is, again, the ease of interpretability 
of results. Results can, however, vary drastically depending on the number of groups 
specified, making the initial decision extremely important and a potential source of error. 
While there are algorithms that iteratively construct models with different values of k, 
producing the results with the maximally likely value of k, this can be extremely time 
consuming while still potentially erroneous. In addition, structure within clusters may not be 
adequately represented. 
Network Models 
Other types of analyses take higher order relationships into account and attempt to 
repr-went the data in multivariate space without collapsing them into an artificial structure 
like a hierarchical tree. These approaches are known as network models and a wide variety Of 
Gaussian approaches are available for the analysis of microarray data. One such approach is 
referred to as conditional independence5, a model based on partial correlations. The 
advantage of conditional independence and other such network based models is that higher 
order relationships are taken into account and the visual representation does not impose an 
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artificial structure on the data. The latter property poses significant problems with attempting 
to visualize and interpret the data. As a result of the inherent complexity of the model and the 
representation of these relationships in multivariate space, the resulting network is very 
d1fflCUlt to draw meaningful conclusions from. The network model is most useful for 
extremely specific types of analyses that assume a great deal of ~r-pri~~ri knowledge that is 
typically not available. 
1.4 A HYBRID MODEL 
In the course of this thesis project, our endeavor has been to attempt to elucidate this 
network model in a manner that overall relationships may be more clearly represented, 
providing the basis for more specific questions that may be answered by the network model. 
We attempt to do so by combining the network model with a hierarchical clustering 
algorithm analogous to the Eisen approach, with the noteworthy difference that our tree is 
conducted on the basis of partial correlations, considering higher order relationships. The 
overall goal of the project is to combine the benefits of both types of approaches, while 
minimizing their inherent costs. When clusters or genes of interest have been identified on 
the hierarchical tree, they may then be viewed on the network model for more detailed types 
of analyses. The following chapter describes the approach as well as the results that were 
obtained on a sample dataset. These results include a qualitative comparison with results 
obtained by the use of Eisen's Cluster. 
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CHAPTER 2: GENEX - A HYBRID MODEL FOR THE 
ANALYSIS OF GENE EXPRESSION DATA 
A paper to he submitted to The Jai~nxal ~(Genome Biology 
Kalyan Dudalaa~b and John Nasona'~ 
21 INTRODUCTION 
Microarray technology has made it possible to simultaneously monitor the expression 
levels of the individual genes that comprise an organism's genome6 .The number of genes 
assayed is determined by the specific goals of the research but often numbers in the hundreds 
to the thousands. Current statistical techniques allow considerable reliability in measuring the 
activity of individual genes in response to particular treatments and the pair-wise correlations 
between the expression profiles of these genes. Because of the high dimensionality 
associated with such analyses, however, potentially complex relationships between multiple 
genes are typically ignored. Unfortunately, exclusion of information present in the higher 
order interactions among genes increases the uncertainty of our inference and, worse, may 
lead to apparent pair-wise relationships that are misleading (a problem known as Simpson's 
Paradox). Accordingly, methods for incorporating these interactions in our analyses should 
be considered. 
aGraduate student and Associate Professor, respectively. 
Department of Ecology and Evolutionary Biology, Iowa State University. 
bPrimary researcher and author. 
Author for correspondence. 
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Clustering algorithms are often used to attempt to illuminate possible relationships 
between the regulatory patterns of genes (gene expression profiles} since such algorithms 
make no assumptions about the nature of the data and are relatively rapid computationally. 
One such technique, introduced by Eisen et al. (1998), makes use of a modified Pearson 
product-moment correlation coefficient to estimate the degree of similarity between the 
expression profiles of pairs of genes. Based on these coefficients, a clustering procedure is 
then used to construct a dendrogram or tree in which genes of similar expression profile are 
grouped into hierarchically-nested terminal clusters. The Eisen algorithm owes its popularity, 
at least in part, to particularly user-friendly software (Cluster and TreeView). A more 
important benefit of this approach is that the representation of genes within a tree provides an 
eaSlly interpreted contextual framework within which to view broader patterns of gene 
expression. While a useful tool for exploratory analysis, the, Eisen algorithm does not 
objectively identify clusters of statistical significance, relying instead on the user to infer 
biological significance based on ~r ~Yl~)Yl knowledge. Further, because clustering is 
conducted on pair-wise correlations, if more complex multi-genic interactions significantly 
influence expression, then false associations between genes will necessarily result (an 
example of Simpson's Paradox). 
As an example of the potentially inaccurate conclusions that can be drawn from pair 
wise correlations, consider the data presented in Table 2.1. The information presented in 
Table 2.1 a suggests a positive correlation between "Virus" and "%fatality". However, when 
the part of the plant infected is taken into account (Table 2.1b), the "°Iofatality" remains the 
same regardless of the type of virus. Tl1e difference results from varying numbers of virus 
particles introduced into different parts of the plants. The stems have a higher "°Iofatality" 
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than the flowers. As a result of more ORMV virus particles being introduced into the stems, 
there is a higher overall "%fatality" in the oRMV inoculated cells. When "part of the plant" 
is not taken into account, as in the pair wise colTelation in Table 2.1.a, the conclusion is 
misleading. This is the basis for the use of partial correlations as opposed to pair wise 
correlations as used in the Eisen model. Partial correlations are typically used in network 
models such as the conditional independence model we construct. 
Network models allow for representation in a manner that is more true to in vivo 
relationships, as opposed to forcing the genetic structure into a hierarchical tree. Herein lies 
the problem: when represented in its entirety in multivariate space, the relationships present 
within the data are extremely difficult to view and interpret as a coherent whole. This is 
especially true in the case of medium to large datasets. As a result, despite the potential 
problems associated with the use of pairwise correlations, the Eisen approach is often 
preferable to network models utilizing partial correlations. Nevertheless, network models are 
intrinsically better at improving the signal to noise ratio and provide a more accurate 
representation of in vivo networks and the relationships between the members of these 
networks . 
Consequently, what is required is an approach that takes higher order relationships 
into account, preserving the inherent complexity of the data while simultaneously facilitating 
ease of interpretation. In this paper we explore a hybrid procedure that attempts to 
incorporate the benefits of both tree-based and network-based approaches while minimizing 
their inherent costs. Specifically, we consider the utility of constructing a dendrogram based 
on partial correlations in gene expression profiles. The. significance of relationships is 
evaluated with a network based model that makes use of Conditional Independence, an 
9 
approach that has been used to significant effect in a variety of fields including Physics, 
Computer Science and Genetics~~. When clusters of interest have been identified in the 
hierarchical dendrogram based model, they may be viewed in the network model using an 
interactive 3-D graph viewer~~ for more detailed information on the relationships of genes 
within a cluster. With this step, we overcome significant limitations of the tree based 
approach. We are able to represent the structure of relationships within a cluster on a gradient 
of strong to weak relationships and are also able to represent linkages between members of 
different clusters, two distinct advantages of the network based part of our analysis. 
Since the approach makes no assumptions about the underlying biological themes, the 
results may then be compared to c~-priori expectations of the genes) being investigated. This 
can be highly illuminative, as it may on the one hand corroborate the biologist's hypotheses 
and on the other, bear fruit to new ones. The analysis may also result in the identification of 
novel genes whose function may be hypothesized on the basis of similarity of expression 
with other genes in the sample whose function is already well documented. Finally and 
importantly, the patterns observed in the graph may be indicative of common underlying 
regulatory themes. 
to 
2.2 METHODS 
Source Data 
Normalized virus infection data on inoculated leaves from S.A. Whitham et al. 3 
samples: Oilseed Rape Mosaic Virus (ORMV) inoculated leaves, Turnip Mosaic virus 
(TuMV) inoculated leaves and mock inoculated leaves. The goal of the microarray analysis 
was to determine change in expression patterns in response to virus infection across a time 
course. Expression levels of 388 genes were assayed at 2,3,5,7 and 10 days after inoculation 
(DAI) in each sample. 
Data Treatment (Pre Sorting) 
The normalized data was categorized by virus (ORMV, TuMV, and mock) and 
replicate. There were three biological replicates and two technical replicates, yielding a total 
of six replicates per virus. The data was filtered to exclude observations that had an 
expectation value of less than 0.95. Mean centering was performed in order to measure 
similarities in the "shape" of the expression profile rather than the magnitude. All mean 
centered replicates were then averaged to yield one composite dataset for each virus infection 
and one for the mock. The mock was then subtracted out from each of the virus datasets, lit 
order to ensure that the relationships observed would be a result of a response to the virus 
infection and to minimize the noise component that is characteristic of microarray data. 
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Conditional Independence and Edge Exclusion Deviance 
Conditional Independence is a classical multivariate technique that is based on an 
integrative view of the system at hand 1 1. All variables in the model are considered when 
determining the relationships between pairs of genes. The measure of similarity of the 
expression profiles is a matrix constituted by partial correlations between each of the 
expression profiles. Conditional independence may be summarized by the following formula. 
Two events A and B can be considered conditionally independent if: 
Pr (A(1 B ~C) = Pr (ABC) X Pr (B ~C) 
This translates to the global Markov property which states that if two sets of variables 
u and v are separated by a third set of variables wthen u -~- v ~ w. In the context of microarray 
data, these sets of variables are comprised of one gene each. This simplifies to the statement 
that two genes u and v are conditionally independent given a third gene w l'. 
The saturated model is the model that contains all possible pair wise relationships 
between the genes in the dataset. The partial correlation matrix (saturated model) is 
standardized to a z-distribution and values below a critical value of choice (a=0.05 overall) 
are discarded. The overall a is adjusted by the Dunn-Sidak correction method~~ for test wise 
error rate. Values discarded represent edges that were not found to be significant given the 
other edges in the model. The resulting unsaturated network model is referred to as the 
conditional independence model. 
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3-Step comparative approach 
a) Cluster 
A tree is constructed based on the pair wise correlations between the expression 
profiles of the genes in the dataset. The tree building algorithm used is average linkage 
clustering which computes the distance between two clusters to be the average distance 
between the members of the two clusters. The least distant (most correlated) genes are 
connected first and subsequent connections are made on the basis of the relative strength of 
correlation. 
b) Partial Correlation Clustering 
The pair wise correlation matrix described in step a) is inverted and re-standardized to 
yield a partial correlation matrix. A dendrogram is then constructed using the average, 
linkage method analogous to the hierarchical clustering performed by Cluster. The 
noteworthy difference is that the resulting dendrogram is produced from a partial colTelation 
matrix as opposed to a pairwise correlation matrix (as in Cluster), representing potential 
higher order relationships that are ignored by Cluster. 
c) Edge Exclusion Deviance. 
The partial correlation matrix is normalized to a z-distribution. The resulting values 
are then compared to the critical value at the appropriate level of significance (one tailed 
test). Values above the critical value are retained whereas values that fall below the critical 
value are set to zero. To do this is to effectively treat that particular relationship as zero (the 
pair of genes are conditionally independent given one or more other genes in the data). 
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This results in a reduction in the saturation of the data (number of relationships). This 
is the basis for the simplified network model that only represents significant relationships 
between genes. A dendrogram is generated using the methods described in step b. 
Comparison of Clustering Results 
The trees generated by each of the aforementioned steps are compared at two levels: 
overall topology and specific characteristics. 
Overall Topology 
The Robinson Foulds distance15 is used to compare the overall topologies of the trees 
generated at each stage in the aforementioned 3-step approach. This measure of topological 
distance is an important and frequently used tool to compare additive tree structures. It is 
equal to the smallest number of operations, consisting of merging or splitting nodes, 
necessary for the transformation of one tree into the other. This provides us with a means of 
comparing the model based on partial correlations with the model based on pair wise 
correlations (Cluster). In addition, it also allows the comparison of the full saturated partial 
correlation model w~ th the unsaturated conditional independence model. 
Specific Characteristics 
Among the genes assayed in a microarray, certain subgroups of genes may be expected to 
cluster together based on a-priori biological information. While this could potentially be due 
to a variety of biological reasons, we chose to specifically investigate two groups. 
Duplicate genes 
This group includes genes with more than one copy on the microarray (Table 2.2.A). 
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Stress response genes 
Genes that play a role in defense and stress regulated responses (Table 2.2.B). Given that 
we were dealing with virus infection data, these genes were expected to be highly up-
regulated in a synchronous pattern 16. 1 ~ This was ascertained by independent information 
consisting of mutant analysis and sequence information 
Given the above, these genes would be expected to have similar expression profiles 
and consequently be located relatively close together in the tree. The clustering efficiency of 
each approach was assayed by the use of an efficiency statistic we call the E-value. The E-
value is a simple proportion of the number of genes found within a cluster to the total number 
of genes present in that cluster. 
E-value = # of genes of interest present in cluster/total # of genes present in the cluster 
The E-value for all possible pairs of genes in Group 2 was calculated and a mean was 
computed for each of the trees. our null hypothesis was that the models based on partial 
correlations would cluster the genes of interest more closely than the model based on pair 
wise correlations (Cluster). 
In summary, analysis at the overall level provides a means of comparing and 
contrasting our approach with the Eisen approach and identifying how similar the trees 
generated at each stage are to each other. 
On the other hand, the qualitative comparison was aimed at evaluating each of the 
trees to assess their effectiveness at recapturing biological relationships between genes. We 
focused this analysis on two groups of genes that had been well characterized and provided 
for a clear and direct hypothesis. It was our expectation that these genes should cluster better 
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on the basis of partial correlations since possible higher order relationships were taken into 
account; an important facet that was being obscured by the pair wise correlation approach. 
GenoGraph: Alternate Visualization 
The dendrogams constructed at each level of the 4 step schematic are intended to 
give the scientist an overall picture of the data in which individual relationships between 
genes have an easily identifiable context. However, it must be stressed that dendrograms do 
not allow for representation between members of different terminal clusters except through 
the root of the cluster. It would be helpful, therefore, to have an alternate means of 
visualization to observe interesting relationships after they have been identified. Dr. Rodney 
Dyer's GenoGraphy provides a valuable tool for visualization of such relationships. It 
provides a 3-dimensional view of each of the genes in multivariate space and their 
connectedness to other genes or groups of genes. 
Theoretically, if gene A and gene B are in terminal clusters that are extremely distant 
from each other in the dendrogram, their relationship to each other does not stand out as 
significant. In the graph based approach, however, this relationship would be represented as 
an edge between the two genes. As discussed earlier, agraph/network based model can be 
extremely difficult to interpret due to the visual complexity of the results. When split into 
individual clusters, however, the approach provides a powerful tool to analyze not only 
whether relationships are significant or not but also how strong these associations are. This is 
enabled by the GenoGraph software which represents strong associations as shorter edge 
lengths and weaker ones as longer edge lengths. Even in a terminal cluster identified by a 
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dendrogram, there is still room for analysis with respect to the strength of the associations 
within that cluster. This enhanced analysis is made possible by the use of GenoGraph. 
2.3 RESULTS AND DISCUSSION 
Overall Topology 
The resulting trees and the Robinson Foulds distance between them are shown in 
Table 2.3. The results of this quantitative comparison suggest that the partial correlation tree 
is equally different from the pair-wise correlations tree and the conditional independence 
tree. 
Qualitative comparison 
Duplicates 
When the clustering efficiency for each group of duplicates was calculated, the 
members of group 1 (GATA Zn finger protein) were clustered together only at the level of 
the entire tree in the pair wise correlation model (Fig 2.3A) i.e. they were not found to cluster 
together on the basis of their pair wise correlations (E-value=0.008). On the other hand, both 
the saturated partial correlation model (Fig 2.3B) and the conditional independence model 
(Fig 2.3C) clustered the three members of group 1 together consistently with identical E- 
values of 0.16. 
The members of group 2 (Carbonic anhydrase 1) were clustered together with an E- 
value of 0.22 in the pair wise correlation model. The clustering efficiency was improved in 
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the saturated partial correlation model as well as the conditional independence model with 
identical E-values of 0.4. 
The members of group 3 (Ribosomal S-6 protein kinase) were clustered together with 
an E-value of 0.67 in the pair wise correlation model. These genes were clustered together in 
the saturated model and in the conditional independence model with an E-value of 0.17. In 
this instance, the pair wise correlation model appears to have performed better at clustering 
the duplicates together. At an overall level, all three groups of duplicates were found to 
cluster together with a moderate clustering efficiency in the models based on partial 
correlations whereas only two groups clustered together in the model based on pair wise 
correlations. 
Stress response genes 
The overall clustering efficiency was computed for the conditional independence 
model vs. the pairwise correlation (Cluster) model. The mean E-value for the conditional 
independence model at E=0.0645 was significantly higher than the mean E-value of the pair 
wise correlation model (Cluster) at E=0.0337, with a p-value of 0.017. The R~ value for the 
two models at 0.0186 was not found to be significant. 
When individual clusters between trees were visually examined, the initial branching 
event in the pairwise correlation tree (Fig 2.3D) separated the sixteen genes of interest into 
groups of seven genes in one branch and nine genes in the other branch. Of the sixteen genes 
expected to be upregulated synchronously, the results of the pairwise correlation model 
suggest that a maximum of nine genes were found to do so. The initial branching event in 
the saturated model (Fig 2.3E) and the conditional independence model (Fig 2.3F) separated 
the genes of interest into two groups of three in one branch and thirteen in the other branch, 
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suggesting that thirteen of the original sixteen genes were found to be synchronously 
upregulated on the basis of partial correlation. 
The largest cluster that did not comprise the entire tree was found to contain nine 
genes in the case of the model based on pair wise correlations with an E-value of 0.04. In the 
case of the saturated model. and the conditional independence model, the largest cluster not 
comprising the entire tree was found to contain thirteen genes with an E-value of 0.08. The 
second largest cluster in the pair wise correlation model contained six genes with an E-value 
of 0.05. The second largest cluster in the saturated model contained ten genes with an E-
value of 0.14. In the conditional independence model, the second largest cluster consisted of 
ten genes as well, with an equivalent E-value of 0.14. 
These results suggest that, on the basis of the defined target group of genes, the 
models based on partial correlations appear to result in more efficient clusters and that the 
edge exclusion deviance that filters out non significant relationships does not affect the 
overall nature of significant relationships, as evidenced by the consistent E-values between 
the saturated and conditional independence models. 
The results confirmed our original hypothesis that a model based on partial 
correlations should be a more effective algorithm for clustering together genes with similar 
expression profiles than a model based on pair wise correlations. In addition, we confirmed 
that edge exclusion deviance models provide a useful means of improving the signal to noise 
ratio in gene expression data. 
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Alternate visualization 
As described earlier, clusters identified from the hierarchical dendrograms may be 
viewed in the network model using graph visualization software such as GenoGraph. Since 
our analysis involved a relatively small number Of genes in which most terminal clusters did 
not consist of more than two genes, the alternate visualization in the network model had 
limited applicability. In a more complex analysis however, involving specific genes of 
interest and all their neighbors, visualization of individual genes and their neighbors in the 
network model is possible. An example of this type of analysis is shown in Fig 2.3G. It is 
worth mentioning that the individual parts of the graph being viewed and the resulting 
topology were constructed on the basis Of the entire model (all 353 genes). Only the gene of 
interest and its neighbors are represented in the visualization in order to make the graph more 
readily interpretable. This type of representation is possible at the level of individual clusters, 
individual genes, or a target set of genes of interest such as the stress response genes. 
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2.4 CONCLUSION 
In summary, our approach resulted in tighter clusters than Cluster, suggesting that 
partial correlations that take higher order relationships into account provide a better basis for 
tree based comparison than pair wise correlations. The network model deletes conditionally 
independent edges (via edge exclusion deviance), resulting in a less saturated graph. The 
results can be collapsed into tree form in order to simplify interpretation which can be 
extremely difficult in the network model. It is possible to go back and forth between the 
network model and the hierarchical trees providing a means of identifying relationships of 
interest and performing a more detailed analysis on them, thereby combining some of the 
most significant benefits of clustering algorithms and network models. 
Since the approach relies on matrix inversion, it is limited to datasets with 500 genes 
or less. We are currently investigating mathematical modelsl ~ that seek to invert large 
matrices. In addition, the approach relies on a generalized inverse since it is not 
mathematically possible to solve a singular matrix as produced by microarray data as a result 
of there being a small number of observations in comparison to the number of categories. We 
are also seeking to compare the generalized inverse to other methods of estimating the 
mathematical inverse of a singular matrix. 
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CHAPTER 3: CONCLUSIONS 
3.1 GENERAL CONCLUSIONS 
Our results have given us confidence in the merits of such a hybrid model approach to 
the analysis of microarray data. By taking higher order relationships into account, we have in 
fact, improved the efficiency of the original hierarchical clustering model based on pairwise 
correlations. The network model component of the approach provides for more detailed 
analysis. As originally intended, we have attempted to capture key benefits of clustering 
algorithms and network models. We have produced a model that is both easily interpretable 
and is capable of answering more specific questions on the nature of the data. 
ideally, we would have liked to assay more such groups of genes in comparing the 
relative clustering efficiency of our approach with other commonly available approaches. We 
seek to obtain a well characterized dataset from which more hypotheses may be drawn on the 
basis of reliable a-priori knowledge on groups of genes that should cluster together. The 
inherent noise component present in microarray data generally makes it difficult to separate 
the signal from the noise. As suggested by our analysis of the comparative clustering 
efficiency of the duplicates of the GATA zinc finger protein, an approach based on partial 
correlations seems to improve the signal to noise ratio. 
3.2 FUTURE PROSPECTS 
Future prospects include the application of this approach to larger sized datasets as 
well as more user friendly software. Our main obstacle is the inversion of a large matrix 
numbering in the thousands. We seek to investigate mathematical models for such 
procedures and to adapt an appropriate one to the analysis at hand. We are also actively 
interested in other estimates of the inverse of a singular matrix. The basic methodology is 
applicable to a wide range of continuous data that is characterized by difficulty of 
interpretation. In summary, we hope to have contributed to the analysis of microarray data 
and hope that our work has, at the very least, provided a platform upon which further 
improvements may be made. 
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Virus # of cells infected # of cells killed %fatality 
ORMV 600 350 58.3 
TuMV 600 250 41.6 
Table 2.1 a: Simpson's paradox —incomplete data (suggests strong correlation) 
Part of plant Virtxs # of cells infected # of cells killed %fatality 
Flowers ORMV 100 ~ 25 25 
TuM V 300 75 25 
Leaves ORMV ?00 100 50 
TuMV ?00 100 
_ .. . _ _ . _ ... __ ~ 
50 
. _ _. _ _ _ _ _.o _ _ ._ .. . .. ~ 
Stems 
_ ._ ~... _. . ..~ _. . _ - - - ~ 
ORMV 
. _ _ ~ _ . _ . . .- - _ 
300 
_ .. . . _ . 
2?5 75 
TuIViV 100 75 75 
Table 2.1 b: Simpson's paradox —complete data (no correlation) 
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Group 
number 
Gene name Iilumber 
of times 
spotted 
1 AT3G54810: GATA ZINC FINGER PROTEIN 3 
2 AT3G52720: CARBONIC ANHYDRASE 2 
3 AT3G08720: PUTATIVE RIBOSOMAL- 
PROTEIN S6 KINASE 
2 
Table 2.2A: Duplicate genes 
Locus name Annotation 
AT3CJ57260 
AT1G75040 
GLYCOSYL H-YDROLASE FAMILY 17 
THAUMATIN LIKE PROTEIN 
AT3G48090 EDS 1 
v 
AT3G52430 PUTATIVE PROTEIN 
AT2G32680 DISEASE RESISTANCE PROTELN FAMILY 
AT 1 G642 80 NPR 1 
AT3G20600 
AT2G 1460 
NDR 1 
UNKNOWN PROTEIN SUPPORTED BY cDNA 
AT 1 G02920 GLUTATHIONE TRANSFERASE 
AT2G 14610 PATHOGENESIS RELATED PR-1 LIKE PROTEIN 
AT3G51860 CA2+/H+-EXCHANGING PROTEIN 
AT4G39030 EDS-5 
AT3G 12580 HSP70 
AT2G32210 
AT 1 G74310 
HSP70T-2 
HSP 1 O 1 
Table 2.2B: Stress response genes 
~g 
Pair wise 
correlation 
Partial 
correlation 
Conditional 
independece 
Pair wise 
correlation 
0 582 602 
Partial 
correlation 
0 582 
Conditional 
independence 
Q 
Table 2.~: Robinson-Foulds distance between trees 
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Figure 2.3A: Results of hierarchical clustering on the basis of pairwise correlations 
(Cluster. Target group =duplicates) 
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Figure 2.3B: Results of hierarchical clustering on the basis of partial correlations 
(Saturated model. Target group =duplicates) 
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Figure 2.3C: Results of hierarchical clustering on the basis of partial correlations 
(Conditional independence model. Target group =duplicates) 
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Figure 2.3D: Results of hierarchical clustering on the basis of pairwise correlations 
(Cluster. Target group =stress response genes) 
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Figure 2.3E: Results of hierarchical clustering on the basis of partial correlations 
(Saturated model. Target group =stress response genes) 
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Fagure 2.3F: Results of hierarchical clustering on the basis of partial correlations 
(Conditional independence model Target group =stress response genes) 
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Figure 2.3G: alternate visualization with GeraoGraph 
(Individual gene and neighbors) 
