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1 引言
MAX- CNF 问题与可满足性问题( SAT 问题) 息息相关。求
解 MAX- CNF 问题 , 就是求解命题逻辑合取范式 ( CNF) 中最多
可满足的分支个数 , 而将此问题稍作改动为“求解 CNF 中最多
可满足的分支个数是否为 n, 其中 n 为合取范式的分支个数”,
则成为 SAT 问题的一种表述。
可满足性问题是一类典型的 NP 问题 , 许多学者对其进行
了广泛而深入的研究 , 提出很多完全算法和不完全算法。完全





于 SAT 问题 , 近似算法已经有很深入的研究 [1- 4], 包 括 Johnson
算 法 [1]、Yannakakis 算 法 [3]、Geomans- Willianson 的 半 定 规 划 算
法[2]以及 Asano 等提出的改进算法[4]等。
本文从更简单的思路出发 , 在求解 MAX- CNF 问题上 , 基
于求解组合问题的近似算法——Johnson 算法 , 提出新的随机
近似算法 RCNF。新算法在不影响运行效率的同时 , 可以得到
稳定的性能和良好的近似比 , 满足实际应用中对简单有效的
要求。同时 , 将新算法与演化算法结合 生 成 扩 展 算 法 E- RC-
NF。E- RCNF 利 用 演 化 并 行 性 , 在 构 成 相 变 区 域 难 可 满 足 问
题 的 CNF 实 例 上 , 求 解 MAX- CNF 问 题 仍 具 有 快 速 、有 效 的
特点。
2 基本概念与问题表示
按照文[8]的表示 , 下面先给出 MAX- CNF 问题的一般性描
述。以 X=( x1, x2, ⋯ , xm) 表示 m 个布尔变元 x1, x2, ⋯ , xm 构成的
变元集合。
定义 1 文字
如果 x 是 X 中的一个布尔变元 , 称 x 和x!是变元 x 的文字 ,
文字 x 称为变元 x 的正文字 , 文字x!称为变元 x 的反文字。文字
x 在赋值 u 下取真值 , 当且仅当变元 x 在赋值 u 下取真值 ; 文
字 x 在赋值 u 下取真值 , 当且仅当变元 x 在赋值 u 下取假值。
定义 2 子句
子句 C=L1∨L2∨⋯Lk, 其中 Li 为变元集合 X 上的文字 , ∨
为析取运算符。在赋值 u 下, 子句 C 可满足, 当且仅当至少有一
个文字 Li 在赋值 u 下取真值。|C|表示子句 C 中文字的个数。
定义 3 CNF( Conjecture Normal Formula)
CNF F=C1∧C2∧Cn, 其中 Ci 为子句 , ∧为合取运算符。范
式 F 可满足 , 当且仅当每个子句 C 在赋值 u 下都可满足。|F|表
示范式 F 中子句的个数。
定义 4 MAX- CNF
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给定布尔变元集 X 上的一个 CNF F, 求 F 在赋值 u 下可
得到最多可满足的子句的个数 , 其中 X 的赋值空间为{0, 1}m,
若 F 中每个子句 Ci, 有 |Ci|=k, k∈N+, 则称为 MAX- k- CNF 问
题。特别地 , k=3 时 , 称为 MAX- 3- CNF 问题。
为了方便计算机表示和数值比较 , 将 MAX- CNF 问题转换
成一个函数模型。
( 1) 对子句 Ci 中每个文字 Li, j, Li, j∈{x1, x2, ⋯ , xm, x1, x2, ⋯ ,
xm}, 记:
vi, j=
1- Li, j, Li, j 为正文字








#vi, j ( 2)
子句 Ci 可满足 , 当且仅当式( 2) 的结果为零。




$V′( Ci) ( 3)
式( 2) 表示 F 中不可满足的子句个数。
( 3) 目标函数是要最小化式( 3) 的值 , 即最大化 F 中可满足
的子句个数 W。综合式( 2) 和( 3) , 得:
MAX( W) ( 4)
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近似算法 RCNF。该算法继承 Johnson 算法简单、有效的特点。




设 CNF F 中含 m 个不同的变元 , 分别属于布尔变元集 X,
n 个子句 c1, c2, ⋯ , cn, 子句中变元个数为 k。
RCNF( F)
Begin
( 1) 对 每 个 子 句 Cj, 检 查 其 每 个 文 字 Lk, 如 果 Lk 为 变 元 xi
的文字 , 则 ti++, 若 Lk 同时又是正文字 , 则 ai++;
( 2) 产生 X 上的变元赋值 u, 在 u 中 , 每个布尔变元 xi 以概
率 ai /ti 取值 1;
( 3) 在赋值 u 下 , 计算式( 5) 中的 W;
( 4) 返回 W。
End
3.2 近似比分析
以下从分析算法 RCNF 的数学期望开始 , 推导该算法的近
似比范围。
( 1) 首先 , 分析每个子句不被满足的概率。子句 Cj, 1≤j≤
n, 其中的每个文字分别为 Lj, 1, Lj, 2⋯ , Lj, k, 不妨设 Lj, 1, Lj, 2⋯ , Lj, k
分别为 x1, x2, ⋯ , xk 等 k 个布尔变元上的文字。则有 :















Pr[ Cj 不被满足] ≤(
1
2
) k ( 7)





















$( 1- Pr[ Cj 不被满足] ) ( 9)
结合式( 7) 和( 9) , 有:
E[ W] ≥n( 1- ( 1
2
) k) ( 10)




3.3 与 Johnson 算法的比较
新算法同时具有简单和有效的特点 , 从这个思路出发 , 选
择具有同类特点的随机近似算法——Johnson 算法[1]作比较。
3.3.1 近似比比较
Johnson 算法对变元集 X 上的每个布尔变元以 1/2 概率取
真值 , 对 MAX- k- CNF 问题有 2
k
2k- 1
近似比 , 而 RCNF 算法的近
似 比 小 于 等 于 2
k
2k- 1
。 下 面 分 析 RCNF 算 法 的 近 似 比 等 于
Johnson 算法近似比的概率。
定理 1 RCNF 算法的近似比等于 Johnson 算法的近似比 ,
仅当每个变元 x 在 CNF F 中出现偶数次 , 且分别以正文字 x
形式和反文字x)形式出现的次数一样多。




情形时 , RCNF 算法的近似比等同于 Johnson 算法。证毕。
设 CNF F 中子句个数为 n, 则所有子句中一共出现的变元
个数为 3n。若 n 为奇数 , 显然不能满足上面的定理。故 :
Pr=[ ρRCNF=ρJohnson] =Pr[ n 为偶数]·
m
i = 1






































由于 ti>0, 故 3n>m。在变元个数较多的实例中 , 这个概率















目标函数值 W, 运行代价为 O( n+c) , c 为计算 W 的运行代价 ,
故 RCNF 算法的运行代价不超过 O( kn+c) , k 为子句中文字的
个数。
4 扩展算法 E- RCNF
RCNF 算法是单纯的随机算法 , 可对 RCNF 算法进一步扩
展。根据 RCNF 算法得到每个变元的赋值 , 在此赋值下 , 其期望
值表明 , 超过 2
k
2k- 1




有随机性 , 所以有理由认为多个个体并行进行这种操作 , 能够
产生一个比原有个体更优的个体。演化算法具有多个个体并行
演化的特点 , 自然地 , 想到将演化算法和 RCNF 算法结合 , 由此
产生扩展算法 E- RCNF。




一个变元 , 对该变元取值发生变异。在多次实验基础上 , 交叉概
率和变异概率分别取 0.6 与 0.3。
5 实验结果及结论
实验部分以求解 MAX- 3- CNF 为例。文[6]给出将拟人和禁
忌表策略结合的混合算法 , 并以 3- SAT 为例 , 说明其在求解难
可满足问题上 , 无论从平均执行时间还是可满足率上都比公认
较好的 NOVELTY 算法具有更好的优越性。对难可满足问题的
定义 , 文[6, 7]均提到 , 均匀 d- SAT 问题 ( 每个子句长度为 d, 子
句中变元互异) 存在一种相变现象。设子句个数与变元个数之
比为 r, r 表示了 SAT 问题的约束强弱 , r 越大 , 问题越不容易有
解 , Pr 表示在 r 条件下均匀 d- SAT 问题可满足概率的极限。存
在一个临界点 r0, 0<r0<∞, 使 得 当 r<r0 时 , Pr =1; 当 r>r0 时 , Pr =
0。当 r=r0 时 , 这类可满足问题是比较难求解的。这个现象和临
界值都通过计算机模拟得到 , 在 d=3 时表明 r0 的值在 4.3 附
近。文[6]提到的混合算法也是采用这个临界值。值得提及的是 ,






采用随机均匀产生 r=4.3 的 3- CNF 实例 , 将前面分析的两
个 同 类 型 简 单 算 法 Johnson 算 法 与 RCNF 算 法 作 实 验 结 果 对
比。同时 , 将文[6]描述的混合算法用于求解 MAX- 3- CNF 问题 ,
与扩展算法 E- RCNF 作实验结果对比。在 5 个不同变元范围
内分别随机产生 50 个样例, 从算法的平均近似比和平均执行时
间上对比 RCNF 算法和 Johnson 算法以及混合算法和 E- RCNF
算法。上述算法都使用 JAVA 语言实现 , 在 CPU P4/3.0 GHz 的
PC 机上运行通过。
图 1 给 出 了 4 种 算 法 在 不 同 变 元 范 围 内 的 平 均 近 似 比 。
RCNF 算法和 Johnson 算法的近似比数值进一步说明了前面的
分析 , 两者的近似比在变元增减上表现出稳定的性能 , RCNF
算法近似比在 1.109 左右 , Johnson 算法在 1.142 左右。并且 , 图
2 显示两者的执行时间没有太大差异。
E- RCNF 算法和混合算法在不调整运行参数情况下 , 变元
增减对近似比有一定影响 , 但明显对混合算法的影响更大一
些 , 原因在于混合算法的搜索结构性强 , 更依赖于公式的规模。
而 E- RCNF 算法的搜索结构性较弱 , 搜索范围具有随机性 , 不
依赖公式结构和规模 , 因此其搜索到达的范围可能更广 , 有更
多机会跳出局部陷阱。图 2 显示混合算法的平均执行时间更接
近 指 数 递 增 , E- RCNF 呈 线 性 增 长 。 实 验 数 值 表 明 , 新 算 法
RCNF 及 其 扩 展 算 法 E- RCNF 在 实 际 求 解 MAX- CNF 问 题 上
是快速有效的。这里也期待同行可以进一步优化 E- RCNF 算
法的演化算子和运行参数 , 更进一步提高性能。
( 收稿日期 : 2006 年 9 月)
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以 Intel Pentium III 的台式机作为实验平台 , 其硬件与软
件配置如表 1 所示。使用两个典型数值计算内核作为测试程
序 : 矩阵相乘程序( MxM) 与逐次超松弛迭代程序 ( SOR) 。对两
个程序都综合选择三个性能参数( 两个分块大小, 一个数组 Padd-
ing 因子) 。
两个内核程序都使用 Fortran 编制 , 数据类型为双精度浮
点数 , 编译环境为 Compaq Visual Fortran 6.5, 优化级 别 : /O5,
使 用 两 种 矩 阵 规 模 : 512、1 024, 优 化 参 数 空 间 都 是 ( 1: 64, 1:
64, 1: 128) , 即两个维上的分块大小范围为 1 到 64, Padding 因
子从 1 到 128, 逐次超松弛迭代程序的外层时间步循环次数为
100。
遗传算法群体大小 n 太小时难以求出最优解 , 太大则增加
收敛时间。一般 n=30- 160, 文中取 n=50。进化代数为 30, 选择
压力为 1.6, 精英比例为 0.05。








S, 即 Tori /Topt 。
从表 2 可以发现 , 采用 GE 选择出的优化参数对程序进行
优化 , 对两个程序的两种规模都找到了优秀的程序性能优化参
数 , 优化程序得到的加速比在 1.49 到 3.28 之间 , 很大程度地改
善了程序性能。尤其值得注意的是 : GE 能够大幅度地减少程序
访存次数 , 程序优化前后存储器访问开销在性能中所占的比例
也 得 到 大 幅 度 的 降 低 , 矩 阵 相 乘 程 序 的 F ori 在 53.20% 到
53.32% 之 间 , F opt 在 7.56% 到 7.91% 之 间 ; SOR 程 序 的 F ori 在
25.57%到 35.34%之间 , Fopt 在 10.17%到 10.63%之间 , 而 GE 对
不同程序的处理是完全一样的。这说明 GE 方法能够自适应不









影响 , 对程序进行较好的存储优化 , 从而能够有效地减少主存
性能与处理器性能之间的差距 , 缓解存储墙问题 , 优化单机性
能。( 收稿日期 : 2006 年 2 月)
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