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Abstract
For a compositum of quadratic fields k = Q(√d1, . . . ,
√
ds ), where d1, . . . , ds are square-free odd inte-
gers and d1 ≡ 3 (mod 4), we study the group C of circular units of k. We construct a basis of C, compute
the index of C in the full group of units of k and derive a lower bound for the divisibility of this index by
a power of 2. These results give a lower bound for the divisibility of the class number of the maximal real
subfield of k by a power of 2.
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Introduction
Let k be a compositum of a finite number of quadratic fields and let K be the genus field of k
in narrow sense. We assume that −1 is a square in K but 2 is not a square in K.
The aim of this paper is to construct a group C of circular units of k, which is slightly larger
then the Sinnott’s group given in [2]. We find a basis of C and compute the index of C in the
group E of all units of k (see Proposition 1.4). The main result of this paper is a lower bound for
the divisibility of [E : C] by a power of 2 (see Theorem 4.2). These results give a lower bound
for the divisibility of the class number of the maximal real subfield of k by a power of 2.
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Z. Polický / Journal of Number Theory 128 (2008) 1074–1090 1075This paper can be understood as a counterpart of [1] where such a task has been done for
the case −1 not being a square in K. Thus this paper together with [1] cover all composita of
quadratic fields whose ramification index at 2 is not 4.
1. Definition of C
Let k be a compositum of quadratic fields and let K be the genus field of k in narrow sense.
We assume that
√−1 ∈ K and √2 /∈ K . We define a set J of signed primes ramifying in k as
follows
J = {p ∈ Z; p ≡ 1 (mod 4), |p| is a prime ramifying in k}∪ {−2}.
For any p ∈ J , let us define
n{p} =
{ |p| if p is odd,
4 if p = −2, K{p} =
{
Q(
√
p ) if p is odd,
Q(
√−1 ) if p = −2.
For any L ⊆ J let us denote nL = ∏p∈L n{p}, KL = ∏p∈LK{p} if L = ∅ and K∅ = Q, and
finally QL = Q(ζL), where ζL = e2πi/nL is a primitive nLth root of unity. It is easy to see that
KJ equals K .
For any L ⊆ J let us now define
εL =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if L = ∅,
1√
p
NQL/KL(1 − ζL) if L = {p}, p = −2,
i if L = {−2},
NQL/KL(1 − ζL) if #L> 1,
and ηL = NKL/kL(εL) where kL = k ∩KL. It is easy to see that all εL are units of KL.
For any p ∈ J let σp be the generator of Gal(KJ /KJ\{p}). Then we denote G = Gal(KJ /Q).
Lemma 1.1. Let p ∈ L ⊆ J . Then
NKL/KL\{p}(εL) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−sgnp if L = {p},
tp,q · ε1−Frob(|p|,K{q}){q} if L = {p,q}, p = q, q = −2,
1 if L = {p,−2}, |p| ≡ 1 (mod 4),
−i if L = {p,−2}, |p| ≡ 3 (mod 4),
ε
1−Frob(|p|,KL\{p})
L\{p} if #L> 2,
where sgnp means the sign of p, Frob(|p|,KL\{p}) is the Frobenius automorphism of |p| in
KL\{p}/Q and tp,q is defined by means of the Legendre symbol as follows:
tp,q =
( |p|
|q|
)
.
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NKL/KL\{p}(εL) = NQL\{p}/KL\{p}
(
NQL/QL\{p}(1 − ζL)
)
= NQL\{p}/KL\{p}
(
(1 − ζL\{p})1−Frob−1(|p|,QL\{p})
)
= NQL\{p}/KL\{p}(1 − ζL\{p})1−Frob(|p|,KL\{p}),
because Frob2(|p|,KL\{p}) is the identity. So the lemma is proved if #L > 2. If L = {p,−2}
then
NQ{−2}/K{−2}(1 − ζ{−2}) = 1 − i
and the third and fourth case of the lemma follows from
(1 − i)1−Frob(|p|,K{−2}) =
{1 if |p| ≡ 1 (mod 4),
−i if |p| ≡ 3 (mod 4).
Similarly by using (√q )1−Frob(|p|,K{q}) = tp,q we prove the second case. If L = {p} the lemma
follows easily. 
Lemma 1.2. Let L ⊆ J , σ ∈ G. Then
ε1−σL = 
∏
S⊆L
ε
2aS
S
for suitable aS ∈ Z, where  ∈ {1,−1, i,−i} depends on the choice of L and σ .
Proof. This can be proved in the same way as Lemma 2 of [1]. 
Lemma 1.3. Let L ⊆ J , σ ∈ G. Then
η1−σL = 
∏
S⊆L
η
2aS
S ,
for suitable aS ∈ Z, where  ∈ {1,−1, i,−i} ∩ k depends on the choice of L and σ .
Proof. This is a corollary of Lemma 1.2 and of the fact that ηS ∈ k implies  ∈ k. 
Now let us denote W the group of roots of unity of k. Since k is a compositum of quadratic
fields then it is not difficult to prove that #W | 24. Moreover, we assume that √2 /∈ KJ and so
#W | 12. Further, we need to define the set X as follows:
X = {ξ ∈ Gˆ; ξ(σ ) = 1 for all σ ∈ Gal(KJ/k+)},
where Gˆ is the group of characters of G. Then X can be viewed as the group of all Dirichlet
characters corresponding to the maximal real subfield k+ of k. For any ξ ∈ X let us define
Lξ =
{
p ∈ J ; ξ(σp) = −1
}
.
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full group of units of k. Notice that C contains Sinnott’s group of circular units defined in [2]. It
can be shown that these two groups do not coincide in general.
Proposition 1.4. Let B = {ηLξ ; ξ ∈ X, ξ = 1}. Then B is a basis of non-torsion part of C and
moreover
[E : C] =
( ∏
ξ∈X,ξ =1
2 · [k : kLξ ]
[k : k+]
)
· (#X)− 12 (#X) ·Qh+,
where Q = [E : E+W ] is the Hasse unit index (Q = 1 if k is real) and h+ is the class number
of k+.
Proof. This can be proved in the same way as Theorem 1 and Lemma 5 of [1]. 
2. Circular units that are squares in K
For any ε ∈ C and any σ ∈ G Lemma 1.2 implies that ε1−σ is up to a root of unity the square of
a unit in C. But #W | 12 and so any ρ ∈ W can be uniquely written in the form ρ = Δ · (δ · ϕ)2,
where Δ,δ ∈ {1, i} and ϕ3 = 1. Moreover, if #W | 4 then ϕ = 1 and if #W | 6 then Δ = 1.
Therefore we have the identity
ε1−σ = Δ(σ, ε) · (δ(σ, ε) · ϕ(σ, ε) ·ψ(σ, ε))2,
where Δ(σ, ε), δ(σ, ε) ∈ {1, i}, ϕ(σ, ε) ∈ {1, ζ3, ζ 23 } and ψ(σ, ε) belongs to the group generated
by the set B . Moreover, Δ(σ, ε), δ(σ, ε),ϕ(σ, ε) and ψ(σ, ε) are uniquely determined by the
previous identity.
Lemma 2.1. Let σ ∈ G. Then Δ(σ, ·)2 and ψ(σ, ·) are homomorphisms, i.e., for any ε, η ∈ C,
Δ(σ, εη)2 = (Δ(σ, ε)Δ(σ,η))2,
ψ(σ, εη) = ψ(σ, ε)ψ(σ,η).
Proof. The lemma follows from the identity (εη)1−σ = ε1−σ η1−σ and from the definition of
ε1−σ in the form as above. 
Lemma 2.2. Let σ, τ ∈ G and ε ∈ C. Then
Δ(στ, ε)2 = (Δ(σ, ε)Δ(τ, ε))2.
Proof. From the relation
1 = ε
1−σ · (ε1−τ )σε1−στ
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Δ(σ, ε)Δ(τ, ε)σ /Δ(στ, ε) ∈ {±1,±i} is a square in k. The identity follows because ±i is not a
square in k and Δ(τ, ε)σ = ±Δ(τ, ε). 
Proposition 2.3. Let ε ∈ E be such that there exists a function f :G → KJ satisfying ε1−σ =
f (σ )2 for any σ ∈ G. If there exists a function g :G → {−1,1} such that fg is a crossed homo-
morphism, i.e., for all σ, τ ∈ G
f (στ)g(στ) = f (σ )g(σ )(f (τ)g(τ ))σ ,
then ε or 2ε is a square in KJ .
Proof. Similarly as in [1, Proposition 2], we can show that there is α ∈ K∗J and b ∈ Q∗ such
that b = εα2 and that ±b = c2∏p∈L p for a suitable c ∈ Q∗ and L ⊆ J . The proposition follows
from the fact that
√−1 ∈ KJ and √p ∈ KJ for all p ∈ J , p = −2. 
Remark 2.4. The sufficient condition of Proposition 2.3 is also necessary. If ε = η2 or 2ε = η2
for a suitable η ∈ KJ then f (σ ) = η1−σ satisfies ε1−σ = f (σ )2 and for any f :G → KJ with
f (σ )2 = ε1−σ we have the function g :G → {−1,1} determined by g(σ ) = η1−σ /f (σ ), such
that fg is a crossed homomorphism.
Now let us denote for any σ, τ ∈ G and for any ε ∈ C
〈σ, τ 〉ε = Δ
(
σ,ψ(τ, ε)
)2
.
Lemma 2.5. Let σ, τ ∈ G and ε ∈ C. Then
〈σ, τ 〉εη = 〈σ, τ 〉ε〈σ, τ 〉η.
Proof. The lemma follows immediately from Lemma 2.1. 
Proposition 2.6. Let ε ∈ C. Then ε or 2ε is a square in KJ if and only if the following conditions
are satisfied for any σ, τ ∈ G:
(C1) (Δ(σ, ε))2 = 1,
(C2) 〈σ,σ 〉ε = 1,
(C3) 〈σ, τ 〉ε = 〈τ, σ 〉ε ,
(C4) δ(σ, ε)τ−1 · δ(τ,ψ(σ, ε))2 = δ(τ, ε)σ−1 · δ(σ,ψ(τ, ε))2,
(C5) (δ(σ, ε))σ+1 · δ(σ,ψ(σ, ε))2 = 1.
Proof. At first, let us suppose that there is γ ∈ KJ such that ε = γ 2 or ε = 2γ 2. Then
(
γ 1−σ
)2 = ε1−σ = Δ(σ, ε) · (δ(σ, ε) · ϕ(σ, ε) ·ψ(σ, ε))2, (1)
and easily Δ(σ, ε) is a square in KJ . It follows immediately that we have the condition (C1)
because i is not a square in KJ . Therefore (1) implies
γ 1−σ = ±δ(σ, ε) · ϕ(σ, ε) ·ψ(σ, ε). (2)
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(
δ(σ, ε)
)1−τ =
{
δ(σ, ε)2 if iτ = −i,
1 otherwise
and that ϕ(σ, ε)1−τ is a third root of unity, so a square in KJ . Then substituting
ψ(σ, ε)1−τ = Δ(τ,ψ(σ, ε)) · (δ(τ,ψ(σ, ε)) · ϕ(τ,ψ(σ, ε)) ·ψ(τ,ψ(σ, ε)))2 (3)
for τ = σ to the identity obtained from (2) by the application of 1 − σ , we deduce that
Δ(σ,ψ(σ, ε)) is a square in KJ but i is not a square in KJ . So the condition (C2) follows.
Similarly we substitute (3) to the identity γ (1−σ)(1−τ) = γ (1−τ)(1−σ). Since ϕ(·,·) is a third root
of unity then
ϕ(σ, ε)1−τ · ϕ(τ,ψ(σ, ε))2
ϕ(τ, ε)1−σ · ϕ(σ,ψ(τ, ε))2 = 1
and consequently
δ(σ, ε)1−τ ·Δ(τ,ψ(σ, ε)) · (δ(τ,ψ(σ, ε)) ·ψ(τ,ψ(σ, ε)))2
δ(τ, ε)1−σ ·Δ(σ,ψ(τ, ε)) · (δ(σ,ψ(τ, ε)) ·ψ(σ,ψ(τ, ε)))2 = 1.
By using the same arguments as above we deduce
Δ(τ,ψ(σ, ε))
Δ(σ,ψ(τ, ε))
= 1
because this is a square in KJ . So the condition (C3) follows.
By the same way the identity γ (1−σ)(1−τ) = γ (1−τ)(1−σ) gives that
(
ψ(τ,ψ(σ, ε))
ψ(σ,ψ(τ, ε))
)2
∈ W.
Since ψ(·,·) belongs to the non-torsion group generated by B then
ψ(τ,ψ(σ, ε))
ψ(σ,ψ(τ, ε))
= 1.
Moreover, as δ(·,·) is a fourth root of unity, then
δ(σ, ε)1−τ · δ(τ,ψ(σ, ε))2
δ(τ, ε)1−σ · δ(σ,ψ(τ, ε))2 = 1
which implies (C4). To prove the last condition compare (1) and
γ (1−σ)2 = δ(σ, ε)1−σ · ϕ(σ, ε)1−σ · (δ(σ,ψ(σ, ε)) · ϕ(σ,ψ(σ, ε)) ·ψ(σ,ψ(σ, ε)))2.
Hence using the same facts as in proving the previous condition we have the last one.
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δ(σ, ε)ϕ(σ, ε)ψ(σ, ε) for any σ ∈ G. Hence, the condition (C1) implies ε1−σ = f (σ )2. Then
1 = ε
1−στ
ε1−σ (ε1−τ )σ
=
(
f (στ)
f (σ )(f (τ))σ
)2
.
Let us denote χε(σ, τ ) = f (στ)f (σ )(f (τ))σ . The previous identity implies χε(σ, τ ) = ±1. By substitut-
ing
ψ(τ, ε)1−σ = Δ(σ,ψ(τ, ε)) · (δ(σ,ψ(τ, ε)) · ϕ(σ,ψ(τ, ε)) ·ψ(σ,ψ(τ, ε)))2 (4)
to the identity χε(σ, τ ) = f (στ)f (τ)1−σf (σ )f (τ) and using the facts that ϕ(σ, ε) is a third root of unity and
ψ(σ, ε) belongs to a non-torsion group, we deduce that
χε(σ, τ ) = δ(στ, ε) · δ(τ, ε)−σ · δ(σ, ε)−1 · δ
(
σ,ψ(τ, ε)
)2 ·Δ(σ,ψ(τ, ε)).
The conditions (C2) and (C5) imply χε(σ,σ ) = 1. Since the conditions (C3) and (C4) are satis-
fied we have χε(σ, τ ) = χε(τ, σ ). This identity states that f (σ )τ · f (τ) = f (τ)σ · f (σ ) for any
σ, τ ∈ G. Hence for any ρ ∈ G
χε(σρ, τ) · χε(σ,ρ) = f (σρτ)
f (σρ)f (τ)σρ
· f (σρ)
f (σ )ρf (ρ)
= f (σρτ)
(f (τ)σ f (σ ))ρf (ρ)
= f (σρτ)
(f (τ)f (σ )τ )ρf (ρ)
= f (σρτ)
f (τρ)f (σ )ρτ
· f (ρτ)
f (τ)ρf (ρ)
= χε(ρτ,σ ) · χε(ρ, τ ). (5)
Let us fix a basis σ1, . . . , σl of G. So for any σ ∈ G there is a unique Vσ ⊆ {1, . . . , n} such
that σ =∏i∈V σi. We define the mapping g :G → {−1,1} by
g(σ ) =
∏
i∈Vσ
χε
( ∏
j∈Vσ , j<i
σj , σi
)
.
Let us show that for any linear ordering ≺ on {σ1, . . . , σl} we have
g(σ ) =
∏
i∈Vσ
χε
( ∏
j∈Vσ ,σj≺σi
σj , σi
)
. (6)
Indeed, any linear ordering can be obtained from the initial ordering σ1 ≺ · · · ≺ σn by a finite
number of interchanges of neighbors. If two orderings ≺ and  differ just by the interchange
of the couple of neighbors σi , σj (i.e. σi ≺ σj but σi  σj and for all {σk, σl} = {σi, σj } we
have σk ≺ σl if and only if σk  σl) then the right-hand sides of (6) are different for ≺ and
 only if both i, j ∈ Vσ in which case the corresponding products differ just in two factors:
the former has factors χε(τ, σi) · χε(τσi, σj ) while the latter has χε(τ, σj ) · χε(τσj , σi), where
τ =∏ σk. But these products are the same (see (5)).k∈Vσ ,σk<σi , σk<σj
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χε(σ, τ ) = g(σ )g(τ)g(στ). (7)
We shall use the induction with respect to |Vτ |. If Vτ = ∅ then τ = 1 and χε(σ,1) = 1 = g(σ )2.
So let us assume that |Vτ | = m > 0 and that the result has been proved for all τ with |Vτ | < m.
Let us choose i ∈ Vτ and write τ = σiτ ′, so |V ′τ | = m − 1. Using (5), the induction hypothesis
for τ ′, g(σi) = 1 given by (6), we obtain
χε(σ, τ ) = χε(σ,σiτ ′) = χε(σi, τ ′) · χε(σσi, τ ′) · χε(σ,σi)
= χε(σi, τ ′) · g(σσi) · g(τ ′) · g(στ) · χε(σ,σi)
= g(τ) · g(στ) · g(σσi) · χε(σi, σ ).
So we need to show that g(σ ) = g(σσi) ·χε(σi, σ ). On one hand, if i /∈ Vσ this easily follows
from the definition of g. On the other hand, if i ∈ Vσ then for σ ′ = σσi we have Vσ ′ = Vσ − {i}
and g(σ ) = g(σ ′) · χε(σi, σ ′). Using (5) and χε(σi, σi) = 1 we have
χε(σ,σi) = χε(σ ′σi, σi) = χε(σ ′, σi) · χε
(
σ ′, σ 2i
) · χε(σi, σi) = χε(σ ′, σi).
The definition of χε(σ, τ ) and (7) give that fg is a crossed homomorphism and Proposition 2.3
gives that ε or 2ε is a square in KJ . The proposition is proved. 
3. The index of [C :D′′]
In this section we study the set D′′ of all units ε ∈ C that satisfy all conditions (C1)–(C5) of
Proposition 2.6. Our aim is to show that D′′ is a subgroup of C and to compute its index.
Lemma 3.1. Let ε ∈ C and let σ, τ ∈ G. Then
〈·, τ 〉ε :G → {−1,1},
〈σ, ·〉ε :G → {−1,1}
are homomorphisms.
Proof. The first identity follows from Lemma 2.2. The identity ε1−ρτ = ε1−ρ(ε1−τ )ρ gives that
ψ(ρτ, ε)−2ψ(ρ, ε)2ψ(τ, ε)2ρ ∈ W . Then by substituting
ψ(τ, ε)1−ρ = Δ(ρ,ψ(τ, ε))(δ(ρ,ψ(τ, ε)) · ϕ(ρ,ψ(τ, ε)) ·ψ(ρ,ψ(τ, ε)))2
to the latter identity we have
(
ψ(ρ, ε)ψ(τ, ε)
)2
·ψ(ρ,ψ(τ, ε))−4 ∈ W.ψ(ρτ, ε)
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ψ(ρ, ε)ψ(τ, ε)
ψ(ρτ, ε)
·ψ(ρ,ψ(τ, ε))−2 = 1
and by applying Δ(σ, ·)2 to this relation, Lemma 2.1 gives the second identity. 
Lemma 3.2. Let us denote rσ,τ (ε) = 〈σ, τ 〉ε〈τ, σ 〉ε. Then
rσ,τ (εη) = rσ,τ (ε)rσ,τ (η),
rρσ,τ (ε) = rρ,τ (ε)rσ,τ (ε),
rρ,στ (ε) = rρ,σ (ε)rρ,τ (ε)
for all σ,ρ, τ ∈ G and for all ε, η ∈ C.
Proof. The first identity follows from Lemma 2.5. The second and the third ones are easy corol-
laries of Lemma 3.1. 
Let us now define a subgroup of the group of circular units C. Recall that Lemmas 2.1, 2.5
and 3.2 state that Δ(σ, ·)2, 〈σ,σ 〉·, rσ,τ (·) are homomorphisms C → {−1,1}.
Definition 3.3. Let D be the intersection of the kernels of the following homomorphisms C →
{−1,1} : Δ(σ, ·)2, 〈σ,σ 〉· for all σ ∈ G and rσ,τ (·) for all σ, τ ∈ G.
Remark 3.4. Notice that D is the subgroup of all units in C satisfying the conditions (C1)–(C3)
of Proposition 2.6.
Lemma 3.5. Let 2l = [k : Q]. Then
[C : D] = 2a,
where a  2l+( l2)−1 if √−1 ∈ k, a  l+( l2)−1 if √−1 /∈ k and k is imaginary, and a  l+( l2)
if k is real.
Proof. Let τ1, . . . , τl ∈ G be such that their restrictions to k are generators of Gal(k/Q). If the
restrictions of σ, τ ∈ G to k coincide then Δ(σ, ε) = Δ(τ, ε) and ψ(σ, ε) = ψ(τ, ε) for any
ε ∈ C. So D is the intersection of the kernels Δ(σ, ·)2, 〈σ,σ 〉· and rσ,τ (·), where σ, τ runs over
the subgroup of G generated by τ1, . . . , τl . Moreover, using Lemmas 2.2, 3.1 and 3.2 we obtain
that D is the intersection of the kernels of Δ(τi, ·)2, 〈τi, τi〉· for 1 i  l and rτi ,τj (·), for 1 i <
j  l. If
√−1 /∈ k then Δ(τi, ·) = 1. The lemma follows from observation that if k is imaginary
and τ1 is the complex conjugation then ψ(τ1, ε) = 1 and so 〈τ1, τ1〉ε = 1 for all ε ∈ C. 
Lemma 3.6. Let us denote
sσ,τ (ε) = δ(τ, ε)σ−1 · δ
(
σ,ψ(τ, ε)
)2 · δ(σ, ε)τ−1 · δ(τ,ψ(σ, ε))2.
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sσ,τ (εη) = sσ,τ (ε)sσ,τ (η),
sρσ,τ (ε) = sρ,τ (ε)sσ,τ (ε),
sρ,στ (ε) = sρ,σ (ε)sρ,τ (ε)
for any σ, τ,ρ ∈ G and ε, η ∈ D.
Proof. It is easy to see that
δ(σ, ε)τ−1 =
{
δ(σ, ε)2 if iτ = −i,
1 otherwise.
We deduce from the relation (εη)1−σ = ε1−σ η1−σ that
Δ(σ, εη)δ(σ, εη)2 = Δ(σ, ε)δ(σ, ε)2Δ(σ,η)δ(σ, η)2.
Since Δ(σ, ε) = 1 for all ε ∈ D then δ(σ, εη)2 = δ(σ, ε)2δ(σ, η)2, hence δ(σ, εη)1−τ =
δ(σ, ε)1−τ δ(σ, η)1−τ . Interchanging σ and τ gives δ(τ, εη)1−σ = δ(τ, ε)1−σ δ(τ, η)1−σ .
Moreover, Lemma 2.1 states that ψ(τ, εη)1−σ = ψ(τ, ε)1−σψ(τ, η)1−σ and consequently we
deduce from this relation that
Δ
(
σ,ψ(τ, εη)
)
δ
(
σ,ψ(τ, εη)
)2
= Δ(σ,ψ(τ, ε))δ(σ,ψ(τ, ε))2Δ(σ,ψ(τ, η)) · δ(σ,ψ(τ, η))2.
Similarly, interchanging σ and τ ,
Δ
(
τ,ψ(σ, εη)
)
δ
(
τ,ψ(σ, εη)
)2
= Δ(τ,ψ(σ, ε))δ(τ,ψ(σ, ε))2Δ(τ,ψ(σ,η)) · δ(τ,ψ(σ,η))2.
Since ε ∈ D we have rσ,τ (ε) = 1 which means
Δ
(
σ,ψ(τ, ε)
)= Δ(τ,ψ(σ, ε)).
Similarly η ∈ D gives
Δ
(
σ,ψ(τ, η)
)= Δ(τ,ψ(σ,η))
and εη ∈ D gives
Δ
(
σ,ψ(τ, εη)
)= Δ(τ,ψ(σ, εη)).
Putting things together we obtain
δ(σ,ψ(τ, εη))2
2 =
δ(σ,ψ(τ, ε))2
2 ·
δ(σ,ψ(τ, η)2
2 .δ(τ,ψ(σ, εη)) δ(τ,ψ(σ, ε)) δ(τ,ψ(σ,η))
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Since σρ − 1 = σ − 1 + (ρ − 1)σ then
δ(τ, ε)σρ−1 = δ(τ, ε)σ−1δ(τ, ε)ρ−1. (i)
Further, we use the identity
1 = ε
1−σ · (ε1−ρ)(σ−1) · ε1−ρ
ε1−σρ
. (8)
At first, we express
(
ε1−ρ
)(σ−1) = Δ(ρ, ε)σ−1 · ϕ(ρ, ε)2(σ−1) ·ψ(ρ, ε)2(σ−1)
and consequently we substitute ψ(ρ, ε)2(1−σ) in the relation (8) by the identity
(
ψ(ρ, ε)1−σ
)2 = (Δ(σ,ψ(ρ, ε)) · (ϕ(σ,ψ(ρ, ε)) ·ψ(σ,ψ(ρ, ε)))2)2.
Since ϕ(·,·) is a third root of unity, Δ(σ, ε) = Δ(ρ, ε) = Δ(σρ, ε) = 1 as ε ∈ D, and ψ(·,·)
belongs to the non-torsion group then we obtain from (8) the identity
δ(σρ, ε)2 = δ(σ, ε)2δ(ρ, ε)2Δ(σ,ψ(ρ, ε))2. (9)
In both cases, independently whether iτ = −i or iτ = i, this gives
δ(σρ, ε)τ−1 = δ(σ, ε)τ−1δ(ρ, ε)τ−1Δ(σ,ψ(ρ, ε))τ−1. (ii)
By putting ψ(τ, ε) instead of ε in the relation (8) we obtain the identity
1 = ψ(τ, ε)
1−σ · (ψ(τ, ε)1−ρ)(σ−1) ·ψ(τ, ε)1−ρ
ψ(τ, ε)1−σρ
. (10)
As before, we express
(
ψ(τ, ε)1−ρ
)(σ−1) = Δ(ρ,ψ(τ, ε))σ−1 · ϕ(ρ,ψ(τ, ε))2(σ−1) ·ψ(ρ,ψ(τ, ε))2(σ−1).
Hence, substituting
(
ψ
(
ρ,ψ(τ, ε)
)1−σ )2
= Δ(σ,ψ(ρ,ψ(τ, ε)))2 · ϕ(σ,ψ(ρ,ψ(τ, ε)))4 ·ψ(σ,ψ(ρ,ψ(τ, ε)))4
to the identity (10) similarly as in previous case we obtain
δ
(
σρ,ψ(τ, ε)
)2 = δ(σ,ψ(τ, ε))2δ(ρ,ψ(τ, ε))2 ·Δ(ρ,ψ(τ, ε))σ−1
· Δ(σ,ψ(τ, ε))Δ(ρ,ψ(τ, ε)) ·Δ(σ,ψ(ρ,ψ(τ, ε)))2. (iii)Δ(σρ,ψ(τ, ε))
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(
ψ(σ, ε)ψ(ρ, ε)
ψ(σρ, ε)
)1−τ
= ψ(σ,ψ(ρ, ε))2(1−τ)
which was obtained in the proof of Lemma 2.2. Since again ψ(·,·) belongs to the non-torsion
group and ϕ(·,·) is a third root of unity then we have
δ
(
τ,ψ(σρ, ε)
)2 = δ(τ,ψ(σ, ε))2δ(τ,ψ(ρ, ε))2
· Δ(τ,ψ(σ, ε))Δ(τ,ψ(ρ, ε))
Δ(τ,ψ(σρ, ε))
·Δ(τ,ψ(σ,ψ(ρ, ε)))2. (iv)
Since ε is in the kernel of the homomorphism rσ,τ (·) for all σ, τ ∈ G then it is easy to see
that Δ(σ,ψ(τ, ε)) = Δ(τ,ψ(σ, ε)). In order to prove the identity sρσ,τ (ε) = sρ,τ (ε)sσ,τ (ε) we
multiply the identities (i)–(iv) and use Lemma 2.2. Therefore we have to show that
1 = Δ(ρ,ψ(τ, ε))σ−1 ·Δ(σ,ψ(ρ, ε))τ−1 ·Δ(τ,ψ(σ,ψ(ρ, ε)))2
·Δ(σ,ψ(ρ,ψ(τ, ε)))2. (11)
At first, expressing the relation ψ(ρ, ε)(1−τ)(σ−1) = ψ(ρ, ε)(1−σ)(τ−1) as before we deduce that
Δ(τ,ψ(ρ, ε))σ−1 ·Δ(σ,ψ(τ,ψ(ρ, ε)))−2
Δ(σ,ψ(ρ, ε))τ−1 ·Δ(τ,ψ(σ,ψ(ρ, ε)))−2 = 1.
Since Δ(τ,ψ(ρ, ε))σ−1 = Δ(ρ,ψ(τ, ε))σ−1 as ε ∈ D, we obtain that the identity (11) is equiv-
alent to
Δ
(
σ,ψ
(
τ,ψ(ρ, ε)
))2 ·Δ(σ,ψ(ρ,ψ(τ, ε)))−2 = 1.
Hence, using the relation ε(1−ρ)(1−τ) = ε(1−τ)(1−ρ) it is easy to see that ψ(τ,ψ(ρ, ε)) =
ψ(ρ,ψ(τ, ε)) which gives exactly what we need. The second identity of the lemma follows.
The third one is a consequence of the second one using the symmetry sσ,τ (ε) = sτ,σ (ε). 
Now we need to define another subgroup of C. Recall that Lemma 3.6 states that sσ,τ (·) is a
homomorphism D → {−1,1} for each σ, τ ∈ G.
Definition 3.7. Let D′ be the intersection of the kernels of the homomorphisms sσ,τ (·) :D →
{−1,1} for all σ, τ ∈ G.
Remark 3.8. Notice that D′ is the subgroup of all units in C satisfying the conditions (C1)–(C4)
of Proposition 2.6.
Lemma 3.9. Let 2l = [k : Q]. Then
[D : D′] = 2b,
where b
(
l
)
if √−1 ∈ k and b (l+1) otherwise.2 2
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ε ∈ D. Let τ1, . . . , τm ∈ G be such that their restrictions to k(i) form a basis of Gal(k(i)/Q).
Lemma 3.6 implies that D′ is the intersection of the kernels of sτi ,τj (·) for 1 i < j m. The
lemma follows. 
Lemma 3.10. Let us denote tσ (ε) = δ(σ, ε)σ+1δ(σ,ψ(σ, ε))2. Then
tσ (εη) = tσ (ε)tσ (η),
tστ (ε) = tσ (ε)tτ (ε)
for all ε, η ∈ D′ and for all σ, τ ∈ G.
Proof. It follows easily that
δ(σ, ε)1+σ =
{
δ(σ, ε)2 if iσ = i,
1 otherwise.
The relation (εη)1−σ = ε1−σ η1−σ gives that Δ(σ, ·)δ(σ, ·)2 is a homomorphism for all ε, η ∈ C.
Therefore using the definition of D (namely the condition (C1) of Proposition 2.6) we have
δ(σ, ·)2 :D → {−1,1} is a homomorphism for any σ ∈ G. Similarly, the identity ψ(σ, εη)1−σ =
ψ(σ, ε)1−σψ(σ,η)1−σ (see Lemma 2.1) states that Δ(σ,ψ(σ, ·))δ(σ,ψ(σ, ·))2 :C → {−1,1}
is a homomorphism for any σ ∈ G. Hence, the definition of D (namely the condition (C2) of
Proposition 2.6) gives that δ(σ,ψ(σ, ·))2 :D → {−1,1} is a homomorphism for any σ ∈ G. The
first identity follows.
Since στ + 1 = (σ + 1)τ + (τ + 1)(−1)+ 2 then
δ(στ, ε)στ+1 = δ(στ, ε)σ+1 · δ(στ, ε)τ+1 · δ(στ, ε)2. (12)
Moreover, for ρ = σ or ρ = τ independently whether iρ = −i or iρ = i, the identity δ(στ, ε)2 =
δ(σ, ε)2δ(τ, ε)2Δ(σ,ψ(τ, ε))2 obtained in the proof of Lemma 3.6 (see the identity (9)), gives
that
δ(στ, ε)ρ+1 = δ(σ, ε)ρ+1δ(τ, ε)ρ+1Δ(σ,ψ(τ, ε))ρ+1. (13)
Therefore, putting (12) and (13) together we obtain
δ(στ, ε)στ+1 = δ(σ, ε)σ+1 · δ(τ, ε)σ+1 ·Δ(σ,ψ(τ, ε))σ+1 · δ(τ, ε)τ+1
· δ(σ, ε)τ+1 ·Δ(τ,ψ(σ, ε))τ+1 · δ(σ, ε)2 · δ(τ, ε)2 ·Δ(σ,ψ(τ, ε))2. (14)
Since Δ(σ,ψ(τ, ε))2 = Δ(σ,ψ(τ, ε))−2 and since δ(σ, ε)2 = δ(σ, ε)−2 we have
δ(στ, ε)στ+1 = δ(σ, ε)σ+1 · δ(τ, ε)τ+1 · δ(σ, ε)τ−1 · δ(τ, ε)σ−1
·Δ(σ,ψ(τ, ε))σ−1 ·Δ(τ,ψ(σ, ε))τ+1. (15)
Now we use the identity (iv) obtained in the proof of Lemma 3.6. Hence, changing ρ to τ and τ
to στ we obtain
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(
στ,ψ(στ, ε)
)2 = δ(στ,ψ(σ, ε))2 · δ(στ,ψ(τ, ε))2 ·Δ(στ,ψ(σ,ψ(τ, ε)))2
· Δ(στ,ψ(σ, ε))Δ(στ,ψ(τ, ε))
Δ(στ,ψ(στ, ε))
. (16)
Further, we substitute δ(στ,ψ(σ, ε))2 and δ(στ,ψ(τ, ε))2 in this relation by the identity (iii)
obtained in the proof of Lemma 3.6 where we change ρ to τ (and eventually τ to σ ). Then the
condition (C2) of Proposition 2.6 gives
δ
(
στ,ψ(στ, ε)
)2 = δ(σ,ψ(σ, ε))2 · δ(τ,ψ(τ, ε))2 · δ(σ,ψ(τ, ε))2
· δ(τ,ψ(σ, ε))2 ·Δ(τ,ψ(σ, ε)) ·Δ(σ,ψ(τ, ε))
·Δ(τ,ψ(σ, ε))σ−1 ·Δ(σ,ψ(τ,ψ(τ, ε)))−2
·Δ(σ,ψ(τ,ψ(σ, ε)))−2 ·Δ(στ,ψ(σ,ψ(τ, ε)))2. (17)
If we use the condition (C3) of Proposition 2.6 and the identity
sσ,τ (ε) = δ(τ, ε)σ−1 · δ
(
σ,ψ(τ, ε)
)2 · δ(σ, ε)τ−1 · δ(τ,ψ(σ, ε))2 = 1
resulting from the definition of D′, then multiplying (15) and (17) we obtain
tστ (ε) = tσ (ε) · tτ (ε) ·Δ
(
σ,ψ(τ, ε)
)σ−1 ·Δ(τ,ψ(σ, ε))σ−1
·Δ(τ,ψ(σ, ε))τ−1 ·Δ(σ,ψ(τ,ψ(τ, ε)))−2 ·Δ(σ,ψ(τ,ψ(σ, ε)))−2
·Δ(στ,ψ(σ,ψ(τ, ε)))2. (18)
It follows from Lemma 2.2 that
Δ
(
στ,ψ
(
σ,ψ(τ, ε)
))2 = Δ(σ,ψ(σ,ψ(τ, ε)))2 ·Δ(τ,ψ(σ,ψ(τ, ε)))2.
Hence, we have to show that
Δ
(
τ,ψ(σ, ε)
)σ−1 ·Δ(σ,ψ(τ, ε))σ−1 ·Δ(τ,ψ(σ, ε))τ−1 ·Δ(σ,ψ(τ,ψ(τ, ε)))−2
·Δ(σ,ψ(τ,ψ(σ, ε)))−2 ·Δ(σ,ψ(σ,ψ(τ, ε)))2 ·Δ(τ,ψ(σ,ψ(τ, ε)))2 = 1.
Similarly as in the proof of Lemma 3.6 we deduce easily from the relation ε(1−σ)(1−τ) =
ε(1−τ)(1−σ) that
ψ
(
τ,ψ(σ, ε)
)= ψ(σ,ψ(τ, ε))
and so we have
Δ
(
σ,ψ
(
τ,ψ(σ, ε)
))−2 ·Δ(σ,ψ(σ,ψ(τ, ε)))2 = 1.
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that
Δ
(
τ,ψ(σ, ε)
)τ−1 ·Δ(σ,ψ(τ,ψ(τ, ε)))−2 ·Δ(τ,ψ(σ,ψ(τ, ε)))2 = 1.
The relation ψ(τ, ε)(1−τ)(1−σ) = ψ(τ, ε)(1−σ)(1−τ) implies that
Δ(τ,ψ(τ, ε))1−σ · ϕ(τ,ψ(τ, ε))2(1−σ) ·ψ(τ,ψ(τ, ε))2(1−σ)
Δ(σ,ψ(τ, ε))1−τ · ϕ(σ,ψ(τ, ε))2(1−τ) ·ψ(σ,ψ(τ, ε))2(1−τ) = 1.
At first, we express
ψ
(
τ,ψ(τ, ε)
)2(1−σ)
= Δ(σ,ψ(τ,ψ(τ, ε)))2 · ϕ(σ,ψ(τ,ψ(τ, ε)))4 ·ψ(σ,ψ(τ,ψ(τ, ε)))4.
Similarly we have
ψ
(
σ,ψ(τ, ε)
)2(1−τ)
= Δ(τ,ψ(σ,ψ(τ, ε)))2 · ϕ(τ,ψ(σ,ψ(τ, ε)))4 ·ψ(τ,ψ(σ,ψ(τ, ε)))4.
Putting things together and using that ϕ(·,·) is a third root of unity and ψ(·,·) belongs to the
non-torsion group generated by B we obtain
Δ(τ,ψ(τ, ε))1−σ ·Δ(σ,ψ(τ,ψ(τ, ε)))2
Δ(σ,ψ(τ, ε))1−τ ·Δ(τ,ψ(σ,ψ(τ, ε)))2 = 1.
Recall that Δ(τ,ψ(τ, ε)) = 1. Hence, the identity Δ(σ,ψ(τ, ε))1−τ = Δ(τ,ψ(σ, ε))τ−1 gives
Δ
(
τ,ψ(σ, ε)
)τ−1 ·Δ(σ,ψ(τ,ψ(τ, ε)))−2 ·Δ(τ,ψ(σ,ψ(τ, ε)))2 = 1.
The lemma follows immediately. 
Now we define another subgroup of C. Recall that Lemma 3.10 states that tσ (·) is a homo-
morphism D′ → {−1,1} for every σ ∈ G.
Definition 3.11. Let D′′ be the intersection of the kernels of the homomorphisms tσ (·) :D′ →
{−1,1} for all σ ∈ G.
Remark 3.12. Notice that D′′ is the subgroup of all units in C satisfying all conditions of Propo-
sition 2.6, in other words D′′ = C ∩ (K2J ∪ 2K2J ).
Lemma 3.13. Let 2l = [k : Q]. Then
[D′ : D′′] = 2c,
where c l − 1 if √−1 ∈ k, c l if √−1 /∈ k and k is imaginary, and c l + 1 if k is real.
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that if k is imaginary and τ1 is the complex conjugation then tτ1(ε) = 1 for all ε ∈ C. 
4. The divisibility of [E :C] by a power of 2
In this section we introduce the main results of this text.
Lemma 4.1. Let ε ∈ C. If there is γ ∈ KJ such that ε = γ 2 or ε = 2γ 2, then ξε defined by
ξε(σ ) = γ 1−σ is a character on Gal(KJ /k), i.e., ξε : Gal(KJ /k) → {−1,1} is a homomorphism,
and γ ∈ k if and only if ξε is the principal character. Moreover,
ξ˜ :C ∩ (K2J ∪ 2K2J )→ ̂Gal(KJ /k),
where ξ˜ (ε) = ξε , is a homomorphism, i.e., ξεη(σ ) = ξε(σ )ξη(σ ) for all ε, η ∈ C ∩ (K2J ∪ 2K2J )
and for any σ ∈ G.
Proof. The lemma follows immediately from 1 − στ = (1 − σ)+ (1 − τ)σ . 
Theorem 4.2. Let n = #J and 2l = [k : Q].
(i) If k is real then
22
l−n−l2−l−3 | [E : C].
(ii) If k is imaginary and √−1 /∈ k then
22
l−1−n−l2−l−1 | [E : C].
(iii) If √−1 ∈ k then
22
l−1−n−l2−l | [E : C].
Proof. Let D′′′ = C ∩ (k2 ∪ 2k2), i.e. D′′′ consists of all ε ∈ C of the form ε = η2 or ε = 2η2
for a suitable η ∈ k. Recall that from Lemma 4.1 and the definitions of D′′ and D′′′ it follows
that [D′′ : D′′′] = 2d, where d  n− l. Moreover, using Lemmas 3.5, 3.9 and 3.13 we know that
[C : D′′′] = [C : D] · [D : D′] · [D′ : D′′] · [D′′ : D′′′] = 2a+b+c+d , where
a + b + c + d 
⎧⎪⎨
⎪⎩
l2 + n+ l + 1 if k is real,
l2 + n+ l − 1 if k is imaginary and √−1 /∈ k,
l2 + n+ l − 2 if √−1 ∈ k.
From the definition of E and D′′′ we know that rankE = rankD′′′. Each unit in D′′′ is of the
form η2 or 2η2 for a suitable η ∈ k. Since (2η2) ·(2ϑ2) = (2ηϑ)2 is again a square, there is a basis
of D′′′ where all elements but at most one are squares. Therefore we have 22l−2 | [E : D′′′] if k is
real and 22l−1−2 | [E : D′′′] if k is imaginary. The theorem follows using [E : C] = [E:D′′′]′′′ . [C:D ]
1090 Z. Polický / Journal of Number Theory 128 (2008) 1074–1090Putting together Proposition 1.4 and Theorem 4.2 we obtain a lower bound for the divisibility
of the class number h+ by a power of 2. A very explicit special case of this result is given by the
following example.
Example 4.3. Let us denote n = #J. Let us suppose k = KJ and #{p ∈ J ; p < 0} > 1. Then
[E : C] = 22n−2−n ·Qh+,
which can be obtained in the same way as in [1] (see Theorem 1 and Remark below its proof).
Then Theorem 4.2 gives
22
n−1−2n−n2 | [E : C]
and consequently
22
n−2−n−n2−1 | h+
because Q | 2.
Acknowledgment
The author would like to thank Radan Kucˇera for useful discussions and many remarks which
improved this text.
References
[1] R. Kucˇera, On the Stickelberger ideal and circular units of a compositum of quadratic fields, J. Number Theory 56
(1996) 139–166.
[2] W. Sinnott, On the Stickelberger ideal and circular units of an abelian field, Invent. Math. 62 (1980) 181–234.
