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THE CYCLIC THEORY OF HOPF ALGEBROIDS
NIELS KOWALZIG AND HESSEL POSTHUMA
ABSTRACT. We give a systematic description of the cyclic cohomology theory of
Hopf algebroids in terms of its associated category of modules. Then we intro-
duce a dual cyclic homology theory by applying cyclic duality to the underlying
cocyclic object. We derive general structure theorems for these theories in the spe-
cial cases of commutative and cocommutative Hopf algebroids. Finally, we com-
pute the cyclic theory in examples associated to Lie-Rinehart algebras and e´tale
groupoids.
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INTRODUCTION
In geometry, groupoids are a joint generalisation of both spaces and groups. As
such they provide a generalised symmetry concept that has found many applica-
tions in the theory of foliations, group actions, etc. In particular, the cohomology of
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the classifying spaces of (Lie) groupoids are the natural domain for the character-
istic classes associated to such geometric structures. Symmetries in noncommuta-
tive geometry, i.e. the noncommutative analogue of group actions, are encoded by
the action or coaction of some Hopf algebra on some algebra or coalgebra, which
plays the roˆle of a “noncommutative space”.
Hopf algebroids are the noncommutative generalisation of groupoids and as such
provide a concept of generalised symmetries in noncommutative geometry: they
generalise Hopf algebras to noncommutative base algebras. However, there exists
more than one definition. Originally introduced as cogroupoid objects in the cate-
gory of commutative algebras (see e.g. [Ra]), the main difficulty of defining Hopf
algebroids stems from the fact that the involved tensor category of bimodules is
not symmetric, so that a straightforward generalisation of the corresponding no-
tion for Hopf algebras does not make sense.
Thinking of a Hopf algebra as a bialgebra equipped with an antipode, the first
step, the generalisation to so-called bialgebroids (or ×A-bialgebras) is unambiguous:
this is a bialgebra object in the tensor category of bimodules over a (noncommuta-
tive) base algebra (cf. [S, T, Lu, Sch1, X2, BrzMi]).
Approaches begin to differ when adding the antipode. The first general defini-
tion appeared in [Lu], where an auxiliary structure (a section of a certain projection
map) was needed. Motivated by cyclic cohomology, as we discuss below, a closely
related notion of para-Hopf algebroid was introduced in [KR3].
In this paper we will consider the alternative definition of [BSz, B1], which,
roughly speaking, consists of introducing two bialgebroid structures on a given
algebra, called left and right bialgebroid (cf. [KadSz]), and views the antipode as
mapping the left structure to the right one. This setup avoids the somewhat ad hoc
choice of a section and makes the definition completely symmetric. Also we will
show in §3 that Lie groupoids and Lie algebroids (or rather Lie-Rinehart algebras)
lead to natural examples of such structures. However, the immediate generalisa-
tion of a Hopf algebra to a noncommutative base ring is, strictly speaking, rather
given by a ×A-Hopf algebra [Sch2], while Hopf algebroids in the sense of [BSz, B1]
generalise Hopf algebras equipped with a character (i.e. with a possibly “twisted”
antipode [Cr3, CM2]). For reasons to be explained in Remark 3.12, we will refer to
×A-Hopf algebras as left Hopf algebroids.
Cyclic cohomology for Hopf algebras, Hopf-cyclic cohomology, is the noncom-
mutative analogue of Lie algebra homology (which is recovered when applied to
universal enveloping algebras of Lie algebras). It was launched in the work of
Connes and Moscovici [CM1] on the transversal index theorem for foliations and
defined in general in [Cr3] (cf. also [CM2]). A universal framework suited to de-
scribe all examples of cyclic (co)homology arising fromHopf algebras (up to cyclic
duality) was given in [Kay], based on a construction of para-(co)cyclic objects in
symmetric monoidal categories in terms of (co)monoids.
The generalisation of Hopf-cyclic cohomology to noncommutative base rings,
i.e. to Hopf algebroids, has been less explored. For instance, the general machin-
ery from [Kay] does not apply to this context (because the relevant category of
modules is not symmetric and in general not even braided). It appeared for the
first time in the particular example of the “extended” Hopf algebra governing the
transversal geometry of foliations in [CM3]. In this context, certain bialgebroids (in
fact, left Hopf algebroids) carrying a cocyclic structure arise naturally. Extending
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this construction to general Hopf algebroids is not straightforward: for example,
the notion of Hopf algebroid in [Lu] is not well-suited to the problem. This led in
[KR3] to the definition of para-Hopf algebroids, in which the antipode of [Lu] is
replaced by a para-antipode. Its axioms are principally designed for the cocyclic
structure to be well-defined adapting the Hopf algebra case. However, the re-
sulting para-antipode axioms appear quite complicated and do not resemble the
original symmetric Hopf algebra axioms. In particular, guessing an antipode (and
hence the cyclic operator) in concrete examples remains intricate.
In [BS¸] a general cyclic theory for bialgebroids and leftHopf algebroids (in terms
of so-called (co)monads) is developed that works in an arbitrary category, and
hence embraces the construction in [Kay] for symmetric monoidal categories.
In this paper we shall show that the cyclic cohomology theory for Hopf alge-
broids in the sense of [BSz, B1] is actually naturally defined and explain how it fits
into the monoidal category of modules and the cyclic cohomology of coalgebras,
generalising the corresponding Hopf algebra approach from [Cr3, CM2].
Besides the cyclic cohomology, we develop a dual cyclic homology theory by,
roughly speaking, applying cyclic duality to the underlying cocyclic object. This
generalises the dual theory for Hopf algebras [Cr2, KR1] and is more related to a
certain category of comodules (over one of the underlying bialgebroid structures).
It should be stressed that this homology theory is not simply the Hom-dual of the
cohomology theory mentioned above; it can give interesting results even when
the cyclic cohomology is trivial, cf. §3.2 for an example. Generally, in each of the
classes of examples we consider, one of the two cyclic theories does not furnish
new information compared to the respective Hochschild theory, whereas the other
one does. However, these examples are in some sense “extremal” with respect to
primitive and (weakly) grouplike elements—we do not pursue this any further here.
Outline. This paper is set up as follows: in §1 we review the definition of a Hopf
algebroid as in [B1, BSz] and give a brief description of the associated monoidal
categories of modules and comodules. We then give a systematic derivation of
the cyclic cohomology complexes using coinvariant localisation in the category
of modules over the Hopf algebroid (§2.1 and §2.2). The dual homology is con-
structed in §2.3 by applying the notion of duality in Connes’ cyclic category, after
the cochain spaces have been mapped isomorphically into the category of certain
comodules by means of a Hopf-Galois map (cf. [Sch2]) associated to the Hopf alge-
broid.
The remainder of section 2 is devoted to some ramifications of the theory. We
identify the Hochschild theory as certain derived functors (§2.5) and prove struc-
ture theorems which allow to express the cyclic theory of commutative and co-
commutative Hopf algebroid in terms of their respective Hochschild theory (§2.6).
This generalises a similar approach for Hopf algebras [KR1].
Section 3 is devoted to examples: we discuss Hopf algebroids arising from e´tale
groupoids, Lie-Rinehart algebras (or Lie algebroids), and jet spaces of Lie-Rinehart
algebras. In all these examples, the left bialgebroid structure has been described
before in the literature, and we add both the right structure and the antipode.
For Lie-Rinehart algebras this leads to the following remarkable conclusion: the
universal enveloping algebra of a Lie-Rinehart algebra has a canonical left Hopf
algebroid structure (in particular it is a left bialgebroid), and a full Hopf algebroid
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structure depends on the choice of a certain flat right connection (cf. [H2]) on the
base algebra. However, its dual jet space does carry a Hopf algebroid structure,
free of choices.
Finally, we compute the cyclic homology and cohomology in all these exam-
ples and find that it generalises well-known Lie groupoid and Lie algebroid resp.
Lie-Rinehart homology and cohomology theories. In particular, it generalises cor-
responding results in Hopf algebra theory [CM1, Cr2, Cr3, KR1].
Acknowledgements.Wewould like to thank Andrew Baker, Gabriella Bo¨hm, and
Marius Crainic for stimulating discussions and comments. This researchwas sup-
ported by NWO through the GQT cluster (N.K.) and a Veni grant (H.P.).
1. HOPF ALGEBROIDS
1.1. Preliminaries. In this paper, the term “ring” always means “unital and as-
sociative ring”, and we fix a commutative ground ring k. Throughout the paper,
we work in the symmetric monoidal category of k-modules. For a k-algebra A,
its opposite is denoted by Aop, the enveloping algebra by Ae := A ⊗k A
op, and
the category of left A-modules by Mod(A). The category of Ae-modules, that is,
(A, A)-bimodules with symmetric action of k, is monoidal by means of the tensor
product ⊗A over A. An A-algebra is a monoid in this category, i.e. an (A, A)-
bimodule U equipped with (A, A)-bimodule morphisms µ : U ⊗A U → A and
η : A → U satisfying the usual associativity and unitality axioms. Likewise, the
notion of an A-coalgebra is defined as a comonoid in the category of Ae-modules.
These notions also appear under the name A-ring and A-coring in the literature,
see e.g. [B3, BrzWi].
1.2. Bialgebroids. (cf. [T]) Bialgebroids are a generalisation of bialgebras. An im-
portant subtlety is that the algebra and coalgebra structure are defined in different
monoidal categories. Let A and H be (unital) k-algebras, and suppose we have
homomorphisms s:A→H and t:Aop→H whose images commute in H: this struc-
ture is equivalent to the structure of an Ae-algebra on H. Such objects are also
called (s, t)-rings over A, whereas s and t are referred to as source and targetmaps.
Multiplication in H from the left equips H with the following (A, A)-bimodule
structure
(1.1) a1 · h · a2 := s(a1)t(a2)h, a1, a2 ∈ A, h ∈ H.
With respect to this bimodule structure we define the tensor product ⊗A. Inside
H⊗AH, there is a subspace called the Takeuchi product:
H×A H := {∑i hi ⊗A h
′
i ∈ H⊗A H | ∑i hitl(a)⊗ h
′
i = ∑i hi ⊗ h
′
isl(a), ∀a ∈ A}.
This is a unital algebra via factorwise multiplication and even an (s, t)-ring again.
Definition 1.1. Let Al be a k-algebra. A left bialgebroid over Al or Al-bialgebroid is an
(sl , tl)-ringHl equipped with the structure of an Al-coalgebra (∆l , ǫl)with respect
to the (Al , Al)-bimodule structure (1.1), subject to the following conditions:
i) the (left) coproduct ∆l : Hl → Hl ⊗Al Hl maps intoHl ×Al Hl and defines
a morphism ∆l : Hl → Hl ×Al Hl of unital k-algebras;
ii) the (left) counit has the property
ǫl(hh
′) = ǫl(hsl(ǫlh
′)) = ǫl(htl(ǫlh
′)), for all h, h′ ∈ Hl .
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We shall indicate such a left bialgebroid by (Hl , Al , sl , tl ,∆l , ǫl), or simply byHl .
Given any (s, t)-ringH, besides the (A, A)-bimodule structure (1.1), one could
choose the one coming from the right action of H on itself:
(1.2) a1 · h · a2 := ht(a1)s(a2), a1, a2 ∈ A, h ∈ H.
Proceeding analogously as above, this leads to the notion of a right bialgebroid
(Hr, Ar, sr, tr,∆r, ǫr), where the underlying algebra is denoted by Ar. We shall not
write out the details, but rather refer to [KadSz, B3]. For example, the correspond-
ing right counit ǫr : Hr → Ar satisfies in this case
ǫr(hh
′) = ǫr(sr(ǫrh)h
′) = ǫr(tr(ǫrh)h
′), for all h, h′ ∈ Hr.
We will use Sweedler notation with subscripts ∆l(h) = h(1) ⊗ h(2) for left coprod-
ucts, whereas right coproducts are indicated by superscripts: ∆r(h) = h(1) ⊗ h(2).
1.3. Hopf algebroids. A Hopf algebroid is now, roughly speaking, an algebra
equipped with a left and a right bialgebroid structure together with an antipode
mapping from the left bialgebroid to the right. This idea leads to the following
definition:
Definition 1.2 (cf. [BSz]). A Hopf algebroid is given by a triple (Hl ,Hr, S), where
Hl = (Hl , Al , sl , tl,∆l , ǫl) is a left Al-bialgebroid and Hr = (Hr, Ar, sr , tr,∆r, ǫr) is
a right Ar-bialgebroid on the same k-algebraH, and S : H → H is a k-module map
subject to the conditions:
i) the images of sl and tr, as well as tl and sr , coincide:
(1.3) slǫltr = tr, tlǫlsrr = sr , srǫrtl = tl , trǫrsl = sl ;
ii) twisted coassociativity holds:
(1.4) (∆l ⊗ idH)∆r = (idH ⊗∆r)∆l and (∆r ⊗ idH)∆l = (idH⊗∆l)∆r;
iii) for all a1 ∈ Al , a2 ∈ Ar and h ∈ H we have
S(tl(a1)htr(a2)) = sr(a2)S(h)sl(a1);
iv) the antipode axioms are fulfilled:
(1.5) µH(S⊗ idH)∆l = srǫr and µH(idH ⊗S)∆r = slǫl ,
where µH denotes multiplication inH.
Although we do not need this for all constructions in this paper, we shall from
now on assume that the antipode S is invertible.
Remark 1.3. The axioms above have the following implications (cf. [BSz, B3]):
i) Applying ǫr to the first two and ǫl to the second pair of identities in (1.3),
one obtains that Al and Ar are anti-isomorphic as k-algebras, i.e.,
(1.6)
φ := ǫr ◦ sl : A
op
l
∼=
−→ Ar, φ−1 := ǫl ◦ tr : Ar
∼=
−→ Aopl ,
θ := ǫr ◦ tl : Al
∼=
−→ Aopr , θ
−1 := ǫl ◦ sr : A
op
r
∼=
−→ Al .
When S2 = id, i.e., when the antipode is involutive, it follows from (1.8)
below that θ = φ, so there is a canonical way to identify Aopl with Ar .
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ii) The antipode is an anti-algebra and anti-coalgebra morphism (between
different coalgebras) and satisfies
(1.7) tw ◦ (S⊗ S)∆l = ∆rS, tw ◦ (S⊗ S)∆r = ∆lS,
where tw : H⊗k H → H⊗k H is the tensor flip permuting the two factors
(one can check that the maps above do respect the (Al , Al)-, resp. (Ar, Ar)-
bimodule structure). Likewise, one has for the inverse:
tw ◦ (S−1⊗ S−1)∆l = ∆rS
−1, tw ◦ (S−1⊗ S−1)∆r = ∆lS
−1.
iii) We have the identities
(1.8)
srǫrsl = Ssl slǫlsr = Ssr srǫr tl = S
−1sl slǫl tr = S
−1sr
trǫrsl = Stl tlǫlsr = Str trǫr tl = S
−1tl tlǫl tr = S
−1tr
ǫrslǫl = ǫrS ǫlsrǫr = ǫlS ǫr tlǫl = ǫrS
−1 ǫl trǫr = ǫlS
−1.
We now collect a list of basic identities involving the antipode, the multiplication
and the (left or right) comultiplication that we need later in explicit computations.
All can be verified directly from the axioms.
Lemma 1.4. For a Hopf algebroid H with invertible antipode, the following identities
hold true:
µH(S⊗ slǫl)∆l = S, µH(srǫr ⊗ S)∆r = S,
µHop(S
2 ⊗ tlǫlS
2)∆l = S
2, µHop(trǫrS
2 ⊗ S2)∆r = S2,
µHop(S
2 ⊗ S)∆l = trǫrS
2, µHop(S⊗ S
2)∆r = tlǫlS
2,
µHop(idH ⊗S
−1)∆l = trǫr, µHop(S
−1 ⊗ idH)∆r = tlǫl ,
µHop(tlǫl ⊗ S
−1)∆l = S
−1, µHop(S
−1 ⊗ trǫr)∆r = S−1,
µH(S
−1 ⊗ S−2)∆l = srǫrS
−2, µH(S
−2 ⊗ S−1)∆r = slǫlS
−2.
Here µHop is the multiplication in the opposite of H.
1.4. Modules and comodules. Let H = (Hl,Hr, S) be a Hopf algebroid. In this
section we discuss several categories of modules and comodules attached to H,
together with some basic properties.
1.4.1. Left modules. (cf. [Sch1]) A left module over H or left H-module M is sim-
ply a left module over the underlying k-algebra H. We denote the structure map
usually by (h,m) 7→ h ·m and the category of leftH-modules byMod(H). The left
bialgebroid structureHl induces the following structure on this category: first, us-
ing the left Ael -algebra structure, any module M ∈ Mod(H) carries an underlying
(Al , Al)-bimodule structure by
(1.9) a1 ·m · a2 := sl(a1) · tl(a2) ·m,
for all a1, a2 ∈ Al and m ∈ M. This defines a forgetful functor
Mod(H)→ Mod(Ael ).
Second, the left coproduct defines a monoidal structure on Mod(H) by (M,N) 7→
M⊗Al N, equipped with the H-module structure
(1.10) h · (m⊗ n) := h(1) ·m⊗ h(2) · n, h ∈ H, m ∈ M, n ∈ N.
The fundamental theorem of Schauenburg [Sch1, Thm. 5.1] states that conversely
such tensor structure on Mod(H) is equivalent to a left bialgebroid structure on
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H. The unit object in Mod(H) is given by Al with left H-action defined by H →
Endk(Al), h 7→ {a 7→ ǫl(hsl(a))}. With this,Mod(H) is a monoidal tensor category.
1.4.2. Right modules. The category of rightH-modules has a similar tensor structure
by exploring the right bialgebroid structure. Its unit object is given by Ar equipped
with a rightH-module structure induced by the right counit: H → Endk(Ar), h 7→
{a 7→ ǫr(sr(a)h)}. We write Mod(Hop) for this tensor category. The antipode de-
fines a functor from Mod(H) to Mod(Hop) because it is an anti-homomorphism.
When it is involutive, this is obviously an equivalence of categories.
1.4.3. Coinvariant localisation. There is an important functor (−)coinv : Mod(H) →
Mod(k) from the category of leftH-modules into the category of k-modules called
coinvariant localisation, defined by
Mcoinv := Ar ⊗H M,
for M ∈ Mod(H). Equivalently, Mcoinv ∼= M/Ir, with Ir the k-module of coinvari-
ants given by
Ir := spank{ǫr(h) ·m− h ·m, h ∈ H, m ∈ M},
where the (Ar, Ar)-bimodule structure on M is defined by (1.9) via θ−1 :Ar→A
op
l .
Lemma 1.5 (Partial Integration). Let H be a Hopf algebroid as before, and M,N ∈
Mod(H). In M⊗Al N one has the identity
h ·m⊗ n ≡ m⊗ (Sh) · n mod Ir,
for all m ∈ M, n ∈ N and h ∈ H.
Proof. First observe that the induced (Ar, Ar)-bimodule structure on M ⊗Al N
reads
a1 · (m⊗ n) · a2 := S(sra2) ·m⊗ sr(a1) · n,
for a1, a2 ∈ Ar and m ∈ M, n ∈ N. Then one has
m⊗ (Sh) · n = m⊗
(
srǫr(h(1))Sh(2)
)
· n by Lemma 1.4,
= ǫr(h(1)) ·
(
m⊗ (Sh(2)) · n
)
≡ h(1) ·
(
m⊗ (Sh(2)) · n
)
mod Ir
= h(1) ·m⊗ h
(1)
(2)
·
(
Sh
(2)
(2)
· n
)
by twisted coassociativity (1.4),
= h(1) ·m⊗ ǫl(h(2)) · n by (1.5),
=
(
tlǫl(h(2))h(1)
)
·m⊗A n
= h ·m⊗A n,
where the last identity is one of the comonoid identities of a left bialgebroid. 
ConsideringH as a module over itself with respect to left multiplication, we get
Proposition 1.6. For M ∈ Mod(H), there is a canonical isomorphism of k-modules
(H⊗Al M)coinv
∼=
−→ M,
given by
(1.11) h⊗m 7−→ (Sh) ·m.
Proof. Consider the map M→ (H⊗Al M)coinv induced by m 7→ 1⊗m. This clearly
defines a right inverse to (1.11). By the previous lemma it is also a left inverse. 
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1.4.4. Right and left comodules over Hr. (cf. [Sch1, B2, BrzWi]) A right comodule
over the underlying right bialgebroidHr is a right Ar-module M equipped with a
right Ar-module map
∆M : M → M⊗Ar H, m 7→ m
(0) ⊗m(1),
satisfying the usual axioms for a coaction, where the involved (Ar, Ar)-bimodule
structure onHr is given by (1.2). We denote the category of rightHr-comodules by
ComodR(Hr). Any object M ∈ ComodR(Hr) carries, besides the right Ar-module
structure denoted (m, a) 7→m · a, a commuting left Ar-module structure defined by
(1.12) a ·m := m(0) · ǫr(sr(a)m
(1)), a ∈ Ar.
This yields a forgetful functor ComodR(Hr)→ Mod(Aer ). The categoryComodR(Hr)
is monoidal with tensor structure (M,N) 7→ M⊗Ar N equipped with the comod-
ule structure
(1.13) m⊗ n 7→ m(0) ⊗ n(0) ⊗m(1)n(1).
The unit is given by Ar ∈ ComodR(Hr) equipped with coaction a 7→ 1⊗ sr(a).
A left comodule N over Hr is defined similarly as a left Ar-module equipped
with a morphism ∆N : N → H⊗Ar N, n 7→ n
(−1)⊗ n(0) of left Ar-modules, where
as before Hr is an (Ar, Ar)-bimodule by means of (1.2). Similarly as for right Hr-
comodules, this leads to a monoidal category ComodL(Hr) with unit Ar equipped
with the coaction a 7→ tr(a)⊗ 1.
1.4.5. Comodules over Hl . Likewise, the underlying left bialgebroid Hl has associ-
ated categories of left and right comodules which we will denote by ComodL(Hl)
and ComodR(Hl), respectively. They have analogous structures as the category
ComodR(Hr) above. For left and right Hl-coactions, we shall use an analogous
Sweedler notation as above, but with lower indices.
1.4.6. The cotensor product and invariants. The cotensor product (cf. [EMo]) of a right
Hr-comodule M and a leftHr-comodule M′ is defined as
M HrM
′ := ker(∆M ⊗ idM′ − idM⊗∆M′) ⊂ M⊗Ar M
′.
With this, the space of invariants of a, say, right Hr-comodule M is defined to be
Minv := M HrAr .
There is a canonical embedding Minv ⊂ M as the subspace
Minv ∼= {m ∈ M | ∆M(m) = m⊗ 1}.
Likewise, one defines invariants for a, say, leftHl-comodule N asN
inv=Al HlN
∼=
{n ∈ N | ∆N(n) = 1⊗ n}. The dual statement to Proposition 1.6 for these two
kinds of invariants is now given by
Proposition 1.7. Let M ∈ ComodR(Hr), and consider M⊗Ar H as a rightHr-comodule
by means of the right coproduct in H and the coaction (1.13). Then one has a canonical
isomorphism of k-modules
M
∼=
−→ (M⊗Ar H)
inv, m 7→ m(0)⊗ S(m(1)).
Similarly, for N ∈ ComodL(Hl),
N
∼=
−→ (H⊗Al N)
inv, n 7→ S(n(−1))⊗ n(0),
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where H⊗Al N is considered as a left Hl-comodule by means of the left coproduct in H
and the monoidal structure of ComodL(Hl) which is analogous to (1.13).
Proof. It is not difficult to see that both maps indeed map into the space of invari-
ants with respect to the coaction (1.13) and its analogue for ComodL(Hl), respec-
tively. To show that they are isomorphisms, define the two maps
M⊗Ar H → M, m⊗ h 7→ m · θ(ǫlh)
H⊗Al N → N, h⊗ n 7→ φ
−1(ǫrh) · n,(1.14)
for the first and the second case, respectively, where φ and θ are as in (1.6). Clearly,
these define inverses for the respective maps above. 
Remark 1.8. For a left Al-module N, the tensor product H ⊗Al N is a left Hl-
comodule by the coaction ∆l ⊗ idN . Since the space of invariants of H as a left
Hl-comodule is precisely given by Al , we have the standard isomorphism
(1.15) N ∼= Al Hl (H⊗Al N), n 7→ 1⊗ n,
with inverse as in (1.14).
Remark 1.9. In each of the tensor categories discussed in this section, the Hopf
algebroid itself defines a canonical object, by either the product or (left or right)
coproduct. This defines six—a priori different—bimodule structures onH:
i) H is a left module over itself. As an object in Mod(H), this leads to the
(Al , Al)-bimodule structure (1.1).
ii) H is a right module over itself. This leads to the (Ar, Ar)-bimodule struc-
ture given by (1.2).
iii) H is a right Hr-comodule via the right comultiplication, i.e. an object in
ComodR(Hr). In this case, (1.12) leads to the (Ar, Ar)-bimodule structure
(1.16) a1 · h · a2 := sr(a1)hsr(a2).
iv) As a left comodule over Hr using ∆r, we get the (Ar, Ar)-bimodule struc-
ture a1 · h · a2 := tr(a2)htr(a1).
v) The left comultiplication gives a right comodule structure on H over Hl .
The associated (Al , Al)-bimodule structure reads a1 · h · a2 := tl(a2)htl(a1).
vi) Finally, H is a left comodule over Hl using ∆l . Similar to iii), this leads to
the (Al , Al)-bimodule structure a1 · h · a2 := sl(a1)hsl(a2).
2. THE CYCLIC THEORY
2.1. Hopf-cyclic cohomology: the basic complexes. As before, let (Hl ,Hr, S) be
a Hopf algebroid. We consider H as a left module over itself, which induces the
(Al , Al)-bimodule structure (1.1). With this we define
Cn(H) := H⊗Al · · · ⊗Al H︸ ︷︷ ︸
n times
.
For n ≥ 1, define maps δi : C
n(H)→ Cn+1(H) by
(2.1) δi(h
1 ⊗ · · · ⊗ hn) :=


1⊗ h1 ⊗ · · · ⊗ hn if i = 0,
h1 ⊗ · · · ⊗ ∆lh
i ⊗ · · · ⊗ hn if 1 ≤ i ≤ n,
h1 ⊗ · · · ⊗ hn ⊗ 1 if i = n+ 1.
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For n = 0, put C0(H) := Al and define
(2.2) δi(a) :=
{
tl(a) if i = 0,
sl(a) if i = 1.
In the opposite direction we have codegeneracies σi : C
n(H)→ Cn−1(H) given by
(2.3) σi(h
1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ ǫl(h
i+1) · hi+2⊗ · · · ⊗ hn, 0 ≤ i ≤ n− 1.
One easily verifies that (δ•, σ•) equip C•(H) with the structure of a cosimplicial
space which only depends on the underlying left bialgebroid structure of H. For
further use, introduce as usual the Hochschild differential by b := ∑n+1i=0 (−1)
iδi.
Next, define the cyclic operator τn : C
n(H)→ Cn(H) by
(2.4) τn(h
1 ⊗ · · · ⊗ hn) = (Sh1) · (h2 ⊗ · · · ⊗ hn ⊗ 1),
where the H-module structure on Cn(H) is given as in (1.10).
Theorem 2.1. For a Hopf algebroid (Hl ,Hr, S) the formulae above give C
•(H) the struc-
ture of a cocyclic module if and only if S2 = id. More specifically,
τn+1n (h
1 ⊗ · · · ⊗ hn) = S2(h1)⊗ · · · ⊗ S2(hn).
Remark 2.2. This theorem was first proved by Connes and Moscovici in [CM3]
in a special case using a characteristic map associated to a faithful trace. A more
general version (for the if-direction) appeared in [KR3] for so-called para-Hopf
algebroids.
2.2. The approach via coinvariants. In this section we will prove Theorem 2.1 us-
ing coinvariant localisation. This approach is inspired by the analogous procedure
for Hopf algebras as in [Cr3].
Let us first define the fundamental cocyclic module associated to a Hopf alge-
broid arising from its underlying left bialgebroid structure: define the k-module
Bn(H) := Ar ⊗Ael C
n+1(H).
Here, the right Ael -module structure on Ar is given using θ : Al → A
op
r , whereas
the left Ael -module structure on C
n+1(H) is defined using sl and t
′
l := tl ◦ θ
−1 ◦ φ:
the k-module Bn(H) is isomorphic to a quotient of Cn+1(H) by the k-module In ⊂
Cn+1(H) defined by
In := span{sl(a)h
0 ⊗ · · · ⊗ hn − h0 ⊗ · · · ⊗ t′l(a)h
n, a ∈ Al , h
i ∈ H}.
When S2 = id, and therefore θ = φ, the right hand side is the cyclic tensor product
(cf. [Q1]) of H in the category of (Al , Al)-bimodules with respect to the bimodule
structure induced by the forgetful functorMod(H)→ Mod(Ael ).
Define the coface, codegeneracy, and cocyclic operators on Bn(H) as follows:
δi(h
0 ⊗ h1 ⊗ · · · ⊗ hn) =
{
h0 ⊗ · · · ⊗ ∆lh
i ⊗ · · · ⊗ hn if 0 ≤ i ≤ n,
h0
(2)
⊗ h1 ⊗ · · · ⊗ S2(h0
(1)
) if i = n+ 1,
σi(h
0 ⊗ h1 ⊗ · · · ⊗ hn) = h0 ⊗ · · · ⊗ hi · ǫl(h
i+1)⊗ · · · ⊗ hn, 0 ≤ i ≤ n− 1,
τn(h
0 ⊗ h1 ⊗ · · · ⊗ hn) = h1 ⊗ h2 ⊗ · · · ⊗ hn ⊗ S2(h0).
(2.5)
It is easy to verify that with these structure maps B•(H) is a para-cocyclic module,
which is cocyclic if and only if S2 = id. In this case this is just the canonical cocyclic
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module associated to the Al-coalgebra (Hl ,∆l , ǫl) arising from the underlying left
bialgebroid structure, and to which we will refer asH•coalg,♮. Likewise, the underly-
ing right bialgebroid gives rise to a similar construction by means of (Hr,∆r, ǫr).
On the other hand, we have Cn+1(H) ∈ Mod(H), and we can apply the functor
of coinvariants to get Cn+1(H)coinv ∼= Cn(H) by Proposition 1.6. Explicitly, this
isomorphism is implemented by the maps
Cn(H)
Φcoinv
//
Cn+1(H),
Ψcoinv
oo
given by
Φcoinv(h
1 ⊗ · · · ⊗ hn) := 1⊗ h1 ⊗ · · · ⊗ hn,(2.6)
Ψcoinv(h
0 ⊗ · · · ⊗ hn) := S(h0) ·
(
h1 ⊗ · · · ⊗ hn
)
.(2.7)
Now observe that In ⊆ ker(Ψcoinv), so that we have a diagram
Cn(H)
Φcoinv
// Cn+1(H)
π
yyss
ss
ss
ss
s
Bn(H)
Ψcoinv
ddIIIIIIIII
where π denotes the canonical projection and Ψcoinv the induced map.
Proposition 2.3. The morphism Ψcoinv intertwines the maps δi, σi, and τn from (2.1)–
(2.4) with the respective ones from (2.5).
Proof. Consider first the cyclic operator
τnΨcoinv(h0 ⊗ h1 ⊗ · · · ⊗ hn) = τn
(
S(h0) · (h1 ⊗ · · · ⊗ hn)
)
= S
(
(Sh0)(1)h1
)
·
(
(Sh0)(2)h2 ⊗ · · · ⊗ (Sh)(n)hn ⊗ 1
)
= S(h1) · S
2(h
(n)
0 ) ·
(
S(h
(n−1)
0 )h2 ⊗ · · · ⊗ S(h
(1)
0 )hn ⊗ 1
)
,
where we used that Cn(H) ∈ Mod(H) with the module structure on tensor prod-
ucts given by (1.10), as well as the fact that the antipode S is an anti-algebra ho-
momorphism. On the other hand,
Ψcoinvτn
(
h0 ⊗ h
1 ⊗ · · · ⊗ hn
)
= S(h1) ·
(
h2 ⊗ · · · ⊗ hn ⊗ S
2h0
)
.
The statement therefore follows from the following:
Lemma 2.4. In Cn(H) the following identity holds:
S2(h
(n)
0 ) ·
(
S(h
(n−1)
0 )h1 ⊗ · · · ⊗ S(h
(1)
0 )hn−1 ⊗ 1
)
= h1 ⊗ · · · ⊗ hn−1 ⊗ S
2h0.
Proof. This is proved by induction: first, for n = 2 we have by the right comonoid
identities, (1.4), (1.8), and (1.5) for any h1, h ∈ H in C
2(H)
h1 ⊗ Sh = h1 ⊗ S
(
h(1)sr(ǫrh
(2))
)
= tlǫl(Sh
(2))h1 ⊗ Sh
(1)
= srǫrh
(2)h1 ⊗ Sh
(1)
= Sh
(2)
(1)
h
(2)
(2)
h1 ⊗ Sh
(1) = Sh
(2)
(1)
h(2)h1 ⊗ Sh
(1)
(1)
.
(2.8)
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Applying this identity to h := Sh0 proves the case n = 2. Assume now that the
identity holds for n− 1. Then we have, using (1.4), (1.8), and (1.5),
h1⊗ · · · ⊗ hn ⊗ S
2h0 = h1 ⊗
(
S2(h
(n)
0 ) ·
(
Sh
(n−1)
0 h2 ⊗ · · · ⊗ Sh
(1)
0 hn ⊗ 1
))
= h1 ⊗ slǫl(S
2h0
(n)
(1)
)S2h0
(n)
(2)
·
(
Sh
(n−1)
0 h2 ⊗ · · · ⊗ Sh
(1)
0 hn ⊗ 1
)
= srǫr(Sh0
(n)
(1)
)h1 ⊗ S
2h0
(n)
(2)
·
(
Sh
(n−1)
0 h2 ⊗ · · · ⊗ Sh
(1)
0 hn ⊗ 1
)
= S2(h0
(n+1)
(1)
)Sh
(n)
0 h2 ⊗ S
2h0
(n+1)
(2)
·
(
Sh
(n−1)
0 h2 ⊗ · · · ⊗ Sh
(1)
0 hn ⊗ 1
)
= S2(h
(n+1)
0 ) ·
(
Sh
(n)
0 h2 ⊗ · · · ⊗ Sh
(1)
0 hn+1 ⊗ 1
)
.
This completes the proof of the lemma. 
Remark 2.5. The identity (2.8) for h1 = 1 appears as an axiom in the definition of
a para-Hopf algebroid in [KR3].
Hence the proposition is proved. 
Proof. (of Theorem 2.1) Since Ψcoinv is surjective with right inverse Φcoinv, this proves
Theorem 2.1. 
Definition 2.6. In case S2 = id, we denote by H•♮ := C
•(H) the cocyclic module
equipped with the operators (2.1)–(2.4) and by (C•(H), b, B) its associated mixed
complex (cf. [C2, Kas1]). Its Hochschild and (periodic) cyclic cohomology groups
are denoted by HH•(H), HC•(H) and HP•(H), and referred to as Hopf-cyclic co-
homology groups.
Remark 2.7. One may think of the forgetful functorMod(H)→ Mod(Ael ) as com-
ing from the morphism of Hopf algebroids ι : Ael → H, a1 ⊗ a2 7→ sl(a1)tl(a2);
see Section 3.1 for the description of the Hopf algebroid structure of Ael . From this
point of view, Bn(H) is simply the coinvariant localisation of Cn+1(H) ∈ Mod(H)
with respect to Ael . On the other hand, one can also directly show that under
the projection Bn(H) → Cn+1(H)coinv induced by ι, the operators (2.5) descend to
well-defined maps on Cn+1(H)coinv, turning it into a cocyclic module.
2.3. Dual Hopf-cyclic homology.
2.3.1. The chain complexes. In this section we consider H as a right Hr-comodule
with (Ar, Ar)-bimodule structure (1.16) given by left and right multiplication with
sr(a), a ∈ Ar. Using the tensor structure of the category ComodR(Hr), we define
Cn(H) := H⊗Ar · · · ⊗Ar H︸ ︷︷ ︸
n times
.
Face and degeneracy operators can be introduced by
di(h
1 ⊗ · · · ⊗ hn) =


ǫr(h1) · h2 ⊗ · · · ⊗ hn if i = 0,
h1 ⊗ · · · ⊗ hihi+1⊗ · · · ⊗ hn if 1 ≤ i ≤ n− 1,
h1 ⊗ · · · ⊗ hn−1 · ǫr(S−1hn) if i = n,
si(h
1 ⊗ · · · ⊗ hn) =
{
1⊗ h1 ⊗ · · · ⊗ hn if i = 0,
h1 ⊗ · · · ⊗ hi ⊗ 1⊗ hi+1 ⊗ · · · ⊗ hn if 1 ≤ i ≤ n.
(2.9)
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Elements of degree zero (of Ar , that is) are mapped to zero, i.e., d0(a) = 0, a ∈ Ar .
To define a cyclic structure we assume the antipode S to be invertible and define
(2.10) tn(h
1 ⊗ · · · ⊗ hn) = S−1(h1(2) · · · h
n−1
(2)
hn)⊗ h1(1) ⊗ h
2
(1) ⊗ · · · ⊗ h
n−1
(1)
.
One easily verifies that this operator is well-defined. Below we shall prove that
these k-modules and maps are canonically isomorphic to the cyclic dual of the
cocyclic module C•(H) of §2.1. This also proves that C•(H) is indeed a cyclic
module.
2.3.2. Cyclic duality. (cf. [C1, Lo]) We recall the notion of cyclic duality. Let Λ de-
note Connes’ cyclic category. A cyclic module is a functor Λop → Mod(k), i.e. a
contravariant functor from Λ to Mod(k); whereas a cocyclic module is a functor
Λ → Mod(k). Remarkably, there is a canonical equivalence Λ ∼= Λop that allows
one to construct a cocyclic module out of a cyclic module and vice versa. Explicitly,
in the first direction this is done as follows: letY = (Y•, δ•, σ•, τ•) be a para-cocyclic
module with invertible operator τ. Its cyclic dual is defined to be Yˇ := (Yˇ•, d•, s•, t•)
where Yˇn := Yn in degree n and
di := σi−1 : Yˇn → Yˇn−1, 1 ≤ i ≤ n,
d0 := σn−1τn : Yˇn → Yˇn−1,
si := δi : Yˇn → Yˇn+1, 0 ≤ i ≤ n− 1,
tn := τ−1n : Yˇn → Yˇn.
It can be shown that Yˇ carries the structure of a para-cyclic object in the category
of k-modules and is cyclic if Y is cocyclic.
2.3.3. The Hopf-Galois map and cyclic duality. In this section we will prove that the
cyclic module dual to C•(H) is canonically isomorphic to C•(H). The explicit map
implementing this isomorphism is given by generalising the Hopf-Galois map
from [Sch2, Thm. 3.5] and its inverse from [BSz] for Hopf algebroids.
Lemma 2.8. For each n ≥ 0, the k-modules Cn(H) and Cn(H) are isomorphic by means
of theHopf-Galois map ϕn : Cn(H)→ Cn(H) defined inductively by ϕ1 := idH and
ϕn(h
1 ⊗ · · · ⊗ hn) := h1 ·
(
1⊗ ϕn−1(h
2 ⊗ · · · ⊗ hn)
)
, n ≥ 2.
For n = 0 one defines ϕ0 := φ : A
op
l → Ar.
Proof. The explicit formula for the Hopf-Galois map is given by
h1 ⊗ · · · ⊗ hn 7→ h1(1) ⊗ h
1
(2)h
2
(1) ⊗ h
1
(3)h
2
(2)h
3
(1) ⊗ · · · ⊗ h
1
(n)h
2
(n−1) · · · h
n−1
(2)
hn.
Define its inverse ϕ−1n : C
n(H)→ Cn(H) by
h1 ⊗ · · · ⊗ hn 7→ h
(1)
1 ⊗ S(h
(2)
1 )h
(1)
2 ⊗ S(h
(2)
2 )h
(1)
3 ⊗ · · · ⊗ S(h
(2)
n−1)hn.
To check that this is indeed an inverse, remark that one can decompose
ϕn+1 = (id⊗ϕn) (ϕ2 ⊗ id
⊗n−1) and ψn+1 = (ψ2 ⊗ id
⊗n−1) (id⊗ψn),
and one easily verifies by induction that ϕn+1 and ψn+1 are mutually inverse. 
To prove our main theorem about cyclic duality, we also need the inverses of the
cyclic operators on C•(H) and C•(H). Since we assume S to be invertible, we have:
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Lemma 2.9. Let n ≥ 1. The inverse of the cocyclic operator τn on Cn(H) in (2.4) is given
by
(2.11) τ−1n (h
1 ⊗ · · · ⊗ hn) = S−1(hn) · (1⊗ h1 ⊗ · · · ⊗ hn−1).
Likewise, the cyclic operator tn on Cn(H) has inverse given by
(2.12) t−1n (h1 ⊗ · · · ⊗ hn) = h
(1)
2 ⊗ · · · ⊗ h
(1)
n ⊗ S(h1h
(2)
2 · · · h
(2)
n )
Proof. This can be verified directly, but we shall use induction. For n = 1, by (2.11)
we have τ−11 = S
−1, and the statement is clear. For n ≥ 2, define the map
ϕ˜(h⊗ h′) := h(1)h
′ ⊗ h(2).
This defines a bijection of H⊗Al H ∈ ComodL(Hl) to C
2(H) ∈Mod(H), with in-
verse
ϕ˜−1(h⊗ h′) = h′
(2)
⊗ S−1(h′
(1)
)h.
With these maps, one has
τn+1 = (id
⊗n−1⊗ϕ˜) (τn ⊗ id)
τ−1n+1 = (τ
−1
n ⊗ id) (id
⊗n−1⊗ϕ˜−1).
This proves the first statement. As for the second part, introduce the maps
ψ˜(h⊗ h′) := h(2)h
′ ⊗ h(1)
ψ˜−1(h⊗ h′) := h′
(1)
⊗ S(h′
(2)
)h.
This time ψ˜maps the tensor productH⊗Ar H∈ComodR(Hr) to the tensor product
H⊗Ar H := H⊗k H/spank{t
r(a)h⊗k h
′ − h⊗k s
r(φθ−1(a))h′, a ∈ Ar},
and one easily checks that ψ˜−1 is its inverse, indeed. Then one has
tn+1 = (tn ⊗ id) (id
⊗n−1⊗ψ˜)
t−1n+1 = (id
⊗n−1⊗ψ˜−1) (t−1n ⊗ id),
and with this one proves the second equality. 
Theorem 2.10. LetH be a Hopf algebroid with invertible antipode. The Hopf-Galois map
ϕ : C•(H) → C•(H) identifies C•(H) as the cyclic dual of the para-cocyclic module
C•(H) of Theorem 2.1.
Proof. This is now a straightforward verification:
τ−1n ϕn(h
1 ⊗ · · · ⊗ hn) =
= τ−1n (h
1
(1) ⊗ h
1
(2)h
2
(1) ⊗ h
1
(3)h
2
(2)h
3
(1)⊗ · · · ⊗ h
1
(n)h
2
(n−1) · · · h
n−1
(2)
hn)
= S−1(h1(n) · · · h
n−1
(2)
hn) ·
(
1⊗ h1(1) ⊗ · · · ⊗ h
1
(n−1)h
2
(n−2) · · · h
n−1
(1)
)
,
and by coassociativity
ϕntn(h
1 ⊗ · · · ⊗ hn) = ϕn(S
−1(h1(2) · · · h
n−1
(2)
hn)⊗ h1(1) ⊗ h
2
(1) ⊗ · · · ⊗ h
n−1
(1)
)
= S−1(h1(2) · · · h
n−1
(2)
hn) ·
(
1⊗ ϕn−1
(
h1(1) ⊗ h
2
(1) ⊗ · · · ⊗ h
n−1
(1)
)
))
= S−1(h1(n) · · · h
n−1
(2)
hn) ·
(
1⊗ h1(1) ⊗ · · · ⊗ h
1
(n−1)h
2
(n−2) · · · h
n−1
(1)
)
.
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Hence, ϕn ◦ tn = τ−1n ◦ ϕn or equivalently tn = ψn ◦ τ
−1
n ◦ ϕn. In the same fashion,
σn−1τnϕn(h
1 ⊗ · · · ⊗ hn) = σn−1
(
S(h1(1)) ·
(
h1(2)h
2
(1) ⊗ · · · ⊗ h
1
(n) · · · h
n−1
(2)
hn ⊗ 1
))
= S(h1(1)) ·
(
h1(2)h
2
(1) ⊗ · · · ⊗ h
1
(n) · · · h
n−1
(2)
hn
)
=
(
S(h1(1))h
1
(2)h
2
)
·
(
1⊗ ϕn−2(h
3 ⊗ · · · ⊗ hn)
)
=
(
srǫr(h
1)h2
)
·
(
1⊗ ϕn−2(h
3 ⊗ · · · ⊗ hn)
)
= ϕn−1d0(h
1 ⊗ · · · ⊗ hn).
The remaining identities are left to the reader. 
Corollary 2.11. C•(H) is para-cyclic, and cyclic if and only if S2 = id.
Definition 2.12. In case S2 = id, let H♮• := C•(H) denote the cyclic module
equipped with the operators (2.9)–(2.10). Its respective Hochschild and (periodic)
cyclic homology groups are denoted by HH•(H), HC•(H) and HP•(H), and re-
ferred to as dual Hopf-cyclic homology groups.
2.4. The approach via invariants. As is clear from the explicit formulae, the dual
cyclic homology is closely related to the underlying algebra structure of the Hopf
algebroid. To compare this homology to the usual cyclic homology of algebras,
we use the following approach, which is dual to that of Section 2.2. Remarkably, it
only works in some special cases.
Let H = (Hl ,Hr, S) be a Hopf algebroid. The standard cyclic module of H as a
k-algebra [FeTs] is defined byHalg,♯• := H
⊗k(•+1), with face maps
di(h
0 ⊗ · · · ⊗ hn) =
{
h0 ⊗ · · · ⊗ hihi+1⊗ · · · hn if 0 ≤ i ≤ n− 1,
hnh0 ⊗ · · · ⊗ hn−1 if i = n,
and degeneracies
si(h
0 ⊗ · · · ⊗ hn) = h0 ⊗ · · · ⊗ hi ⊗ 1⊗ hi+1⊗ · · · ⊗ hn if 0 ≤ i ≤ n.
Finally the cyclic structure is given by
tn(h
0 ⊗ · · · ⊗ hn) = hn ⊗ h0 ⊗ · · · ⊗ hn−1.
On the other hand, we have Cn+1(H) ∈ ComodR(Hr). Recall that underlying the
comodule structure is an (Ar, Ar)-bimodule, so we can define
Bn(H) := Cn+1(H)⊗Aer Ar .
This space is a quotient of Cn+1(H) by the k-submodule In ⊂ Cn+1(H) given by
In := spank{sr(a)h
0 ⊗ · · · ⊗ hn − h0 ⊗ · · · ⊗ hnsr(a), a ∈ Ar , h
i ∈ H.}.
One then easily observes that the canonical projection Halg,♮• → B•(H) equips the
latter with the structure of a cyclic module given by the same formulae as above.
By Proposition 1.7, we have Cn(H) ∼= Cn+1(H)
inv via the embedding
(2.13) Ψinv : h1 ⊗ · · · ⊗ hn 7→ h
(1)
1 ⊗ · · · ⊗ h
(1)
n ⊗ S(h
(2)
1 · · · h
(2)
n ).
Combined with the canonical projection Cn+1(H) → Bn(H), this leads to a mor-
phism Ψinv : C•(H)→ B•(H). Unfortunately, this is not a map of cyclic objects, let
alone simplicial objects in general. However, there are Hopf algebroids for which
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this is true, cf. §3.2 for an example. Also, the left inverse of the embedding above,
given as Φinv : Cn+1(H) → Cn(H), h
1 ⊗ · · · ⊗ hn+1 7→ h1 ⊗ · · · ⊗ hn · ǫr(S−1hn+1)
does not descend to the quotient Bn(H). We therefore do not have a commutative
diagram as for the coinvariant localisation and the cyclic cohomology theory.
2.5. Hochschild theory with coefficients. Both the Hochschild cohomology for
bialgebroids as well as the dual homology for Hopf algebroids are part of a more
general theory with coefficients that we now describe. First, however, we intro-
duce certain resolutions of the base algebras in the categories discussed in §1.4,
defined by the left and right bialgebroid structure onH.
2.5.1. Cobar resolution. A straightforward generalisation of Theorem A.1.1.3 and
Lemma A.1.2.2 in [Ra] to the noncommutative setting (cf. Section 2.4 in [Ko])
shows that ifH is flat as right Al-module (1.1), the category ComodL(Hl) is abelian
and has enough injectives. We call a (say, left) Hl-comodule N cofree if there is a
left Al-module M such that N ∼= H⊗Al M as left Hl-comodules, and it is called
relative injective if it is a direct summand in a cofree one.
The cobar resolution of Al in the category ComodL(Hl) generalises the well-
known construction for bialgebras [D] and for commutative bialgebroids in [Ra]:
define the graded space
Cobarn(H) := H⊗Al · · · ⊗Al H︸ ︷︷ ︸
n+1 times
,
the tensor product being the one in the category Mod(H). Alternatively, we can
view this as the cofree left Hl-comodule generated by C
•(H) ∈ Mod(H). This
allows us to view Cobar•(H) ∈ ComodL(Hl) by using the left comultiplication on
the first component. Introduce the following cosimplicial structure on Cobar•(H):
first, the coface operators δ′i : Cobar
n(H)→ Cobarn+1(H) are given by
δ′i(h
0 ⊗ h1 ⊗ · · · ⊗ hn) =
{
h0 ⊗ · · · ⊗ ∆lh
i ⊗ · · · ⊗ hn if 0 ≤ i ≤ n,
h0 ⊗ · · · ⊗ hn ⊗ 1 if i = n+ 1.
The codegeneracies σ′i : Cobar
n(H)→ Cobarn−1(H) are:
σ′i (h
0 ⊗ · · · ⊗ hn) = h0 ⊗ · · · ⊗ ǫl(h
i+1)⊗ · · · ⊗ hn, 0 ≤ i ≤ n− 1.
These maps are compatible with the leftHl-comodule structure on Cobar
•(H) but
not with the left Hl-module structure. The left Hl-coaction on Al given by the left
source map sl : Al → H defines a coaugmentation for this cosimplicial object in
ComodL(Hl), which yields a cosimplicial resolution of Al : consider the associated
cochain complex
Al
sl−→ Cobar0(H)
b′
−→ Cobar1(H)
b′
−→ . . . ,
with differentials b′ := ∑n+1i=0 (−1)
iδ′i . It is easy to check that b
′ is a morphism of
leftHl-comodules and that the maps s
n−1 : Cobarn(H) → Cobarn−1(H) given by
h0⊗ · · ·⊗ hn 7→ ǫl(h
0) · h1⊗ · · ·⊗ hn and s−1 : H = Cobar0(H)→ Cobar−1(H) :=
Al , h 7→ ǫlh define a contracting homotopy for the complex (Cobar
•(H), b′) over
Al , i.e., s
n ◦ b′ + b′ ◦ sn−1 = id. In particular, Al
sl−→ Cobar•(H) is a resolution
of Al by cofree (hence relative injective) left Hl-comodules: from (1.15) follows
ker b′ = {h ∈ H, ∆l(h) = h⊗ 1} ∼= Al , hence exactness in degree zero.
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2.5.2. The bar resolution. Analogous to the standard case (see e.g. [We]), the bar
complex gives a resolution of Al in the category Mod(H) of left modules over H.
We define
Barn(H) := H⊗Ar · · · ⊗Ar H︸ ︷︷ ︸
n+1 times
,
where the tensor product is the one in ComodR(Hr), but we view Bar•(H) in
Mod(H), the leftH-action being given by left multiplication on the first factor. The
simplicial structure on this gradedH-module is given by the face and degeneracy
operators
d′i(h
0 ⊗ · · · ⊗ hn) =
{
h0 ⊗ · · · ⊗ hihi+1⊗ · · · ⊗ hn
h0 ⊗ · · · ⊗ hn−1 · ǫr(S−1hn)
if 0 ≤ i ≤ n− 1,
if i = n,
s′i(h
0 ⊗ · · · ⊗ hn) = h0 ⊗ · · · ⊗ hi ⊗ 1⊗ hi+1 ⊗ · · · ⊗ hn, 0 ≤ i ≤ n.
This time these maps are morphisms of left H-modules, not of comodules. The
augmented bar complex is given by
. . .
d′
−→ Bar1(H)
d′
−→ Bar0(H)
ǫl−→ Al ,
with chain operator d′ := ∑ni=0(−1)
id′i. It is a straightforward check that the bar
complex is a contractible resolution of Al , where the extra degeneracy
sn : Barn(H)→ Barn+1(H), sn(h
0 ⊗ · · · ⊗ hn) = 1⊗ h0 ⊗ · · · ⊗ hn
for n ≥ 0 and s−1 := tl provide the contracting homotopies. Moreover, Bar•(H)
is H-projective if H is Ar-projective with respect to the left Ar-module structure
(1.16), and in this case Bar•(H)
ǫl−→ Al is a projective resolution of Al in the cate-
gory of leftH-modules.
2.5.3. The Hochschild theory as derived functors. The main point is now:
Theorem 2.13. For any Hopf algebroid H that is flat as right Al-module (1.1), there are
natural isomorphisms
HH•(H) ∼= Cotor•H(Al , Al),
and if H is projective as left Ar-module (1.16),
HH•(H) ∼= Tor
H
• (Ar, Al).
Proof. Recall (cf. [EMo]) that Cotor•H(Al, Al) is the right derived functor of the left
cotensor product Al Hl− : ComodL(Hl) → Mod(k), where Al is seen as right Hl-
comodule by means of tl : Al → Hl . That this derived functor can be computed
by relative injective resolutions (like the cobar complex) follows from a straightfor-
ward generalisation of LemmataA.1.2.8 andA.1.2.9 in [Ra] to the noncommutative
case. A little thought reveals that the space Al Hl Cobar
•(H) can be alternatively
expressed as {h ⊗ w ∈ Cobar•(H) | h ⊗ w = 1H ⊗ s
l(ǫlh)w}, where w ∈ C
•(H).
Using then the isomorphism f : Al Hl Cobar
•(H) ∼= C•(H) given by (1.15), one
easily checks that b ◦ f = f ◦ (idAl ⊗b
′), i.e., the induced differential coincides with
that of the Hochschild complex. This proves the first isomorphism.
To prove the second isomorphism, use the bar resolution in Mod(H) to com-
pute the left derived functor of Ar ⊗H − : Mod(H) → Mod(k). We have Ar ⊗H
Bar•(H) ∼= C•(H), and one easily sees that the differentials coincide. 
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Remark 2.14. The definition of the Hochschild cohomology depends solely on the
underlying left bialgebroid structure of H. This is because for any left bialgebroid
Hl , the base algebra Al carries canonical left and right Hl-coactions given by left
source and targetmaps, respectively. By contrast, the definition of dualHochschild
homology does depend on the Hopf algebroid structure: although the base algebra
Ar of the underlying right bialgebroid is naturally a right H-module, there is a
priori no canonical left H-module structure defined on it without the antipode.
2.5.4. Coefficients. Having identified Hochschild homology and cohomology as
derived functors, we can assume a different perspective and put coefficients in:
for M ∈ ComodR(Hl)with coaction ∆M andH flat as right Al-module (1.1), define
H•(H,M) := Cotor•H(M, Al).
If M is projective as a right Al-module, one may use the cobar complex to compute
these groups: using the isomorphism
M Hl Cobar
•(H) ∼= M⊗Al C
•(H), m⊗ h⊗ w 7→ m · ǫl(h)⊗ w,
with inverse m⊗w 7→ ∆M(m)⊗w, where w ∈ C
•(H), as well as the isomorphism
M Hl Cobar
•(H) ∼=
∼= {m⊗ h⊗w ∈ M⊗Al Cobar
•(Hl) | m⊗ h⊗ w = ∆M(m · ǫlh)⊗w},
similarly as above, one obtains the explicit corresponding complex with coeffi-
cients in M.
Likewise, we put for N ∈ Mod(Hop)
H•(H,N) := Tor
H
• (N, Al).
If H is projective as left Ar-module (1.16), one may use the bar resolution to write
down the explicit complex computing these groups.
2.6. The case of commutative and cocommutativeHopf algebroids. For commu-
tative and cocommutative Hopf algebroids, one of the respective two cyclic theo-
ries is particularly simple to calculate in terms of the associated Hochschild theory.
This phenomenon is known for Hopf algebras, cf. [KR1, Thm. 4.1], and originated
with Karoubi’s computation of the cyclic homology of k[G] in [Ka], where G is a
discrete group.
In a commutative Hopf algebroid, the underlying left bialgebroid may serve
to define the right bialgebroid structure by means of the prescriptions Ar := Al ,
sr := tl , tr := sl , ∆r := ∆l , and ǫr := ǫl , recovering the notion of Hopf algebroids
in [Ra]. On the other hand, cocommutativity for Hopf algebroids is defined as
the cocommutativity of the underlying left bialgebroidHl (which by (1.7) implies
cocommutativity for Hr as well) and only makes sense for commutative Al = Ar
for which sl = tl as well as sr = tr.
Proposition 2.15.
i) LetH be a commutative Hopf algebroid with Ar = Al , sr = tl , tr = sl , ∆r = ∆l ,
and ǫr = ǫl . Then Cobar
•(H) ∈ ComodL(Hl) is a para-cocyclic object by means
of the cocyclic operator
τ′n(h
0 ⊗ · · · ⊗ hn) = h0 · (1⊗ τn(h
1 ⊗ · · · ⊗ hn)),
where on the right hand side the monoidal structure ofMod(H) is used.
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ii) Let H be a cocommutative Hopf algebroid over commutative base algebra A with
invertible antipode S. Then Bar•(H) is a para-cyclicH-module with cyclic oper-
ator
t′n(h0 ⊗ · · · ⊗ hn) = h0h
(2)
1 · · · h
(2)
n ⊗ tn
(
h
(1)
1 ⊗ · · · ⊗ h
(1)
n
)
.
In both cases one obtains cocyclic resp. cyclic structures if and only if S2 = id.
Proof. i) Althoughwe view the cobar complex as cosimplicial object in ComodL(Hl),
it has a natural left H-module structure as in (1.10) from which it is also immedi-
ate that τ′ is a morphism of graded leftHl-comodules. Let us now show that τ
′ is
para-cocyclic: from the explicit formula (2.5) of the cocyclic operator τ, one easily
shows by induction that
h · τ
j
n(h
1 ⊗ · · · ⊗ hn) = τ
j
n
(
h1 ⊗ · · · ⊗ hjS−1h⊗ · · · ⊗ hn
)
,
for all 1 ≤ j ≤ n. With this equation we can now compute
τ′
n+1
n (h
0 ⊗ · · · ⊗ hn) = τ′
n
n
(
h0 · (1⊗ τn(h
1 ⊗ · · · ⊗ hn))
)
= τ′
n
n(h
0
(1)⊗ h
0
(2) · τn(h
1 ⊗ · · · ⊗ hn))
= τ′
n
n(h
0
(1)⊗ τn(h
1S−1h0(2) ⊗ · · · ⊗ h
n))
= τ′
n−1
n (h
0
(1) ⊗ h
0
(2) · τ
2
n(h
1S−1h0(3) ⊗ · · · ⊗ h
n))
= τ′
n−1
n (h
0
(1) ⊗ τ
2
n(h
1S−1h0(3) ⊗ h
2S−1h0(2) ⊗ · · · ⊗ h
n))
...
= h0(1) ⊗ h
0
(2) · τ
n+1
n
(
h1S−1h0(n+2)⊗ · · · ⊗ h
nS−1h0(3)
)
= h0(1) ⊗ h
0
(2) ·
(
S2(h1S−1h0(n+2))⊗ · · · ⊗ S
2(hnS−1h0(3))
)
= h0 ⊗ S2h1 ⊗ · · · ⊗ S2hn.
The last equality is verified by writing out the expression and using the left co-
monoid identities. This proves that τ′ generates an action of the cyclic groups if
and only if S2 = id. The remaining cocyclic identities, compatibility with the δ′i
and σ′i that is, are easy to verify.
ii) Since sr = tr, the space C•(H) carries a left Hr-coaction given by ∆r(h1 ⊗
· · · ⊗ hn) := h
(2)
1 · · · h
(2)
n ⊗ h
(1)
1 ⊗ · · · ⊗ h
(1)
n , which appears in the expression of the
cyclic operator. One has
∆r(tn(h1 ⊗ · · · ⊗ hn)) = S
−1
(
h1(2) · · · hn−1(2)hn(1)
)
h1
(2)
(1)
· · · hn−1
(2)
(1)
⊗ S−1(h1(3) · · · hn−1(3)hn(2))⊗ h1
(1)
(1)
⊗ · · · ⊗ hn−1
(1)
(1)
= S−1hn(1) ⊗ tn(h1 ⊗ · · · ⊗ hn−1 ⊗ hn(2)).
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With this we now compute
t′
n+1
n (h0 ⊗ · · · ⊗ hn) = t
′n
n
(
h0h
(2)
1 · · · h
(2)
n ⊗ tn(h
(1)
1 ⊗ · · · ⊗ h
(1)
n )
)
= t′
n−1
n
(
h0h
(2)
1 · · · h
(2)
n−1h
(2)
n S
−1hn
(1)
(1)
⊗ t2n(h
(1)
1 ⊗ · · · ⊗ h
(1)
n−1 ⊗ hn
(1)
(2)
)
)
= t′
n−1
n
(
h0h
(2)
1 · · · h
(2)
n−1trǫr(h
(1)
n )⊗ t
2
n(h
(1)
1 ⊗ · · · ⊗ h
(2)
n )
)
= t′
n−1
n
(
h0h
(2)
1 · · · h
(2)
n−1 ⊗ t
2
n(h
(1)
1 ⊗ · · · ⊗ h
(1)
n−1 ⊗ hn)
)
...
= h0 ⊗ t
n+1
n (h1 ⊗ · · · ⊗ hn)
= h0 ⊗ S
−2h1 ⊗ · · · ⊗ S
−2hn,
where the vertical dots mean the (n− 1)-fold repetition of the previous manipula-
tion. To obtain the fourth line we have used sr = tr and
a1 · tn(h1 ⊗ · · · ⊗ hn) · a2 = tn(h1 ⊗ · · · ⊗ a2 · hn · a1), a1, a2 ∈ Ar ,
with respect to the respective (Ar, Ar)-bimodule structure (1.16), as follows from
(2.10) and by exploiting the Takeuchi condition of the left coproduct on page 4. 
Theorem 2.16. Let H be a Hopf algebroid with involutive antipode.
i) When H is commutative with Al = Ar , sl = tr, tl = sr, ∆l = ∆r, ǫl = ǫr , and
flat as right Al-module (1.1), one has
HC•(H) ∼=
⊕
i≥0
HH•−2i(H);
ii) when H is cocommutative and projective as left Ar-module (1.16), there is a nat-
ural isomorphism
HC•(H) ∼=
⊕
i≥0
HH•−2i(H).
Proof. i) Consider (cf. [Ts, Lo]) Tsygan’s double complex CC• (Cobar•(H)) of the
cocyclic leftHl-comodule Cobar
•(H). Since Cobar•(H) is a resolution of Al in the
category of left Hl-comodules, the double complex CC
• (Cobar•(H)) is a resolu-
tion (in the sense of hypercohomology, see [We, Sect. 5.7]) of the cochain complex
Al• : 0→ Al → 0→ Al → 0→ . . . ,
with the first 0 in degree zero. From the explicit form of the cyclic operator in
Proposition 2.15, one easily observes that the natural isomorphism
Al Hl Cobar
•(H) ∼= C•(H)
of (1.15) is one of cocyclic k-modules. This identifies cyclic cohomology ofH as the
hyper-derived Cotor, written Cotor, of Al with values in the chain complex Al•:
HC•(H) = Cotor•(Al , Al•).
Clearly, any resolution for Al defines a resolution of the complex Al• by putting 0
in the even degree columns, and therefore Cotor•(Al , Al•) =
⊕
i≥0 HH
•−2i(H).
ii) is proved in very much the same fashion, this time identifying HC•(H) =
Tor•(Ar, Al•), the hyper-derived functors of Ar ⊗H − : Mod(H)→ Mod(k). 
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3. EXAMPLES
In this section we discuss examples of Hopf algebroids and compute their cyclic
homology and cohomology groups.
3.1. The enveloping Hopf algebroid of an algebra. A very simple example of a
Hopf algebroid is given by the enveloping algebra Ae = A⊗k A
op of an arbitrary
(unital) k-algebra A. It is a left bialgebroid over A by means of the structure maps
sl(a) := a⊗k 1, tl(b) := 1⊗k b, ∆l(a⊗ b) := (a⊗k 1)⊗A (1⊗k b), ǫl(a⊗k b) := ab,
and a right bialgebroid over Aop by means of sr(b) := 1 ⊗k b, tr(a) := a ⊗k 1,
∆r(a⊗ b) := (1⊗k a)⊗A (b⊗k 1), ǫr(a⊗k b) := ba. With the antipode S(a⊗k b) :=
b⊗k a, these data coalesce to a Hopf algebroid.
Proposition 3.1. Let A be a k-algebra and Ae its enveloping algebra.
i) The Hopf-cyclic cohomology of Ae is trivial, i.e.,
HC•(Ae) =
{
k if • = 0,
0 else.
ii) The dual Hopf-cyclic homology of Ae equals the cyclic homology of the k-algebra A:
HC•(A
e) = HCalg• (A).
Proof. i) was proved in [CM3]. It actually also follows by cyclic duality from ii). To
prove ii), one just writes out the cyclic object associated to Ae; it is exactly equal to
the cyclic object Aalg,♮ associated to the algebra A. 
Recall that, when passing to the periodic theory, the right hand side in ii) yields
the noncommutative generalisation of classical de Rham cohomology, cf. [C2].
3.2. Etale groupoids. Notation. Let E and F be vector bundles (or more generally,
c-soft sheaves of vector spaces) over twomanifolds X andY, respectively. Suppose
that f : X → Y is an e´tale map and α f : E ∼= f
∗F an isomorphism of vector bundles
over X. Then the push-forward (or fibre sum) of f , denoted f∗ : Γc(X, E) →
Γc(Y, F) is defined by
( f∗s)(y) = ∑
f (x)=y
α f (s(x)),
where x ∈ X, y ∈ Y and s ∈ Γc(X, E). This construction is functorial in the obvious
sense.
Another class of examples of Hopf algebroids comes from e´tale groupoids, as
essentially already noted in [Mrcˇ1, Mrcˇ2] (a different way to obtain a (topological)
Hopf algebroid from an e´tale groupoid is described in [KamTa]). A groupoid G,
to start with, is a small category in which each arrow is invertible. We denote the
space of objects by M and the space of arrows by G. The structure maps can be
organised in the following diagram:
G2
m // G
i // G
s
//
t
// M
u // G .
Here u is the unit map, s and t are the source and target of arrows in G, i is the
inversion and m the multiplication defined on the space of composable arrows:
G2 := G
s×tMG = {(g1, g2) ∈ G× G, s(g1) = t(g2)}.
A Lie groupoid is a groupoid G ⇒ M for which G and M are smooth manifolds
and all structure maps listed above are smooth. In an e´tale groupoid, these are
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assumed to be local diffeomorphisms. For simplicity of exposition, wewill assume
that G is Hausdorff.
Associated to an e´tale groupoid is its convolution algebra C∞c (G) with product
(3.1) ( f1 ∗ f2)(g) = ∑
g1g2=g
f1(g1) f2(g2),
where f1, f2 ∈ C
∞
c (G) and g, g1, g2 ∈ G. We shall equip this noncommutative alge-
bra with the structure of a Hopf algebroid in the following way: the base algebra
is given by the commutative algebra C∞c (M) and we put sl = tl = sr = tr = u∗,
the push-forward along the inclusion of the units. We are left with two C∞c (M)-
actions on C∞c (G) by left and right multiplication with respect to which we define
the tensor products ⊗ll, ⊗rl and ⊗rr. The formula
Ω( f1 ⊗ f2)(g1, g2) := f1(g1) f2(g2),
with f1, f2 ∈ C
∞
c (G) and g1, g2 ∈ G, induces isomorphisms
Ωs,t : C
∞
c (G)⊗
rl C∞c (G)
∼=
−→ C∞c (G
s×tM G) = C
∞
c (G2),
Ωt,t : C
∞
c (G)⊗
ll C∞c (G)
∼=
−→ C∞c (G
t×tM G)
Ωs,s : C
∞
c (G)⊗
rr C∞c (G)
∼=
−→ C∞c (G
s×sM G)
(3.2)
That these maps are indeed isomorphisms can be derived from a more general
result on sheaves in [Mrcˇ2, p. 271]. With this, we define the left coproduct ∆l :
C∞c (G) → C
∞
c (G)⊗
ll C∞c (G)
∼= C∞c (G
t×tM G) by the formula
∆l f (g1, g2) :=
{
f (g1) if g1 = g2,
0 else.
Alternatively, this is simply the push-forward along the diagonal inclusion dl :
G → G t×tM G, g 7→ (g, g). In a similar fashion, the right coproduct is defined as
∆r = dr∗, where d
r : G → G s×sM G is again the diagonal. Left and right counit are
defined as the push-forward along the target resp. source map:
(ǫl f )(x) := ∑
t(g)=x
f (g) and (ǫr f )(x) := ∑
s(g)=x
f (g).
Finally, the antipode S : C∞c (G)→ C
∞
c (G) is given by the groupoid inversion:
(S f )(g) := f (g−1).
Proposition 3.2. When M is compact, C∞c (G) is a Hopf algebroid over C
∞(M) by means
of the structure maps mentioned above.
Proof. We remark that compactness of M is needed in order to make both algebras
C∞c (M) and C
∞
c (G) unital. The fact that (C
∞
c (G),C
∞(M),∆l, ǫl) is a left bialgebroid
having an antipode S with certain properties was already shown in [Mrcˇ2, Prop.
2.5]. The right bialgebroid structure follows at once by replacing G by its opposite
G
op. It remains to verify the Hopf algebroid axioms in which left and right bialge-
broid structures are intertwined: for example, twisted coassociativity is obvious.
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As for the second identity in (1.5), let f ∈ C∞c (G) and compute
( f(1) ∗ S( f(2)))(g) = ∑
g1g2=g
f(1)(g1) f(2)(g
−1
2 )
= ∑
g1g
−1
1 =g
f (g1)
=
{
∑t(g1)=x f (g1) if g = 1x for some x ∈ M,
0 else
= (slǫl f )(g).
The remaining identities in Definition 1.2 are left to the reader. 
3.2.1. Cyclic cohomology. The Hopf-cyclic cohomology of this example is easily
computed:
Proposition 3.3. The Hopf-Hochschild cohomology of C∞c (G) is trivial except in degree 0,
i.e.,
HH•(C∞c (G))
∼=
{
C∞(M) • = 0,
0 else.
Hence, for the (periodic) Hopf-cyclic cohomology of C∞c (G) one has
HP0(C∞c (G))
∼= C∞(M), HP1(C∞c (G))
∼= 0.
Proof. Generalising a construction in [Cr3] for group algebras, define the following
periodic resolution of C∞(M) by cofree (left) C∞c (G)-comodules:
I : 0 −→ C∞(M)
u∗−→ C∞c (G)
α
−→ C∞c (G)
β
−→ C∞c (G)
α
−→ . . . ,
where α( f ) := f − f |M and β( f ) := f |M. According to Theorem 2.13, the Hochschild
cohomology groups are computed by C∞(M) C∞c (G) I, i.e. by means of 0 −→
C∞(M)
0
−→ C∞(M)
id
−→ C∞(M)
0
−→ C∞(M)
id
−→ . . .. Then one hasHHn(C∞c (G)) =
C∞(M) for n = 0 and zero in all other cases. Applying an SBI sequence argument,
the second statement follows. 
3.2.2. Cyclic homology and groupoid homology. For the dual homology theory, con-
sider the nerve G• := {Gn}n≥0 of G defined as usual
G0 := M, Gn := {(g1, . . . , gn) ∈ G
×n, s(gi) = t(gi+1), 1 ≤ i ≤ 0},
equipped with face operators di : Gn → Gn−1 defined by
(3.3a) di(g1, . . . , gn) =


(g2, . . . , gn) if i = 0,
(g1, . . . , gigi+1, . . . , gn) if 1 ≤ i ≤ n− 1,
(g1, . . . , gn−1) if i = n,
whereas d0, d1 : G1 → G0 are given by source and targetmap, respectively. Equipped
with degeneracies si : Gn → Gn+1 given as
(3.3b) si(g1, . . . , gn) =
{
(1t(g1), g1, . . . , gn) if i = 0,
(g1, . . . , gi, 1s(gi), gi+1, . . . , gn) if 1 ≤ i ≤ n,
the nerve is a simplicial manifold whose geometric realisation is a model for the
classifying space BG. Denote by τn : Gn → M the map τn(g1, . . . , gn) = t(g1).
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Given a representation E of G, that is a vector bundle E over M equipped with an
action of G, define
Cdn(G; E) := Γc(Gn, τ
∗
nE).
This space of chains carries a differential ∂ : Cdn(G; E)→ C
d
n−1(G; E) given by
∂ :=
n
∑
i=0
(−1)i(di)∗,
where the push-forward is defined with respect to the tautological isomorphisms
τ∗nE
∼= d∗i τ
∗
n−1E for 1 ≤ i ≤ n and g1 : Es(g1) → Et(g1) is the isomorphism τ
∗
nE
∼=
d∗0τ
∗
n−1E at (g1, . . . , gn) ∈ Gn. This defines a differential because of the simplicial
identities of the underlying facemaps, and its homology is the groupoid homology
of E, denoted as Hd• (G, E), cf. [CrMoe].
Theorem 3.4. Let G be an e´tale groupoid. There are natural isomorphisms
HH•(C
∞
c (G))
∼= Hd• (G,C),
HC•(C
∞
c (G))
∼=
⊕
n≥0
Hd•+2n(G,C).
Proof. The obvious generalisation of the isomorphism (3.2) to higher degrees yields
(3.4) Ωns,t : C•(C
∞
c (G))
∼=
−→ C∞c (G•) = C
d
• (G,C),
where C denotes the trivial representation on the line bundle M × C. To iden-
tify the differential, remark that the convolution product (3.1) is simply the push-
forward along the multiplication map m : G2 → G, and right and left counit the
push-forwards along source and target maps, i.e., ǫr = s∗, ǫr ◦ S−1 = ǫl = t∗. It is
then a straightforward check that the isomorphism (3.4) intertwines the simplicial
maps (2.9) with the push-forwards along the face operators (3.3a) on G•, and this
identifies the differential with the groupoid homology differential ∂. This proves
the first assertion. The second follows from Theorem 2.16. 
Remark 3.5. In particular, the isomorphism (3.4) is an isomorphism of cyclic mod-
ules: the operators t˜n : Gn → Gn,
(3.5) t˜n(g1, . . . , gn) := ((g1g2 · · · gn)
−1, g1, . . . , gn−1)
for n ≥ 2, and t1(g) := g
−1, t0 := idG0 define a cyclic operation on G•, such that
C∞c (G) together with the push-forwards of (3.3a), (3.3b), and (3.5) becomes a cyclic
module. One then has with respect to the dual Hopf-cyclic operator (2.10):
(Ωns,t tn( f
1 ⊗rl · · · ⊗rl f n))(g1, . . . , gn) =
= Ωns,t
(
S−1( f 1(2) ∗ · · · ∗ f
n−1
(2)
∗ f n)⊗rl f 1(1) ⊗
rl · · · ⊗rl f n−1
(1)
)
(g1, . . . , gn)
= ∑
g−11 =g
′
1···g
′
n
f 1(2)(g
′
1) · · · f
n−1
(2)
(g′n−1) f
n(g′n) f
1
(1)(g2) · · · f
n−1
(1)
(gn)
= f 1(g2) · · · f
n−1(gn) f
n((g1 · · · gn)
−1),
and this is exactly the push-forward of t˜n.
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Remark 3.6. The first isomorphism of the theorem above readily generalises as
follows: let E be a representation of G. Then E := Γc(M, E) is a module over
C∞c (G) by the action
( f · ϕ)(x) = ∑
t(g)=x
f (g)ϕ(s(g)),
where f ∈ C∞c (G) and ϕ ∈ Γc(M, E). With this module, we have
H•(C
∞
c (G); E )
∼= Hd• (G, E).
Remark 3.7. Analogously as in group theory, a little computation reveals that the
Hopf-Galois map from Lemma 2.8 and its inverse are (via the isomorphisms (3.2))
the push-forwards of the following maps on the groupoid level:
ϕ˜n : Gn → G
n, (g1, . . . , gn) 7→ (g1, g1g2, . . . , g1g2 · · · gn),
where Gn := {(g1, . . . , gn) ∈ G
×n, t(gi) = t(gi+1), 1 ≤ i ≤ 0}, with inverse
ψ˜n : G
n → Gn, (g1, . . . , gn) 7→ (g1, g
−1
1 g2, . . . , g
−1
n−1gn).
3.2.3. Relation with the computations of Brylinski-Nistor and Crainic. In [BrN, Cr1]
the cyclic homology of C∞c (G) as an algebra, i.e. not as a Hopf algebroid, was
computed. Let us show how the present result fits into that computation. A fun-
damental tool in the papers mentioned above was the “reduction to loops”
(3.6) C∞c (G)
alg,♮
n → Γc
(
Bn, τ
−1
n C
∞
M×(n+1)
)
,
where on the left hand side we have the usual cyclic object associated to an algebra
(but using topological tensor products). The space Bn above is the so-called higher
Burghelea space of closed strings of n+ 1 composable arrows
Bn := {(g0, . . . , gn) ∈ G
×(n+1) | t(gi) = s(gi−1) for 1 ≤ i ≤ n, and t(g0) = s(gn)},
and τn : Bn → M×(n+1) is here the map τn(g0, . . . , gn) = (t(g0), . . . , t(g0)). This is
a simplicial space by defining face operators d′i : Bn → Bn−1,
d′i(g0, g1, . . . , gn) =
{
(g0, . . . , gigi+1, . . . , gn)
(gng0, g1, . . . , gn−1)
if 0 ≤ i ≤ n− 1,
if i = n,
and degeneracy operators s′i : Bn → Bn+1,
s′i(g0, g1, . . . , gn) =
{
(g0, . . . , gi, 1t(gi+1), gi+1, . . . , gn)
(g0, . . . , gn, 1s(gn))
if 0 ≤ i ≤ n− 1,
if i = n.
Furthermore, it has a cyclic operator t′n : Bn → Bn defined by
t′n(g0, . . . , gn) = (gn, g0, . . . , gn−1),
turning B• into a cyclic object in the category of manifolds. The map (3.6) is a
morphism of cyclic objects if we equip the right hand side with the cyclic structure
induced by B•, together with the (twisted) cyclic structure of the cyclic object (C∞M)
♮
in the category of sheaves on M. This is the diagonal of a bicyclic complex which
is quasi-isomorphic to its total complex. On the level of Hochschild homology,
this is the Eilenberg-Zilber theorem (see, for example, [We, Thm. 8.5.1]) which—
in one direction—is implemented by the Alexander-Whitney map. Applying the
HKR map on the level of sheaves, one eventually finds
HH•(C
∞
c (G))
∼=
⊕
p+q=•
Hp (Λ(G),Λ
qT∗B0) .
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The groupoid Λ(G) := B0 ⋊ G is disconnected in general, which induces a de-
composition of the Hochschild and cyclic homology. The component G ⊆ Λ(G) is
called the unit component, and for this one finds
(3.7) HH•(C
∞
c (G))[1]
∼=
⊕
p+q=•
Hp (G,Λ
qT∗M) .
We compare this with the Hopf-cyclic theory as follows: using the isomor-
phisms (3.2), one has for the fundamental space from §2.4
Bn(C
∞
c (G))
∼= C∞c (Bn).
One easily checks that the induced simplicial and cyclic operators are equal to the
push-forwards along the simplicial and cyclic maps on B• as above. In a similar
spirit, the invariant map C∞c (Gn) →֒ C
∞
c (Bn) from (2.13) is induced by the mor-
phism
Gn → Bn, (g1, . . . , gn) 7→ ((g1 · · · gn)
−1, g1, . . . , gn).
With this, we now see that the map
HHalg• (C
∞
c (G)) → HH
Hopf
• (C
∞
c (G))
induced by the projection C∞c (G)
♮ → B•(C∞c (G)) is in turn induced by the projec-
tion onto the degree zero component
⊕
i≥0 Λ
iT∗M→ C of representations of G.
Remark 3.8. As remarked in [Cr2], the dual cyclic homology of a Hopf algebra
captures the full “localisation at units” of the cyclic homology of the underlying
algebra. Here we see explicitly that this is not the case for Hopf algebroids: the
right hand side of (3.7) has far more components than those appearing in Theo-
rem 3.4.
3.3. Lie-Rinehart algebras. Important examples ofHopf algebroids also arise from
Lie-Rinehart algebras as we shall now explain:
3.3.1. Definitions. Here we briefly recapitulate the basic definitions and properties
of Lie-Rinehart algebras, cf. [Ri, H1]. Let A be a commutative algebra over the
ground ring k, containing Q. A Lie-Rinehart algebra over A is a pair (A, L), where L
is a k-Lie algebra equipped with an A-module structure and a morphism of k-Lie
algebras L → Derk A, X 7→ {a 7→ X(a)} such that
(aX)(b) = a
(
X(b)
)
, X ∈ L, a, b ∈ A,
[X, aY] = a[X,Y] + X(a)Y, X,Y ∈ L, a ∈ A.
The morphism L → Derk(A) is usually referred to as the anchor of (A, L). For
convenience we shall also assume that A is unital in what follows.
A Lie-Rinehart algebra is the algebraic analogue of the notion of a Lie algebroid
in differential geometry. The algebraic geometric generalisation is given by a sheaf
of Lie algebroids, defined over a locally ringed space. In fact, a Lie-Rinehart alge-
bra defines such a sheaf over the affine scheme Spec(A).
A left (A, L)-module over a Lie-Rinehart algebra is a left A-module M which is
also a left Lie algebra module over L with action X⊗k m 7→ X(m) satisfying
(aX)(m) = a
(
X(m)
)
,
X(am) = X(a)m+ aX(m).
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Alternatively, we can view a left (A, L)-module as an A-module M equipped with
a flat left (A, L)-connection: this is a map ∇l : M → HomA(L,M) satisfying
(3.8) ∇lX(am) = a∇
l
X(m) + X(a)m,
for all a ∈ A, X ∈ L, and m ∈ M. Flatness amounts to the usual condition
[∇lX ,∇
l
Y] = ∇
l
[X,Y],
for all X,Y ∈ L. We writeMod(A, L) for the category of left (A, L)-modules.
The universal enveloping algebra of a Lie-Rinehart algebra (A, L) is constructed
as follows [Ri]: the direct A-module sum A⊕ L can be made into a k-Lie algebra
by means of the Lie bracket
[(a1,X1), (a2,X2)] :=
(
X1(a2)− X2(a1), [X1,X2]
)
.
Let U(A⊕ L) denote its universal enveloping algebra and U+(A⊕ L) the subalge-
bra generated by the canonical image of A⊕ L in U(A⊕ L). For z ∈ A⊕ L, denote
by z′ its canonical image in U+(A⊕ L). The quotient VL := U+(A⊕ L)/I, where I
is the two-sided ideal in U+(A⊕ L) generated by the elements (az)′ − a′z′, a ∈ A,
is called the universal enveloping algebra of the Lie-Rinehart algebra (A, L). It
comes equipped with a k-algebra morphism iA : A → VL, as well as a morphism
iL : L → Lie(VL) of k-Lie algebras, subject to the conditions
iA(a)iL(X) = iL(aX), iL(X)iA(a)− iA(a)iL(X) = iA(X(a)), a ∈ A, X ∈ L.
It is universal in the following sense: for any other triple (W, φL, φA) of a k-algebra
W and two morphisms φA : A → W, φL : L → Lie(W) of k-algebras and k-Lie
algebras, respectively, that for all a ∈ A, X ∈ L obey
φA(a)φL(X) = φL(aX), φL(X)φA(a)− φA(a)φL(X) = φA(X(a)),
there is a unique morphism Φ : VL → W of k-algebras such that Φ ◦ iA = φA and
Φ ◦ iL = φL. This property shows that the natural functorMod(VL) → Mod(A, L)
is an equivalence of categories. With this, the Lie-Rinehart cohomology of (A, L)
with values in a left (A, L)-module M is defined as
(3.9) H•(L,M) := Ext•VL(A,M).
The Poincare´-Birkhoff-Witt theorem. The algebra VL carries a canonical filtration
(3.10) VL(0) ⊂ VL(1) ⊂ VL(2) ⊂ . . .
by defining VL(−1) := 0, VL(0) := A and VL(p) to be the left A-submodule of
VL generated by iL(L)
p, i.e. products of the image of L in VL of length at most p.
Since aD − Da ∈ VL(p−1) for all a ∈ A and D ∈ VL(p), left and right A-module
structures coincide on VL(p)/VL(p−1). It follows that the associated graded object
gr(VL) inherits the structure of a graded commutative A-algebra.
Let S•AL be the graded symmetric A-algebra of L and S
p
AL its degree p part.
When L is projective over A, the Poincare´-Birkhoff-Witt theorem (cf. [Ri], and
[NWX] in the context of Lie algebroids) states that the canonical A-linear epi-
morphism SAL → gr(VL) is an isomorphism of A-algebras. While iA is always
injective, in this case even iL is injective and we may identify elements a ∈ A and
X ∈ L with their images in VL. Hence, the symmetrisation
π : S
p
AL → VL(p) X1 ⊗ · · · ⊗ Xp 7→
1
p! ∑
σ∈Sp
Xσ(1) · · ·Xσ(p)
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where Xi ∈ L or Xi ∈ A, induces an isomorphism of left A-modules SAL → VL.
3.3.2. The associated Hopf algebroid. The fact that Lie-Rinehart algebras give rise
to left bialgebroids in the sense of Definition 1.1 by means of their enveloping
algebras has been observed before in the literature, cf. [X2, KR2, MoeMrcˇ]. In this
section we shall determine the extra datum needed to define a Hopf algebroid
structure.
In the previous section, we have discussed the category of left VL-modules, and
its interpretation on the level of the Lie-Rinehart algebra as flat connections (3.8).
Let us now consider right VL-modules. A right (A, L)-connection (cf. [H2]) on an
A-module N is a map∇r : N → Homk(L,N) which fulfills
∇rX(an) = a∇
r
Xn− X(a)n(3.11)
∇raXn = a∇
r
Xn− X(a)n, a ∈ A, X ∈ L, n ∈ N.(3.12)
Again, the connection is called flat if one has [∇rX ,∇
r
Y] = ∇
r
[Y,X]
for all X,Y ∈ L,
in which case they integrate to a right VL-module. If L is A-projective of finite
constant rank, then by [H2, Thm. 3] flat right (A, L)-connections on A correspond
to flat left (A, L)-connections on
∧max
A L, the maximal exterior power of L. As such
theywere introduced in [X1] in the context of Lie algebroids to define Lie algebroid
homology. In the more general context of Lie-Rinehart algebras such flat right
(A, L)-connections on A need not exist at all, cf. Remark 3.12.
For M a right (A, L)-module—or, equivalently, a right VL-module—we define
Lie-Rinehart homology with coefficients in M as
(3.13) H•(L,M) := Tor
VL
• (M, A).
We will now describe left and right bialgebroid structures on VL: to start with, set
sr ≡ tr ≡ sl ≡ tl ≡ iA : A →֒ VL.
With this identification at hand, the various A-module structures on VL reduce to
left and right multiplication in VL. With this, we write ⊗ll for the tensor product
inMod(VL) and ⊗rr for the one in Mod(VLop).
Proposition 3.9. Flat left and right (A, L)-connections on A correspond to respectively
left and right bialgebroid structures on VL over A.
Proof. Flat left and right (A, L)-connections ∇l and ∇r on A give rise to resp. left
and right VL-actions on A which will be denoted, only in this proof, by (D, a) 7→
D · a and (a,D) 7→ a · D for a ∈ A and D ∈ VL. Define left and right counit by
ǫl(D) := D · 1A, ǫr(D) := 1A · D,
for D ∈ VL. In particular, we have of course ǫl(a) = a = ǫr(a) for a ∈ A. Seen as
maps VL → A, one has by the properties of a left connection
ǫl(Dǫl(E)) = (Dǫl(E)) · 1A = D · ǫl(E) = D · (E · 1A) = (DE) · 1A = ǫl(DE)
with D, E ∈ VL, and also by (3.11) and (3.12)
ǫr(ǫr(D)E) = 1A · (ǫr(D)E) = ǫr(D) · E = (1A · D) · E = 1A · (DE) = ǫr(DE).
Define left and right coproduct by setting on generators X ∈ L, a ∈ A
∆lX = 1⊗
ll X + X⊗ll 1− ǫl(X)⊗
ll 1, ∆la = a⊗
ll 1,
∆rX = 1⊗rr X+ X ⊗rr 1− ǫr(X)⊗rr 1, ∆ra = a⊗rr 1.
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Extending these maps to the whole of VL by requiring them to corestrict to k-
algebra morphisms ∆l : VL → VL ×A VL and ∆r : VL → VL ×
A VL into the
respective Takeuchi products (cf. page 4) associated to the (A, A)-bimodule struc-
tures (1.1) and (1.2), respectively, one easily checks that (VL, A, iA,∆l , ǫl) is a left
and (VL, A, iA,∆r, ǫr) is a right bialgebroid, respectively. 
Remark 3.10. The anchor of a Lie-Rinehart algebra yields a canonical flat left
(A, L)-connection and therefore defines a left bialgebroid structure. The associ-
ated left counit ǫl is simply the projection VL → A, and one has ǫl(X) = 0 and
∆lX = X ⊗
ll 1+ 1 ⊗ll X for X ∈ L. This is the left bialgebroid structure on VL
of [X2, KR2, MoeMrcˇ], which we from now on will fix as the (canonical) left bial-
gebroid structure on VL. Remark however that for the right bialgebroid structure
there is no canonical choice, and in general ǫr(X) 6= 0 for X ∈ L.
Next, we will define an antipode: let (A, L) be a Lie-Rinehart algebra and ∇r
a right (A, L)-connection on A, and define the operator ǫLr = ǫr : L → A, X 7→
∇rX1A. Define a pair of maps SL : L → VL and SA : A → VL by
(3.14) SL(X) = −X + ǫr(X), SA(a) = a, a ∈ A, X ∈ L.
Combining (3.11) with (3.12), this implies that SL(aX) = −aX+∇
r
Xa.
Proposition 3.11 (Antipodes for Lie-Rinehart algebras). The pair (SA, SL) extends
to a k-algebra antihomomorphism S : VL → VL if and only if the underlying right
(A, L)-connection on A is flat. In such a case, S is an involutive antipode with re-
spect to the canonical left bialgebroid structure and the right bialgebroid structure from
Proposition 3.9.
Conversely, given a k-module isomorphism S : VL → VL satisfying S(a1Da2) =
a2S(D)a1 for all D ∈ VL, a1, a2 ∈ A, and S(1) = 1, the assignment
∇r : A → Homk(L, A), a 7→ {X 7→ ǫl(S(X)a)}
defines a right (A, L)-connection on A which is flat if and only if S is a k-algebra antiho-
momorphism.
Proof. We use the universal property of VL: clearly SA : A → VL is a morphism of
k-algebras. Next, compute
[SLX,SLY] = [X,Y] + [Y, ǫr(X)]− [X, ǫr(Y)] + ǫr(X)ǫr(Y)− ǫr(Y)ǫr(X)
= [X,Y] + Yǫr(X)− Xǫr(Y)
= SL([Y,X])− ǫr([Y,X]) +Yǫr(X)− Xǫr(Y) + ǫr(X)ǫr(Y)− ǫr(Y)ǫr(X)
= SL([Y,X])−∇
r
[Y,X]1A +∇
r
Xǫr(Y)−∇
r
Yǫr(X)
= SL([Y,X])−∇
r
[Y,X]1A +∇
r
X∇
r
Y1A −∇
r
Y∇
r
X1A
= SL([Y,X]) +
(
[∇rX ,∇
r
Y]−∇
r
[Y,X]
)
(1A).
The term between brackets is the curvature of ∇r, so SL : L → Lie(VL
op) is a
morphism of k-Lie algebras if and only if ∇r is flat. We now check
SA(a)SL(X) = −Xa+ aǫr(X) = −aX+∇
r
Xa = SL(aX)
and also
SL(X)SA(a)− SA(a)SL(X) = −aX + aǫr(X) + Xa− aǫr(X) = SA(X(a))
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so by the universal property of VL, there exists a unique homomorphism S : VL →
VLop which fulfills S ◦ iA = SA and S ◦ iL = SL. If the connection is flat, the
antipode axioms including S2 = id are straightforward to check by considering a
PBW basis of VL and making use of the antihomomorphism property.
For the converse statement, we need to check the properties (3.11) and (3.12) in
order to be a right connection. As for (3.11), we compute
∇rX(ab) = ǫl(S(X)ab) = ǫl((−Xa+ aǫr(X))b) = ǫl((−aX− X(a) + aǫr(X))b)
= aǫl(S(X)b)− X(a)b = a∇
r
Xb− X(a)b,
and (3.12) is left to the reader. To show flatness if and only if S is a k-algebra
antihomomorphism, use again the universal property of VL to compare
[∇Y,∇X ](a) = ǫl(S(Y)ǫl(S(X)a))− ǫl(S(X)ǫl(S(Y)a))
= ǫl(S(Y)S(X)a))− ǫl(S(X)S(Y)a).
with ∇[X,Y]a = ǫl(S([X,Y])a). This completes the proof. 
Remark 3.12. The left Hopf algebroid structure. Let VL ⊗rl VL denote the tensor
product defined with respect to the ideal generated by {Da⊗ E− D⊗ aE, D, E ∈
VL, a ∈ A}. Although the antipode S depends on the right connection ∇r , the
translation map VL → VL⊗rl VL, D 7→ D+⊗ D− := D(1)⊗ S(D(2)) is independent
of∇r . Indeed, evaluated on a PBW basis D = aXi1 · · ·Xin , one finds
D+ ⊗ D− =
n
∑
j=0
∑
i1<...<ij,
ij+1<...<in
(−1)n−jaXi1 · · ·Xi j ⊗ Xi j+1 · · ·Xin .
In [KoKr] it was proved that this defines a left Hopf algebroid (×A-Hopf algebra
[Sch2]) structure on VL, i.e., the Hopf-Galois map β := ϕ2 :VL⊗
rl VL → VL⊗ll VL,
D⊗ E 7→ D(1) ⊗ D(2)E (see §2.3.3) is bijective with inverse D ⊗ E 7→ D+ ⊗ D−E.
Among others, this implies that the map above satisfies several identities of which
we will only list the three needed later on when dealing with jet spaces:
D+(1)⊗ D+(2)D− = D⊗ 1 ∈ VL⊗
ll
VL,(3.15)
D+(1)⊗ D+(2)⊗ D− = D(1)⊗ D(2)+⊗ D(2)− ∈ VL⊗
ll VL⊗rl VL,(3.16)
D+D− = ǫl(D).(3.17)
Hence, if A does not admit a flat right (A, L)-connection (see [KoKr] for a coun-
terexample), VL is merely a left Hopf algebroid, but not a Hopf algebroid. Since
every Hopf algebroid (with bijective antipode) can be described by two different
kinds of bijective Hopf-Galois maps (see [BSz, Prop. 4.2] for details), we thence
propose the name left Hopf algebroid rather than ×A-Hopf algebra (see also [Ko,
§2.6.14] why this is a reasonable terminology, apart from solving a pronunciation
problem).
3.3.3. The cyclic theory of VL. In this section we present the computations of the
Hopf-cyclic cohomology and dual Hopf-cyclic homology of the universal envelop-
ing algebra VL of a Lie-Rinehart algebra (A, L). Let for the rest of this section L
be projective as a left A-module. Furthermore, let ∇ = ∇r be a flat right (A, L)-
connection on A with associated right counit ǫr, and denote A∇ for A equipped
with this right (A, L)-module structure. By Proposition 3.11, the connection ∇
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determines an antipode, and therefore the cyclic cohomology and homology are
defined. In the following we shall write B∇ for the corresponding cyclic cohomol-
ogy operator to stress this dependence; remark that the Hochschild operator b is
independent of ∇. Consider the exterior algebra
∧•
A L over A equipped with the
differential ∂ :
∧n
A L →
∧n−1
A L defined by
∂(aX1 ∧ · · · ∧ Xn) :=
n
∑
i=1
(−1)i+1ǫr(aXi)X1 ∧ · · · ∧ Xˆi ∧ · · · ∧ Xn
+ ∑
i<j
(−1)i+ja[Xi,Xj] ∧ X1 ∧ · · · ∧ Xˆi ∧ · · · ∧ Xˆj ∧ · · · ∧ Xn
Theorem 3.13. Let (A, L) be a Lie-Rinehart algebra with L projective over A and equipped
with a flat right (A, L)-connection∇ on A. The antisymmetrisation map
X1 ∧ · · · ∧ Xn 7→
1
n! ∑
σ∈Sn
(−1)σXσ(1) ⊗
ll · · · ⊗ll Xσ(n),
defines a quasi-isomorphism of mixed complexes
Alt : (
∧•
A L, 0, ∂) → (C
•(VL), b, B∇)
which induces natural isomorphisms
HH•(VL) ∼=
∧•
A L,
HP•(VL) ∼=
⊕
n≡•mod2
Hn(L, A∇).
Proof. The isomorphism for the Hochschild groups relies on a similar considera-
tion for k-modules [Car, Kas2] and is also known in the Lie algebroid case [Cal,
Thm. 1.2]. The proof of the algebraic case proceeds analogously: first one checks
that the morphism Alt :
∧•
A L → C
•(VL) indeed commutes with the differentials,
b ◦Alt = 0. Since the Hochschild cohomology only depends on the A-coalgebra
structure, it suffices to prove that the morphism gr(Alt) :
∧•
A L → C
• (gr(VL)) ∼=
C• (SAL) is a quasi-isomorphism: observe that SAL can be seen as the universal en-
veloping algebra of the Lie-Rinehart algebra defined by the A-module L equipped
with zero bracket and zero anchor. With this, the PBW map SAL → VL is an
isomorphism of A-coalgebras.
Assume first L to be finitely generated projective over A. Localising with re-
spect to a maximal ideal m ⊂ A, the module Lm is free over Am of rank (say) r,
and the morphism descends to a cochain morphism
gr(Alt)m :
∧•
Am
Lm → C•(SAmLm).
We shall prove that this map is a quasi-isomorphism for all m. Fix a basis ei ∈
Lm, i = 1, . . . , r over Am as well as a dual basis ei ∈ L∗m. We then have SAmLm
∼=
Am[e1, . . . , er]. The dual Koszul resolution of Am by left SAmLm-comodules has the
form
K′ : Am −→ SAmLm
d
−→ SAmLm ⊗Am Lm
d
−→ SAmLm ⊗Am
∧2
Am
Lm
d
−→ . . .
with d = ∑ri=1 ιei ⊗ ei, that is,
d(D⊗ X1 ∧ · · · ∧ Xn) :=
r
∑
i=1
ιeiD⊗ ei ∧ X1 ∧ · · · ∧ Xn.
32 NIELS KOWALZIG AND HESSEL POSTHUMA
Here ια denotes the action of α ∈ L∗ := HomA(L, A) by derivations: ιαD :=
α(D(1))D(2), D ∈ SAL, with respect to the coproduct ∆SL on SAL. Defining a
contracting homotopy by
s(D⊗ X1 ∧ · · · ∧ Xn) :=
r
∑
i=1
(−1)i+1DXi ⊗ X1 ∧ · · · ∧ Xˆi ∧ · · · ∧ Xn,
it can be checked that K′ yields a cofree resolution in the categoryComodL(SAmLm),
hence the resolution is also relative injective. To compare this with the cobar reso-
lution, one shows that the natural map
D0 ⊗ D1 ⊗ · · · ⊗ Dn 7→ D0 ⊗ pr (D1) ∧ · · · ∧ pr (Dn),
where pr : SAmLm → Lm denotes the canonical projection, defines a cochain
equivalence. Indeed this amounts to the identity
(id⊗pr )∆SLD =
r
∑
i=1
ιeiD⊗ ei,
for all D ∈ SAmLm, an identity that is easily checked on generators. To compute
the Cotor groups, we use the natural isomorphism
Am SAm Lm
(
SAmLm ⊗Am
∧•
Am
Lm
)
∼=
∧•
Am
Lm,
which induces the zero differential on the right hand side. By the fact that the
projection (SAmLm)
⊗n →
∧n
Am
Lm is a left inverse to Alt, the claim now follows.
In the general case where L is projective over A, but not finitely generated, there
exists as in [Lo, Thm. 3.2.2] a filtered ordered set J as well as an inductive system
of finitely generated projective (or even free) A-modules Lj such that
L ≃ lim
−→
j∈J
Lj .
Since both HH (which is the derived functor Cotor here) as well as S commute
with inductive limits over a filtered ordered set, the projective case follows from
the finitely generated projective case.
To prove the second isomorphism, we need to show that Alt intertwines the
cyclic cohomology differential with ∂. The best way to do this is to use localisation
onto coinvariants. Let B∇ : C
•(VL) → C•−1(VL) and B : B•(VL) → B•−1(VL)
denote the cyclic cohomology differentials of the mixed complexes associated to
the Hopf-cocyclic module VL♮ and the fundamental A-coalgebra cocyclic module
VLcoalg,♮, respectively. As usual, B = Nσ−1(1− λ), where λ := (−1)
nτn, N :=
∑
n
i=0 λ
i, and σ−1 := σn−1τn. Hence, B : B
n(VL) → Bn−1(VL) is given explicitly by
B(D0⊗ · · · ⊗ Dn) =
n
∑
i=0
(
(−1)niǫl(D0)Di+1⊗ · · · ⊗ Dn ⊗ D1 ⊗ · · · ⊗ Di−1
− (−1)n(i−1)ǫl(Dn)Di+1⊗ · · · ⊗ Dn−1⊗ D0 ⊗ · · · ⊗ Di−1
)
.
Note that Bn(VL) ∼= Cn+1(VL) as (A, A)-bimodules in this example. From our
general considerations in §2.2, we have B∇ ◦ Ψcoinv = Ψcoinv ◦ B for the morphism
Ψcoinv : B
n(VL) → Cn(VL). Using its right inverse (2.7), it is seen that
Alt(aX1 ∧ · · · ∧ Xn) = Ψcoinv
( 1
n! ∑
σ∈Sn
(−1)σa⊗ Xσ(1) ⊗ · · · ⊗ Xσ(n)
)
.
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Since L ⊂ ker ǫl and because ǫl is a left A-module map, we can compute
B∇
(
Alt(aX1 ∧ · · · ∧ Xn)
)
=
= B∇Ψcoinv
( 1
n! ∑
σ∈Sn
(−1)σa⊗ Xσ(1) ⊗ · · · ⊗ Xσ(n)
)
= ΨcoinvB
( 1
n! ∑
σ∈Sn
(−1)σa⊗ Xσ(1) ⊗ · · · ⊗ Xσ(n)
)
= Ψcoinv
( 1
(n− 1)! ∑
σ∈Sn
(−1)σaXσ(1) ⊗ · · · ⊗ Xσ(n)
)
=
1
(n− 1)! ∑
σ∈Sn
(−1)σS(aXσ(1)) ·
(
Xσ(2) ⊗ · · · ⊗ Xσ(n)
)
.
Now as an element in VL⊗
lln, it is easy to see that
∆n−1l S(aX) = −
n
∑
i=1
1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1 times
⊗aX ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−i times
+ǫr(aX)⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−1 times
for a ∈ A, X ∈ L. With this one then obtains
1
(n− 1)! ∑
σ∈Sn
(−1)σS(aXσ(1)) ·
(
Xσ(2) ⊗ · · · ⊗ Xσ(n)
)
=
=
1
(n− 1)! ∑
σ∈Sn
(−1)σǫr(aXσ(1))Xσ(2) ⊗ · · · ⊗ Xσ(n)
−
1
(n− 1)!
n
∑
i=1
∑
σ∈Sn
(−1)σaXσ(2) ⊗ · · · ⊗ Xσ(1)Xσ(i) ⊗ · · · ⊗ Xσ(n)
= Alt
( n
∑
i=1
(−1)i+1ǫr(aXi)X1 ∧ · · · ∧ Xˆi ∧ · · · ∧ Xn
+ ∑
i<j
(−1)i+ja[Xi,Xj] ∧ X1 ∧ · · · ∧ Xˆi ∧ · · · ∧ Xˆj ∧ · · · ∧ Xn
)
= Alt
(
∂(a⊗ X1 ∧ · · · ∧ Xn)
)
.
(3.18)
This completes the proof. 
Theorem 3.14. Let (A, L) be a Lie-Rinehart algebra. Under the same assumptions as in
Theorem 3.13, there are natural isomorphisms
HH•(VL) ∼= H•(L, A∇),
HC•(VL) ∼=
⊕
i≥0
H•−2i(L, A∇).
Proof. The first isomorphism follows from Theorem 2.13, together with the defi-
nition (3.13) of Lie-Rinehart homology as a Tor functor. The second isomorphism
follows from Theorem 2.16 ii). 
Proposition 3.15. The isomorphism of Hochschild homology above is induced by the
chain morphism
ϕ−1n ◦ n! Alt : (
∧n
A L, ∂) → (Cn(VL), b) ,
where ϕ is the Hopf-Galois map of Lemma 2.8.
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Proof. In view of Theorem 2.10 it is equivalent to prove that the map Alt :
∧•
A L →
C•(VL) maps the differential ∂ :
∧n
A L →
∧n−1
A L to
bˇ := σn−1 ◦ τn +
n−1
∑
i=0
(−1)i+1σi,
i.e., Alt ◦ ∂ = bˇ ◦Alt on C•(VL). Since the maps σi are just given by the left counit
acting on the ith slot of the tensor product, the second sum is zero when evaluated
on the image of Alt, and we are left with the term σn−1 ◦ τn, which gives
σn−1 τnAlt(aX1 ∧ · · · ∧ Xn) =
1
n! ∑
σ∈Sn
(−1)σS(aXσ(1)) ·
(
Xσ(2) ⊗
ll · · · ⊗ll Xσ(n)
)
.
Inspection of the calculation (3.18) shows that this is exactly 1nAlt
(
∂(aX1 ∧ · · · ∧
Xn)
)
. Hence ϕ−1n ◦ n! Alt is a morphism of complexes. To prove that it is a quasi-
isomorphism, consider the so-called Koszul-Rinehart resolution:
A
iA−→ VL
b′
−→ VL⊗A L
b′
−→ VL⊗A
∧2
A L
b′
−→ . . . ,
with b′ : VL⊗A
∧n L → VL⊗A ∧n−1 L given by
b′(D⊗ X1 ∧ · · · ∧ Xn) =
n
∑
i=1
(−1)i−1DXi ⊗ X1 ∧ · · · Xˆi · · · ∧ Xn
+ ∑
1≤i<j≤n
(−1)i+jD⊗ [Xi,Xj] ∧ X1 ∧ · · · Xˆi · · · Xˆj · · · ∧ Xn,
where D ∈ VL and X1, . . . ,Xn ∈ L. This is a projective resolution of A in the
categoryMod(VL). By the same computation as above, one shows that the map
n!
(
id⊗ϕ−1n ◦Alt
)
: VL⊗A
∧n
A L → Barn(VL)
is a homotopy equivalence. Taking A⊗VL − on both sides, one finds the map of
the proposition. This proves that it is a quasi-isomorphism. 
3.4. Jet spaces.
3.4.1. The dual jet space of a Lie-Rinehart algebra. In this section we describe another
Hopf algebroid associated to a Lie-Rinehart algebra (A, L), the Hopf algebroid of
L-jets. Some of its structure maps have been used before in the literature, cf. [NeTs,
CalVdB], here we give a complete description: it is in a certain sense the dual of
VL. (Note added in proof: this Hopf algebroid was later independently reobtained in
[CalRoVdB, App. A].) In general, duality in the category of bialgebroids has been
described in [KadSz] (see [BSz] for an extension to Hopf algebroids) assuming that
the bialgebroid is finitely generated projective over the base algebra. This is clearly
not the case for VL, but each successive quotient VL(p)/VL(p−1) in the Poincare´-
Birkhoff-Witt filtration (3.10) is projective, provided L is projective over A.
For the rest of this section, let L be finitely generated projective of constant rank
as an A-module. The space of p-jets of (A, L) is then defined as
J
pL := HomA(VL≤p, A),
where VL≤p denotes the elements in VL of degree p or less. The infinite jet space
is defined as the projective limit
J∞L := lim
←−
JpL.
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By definition, J∞L is complete with respect to the canonical PBW filtration (3.10).
In this section we will therefore always complete tensor products using this filtra-
tion (cf. [Q2]).
We are now going to show that this space carries the structure of a Hopf al-
gebroid over A: first of all, there is a commutative algebra structure that can be
described using the (left) comultiplication on VL:
φ1φ2(D) = φ1(D(1))φ2(D(2)), φ1, φ2 ∈ J
∞L, D ∈ VL.
The unit for this multiplication is given by the left counit ǫl : VL → A, since
ǫlφ(D) = ǫl(D(1))φ(D(2)) = φ(ǫl(D(1))D(2)) = φ(D).
There are two homomorphisms s, t : A → J∞L given by
s(a)(D) := ǫl(aD) = aǫl(D),
t(a)(D) := ǫl(Da) = D(a), a ∈ A, D ∈ VL,
where we recall that here and in the rest of this section D(a) := ǫl(Da), D ∈ VL, is
the canonical VL-action on A given by extension of the anchor of (A, L). A small
computation shows that the images commute, and therefore (J∞L, A, s, t) is an
(s, t)-ring. Next, we consider the coproduct. For this we need the following:
Lemma 3.16. There is a canonical isomorphism
J∞L⊗A J
∞L ∼= lim
←−
p
HomA
(
(VL⊗rlA VL)≤p, A
)
.
Proof. By definition, J∞L⊗A J
∞L is the quotient of J∞L⊗k J
∞L by the ideal gen-
erated by {t(a)φ1 ⊗ φ2 − φ1 ⊗ s(a)φ2, φ1, φ2 ∈ J
∞L, a ∈ A}. The first term in this
ideal, evaluated on D⊗ E ∈ VL⊗k VL, we write out as:
(t(a)φ1⊗ φ2)(D⊗ E) = t(a)φ1(D)⊗ φ2(E)
= D(1)(a)φ1(D(2))⊗ φ2(E)
= φ1
(
ǫl(D(1)a)D(2)
)
⊗ φ2(E) = φ1(Da)⊗ φ2(E).
The second term gives
(φ1 ⊗ s(a)φ2)(D⊗ E) = φ1(D)⊗ aǫl(E(1))φ2(E(2)) = φ1(D)⊗ φ2(aE).
Remark that these two expressions use exactly the (A, A)-bimodule structure on
VL used in the ⊗rl-tensor product. It therefore follows that the map
φ1 ⊗ φ2 7→ {D⊗ E 7→ φ1(Dφ2(E))}
induces the desired isomorphism. 
Observe now that the product on VL descends to a map m : VL⊗rl VL → VL.
We can therefore dualise the product to obtain a coproduct∆ : J∞L → J∞L⊗A J
∞L,
φ(DE) =: ∆(φ)(D⊗rl E) = φ(1)
(
Dφ(2)(E)
)
.
Associativity of the multiplication implies that ∆ is coassociative. The counit
for this coproduct is given by ǫ : φ 7→ φ(1VL). It is now easy to verify that
(J∞L, A, s, t, ǫ,∆) is a left bialgebroid, and since J∞L is commutative, it is also a
right bialgebroid. Hence, to obtain a Hopf algebroid all we need is an antipode.
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As observed in [NeTs], there are two left VL-module structures on J∞L. First
there is the “obvious” module structure given by
(D ·1 φ)(E) := φ(ED), φ ∈ J
∞L, D, E ∈ VL.
Second, there is another left VL-module structure constructed as follows: con-
sider the A-module structure defined by left multiplication by the source map,
i.e., (a · φ)(D) := (s(a)φ)(D) = φ(aD). On this A-module, there is a canonical left
connection, also called the Grothendieck connection, given by
(3.19) ∇lX(φ)(D) := X
(
φ(D)
)
− φ(XD), φ ∈ J∞L, D ∈ VL, X ∈ L.
One easily checks that this connection is flat, and we can write the induced VL-
module structure as
(D ·2 φ)(E) = D+
(
φ(D−E)
)
, D, E ∈ VL,
where we used the canonical left Hopf algebroid structure on VL, cf. Remark 3.12.
With respect to the coproduct, these two module structures satisfy:
∆(D ·1 φ) = D ·1 φ(1)⊗ φ(2)
∆(D ·2 φ) = φ(1) ⊗ D ·2 φ(2)
(3.20)
We now define the antipode on J∞L to be
(Sφ)(D) := ǫ(D ·2 φ) = D+
(
φ(D−)
)
.
By construction, this is the map that intertwines the two module structures.
Theorem 3.17. Equipped with this antipode, J∞L is a Hopf algebroid with involutive
antipode in the sense of Definition 1.2.
Proof. Since L acts on VL via (3.19) by derivations, L → Derk(J
∞L) is a morphism
of Lie algebras. It therefore follows from the Poincare´-Birkhoff-Witt theorem that
D ·2 (φ1φ2) = (D(1) ·2 φ1)(D(2) ·2 φ2).
Using this property, one finds that S is a homomorphism of commutative algebras:
S(φ1φ2)(D) = (D ·2 (φ1φ2))(1VL)
= ((D(1) ·2 φ1)(D(2) ·2 φ2))(1VL) = ((Sφ1)(Sφ2))(D).
To prove that S2 = id, one first computes (S2φ)(D) = ǫl
(
D+D−+φ(D−−)
)
, using
the properties of a left counit. Next, to find a simpler expression for D+D−+ ⊗
D−− ∈ VL⊗rl VL, apply the Hopf-Galois map β from Remark 3.12 to it:
β(D+D−+ ⊗ D−−) = D+(1)D−+(1)⊗ D+(2)D−+(2)D−−
= D+(1)D− ⊗ D+(2)
= 1⊗ D ∈ VL⊗ll VL,
where (3.15) and the fact that VL is cocommutative were used. Hence
D+D−+ ⊗ D−− = β
−1(1⊗ D) = 1+ ⊗ 1−D = 1⊗ D ∈ VL⊗
rl VL,
and therefore (S2φ)(D) = φ(D).
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We now verify the axioms in Definition 1.2: since s = sl = tr, t = tl = sr , the
first one is trivially satisfied, whereas the second is equivalent to the coassociativ-
ity of ∆, because ∆ = ∆l = ∆r . For the third one, with (3.15), (3.17), and the Leibniz
rule for the canonical left VL-action on A we compute:
S
(
s(a)
)
(D) = D+
(
aǫl(D−)
)
= ǫl(D+(1)a)ǫl(D+(2)D−) = D(a) = t(a)(D),
for a ∈ A, D ∈ VL, and S ◦ t = s then follows using S2 = id. Finally, since S is
an algebra homomorphism and an involution, it suffices to prove one of the two
identities in (1.5). For example, with (3.16) and (3.17) we obtain
φ(1)S(φ(2))(D) = φ(1)(D(1))D(2)+
(
φ(2)(D(2)−)
)
= φ(1)(D+(1))D+(2)
(
φ(2)(D−)
)
= φ(1)(D+φ(2)(D−))
= φ(D+D−)
= ǫl(D)φ(1) = s(ǫ(φ))(D),
and this is precisely the second identity in (1.5). This completes the proof that J∞L
has the structure of a Hopf algebroid with involutive antipode. 
Remark 3.18. Theorem 3.17 is remarkable in the sense that whereas the universal
enveloping algebra VL of a Lie-Rinehart algebra carries no canonical Hopf alge-
broid structure, its dual J∞L is a Hopf algebroid without making further choices.
Close inspection of the preceding proof shows that the Hopf algebroid structure—
more precisely the antipode—depends solely on the left Hopf algebroid structure
on VL which is canonical, i.e. does not depend on the choice of a flat right connec-
tion.
Remark 3.19. In the construction of the jet space—now written as J∞l L—we con-
sidered VL as an A-module by left multiplication. Right multiplication leads to
a space J∞r L, a priori without much structure. Only after introducing a flat right
(A, L)-connection on A we can introduce a ring structure using the right coprod-
uct ∆r on VL, as well as source and target maps using the right counit ǫr. This
does again lead to a Hopf algebroid, but one easily proves that the map φ 7→ φ ◦ S
defines an isomorphism J∞l L → J
∞
r L of Hopf algebroids, where S is the antipode
on VL constructed from the same flat right connection as in Proposition 3.11.
3.4.2. The cyclic theory of J∞L. Let (A, L) be a Lie-Rinehart algebra. If L is A-
projective, Lie-Rinehart cohomology with values in A (cf. (3.9)) can be computed
by the complex
(
HomA(
∧•
AL, A), d
)
with differential d :
∧n
AL →
∧n+1
A L defined by
dω(X0 ∧ · · · ∧ Xn) =
n
∑
i=0
(−1)iXi
(
ω(X0, . . . , Xˆi, . . . ,Xn)
)
+ ∑
i<j
(−1)i+jω([Xi,Xj],X0, . . . , Xˆi, . . . , Xˆj, . . . ,Xn).
Theorem 3.20. Let (A, L) be a Lie-Rinehart algebra, where L is finitely generated A-
projective of constant rank. There are canonical isomorphisms
HH•(J∞L) ∼= H•(L, A),
HC•(J∞L) ∼=
⊕
i≥0
H•+2i(L, A).
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Proof. Denote L∗ := HomA(L, A). By the given conditions we have
∧•
A L
∗ ∼=
HomA(
∧•
AL, A). To compute Hochschild cohomology, instead of the cobar resolu-
tion one can use the dual of the Koszul-Rinehart resolution given by (cf. [NeTs])
0 −→ A
s
−→ J∞L
∇
−→ J∞L⊗A
∧1
A L
∗ ∇−→ J∞L⊗A
∧2
A L
∗ ∇−→ . . . ,
where∇ is the continuation of the Grothendieck connection, cf. (3.19):
∇(φ⊗ω)(X1, . . . ,Xn+1) =
=
n+1
∑
i=1
(−1)i−1∇lXiφ⊗ω(X1, . . . , Xˆi, . . . ,Xn+1)
+ ∑
i<j
(−1)i+jφ⊗ω([Xi,Xj],X1 . . . , Xˆi, . . . , Xˆj, . . . ,Xn+1),
for φ ∈ J∞L, ω ∈
∧n
A L
∗ and X1, . . . ,Xn+1 ∈ L. It follows from (3.20) that this is
indeed a cofree resolution of A in the category of left J∞L-comodules (remark that
s : A → J∞L is a morphism of left J∞L-comodules). To compute the Cotor groups,
we take invariants and apply the isomorphism (1.15):∧•
A L
∗
∼=
−→ A J∞L (J
∞L⊗A
∧•
A L
∗) ,
given by X1 ∧ · · · ∧Xn 7→1A⊗1J∞L⊗X1 ∧ · · · ∧Xn. Since the unit in J
∞L is given by
the left counit ǫl :VL→A, the induced differential is exactly the differential for Lie-
Rinehart cohomology. This proves the isomorphism for Hochschild cohomology.
The second isomorphism on cyclic cohomology follows from Theorem 2.16 i). 
Theorem 3.21. Let (A, L) be a Lie-Rinehart algebra, where L is finitely generated A-
projective of constant rank. There is a natural morphism of mixed complexes
F : (C•(J
∞L), b, B)→ (
∧•
A L
∗, 0, d)
defined in degree n by
F(φ1 ⊗ · · · ⊗ φn)(X1 ∧ · · · ∧ Xn) := (−1)
n
(
S(φ1) ∧ · · · ∧ S(φn)
)
(X1, . . . ,Xn),
which induces isomorphisms
HH•(J
∞L) ∼=
∧•
A L
∗,
HP•(J
∞L) ∼= ∏
i≥0
H•+2i(L, A).
Proof. This statement is very much the dual of Theorem 3.13. The dual of the PBW
isomorphism gives J∞L ∼= SˆAL
∗ as commutative algebras. Similar to Lemma 3.16
there is a canonical isomorphism
Cn(J
∞L) ∼= lim
←−
p
HomA
((
VL⊗
lln
)
(p)
, A
)
,
induced by the map
(φ1 ⊗ · · · ⊗ φn)(D1⊗ · · · ⊗ Dn) = S(φ
1)(D1) · · · S(φ
n)(Dn).
Observe that Cn(J∞L) is defined here with respect to the tensor product in the
category ComodR(J
∞L), the dual of ⊗rr, and the antipode is needed to go from
(the duals of) VL⊗
rrn to VL⊗
lln, to make the map F well-defined. Since J∞L is a
commutative algebra, it maps the Hochschild differential b to zero.
THE CYCLIC THEORY OF HOPF ALGEBROIDS 39
Clearly, F is a morphism of A-modules, where A acts on C•(J∞L) by multi-
plication by t(a), a ∈ A, on the first component. We can therefore localise with
respect to a maximal ideal m ⊂ A to prove that F is a quasi-isomorphism. As in
the proof of Theorem 3.13, Lm is free of rank r over Am, and we choose a basis
ei ∈ Lm, e
i ∈ L∗
m
, i = 1, . . . , r. The Koszul resolution
0←− Am
ǫ
←− J∞Lm
∂′
←− J∞Lm ⊗Am L
∗
m
∂′
←− J∞Lm ⊗Am
∧2
Am
L∗
m
∂′
←− . . .
is a free resolution of Am in the categoryMod(J∞Lm) with differential
∂′(φ⊗ω) =
r
∑
i=1
eiφ⊗ ιeiω.
The natural map J∞Lm ⊗Am
∧•
Am
L∗
m
→ Bar•(J∞Lm) given by
φ⊗ α1 ∧ · · · ∧ αn := φ0 ⊗ (α1 ◦ pr ) ∧ · · · ∧ (αn ◦ pr ),
is a morphism of complexes as one easily checks. Since S(α ◦ pr ) = −α ◦ pr for
α ∈ L∗, the map id⊗Fm : Bar•(J∞Lm)→ J∞Lm ⊗Am
∧•
Am
L∗
m
is a right inverse and
induces the morphism F when taking the tensor product Am ⊗J∞Lm − on both
sides. This proves the first claim.
As for the second, notice that one has Bn(J∞L) ∼= Cn+1(J
∞L) since J∞L is com-
mutative, and the map to invariants Ψinv :Cn(J∞L)→Cn+1(J
∞L) of §2.4 is a mor-
phism of cyclic modules. Explicitly, this map, when restricted to L∗, is given by
Ψinv(φ
1 ⊗ · · · ⊗ φn)(X1 ⊗ · · · ⊗ Xn+1) =
= Sφ1(1)(X1) · · · Sφ
n
(1)(Xn)∇
l
Xn+1
(φ1(2) · · · φ
n
(2))(1)
=
n
∑
i=1
(
Sφ1(X1) · · · Ŝφi(Xi) · · · Sφ
n(Xn)
)
Sφi(1)(Xi)
(
Xn+1(φ
i
(2)(1))− φ
i
(2)(Xn+1)
)
.
Since the cyclic structure on C•+1(J
∞L) depends only on the structure of J∞L as a
commutative algebra, it is well-known (see, for example, [Lo]) that the morphism
φ1 ⊗ · · · ⊗ φn+1 7→ φn+1dφ1 ∧ · · · ∧ dφn
induces amorphism ofmixed complexes (C•(J∞L)[1], b, B)→
(∧•
A L
∗, 0, d
)
. Com-
posing this morphism with Ψinv as above, one finds exactly the map stated in the
theorem. This proves that it intertwines the B-operator with the coboundary oper-
ator for Lie-Rinehart cohomology. Since we already know that this map is a quasi-
isomorphism on the level of Hochschild homology, the SBI sequence implies that
it is a quasi-isomorphism for cyclic homology. This proves the theorem. 
3.4.3. Lie groupoids. Here we explain the relationship between the previous con-
structions and so-called formal Lie groupoids [Kar], justifying the name jet spaces.
Among others, it gives a natural explanation of the Hopf algebroid structure.
Let X ⊂ Y be a closed subset of a smooth manifold Y. Its formal neighbourhood is
the commutative ring
J∞Y (X) := C
∞(Y)/I∞X ,
where IX denotes the ideal of functions vanishing on X, and I
∞
X =
⋂
In+1X . It
has the following functorial property: let f : (X1,Y1) → (X2,Y2) be a smooth
map from Y1 to Y2 with the property that f (X1) ⊂ X2. This induces a canonical
morphism of rings f ∗ : J∞Y2(X2) → J
∞
Y1
(X1) by pull-back.
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Consider the Lie-Rinehart algebra arising from a Lie algebroid E(G) of a Lie
groupoid s, t : G ⇒ M: this is the vector bundle over M defined by the kernel
of the derivative of the source map: E(G) := ker(ds)|M. The derivative of the
target map, restricted to M, provides the anchor, so that the space of sections of
E(G) defines a Lie-Rinehart algebra over A = C∞(M). Let C∞M denote the structure
sheaf of smooth functions on M, and define the following sheaf on M:
Jn
G
:= s∗
(
C∞
G
/In+1M
)
,
where IM denotes the sheaf of smooth functions on G vanishing on M. This de-
fines a sheaf of commutative algebras on M which has two natural inclusions
C∞M →֒ J
n
G
given by pull-back via s or t. As above, J∞
G
denotes the projective limit
of these sheaves. The pair (M, J∞
G
) is a locally ringed space, and the ring of global
sections J∞
G
(M) is the formal neighbourhood of M in G as defined above.
Remark 3.22. For the so-called pair groupoid M×M⇒ M, source and target map
are given by the projection onto the first resp. second component. The associated
Lie algebroid over M is then nothing but the tangent bundle TM. Since the unit
inclusion is just the diagonal map, the definition above is the standard definition,
cf. e.g. [KuSp, Ch. 1], of the sheaf of jets of smooth functions on M.
Proposition 3.23. There is a canonical isomorphism J
p
G
(M) ∼= Jp(E(G)).
Proof. On M there is a short exact sequence of vector bundles
0 −→ E(G) −→ TG|M
ds
−→ TM −→ 0.
There is therefore a canonical map
J
p
G
(M)→ Jp(E(G)), f 7→ {D 7→ D( f )},
where we view D ∈ VE(G)≤p as a germ of a differential operator on G of or-
der ≤ p. This map is clearly left C∞M-linear, so it indeed defines an element in
Jp(E(G)). Let (x1, . . . , xs, y1, . . . , yr) : U → R
s+r be local coordinates on U ⊂ G,
where (x1, . . . , xs) are defined onU∩M. For some f ∈ C
∞
G
(U)we have by Taylor’s
expansion
(3.21) f (x, y) = ∑
|α|≤p
Dαy f (x, 0)
yα
α!
mod I
p+1
M ,
where α = (α1, . . . , αr) denotes a multiindex, |α| = ∑i αi, α! = α1! · · · αr!, and D
α
y =
∂|α|/∂y
α1
1 · · · ∂y
αr
r . This gives locally a representative of each local section of J
p
G
as a
polynomial of degree ≤ p in the y-coordinates. A general element D ∈ VL≤p can
locally be written as
D = ∑
|α|≤p
cα(x)D
α
y ,
with cα ∈ C∞M(U), and this shows that the map defined above is an isomorphism
in each degree. Taking the projective limit proves the proposition. 
As remarked, the formal neighbourhood J∞
G
(M) comes equipped with two ho-
momorphisms s, t : C∞(M) → J∞
G
(M) given by pull-back along the groupoid
source resp. target map. As a commutative algebra, it therefore inherits the struc-
ture of an (s, t)-ring.
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Consider now the inclusion (u, u) :M →֒ G2, and define the following sheaf on M:
J
∞
G2
:= lim
←−
p
s∗
(
C∞
G2
/I
p+1
M
)
,
where s : G2 → M is defined as s(g1, g2) = s(g1).
Proposition 3.24. There is a canonical isomorphism of sheaves
J
∞
G
⊗C∞M J
∞
G
∼=
−→ J∞
G2
by which the coproduct ∆ is identified with the pull-back of the multiplication.
Proof. Define the morphism of sheaves as follows: let f1 and f2 be local sections of
J∞
G
. Define the local section f of J∞
G2
stalkwise by
[ f ](g1,g2) := [ f1]g1 [ f2]g2 .
Clearly, this morphism factors over the ideal generated by (s∗C∞M ⊗ 1− 1⊗ t
∗C∞M)
in J∞
G
⊗ J∞
G
defining the tensor product and is therefore well-defined. With respect
to G2, there is a short exact sequence of vector bundles over M
0 −→ E(G2) −→ TG2
ds
−→ TM −→ 0,
where E(G2) is the vector bundle with fiber at x ∈ M given by
E(G2)x = {(X,Y) ∈ E(G)x ⊕ E(G)x | dt(X) = ds(Y)}.
It then follows from (3.21) that the map defined above is an isomorphism. 
Next, we turn to the antipode, given by the dual of the groupoid inversion map,
S := i∗. Notice that on the level of sheaves i : G → G induces a morphism
i∗ : J∞
G
→ t∗ (C
∞
G
/I∞M) ,
but on the level of global sections it defines a homomorphism S : J∞
G
(M) →
J∞
G
(M) satisfying S(s∗ f1φt
∗ f2) = s
∗ f2S(φ)t
∗ f1 for all φ ∈ J
∞
G
(M) and f1, f2 ∈
C∞(M). With this antipode, it is easy to check that all Hopf algebroid axioms in
Definition 1.2 are satisfied by the fact that G⇒ M is a Lie groupoid.
Remark 3.25. It is clear from the construction above that not the full groupoid
G⇒ M is needed, but rather its structure in a neighbourhood of M in G. Such an
object is called a local groupoid. Although for a general Lie algebroid there may be
obstructions to integrate to a Lie groupoid [CrF], one can always find an integrat-
ing local Lie groupoid, see Cor. 5.1 of [loc. cit.]. The previous construction gives
therefore an alternative proof of Theorem 3.17 for Lie algebroids.
Remark 3.26 (The van Est isomorphism). Let G be a compact Lie group with Lie
algebra g. One may consider G as a Lie groupoid with only one object, the unit,
and the previous construction defines a Hopf algebra of jets of functions on G at
the unit. In this case, Vg = Ug, the universal enveloping algebra of g. Therefore
J∞g = Sˆg∗, and the preceding theorem gives
HC•(J
∞(g)) ∼= H•Lie(g,R).
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On the other hand, C∞(G) has a Hopf algebra structure by dualising the structure
maps of G, provided one uses the projective tensor product ⊗ˆ and its property
C∞(G)⊗ˆC∞(G) ∼= C∞(G× G), cf. [G]. For this Hopf algebra one has
HC•(C
∞(G)) ∼=
⊕
i≥0
H•−2idiff (G,R).
There is an obvious morphism C∞(G) → J∞(g) of Hopf algebras by taking the
jet of a function at the unit. On the level of cyclic homology, this induces a map
H•diff(G,R)→ H
•
Lie(g,R), which is the van Est map.
Example 3.27 (The coordinate ring of an affine variety). Let A be the coordinate
ring of an affine variety X. For the Lie-Rinehart algebra (A, DerkA) we have
J∞(Derk(A)) = lim←−
p
(
A⊗ A/mp+1
)
,
where m ⊂ A ⊗ A is the kernel ideal of the multiplication. We can consider this
Hopf algebroid to be the localisation of the enveloping algebra Ae—viz. the pair
groupoid—of §3.1 to the diagonal X ⊂ X× X. By Theorem 3.21 we have
HH•(J
∞(X)) ∼= Ω•X,
HP•(J
∞(X)) ∼= ∏
i≥0
H•+2ialg (X).
Since A is commutative, we also have HC•(A) ∼= H•alg(X). In view of Proposition
3.1, compare this with the van Est isomorphism of the previous remark.
REFERENCES
[B1] G. Bo¨hm, An alternative notion of Hopf algebroid, Hopf algebras in noncommutative geometry and
physics, Lecture Notes in Pure and Appl. Math., vol. 239, Dekker, New York, 2005, pp. 31–53.
[B2] , Galois theory for Hopf algebroids, Ann. Univ. Ferrara Sez. VII (N.S.) 51 (2005), 233–262.
[B3] , Hopf algebroids, Handbook of algebra. Vol. 6, Elsevier/North-Holland, Amsterdam, 2009,
pp. 173–235.
[BS¸] G. Bo¨hm and D. S¸tefan, (Co)cyclic (co)homology of bialgebroids: an approach via (co)monads, Comm.
Math. Phys. 282 (2008), no. 1, 239–286.
[BSz] G. Bo¨hm and K. Szlacha´nyi, Hopf algebroids with bijective antipodes: axioms, integrals, and duals, J.
Algebra 274 (2004), no. 2, 708–750.
[BrN] J. L. Brylinski and V. Nistor, Cyclic cohomology of e´tale groupoids, K-theory 8 (1994), 341–365.
[BrzMi] T. Brzezin´ski and G. Militaru, Bialgebroids, ×A-bialgebras and duality, J. Algebra 251 (2002),
no. 1, 279–294.
[BrzWi] T. Brzezin´ski and R. Wisbauer, Corings and comodules, London Mathematical Society Lecture
Note Series, vol. 309, Cambridge University Press, Cambridge, 2003.
[Cal] D. Calaque, Formality for Lie algebroids, Comm. Math. Phys. 257 (2005), no. 3, 563–578.
[CalRoVdB] D. Calaque, C. Rosso, and M. Van den Bergh, Hochschild (co)homology for Lie algebroids,
(2009), preprint arXiv:0908.2630, to appear in Int. Math. Res. Not.
[CalVdB] D. Calaque and M. Van den Bergh, Hochschild cohomology and Atiyah classes, (2007), preprint
arXiv:0708.2725.
[Car] P. Cartier, Cohomologie des coalge`bres, expose´s 4, 5, Se´minaire Sophus Lie, tome 2 (1955–1956), Fac-
ulte` des Sciences de Paris, 1957.
[C1] A. Connes, Cohomologie cyclique et foncteurs Extn, C. R. Acad. Sci. Paris Se´r. I Math. 296 (1983),
no. 23, 953–958.
[C2] , Noncommutative differential geometry, Inst. Hautes E´tudes Sci. Publ. Math. (1985), no. 62,
257–360.
[CM1] A. Connes and H. Moscovici, Hopf algebras, cyclic cohomology and the transverse index theorem,
Comm. Math. Phys. 198 (1998), no. 1, 199–246.
THE CYCLIC THEORY OF HOPF ALGEBROIDS 43
[CM2] , Cyclic cohomology and Hopf algebra symmetry, Lett. Math. Phys. 52 (2000), no. 1, 1–28,
Conference Moshe´ Flato 1999 (Dijon).
[CM3] , Differentiable cyclic cohomology and Hopf algebraic structures in transverse geometry, Es-
says on geometry and related topics, Vol. 1, 2, Monogr. Enseign. Math., vol. 38, Enseignement Math.,
Geneva, 2001, pp. 217–255.
[Cr1] M. Crainic, Cyclic cohomology of e´tale groupoids: the general case, K-Theory 17 (1999), no. 4, 319–362.
[Cr2] , Cyclic cohomology and characteristic classes for foliations, Ph.D. thesis, Universiteit Utrecht,
2000.
[Cr3] , Cyclic cohomology of Hopf algebras, J. Pure Appl. Algebra 166 (2002), no. 1-2, 29–66.
[CrF] M. Crainic and R. Fernandez, Integrability of Lie brackets, Ann. Math. 157 (2003), 575–620.
[CrMoe] M. Crainic and I. Moerdijk, A homology theory for e´tale groupoids, J. Reine Angew. Math. 521
(2000), 25–46.
[D] Y. Doi, Homological coalgebra, J. Math. Soc. Japan 33 (1981), no. 1, 31–50.
[EMo] S. Eilenberg and J. C. Moore,Homology and fibrations. I. Coalgebras, cotensor product and its derived
functors, Comment. Math. Helv. 40 (1966), 199–236.
[FeTs] B. Feı˘gin and B. Tsygan, Additive K-theory, K-theory, arithmetic and geometry (Moscow, 1984–
1986), Lecture Notes in Math., vol. 1289, Springer, Berlin, 1987, pp. 67–209.
[G] E. Getzler, The equivariant Chern character for non-compact Lie groups, Adv. Math. 109 (1994), no. 1,
88–107.
[H1] J. Huebschmann, Poisson cohomology and quantization, J. Reine Angew. Math. 408 (1990), 57–113.
[H2] , Lie-Rinehart algebras, Gerstenhaber algebras and Batalin-Vilkovisky algebras, Ann. Inst.
Fourier (Grenoble) 48 (1998), no. 2, 425–440.
[KadSz] L. Kadison and K. Szlacha´nyi, Bialgebroid actions on depth two extensions and duality, Adv.Math.
179 (2003), no. 1, 75–121.
[KamTa] J. Kaminker and X. Tang, Hopf algebroids and secondary characteristic classes, J. Noncommut.
Geom. 3 (2009), no. 1, 1–25.
[Kar] A. Karabegov, Formal symplectic groupoid of a deformation quantization, Comm. Math. Phys. 258
(2005), no. 1, 223–256.
[Ka] M. Karoubi, Homologie cyclique des groupes et des alge`bres, C. R. Acad. Sci. Paris Se´r. I Math. 297
(1983), no. 7, 381–384.
[Kas1] C. Kassel, Cyclic homology, comodules, and mixed complexes, J. Algebra 107 (1987), no. 1, 195–216.
[Kas2] , Quantum groups, Graduate Texts in Mathematics, vol. 155, Springer-Verlag, New York,
1995.
[Kay] A. Kaygun, The universal Hopf-cyclic theory, J. Noncommut. Geom. 2 (2008), no. 3, 333–351.
[KR1] M. Khalkhali and B. Rangipour, A new cyclic module for Hopf algebras, K-Theory 27 (2002), no. 2,
111–131.
[KR2] , Cyclic cohomology of (extended) Hopf algebras, Noncommutative geometry and quantum
groups (Warsaw, 2001), Banach Center Publ., vol. 61, Polish Acad. Sci., Warsaw, 2003, pp. 59–89.
[KR3] , Para-Hopf algebroids and their cyclic cohomology, Lett.Math. Phys. 70 (2004), no. 3, 259–272.
[KR4] , A note on cyclic duality and Hopf algebras, Comm. Algebra 33 (2005), no. 3, 763–773.
[Ko] N. Kowalzig, Hopf algebroids and their cyclic theory, Ph.D. thesis, Universiteit Utrecht, 2009.
[KoKr] N. Kowalzig and U. Kra¨hmer, Duality and products in algebraic (co)homology theories, (2008),
preprint arXiv:0812.4312, to appear in J. Algebra.
[KuSp] A. Kumpera, andD. Spencer, Lie equations. Vol. I: General theory, Annals of Mathematics Studies,
no. 73, Princeton University Press, Princeton, N.J.; University of Tokyo Press, Tokyo, 1972.
[Lo] J.-L. Loday, Cyclic homology, second ed., Grundlehren der Mathematischen Wissenschaften, vol.
301, Springer-Verlag, Berlin, 1998.
[Lu] J.-H. Lu, Hopf algebroids and quantum groupoids, Internat. J. Math. 7 (1996), no. 1, 47–70.
[MoeMrcˇ] I. Moerdijk and J. Mrcˇun, On the universal enveloping algebra of a Lie-Rinehart algebra, (2008),
preprint arXiv:0801.3929.
[Mrcˇ1] J. Mrcˇun, The Hopf algebroids of functions on e´tale groupoids and their principal Morita equivalence, J.
Pure Appl. Algebra 160 (2001), no. 2-3, 249–262.
[Mrcˇ2] , On duality between e´tale groupoids and Hopf algebroids, J. Pure Appl. Algebra 210 (2007),
no. 1, 267–282.
[NeTs] R. Nest and B. Tsygan, Deformations of symplectic Lie algebroids, deformations of holomorphic sym-
plectic structures, and index theorems, Asian J. Math. 5 (2001), no. 4, 599–635.
[NWX] V. Nistor, A. Weinstein, and P. Xu, Pseudodifferential operators on differential groupoids, Pacific J.
Math. 189 (1999), no. 1, 117–152.
44 NIELS KOWALZIG AND HESSEL POSTHUMA
[Q1] D. Quillen, Cyclic cohomology and algebra extensions, K-Theory 3 (1989), no. 3, 205–246.
[Q2] D. Quillen, Rational homotopy theory, Ann. of Math. (2) 90 (1969), 205–295.
[Ra] D. C. Ravenel, Complex cobordism and stable homotopy groups of spheres, Pure and Applied Mathe-
matics, vol. 121, Academic Press Inc., Orlando, FL, 1986.
[Ri] G. S. Rinehart,Differential forms on general commutative algebras, Trans. Amer. Math. Soc. 108 (1963),
195–222.
[Sch1] P. Schauenburg, Bialgebras over noncommutative rings and a structure theorem for Hopf bimodules,
Appl. Categ. Structures 6 (1998), no. 2, 193–222.
[Sch2] , Duals and doubles of quantum groupoids (×R-Hopf algebras), New trends in Hopf algebra
theory (La Falda, 1999), Contemp. Math., vol. 267, Amer. Math. Soc., Providence, RI, 2000, pp. 273–
299.
[S] M. E. Sweedler, Groups of simple algebras, Inst. Hautes E´tudes Sci. Publ. Math. (1974), no. 44, 79–189.
[T] M. Takeuchi, Groups of algebras over A⊗ A, J. Math. Soc. Japan 29 (1977), no. 3, 459–492.
[Ts] Boris L. Tsygan,Homology of matrix Lie algebras over rings and the Hochschild homology, Uspekhi Mat.
Nauk 38 (1983), no. 2(230), 217–218.
[We] C. Weibel, An introduction to homological algebra, Cambridge Studies in Advanced Mathematics,
vol. 38, Cambridge University Press, Cambridge, 1994.
[X1] P. Xu, Gerstenhaber algebras and BV-algebras in Poisson geometry, Comm. Math. Phys. 200 (1999),
no. 3, 545–560.
[X2] , Quantum groupoids, Comm. Math. Phys. 216 (2001), no. 3, 539–581.
NIELS KOWALZIG: UTRECHT UNIVERSITY, DEPARTMENT OF MATHEMATICS, P.O. BOX 80.010,
3508TA UTRECHT, THE NETHERLANDS
E-mail address: N.Kowalzig@uva.nl
HESSEL POSTHUMA: UNIVERSITY OF AMSTERDAM, KORTEWEG-DE VRIES INSTITUTE FOR MATH-
EMATICS, P.O. BOX 94.248, 1090GE AMSTERDAM, THE NETHERLANDS
E-mail address: H.B.Posthuma@uva.nl
