Abstract. We give several examples and examine case studies of linear stochastic functional dierential equations. The examples fall into two broad classes: regular and singular, according to whether an underlying stochastic semiow exists or not. In the singular case, we obtain upper and lower bounds on the maximal exponential growth rate 1 () of the trajectories expressed in terms of the noise variance . Roughly speaking we show that for small , 1 () behaves like 0 2 2 , while for large , it grows like log . In the regular case, it is shown that a discrete Oseledec spectrum exists, and upper estimates on the top exponent 1 are provided. These estimates are sharp in the sense they reduce to known estimates in the deterministic or non-delay cases.
Introduction and Some Preliminaries.
Lyapunov exponents for linear stochastic ordinary dierential equations (without memory) have been studied by many authors; cf. for example, [AKO] , [AOP] , [B] , Pardoux and Wihstutz[ PW1] , Pinsky and Wihstutz [PW2] , and the references therein.
Issues of asymptotic stability of stochastic functional dierential equations (sfde's) were treated in Kushner [K] , Mizel and Trutzer [MT] , Mohammed [M1] - [M4] , Mohammed and Scheutzow [MS] , Scheutzow [S] , Kolmanovskii and Nosov [KN] . In ( [Ma] , Chapter 5), several results are given concerning the top exponential growth rate for a class of stochastic delay dierential equations driven by C-valued semimartingales. The results in [Ma] assume (among other things) that the second-order characteristics of the driving semimartingales are time-dependent and decay to zero exponentially fast in time, uniformly in the space variable.
In an earlier paper, we established the existence of stochastic ows and an Oseledec Lyapunov spectrum for a large class of linear sfde's in Euclidean space ( [MS] ). The present article is a sequel to [MS] . Our aim is to examine closely a variety of examples of linear sfde's. These examples fall into two distinct classes: regular and singular, depending on whether stochastic ows exist or not. We shall be concerned with whether our examples are regular or singular. For singular equations we obtain estimates on the maximal exponential growth rate 1 as dened at the end of this section. In the regular case we shall study questions of existence of the stochastic semiow and its Lyapunov spectrum. Furthermore, we obtain sharp upper bounds on the top Lyapunov exponent 1 .
We begin by summarizing the main results from [MS] that we will need in this article. In order to do so, we will adopt the following assumptions and notations. Let (; F; (F t ) t0 ; P ) be a complete ltered probability space satisfying the usual conditions. Consider the following class of linear one-dimensional sfde's dx(t) = Z [0r;0] x(t + s)(t)(ds) dt + Z 0 0r K(t)(s)x(t + s) ds dN(t) + x(t) dL(t) t > 0 x(0) = v 2 R; x(s) = (s); 0r < s < 0; r 0 9 > > > > > > = > > > > > > ; (I) driven by continuous one-dimensional semimartingales N and L on (; F; (F t ) t0 ; P ) with stationary (ergodic) increments. The process is stationary, measure-valued and satises mild regularity hypotheses. The process K is stationary and C 1 ([0r; 0]; R)-valued. The reader may refer to Hypotheses (C) in [MS] (Section 2, pp. 74-77) for full details of the conditions needed. These hypotheses allow for a multi-dimensional version of (I), together with jumps in the process N and (the bounded-variation part of) L. Dene the trajectory of (I) by (x(t); x t ); t 0, where x t denotes the segment x t (s) := x(t + s); s 2 [0r; 0]; t 0:
Recall the following denition of regularity introduced in [M4] .
Denition:
A linear sfde is said to be regular with respect to M 2 if its trajectory random eld f(x(t); Theorem 4.2 in ( [MS] ) identies a large class of regular sfde's. Indeed one gets a semiow consisting of bounded linear operators X(t; 1; !); t 0; ! 2 , on M 2 . Furthermore, for t r, and a.a. ! 2 , these operators are compact.
Under fairly general moment and ergodicity conditions on the driving processes , K, N, L in (I), one can establish the regularity of (I) and the existence of a discrete non-random Lyapunov spectrum See Theorem 5.2 of [MS] and its hypotheses. In particular the above limit takes up a countable xed set of values f i g 1 i=1 , called Lyapunov exponents . This Lyapunov spectrum is bounded above, and the top exponent 1 is given by
for almost all ! 2 , where k 1 k L(M 2 ) denotes the uniform operator norm on M 2 . This result is proved in [MS] , using the compactness of X(t; 1; !) : M 2 ! M 2 , t r, together with an innite-dimensional version of Oseledec's multiplicative ergodic theorem due to Ruelle ([R] ). In the white-noise case, the result was previously established by the rst author in [M3] , (Theorem 4). Note that the Lyapunov spectrum of (I) does not change if one uses the state space D([0r; 0] ; R) of cadlag functions, with the supremum norm k 1 k 1 ( [MS] , Remark following Theorem 5.3).
In Section 4 of this article, we derive upper bounds on 1 for various special cases of (I). These upper bounds are expressed in terms of the coecients of the equation. See Theorems 4.1, 4.2, 4.3. The upper bounds are sharp in the sense that they reduce to the corresponding well-known bounds in the deterministic and/or non-delay case.
In the singular case, however, there is no stochastic ow (Theorem 2.1) and we do not know whether a set of Lyapunov exponents ((v; ) (Theorem 2.3, Remark (ii) ). This result is also in sharp contrast with the non-delay case (r = 0), where one has 1 = 0 2 =2 for all values of . The proofs of Theorems 2.2 and 2.3 involve very delicate constructions of new types of Lyapunov functionals on the underlying state space.
In Section 3, we characterize the Lyapunov spectrum for delay equations driven by Poisson noise (Theorem 3.1). This class of equations is interesting because it is regular but does not satisfy the set-up in [MS] . The characterization of the spectrum in this case study is eected without using the Oseledec Theorem.
We end this section by stating a proposition that we will use frequently in the sequel. We now proceed to look at our examples in some detail. It is known that (II) is singular with respect to M 2 for all non-zero ( [M1] , [M2] ).
Here we will examine the regularity of the more general one-dimensional linear sfde: (ii) For the delay equation (II), = 0r ; = r. In this case condition (1) Since Y (t 0 ; 1; !) is locally unbounded, it must be non-linear because of Douady's Theorem ( [Sc] , Part II, pp. 155-160).
The proof of the theorem is now complete.
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Note that the pathological phenomenon in Theorem 2.1 is peculiar to the delay case r > 0 . The proof of the theorem suggests that this pathology is due to the Gaussian nature of the Wiener process W coupled with the innite-dimensionality of the state space M 2 . Because of this, one may expect similar diculties in certain types of linear stochastic partial dierential equations driven by multi-dimensional white noise (Flandoli and Schauml oel [FS] ).
Problem:
Classify all nite signed measures on [0r; 0] for which (III) is regular.
Note that (II) automatically satises the conditions of Theorem 2.1, and hence its trajectory eld explodes on every small neighborhood of 0 2 M 2 . In view of the singular nature of (II), one notes the following striking fact when the variance of the noise is small. It is shown in Theorem 2.2 below that the maximal exponential growth rate 1 of (II) is negative for small and is bounded away from zero independently of the choice of the initial path in M 2 . Without loss of generality, we may and will assume throughout this proof that > 0. Let us rst show that if (6) holds for 0 < < 0 , then the assertion of the theorem follows. Suppress 2 C and write x := x(1; ). By the Markov property of (x n ) n0 , (6) implies that () 0n V (x n ); n 0, is a nonnegative (F W 1 log () =: () < 0:
This implies the assertion of the theorem.
We now proceed to prove (6). From (11) 
for all q 0 and 0 < < 0 .
We prove (13) by pure (elementary) analysis using a case-by-case argument for dierent ranges of values of q. In each case below, 0 is suciently small and independent of the choice of q in the respective range.
Case (i): 0 q 1=3. The left hand side of (13) 
Therefore, there is a positive constant D 3 = D 3 () and a suciently small 0 > 0, (both independent of q), such that the left hand side of (13) (ii) We conjecture that, even in the singular case, the following almost sure limsup lim sup t!1 1 t log k(x(t; (v; )); x t (1; (v; )))k M 2 is actually a limit whose value is non-random and independent of all 2 C with kk 0 > 0.
(iii) Using a Lyapunov function(al) argument, we will show in Theorem 2.3 below that for suciently large , the singular delay equation (II) is unstable. This result is in sharp contrast with the corresponding result in the non-delay case r = 0, where 
for all (v; ) 2 M 2 nf0g and all 6 = 0. The function is independent of the choice of (v; ) 2 M 2 nf0g.
Remark:
It is easy to see that k 1 k M 2 can be replaced by the sup-norm on C.
Proof of Theorem 2.3.
We break the proof up into two main steps. In
Step 1 , we prove a discrete version of (16). In Step 2 , we use an interpolation argument to obtain the continuous-time limit (16).
Step 1:
We shall rst prove that P lim inf n!1 1 n log k(x(n; (v; )); x n (1; (v; )))k M 2 (jj)
for all (v; ) 2 M 2 nf0g and all 6 = 0.
In view of Remark (i), following the proof of Theorem 2.2, we will assume that r = 1, without loss of generality. We will also assume that > 0. (18) for all > 0, where K is a positive constant suitably chosen independently of (v; ) 2 M 2 nf0g. We show rst that (18) implies the assertion of the theorem. Set X(t) := (x(t; (v; )); x t (1; (v; )); t 0. Then (18) and the Markov property imply that K 0n n=4 V (X(n)), n 0 is a nonnegative (F W n ) n0 -supermartingale, which therefore converges almost surely to a non-negative random variable. Therefore lim sup This proves (17).
Step 2:
We now show (16). In view of (17), it suces to show that a.s. For dierent 1 and 2 the ratio of the corresponding terms in the above expression is bounded above and below uniformly in ; . Therefore for the rest of this proof we will assume without loss of generality that = 1. We will also assume that 0. where 1 is its maximal exponential growth rate.
To see (25), we modify a technique due to Kushner ([K] ). Consider the equation log jj+o(log jj) 1 1 r log jj for large jj. It is interesting to observe that the estimate (25) does not yield stability of (II) for small that was demonstrated by the conclusion of Theorem 2.2. This class of equations was studied in [S] .
Consider the one-dimensional linear delay equation 
Equation (IV) can be solved a.s. in forward steps of lengths 1, using the relation
It is easy to see that the trajectory fx t : t 0g of (IV) is a Markov process in the state space D (with the supremum norm k 1 k 1 ). It is interesting to observe that equation (IV ) does not satisfy the general set-up in [MS] . In spite of this, the above relation implies that (IV) is regular in D; i.e., it admits a measurable ow X : R + 2 D 2 ! D with X(t; 1; !) continuous linear for all t 0 and a.a. ! 2 . It is interesting to compare this with the singular equation (II) of Section 2. Furthermore, we will show that (IV) has an a.s. Lyapunov spectrum which can be characterized directly without appealing to the Oseledec Theorem. This can be done by interpolating between the sequence of random times:
In fact, For simplicity of notation, we shall denote the sup norm k 1 k 1 by k 1 k, throughout this proof. The law of large numbers implies that lim n!1 1 n log k(X( n ; ; !))k = e 0 (E log S 1 ) for a.a. ! 2 . For t 0 and ! 2 , let n = n(!; t) satisfy n t < n+1 . Then 1 t log k(X(t; ; !))k = 1 t log k(X( n ; ; !))k + 1 t log k(X(t; ; !))k k(X( n ; ; !))k : Since n t 0! 1 as t ! 1, the term 1 t log k(X( n ; ; !))k converges to e 0 (E log S 1 ) for a.a. ! 2 by what we showed above.
Let us now assume that Ej log S 1 j < 1. We will show that, for a.a. ! 2 , Then there is a positive number q such that
for all 0. This holds because after a jump to a value greater than in absolute value, the probability of staying in that state for another two units of time is positive (independently of ). Using this and the fact that E log S 1 < 1, implies that E log M < 1. Similarly it follows that E log m > 01. Now by the rst Borel Cantelli lemma, we get lim
log k(X(t; ; !))k k(X( n ; ; !))k = 0 for a.a. ! 2 . Hence (1) follows.
The cases E log S 1 = 1 or (01), respectively, can be treated similarly. The remaining assertions of the theorem can now easily be proved. 3
Remarks:
(i) Let p : D ! [0; 1) be a measurable functional, satisfying (a) p() = jjp() for all 2 D (homogeneity).
(b) There exist 1 ; 2 > 0 such that with respect to the functional p satises the conclusion of Theorem 3.1. In particular, the above spectrum is non-random and is independent of the choice of the functional p satisfying (a) and (b) above. (ii) The same methods work (with a few obvious changes) for
for any nite signed measure whose support is bounded away from zero.
(iii) By the same methods we can also treat the equation
for a xed 2 R. Just dene z(t) := e 0t x(t) and apply Itô's formula to get dz(t) = z((t 0 1)0) e 0 dN(t):
The above equation can be analysed using the method of proof of Theorem 3.1. Hence the Lyapunov spectrum of X is that of Z shifted by .
A Class of Regular Equations.
In this section we shall outline a general scheme to obtain estimates on the top Lyapunov exponent for a class of one-dimensional regular linear stochastic functional differential equations. After outlining our scheme, we will apply it to several specic examples within the above class.
Our scheme can be applied to multidimensional linear equations with multiple delays.
The reader may note that the approach in [K] yields strictly weaker estimates than ours in all cases. Let (; F; (F t ) t0 ; P ) be a complete ltered probability space satisfying the usual conditions. Consider the following class of one-dimensional linear sfde's dx(t) = n 1 x(t) + 1 x(t 0 r) + [MS] . Therefore the stochastic semiow X has a xed (non-random) Lyapunov spectrum. Let 1 be its top exponent. We wish to develop an upper bound for 1 . In view of the proof of Theorem 5.2 in ( [MS] ), there is a shift-invariant set 3 2 F of full P -measure and a measurable random eld : M 2 2 ! R [ f01g, ((v; ) 
a.s. on 0 , for all > 0.
Next we proceed as follows: 
Proof.
We follow Scheme 1 . Putting 2 = 1 = 0 in (V), it is easy to see from (6) 
where the supremum is taken over the set The following corollary shows that the estimate in Theorem 4.1 reduces to a wellknown estimate in the deterministic case 2 0 ( [H] , pp.17-18). (i) Although the upper bounds for 1 in Theorem (4.1) and its corollary agree with the corresponding bounds in the deterministic case (for 1 0), they still do not yield the optimal bound when 1 = 0 and 2 is strictly positive and suciently small; cf. Theorem 2.2, Remark (ii).
(ii) It would be interesting to study the asymptotics of 1 for small delays r # 0.
Our second example is the stochastic delay equation dx(t) = f 1 x(t) + 1 x(t 0 r)g dt + x(t)dM(t); t > 0; (V II) where M is the helix local martingale appearing in (V) and satisfying the conditions therein. In particular, (VII) is regular with respect to M 2 . Furthermore, we have the following estimate on its top exponent. We follow Scheme 2 . Here, put 1 = 2 0; 2 = 1 in (V). Therefore The above estimate for 1 is sharp in the deterministic case = 0 and 1 0, but is not sharp when 6 = 0; e.g. M = W , one-dimensional standard Brownian motion in the non-delay case ( 1 = 0). On the other hand, when M = 2 W for a xed real 2 , the above bound may be considerably sharpened as in the following theorem. 
The rst assertion of the theorem follows by applying an exponential shift to (VIII) and using (23). The last assertion of the theorem is obvious. This completes the proof of the theorem. 3
Remark.
The reader may check that the estimate in Theorem 4.3 agrees with the non-delay case 1 = 0 whereby 1 = 1 0 1 2 2 2 = inf 2R (). Cf. also [AOP] , [B] , and [AKO] .
