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LE MOUVEMENT BROWNIEN BRANCHANT VU DEPUIS UNE
EXTRE´MITE´
[d’apre`s Arguin-Bovier-Kistler et Aı¨de´kon-Berestycki-Brunet-Shi ]
par Jean-Baptiste Goue´re´
1. INTRODUCTION
Une particule est place´e en l’origine de la droite re´elle a` l’instant initial. Cette par-
ticule se de´place en suivant un mouvement brownien standard. Au bout d’un temps
inde´pendant de loi exponentielle de moyenne 1, cette particule se divise alors en 2 par-
ticules. Les deux particules ainsi obtenues e´voluent inde´pendamment et de la meˆme
manie`re que la premie`re particule : de´placement brownien puis division.
Notons N(t) le nombre de particules pre´sentes a` l’instant t ≥ 0. Remarquons que
N(t) est une variable ale´atoire d’espe´rance exp(t). Notons X1(t) ≥ · · · ≥ XN(t)(t) les
positions de ces particules ordonne´es par ordre de´croissant. Le comportement asympto-
tique du maximum X1(t) du mouvement brownien branchant a e´te´ l’objet de nombreux
travaux de natures probabilistes et analytiques. Cette popularite´ s’explique en partie
par l’existence de liens tre`s e´troits entre ce mode`le et la famille des e´quations aux
de´rive´es partielles de Fisher ou Kolmogorov-Petrovsky-Piscounov (F-KPP). Ce lien a
e´te´ mis en lumie`re par McKean [McK75]. Explicitons-le sur un exemple. Notons v(t, ·)
la fonction de re´partition du maximum du nuage de particules a` l’instant t ≥ 0 :
(1) v(t, x) = P (X1(t) ≤ x).
On ve´rifie facilement que cette fonction est solution de l’e´quation F-KPP suivante :
(2)
∂v
∂t
=
1
2
∂2v
∂2x
+ v2 − v.
Plus re´cemment, des re´sultats sur le comportement asymptotique de l’ensemble du
nuage de particules vu depuis son maximum ont e´te´ obtenus inde´pendamment par
Arguin-Bovier-Kistler [ABK11a, ABK12c, ABK11b, ABK12b, ABK12a] et A¨ıde´kon-
Berestycki-Brunet-Shi [ABBS11]. Cet expose´ est consacre´ a` la pre´sentation de ces
re´sultats. Nous nous concentrerons essentiellement sur les articles [ABK11b] et
[ABBS11] et, dans une moindre mesure, [ABK11a]. Ces travaux reposent notamment
sur ceux de Bramson [Bra78, Bra83], Chauvin-Rouault [CR88, CR90], Lalley-Sellke
[LS87] et McKean [McK75]. Ils s’inspirent e´galement en partie des travaux de Brunet-
Derrida [BD09, BD11].
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Plusieurs des proprie´te´s du mouvement brownien branchant vu depuis un extremum
sont conjecture´es dans d’autres mode`les, notamment le champ libre gaussien en dimen-
sion 2 [BDG01, BDZ11, BDZ13, BZ11, DZ12], le temps de recouvrement de graphes
par des marches ale´atoires [Dem06, DPRZ04] et, plus ge´ne´ralement, les champs gaus-
siens exhibant des corre´lations logarithmiques [AZ12, CLD01, DRSV12, FB08]. Nous
ne de´velopperons pas ces aspects dans cet expose´.
Je remercie E´lie A¨ıde´kon, Louis-Pierre Arguin, Julien Berestycki, Anton Bovier, E´ric
Brunet, Nicola Kistler et Zhan Shi pour leurs re´ponses a` mes questions et pour leurs
commentaires sur le manuscrit.
2. COMPORTEMENT ASYMPTOTIQUE DU MAXIMUM
2.1. Re´sultats
Nous donnons principalement dans cette partie des re´sultats classiques sur le com-
portement asymptotique du maximum X1(t).
Notons med(t) la me´diane du maximum X1(t) a` l’instant t. Notons v(t, ·) sa fonc-
tion de re´partition. Elle est de´finie par (1) et elle ve´rifie l’e´quation F-KPP (2). Les
re´sultats de Kolmogorov-Petrovsky-Piscounov [KPP37] affirment l’existence d’une va-
riable ale´atoire non triviale W et d’un terme de centralisation m(t) ∼ √2 tels que :
(3) X1(t)−m(t)→W en loi.
La fonction de re´partition w de W est solution de
1
2
w′′ +
√
2w′ + w2 − w = 0.
Les solutions non triviales de cette e´quation sont uniques a` translation pre`s. Il existe
une constante Cw > 0 (Bramson [Bra83]) telle que :
(4) 1− w(x) = P (W > x) ∼x→+∞ Cwxe−
√
2x.
Bramson [Bra83] a e´tabli que l’on pouvait prendre pour m la fonction de´finie par :
(5) m(t) =
√
2t− 3
2
√
2
ln(t).
Ainsi, il existence une constante Cmed telle que :
(6) med(t) =
√
2t− 3
2
√
2
ln(t) + Cmed + o(1).
On de´finit une martingale (pour la filtration naturelle du mouvement brownien bran-
chant) en posant, pour tout t ≥ 0 :
(7) Z(t) =
N(t)∑
k=1
(√
2t−Xk(t)
)
e−
√
2
(√
2t−Xk(t)
)
.
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Lalley et Sellke [LS87] ont e´tabli la convergence presque suˆre de Z(t) vers une variable
ale´atoire finie et strictement positive Z ainsi que la convergence presque suˆre suivante :
(8) lim
s→∞
lim
t→∞
P (X1(t + s)−m(t + s) ≤ x|Fs) = exp(−CwZe−
√
2x) p.s.
On en de´duit la repre´sentation inte´grale suivante :
(9) w(x) = P (W ≤ x) = E
(
exp
(
−CwZe−
√
2x
))
.
E´crivons
exp(−CwZe−
√
2x) = exp(−e−
√
2(x−2−1/2 ln(CwZ))).
Conditionnellement a` Z, c’est la fonction de re´partition d’une distribution de Gumbel.
La convergence (8) peut par conse´quent s’interpre´ter de la manie`re suivante. La variable
ale´atoire X1(t)−m(t) converge vers la somme de deux termes : le terme 2−1/2 ln(CwZ)
qui provient de l’histoire du processus avant sa stabilisation en loi ; un terme de fluctua-
tion ale´atoire qui suit une loi de Gumbel. Plus pre´cise´ment, Lalley et Sellke ont conjec-
ture´ la convergence en loi et la convergence en moyenne ergodique de l’ensemble du
processus vu depuis m(t)+2−1/2 ln(CwZ). Arguin-Bovier-Kistler et A¨ıde´kon-Berestycki-
Brunet-Shi ont e´tabli inde´pendemment ces conjectures et ont donne´ deux descriptions
diffe´rentes du processus limite.
Signalons pour conclure cette partie qu’un re´sultat re´cent de Roberts [Rob11] de´crit
le comportement presque suˆr du maximum. On a :
lim inf
t→∞
X1(t)−
√
2t
ln(t)
→ − 3
2
√
2
presque suˆrement
mais
lim sup
t→∞
X1(t)−
√
2t
ln(t)
→ − 1
2
√
2
presque suˆrement.
Ces re´sultats sont les analogues en temps continus de re´sultats obtenus peu auparavant
par Hu et Shi [HS09].
2.2. Quelques arguments
Nous donnons dans cette partie les principaux arguments menant au re´sultat suivant :
(10) med(t) =
√
2t− 3
2
√
2
ln(t) +O(1).
C’est une version faible de (6). Elle a e´te´ e´tablie pour la premie`re fois par Bramson
[Bra78]. Une preuve courte a e´te´ fournie par Roberts [Rob11]. Cette partie s’inspire en
particulier de ce dernier article et de l’article de Addario-Berry et Reed [ABR09].
Commenc¸ons par e´tudier le cas e´le´mentaire ou` les particules sont inde´pendantes. Plus
pre´cise´ment, donnons-nous, conditionnellement a` N(t), N(t) particules de positions
gaussiennes inde´pendantes centre´es et de variance t. Notons X∗1 (t) ≥ X∗2 (t) ≥ · · · ≥
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X∗N(t)(t) les positions ordonne´es des particules. De´signons par med
∗(t) la me´diane de
X∗1 (t). La me´diane admet le de´veloppement asymptotique suivant :
med∗(t) =
√
2t− 1
2
√
2
ln(t) +O(1).
Ce re´sultat est e´le´mentaire. Il peut par exemple eˆtre obtenu par des conside´rations
sur les deux premiers moments de N∗q(t)(t), le nombre de particules au-dessus de q(t) a`
l’instant t :
N∗q(t)(t) =
N(t)∑
k=1
1X∗k(t)≥q(t).
On a :
E(N∗q(t)(t))
2
E(N∗q(t)(t)
2)
≤ P (N∗q(t)(t) ≥ 1) ≤ E(N∗q(t)(t)).
L’inde´pendance entre les particules permet de comparer utilement le second moment
et le carre´ du premier moment. La de´termination, a` une constante additive pre`s, de la
me´diane med∗(t) est alors essentiellement ramene´e a` la de´termination du re´el q(t) pour
lequel le premier moment est d’ordre 1. Prenons q(t) de la forme
√
2t− a(t) ou` a(t) est
ne´gligeable devant
√
t. On a :
(11) E
(
N∗q(t)(t)
) ∼ 1
2
√
pit
et−
q(t)2
2t ∼ 1
2
√
pit
ea(t)
√
2.
Cette quantite´ est d’ordre 1 pour tout t grand lorsque
a(t) =
1
2
√
2
ln(t).
Cela permet d’obtenir le de´veloppement asymptotique souhaite´ pour med∗(t).
Revenons maintenant au cas du mouvement brownien branchant. Notons que la va-
riable ale´atoire
Nq(t)(t) =
N(t)∑
k=1
1Xk(t)≥q(t)
admet le meˆme premier moment que la variable ale´atoire N∗q(t)(t). Le premier moment de
Nq(t)(t) ne donne par contre pas ici une information pre´cise sur la probabilite´ P (X1(t) ≥
q(t)). En effet, si une particule parvient au-dela` de q(t) a` l’instant t, plusieurs de ses
anceˆtres sont probablement a` une altitude e´leve´e et plusieurs de leurs descendants sont
donc probablement au-dela` de q(t). Ainsi, le q(t) pour lequel E(Nq(t)(t)) est d’ordre 1
surestime la valeur de la me´diane med(t) de X1(t).
A` un instant s ≤ t, l’espe´rance du nombre de particules du mouvement brownien
branchant est es. En appliquant brutalement une borne de premier moment on obtient
donc que, a` l’instant s, les particules ne peuvent pas eˆtre tre`s loin au-dessus de
√
2s.
L’une des ide´es est de rajouter ce type de contraintes sur la trajectoire des particules
d’inte´reˆt. Plus pre´cise´ment, appelons particule basse une particule au-dela` de q(t) a`
l’instant t et dont la trajectoire est reste´e en-dessous de la droite s 7→ q(t)st−1 + 2.
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Appelons particule haute une particule au-dela` de q(t) a` l’instant t et dont la trajectoire
a touche´ la droite d’e´quation s 7→ q(t)st−1 + 1. Notons Bq(t)(t) le nombre de particules
basses et Hq(t)(t) le nombre de particules hautes. On a :
E(Bq(t)(t))
2
E(Bq(t)(t)2)
≤ P (Bq(t)(t) ≥ 1) ≤ P (Nq(t)(t) ≥ 1) ≤ E(Bq(t)(t)) + P (Hq(t)(t) ≥ 1).
La majoration sur la position des anceˆtres des particules basses permet de majorer effi-
cacement l’espe´rance de Bq(t)(t) conditionnellement a` l’existence d’une particule basse.
Cela permet - pour des choix de q(t) pertinents - de controˆler le second moment de
Bq(t) par le carre´ de son premier moment. Par ailleurs, toute particule haute admet
un anceˆtre sur la droite d’e´quation s 7→ q(t)st−1 + 1. Cela permet - toujours pour des
choix de q(t) pertinents - de minorer l’espe´rance de Bq(t)(t) conditionnellement a` l’exis-
tence d’une particule haute. La probabilite´ d’existence d’une particule haute peut ainsi
eˆtre controˆle´e par l’espe´rance de Bq(t)(t). La conclusion est que la de´termination de la
me´diane med(t) de X1(t) se rame`ne a` la de´termination du parame`tre q(t) pour lequel
le premier moment de Bq(t) est d’ordre 1.
Estimons maintenant Bq(t)(t). Essentiellement, l’introduction de la contrainte sur la
trajectoire divise par t le premier moment :
(12) E(Bq(t)(t)) ∼ C
t
E(Nq(t)(t)) =
C
t
E(N∗q(t)(t)).
Le facteur 1/t se comprend facilement dans un cadre discret en temps avec des
e´ve`nements le´ge`rement diffe´rents. Si X1, . . . , Xt sont des v.a.i.i.d. de loi commune
diffuse, alors :
P
(
X1 + · · ·+Xs ≤ s
t
Xt pour tout s ≤ t
∣∣∣X1 + · · ·+Xt ≥ q(t)) = 1
t
.
La preuve est une conse´quence des deux remarques suivantes : les rotations des Xi
laissent invariant l’e´ve`nement par lequel on conditionne ; l’autre e´ve`nement est ve´rifie´
pour une unique rotation des Xi. Rappelons que Nq(t)(t) et N
∗
q(t)(t) ont le meˆme premier
moment. En combinant les relations (11) et (12) on obtient, toujours lorsque a(t) est
ne´gligeable devant
√
t :
E
(
B√2t−a(t)(t)
) ∼ C
t3/2
ea(t)
√
2.
Le premier moment de Bq(t) est ainsi d’ordre 1 pour t grand lorsque :
q(t) =
√
2t− 3
2
√
2
ln(t).
Cela fournit l’estimation souhaite´e pour la me´diane med(t).
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3. MOUVEMENT BROWNIEN BRANCHANT VU DEPUIS SON
SOMMET
3.1. Convergence
On pose :
(13) m(t) =
√
2t− 3
2
√
2
ln(t).
Nous nous inte´ressons aux processus suivants :
– le mouvement brownien branchant :
N (t) =
N(t)∑
k=1
δXk(t).
– le mouvement brownien branchant vu depuis m(t) :
Nm(t) =
N(t)∑
k=1
δXk(t)−m(t) = N (t)−m(t).
– le mouvement brownien branchant vu depuis m(t) + 2−1/2 ln(CwZ) ou` Z est la
limite de la martingale de´finie en (7) et ou` Cw est de´finie par (4) :
NZ(t) =
N(t)∑
k=1
δXk(t)−m(t)− 1√2 ln(CwZ)
= N (t)−
(
m(t) +
1√
2
ln(CwZ)
)
.
Si f est une fonction de R dans R et si P est un processus ponctuel nous noterons
souvent f(P) l’inte´grale de f contre la mesure P. Ainsi et par exemple f(N (t)) =∑N(t)
k=1 f(Xk(t)).
Le mouvement brownien vu depuis son sommet converge en loi. Arguin, Bovier et
Kistler ont de´montre´ le re´sultat suivant.
The´ore`me 3.1 ([ABK11b]). — – Le processus Nm(t) converge en loi vers un pro-
cessus ponctuel Nm.
– Le processus ponctuel Nm a la meˆme loi que le processus∑
x∈P
x+
1√
2
ln(CwZ) + Cx
ou` P est un processus de Poisson ponctuel d’intensite´√2 exp(−√2x)dx inde´pendant
de Z et ou`, conditionnellement a` Z et P, (Cx)x∈P est une de famille de copies
inde´pendantes d’un processus ponctuel C.
– Le processus ponctuel C ve´rifie max C = 0. Sa loi est celle du processus D de´fini
par (16).
A¨ıde´kon, Berestycki, Brunet et Shi ont donne´ peu apre`s la version plus fine suivante.
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The´ore`me 3.2 ([ABBS11]). — – Le processus (NZ(t), Z(t)) converge en loi vers
(NZ , Z) ou` NZ est un processus ponctuel inde´pendant de Z.
– Le processus NZ a la meˆme loi que le processus
(14)
∑
x∈P
x+ Cx.
ou` P est un processus de Poisson ponctuel d’intensite´ √2 exp(−√2x)dx et ou`,
conditionnellement a` P, (Cx)x∈P est une de famille de copies inde´pendantes d’un
processus ponctuel C.
– Le processus ponctuel C ve´rifie max C = 0. Sa loi est celle du processus Q de´fini
par (19).
Des re´sultats pre´ce´dents on de´duit facilement que le processus limite admet une
proprie´te´ de superposabilite´ : la superposition de copies inde´pendantes deNZ suit, a` une
translation pre`s, la meˆme loi que NZ . Maillard [Mai11] a e´tabli que la superposabilite´
caracte´rise les processus de la forme (14).
Les re´sultats principaux de [ABK11b] et [ABBS11] concernent la description du pro-
cessus limite et, en particulier, les descriptions de la de´coration C donne´es dans les deux
parties suivantes.
Les proprie´te´s du mouvement brownien branchant vu depuis un extre´mum ont
e´galement e´te´ e´tudie´es re´cemment par Brunet-Derrida [BD09, BD11]. Ces travaux
reposent notamment sur le lien entre mouvement brownien et e´quation F-KPP. On
y trouve - au moins implicitement - la preuve de la convergence ainsi que diffe´rentes
conjectures. Certaines sont e´tablies, comme la superposabilite´ de la limite et la ca-
racte´risation de Maillard. D’autres sont encore ouvertes, comme celles pourtant sur la
densite´ du processus limite ou sur l’e´cart moyen entre deux particules successives du
processus limite.
L’approche de Arguin, Bovier et Kistler est de nature plutoˆt analytique et s’inspire en
partie des travaux re´cents de Brunet et Derrida [BD09, BD11]. L’approche de A¨ıde´kon,
Berestycki, Brunet et Shi est de nature plutoˆt probabiliste et repose en partie sur les
re´sultats re´cents de Arguin, Bovier et Kistler [ABK11a] de´crits dans la partie 4.
Dans [ABK12a], Arguin, Bovier et Kistler e´tablissent la convergence en moyenne
ergodique de Nm(t) vers Nm. Les meˆmes auteurs avaient e´tabli pre´ce´demment dans
[ABK12b] la convergence en moyenne ergodique de X1(t) −m(t) vers la somme d’une
variable ale´atoire de loi Gumbel et de 2−1/2 ln(CwZ). La preuve repose notamment sur
une extension du re´sultat de Lalley et Sellke (8) et sur des re´sultats sur la ge´ne´alogie
du processus permettant de controler certaines corre´lations.
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3.2. Loi de la de´coration C : description de Arguin, Bovier et Kistler
Arguin, Bovier et Kistler e´tablissent le re´sultat suivant :
The´ore`me 3.3 ([ABK11b]). — Soient a > 0 et b ∈ R.
– Conditionnellement a`
(15) {X1(t)− (
√
2t+ a
√
t+ b) > 0},
le processus
N(t)∑
k=1
δXk(t)−(
√
2t+a
√
t+b)
converge en loi vers un processus non trivial N .
– La loi du processus limite N ne de´pend pas du choix de a et de b.
– Le maximum de N suit une loi exponentielle de moyenne 2−1/2.
Rappelons que, sans conditionnemement, maxkXk(t)−
√
2t tend vers −∞. Posons :
(16) D = N −max(N ).
Ce processus ponctuel est la de´coration apparaissant dans le the´ore`me 3.1. Du the´ore`me
pre´ce´dent, on de´duit que, conditionnellement a` (15), le processus(
N (t)−X1(t), X1(t)− (
√
2t+ a
√
t + b)
)
converge en loi vers (D, H) ou` D et H sont inde´pendants et H suit une loi exponentielle
de moyenne 2−1/2.
3.3. Loi de la de´coration C : description de Aı¨de´kon, Berestycki, Brunet et
Shi
Pour tout 0 ≤ s ≤ t, notons X1,t(s) la position a` l’instant s de la particule qui est en
X1(t) a` l’instant t. Autrement dit, X1,t(·) est la trajectoire de la particule qui re´alise le
maximum a` l’instant t. Nous nous inte´ressons au renversement de cette trajectoire que
nous notons Yt(·). Il est de´fini en s ∈ [0, t] par :
Yt(s) = X1,t(t− s)−X1(t).
Si 1 ≤ i, j ≤ N(t), nous notons τi,j(t) l’instant de [0, t] auquel les particules Xi(t) et
Xj(t) se sont se´pare´es. Pour tout ζ , nous conside´rons le processus ponctuel suivant :
(17) Q(t, ζ) =
∑
1≤k≤N(t):τ1,k(t)>t−ζ
δXk(t)−X1(t).
C’est, vu depuis X1(t), l’ensemble des particules a` l’instant t qui se sont se´pare´es de
X1(t) apre`s l’instant t− ζ .
A¨ıde´kon, Berestycki, Brunet et Shi e´tablissent la convergence de (Yt,Q(t, ζ), X1(t)−
m(t)) lorsque t puis ζ tendent vers l’infini. De´crivons tout d’abord l’objet limite. Pour
cela, nous commenc¸ons par de´finir pour tout b > 0 un processus a` valeurs re´els (Γ
(b)
t )t≥0.
Soient (B(t))t≥0 un mouvement brownien standard et (R(t))t≥0 un processus de Bessel
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inde´pendant de dimension 3 issu de 0. Notons Tb le premier temps d’atteinte du niveau
b par le mouvement brownien B. Le processus Γ(b) est de´fini ainsi :
(18) Γ(b)(t) :=


B(t), si t ∈ [0, Tb],
b−R(t− Tb), si t ≥ Tb.
Nous de´finissons alors (Y (b)(t))t≥0 par Y (b)(t) = Γ(b) −
√
2t. Conditionnellement a` Y (b)
nous de´finissons un processus ponctuel QY (b) par
QY (b) = δ0 +
∑
t∈χ
(Nt(t) + Y (b)(t)) ,
ou` χ est un processus de Poisson ponctuel inde´pendant sur [0,+∞[ de mesure d’in-
tensite´ 2dt et ou`, conditionnellement a` ce qui pre´ce`de, les (Nt(·))t∈χ sont des copies
inde´pendantes du mouvement brownien branchant. Nous de´finissons alors la loi de
(Y,Q) par :
(19) Eφ(Y,Q) = C
∫ +∞
0
dbE
(
φ
(
Y (b),QY (b)
)
1
maxQY
(b)
≤0
)
pour tout φ. La quantite´ C est la constante de normalisation. Le processus ponctuel Q
est la de´coration apparaissant dans le the´ore`me 3.2.
A¨ıde´kon, Berestycki, Brunet et Shi e´tablissent le re´sultat suivant.
The´ore`me 3.4 ([ABBS11]). —
lim
ζ→∞
lim
t→∞
(Yt,Q(t, ζ), X1(t)−m(t)) = (Y,Q,W ) en loi
ou` (Y,Q) et W sont inde´pendants.
4. LOCALISATION DES TRAJECTOIRES DES PARTICULES
EXTRE´MALES ET GE´NE´ALOGIE
Nous de´crivons rapidement dans cette partie les travaux de Arguin, Bovier et Kistler
obtenus dans [ABK11a]. Ces re´sultats sont utilise´s par A¨ıde´kon, Berestycki, Brunet et
Shi dans leur preuve du the´ore`me 3.2.
4.1. Trajectoires des particules extre´males
Soient t ≥ 0 et α > 0. Les fonctions U+t,α et U−t,α sont de´finies, pour tout s ∈ [0, t],
par :
U+t,α(s) =
s
t
m(t) + min(sα, (t− s)α)
et
U−t,α(s) =
s
t
m(t)−min(sα, (t− s)α).
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Rappelons que, pour tout k ≤ N(t), Xk,t(·) est la trajectoire entre les instants 0 et
t de la particule en Xk(t) a` l’instant t. Arguin, Bovier et Kistler e´tablissent le re´sultat
suivant.
The´ore`me 4.1 ([ABK11a] - The´ore`mes 2.2, 2.3 et 2.5). — Soit A > 0. Soit 0 < α <
1/2.
1.
lim
r→∞
sup
t≥3r
P
(∃k ≤ N(t), ∃s ∈ [r, t− r] : Xk,t(s) ≥ U+t,α(s)) = 0.
2.
lim
r→∞
sup
t≥3r
P
(∃k ≤ N(t) : |Xk(t)−m(t)| ≤ A et ∃s ∈ [r, t−r] : Xk,t(s) ≥ U−t,1/2−α(s)) = 0.
3.
lim
r→∞
sup
t≥3r
P
(∃k ≤ N(t) : |Xk(t)−m(t)| ≤ A et ∃s ∈ [r, t−r] : Xk,t(s) ≤ U−t,1/2+α(s)) = 0.
Notons que le premier point concerne toutes les trajectoires. Il pourrait par ailleurs
eˆtre e´galement e´nonce´ ainsi :
lim
r→∞
sup
t≥3r
P
(∃s ∈ [r, t− r] : X1(s) ≥ U+t,α(s)) = 0.
C’est un controˆle uniforme en temps sur le maximum du mouvement brownien bran-
chant. La preuve du premier point donne´e par Arguin, Bovier et Kistler repose sur
le re´sultat suivant de Bramson [Bra78]. Il existe une constante C telle que, pour tout
0 < y <
√
t :
P (X1(t) ≥ m(t) + y) ≤ C(1 + y)2 exp(−
√
2y).
Cette ine´galite´ permet d’obtenir simplement un controˆle uniforme sur les temps entiers.
Un controˆle sur tous les temps s’en de´duit par des majorations grossie`res.
Les deux derniers points ne concernent que les trajectoires des particules proches de
m(t) a` l’instant t. Ils se de´duisent relativement facilement du premier point qui affirme
que ces particules suivent essentiellement la trajectoire d’une excursion brownienne
en-dessous de s 7→ (s/t)mt. Notons qu’il existe par contre, avec grande probabilite´,
des particules proches de m(t/2) = 1
2
m(t) + O(ln(t)) a` l’instant t/2 et proches de
2m(t/2) = m(t) +O(ln(t)) a` l’instant t.
La forme de la trajectoire des particules extre´males peut e´galement se comprendre
comme le re´sultat d’une compe´tition entre energie - lie´e a` la probabilite´ qu’une particule
a` une hauteur q a` un instant s fournisse un descendant extre´mal a` l’instant t - et entropie
-lie´e au nombre de particules a` une hauteur q a` un instant s.
A¨ıde´kon, Berestycki, Brunet et Shi e´tablissent dans [ABBS11] une version le´ge`rement
diffe´rente du the´ore`me 4.1.
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4.2. Ge´ne´alogie du mouvement brownien branchant
Rappelons que τi,j(t) de´signe l’instant auquelle les particules Xi(t) et Xj(t) se sont
se´pare´es. Dans [ABK11a], Arguin, Bovier et Kistler e´tablissent le re´sultat suivant.
The´ore`me 4.2 ([ABK11a] - The´ore`me 2.1). — Soit A > 0. On a :
lim
r→∞
sup
t≥3r
P
(∃i, j ≤ N(t) : Xi(t), Xj(t) ∈ [m(t)− A,m(t) + A] et τi,j(t) ∈ [r, t− r]) = 0.
La preuve de ce the´ore`me repose sur les re´sultats de localisation des trajectoires
de particules extre´males e´nonce´s dans le the´ore`me 4.1. Observons les particules a` un
instant s loin de 0 et de t. Les particules susceptibles de fournir un descendant extre´mal
a` l’instant t sont situe´es aux environs de st−1m(t)−min(s, (t−s))1/2. La probabilite´ que
l’une d’entre elle fournisse un descendant extre´mal a` l’instant t est faible. Le nombre
de telles particules est par contre e´leve´. Ces deux facteurs se compensent. Par contre,
la probabilite´ que l’une de ces particules se scinde en deux et que chacune de ces deux
particules admette un descendant extre´mal a` l’instant t est faible.
Techniquement, la preuve repose sur une majoration de l’espe´rance du nombre de
couples (i, j) ve´rifiant les conditions apparaissant dans l’e´nonce´ du the´ore`me ainsi que
les conditions de localisation des trajectoires.
5. PREUVES
5.1. Approches de Arguin, Bovier et Kistler
5.1.1. E´quations F-KPP et mouvement brownien branchant. — Notons pour commen-
cer que si une application v est solution de l’e´quation F-KPP
(20)
∂v
∂t
=
1
2
∂2v
∂2x
+ v2 − v
alors u = 1− v est solution de l’e´quation F-KPP
(21)
∂u
∂t
=
1
2
∂2u
∂2x
+ u− u2.
Voici maintenant une version plus pre´cise de l’observation - e´le´mentaire et fe´conde - de
McKean liant le mouvement brownien branchant et les e´quations F-KPP.
Lemme 5.1 ([McK75]). — Soit f : R→ [0, 1]. La fonction v de´finie par
v(t, x) = E

N(t)∏
k=1
f(x+Xk(t))


est solution de l’e´quation F-KPP (20) de condition initiale v(0, ·) = f .
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Explicitons v dans les cas qui nous inte´resseront principalement dans la suite. Soit
φ : R→ R une fonction positive, continue et a` support compact. Soit δ un nombre re´el.
Prenons pour condition initiale la fonction f de´finie par :
f(y) = exp(−φ(−y))1]−∞,δ](−y).
La fonction v associe´e ve´rifie alors :
v(t, x) = E

N(t)∏
k=1
exp(−φ(−x−Xk(t))1]−∞,δ](−x−Xk(t))

 ,
= E

N(t)∏
k=1
exp(−φ(−x+Xk(t))1]−∞,δ](−x+Xk(t))

 ,
= E
(
exp(−φ(N (t)− x)1X1(t)≤δ+x
)
.
Si φ est constante e´gale a` 0 et si δ = 0 on a par exemple :
(22) v(t,m(t) + x) = P (X1(t) ≤ m(t) + x).
L’e´tude de la convergence en loi de X1(t)−m(t) se rame`ne ainsi a` celle de la convergence
des fonctions t 7→ v(t,m(t) + x) pour tout re´el x.
Si l’on conside`re la condition initiale f de´finie par f(y) = exp(−φ(−y)) alors on a
par exemple :
v(t,m(t)) = E(exp(−φ(Nm(t)))).
E´tudier la convergence en loi du processus (Nm(t))t revient ainsi a` e´tudier la convergence
des fonctions t 7→ v(t,m(t)) associe´es aux diffe´rentes fonctions φ.
5.1.2. Condition initale : front borne´. — Dans cette partie, nous conside´rons le com-
portement asymptotique des solutions de l’e´quation F-KPP (21) de condition initiale
g : R→ [0, 1] satisfaisant :
(23) Il existe A > 0 tel que g(x) = 1 pour x ≤ −A et g(x) = 0 pour x ≥ A.
Bramson a e´tabli dans [Bra83] le re´sultat de convergence suivant, dans lequel m(t)
est de´fini par (13) et ou` w est la fonction de re´partition de la variable ale´atoire W
de´finie en (3).
The´ore`me 5.2 ([Bra83]). — Soit u une solution de l’e´quation F-KPP (21) de condi-
tion initiale u(0, ·) = g ou` g : R→ [0, 1] est une fonction satisfaisant la condition (23).
Alors il existe une constante C ′(g) telle que
u(t, x+m(t))→ 1− w(x+ C ′(g)) uniforme´ment en x lorsque t→∞.
Par (9) on a :
1− w(x+ C ′(g)) = 1− E
(
exp
(
−C ′′(g)Ze−
√
2x
))
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ou`C ′′(g) = Cwe−
√
2C′(g). La constante C ′′(g) peut se retrouver a` partir du comportement
asymptotique de la limite. En effet, par (4), on a :
(24) 1− w(x+ C ′(g)) ∼ C ′′(g)xe−
√
2x.
Nous noterons souvent ces constantes C ′(u) et C ′′(u) ou` u est la solution de l’e´quation
F-KPP (21) de condition initiale g.
Le comportement asymptotique (6) est une conse´quence imme´diate des re´sultats
pre´ce´dents. En effet, par (22) et par le the´ore`me 5.2 (la condition initiale est de´finie par
g(y) = 1− 1]−∞,0[(−y) = 1]−∞,0]) on obtient :
P (X1(t) ≤ m(t) + x)→ w(x+ C ′(1]−∞,0])).
Ainsi, X1(t)−m(t)− C ′(1]−∞,0]) converge en loi vers W (on a en fait C ′(1]−∞,0]) = 0).
Bramson fournit dans [Bra83] une version plus pre´cise du the´ore`me 5.2. Il donne une
condition ne´cessaire et suffisante sur la condition initiale g pour que u(t, ·) convenable-
ment translate´e converge vers w.
Le re´sultat suivant est une conse´quence relativement simple d’un re´sultat de Bramson
e´galement obtenu dans [Bra83].
Proposition 5.3. — Soit u une solution de l’e´quation F-KPP (21) de condition ini-
tiale u(0, ·) satisfaisant la condition (23). Posons, pour tout t > r > 0 et tout x re´el :
ψ(r, t, x) =
e−
√
2(x−√2t)√
2pi(t− r)
∫ ∞
0
u(r, y +
√
2r)ey
√
2− (y−(x−
√
2t))2
2(t−r)
(
1− e−2y x−m(t)t−r
)
dy.
Alors, pour tout r suffisamment grand, pour tout t ≥ 8r et tout x ≥ m(t) + 8r, on a :
(25) γ−1(r)ψ(r, t, x) ≤ u(t, x) ≤ γ(r)ψ(r, t, x)
ou` γ(r) de´croˆıt vers 1 lorsque r tend vers l’infini.
Notons que ψ(r, ·, ·) ne de´pend de u qu’a` travers u(r, ·). La proposition donne le
comportement de u(t, x) pour t grand et x−m(t) grand. Explicitons ce comportement
dans diffe´rents re´gimes.
Posons :
(26) C(r, u) =
√
2
pi
∫ ∞
0
u(r, y + r
√
2)yey
√
2dy.
Arguin, Bovier et Kistler ve´rifient que cette quantite´ est finie par comparaison de u avec
la solution explicite de l’e´quation F-KPP (21) line´arise´e. On en de´duit alors simplement,
pour tout re´el x :
lim
t→∞
ex
√
2 t
3/2
3
2
√
2
ln(t)
ψ(r, t,
√
2t+ x) = C(r, u).
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L’encadrement (25) et le fait que γ tende vers 1 permet alors d’en de´duire la convergence
de C(r, u) vers un re´el strictement positif C(u),
(27) C(u) = lim
r→∞
√
2
pi
∫ ∞
0
u(r, y + r
√
2)yey
√
2dy,
ainsi que la convergence suivante, pour tout re´el x :
lim
t→∞
ex
√
2 t
3/2
3
2
√
2
ln(t)
u(t,
√
2t+ x) = C(u).
Les arguments pre´ce´dents proviennent de Chauvin-Rouault [CR90].
On montre similairement
lim
t→∞
ex
√
2
x
ψ(r, t,m(t) + x) = C(r, u),
puis
lim
x→∞
lim
t→∞
ex
√
2
x
u(t,m(t) + x) = C(u).
Par (24), on en de´duit C(u) = C ′′(u). En utilisant (9) nous obtenons donc la
repre´sentation inte´grale suivante :
lim
t→∞
u(t,m(t) + x) = 1− E
(
exp
(
−C(u)Ze−
√
2x
))
ou` C(u) est de´fini par (27).
Nous aurons e´galement besoin du comportement asymptotique des solutions dans le
re´gime suivant. Soient a > 0 et b un nombre re´el. On obtient comme pre´ce´demment le
re´sultat suivant :
(28) lim
t→∞
e
√
2(a
√
t+b)t3/2
a
√
t + b
ψ(r, t,
√
2t + a
√
t+ b) = C(r, u)e−a
2/2.
Soit A un re´el tel que u(0, ·) ≤ 1]−∞,A]. En utilisant le lemme 5.1 on obtient :
u(t, x) ≤ P (X1(t) ≥ x−A).
Un controˆle suffisamment fin sur la queue de la distribution du maximum permet d’en
de´duire :
lim
A1ց0
lim sup
r→∞
∫ A1√r
0
u(r, y +
√
2r)yey
√
2dy = 0
et
lim
A2ր∞
lim sup
r→∞
∫ ∞
A2
√
r
u(r, y +
√
2r)yey
√
2dy = 0.
Re´sumons ces proprie´te´s avec l’e´criture suivante :
(29) C(u) = lim
r→∞
∫
y≈√r
u(r, y +
√
2r)yey
√
2dy.
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Ces controˆles permettent notamment d’obtenir simplement le comportement de C(u)
lorsque la condition initiale est translate´e :
(30) C(u(·, ·+ x)) = C(u)e−
√
2x.
5.1.3. Condition initiale localise´e. — Certains des re´sultats pre´ce´dents restent valides
pour des conditions initiales diffe´rentes.
Proposition 5.4. — Soit φ : R→ R une fonction positive, continue, a` support com-
pact et non identiquement nulle. Notons u la solution de l’e´quation F-KPP (21) associe´e
a` la condition initiale g = 1− exp(−φ(−·)). On a :
(31) lim
t→∞
E
(
e−φ(Nm(t))
)
= E
(
e−C(u)Z
)
ou`
(32) C(u) = lim
t→∞
√
2
pi
∫ ∞
0
u(t, t
√
2 + y)yey
√
2dy
est une constante strictement positive ne de´pendant que de φ. Par ailleurs, pour tout
re´el x on a :
(33) C(u(·, ·+ x)) = C(u)e−
√
2x.
On a enfin, avec le meˆme sens qu’en (29) :
(34) C(u) = lim
r→∞
∫
y≈√r
u(r, y +
√
2r)yey
√
2dy.
Cette proposition permet d’obtenir la convergence en loi du processus (Nm(t))t. Elle
donne e´galement des informations sur le processus limite. Les relations (31) a` (33)
s’inspirent des travaux de Chauvin-Rouault [CR90].
On a pour tout nombre re´el x :
lim
t→∞
u(t,m(t) + x) = lim
t→∞
1−E (e−φ(Nm(t)−x)) = 1−E (e−C(u)Ze−√2x) .
La convergence n’est pas uniforme en x. Par syme´trie, on observe en effet la formation
d’un front syme´trique autour de la position −m(t).
La limite pre´ce´dente peut s’e´crire :
E
(
e−Ze
−
√
2
(
x− 1√
2
ln(C(u))
))
.
Le terme 1√
2
ln(C(u) s’interpre`te ainsi comme un terme de retard de l’onde stationnaire.
La limite apparaissant dans (31) et la relation (32) permettent de donner une descrip-
tion probabiliste du processus limite. C’est l’objet du the´ore`me 5.5. Cette description
fait intervenir le processus auxiliaire de la partie suivante. La relation (34) permet de
donner une description probabiliste alternative du processus limite. C’est la description
qui fait l’objet du the´ore`me 3.1.
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Dans la suite de cette partie, nous donnons quelques de´tails sur la preuve de la
proposition 5.4. Pour tout re´el δ, on conside`re la condition initiale gδ de´finie par gδ(x) =
1 − exp(−φ(−x))1−x≤δ. La condition initiale gδ ve´rifie la condition (23). Notons uδ la
solution de l’e´quation (21) associe´e. La preuve est naturelle et consiste a` ve´rifier que uδ
converge convenablement vers u.
Le lemme 5.1 permet d’obtenir facilement l’encadrement suivant :
(35) uδ(t, x)− P (X1(t) > δ + x) ≤ u(t, x) ≤ uδ(t, x).
Ainsi :
C(t, uδ)− C(t, 1]−∞,−δ]) ≤ C(t, u) ≤ C(t, uδ).
En prenant la limite en t et en δ et en utilisant (30) on obtient :
lim
t→∞
C(t, u) = lim
δ→∞
lim
t→∞
C(t, uδ),
c’est-a`-dire, en appelant C(u) la premie`re limite :
C(u) = lim
δ→∞
C(uδ).
Notons que δ 7→ C(uδ) est croissante. La relation (33) se de´duit alors de (30). L’enca-
drement (35) permet e´galement d’obtenir :
uδ(t,m(t) + x)− P (X1(t) > m(t) + x+ δ) ≤ u(t,m(t) + x) ≤ uδ(t,m(t) + x).
En prenant la limite en t puis en δ dans l’encadrement, on obtient :
lim
t
u(t,m(t)+x) = 1− lim
δ
E
(
exp
(
−C(uδ)Ze−
√
2x
))
= 1−E
(
exp
(
−C(u)Ze−
√
2x
))
.
Si C(u) e´tait nul, alors la limite pre´ce´dente serait nulle pour tout nombre re´el x. Or :
u(t,m(t) + x) = 1−E (e−φ(Nm(t)−x)) ≥ 1−E (e−φ(X1(t)−m(t)−x)) .
La convergence en loi de X1(t)−m(t) permet de conclure que C(u) est non nul.
5.1.4. Processus auxiliaire. — Arguin, Bovier et Kistler introduisent un processus auxi-
liaire (Π(t))t et montrent qu’il admet la meˆme limite que (Nm(t))t. Ce processus est
de´fini de la manie`re suivante. Soit η un processus de Poisson ponctuel sur R de mesure
d’intensite´ √
2
pi
(−x)e−
√
2x1]−∞,0[(x)dx.
Conditionnellement a` η, on se donne une famille (N xℓ )x∈η de copies inde´pendantes du
processus (Nℓ(t))t de´fini par
Nℓ(t) = N (t)−
√
2t.
Le processus ponctuel η et la famille (N xℓ )x∈η sont inde´pendants de Z. Le processus
auxiliaire est de´fini par :
Π(t) =
∑
x∈η
1√
2
ln(Z) + x+N xℓ (t).
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Rappelons que le maximum du processus Nℓ converge presque suˆrement vers −∞.
Le processus Π(t) converge ne´anmoins vers un processus ponctuel non trivial. Plus
pre´cise´ment, Arguin, Bovier et Kistler e´tablissent le re´sultat suivant :
The´ore`me 5.5. — Les processus (Π(t))t et (Nm(t))t convergent en loi vers la meˆme
limite.
L’e´tude du comportement asymptotique de Nm(t) via l’introduction de ce processus
auxiliaire se rapproche par certains aspects de la cavity method introduite par Parisi et
ses coauteurs [MPV87]. Nous renvoyons a` [ABK11b] pour plus de de´tails.
Montrons ce re´sultat. Soit φ : R → R une fonction continue, positive et a` support
compact. Notons u la solution de l’e´quation F-KPP (21) associe´e a` la condition initiale
1− exp(−φ(−·)). Rappelons que l’on a :
u(t, y) = 1− E (e−φ(−y+N (t)))
et donc :
u
(
t,−x+
√
2t− 1√
2
lnZ
)
= 1−E
(
e
−φ(x+ 1√
2
lnZ+Nℓ(t)) |Z
)
.
En utilisant ce qui pre´ce`de, des conditionnement successifs et en utilisant la forme de
la transforme´e de Laplace d’un processus de Poisson ponctuel on obtient :
E
(
e−φ(Π(t))
)
= E
(
exp
(
−
∫ 0
−∞
u
(
t,−x+
√
2t− 1√
2
lnZ
)√
2
pi
(−x)e−
√
2xdx
))
,
= E
(
exp
(
−
∫ ∞
0
u
(
t, x+
√
2t− 1√
2
lnZ
)√
2
pi
xe
√
2xdx
))
.
En utilisant la proposition 5.4 on obtient alors :
lim
t→∞
E
(
e−φ(Π(t))
)
, = E
(
exp
(
−C
(
u
(
·, · − 1√
2
lnZ
))))
,
= E (exp (−ZC(u))) ,
= lim
t→∞
E
(
e−φ(Nm(t))
)
ce qui conclut la preuve.
5.1.5. Preuve du the´ore`me 3.3 et des deux derniers points du the´ore`me 3.1. — Com-
menc¸ons par donner les grandes lignes de la preuve du the´ore`me 3.3. Soient a > 0
et b ∈ R. Soit φ : R → R une fonction continue, positive et a` support compact. On
s’inte´resse au comportement en grand temps de :
E
(
e−φ(N (t)−(
√
2t+a
√
t+b))
∣∣∣X1(t)− (√2t+ a√t+ b) > 0) .
Pour δ > 0, on commence par e´tudier :
L(t) = E
(
e−φ(N (t)−(
√
2t+a
√
t+b))1]−∞,δ](X1(t)− (
√
2t+ a
√
t + b)
∣∣∣X1(t)− (√2t+ a√t + b) > 0) .
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On peut e´crire
L(t) =
1− u2(t,
√
2t+ a
√
t + b)
u3(t,
√
2t + a
√
t+ b)
− 1− u1(t,
√
2t+ a
√
t+ b)
u3(t,
√
2t+ a
√
t + b)
=
u1(t,
√
2t + a
√
t+ b)
u3(t,
√
2t + a
√
t+ b)
− u2(t,
√
2t+ a
√
t+ b)
u3(t,
√
2t+ a
√
t+ b)
ou` u1, u2 et u3 sont les solutions de l’e´quation F-KPP (21) associe´es aux conditions
initiales f1, f2 et f3 de´finies par f1(y) = 1 − exp(−φ(−y))1]−∞,0](−y), f2(y) = 1 −
exp(−φ(−y))1]−∞,δ](−y) et f3(y) = 1 − 1]−∞,0](−y). En utilisant (25) et (28) on en
de´duit :
lim
t→∞
L(t) =
C(f1)− C(f2)
C(f3)
.
Notons que l’on ne peut avoir C(f1) = C(f2), car sinon on aurait :
lim
t→∞
u1(t,m(t)) = lim
t→∞
u2(t,m(t))
et donc, en faisant la diffe´rence :
lim
t→∞
E
(
e−φ(N (t)−m(t))1]0,δ](X1(t)−m(t))
)
= 0,
ce qui est exclu compte-tenu du comportement du maximum et de N (t)−m(t). Ainsi,
L(t) converge vers un re´el strictement positif qui ne de´pend pas du choix de a et de b.
La loi du maximum deN (t)−(√2t+a√t+b) conditionnellement a` la stricte positivite´
de ce maximum s’e´tudie de manie`re similaire, ce qui permet de conclure l’argument de
troncature et la preuve du the´ore`me 3.3
Dans la fin de cette partie, nous de´montrons les deux derniers points du the´ore`me
3.1. Soit φ : R→ R une fonction continue, positive et a` support compact. Notons u la
solution de l’e´quation F-KPP (21) associe´e a` la condition initiale 1 − exp(−·). Par la
proposition 5.4 on a :
(36) lim
t→∞
E
(
e−φ(Nm(t))
)
= E
(
e−ZC(u)
)
ou`
C(u) = lim
t→∞
√
2
pi
∫ ∞
0
u(t, t
√
2 + y)yey
√
2dy.
En utilisant (34) on obtient :
C(u) = lim
t→∞
√
2
pi
∫
y≈√t
u(t, t
√
2 + y)yey
√
2dy,
= lim
t→∞
√
2
pi
∫
y≈√t
E (1− exp (−φ(Nℓ(t)− y)))ye
√
2ydy.
Soit B un re´el tel que φ ≤ 1[B,+∞[. On a alors 1− exp(−φ(Nℓ(t)− y)) = 0 si y < B. En
e´crivant
E
(
1− e−φ(Nℓ(t)−y)) = E (1− e−φ(Nℓ(t)−y) ∣∣∣X1(t)−√2t− y ≥ B)P (X1(t)−√2t−y ≥ B)
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et en utilisant le re´sultat e´nonce´ a` la suite du the´ore`me 3.3 on obtient :
C(u) = lim
t→∞
∫
y≈√t
E (1− exp (−φ (D +H +B)))P (X1(t)−
√
2t− y ≥ B)
√
2
pi
ye
√
2ydy,
= E (1− exp (−φ (D +H +B))) lim
t→∞
∫
y≈√t
P (X1(t)−
√
2t− y ≥ B)
√
2
pi
ye
√
2ydy.
En utilisant (29) pour la solution de l’e´quation F-KPP (21) associe´e a` la condition
initiale 1]−∞,−B[ on obtient :
C(u) = E (1− exp (−φ (D +H +B))) lim
t→∞
∫ ∞
0
P (X1(t)−
√
2t− y ≥ B)
√
2
pi
ye
√
2ydy
= E (1− exp (−φ (D +H +B)))C(1]−∞,B[).
En utilisant (30) et le fait que H suit une loi exponentielle de moyenne 2−1/2, on obtient
finalement :
C(u) = C(1]−∞,0[)
∫
R
(1− exp (−φ (D + y)))
√
2e−
√
2y.
De (36) et de ce qui pre´ce`de on de´duit les deux derniers points du the´ore`me 3.1.
5.2. Approche de Aı¨de´kon, Berestycki, Brunet et Shi
5.2.1. Normalisation. — Pour exposer l’approche de A¨ıde´kon, Berestycki, Brunet et
Shi nous pre´fe´rons reprendre leur normalisation. Dans la suite, le mouvement brownien
a une variance σ2 = 2, une de´rive ρ = 2 et le temps d’atteinte avant fission est toujours
de moyenne 1. Par ailleurs, nous nous inte´ressons au minimum et au processus vu depuis
son minimum. Ces normalisations sont telles que :
E

N(t)∑
k=1
Xk(t)

 = 1 et E

N(t)∑
k=1
Xk(t)e
−Xk(t)

 = 0.
Nous conservons le nom des objets introduits pre´ce´demment, meˆme si les de´finitions
diffe`rent parfois le´ge`rement. Ainsi, nous notons X1(t) ≤ X2(t) ≤ · · · ≤ XN(t) les posi-
tions des particules classe´es par ordre croissant. On dispose de la convergence en loi de
X1(t)−m(t) vers une variable ale´atoire W ou`
m(t) =
3
2
ln(t).
La fonction de re´partition de la variable ale´atoire W ve´rifie :
(37) P (W ≤ x) ∼x→−∞ −Cwxex.
La martingale (Z(t))t est de´finie par :
Z(t) =
N(t)∑
k=1
Xi(t)e
−Xi(t).
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La martingale converge presque suˆrement vers une variable ale´atoire strictement positive
Z. Le processus (N (t))t est de´fini comme pre´ce´demment. Le processus (NZ(t))t est de´fini
par :
NZ(t) = N (t)− (m(t)− ln(CwZ)) .
On note X1,t(·) la trajectoire de la particule qui re´alise le minimum a` l’instant t.
Le renversement Yt(·) de cette trajectoire, les instants de fissions τi,j(t), le proces-
sus ponctuel Q(t, ζ) et la famille de processus (Γ(b))b sont e´galement de´finis comme
pre´ce´demment.
On pose Y (b)(t) = −σΓ(b). Conditionnellement a` Y (b) nous de´finissons un processus
ponctuel QY (b) par
QY (b) = δ0 +
∑
t∈χ
(Nt(t) + Y (b)(t))
ou` χ est un processus de Poisson ponctuel inde´pendant sur [0,+∞[ de mesure d’in-
tensite´ 2dt et ou`, conditionnellement a` ce qui pre´ce`de, les (Nt(·))t∈χ sont des copies
inde´pendantes du mouvement brownien branchant. Nous de´finissons alors la loi de
(Y,Q) par :
(38) Eφ(Y,Q) = C
∫ +∞
0
dbE
(
φ
(
Y (b),QY (b)
)
1
minQY
(b)
≥0
)
pour tout φ ou` C est la constante de normalisation.
A¨ıde´kon, Berestycki, Brunet et Shi e´tablissent les re´sultats suivants.
The´ore`me 5.6 ([ABBS11]). —
lim
ζ→∞
lim
t→∞
(Yt,Q(t, ζ), X1(t)−m(t)) = (Y,Q,W ) en loi
ou` (Y,Q) et W sont inde´pendants.
The´ore`me 5.7 ([ABBS11]). — – Le processus (NZ(t), Z(t)) converge en loi vers
(NZ , Z) ou` NZ est un processus ponctuel inde´pendant de Z.
– Le processus NZ a la meˆme loi que le processus∑
x∈PZ
x+ Cx
ou` PZ est un processus de Poisson ponctuel d’intensite´ exp(x)dx et ou`, condition-
nellement a` PZ , (Cx)x∈PZ est une suite de copies inde´pendendantes du processus Q
apparaissant dans le the´ore`me pre´ce´dent.
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5.2.2. Preuve du the´ore`me 5.7 a` partir du the´ore`me 5.6. — Pour tout k ≥ 1, on note
Hk l’ensemble des particules qui sont les premie`res de leur ligne´e a` atteindre le niveau
k. Cet ensemble est presque suˆrement fini. Notons Hk son cardinal et posons :
Zk = ke
−kHk.
Le processus (Zk)k est la martingale (Z(t))t regarde´e le long de lignes d’arreˆts
diffe´rentes. La suite des Zk converge e´galement presque suˆrement vers Z. Si u est un
e´le´ment de Hk et si t est suffisamment grand, on note X(u)1 (t) la position de la particule
la plus basse a` l’instant t parmi celles qui descendent de u.
Posons, pour tout t assez grand :
P∗k,t =
∑
u∈Hk
δ
X
(u)
1 (t)
−m(t) + ln(CwZk).
En utilisant la proprie´te´ de branchement du mouvement brownien branchant, le fait
que m(t + c) − m(t) converge vers 0 pour tout c et le fait que X1(t) − m(t) converge
vers W , on obtient la convergence de P∗k,t vers :
P∗k,∞ =
∑
u∈Hk
δW (u) + k + ln(CwZk)
ou`, conditionnellement a` FHk , les W (u) sont des copies inde´pendantes de W .
En utilisant (37) et des re´sultats classiques de la the´orie des valeurs extreˆmes, on
obtient facilement la convergence en loi de∑
u∈Hk
δW (u) + (ln(Hk) + ln(ln(Hk)) + ln(Cw))
vers un processus ponctuel de Poisson χ sur R de mesure d’intensite´ exdx. En utilisant
la relation Hk = k
−1ekZk, on obtient le comportement presque suˆr suivant :
ln(Hk) + ln(ln(Hk)) = ln(Zk) + k + ok(1).
En combinant les deux derniers re´sultats, on obtient la convergence en loi de P∗k,∞ vers
le processus de Poisson ponctuel χ.
Pour tout u ∈ Hk, tout ζ > 0 et pour t suffisamment grand, notons Q(u)t,ζ le processus
ponctuel - vu depuis X
(u)
1 (t) - des descendants de u qui se sont se´pare´s de X
(u)
1 (t) apre`s
l’instant t − ζ . De´finissons de la meˆme manie`re Qζ a` partir de Q (Q ne contient pas
d’information sur la ge´ne´alogie, mais on peut de´finir Qζ en reprenant la construction
de Q).
Fixons η > 0. Conside´rons l’e´ve`nement de´fini par les deux conditions suivantes :
1. Si Xi(t) ≤ 2η et Xj(t) ∈ [−2η, 2η] alors τi,j 6∈ [ζ, t− ζ ].
2. Aucune particule n’atteint le niveau k avant l’instant ζ .
3. On a | ln(CwZ)| ≤ η.
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Une le´ge`re variante du the´ore`me 4.2 permet de s’assurer que cet e´ve`nement est de
probabilite´ proche de 1 pour un bon choix des parame`tres. Si cet e´ve`nement est ve´rifie´,
on a, pour t suffisamment grand :
NZ∣∣[−η,η] = ∑
u∈Hk
(
Q(u)t,ζ +X(u)1,t −m(t) + ln(CwZ)
)∣∣[−η,η] .
Conditionnellement a` FHk , les Q(u)t,ζ et les X(u)1,t −m(t) + ln(CwZk) sont inde´pendants.
En faisant de´pendre convenablement ζ de k, en faisant tendre t vers l’infini puis k vers
l’infini, en utilisant la convergence de P∗k,t et de P∗k,∞ et le the´ore`me 5.6 puis en faisant
tendre η vers l’infini, on obtient la convergence en loi de NZ vers Q.
5.2.3. De´composition en e´pine dorsale. — Conside´rons F une fonction raisonnable de
C([0, t],R) dans R. Rappelons que Xk,t de´signe la trajectoire sur [0, t] de la particule
en position Xk(t) a` l’instant t. On a :
E

N(t)∑
k=1
F (Xk,t)

 = E(N(t))E(F (σB(s)+2s, s ∈ [0, t])) = etE(F (σB(s)+2s, s ∈ [0, t]))
ou` B est un mouvement brownien standard. Un changement de mesure via la formule
de Cameron-Martin permet d’e´liminer la de´rive et le facteur et. On obtient :
E

N(t)∑
k=1
F (Xk,t)

 = E(F (σB(s), s ∈ [0, t])).
On peut en re´alite´ faire un changement de mesure pour le mouvement brownien bran-
chant lui-meˆme. Le processus sous la nouvelle mesure admet une description probabiliste
agre´able. De´taillons cela. On de´finit une martingale (M(t))t≥0 en posant :
M(t) =
N(t)∑
k=1
e−Xk(t).
Cette martingale converge presque suˆrement vers 0. Notons (Ft)t la filtration naturelle
du mouvement brownien branchant. Soit Q la mesure de probabilite´ sur F∞ telle que,
pour tout t ≥ 0 :
Q|Ft =M(t).P|Ft .
Chauvin et Rouault ont fourni dans [CR88] la description suivante du processus sous
la mesure de probabilite´ Q. Une particule initialement en l’origine e´volue suivant un
mouvement brownien sans de´rive et de variance σ2 = 2. Cette particule est l’e´pine
dorsale du processus. Avec un taux 2, l’e´pine dorsale donne naissance a` une particule
qui e´volue suivant un mouvement brownien branchant de loi P (branchements a` taux
1 et mouvement brownien de de´rive ρ = 2 et de variance σ2 = 2). Par ailleurs, si
Ξ(t) ∈ {1, . . . , N(t)} de´signe l’indice de l’e´pine dorsale a` l’instant t, on a, pour i ≤ N(t) :
Q(Ξ(t) = i|Ft) = e
−Xi(t)
M(t)
.
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Si par exemple F (X1,t) est une fonction de la trajectoire X1,t(·) sur [0, t] de la particule
qui re´alise le minimum a` l’instant t, on ve´rifie facilement :
EP (F (X1,t)) = EP

N(t)∑
k=1
F (Xk,t)1k=1

 ,
= EQ

 1
M(t)
N(t)∑
k=1
F (Xk,t)1k=1

 ,
= EQ
(
eXΞ(t)(t)F (XΞ(t),t)1Ξ(t)=1
)
.
Ce type de formule est connu sous le nom demany-to-one formula. L’e´galite´ Ξ(t) = 1 est
ve´rifie´e lorsqu’aucun des minima des mouvements browniens branchants cre´e´s le long
de la trajectoire de l’e´pine dorsale n’est, a` l’instant t, sous XΞ(t)(t). Mais les instants
de cre´ations de ces mouvements browniens branchants forment un processus de Poisson
ponctuel sur [0, t] de mesure d’intensite´ 2dt. Par ailleurs, si s est l’un de ces instants, la
probabilite´ que son minimum soit a` l’instant t sous XΞ(t)(t) est (conditionnellement a`
la trajectoire de l’e´pine dorsale et aux temps de branchement sur cette e´pine dorsale) :
Gt−s(XΞ(t)(t)−XΞ(t)(s))
ou`, pour tout t ≥ 0 et tout x ∈ R :
Gt(x) = P (X1(t) ≤ x).
Ainsi, le nombre de mouvements browniens branchants cre´e´s dont le minimum est sous
XΞ(t)(t) a` l’instant t suit, conditionnellement a` la trajectoire de l’e´pine dorsale, une loi
de Poisson de parame`tre 2
∫ t
0
Gt−s(XΞ(t)(t)−XΞ(t)(s))ds. Par conse´quent :
EP (F (X1,t)) = EQ
(
eXΞ(t)(t)F (XΞ(t),t)e
−2 ∫ t0 Gt−s(XΞ(t)(t)−XΞ(t)(s))ds
)
.
Notons (B(t))t un mouvement brownien standard. La trajectoire de l’e´pine dorsale e´tant
un mouvement brownien sans de´rive de variance σ2 on obtient finalement :
(39) EP (F (X1,t)) = E
(
eσB(t)F (σB(s), s ∈ [0, t])e−2
∫ t
0
Gt−s(σB(t)−σB(s))ds
)
.
5.2.4. Preuve du the´ore`me 5.6. — Soit F1 une fonction raisonnable de C(R+,R) dans
R. SiX est une fonction continue de [0, t] dans R, F1(X) est l’image par F1 de la fonction
de´finie par s 7→ X(min(t, s)). Soient A1, . . . , An des sous-ensembles bore´liens de R et
α1, . . . , αn des nombres re´els. Soit enfin η > 0. Nous nous inte´ressons au comportement
asymptotique de I(x, t, ζ) de´fini pour un parame`tre x > 0 et pour t ≥ ζ ≥ 0 par :
I(x, t, ζ) = E
(
1A(X1,t)F1(Yt(s), s ∈ [0, ζ ]))e−
∑n
i=1 αiQ(t,ζ)(Ai)1|X1(t)−m(t)|≤η
)
.
Une trajectoire X : [0, t]→ R appartient a` A si :
– On a X(s) ≥ a(s) pour s ∈ [0, t− ζ ] ou` a(s) = −x pour s ≤ t/2 et a(s) = m(t)−x
pour s > t/2.
– On a X(s)−X(t) ≥ −x pour s ∈ [t− ζ, t].
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– On a X(t− ζ)−X(t) ∈ [ζ1/3, ζ2/3].
– Le minimum de X sur [t/2, t] est atteint en un point de [t− x, t].
Avec une probabilite´ abitrairement proche de 1 pour x, ζ et t suffisamment grands, on
a X1(t)−m(t) ∈ [−η, η] ou X1,t ∈ A. C’est un re´sultat semblable au the´ore`me 4.1.
Notons E
(t)
a,b l’espe´rance sous laquelle B = (B(s))s∈[0,t] est un pont brownien de lon-
gueur t entre a et b. Posons
G∗s(a) = 1−E
(
e−
∑n
i=1 αi1Ai (N (s)−a)1minN (s)−a≥0
)
.
Notons que, si tous les αi sont nuls, on a G
∗
s(a) = P (minN (s) − a < 0) = Gs(a).
Un raisonnement semblable a` celui menant a` (39), un renversement de trajectoire -
remplacement de B = (B(s))s∈[0,t] par le processus de meˆme loi B = (B(t) − B(t −
s))s∈[0,t]) - puis un conditionnement/de´conditionnement par la valeur de σB(t) permet
d’obtenir :
I(x, t, ζ) =
C
t
∫ η
−η
P (σB(t) ∈ m(t) + dz)em(t)+zJ(x, t, ζ, z)
ou` :
J(x, t, ζ, z) = tE
(t)
0,σ−1(m(t)+z
(
1A(σB)F1(σB)e
−2 ∫ ζ0 G∗s(σBs)ds−2
∫ t
ζ Gs(σBs)ds
)
.
En explicitant la densite´ de la loi de σB(t) et en exploitant le fait que les z pertinents
appartiennent a` un intervalle borne´, on obtient :
(40) I(x, t, ζ) ∼t→∞ C
t3/2
∫ η
−η
em(t)+zJ(x, t, ζ, z)dz = C
∫ η
−η
ezJ(x, t, ζ, z)dz
ou` C est une constante qui change de ligne en ligne. Il reste a` e´tudier le comportement
asymptotique de J(x, t, ζ, z) pour z dans [−η, η]. Pour cela, on applique la proprie´te´ de
Markov au pont brownien a` l’instant ζ . Rappelons que nous avons renverse´ la trajectoire,
cela correspond donc au temps re´el t− ζ . Notons θ l’instant ou` (B(s))s∈[0,ζ] atteint son
maximum. On obtient, toujours en exploitant le fait que z appartient a` un intervalle
borne´ :
J(x, t, ζ, z) ∼t→∞
∫ −ζ1/3
−ζ2/3
K(x, ζ, w)L(x, t, ζ, z, w)P (σBζ ∈ dw),
ou`
K(x, ζ, w) = E
(ζ)
0,σ−1w
(
1σB(s)≤x,s∈[0,ζ]1θ≤xF1(σB(s), s ∈ [0, ζ ])e−2
∫ ζ
0 G
∗
s(σBs)ds
)
et ou`
L(x, t, ζ, z, w) = tE
(t−ζ)
0,σ−1(m(t)+z−w)
(
1σB(t−ζ)−σB(t−ζ−s)≥a(s),s∈[0,t−ζ]e−2
∫ t−ζ
0 Gs+ζ(w+σBs)ds
)
.
A¨ıde´kon, Berestycki, Brunet et Shi montrent alors que L(x, t, ζ, z, w) converge lorsque
t tend vers l’infini et que cette limite ve´rifie, uniforme´ment en ζ :
(41) lim
t→∞
L(x, t, ζ, z, w) ∼w→−∞ |w|ϕ(x, z)
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pour une fonction ϕ explicite. On peut alors en de´duire, en utilisant le fait que les w
pertinents appartiennent a` l’intervalle [−ζ2/3,−ζ1/3] :
lim
t→∞
J(x, t, ζ, z) =
∫ −ζ1/3
−ζ2/3
K(x, ζ, w)|w|ϕ(x, z)P (σBζ ∈ dw).
On peut alors montrer :
(42)
lim
ζ→∞
lim
t→∞
J(x, t, ζ, z) = ϕ(x, z)σ
∫ σ−1x
0
E
(
F1(σΓ
(b)(s), s ≥ 0)e−2
∫∞
0 G
∗
s(σΓ
(b)
s )ds1Tb≤x
)
db.
On conlut la preuve en revenant a` (40) et laissant tendre x vers l’infini.
La relation (42) s’obtient par des de´compositions de trajectoires du mouvement brow-
nien. L’obtention de la relation (41) est plus de´licate. Des arguments semblables a`
ceux menant au the´ore`me 4.2 sur la ge´ne´alogie permettent de limiter l’inte´grale sur
[0, t − ζ ] intervant dans l’exponentielle a` une inte´grale sur des ensembles de la forme
[0,M ]∪ [t−ζ−M, t−ζ ]. Lorsque w tend vers −∞, l’inte´grale sur [0,M ] devient triviale.
Apre`s retournement du temps, l’inte´grale sur [t− ζ −M, t− ζ ] s’e´crit :∫ M
0
Gt−s(m(t) + z + σB(t)(s))ds
ou` la loi de B(t)(s) est, asymptotiquement en t, celle d’une mouvement brownien
standard. La convergence de l’inte´grale se de´duit alors de la convergence en loi de
X1(t) −m(t). Nous renvoyons aux sections 7, 8 et 9 de [ABBS11] pour les de´tails des
preuves de (41) et (42).
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