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An evasion game with many pursuers governed by kth order differential 
equations on the plane is considered. A sufficient condition for “evasion along each 
trajectory of a certain set” is established. This result generalizes the main result of 
W. Rzymowski [J. Differential Equalions 62 (1986), 334-3561 and shows the con- 
nection between evasion in the simple motion case and that in the case when k > 2. 
The method used here is analogous to that of W. Rzymowski [above] and 
W. Rzymowski [Disserlationes Math. (Rozprawy Mar.) CCXLVII (1986)]. The 
paper summarizes the main results of P. Borbwko and W. Rzymowski [J. Math. 
Anal. Appl. 111 (1985), 535-5461, W. Rzymowski [above], and W. Rzymowski 
[J. Math. Anal. Appl. 120 (1986), 89-941. 0 1988 Academic press, IX 
1. PRELIMINARIES 
1.1. Notation 
Throughout this paper we will use the following notation. For m E N and 
a, b E IV’ we denote by ((I, b ) the Euclidean scalar product of the vectors 
u, b and by J(all = (a, u)“* the norm of the vector a. Next, let 
s= {CXE Iw*: lltlll = l}. 
The family of all non-empty and compact subsets of IV’ will be denoted by 
comp( Rm). 
For A. Bc R” we introduce the notation 
conv A denotes the closed convex hull of the set A, Int A denotes 
the interior of A, 
A-B={uEA:u#B}. 
Finally, for a given set WC R”, denote by W, the set of all measurable 
functions w : [t, 00 ) + W. 
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1.2. Problem Statement 
Fix 1, n E N and for any i = 1, 2, . . . . n fix mi E N. Let sets U E comp( liw’), 
V~comp(lR”~), i= 1, 2, . . . . n, and continuous functions f: 1 R* x U + 1 R2, 
gi: 1R2x Vi-+ lR*, i= 1,2, .,,, n, satisfying a Lipschitz condition with 
respect to the first variable and a natural number k > 1 be given. 
Now, we define functions F and Gi, i= 1,2, . . . . n, by the formulas 
F(x, u) = (x2, x3, . . . . xk, f(x’, u)), 
Gi(X, U) = (X2, X3, ...) Xk, gi(X’, U)), 
where x = (xl, x2, . . . . xk) E R2k, xK E PI*, K = 1, 2, . . . . k, u E U, and v E Vi. 
For t 2 0, a = (a’, a’, . . . . a”) E R2k, where aK E R*, K = 1, 2, . . . . k, and for 
UE U, we denote by X(t, a, u) the solution of the differential equation 
x’ = F(x, u), x(t) = a, 
defined on [t, co). 
The set of all such solutions will be denoted by X(t, a). Analogously, for 
i = 1, 2, . . . . n, t 20, bi= (bj, . . . . bf) E Rzk, where b; E R*, K = 1, 2, . . . . k, we 
define the set Yi( t, bi). Next, for t > 0, b = (b, , . . . . b,) E RZkn, where bi E Rzk, 
i= 1, 2, . . . . n, we set 
Y(t, b) = Y,(t, 6,) x ... x Y,,(t, 6,). 
Now, we mention few definitions. 
Let us fix an initial position (to, a,, b,,)E [0, 00) x RZk x RZkn, where 
b0 = (b,,, . . . . b,), boiE R2k, i= 1, 2, . . . . n. 
For each t 30 define E, to be the family of all sequences {t,: m E N } 
such that to=t, t,<t,,l, mEN(, and t,+cc asm-rco. 
Suppose that there are set-valued functions Z, and Z such that 
0#Z,(t,a)cZ(t,a)cX(t,a), (&U)E[O, oO)xR2k. 
DEFINITION 1.1. A pair (e, # e) is said to be an evader’s strategy, if 
e: Y(t,, W + U,,, # e: Y(to, 6,) + E,,, X(to, ao, e(y))E Z(t,, a,), and 
(ES) the equality 14 c,,,,,,l = YI c,o,t,l implies [to, tj+ 1] n # e(y) = 
[to, tj+ 11 n f 4.F) and e(y)1 cro,,,+,l =eW Cto,,,+,l for all 
Y, .? E Y(to, b,) and j E f% where { t, : m E N } = # e(y). 
The set of all such strategies will be denoted by E(Z, Y, a,, b,, to). 
Analogously, for any i= 1, 2, . . . . n, we define the set E(Z, Y,, uo, hoi, to). 
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DEFINITION 1.2. For any i = 1, 2, . . . . n, we call pi: U,, -+ Vii, a strategy of 
the player Pi (ith pursuer) when the following is true: 
(P,S) for any t > t, and U, ii E U,, if u = ii almost everywhere on 
[to, t], then also p,(u) = p,(C) almost everywhere on the same 
interval. 
Now, let functions cp: [WZk x [Wlkn + [0, co), cpi: RZk x Rzk + [0, co), 
i = 1, 2, . . . . n, numbers d, a, T > 0, and a trajectory z E Zo(to, a,) be given. 
DEFINITION 1.3. We say that a strategy (e, # e)EE(Z, Y, a,, b,, to) 
guarantees a result d in the game (Z, Y, a,, bO, t,,; rp) on the interval 
[to, I, + T], within E of z, if 
(a) to+ TE # e(y), 
(b) cp(Wto9 soy e(y))(t), At)) 2 4 
(~1 lIW~oy soy e(y))(t) - 4t)ll G E, 
for all YE Y(t,, b,) and TV [to, to+ T]. 
The restriction “within E of z” in the above definition means that the 
evader’s distance from the fixed trajectory z cannot be greater than E on the 
entire interval [It,, to + T]. 
DEFINITION 1.4. The evader E wins along each trajectory of Z. in the 
game (Z, Y; cp), if for any (to, a,, 6,) E [0, co) x Rzk x RZk”, with 
~(a,, b,) > 0, and given E, T> 0, there exists d > 0 such that for each 
z~Z,(t,, ao) one can find a strategy (e, #e) E E(Z, Y, uo, bo, to) guaran- 
teeing result din the game (Z, Y, a,, b,, to; cp) on the interval [to, to+ T], 
within E of z. 
Analogously, for any i= 1, 2, . . . . n, we can define the notions “guaran- 
teeing a result d in the game (Z, Y,, a,, hoi, to; cp,) on the interval 
[to, to + T], within E of z” and “winning along each trajectory of Z. in the 
game (Z, Yi; (pi).” 
Later we will assume 
du, b) = min{ II a’-bfll: i= 1,,2, . . . . n} 
for all a = (a’, . ..) a”) E RZk, b = (6,) . ..) 6,) E IWZkn, where bi= 
(b;, . . . . by) E RZk, uK, 6; E R2, K = 1, 2, . . . . k, and i = 1, 2, . . . . n. 
We shall prove that under some additional assumptions (given in the 
next section) there exists a set-valued function X0, with @ #X0(& a) c 
X(t, a), for all (t, a) E [0, co) x lRZk, such that the evader E wins along each 
trajectory of X0 in the game (X, Y; cp). It will be our main result. 
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2. ASSUMPTIONS GUARANTEEING EVASION 
Assume that for any a E lR* 
(A,) f(a, U)-conv g,(a, V)cf(a, u)-conv g,+r(a, vi+‘), 
i= 1, 2, . ..) n- 1; 
(A,) for each ie { 1,2, . . . . n}, the set 
SF(u) = {a E s: rr$; f”,‘y? (f(a, u) - g,(u, u), a) > 0) 
is a connected arc with the length exceeding II; and 
(A3) for each tx E S 
yf; <f(a, ~1, a > - FEi; UT4 ~1, a > 
> Fey (gi(4 uh fx > - 2 (gi(G u), m >, i = 1, 2, . . . . n. 
Assumptions (A,) and (A,) are similar to those from Ref. [ 1 ] whereas 
assumption (A3) corresponds to the assumption of Theorem 2.1 of [4] in 
the case when both evader and pursuers can move over their “own” sets of 
trajectories. 
It is easy to see that assumptions (A,), (A,), and (A3) are considerably 
weaker than the following: 
for each a E Iw2, gi(u, Vi) c Int conv f(a, U), i = 1, 2, . . . . n. 
3. FORMULATION OF THE MAIN RESULT 
Choose arbitrary t,aO, T, R>O, uo= (a;, . . . . U$)E [WZk, where a;~ Iw*, 
K = 1, 2, . ..) k. 
Proceeding as in Ref. [ 11, we can state assumptions (A,) and (A,) imply 
the existence of numbers p, yi > 0, i= 1, 2, . . . . n, such that for each a E Iw2 
with [Ia - &I < R, there exist sets U,(a), U,(a), . . . . U,(u) E comp(lW’) and 
compact, connected arcs S,(u), S,(u), . . . . S,(u) c S whose lengths exceed Z7, 
for which the following conditions hold: 
(1”) f(4 ui- I(a)) Cf(C Ui(“)) E comp(f(a, W-conv gi(4 vi)), 
i = 1, 2, . . . . n, 
(2”) for each c( E Si(u) there exists u E U,(u) such that, if d, a E Iw2 with 
Ilu-dll <2p, [la-511 <2p, then 
ff; UC6 U) - gi(& U), a> 2 2yip i = 1, 2, . . . . n, 
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(3”) for each u E Ui- r(a) there exists /I? E S,(a) such that, if 6, 8 E R2 
with Ila - dl( 6 2p, Ila - 811 G 2p, then 
Ei; (f(4 U) - gj(g, v), a> 2 2Kj9 i = 1, 2, . . . . n. 
Obviously, for any i= 1,2, . . . . n, there is an hi> 0 such that for all 
t E [to, to + T], a = (a’, . . . . a”) E RZk, b,= (b:, . . . . bf) E RZk, where uK, 6; E Iw2, 
11~’ -&I <R, lib,! - ~‘11 <2p, if x E X(t, a) is such that 
(Xk)‘(4 =.w(s), u) (3.1) 
for UE U,(u’) and SE [t, t+hi] n [to, to+ T], and for a certain ads, 
min (f(u’, u)- gi(bi, u), a) >2rc,, 
“E v 
then 
min Ulx’(s), u)- gi(yl(s), u), a> 2 Ici 
“E V’ 
for all y= (JJ’, . . . . yk)e Yi(t, bJ and SE [t, t+hi] n [to, to+ T]. 
Next, for each partition A,: to = to < t’ < . .. < tm = to + T we define the 
set Xi [to, a,; A,] as the set of all x E X(to, uo) such that for every 
j=O, 1 > ***, m - 1 there exists an xi E X( t j, x( t j)) satisfying (3.1) such that 
x(s) = xj(s), for SE [tj, tj+l]. 
Further, denote by Xi(to, a,; T) the set of all xI~,,,~~+ *,, where 
x E A’( to, uo) is such that for any E > 0 there exists a partition A,: to = to < 
t’< a*. < tm= to+ T with the diameter 8(d,)<h,, and TEX~[~~, a,; A,] 
such that 
Il.+) - a(s)I1 < 4 for SE [to, to+ T]. 
Finally, let Xi(to, uo) denote the set of all xeX(to, uo) such that for every 
jEN 
where tj = to + jT. 
XIC t,,t,+l] EXi(tj, x(tj); Th 
Since, toa0 and uoe R2k were chosen arbitrarily, thus for any t 30 and 
UE OX% we have just defined the sets Xi(t, a), i= 1, 2, . . . . n. 
Moreover, for any t >O and a= (a’, . . . . uk)c RZk, #(E Iw’, K= 1,2, . . . . k, 
we have U,(t, a’) c U,(t, a’). 
Thus, taking in (3.1) u E Uo(t, a’), we can analogously define the set 
X0( t, a) as above for all t > 0 and a E (WZk. 
505116/2-2 
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Now, we can formulate the main result. 
THEOREM 3.1. If (A,), (As), and (A3) hold, then the evader E wins along 
each trajectory of X0 in the game (X, Y; cp). 
4. PROOF OF THEOREM 3.1 
Choose arbitrary to 20, T> 0, a, = (ah, . . . . a$)E R2“, and b0 = 
lb,, , . . . . b,,) E IWZkn, where b,i = (b&, . . . . b&) E IWZk, a;, b;, E Iw2, K = 1, 2, . . . . k, 
and i = 1, 2, . . . . n. 
There are positive constants L, R > 0 such that 
lb(s) - aoll Q R lb+)--X(t)11 <Lb-4 
and 
IIY;(~)-~cAI GR, llYi(s)-Yi(r)ll ~Lls-tlt 
i = 1, 2, . . . . n, x E X(to, ao), Y = (yl I . . . . Y,) E Y(t,, b,), and s, t E [to, to + Tl. 
4.1. First Step 
DEFINITION 4.1. For any i = 1, 2, . . . . n, a strategy (e, # e) E E(X,- 1, Yi, 
a,, hoi, to) is called c-extremal on the interval [to, to + T] if for any 
y E Y,(t,, hoi) the following conditions holds: 
(a) to + TE # e(y), 
(b) c=tj,l - t j  and e(y)(s)=e(y)(tj) for all tjE # e(y)n [to, to+ T] 
and s E Ctj> tj+ 11, 
(c) for any t j  E # e(y) n [to, to + T] there is a /I E &(x1( tj)) such that 
(f(x'(tj)9 e(Y)(tj)), B> 
=max { (f(X’(tj), U), /?)I UE Ui-,(X’(tj))}. 
Condition (c) of Definition 4.1 is different from Condition (c) of 
Definition 3.1 of [3] because of weaker assumptions. 
Set 
rl E (0, PI, Hi=min{ 1, p/(L + Ki)}, h=min{h,: i= 1, 2, . . . . n}, 
and 
&a, bi) = max { II a’-bi’ll, IIak-bflI}, 
for a = (a’, . . . . ak), bi= (b!, . . . . bf), where aK, by E R2, K = 1, 2, . . . . k, and 
i= 1, 2, . . . . n. 
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LEMMA 4.1. For any i = 1, 2, . . . . n if(eo, # eo) E E(Xi- 1, yi, 4, bOi9 to) is 
c-extremal on the interval [to, to + T], with c < min{ h, Hi}, then there exists 
a function A4 such that hypotheses (Hl )-(H7) of Section 2 of Ref: [3] are 
satisfied. 
Proof. Fix arbitrary i= 1, 2, . . . . n, CE (0, min{h, Hi}], and a strategy 
(e,, # eo)EE(Xi-r, Yi, ~0, hoi, to) which is c-extremal on the interval 
[to, to + Tl. 
For y E Yi(to, hoi) and t E [to, to + T] we take tjE # e,(y) to satisfy 
tjGtGtj+l and we define M(t, y) to be the set of all points (a, b) E 
RZk x R2k, a = (a’, . . . . uk), b = (b’, . . . . bk), uK, bKE R2, K = 1, 2, ,.,, k, such that 
there exists /I E Si(xl(tj)), taken for y and tj according to Condition (c) 
of Definition 4.1, satisfying the inequality ( uk - bk, 0) 2 0, where 
x = (.x’, . ..) xk) = -Vto, ao, co(y)). 
Using assertions (lo), (2”) and (3”) from the foregoing section, we can 
verify (H7.) as was done in the proof of Lemma 3.1 of [3]. 
The remainder of this proof is the same as the proof of Lemma 3.1 
of [3]. 
As a simple consequence we obtain 
PROPOSITION 4.1. Zf (A,) and (AZ) hold, then for any i= 1,2, . . . . n the 
evader E wins along each trajectory of Xi-, in the game (Xi, Yi; qf). 
Now. set 
cpk(a, b) = min{ &a, bi): i = 1,2, . . . . n) 
for a E R2k, b = (b,, . . . . b,) E IW2kn, where bi E IW2k, i = 1, 2, . . . . n. 
Next, proceeding as in Section 4 of [3], the following result can be 
proved by induction. 
THEOREM 4.1. Zf k = 1 and (A,), (A,) hold, then the evader E wins along 
each trajectory of X0 in the game (X,,, Y; cp’). 
Remark 4.1. This theorem generalizes Corollary 2.1 of [ 11. 
4.2. CONTINUATION 
Now, assume k > 1 and fix in { 1,2, ..,, n}. For any K = 1,2, . . . . k we 
define the payoff function by the formula 
~;(a, b) = max { II a’-bill, lb”--b;ll}, 
where a = (a’, . . . . ak) E R2k, b = (6,) . . . . b,) E RZkn, and bi= (b:, . . . . bf) E KC?“. 
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LEMMA 4.2. rf (A3) holds, ICE (2, 3, . . . . k}, aA # b&, and a strategy 
(e,, # e,,) E E(X, Y, a,, b,,, to) guarantees a result d in the game 
(A’, Y, a,, b,, to; cp;) on the interval [to, t,+ TJ, within ~12 of a trajectory 
iEX(tO,ao), then there exist d>O and (e, #e)eE(X, Y,ao,bO, to) which 
guarantee the result d in the game (X, Y, a,, b,,, to; cp;-‘) on the interval 
[to, t,+ T], within E of ~2. 
ProoJ: It suffices to define a suitable function M and verify (Hl t(H7) 
from Section 2 of [3]. 
The hypotheses (Hl )-(H6) can be verified as was done in the proof of 
Lemma 3.4 of [3], whereas the calculations contained in the proof of the 
above mentioned lemma are not sufficient to verify (H7) in our case. But, 
proceeding as in the verification of (H3) in [S] given in [4], we can 
complete the proof. 
Thus, in view of Theorem 4.1 we have just proved the following result by 
induction. 
PROPOSITION 4.2. For any i= 1, 2, . . . . n, the evader E wins along each 
trajectory of X0 in the game (X, Y; cp,! ). 
Next, repeating step by step the procedure from Section 4 of [3], we end 
the proof of Theorem 3.1. 
5. FINAL REMARKS AND EXAMPLES 
Remark 5.1. If k 2 2, then assumptions (A,) and (A,) are not sufficient 
for the existence of an evasion strategy, even in games with one pursuer. 
EXAMPLE 5.1. Suppose that k E N, k 2 2, r E (0, a/2), 
u= ((0, 11, (1, o,>, V= {vElR2: Ilull <r} 
and 
F(x, u) = (x2, . . . . xk, u), 
G(x, v) = (x2, . . . . xk, v), 
forx=(x’,..., x~)EIW~~, UEU, VEV. 
It is easy to see that (A,) and (A,) hold. One can prove that for any 
T > 0 there exist initial positions from which the evader E may be caught 
by the pursuer P before time t = T. 
In the case when k = 2, this result is due to Z. Otachel (unpublished). 
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Generally, one can prove the same if F, G are the same as in the fore- 
going example, U, VE comp( R*), V is convex, and there is an a E S for 
which 
max(u,a)-min(u,a)<~~a~(o,a)-~Ei~(v,ci). 
ucu uau 
EXAMPLE 5.2. Suppose that n E N, F, G are the same as in Example 5.1, 
Gi=G,i=1,2 ,..., n,U={u~[W*:~~~~~~l},~~=V,i=l,2 ,..., n,whereVis 
an equilateral triangle on the plane R* whose sides are equal to (2 -h), 
where h E (0,2), and such that one of its vertices belongs to Int U. 
It is easy to see that the assumptions (A,), (A*), and (A,) are satisfied 
for any h E (0,2). But, h may be chosen arbitrarily small so that even the 
assumptions of Theorem 1 of [2] will not be satisfied. 
Remark 5.2. Theorem 1 of [2] deals solely with the existence of an 
evasion strategy in games with one pursuer. 
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