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A GINZBURG-LANDAU TYPE PROBLEM FOR HIGHLY ANISOTROPIC NEMATIC LIQUID
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Abstract. We carry out an asymptotic analysis of a variational problem relevant in the studies of nematic liquid crystalline films
when one elastic constant dominates over the others, namely
inf Eε(u) where Eε(u) :=
1
2
∫
Ω
{
ε |∇u|2 + 1
ε
(|u|2 − 1)2 + L (div u)2
}
dx.
Here u : Ω → R2 is a vector field, 0 < ε  1 is a small parameter, and L > 0 is a fixed constant, independent of ε. We identify
a candidate for the Γ-limit E0, which is a sum of a bulk term penalizing divergence and an Aviles-Giga type wall energy involving
the cube of the jump in the tangential component of the S1-valued nematic director. We establish the lower bound and provide the
recovery sequence for this candidate within a restricted class. Then we consider a set of variational problems for E0 arising for a
choice of domain geometries and boundary conditions. We demonstrate that the criticality conditions for E0 can be expressed as a
pair of scalar conservation laws that share characteristics. We use the method of characteristics to analytically construct critical points
of E0 that we observe numerically.
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1. Introduction. Describing the elastic energy in nematic liquid crystal models involves making a
choice of the elastic constants appearing as coefficients in front of the various terms penalizing spatial vari-
ations. Whether in director theories such as Oseen-Frank, where the unknown is a unit vector n ∈ R2 or
R3, or within the Landau-de Gennes Q-tensor model where Q is a symmetric, traceless 3×3 matrix [24, 27],
some studies pursue an isotropic, or equal constants, choice where the elastic energy density is given sim-
ply by |∇n|2 or |∇Q|2. Others opt for more generality and consider, for instance, three distinct coefficients
multiplying the square of the divergence and the squares of the components of the curl along and per-
pendicular to the director, respectively. However, in response to numerous studies by materials scientists
who suggest that interesting morphologies in liquid crystals are related to disparities in the values of the
elastic constants ([11, 28]), here we consider a model variational problem with extreme disparity in elastic
constants and explore the implications of this choice of elastic coefficients on the structure of minimizers.
We will focus our study on a problem in two dimensions with a thin film nematic film in mind and so
for a bounded, Lipschitz domain Ω ⊂ R2 we consider the following variational problem:
inf Eε(u) where Eε(u) :=
1
2
∫
Ω
{
ε |∇u|2 + 1
ε
(|u|2 − 1)2 + L (div u)2
}
dx. (1.1)
Here u : Ω→ R2 is a vector field, 0 < ε 1 is a small parameter, and L > 0 is a fixed constant, independent
of ε. In general, we will augment (1.1) with Dirichlet boundary conditions u = g on ∂Ω for given g : ∂Ω→
S1. We point out that in light of the two-dimensional identity
(div u)2 + |curlu|2 = |∇u|2 + null Lagrangian
it suffices in this study to just penalize the divergence and not to include the curl as well. As u is not a
unit vector, (1.1) is not a director model per se but rather bears more resemblance to the Ericksen model
with variable degree of orientation [14]. Still it maintains some essential features of both Oseen-Frank and
Landau-de Gennes models that we wish to focus on in this investigation.
In order to orient the reader as to how this energy compares with other more familiar models, we
point out that when the positive parameter L is dropped, one is left with precisely the simplified Ginzburg-
Landau model
1
2
∫
Ω
{
ε |∇u|2 + 1
ε
(|u|2 − 1)2
}
dx. (BBH)
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thoroughly examined in [8] under the scaling 1εEε. For ε 1, minimizers uε of that problem are character-
ized by so-called Ginzburg-Landau vortices with uε ≈ fε(r)
(
cos θ,± sin θ) near a zero that carries degree
±1. On the other hand, formally passing to the limit L → ∞ in (1.1), one is led to a divergence-free con-
straint, in which case, at least for simply connected domains Ω, one can introduce a stream function ψ via
∇⊥ψ = u. Then Eε transforms into
1
2
∫
Ω
{
ε|D2ψ|2 + 1
ε
(|∇ψ|2 − 1)2
}
dx, (AG)
which is precisely the well-studied Aviles-Giga model, see e.g. [6, 4, 9, 10, 17, 19, 22, 23] and the references
therein. Singular structures for that model emerging in the ε → 0 limit take the form of domain walls–
generically curves– across which the normal component of ∇ψ jumps. Though we do not pursue it in
this article, an interesting direction would be to make a rigorous study of the limit L → ∞ in relating our
problem to (AG). We should also mention that there are a multitude of models bearing some resemblance
toEε coming from the micromagnetics community, including, for instance, the ones studied in [17, 3, 18, 25]
where the L2-norm of the divergence is replaced by an H−1-norm which is then considered with a different
scaling.
From this perspective then, our problem rests between the two models (BBH) and (AG) and indeed
we will find a rich array of singular structures playing a role including Ginzburg-Landau type vortices,
which in the scaling of (1.1) are relatively expensive, domain walls which end up contributing O(1) to the
energy Eε and divergence-free vortices of the form fε(r) êθ where êθ :=
( − sin θ, cos θ), whose asymptotic
contribution to the energy is zero.
A natural goal is to identify a candidate for the Γ-limit of the sequence {Eε} as ε → 0 and with this in
mind, a first issue is to determine the appropriate space of competitors for such a limit and to explore what
kind of compactness properties hold for sequences of H1(Ω;R2) functions, say {wε}, satisfying a uniform
energy bound Eε(wε) < C. One is naturally led to consider the Hilbert space Hdiv (Ω;R2) consisting of L2
vector fields having L2-divergence and it is immediate that {wε}will be weakly compact in this space, with
an S1-valued limit. Such mappings can, in general, have tangential components that jump across curves,
though their normal components cannot jump. In Theorem 3.1 we note that through a minor modification
of the compactness result of [13] one may also show strong convergence, up to subsequences, in Lp(Ω;R2)
for any p <∞; see also [4] for an independent proof of compactness in the Aviles-Giga setting.
From the standpoint of constructing energy efficient sequences, and ultimately recovery sequences for
Γ-convergence, the resolution of a jump in the tangential components of an S1-valued map, say w, across a
wall leads one to consider a Modica-Mortola type of heteroclinic connection linking the tangential values
±√1− (w · ν)2 across an interface having normal ν. With these heuristics in mind, and denoting the one-
sided traces along such a jump set Ju by u+ and u−, one is led to a candidate for the Γ-limit of the form
E0(u) :=
L
2
∫
Ω
(div u)2 dx+
1
6
∫
Ju∩Ω
|u− − u+|3 dH1 + 1
6
∫
∂Ω
|u∂Ω − g|3 dH1. (1.2)
We note that the cubic dependence on the jump across Ju is identical to that found in the asymptotics
for (AG). However, we also point out the presence of the boundary integral in (1.2) measuring possible
jumps in the tangential component along ∂Ω, a feature of our model not typically found in the Aviles-Giga
problem.
The form of E0 suggests that the space of definition for the Γ-limit must be a subset of those vector
fields in Hdiv (Ω;S1) having a rectifiable jump set with the cube of the jump in the one-sided traces being
integrable. The difficulty lies in the fact that energy-bounded sequences may not have limits lying in the
space of functions of bounded variation, an effect first elucidated for (AG) in [4], so identification of a
natural space is nontrivial. In [4, 10] the authors identify what would appear to be the right space for
establishing Γ-convergence for the Aviles-Giga functional, introducing the notion of ‘entropy measures,’
but to date the construction of a recovery sequence remains an open problem for (AG). We do not pursue
here the interesting question of whether some analog of the results in [10, 21] on the structure of elements
of this new space holds for the energy Eε in (1.1).
Instead we will present arguments for the Γ-limit lower bound and for the recovery sequence under
the assumption of the limit lying inHdiv (Ω;S1)∩BV (Ω;S1). This is the content of Theorem 3.2. We note that
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similar difficulties arise when partial Γ-convergence results are obtained in micromagnetic models such as
[3]. Our techniques for proving lower-semicontinuity adapt the Jin-Kohn entropy [19] and borrow some
ideas from [3]. For the recovery sequence we adopt the rather ingenious and nontrivial construction of
Conti and De Lellis for (AG), cf. [9], with care taken to verify that the divergence term in Eε—not present
in (AG)—does not contribute to the energy in a neighborhood of the jump set.
After presenting the arguments for Γ-convergence within this special class, we turn to the analysis of
the behavior of minimizers of the presumed Γ-limit E0 in various geometries and under various boundary
conditions g. That is, we want to focus on the question of what kinds of morphologies one should expect to
see for very disparate elastic constants and in the process we will develop new tools for carrying out such
an investigation.
We begin this pursuit by establishing various notions of criticality for E0. In Theorem 4.1 we show that
in the bulk, that is, away from the jump set Ju, criticality of a vector field u implies that the gradient of
divergence lies in the direction of u. When u is locally lifted to u = eiθ, this leads to a pair of conservation
laws for the phase θ and the divergence of u, both sharing the same characteristics, cf. Corollary 4.2. This
makes for an interesting comparison with the presumed Γ-limit of (AG), where, for example, the authors
of [13] exploit the presence of a single conservation law for θ writing∇⊥u = eiθ where u solves the eikonal
equation. We also derive in (4.2) and (4.3) a natural boundary condition holding along Ju relating the
normal component of u to the jump in the divergence across the wall, and in (4.4) a criticality condition
yielding stationarity of the wall itself that not surprisingly involves its curvature. We use these conditions
in the rest of the paper to build critical points for specific examples.
In Section 5 we specialize our study of minimizers of E0 to the case where Ω is either a disc or an annu-
lus. Depending on choice of the S1-valued boundary condition g, we find that minimizers may or may not
develop walls and tend to follow êθ as much as possible. In particular, for ‘hedgehog’ boundary conditions
g(θ) = êr := (cos θ, sin θ) in the disc, we can establish an explicit formula for the minimizer as a vector field
that behaves like êθ near the origin and then unwinds to êr to accommodate the boundary conditions, cf.
Theorem 5.1. This result is reminiscent of a similar observation made in [16] for three-dimensional Oseen-
Frank model in a ball with hedgehog boundary conditions when divergence is penalized heavily. Perhaps
the most interesting case to us is for the disc under the choice g(θ) = (cos θ,− sin θ). Here our numerics
reveal a rather dramatic dependence of the wall geometry and location on the value of the parameter L and
through the three criticality conditions and system of conservation laws derived in Section 4 we are able to
build a critical point that appears to capture this complicated morphology, at least in one parameter regime.
We conclude this section with an example posed in an annulus where our analysis suggests that in some
parameter regime, a minimizer prefers to have a wall that coincides with the boundary.
Finally, in Section 6 we pose the problem of minimizing E0 in a rectangle subject to constant Dirichlet
data on the top and bottom of the form (±√1− a2, a) for a ∈ [0, 1) and periodic boundary conditions on the
sides. What motivates our choice of periodic boundary conditions is the wish to understand under what
conditions the transition from the top to the bottom involves a one-dimensional wall construction as op-
posed to a more complicated two-dimensional cross-tie type scenario as appears in various micromagnetic
studies such as [3, 12]. This question was raised and partially addressed for the case of anisotropic elas-
tic energy, though not ‘extreme anisotropic’ elastic energy in the sense of our present work, in the articles
[7, 15].
Our focus at the beginning of this section is to revisit the question of compactness and Γ-convergence
within the one-dimensional context where competitors only vary with y. In Theorem 6.1 we show that
energy bounded sequences do necessarily have subsequential limits whose third power lie in BV (−H,H),
where 2H is the height of the rectangle. We then give a complete proof of Γ-convergence in one-dimension,
cf. Theorem 6.2. Though, of course, the two-dimensional result given in Theorem 3.2 applies in particular to
the one-dimensional setting, our reason for presenting the one-dimensional proof is that it is considerably
simpler while still maintaining many of the essential complications and features of the much more involved
two-dimensional lower-semicontinuity argument and recovery sequence construction.
After then giving a complete characterization of one-dimensional minimizers in Theorem 6.5 we con-
clude with a two-dimensional construction of a critical point with cross-ties, again utilizing the critical-
ity conditions and conservation laws. The energy of this critical point is then compared to the minimal
one-dimensional energy to reveal in Theorem 6.7 that there exists a finite interval (L0, L1) of L−values—
bounded away from zero—for which the one dimensional minimizers from Theorem 6.5 do not minimize
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the full two-dimensional E0 energy. Here we use a combination of analysis and simple numerical inte-
gration to demonstrate that the E0 energy of our critical point with cross-ties is below the energy of one-
dimensional minimizers when L ∈ (L0, L1). Additional numerical simulations of the gradient flow for
the energy Eε show that the (local) minimizers of Eε have similar morphology and energy to our cross-
tie construction within the interval of L-values where the energy of this construction is lower than that
of the one-dimensional minimizers. In fact, these simulations also suggest that a different cross-tie type
structure develops as L is increased further and this structure has energy that is still lower than that of the
one-dimensional critical point.
We begin our article with a section introducing notation and recalling key notions regarding the func-
tion spaces Hdiv (Ω;R2) and BV (Ω;R2).
2. Preliminaries. Throughout the article, Ω ⊂ R2 will denote a bounded Lipschitz domain. We let ν∂Ω
denote the outward pointing unit normal along ∂Ω. Two spaces of vector fields that will play a prominent
role in our analysis are BV (Ω;R2), the space of vector fields of bounded variation taking values in R2,
and Hdiv (Ω;R2), the Hilbert space of L2(Ω;R2) vector fields having weak L2 divergence. We will often be
interested in vector fields that lie in the intersection of these spaces, and are in addition S1- valued.
We recall that a map u ∈ BV (Ω,R2) is approximately continuous in Ω\Ju where Ju is the jump set of u
and is countably 1−rectifiable. By rectifiability, we note that Ju is contained in an at most countable union
of C1 curves up to anH1 null set, whereH1 denotes one-dimensional Hausdorff measure. We fix a regular
orientation of these C1 curves that contain almost all of Ju, and let (τu, νu) denote the approximate unit
tangent and unit normals to Ju that respect this orientation. Denoting the half planes
H±νu(x) := {y ∈ R2 : (y − x) · νu(x) > 0 resp. 6 0},
u admits traces along Ju. That is, there exist two measurable functions u± on Ju such that for H1−a.e.
x ∈ Ju, we have
lim
r↓0
1
r2
∫
Qr(x,νu(x))∩H±νu(x)
|u(y)− u±(x)| dy = 0,
with Qr(x, νu(x)) denoting the square of side length r, centered at x, that has one side parallel to νu(x).
Now, if u ∈ BV ∩ Hdiv (Ω;R2), then along the jump set Ju, an application of the divergence theorem
shows that one must have u+(x) · νu(x) = u−(x) · νu(x) for H1−a.e. x ∈ Ju. It follows that the jump in u
along Ju is equal to the jump in the tangential component of u across Ju.
Concerning the space Hdiv (Ω;R2), we recall that elements of Hdiv (Ω;R2) have a well-defined normal
trace on ∂Ω, viewed as a distribution in the Sobolev space H−1/2(∂Ω), cf. [26, Ch. 1]. This distribution is
defined by the integration by parts formula
〈(u · ν∂Ω), φ〉 :=
∫
Ω
∇Φ · u dx+
∫
Ω
(div u)Φ dx, (2.1)
where φ ∈ H1/2(∂Ω), and Φ is an H1(Ω) extension of φ.
We will frequently be concerned with vector fields u ∈ BV (Ω; S1)∩Hdiv(Ω; S1) satisfying |u(x)| = 1. For
such vector fields, we in fact have that the distribution u ·ν is induced by an L∞(∂Ω) = (L1(∂Ω))∗ function.
To see this, let φ ∈ (2.1) be an L1(∂Ω) function and let Φ ∈W 1,1(Ω) denote an extension of φ to Ω. We again
define 〈(u · ν∂Ω), φ〉 by the formula (2.1). While linearity of (u · ν) is immediate, its continuity follows by
applications of the Ho¨lder and Sobolev embedding inequalities. It can be checked by an approximation
argument that this definition is independent of the extension Φ of φ.
For a given g ∈ H1/2(Ω;R2), we will also denote by H1g (Ω;R2) the Sobolev space of H1 vector-valued
functions having trace g on ∂Ω.
We close this section by briefly recalling differentiability properties of BV vector fields, drawing from
[5, Section 3.9]. For any vector field U ∈ BV (Ω;R2) we let SU denote the points of its approximate dis-
continuity set; see [5, Definition 3.63]. Recalling that SU is the set of points where the approximate limit
of U fails to exist, one can decompose the gradient via DU = DaU + DsU, where DaU is absolutely con-
tinuous with respect to Lebesgue measure and DsU is the mutually singular part. The singular part DsU
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is further decomposed as DsU = DjU + DcU where DjU := DsUbJU denotes the jump part of DU and
DcU = DsUb(Ω\SU ) is its Cantor part.
We also recall the BV chain rule [5, Theorem 3.96, Pg. 189] which we state in a form specialized to our
setting. For a BV vector field U ∈ BV (Ω;R2) and a vector field F ∈ C1(R2;R2), we define the composition
V := F ◦ U. Then V is a vector field of bounded variation and DV satisfies the decomposition of measures
DV = D˜V +DjV, (2.2)
with
D˜V := ∇F (U)∇UL2 +∇F (U˜)DcU, (2.3)
DjV := (F (U+)− F (U−))⊗ νUH1bJU , (2.4)
Here JU is the jump set of U, the unit vector νU is the approximate unit normal field along JU , L2 is two-
dimensional Lebesgue measure, DcU is the Cantor part of the derivative U, and U˜(x) is the approximate
limit of U at x, for any x ∈ Ω\JU (cf. [5, Definition 3.63, Pg. 160]). Applying traces on both sides of
equations (2.2)-(2.4), yields
div V = trace(D˜V ) + trace(DjV ),
trace(D˜V ) = trace
(∇F (U)∇U)L2 + trace(∇F (U˜))DcU,
trace(DjV ) = (F (U+)− F (U−)) · νU dH1bJU .
3. Compactness and partial Γ-convergence on a general domain. We begin our rigorous analysis with
the following compactness theorem for energy bounded sequences.
THEOREM 3.1 (Compactness). Assume {vε} ⊂ H1(Ω;R2) satisfies the uniform energy bound
sup
ε>0
Eε(vε) <∞.
Then there exists a subsequence (still denoted here by vε) and a function v ∈ Hdiv (Ω; S1) such that
vε ⇀ v in Hdiv (Ω;R2), (3.1)
vε → v in L2(Ω;R2) (3.2)
We will write vε
∧
⇀ v when both (3.1) and (3.2) hold. Property (3.1) is immediate in light of the uniform
bound on the L2-norm of the divergence, while (3.2) follows from the proof of [13], Prop. 1.2. The hypothe-
ses of this proposition from [13] differ from our setting in that their sequence is assumed to be divergence-
free whereas ours has the weaker assumption of a uniform L2 bound on the divergence. However, a minor
modification of their proof allows for accommodation of this weaker assumption.
Before proceeding, we wish to stress that a uniform energy bound does not allow one to conclude
that the limit lies in BV (Ω;S1); see the discussion on [4, pg. 338-340] or Remark 6.4 below. Our partial
Γ-convergence result in this section, however, is phrased with this extra assumption. To this end, we fix
boundary data g ∈ H1/2(∂Ω;S1) for admissible functions in Eε. We point out that for a sequence {uε} ⊂
H1(Ω;R2) satisfying uε · ν∂Ω = g · ν∂Ω, under the topology uε ∧⇀ u with u assumed to lie in BV (Ω,S1) ∩
Hdiv(Ω,S1), it follows that
u∂Ω(x) · ν∂Ω(x) = g(x) · ν∂Ω for H1 − a.e. x on ∂Ω. (3.3)
Here we denote by u∂Ω its trace on ∂Ω. Indeed, for any φ ∈ H1(Ω) the divergence theorem yields∫
∂Ω
u∂Ω · ν∂Ω φdH1(x) =
∫
Ω
∇φ · u dx+
∫
Ω
div uφ dx
= lim
ε→0
∫
Ω
{∇φ · uε dx+ div uε φ} dx =
∫
∂Ω
g · ν∂Ω φdH1(x)
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Now for any u ∈ BV (Ω,S1) ∩Hdiv(Ω,S1) such that u∂Ω · ν∂Ω = g · ν∂Ω on ∂Ω we define our candidate
E0 for the Γ-limit of Eε via
E0(u) :=
L
2
∫
Ω
(div u)2 dx+
1
6
∫
Ju
|u− − u+|3 dH1 + 1
6
∫
∂Ω
|u∂Ω − g|3 dH1. (3.4)
We remark that if one introduces the measurable function X : Ju → [0, pi/2] by
X :=
1
2
min
∣∣û±, u∓∣∣
so that X denotes the minimal half-angle between the unit vectors u+ and u−, then the quantity |u− − u+|
arising in the Γ-limit can be equivalently expressed as 2 sinX . Similarly one can express |u∂Ω−g| as 2 sinX∂Ω
where X∂Ω := 12 min
∣∣û∂Ω, g∣∣. Of course, for all x ∈ ∂Ω such that u∂Ω = g, the last integral in (3.4) vanishes,
whereas the condition that |u∂Ω| = 1 along with (3.3) imply that whenever u∂Ω(x) 6= g(x), one necessarily
has
|u∂Ω(x)− g(x)| = 2
√
1− (g(x) · ν∂Ω(x))2.
Similarly, another alternative to the expression |u−(x)− u+(x)| is
|u−(x)− u+(x)| = 2
√
1− (u+(x) · νu)2 = 2
√
1− (u−(x) · νu)2,
where νu denotes the measure-theoretic normal to the jump set Ju.
The main result of this section is a Γ-convergence type of result relating Eε to E0 under the assumption
of BV (Ω;S1) competitors for E0.
THEOREM 3.2. Let u ∈ Hdiv (Ω;S1) ∩BV (Ω; S1) with u∂Ω · ν∂Ω = g · ν∂Ω.
(i) If uε ∈ H1g (Ω,R2) is a sequence of functions such that uε ∧⇀ u, then
lim inf
ε→0
Eε(uε) > E0(u). (3.5)
(ii) There exists wε ∈ H1g (Ω;R2) with wε ∧⇀ u satisfying
lim sup
ε→0
Eε(wε) = E0(u). (3.6)
Proof. (i) We begin with the proof of lower-semicontinuity (3.5); see also [6]. We borrow some technical
ingredients of the proof from similar arguments in [3]. We will use the following notation
eε(v) :=
1
2
(
ε|∇v|2 + 1
ε
(|v|2 − 1)2 + L(div v)2
)
and
Eε(v,A) :=
∫
A
eε(v) dx,
where A is any measurable subset of Ω and v ∈ H1(Ω;R2).
(a) We suppose u ∈ BV (Ω)∩Hdiv (Ω;R2) with |u(x)| = 1 for a.e. x ∈ Ω, and for now assume u∂Ω = g along
∂Ω. The more general case where (u∂Ω− g) ·ν∂Ω = 0 will be treated in step (c). We also suppose that uε ∧⇀ u
and assume that lim infε→0Eε(uε) 6 Λ < ∞ for some Λ > 0 since otherwise (3.5) is trivial. We must show
that
lim
ε→0
Eε(uε) >
1
2
L
∫
Ω
(div u)2 dx+
1
6
∫
Ju
|u+ − u−|3 dH1.
We recall that the jump set Ju is rectifiable. For simplicity, in Steps (a)-(b) we assume that Ju is in fact
a C1 embedded curve Γ of finite H1 measure. The more general case where Ju is merely rectifiable, and is
consequently contained in a countable union of C1 curves up to a null set is treated in Step (c) below.
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We let δ > 0 be an arbitrary number and denote Jδu := {x ∈ Ω : dist(x, Ju) 6 δ} for a δ−neighborhood
of Ju. Putting Ωδ := Ω\Jδu, we then have
Eε(uε) >
L
2
∫
Ωδ
(div uε)
2 +
1
2
∫
Jδu
{
ε|∇uε|2 + 1
ε
(|uε|2 − 1)2 + L(div uε)2
}
dx
= Aδε(uε) +B
δ
ε(uε).
We note first that for any fixed δ > 0, by convexity and the resulting lower-semicontinuity, it follows that
L lim inf
ε→0
∫
Ω
(div uε)
2 dx > lim inf
ε→0
L
∫
Ωδ
(div uε)
2 > L
∫
Ωδ
(div u)2.
The left hand side of the last inequality is independent of δ and therefore we may let δ → 0 to conclude that
lim inf
δ→0
lim inf
ε→0
Aδε(uε) >
L
2
∫
Ω
(div u)2 dx. (3.7)
(b) We will next show that
lim inf
ε→0
Bδε(uε) >
1
6
∫
Ju
|u− − u+|3 dH1 − oδ(1), (3.8)
from which the desired result will follow. We first assume in this step that Ju is given by a smooth curve
Γ with closure contained in Ω, and we continue to assume that u∂Ω = g - H1−a.e. on ∂Ω. Along Γ, we let
(τu, νu) denote the pair of unit tangent and unit normal vectors, oriented directly with the basis (e1, e2) to
R2.
For each point x ∈ Γ which is a Lebesgue point of u±, we obtain rx > 0 such that
1
|Γ ∩B(x, rx)|
∫
Γ∩B(x,rx)
|u±(y)− u±(x)| dH1(y) 6 δ|Γ| . (3.9)
Without loss of generality, we can assume that rx < δ. We extract a Besicovitch subcover of {B(x, rx)}x∈Γ,
say balls B1 := B(x1, r1), · · · , BN := B(xN , rN ), with xj ∈ Γ, and no more than C0 balls overlapping for
some universal constant C0. We then let {φj}Nj=1 denote a partition of unity subordinate to this covering.
Letting pi denote the nearest point projection from Jδu onto Γ, we recall that uε
∧
⇀ u, in Ω. Before proceeding
with the proof of (3.8), we require some preliminary calculations: writing ν(xj) = (cos θj , sin θj) with θj ∈
[0, 2pi), we define
∂X := cos θj∂x + sin θj∂y, ∂Y := − sin θj∂x + cos θj∂y,
and for α ∈ Rwe set uαε :=
(
cosα − sinα
sinα cosα
)
uε.Defining finally the rotated divergence for a vector function
v by divjv := ∂Xv1 + ∂Y v2, a simple calculation then shows that
divju
α
ε = cos(α+ θj) · div uε − sin(α+ θj) · curluε.
In particular, choosing α = −θj , we find
divju
−θj
ε = div uε. (3.10)
Next, we define the vector field Ξ given by
Ξ(v1, v2) = 2
(
1
3
v32 + v2v
2
1 − v2,
1
3
v31 + v1v
2
2 − v1
)
=:
(
Ξ1(v1, v2),Ξ2(v1, v2)
)
.
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This vector field was introduced by Jin and Kohn [19] in their study of the Aviles-Giga problem. We calcu-
late that
divX,Y Ξ(v1, v2) =
(
∂XΞ1 + ∂Y Ξ2
)
= 2(|v|2 − 1)(∂Xv2 + ∂Y v1) + 4v1v2(∂Xv1 + ∂Y v2).
Setting v = u−θjε in the preceding identity and using (3.10) gives
div jΞ(u
−θj
ε ) = 2(|uε|2 − 1)(∂Xv2 + ∂Y v1) + 4v1v2div uε. (3.11)
Consequently
|div jΞ(u−θjε )| 6
1
ε
(|uε|2 − 1)2 + ε
(
∂Xv2 + ∂Y v1)
2 +
4
L
v21v
2
2 + L(div uε)
2. (3.12)
We have
ε (∂Xv2 + ∂Y v1)
2 6 ε|∇X,Y v|2 + 2ε (∂Xv2∂Y v1 − ∂Xv1∂Y v2) + 2ε∂Xv1∂Y v2
6 ε|∇X,Y v|2 − 2εJac(v) + ε
(
2∂Xv1∂Y v2 + (∂Xv1)
2 + (∂Y v2)
2
)
= ε|∇X,Y v|2 − 2εJac(v) + ε(div jv)2,
with Jac(v) denoting the Jacobian determinant of Dv. Using this in (3.12) along with (3.10) we find
|div jΞ(u−θjε )| 6 eε(uε) +
4
L
(u1εu
2
ε)
2 − 2εJac(Dv) + ε(div u)2
For any smooth nonnegative compactly supported function ψ ∈ C∞c (Ω), we then find∫
Ω
ψ|div jΞ(u−θjε )| 6 2
∫
Ω
ψeε(uε) + ε
∫
Ω
ψ(div uε)
2
+
4
L
∫
Ω
ψv21v
2
2 + 2ε
∫
Ω
ψdivX,Y (v2∂Y v1,−v2∂Xv1).
Integrating the last term by parts and using the Ho¨lder’s inequality, we find that
lim sup
ε→0
2ε
∣∣∣∣∫
Ω
ψdivX,Y (v2∂Y v1,−v2∂Xv1)
∣∣∣∣
= lim sup
ε→0
2ε
∣∣∣∣∫
Ω
∇X,Y ψ · (v2∂Y v1,−v2∂Xv1)
∣∣∣∣ 6 lim sup
ε→0
C(ψ)ε1/2 = 0.
By the energy bound, we also know that ε
∫
Ω
ψ(div uε)
2 6 ‖ψ‖L∞Λε.Continuing with the proof of the lower
bound we obtain
Λ > lim inf
ε→0
Eε(uε, J
δ
u) =
N∑
j=1
lim inf
ε→0
∫
φj(pi(y))eε(uε) dy
> 1
2
N∑
j=1
lim inf
ε→0
∫
φj(pi(y))
(∣∣div j(Ξ(u−θjε ))∣∣− 1L (uε)21(uε)22
)
dy
> 1
2
N∑
j=1
∫
φj(pi(y))|div j(Ξ(u−θj ))| − 1
L
r2j (3.13)
where in the last step we have used the standard properties of weak convergence of the sequence of mea-
sures {|div jΞ(u−θjε )| dy}ε>0 for each fixed j = 1, · · · , N. Next using the BV chain rule stated in section 2
8
and recalling that the measureDcU is mutually singular with respect to Lebesgue measure, we find that for
any non-negative, bounded Borel function ψ, and any Borel set A ⊂ Ω,∫
A
ψ|div V | =
∫
A\(spt(DcU)∪JU )
ψ|trace(∇F (U)∇U)| dy
+
∫
A∩spt(DcU)
ψ|trace∇F (U˜)|dDcU
+
∫
A∩JU
ψ |(F (U+)− F (U−)) · νU | dH1 (3.14)
>
∫
A\(spt(DcU)∪JU )
ψ|trace(∇F (U)∇U)| dy
+
∫
A∩JU
ψ |F (U+)− F (U−) · νU | dH1.
We now apply inequality (3.14) to (3.13) with A = Jδu for some fixed δ > 0, F = Ξθj , U = u−θj for each
j = 1, · · · , N, and ψ = φj ◦ pi. Since by (3.10) we have that div j
(
Ξ(u−θj )
)
= div j
((
Ξ(u−θj )
)θj)−θj
=
div
((
Ξ(u−θj )
)θj)
, we obtain
Λ > lim inf
ε→0
Eε(uε, J
δ
u) >
1
2
N∑
j=1
∫
φj(pi(y))|div j(Ξ(u−θj ))| − 1
L
r2j
> 1
2
N∑
j=1
∫
Jδu\spt(Dcu−θj )∪Ju
φj(pi(y))|trace(∇Ξθj (u−θj )∇(u−θj )| dy
+
∫
Ju
φj(pi(y))
∣∣∣ (Ξ((u−θj)
+
)
− Ξ
((
u−θj
)
−
))
· ν−θj
∣∣∣ dH1 − 1
L
r2j .
The first term above, corresponding to the absolutely continuous part of the divergence measure, is non-
negative and in fact, oδ(1) as δ → 0, by the monotone convergence theorem since the integrand, along
with the summation is an L1 function in Jδu\(spt Dcu ∪ Ju). Also, we can estimate the sum
∑N
j=1 r
2
j 6
(max16j6N rj) (r1 + · · ·+ rN ) 6 C0|Γ| (max16j6N rj) 6 Cδ → 0 as δ → 0. As for evaluating the jump term,
we observe that at the point xj , since ν−θj = (1, 0), we have
Ξ
((
u−θj
)+)− Ξ((u−θj)−) · (1, 0) = 4
3
(u · ν⊥)3 = 4
3
sin3X(xj) =
1
6
|u+(xj)− u−(xj)|3.
Therefore, by choice of xj , (3.9), and also the C1 nature of the curve Γ = Ju,
lim inf
ε→0
Eε(uε, J
δ
u) >
1
6
N∑
j=1
∫
Ju
|u+ − u−|3 dH1 − Cδ − oδ(1).
Letting δ → 0, we conclude the proof of the lower bound in the case when Ju is a single smooth curve and
u∂Ω = g along the boundary.
(c) Next we address (3.8) in the full generality of Ju being merely rectifiable and (u∂Ω−g) ·ν∂Ω = 0. To unify
our arguments to include the contribution of the boundary integral, we define J := Ju∪∂Ω,which is a new
rectifiable set. We use the convention that along ∂Ω, the inner trace is given by u∂Ω and the “outer trace”
by g. By rectifiability, we know that J =
⋃∞
k=1 Γk ∪ Γ0 with Γk being C1 embedded curves andH1(Γ0) = 0.
We fix an arbitary δ > 0 and select an integer N = Nδ such that
1
6
∫
J
|u− − u+|3 dH1 6
Nδ∑
k=1
1
6
∫
Γk
|u− − u+|3 dH1 + δ. (3.15)
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By low dimensionality of the overlaps of the curves Γ1, · · · ,ΓN , outside of an at most countable collection
of balls Dj of radius δ2j , it represents no loss of generality in assuming that the curves
(
Γk
)N
k=1
are disjoint,
C1 embedded curves. We denote by βδ the minimal separation given by
βδ := min
k,k′∈{1,2,...,Nδ}, k 6=k′
dist (Γk,Γk′). (3.16)
Then for each k ∈ {1, 2, . . . , Nδ}we introduce an open neighborhood Jku of Γk via
Jku =
{
x ∈ Ω : dist (x,Γk) < min{βδ
2
,
δ
H1(Γk)k2 }
}
From (3.16) we see that these neighborhoods are disjoint and we also note that
∣∣Jku ∣∣ 6 δk2 so that∣∣∣∣∣
Nδ⋃
k=1
Jku
∣∣∣∣∣ 6 Cδ. (3.17)
where here | · | denotes Lebesgue measure. Now
Eε(uε) >
L
2
∫
Ω\∪Nδk=1Jku
(div uε)
2 +
∫
∪Nδk=1Jku
eε(uε) dx (3.18)
and by convexity and the resulting lower-semicontinuity, it follows that
lim inf
ε→0
∫
Ω\∪Nδk=1Jku
(div uε)
2 dx >
∫
Ω\∪Nδk=1Jku
(div u)2.
Hence, condition (3.5) will follow from (3.15) and (3.17) by letting δ approach 0 once we can establish that
lim inf
ε→0
∫
∪Nδk=1Jku
eε(uε) dx >
Nδ∑
k=1
1
6
∫
Γk
|u− − u+|3 dH1 −O(δ) (3.19)
Appealing now to our work in Steps (a)-(b) we find that for each k = 1, · · ·Nδ we have
lim inf
ε→0
∫
Jku
eε(uε) dx >
1
6
∫
Γk
|u− − u+|3 dH1 − C|Jku |.
In the last inequality, C is independent of k. Summing over k = 1, · · · , Nδ, using the disjointedness of the
neighborhoods Jku along with (3.17) yields the inequality (3.19), completing the proof of the lower bound in
this general case.
(ii) The proof of (3.6) follows the approach of [9] rather closely, and therefore we present only an outline
of the argument, highlighting the steps that are different for our problem by focusing primarily on the
treatment of the divergence term in the energies. To facilitate comparison with [9], we adopt the notation
of that proof wherever possible.
(a) Preparation: We let φ : R2 → [0, 1], be a smooth radially-symmetric bump function with ∫ φ = 1 and
spt(φ) ⊂ B1. For any ε > 0, we denote as usual φε(·) := 1ε2φ( ·ε ) and set uε := u ∗ φε.
We next introduce a class of step functions. For any x0 ∈ R2, ν ∈ S1 and θ ∈ R, we introduce the
function
sx0,ν,θ(x) := (cos θ)ν − sin θH
(
(x− x0) · ν
)
ν⊥,
where H(t) = 1 for t > 0 and H(t) = −1 for t < 0. We then let Sx0 denote the collection of all such step
functions at x0.
For u as in the statement of the Theorem, we let x0 ∈ Ju be a point at which its approximate unit normal
νu is defined and we consider sx0 ∈ Sx0 such that s±x0 = u±(x0) and ν = νu. We point out that this choice of
10
s depends on the given function u. To alleviate notation therefore, we just denote one subscript rather than
all three.
Fixing now ε > 0, η > 0, k > 1 and θ > 0, we define “good points” on the jump set Jg(θ, k, η, ε) to be
those x0 ∈ Ju such that
• The step function sx0 associated to x0 satisfies | sin θ| > sin θ, and
‖∇u‖(B2kε(x0)) > kε sin θ, (3.20)
and
1
|B2kε|
∫
B2kε(x0)
|u− sx0 | dx 6 η. (3.21)
• For the finitely many balls Bε(y) ⊂ B2kε(x0) with y · ν = x0 · ν and (y − x0) · ν⊥ ∈ 2εZ, one has∫
Bε(y)∩Ju
|[u]|3 dH1 > |2 sin θ|32ε− ηε. (3.22)
We denote Ωg := {x ∈ Ω : dist(x, Jg) < kε/2} and set Ω(ε) := {x ∈ Ω : dist(x, ∂Ω) > ε}.
For any A ⊂ R2 and w ∈ H1(A), it is also convenient to introduce the notation
Fε[w;A] :=
∫
A
ε|∇w|2 + 1
ε
(|w|2 − 1)2 dx.
(b) Estimates away from Ωg. In this step, we show
Lim Eε[uε; Ω(ε)\Ωg] := lim
θ↓0
lim
k↑∞
lim
η↓0
lim
ε↓0
Eε[uε; Ω
(ε)\Ωg] = L
2
∫
Ω
(div u)2 dx. (3.23)
This statement is the analog of [9, Proposition 1]. At its heart, the argument relies on a scale-invariant
Poincare´ inequality, which asserts that for any δ > 0, denoting vδ := v ∗ φδ, we have(∫
Bδ
|v − vδ(0)|2 dx
)1/2
6 c‖Dv‖(Bδ) (3.24)
for every v ∈ BV (Bδ), where c > 0 is independent of δ. Immediate consequences of the Poincare´ inequality
are the following linear and quadratic estimates: for every k > 1, we have
(linear:) Fε[uε;Bkε] 6 C‖Du‖(B2kε),
(quadratic:) Fε[uε;Bkε] 6
C
ε
(‖Du‖(B2kε))2 ,
with the constant C being independent of ε, k. The proof of (3.23) proceeds by partitioning the set Ω(ε)\Ωg
according to how ‖Du‖(B2kε(x)) scales in kε. On most of Ω, where the scaling is sublinear, one uses the
quadratic estimate to show vanishing of the Fε energy, while away from the jump set where the scaling
of the total variation measure ‖Du‖ is linear or superlinear, one uses the linear estimate, along with fine
properties of BV functions to argue that once again, the Fε energy vanishes. We refer the reader to [9,
Proposition 1] for further details.
(c) Estimates within Ωg. Having shown that the energy of the mollification uε outside of the set Ωg is
asymptotically just the bulk divergence, we simply set our desired recovery sequence wε := uε on Ω\Ωg.
We next define wε in Ωg in order to capture the wall energies in the limit. To this end, let F j = {B2kε(xji )}i,
for 1 6 j 6 N be N families of disjoint balls with xji ∈ Jg and the Bkε(xji ) cover Ωg. Here N is a universal
constant obtained from Besicovitch’s covering theorem. For fixed k, let ψ ∈ C∞c (Bk) denote a smooth cut off
function such that ψ ≡ 1 on Bk−1. For every ε > 0, we define ψε ∈ C∞c (Bkε) by the formula ψε(x) := ψ
(
x
ε
)
.
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Setting v0 := u, we inductively define {vj}j=1,··· ,N as follows. At the jth step, on the family of balls F j ,
we define
vj(x) :=
{ (
1− ψε(x− xji )
)
vj−1(x) + ψε(x− xji )sji (x), if x ∈ Bkε(xji ) for some i,
vj−1(x) otherwise.
Here sji is the simple function associated to u at x
j
i . Set then v := v
N ∗ φε.
For every i, j we define Rji to be the largest rectangle of the form a < (x−xji ) · (νij)⊥ < b, |(x−xji ) · ν| <√
kε where a, b ∈ R to be contained in the ball B(k−2)ε(xji ) without intersecting any ball B(k+1)ε(xj
′
i′ ) with
j′ > j. Existence of such a rectangle is immediate; for the proof of uniqueness of the rectangle Rji , we
refer the reader to the geometric argument in [9, Proposition 2] . The main estimates of the present step
correspond to [9, Proposition 2]:
Lim Eε
v,Ω(ε)\⋃
i,j
Rji
 = L
2
∫
Ω
(div u)2 dx. (3.25)
On each Rji one has v = φε ∗ sji and
Lim
1
6
∑
i,j
∫
Rji∩Jsj
i
|[sji ]|3 dH1 6
1
6
∫
Ju
|u+ − u−|3 dH1. (3.26)
The proof of the assertions that v = φε ∗ sji on Rji and of estimate (3.26) follow exactly as in [9]. The key idea
is of course to use the fact that each xji is a good point on the jump set, so that we can invoke (3.22). For any
ball Bjil of the type considered in (3.22), one has the estimate
2ε|2 sin θ|3 6
∫
Bijl∩Ju
|[u]|3 dH1 + ηε.
Since the balls Bjil are disjoint, and l 6 2k, we find using (3.20) that∑
i,j
∫
Rji∩Jsj
i
|[sji ]|3 dH1 6
∑
ijl
∫
Blij∩Ju
|[u]|3 dH1 +
∑
i,j
2kηε
6
∫
Ω∩Ju
|[u]|3 dH1 +
∑
ij
2η
sin θ
‖∇u‖(B2kε(xji ))
6
∫
Ω∩Ju
|[u]|3 dH1 + 2Nη
sin θ
‖∇u‖(Ω),
where once again, N is the Besicovitch constant. The result (3.26) follows by applying Lim. We now turn to
the proof of (3.25). In light of our work in step (b) above, it suffices to prove the estimates
Lim Fε
v;⋃
i,j
B(k+1)ε(x
j
i )\B(k−2)ε(xji )
 = 0, (3.27)
Lim Fε
v,⋃
i,j
B(k−2)ε(x
j
i )\Rji
 = 0 (3.28)
and
Lim
∫
∪i,jB(k+1)ε(xji )
(div v)2 dx = 0. (3.29)
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The proof of (3.27) is identical to the proof of Equations (4.3) and (4.4) in [9] to which we refer the reader.
We prove (3.29). A basic estimate in the proof of (3.27) used in [9] is the inequality
1
|B2kε|
∫
B2kε(x
j
i )
|vJ − sji | dx 6 Cη, (3.30)
holding for each fixed i, j and each J = 0, · · · , N. This inequality is proved by induction on J. By testing
against arbitrary L2 functions, it is easy to check that div sji = 0 for each i, j. Attributing each x in the union⋃N
j=1B(k+1)ε(x
j
i ) to the level j where v(x) was last modified, i.e. to the largest j such that x ∈ B(k+1)ε(xji )
for some i in the jth family, we find inductively that
1
2
∫
⋃
i,j B(k+1)ε
(div v)2 dx 6
∑
i,j
∫
Bkε(x
j
i )
∣∣∣∇ψε(x− xji ) · (vj−1 − sji ) ∗ φε∣∣∣2 dx
+
∫
B(k+1)ε(x
j
i )
(div vj−1 ∗ φε)2 dx
(Young’s inequality) 6
∑
i,j
∫
Bkε(x
j
i )
∣∣∣∇ψε(x− xji ) · (vj−1 − sji )∣∣∣2 dx
+
∫
B(k+1)ε(x
j
i )
(div vj−1)2 dx
(proceeding inductively) 6 N
∑
i,j
∫
Bkε(x
j
i )
1
ε2
|vj−1 − sji |2 dx
+N
∫
Ωg
(div u)2 dx
(since |vj |, |sji | 6 1) 6 8piNk2
∑
i,j
1
|B2kε|
∫
B2kε(x
j
i )
|vj−1 − sji | dx
+N
∫
Ωg
(div u)2 dx
( by (3.30) ) 6 8piNk2η +N
∫
Ωg
(div u)2 dx.
Since the foregoing estimates are uniform in ε, we send ε ↓ 0, η ↓ 0, k ↑ ∞ and θ ↓ 0 in that order, to arrive
at (3.29), where for the second integral we have applied the monotone convergence theorem.
(d) Estimates within the rectangles: Finally, it remains to modify the construction v from the preceding step
within the boxes Rji . This step relies on the
Claim: There is a smooth function wε such that wε = v outside R
j
i and
Fε[wε;R
j
i ] 6 `ij
1
6
|2 sin θ|3 + Cε
(
1
θ
+ ke−θ
√
k
)
. (3.31)
Here θ is the angle of the step function sji and `ij = H1(JvN ∩ Rji ) the length of the rectangle. The proof of
this claim follows by using a standard “Modica-Mortola” type heteroclinic within the rectangle along with
a linear interpolant as in step (c) to match the boundary conditions. Control on the divergence term follows
as in step (c), and control of the remaining terms proceeds as in [9]. Briefly, within each rectangle, we have
using (3.22),
Fε[wε;R
j
i ] 6
1
6
|2 sin θ|3H1(Ju ∩Rji ) +
Cε
θ
+ Cεke−θ
√
k
6 1
6
∫
Ju∩Rji
|[u]|3 dH1 + Cε+ kεη + Cε
θ
+ Cεke−θ
√
k.
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In the above estimate we have used fact that the rectangle Rji contains no more than k disjoint balls of the
type in (3.22), and that the sum of their diameters is at leastH1(JvN ∩Rji )−4ε. Summing over the rectangles
Rji , we find using (3.20) that
Fε[wε;R
j
i ] 6
1
6
∫
Ju
|[u]|3 dH1 +
∑
i,j
(
C(θ)
k
+ C(θ)η + Ce−θ
√
k
)
‖∇u‖(B2kε(xji )).
Taking Lim, we complete the requisite estimates, and the proof of the recovery sequence construction fol-
lows now by a diagonalization procedure.
4. Criticality conditions and solution via characteristics for the limiting energy E0. We begin this
section by identifying the free boundary problem satisfied by critical points of the limiting functional E0,
cf.(3.4). We will use the criticality conditions derived below to later construct critical points for specific
domains Ω and with specific boundary data g.
THEOREM 4.1. Consider any u ∈ BV (Ω,S1) ∩Hdiv(Ω,S1) such that u∂Ω · ν∂Ω = g · ν∂Ω on ∂Ω. Denote by
Ju its jump set. Then if the first variation of E0 evaluated at u vanishes when taken with respect to perturbations
compactly supported in Ω \ Ju, one has the condition
u⊥ · ∇div u = 0 holding weakly on Ω\Ju, (4.1)
where u⊥ = (−u2, u1).
Furthermore, if the first variation vanishes at u when taken with respect to perturbations that fix Ju and are
supported within any ball centered at a smooth point of Ju ∩ Ω and if the traces div u+ and div u− are sufficiently
smooth, then one has the condition
L [div u] + 4
(
1− (u · νu)2
)1/2
(u · νu) = 0 on Ju ∩ Ω, (4.2)
where [·] = ·+− ·− represents the jump of across Ju and νu is the unit normal to Ju pointing from the + side of Ju to
the − side. If, on the other hand, the perturbations are supported in B ∩ Ω for a ball B containing an arc of Ju ∩ ∂Ω
and if these perturbations again fix Ju, then one has
Ldiv u+ 4
(
1− (g · ν∂Ω)2
)1/2
(g · ν∂Ω) = 0 on Ju ∩ ∂Ω, (4.3)
provided the trace div u on Ju ∩ ∂Ω is sufficiently smooth.
Finally, a vanishing first variation of E0, evaluated at u that allows for local perturbations of the jump set Ju ∩Ω
itself, leads to the condition
(div u+)
2 − (div u−)2 + (div u+ + div u−)′ (u+ · τu − u− · τu)
=
8κ
3L
(
1− (u · νu)2
)1/2(
1 + 2 (u · νu)2
)
on Ju ∩ Ω, (4.4)
whenever Ju, u+ and u− are sufficiently smooth. Here κ denotes the curvature of Ju and (div u+ + div u−)
′ refers
to the tangential derivative along the jump set.
COROLLARY 4.2. Suppose u is smooth and critical for E0 in the sense of (4.1). Then writing u locally in terms
of a lifting as u(x, y) = eiθ(x,y) and defining the scalar v := div u one has that (4.1) is equivalent to the following
system for the two scalars θ and v:
− sin θ θx + cos θ θy = v (4.5)
− sin θ vx + cos θ vy = 0. (4.6)
Consequently, starting from any initial curve in Ω parametrized via s 7→ (x0(s), y0(s)) along which θ and v take
values θ0(s) and v0(s) respectively, the characteristic curves, say t 7→
(
x(s, t), y(s, t)
)
, are given by
x(s, t) =
1
v0(s)
[
cos
(
v0(s)t+ θ0(s)
)− cos θ0(s)]+ x0(s), (4.7)
y(s, t) =
1
v0(s)
[
sin
(
v0(s)t+ θ0(s)
)− sin θ0(s)]+ y0(s), (4.8)
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whenever v0(s) 6= 0. The corresponding solutions θ(s, t) and v(s, t) are given by
θ(s, t) = v0(s)t+ θ0(s), v(s, t) = v0(s), (4.9)
so that the characteristics are circular arcs of curvature v0(s) and carry constant values of the divergence. In case the
divergence vanishes somewhere along the initial curve, i.e. v0(s) = 0, then the characteristic is a straight line.
Proof. [Proof of Theorem 4.1] We consider u ∈ BV (Ω,S1) ∩Hdiv(Ω,S1) such that u∂Ω · ν∂Ω = g · ν∂Ω on
∂Ω. Then
E0(u+ δu)− E0(u) = L
2
∫
Ω
[
(div u+ div δu)
2 − (div u)2
]
dx
+
1
6
∫
Ju+δu
| (u− + δu−)− (u+ + δu+) |3 dH1 − 1
6
∫
Ju
|u− − u+|3 dH1
+
1
6
∫
∂Ω∩Ju+δu
|u∂Ω + δu∂Ω − g|3 dH1
− 1
6
∫
∂Ω∩Ju
|u∂Ω − g|3 dH1 + 1
2
∫
Ω
λ
(
|u+ δu|2 − |u|2
)
dx, (4.10)
for any δu in BV (Ω,R2) ∩Hdiv(Ω,R2). The Lagrange multiplier λ in (4.10) enforces the constraint u ∈ S1.
We suppose first that the perturbation δu is either supported away from Ju or else is supported in a ball
containing only a smooth portion of Ju ∩ Ω and leaves the jump set unaltered, i.e. Ju+δu = Ju. We recall
that the normal component of any vector field w ∈ Hdiv(Ω,S1) is continuous across the jump set of w and
|w− − w+| = 2
√
1− (w · νu)2. We have from (4.10) that
δE0(u) = L
∫
Ω
div udiv δu dx− 4
∫
Ju∩Ω
(
1− (u · νu)2
)1/2
(u · νu)(δu · νu) dH1
+
∫
Ω
λ(u · δu) =
∫
Ω
[−L∇div u+ λu] · δu dx
−
∫
Ju∩Ω
[
L (div u+ − div u−) + 4
(
1− (u · νu)2
)1/2
(u · νu)
]
(δu · νu) dH1. (4.11)
From the consideration of perturbations δu supported away from Ju we conclude that u satisfies the equa-
tion
− L∇div u+ λu = 0 in Ω\Ju, (4.12)
which is equivalent to (4.1). Then allowing for perturbations that meet Ju ∩ Ω but that leave the jump set
unaltered we see that u is subject to the natural boundary conditions (4.2). If instead, the perturbation is
supported in a ball that contains a portion of Ju ∩ ∂Ω then a calculation analogous to (4.11) leads to the
condition (4.3).
Before deriving the last condition (4.4) of the theorem , we wish to re-interpret the criticality condition
(4.1) as a system of conservation laws. To this end, we suppose an S1-valued vector field u is critical in the
sense of (4.1) and that we locally write u in terms of a lifting as u(x, y) = eiθ(x,y). Assuming u is sufficiently
smooth, we introduce the scalar v := div u and find that (4.1) is equivalent to the following system for the
two scalars θ and v:
− sin θ θx + cos θ θy = v (4.13)
− sin θ vx + cos θ vy = 0. (4.14)
Starting from any initial curve in Ω parametrized via s 7→ (x0(s), y0(s)) along which θ and v take values
θ0(s) and v0(s) respectively, one readily solves (4.13)-(4.14) to obtain (4.7), (4.8) and (4.9). We will exploit
this property of constant divergence along these circular characteristics in a construction below.
Now we consider a competitor u that is critical in the sense of (4.1)-(4.2) and is such that within some
ball B ⊂ Ω centered on a point of smoothness of Ju ∩ Ω one has the conditions: (i) div u is continuous
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FIG. 4.1. Perturbation of the jump set.
uu+
Ju Ju
−
wJ
FIG. 4.2. Construction of the perturbed minimizer w. The circular arcs of the characteristics defining u meet at the jump set Ju (left). The
characteristics on the right side of Ju are used to extend u− into the interior of the region Jw4Ju (right). In order to satisfy the continuity
condition on Jw for the normal component of w, a small perturbation is added to u on the left side of Jw (not shown). The smallness of this
perturbation is guaranteed by the continuity of u and its divergence on both sides of Ju.
on both sides of Ju ∩ B and (ii) the traces of div u on Ju are differentiable along Ju ∩ B with integrable
derivatives. We let Jw be a small perturbation of Ju∩B, where a part of a smooth curve in Ju is replaced by
another smooth curve (Fig. 4.1). We assume that the new curve maintains the connectivity of Ju, connects
smoothly to Ju, and lies on one side of the original curve. Here, to fix ideas, we assume that Jw lies on the
left side of Ju corresponding to u+. We construct the perturbation w of u as follows. Supposing that on the
right side of Ju the function w coincides with u−, we use the characteristics on the right side of Ju, using u−
as initial values, to extend u− into the interior of the region Jw4Ju thus defining w in that region (Fig. 4.2).
The characteristics extension of u− into Jw4Ju allows us to maintain control over divw− − div u− in that
region.
We let Ω+w denote the region to the left of Jw in Fig. 4.1 and denote by w− the trace of w on Jw as the
boundary is approached from within the region int (Jw4Ju). In order to make sure that the function w is
in Hdiv(Ω,S1), it must have the trace
w+ = (2νw ⊗ νw − I)w− (4.15)
on Jw as Jw is approached from within the region Ω+w . Indeed, as long as (4.15) holds, we have w+ · νw =
w− · νw and (νw ⊗ νw − I)w+ = − (νw ⊗ νw − I)w−.
We take advantage of continuity of u and div u away from Ju which ensures that the difference between
w+ as defined in (4.15) and u on Jw is small. In particular, if u = eiθu to the left of Ju and w+ = eiθw+ on
Jw, then δθ+ = θu − θw+ is small on Jw. We introduce a small perturbation δθ compactly supported in
Ω+w and such that the trace of δθ on Jw is δθ+. Then we set w = ei(θu+δθ) in Ω+w so that w ∈ BV (Ω,S1) ∩
Hdiv(Ω,S1). Further, if we let δu := w−u then δu ∈ BV (Ωw+ ,R2)∩Hdiv(Ωw+ ,R2) is a small, complex-valued
perturbation compactly supported in the closure of Ω+w .
Next, we suppose that Ju has the arc-length parametrization ru(s), where s ∈ I . We introduce the
function h : I → R with small C1−norm such that h vanishes along with its derivatives at the endpoints
of I . We now assume that rw(s) = ru(s) + h(s)νu(s) for s ∈ I defines Jw. We let τu(s) = r′u(s) so that
νu(s) = τ
⊥
u .
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By our assumptions on divergence and using the characteristics construction of u and w, it follows that
‖δu‖1,∞ = O(‖h‖1,∞). To simplify the notation, we assume that all equivalences in the derivation of the
criticality condition appearing below up to (4.20) are true up to terms of order O
(‖h‖21,∞).
Integrating by parts and using (4.12), we have
L
2
∫
Ω+w
{
(divw)2 − (div u)2} dx = L∫
Ω+w
div udiv δu dx
= −L
∫
Jw\Ju
(div u) δu · νw dH1,
where νw is the unit normal to Jw pointing into Ω+w (See Fig. 4.1). The variation of the energy is then given
by
E0(w)− E0(u) = L
2
∫
int(Jw4Ju)
{
(divw)2 − (div u)2} dx
− L
∫
Jw\Ju
(div u) δu · νw dH1 + 4
3
∫
Jw\Ju
(
1− (w · νw)2
)3/2
dH1
− 4
3
∫
Ju\Jw
(
1− (u · νu)2
)3/2
dH1. (4.16)
We estimate the third term in (4.16) as follows. Because
|r′w| = |(1− hκ)τu + h′νu| =
√
(1− hκ)2 + (h′)2 = 1− hκ
and
νw =
(1− hκ) νu − h′τu
|(1− hκ)τu + h′νu| = νu − h
′τu,
we have
1− (w · νw)2 = 1− (w(ru) + h∇w(ru) νu) · (νu − h′τu))2
= 1− (w(ru) · νu + h∇w(ru) νu · νu − h′τu · w(ru))2
= 1− (w(ru) · νu)2 − 2 (w(ru) · νu) (h∇w(ru) νu · νu − h′τu · w(ru)) ,
on Jw\Ju so that
4
3
(
1− (w · νw)2
)3/2∣∣∣∣
Jw\Ju
=
4
3
(
1− (w(ru) · νu)2 − 2 (w(ru) · νu) (h∇w(ru) νu · νu − h′τu · w(ru))
)3/2
=
4
3
(
1− (w(ru) · νu)2
)3/2
− 4
(
1− (w(ru) · νu)2
)1/2
(w(ru) · νu) (h∇w(ru) νu · νu − h′τu · w(ru))
=
4
3
(
1− (u · νu)2
)3/2
− 4
(
1− (u · νu)2
)1/2
(u · νu) (h∇u− νu · νu − h′u− · τu)
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for s ∈ I . With the help of (4.2), we conclude that
4
3
∫
Jw\Ju
(
1− (w · νw)2
)3/2
dH1 = 4
3
∫
I
(
1− (w · νw)2
)3/2
(1− hκ) ds
=
4
3
∫
I
(
1− (u · νu)2
)3/2
(1− hκ) ds+ L
∫
I
(div u+ − div u−)∇u− νu · νu h ds
+ L
∫
I
{(div u+) (u+ · τu) + (div u−) (u− · τu)} h′ ds, (4.17)
because w(ru) · τu = −u+ · τu = u− · τu on Ju. Similarly,
− L
∫
Jw\Ju
(div u) δu · νw dH1
= −L
∫
I
(div u(rw)) (w−(rw) · νw − u(rw) · νw) ds
= −L
∫
I
(div u+) (w(ru) + h∇w(ru) νu
−u+ − h∇u+ νu) · (νu − h′τu) ds
= L
∫
I
(div u+) (∇u+ νu −∇u− νu) · νu h ds
− L
∫
I
(div u+) (u+ · τu − u− · τu) h′ ds, (4.18)
since w(ru) · νu = u · νu on Ju. Adding (4.17) and (4.18), we find
− L
∫
Jw\Ju
(div u) δu · νw dH1 + 4
3
∫
Jw\Ju
(
1− (w · νw)2
)3/2
dH1
=
4
3
∫
I
(
1− (u · νu)2
)3/2
(1− hκ) ds
+ L
∫
I
{(div u+)∇u+ νu · νu − (div u−)∇u− νu · νu} h ds
− L
∫
I
{(div u+) (u+ · τu)− (div u−) (u− · τu)} h′ ds. (4.19)
Finally, changing the coordinates (x, y) = ru(s) + t h νu(s) and using our continuity assumptions, we have
for the first integral in (4.16) that
L
2
∫
int(Jw4Ju)
{
(divw)2 − (div u)2} dx = L
2
∫
I
∫ h
0
{
(divw)2 − (div u)2} (1− hκ) dt ds
=
L
2
∫
I
∫ h
0
{
(div u−)2 − (div u+)2
}
dt ds =
L
2
∫
I
{
(div u−)2 − (div u+)2
}
h ds (4.20)
The equations (4.16), along with (4.19) and (4.20), give the following variation of the energy functional
δE0(u) =
L
2
∫
I
{
(div u−)2 − (div u+)2
}
h ds− 4
3
∫
I
(
1− (u · νu)2
)3/2
hκ ds
+ L
∫
I
{(div u+)∇u+ νu · νu − (div u−)∇u− νu · νu} h ds
− L
∫
I
{(div u+) (u+ · τu)− (div u−) (u− · τu)} h′ ds. (4.21)
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Now, observe that the identities
∇u νu · νu = div u−∇u τu · τu
and
(u · τu)′ = ∇u τu · τu + κu · νu
hold separately for u− and u+ on Ju. Substituting these expressions into (4.21) and integrating by parts, we
have
δE0(u) =
L
2
∫
I
{
(div u+)
2 − (div u−)2
}
h ds− 4
3
∫
I
(
1− (u · νu)2
)3/2
hκ ds
− L
∫
I
{(div u+)∇u+ τu · τu − (div u−)∇u− τu · τu} h ds
− L
∫
I
{(div u+) (u+ · τu)− (div u−) (u− · τu)} h′ ds
=
L
2
∫
I
[
(div u+)
2 − (div u−)2
]
h ds− 4
3
∫
I
(
1− (u · νu)2
)3/2
hκ ds
− L
∫
I
{(div u+) ((u+ · τu)′ − κu · νu) − (div u−) ((u− · τu)′ − κu · νu)} h ds
+ L
∫
I
{(div u+)′ (u+ · τu)− (div u−)′ (u− · τu)} h ds
+ L
∫
I
{
(div u+) (u+ · τu)′ − (div u−) (u− · τu)′
}
h ds, (4.22)
for any smooth, positive hwith a compact support in I . The same expression can be established for smooth,
negative h with a compact support in I by considering perturbations of the jump set that lie on the right
side of Ju. From this we immediately conclude that Ju is stationary whenever
(div u+)
2 − (div u−)2 + (div u+ + div u−)′ (u+ · τu − u− · τu)
=
8κ
3L
(
1− (u · νu)2
)3/2 − 2κ (div u+ − div u−) (u · νu) on Ju. (4.23)
With the help of (4.2), the condition (4.23) can also be expressed as in (4.4).
5. Results for the special case of a disc or an annulus. Now we present some examples where we
take Ω to be a disc or an annulus. For the disc we will discuss three choices of boundary data g : ∂D →
S1. Our focus is on optimizing the Γ-limit E0 where we recall the normal component of competitors u ∈
Hdiv(D;S1) ∩ BV (D;S1) is required to satisfy u∂D · ν∂D = g∂D · ν on ∂D. Our discussion on the annulus is
a bit more formal, and we present examples that indicate situations where the wall is potentially curved,
possibly occurring along the boundary.
Throughout this section, êr := (x, y)/
√
x2 + y2 denotes the unit radial vector field, while
êθ := (−y, x)/
√
x2 + y2
denotes the unit angular vector field.
5.1. Tangential boundary conditions: g(x, y) = (−y, x) . In this case, a minimizer is clearly given by
the divergence-free vector field
u(x, y) = êθ.
since for this choice of u one has E0(u) = 0.
From the characteristics viewpoint laid out in the preceding section, this critical point is composed of
characteristics which are simply radii through the origin of D to the boundary, corresponding to v ≡ 0 on
each of these characteristics. We point out that for the Aviles-Giga energy, the authors in [18] classify zero
energy states of the Aviles-Giga energy. More recently, [23] provides a quantitative version of the result in
[18].
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5.2. Hedgehog boundary conditions: g(x, y) = (x, y). . Here we can again precisely determine the
minimizers of E0:
THEOREM 5.1. For Ω = D and boundary data g = (x, y) the two functions u±∗ := rêr ±
√
1− r2êθ are the
only minimizers of the problem
inf E0(u)
taken over competitors u ∈ Hdiv(D;S1) ∩BV (D;S1) satisfying u∂D · ν∂D = g · ν∂D = 1 on ∂D.
Proof. We note first that since u · ν ≡ 1 on ∂D and |u| = 1, necessarily competitors must have traces
satisfying u = g(x, y) = (x, y) along ∂D.
Now given any competitor u, an application of the Cauchy-Schwarz and the Divergence Theorem gives
E0(u) >
L
2
∫
D
(div u)2 dx > L
2
1
pi
(∫
D
div u dx
)2
= 2piL = E0(u
±
∗ ). (5.1)
Hence u±∗ are minimizers and any other minimizing competitor would have to yield equality in both of the
inequalities above. Consequently, the only possible candidates for minimizers u must satisfy Ju = ∅ so that
u ∈ W 1,1(D) and div u ≡ constant. The Divergence Theorem and the boundary conditions then imply that
in fact div u ≡ 2 throughout D.
Now we expand the competitor u in a Fourier series as
u =
∑
n∈Z
un(r)e
inθ,
where un(r) = fn(r) + ign(r), are a sequence of complex valued functions that satisfy u0(1) = 1 and
un(1) = 0 if n 6= 1. In order to compute the divergence of u written in the Fourier development, we write
Vn(r, θ) := un(r)e
inθ, and note that written as a vector field in R2, we have
Vn(r, θ) =
(
fn(r) cosnθ − gn(r) sinnθ
gn(r) cosnθ + fn(r) sinnθ
)
.
A calculation then yields that
div Vn =
(
f ′n(r) +
nfn(r)
r
)
cos(n− 1)θ −
(
g′n(r) +
ngn(r)
r
)
sin(n− 1)θ.
Using Plancherel and arguing as in (5.1) we find
E0(u) =
L
2
∑
n
∫
D
(div Vn)
2 dx > L
2
∫
D
(div V0)
2 dx > 2piL,
and so u = V0 = u0 with necessarily div V0 = f ′0 +
f0
r ≡ 2. Solving this ODE with the boundary condition
f0(1) = 1 we find f0(r) = r and since |u| = 1, it follows that g0(r) = ±
√
1− r2 so that u = u+∗ or u+−.
5.3. Degree−1 boundary conditions: g(x, y) = (x/R,−y/R). . In this section, we develop a solution of
the Euler-Lagrange boundary value problem (4.1)-(4.2) with the symmetries hinted by a numerical solution
of the relaxed problem. Although we do not claim that our construction yields a minimizer of the limiting
functional, the minimizing property of our solution seems plausible given its close resemblance to the
numerics, at least for a certain range of parameters of the problem.
We used the COMSOL Multiphysics R© finite elements software [1] to solve the Euler-Lagrange equation
associated with the energy functional (1.1) in the circle of the radius R = 0.6, subject to the boundary con-
ditions g(x, y) = (x/R,−y/R). The (local) minimizers in COMSOL were found by simulating the gradient
flow for Eε on time intervals that were sufficiently large for a solution to reach an equilibrium. The results
for L = 0.5 and ε = 0.005 are shown in Figs. 5.1-5.3.
First, we observe that (i) the jump set of the solution in Fig. 5.1 consists of two straight lines inclined
at 45◦ to the horizontal axis and (ii) the solution is symmetric with respect to reflections about both these
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FIG. 5.1. A solution u of the Euler-Lagrange equation associated with the energy functional (1.1) in the circle of the radius R = 0.6, subject
to the boundary conditions g(x, y) = (x/R,−y/R). Both u and |u| are shown.
FIG. 5.2. Level curves for the divergence of u, where u is depicted in Fig. 5.1.
lines, as well as the vertical and horizontal axes. Along the lines of the jump set, the symmetry is such that
the normal components from either side are equal, while the tangential components are equal in absolute
value and opposite in sign. Further, (iii) on both axes, the solution vector is parallel to the axis itself and
(iv) Fig. 5.2 indicates that the sum of the traces of the divergence of u on both sides of the jump set equals
zero. The last observation is consistent with the required criticality condition (4.4) since the curvature of the
jump set is zero. Thus, it would be sufficient to look for the solution of (4.1)-(4.2) in one eighth of a circle of
radius R, and then extend the construction to the rest of the circle via symmetry.
Let Ω be a sector of the circle of radius R as depicted in Fig. 5.4. We seek a solution u of (4.1)-(4.2) in the
form (4.7)-(4.9), where
Ju =
{
(x, y) ∈ R2 : y = x, x ∈
(
0, R/
√
2
)}
,
subject to the Dirichlet boundary conditions
u = (1, 0) when y = 0 and u = (x/R,−y/R) when x2 + y2 = R2. (5.2)
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FIG. 5.3. Level curves for the angle θ, where u = (cos θ, sin θ) is depicted in Fig. 5.1.
III
I
II
y
pi/4
x(
√
2− 1)R R
FIG. 5.4. Regions corresponding to different characteristics families.
By our symmetry assumptions, the jump of div u on Ju is equal to −2 div u−, hence (4.2) takes the form
Ldiv u− 2 (1− (u · νu)2)1/2(u · νu) = 0 on Ju, (5.3)
where we dropped the subscript ” − ” for notational convenience. Our last assumption is based on the
behavior of the numerical solution in Fig. 5.1. Considering the solution in the part of the disc corresponding
to Ω in Fig. 5.1 and recalling that u = (cos θ, sin θ), in what follows we work with θ instead of u and assume
that
θ : Ω¯→ [−pi/4, 0] . (5.4)
We begin by identifying two distinct families of characteristics that originate on the x-axis and recover
the solution of the limiting problem in the regions I and III in Fig. 5.4.
1. First, taking into account (5.2), we construct a characteristic
(x(s, t), y(s, t), θ(s, t), v(s, t))
with the initial data
(x(s, 0), y(s, 0), θ(s, 0), v(s, 0)) = (s, 0, 0, v0(s)) for s ∈ [s0, R],
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which terminates at some point
(x (s, t∗(s)) , y (s, t∗(s))) = R (cos (ψ (s, t∗(s))), sin (ψ (s, t∗(s))))
on the circular component of ∂Ω so that
(x (s, t∗(s)) , y (s, t∗(s)) , θ (s, t∗(s)) , v (s, t∗(s)))
= (R cos (ψ (s, t∗(s))), R sin (ψ (s, t∗(s))),−ψ (s, t∗(s)) , v (s, t∗(s))) , (5.5)
for all s ∈ [s0, R]. Here ψ represents the polar angle for a vector (x, y) while the parameter s0 > 0 and
the functions v0 and t∗ are all to be determined in the course of solving the problem. Note that, as a
consequence of (4.13), the characteristics and the field u are mutually perpendicular at all points in Ω,
hence a characteristic intersecting the x-axis must be perpendicular to this axis at all points of intersection.
(s,0)
xr (s)
xl (s)
(s,t)x
x
FIG. 5.5. Characteristics construction in the intermediate region II .
From (4.7)-(4.9), we conclude that
x(s, t) =
1
v0(s)
[
cos
(
θ(s, t)
)− 1]+ t, (5.6)
y(s, t) =
1
v0(s)
sin
(
θ(s, t)
)
, (5.7)
θ(s, t) = v0(s)t, (5.8)
v(s, t) = v0(s), (5.9)
for all s ∈ [s0, R]. Substituting t∗(s) into these equations and using (5.5) gives
R cos (ψ (s, t∗(s))) =
1
v0(s)
[
cos
(
ψ (s, t∗(s))
)− 1]+ t,
R sin (ψ (s, t∗(s))) = − 1
v0(s)
sin
(
ψ (s, t∗(s))
)
, (5.10)
ψ (s, t∗(s)) = −v0(s)t∗(s),
for all s ∈ [s0, R]. It follows from (5.10) that
v0 ≡ − 1
R
on [s0, R], that is all characteristic curves that intersect both the x-axis and the circular part of the boundary
are themselves arcs of circles of radius R, centered on the x-axis. These curves clearly foliate a region in Ω
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labeled by I in Fig. 5.4 and bounded from the left by the mirror image of the boundary arc with respect to
the line x = R/
√
2. The corresponding leftmost characteristic curve in family I will be denoted by xr. It
intersects the x-axis at x = (
√
2− 1)R and is given by
xr(t) =
√
2R−R cos (t/R), (5.11)
yr(t) = R sin
(
t/R
)
, (5.12)
θr(t) = −t/R, (5.13)
for all t ∈ [0, piR/4].
2. Next, we turn our attention to the region labeled III in Fig. 5.4. This region is foliated by the characteristic
curves intersecting both the x-axis and jump set Ju = {(x, y) : y = x} . Because they originate on the x-axis,
these characteristics are given for s ∈ [0, s0] by the same equations as in (5.6)-(5.9). For the remainder of this
construction, we assume that s ∈ [0, s0]. Suppose that intersection with the line y = x occurs at some point
(x (s, t∗(s)) , y (s, t∗(s))) . Then
x (s, t∗(s)) = y (s, t∗(s)) , (5.14)
Lv0(t) + cos
2 θ (s, t∗(s))− sin2 θ (s, t∗(s)) = 0. (5.15)
Here the second equation is the natural boundary condition (5.3) recast into a simpler form using trigono-
metric identities. Equation (5.15) along with (5.4) imply that
v0(s) 6 0. (5.16)
From (5.6), (5.7), and (5.14), we obtain
cos θ (s, t∗(s))− sin θ (s, t∗(s)) = 1− sv0(s). (5.17)
Then (5.15) and (5.17) allow us to conclude that
cos θ (s, t∗(s)) + sin θ (s, t∗(s)) = − Lv0(s)
1− sv0(s)
and
2 cos θ (s, t∗(s)) = 1− tv0(s)− Lv0(s)
1− sv0(s) ,
2 sin θ (s, t∗(s)) = −1 + tv0(s)− Lv0(s)
1− sv0(s) .
Hence
(1− sv0(s))4 − 2(1− sv0(s))2 + L2v20(s) = 0,
and
(1− sv0(s))2 = 1 +
√
1− L2v20(s). (5.18)
Here the sign in front of the square root follows from (5.16). Now let
F (p) := (1− tp)2 −
√
1− L2p2 − 1.
Clearly, F is continuous on [−1/L, 0] for every s ∈ [0, s0] and
F (0) = −1 < 0 and F
(
− 1
L
)
=
(
1 +
s
L
)2
− 1 > 0.
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Thus, there exists − 1L 6 v0(s) < 0 such that (5.18) holds. Furthermore, by (5.18), we have the bound
1− sv0(s) <
√
2, so that v0(s) > −(
√
2− 1)/s, and, in particular,
v0((
√
2− 1)R) > − 1
R
. (5.19)
Note that the rightmost characteristic xl in the family III originates from the same point ((
√
2− 1)R, 0) on
the x-axis as the characteristic xr in the family I and both xl and xr are tangent to each other at ((
√
2−1)R, 0).
The inequality (5.19) demonstrates that the radius of xr is smaller than the radius of xl and so there is a
wedge-shaped region in Ω, labeled II in Fig. 5.5, which is covered neither by the characteristics from the
family I nor by the characteristics from the family III . In Step 3. below, we construct the third family of
characteristics that extends the solution to the region II .
We conclude this part of the construction by showing that the characteristics of the family III indeed
foliate the region III . We take the derivative of both sides of (5.18) with respect to s and solve for v′0(s) to
obtain
v′0(s) = −v0(s)
[
s− L
2v0(s)
2(1− sv0(s))
√
1− L2v20(s)
]−1
> 0.
It follows that the characteristic curves in the region III are the circular arcs having curvature that increases
with s. Since these curves also cross the x-axis at 90◦, they completely cover the region III without inter-
secting one another. We also note that lims→0 v0(s) = − 1L and so the divergence of our solution in the
region III remains bounded.
3. Finally, we use characteristics to extend the solution to the region II . The procedure is illustrated in
Fig. 5.5. We use the curve (5.11)-(5.13) as the initial data for the new family of characteristics. For the
remainder of this section, we will assume that s ∈ (0, piR/4). Let
x0(s) =
√
2R−R cos (s/R),
y0(s) = R sin
(
s/R
)
,
θ0(s) = −s/R.
Then, from (4.7)-(4.9), we have that
x(s, t) =
1
v0(s)
[
cos
(
θ(s, t)
)− cos (s/R)]+√2R−R cos (s/R), (5.20)
y(s, t) =
1
v0(s)
[
sin
(
θ(s, t)
)
+ sin
(
s/R
)]
+R sin
(
s/R
)
, (5.21)
θ(s, t) = v0(s)t− s/R,
v(s, t) = v0(s).
The new characteristic curves are still assumed to terminate on the jump set y = x, hence they must satisfy
the conditions (5.14)-(5.15). Setting θ∗(s) = θ(s, t∗(s)) and simplifying, these conditions take the form
cos θ∗(s)− sin θ∗(s) = A(s), (5.22)
cos θ∗(s) + sin θ∗(s) = −Lv0(s)
A(s)
, (5.23)
where
A(s) :=
√
2
[
(Rv0(s) + 1) sin
(
s/R+ pi/4
)−Rv0(s)] . (5.24)
The assumption (5.4) implies that
v0(s) 6 0 and A(s) > 0. (5.25)
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Following the same procedure as in Step 2., we find that v0(s) satisfies
A2(s) = 1 +
√
1− L2v20(s), (5.26)
hence
v0(s) > − 1
L
and A(s) 6
√
2. (5.27)
The second inequality in (5.27) is equivalent to
v0(s) > − 1
R
and, combining this inequality with the first inequality in (5.25) and the first inequality in (5.27), we have
−min
{
1
R
,
1
L
}
6 v0(s) 6 0. (5.28)
Now, let
F (p) := 2
[
(Rp+ 1) sin
(
s/R+ pi/4
)−Rp]2 −√1− L2p2 − 1
and
q = min
{
1
R
,
1
L
}
.
Clearly, F is continuous on [−q, 0] for every s ∈ (0, piR/4) and
F (0) = −2 cos2 (s/R+ pi/4) < 0,
while
F (−q) =
{
2
[
(1−R/L) sin (s/R+ pi/4)+R/L]2 − 1 > 0, L > R,
1−
√
1− (L/R)2 > 0, L < R.
This implies that there exists v0(s) ∈ (−q, 0) such that (5.26) holds and, therefore, (i) v is uniformly bounded
in the region II , (ii) the inequality in (5.28) can be considered to be strict, and (iii) v experiences a jump on
xr. Note that, at the same time, θ is continuous across xr by construction.
It remains to show that the characteristic curves cover the entire region II , without intersecting each
other. We begin by proving
LEMMA 5.1. The functions v0 and θ∗ are, respectively, strictly increasing and strictly decreasing on (0, piR/4).
Proof. Taking the derivative of both sides of (5.26) with respect to s, solving for v′0(s), and using (5.28),
we determine that v′0(s) > 0 for all s ∈ (0, piR/4). This establishes monotonicity of v0. Likewise, solving
(5.22)-(5.23) for cos θ∗, taking the derivative with respect to s and using the just established fact that the
v′0 > 0 on (0, piR/4), along with (5.24), (5.28), proves that θ∗′ < 0 on (0, piR/4). To demonstrate that no
two characteristic curves can intersect, we suppose, by contradiction, that a circular arc of a characteristic
C1 intersects another circular arc of a characteristic C2 before reaching y = x, where C1 corresponds to
s = s1 whereas C2 corresponds to s = s2 with s1 < s2. Using (5.20), (5.21) and the monotonicity of v0, we
know that the curvature of C1 is greater than the curvature of C2. Since C1 starts out (i.e. at t = 0) to the
left of C2, this intersection could not be merely tangential since a circle of larger curvature can’t sit outside
of a circle of smaller curvature. Thus, the intersection is transversal. Now the angle between an incoming
characteristic and the line y = x is the non-negative angle θ∗ + pi/4 and, if the intersection is transversal,
then necessarily θ∗(s1) + pi/4 < θ∗(s2) + pi/4 contradicting Lemma 5.1.
We end this section by plotting the analytical counterparts of Figs. 5.2-5.3 obtained in MATLAB R© using
the characteristics solutions constructed above.
26
0 0.1 0.2 0.3 0.4 0.5 0.6
x
0
0.1
0.2
0.3
0.4
y
-1.5
-1
-0.5
0
FIG. 5.6. Level curves for the divergence of u, where u is a solution obtained using characteristics. The divergence is constant in the empty
region.
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FIG. 5.7. Level curves for the angle θ, where u = (cos θ, sin θ) is depicted in Fig. 5.6.
The Figs. 5.6-5.7 should be compared to the solution in the sector in Figs. 5.2-5.3, corresponding to the
polar angle ranging between 0 and 45◦. The regions I and II are clearly visible in Figs. 5.2-5.3 and there is a
good match between Figs. 5.6-5.7 and Figs. 5.2-5.3 in these regions. The discrepancy between the solutions
in the region III can be attributed to the qualitative differences between minimizers of the ε-level and Γ-
limit problems. The energies of the characteristics and numerical solutions are depicted in Fig. 5.8 for a
small range of L values. The plots demonstrate that both numerical solution and the solution constructed
using charateristics have energy increasing with L on L ∈ [0.1, 0.7]. The systematic difference between the
graphs can once again be explained by the fact that the corresponding functions are critical points of the
different energy functionals.
5.4. An example in an annulus: curved walls . In this section we briefly outline an example where our
analysis suggests that the jump set can occur along a portion of the boundary with a jump set, and might
in general not be a straight line segment.
We fix a number R > 1, and let Ω denote an annulus described in polar coordinates by Ω := {1 <
r < R}. For the boundary conditions g defined by g(1, θ) = −êθ, g(R, θ) = êθ, we study the problem of
minimizing the E0 energy among competitors u∂Ω · ν∂Ω = g · ν∂Ω = 0. It is reasonable to expect that a
minimizer is radial so we work within the ansatz
u(r, θ) = p(r)êr + q(r)êθ, (5.29)
where p2 + q2 ≡ 1, p(1) = 0 = p(R). Within this ansatz, div u = 1r (rp(r))r, and the jump set is composed
of a union of circles, possibly occurring at the boundary of Ω. Away from jumps, criticality of
∫
(div u)2 dx
within this ansatz requires that p(r) satisfies the ODE ∂∂r
(
1
r
∂
∂r (rp(r))
)
= 0, so that p(r) takes the form
p(r) = Cr+ Dr for constants C,D. In the absence of a jump circle in Ω, the boundary conditions on p would
force p(r) ≡ 0, and then either q(r) ≡ 1 or q(r) ≡ −1. This results in boundary walls, either along the circle
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FIG. 5.8. Energy of the critical point as a function of L.
ρ = 1 or along ρ = R, respectively carrying energies E0(eˆθ) = 8pi3 or E0(−eˆθ) = 8piR3 .
Elementary calculations that we present below demonstrate that for any R > 1, for an interval of
L−values of the form (0, L∗(R)) where L∗(R) < 83 R
2−1
R2+1
(
1−
√
2R√
R2+1
(
3
4
)3/2), the energy E0 within the
ansatz (5.29) has an internal wall with energy strictly smaller than 8pi3 , which is the energy associated to
a boundary wall.
On the other extreme, we also show below that for any fixed R > 1 and L sufficiently large depend-
ing on R, the minimizer of E0 with these “mismatch” boundary conditions and the radial ansatz (5.29)
necessarily has its wall at the inner boundary ρ = 1. The associated energy is E0(eˆθ) = 8pi3 .
In the absence of boundary walls, we see that an internal wall is present which we suppose occurs
along the circle of radius ρ with corresponding normal component given by a = p(ρ). It then follows that
the function p is given by the formula
p(r) =
{ aρ
ρ2−1
(
r − 1r
)
1 < r < ρ
− aρR2−ρ2
(
r − R2r
)
ρ < r < R.
We set q(r) = −√1− p2(r) for 1 < r < ρ and q(r) = √1− p2(r) for ρ < r < R. Computing the energy of
u∗ = u
ρ,a(ρ)
∗ , we find
E0(u∗) = 2piLa2ρ2
(
1
ρ2 − 1 +
1
R2 − ρ2
)
+
8
3
piρ(1− a2)3/2. (5.30)
For ρ ∈ (1, R), we now enforce the natural boundary conditions (4.2) and the criticality condition for the
jump circle (4.4) where we must use κ = − 1ρ . The natural boundary conditions, (4.2) yield
2aLρ
(
1
ρ2 − 1 +
1
R2 − ρ2
)
= 4a(1− a2)1/2. (5.31)
Similarly, criticality of jump, (4.4), yields
4a2ρ2
(R2 − ρ2)2 −
4a2ρ2
(ρ2 − 1)2 = −
8
3Lρ
(1− a2)1/2(1 + 2a2). (5.32)
We define ca := 3a
2
2a2+1 ∈ (0, 1), and use (5.31) in (5.32) to discover that
ρ2
(
1
ρ2 − 1 −
1
R2 − ρ2
)
=
1
ca
,
or equivalently,
(1− 2ca)ρ4 − ρ2(1 +R2)(1− ca) +R2 = 0. (5.33)
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If ca = 1/2 or equivalently a = 1/2,we find that ρ2 = 2R
2
1+R2 .We argue that when a > 1/2, the equation (5.33)
viewed as a quadratic in ρ2 has no real zeroes, while if a < 1/2, it has a unique zero in (1, R2). Indeed, the
sum of the roots ρ21 + ρ22 =
(1+R2)(1−ca)
1−2ca . This yields the condition that ca <
1
2 , or equivalently, that a < 1/2.
For any such a, it is easy to argue that (5.33) has a unique zero ρ2(a) ∈ (1, R2). Indeed, evaluating the LHS
of (5.33) at ρ2 = 1, yields ca(R2− 1) > 0, while evaluating (5.33) at ρ2 = R2 yields caR2(1−R2) < 0. It must
therefore have an odd number of real zeroes in this interval, implying uniqueness of the zero.
We therefore have that a solution of the pair of equations (5.31)-(5.32) satisfies 0 < a 6 1/2. To derive a
bound on ρ satisfying these equations we use the definition of ca in (5.33) to find
a2 =
(ρ2 − 1)(R2 − ρ2)
−4ρ4 + (1 +R2)ρ2 + 2R2 (5.34)
The condition 0 < a2 < 14 , then yields from (5.33) that ρ
2 < 2R
2
R2+1 .Using (5.34) in (5.31), we arrive at a single
equation in ρ,
Lρ
(
R2 − 1
(ρ2 − 1)(R2 − ρ2)
)
= 2
(
3(ρ4 −R2)
4ρ4 − (1 +R2)ρ2 − 2R2
)1/2
. (5.35)
Introducing z := ρ2, we are led to seeking z ∈ (1, 2R21+R2 ) solving the polynomial
gR,L(z) := L
2(R2 − 1)2z
(
z2 − 1 +R
2
4
z − R
2
2
)
+ 3(R2 − z2)(z − 1)2(R2 − z)2.
Note that gR,L(1) = 34L
2(1 − R2)3 < 0. Concerning this polynomial, we note that for fixed R > 1, and L
sufficiently large depending on R, the polynomial gR,L(z) < 0 for z ∈ (1, 2R21+R2 ). Consequently, gR,L does
not have a zero for such (R,L) values. It follows that for such (R,L)− values, an internal wall can not
occur. Therefore, among radial competitors with a single wall, the minimizer must have a wall at the inner
boundary ρ = 1, with corresponding a = 0. As discussed earlier, this entails that the minimizer is u∗ ≡ êθ,
with E0(u∗) = 83pi.
We next argue that for anyR > 1, if L is sufficiently small, the wall occurs in the interior. To see this, we
simply construct a competitor whose energy is smaller than 8pi3 . Setting a = 1/2, and ρ
2 = 2R
2
R2+1 in (5.30),
we find that the energy of this competitor is smaller than 8pi3 , provided
L <
8
3
R2 − 1
R2 + 1
(
1−
√
2R√
R2 + 1
(
3
4
)3/2)
,
where the quantity on the right is clearly positive since R > 1. A radial minimizer with a single wall of
course exists by elementary compactness and continuity arguments. It follows that for any R > 1, for an
interval of small positive L−values, the radial minimizer has an internal wall.
In Fig. 5.9, we illustrate observations made in this section by presenting the results of gradient flow
simulations for the functional Eε for two different values of L. For the smaller value of L = 0.2, the (local)
minimizer has a shallower circular wall in the interior of the domain, while the the minimizer for L = 2
has a deeper wall that coincides with the inner boundary of the annulus. Note that the simulations were
done without assuming that competitors are radially symmetric—the apparent symmetry of minimizers
suggests that it might be reasonable to consider the ansatz (5.29).
6. Results for the special case of a rectangle. In this section we pose the problem on a rectangle, taking
Ω = (−T, T )×(−H,H) for positive constants T andH . Furthermore, we specialize the boundary conditions
on competitors u : Ω→ R2 to be given by
u(x,±H) = (±√1− a2, a) for |x| 6 T, u is 2T -periodic in x. (6.1)
for some constant a ∈ [0, 1). The rationale for consideringEε and the Γ-limitE0 in this rather special setting
is to focus on the structure of wall transitions in as simple a situation as possible. A primary focus will be on
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FIG. 5.9. Energy minimizers in an annulus for L = 0.2 (left) and L = 2 (right). Here ε = 0.03 and the color represents |u|.
examining the relative favorability of one-dimensional–that is purely y-dependent structures versus two-
dimensional structures such as cross-ties the one associates with related models in micromagnetics, cf. e.g.
[3]. Other goals we have in mind concern in focusing on this special case are to better understand the
relative weights given to jump energy versus divergence for minimizers as well as the possible emergence
of periodic structures on a scale smaller than the fixed rectangle width 2T .
6.1. Study of the problem in a rectangle within a one-dimensional ansatz. We begin our analysis of
Eε andE0 on the rectangle subject to the boundary conditions (6.1) by first studying the variational problem
among one-dimensional competitors, i.e. functions of y alone. More specifically, for 0 6 |a| < 1 we consider
the space of admissible functions
A1(a) := {u = u(y) ∈ H1((−H,H);R2), u(±H) = (±√1− a2, a)}.
and consider the variational problem
min
u∈A1(α)
E1Dε (u) (6.2)
where
E1Dε (u) :=
1
2
∫ H
−H
ε|u′|2 + 1
ε
(|u|2 − 1)2 + L(u′2)2 dy. (6.3)
The corresponding Γ-limit E1D0 is now defined over the class
A0 := {u = (u1, u2) : u31 ∈ BV
(
(−H,H)), u2 ∈ H1((−H,H)), u(2)(±H) = a, |u| = 1 a.e. y}, (6.4)
where the boundary conditions on u2 comes from (3.3). Then E0 from (3.4) takes the form
E1D0 (u) =:
L
2
∫ H
−H
(u′2)
2 dy + 4/3
∑
yj∈Ju1
(
1− u22(yj)
)3/2
+
1
6
∣∣∣u1(−H) +√1− a2∣∣∣3 + 1
6
∣∣∣u1(H)−√1− a2∣∣∣3 . (6.5)
Not surprisingly, in this one-dimensional setting we can prove a much stronger compactness statement
than is possible in the two-dimensional setting of Theorem 3.1. Here we establish
THEOREM 6.1. Let uε = (u
(1)
ε , u
(2)
ε ) ∈ A1(a) with E1Dε (uε) 6 C. Then, up to extraction of subsequences, one
has u(1)ε → u1 in L3(−H,H) for some function u1 such that u31 ∈ BV (−H,H) and one has u(2)ε → u2 in C0,γ for
all γ < 1/2. Furthermore, |(u1, u2)| = 1 a.e.
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Proof. Precompactness of {u(2)ε } in C0,γ(−H,H) for γ < 1/2 is clear from the uniform H1 bound and
Sobolev imbedding. The thrust of the rest of the proof will be to prove the statement about {u(1)ε }. To this
end, we define
ψε(y) :=
∫ u(1)ε
−u(1)ε
(
1− s2 − (u(2)ε )2
)
ds = 2u(1)ε − 2u(1)ε (u(2)ε )2 −
2
3
(u(1)ε )
3.
Since we have a uniform L4 bound on u(1)ε from the energy bound E1Dε (uε) 6 C it readily follows that ψε is
uniformly bounded in L1(−H,H). Now we estimate the total variation of ψε. We have∫ H
−H
|ψ′ε| dy6 2
∫ H
−H
∣∣∣1− |uε|2∣∣∣ ∣∣∣u(1)ε ′∣∣∣ dy + 4 ∫ H
−H
∣∣∣u(1)ε u(2)ε ∣∣∣ ∣∣∣u(2)ε ′∣∣∣ dy
6 1
ε
∫ H
−H
(
1− |uε|2
)2
dy + ε
∫ H
−H
∣∣∣u(1)ε ′∣∣∣2 dy + ∫ H
−H
(
(u(1)ε )
4 + (u(2)ε )
4
)
dy
+2
∫ H
−H
(u(2)ε
′)2 dy < C.
Concluding the desired compactness of {u(1)ε } relies on an algebraic identity. Using the BV bound on
{ψε}, and passing to subsequences that we do not denote explicitly, we know that ψε converges in L1. We
now show that {u(1)ε }ε>0 is a Cauchy sequence in L3. For any 0 < ε < δ, we have
4
3
(
(u(1)ε )
3 − (u1δ)3
)
=
(
ψε − ψδ
)
− 2(1− |uε|2)u(1)ε + 2(1− |uδ|2)u(1)δ .
Hence, using Cauchy-Schwarz we obtain
4
3
∫ H
−H
∣∣(u(1)ε )3 − (u(1)δ )3∣∣ dy 6 ∫ H
−H
|ψε − ψδ| dy + ε1/3
∫ H
−H
|u(1)ε |2 dy +
1
ε1/3
∫ H
−H
(1− |uε|2)2 dy
+δ1/3
∫ H
−H
|u(1)δ |2 dy +
1
δ1/3
∫ H
−H
(1− |uδ|2)2 dy.
Since {u(1)ε } is uniformly bounded in L4 by the energy bound, we can invoke the L1 convergence of {ψε}
to find that ∫ H
−H
∣∣(u(1)ε )3 − (u(1)δ )3∣∣ 6 o(1), (6.6)
as δ → 0. Since |a − b|3 6 4|a3 − b3|, it follows that {u(1)ε } is Cauchy in L3, and has a limit in this space,
denoted u1. Denoting the limit of u
(2)
ε by u2, it follows from the energy bound that u21 + u22 = 1 a.e. in
(−H,H). Consequently, the limit of the ψε satisfies
ψε → 4
3
(u1)
3 (6.7)
in L1. By lower semicontinuity of the BV norm under L1 convergence, we conclude that
(u1)
3 ∈ BV (−H,H).
It follows that one-sided limits of (u1)3 exist at all y ∈ (−H,H). Combined with u2 being continuous on the
same interval, this implies that |u1, u2| = 1 everywhere on (−H,H).
In light of the the preceding compactness result Theorem 6.1, one can establish a full Γ-convergence
result in this one-dimensional setting without an assumption on the limiting functions lying in BV . While
of course the arguments presented for lower-semicontinuity and for the construction of recovery sequences
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in proving Theorem 3.2 apply in this one-dimensional setting as well, we wish to give alternate proofs here
since they are so much simpler and therefore make more transparent the key elements of the argument.
THEOREM 6.2. Let u ∈ A0. Then 1. For any sequence uε ∈ A1(a) satisfying uε ∧⇀ u, we have,
lim inf
ε→0
E1Dε (uε) > E1D0 (u). (6.8)
2. There exists a sequence wε ∈ A1(a) with wε ∧⇀ u and
lim
ε→0
E1Dε (wε) = E
1D
0 (u). (6.9)
Proof. To prove (6.8), let u ∈ A0, uε ∈ A1(a) be given with uε ∧⇀ u. Let J = {a1, a2, · · · } ⊂ [−H,H]
denote the at most countable jump set of u31, and hence that of u1. We note that limy→a±j u1(y) exists for
each aj ∈ J and are denoted u±1 (aj) respectively. Let now δ > 0 be arbitrary. If J is an infinite set, we
suppose N = N(δ) is a positive integer such that
∞∑
j=N+1
(
1− (u2(aj))2)3/2 < δ.
If J is a finite set, we simply let N denote the cardinality of J instead. For each j ∈ {1, · · · , N}, we set
Ij := (aj − δN1+α , aj + δN1+α ), where α > 0 is chosen such that the intervals Ij are disjoint. Finally, as in the
preceding theorem, we let ψε : (−H,H)→ R be defined by the formula
ψε(y) = 2
(
u(1)ε − u(1)ε (u(2)ε )2 −
1
3
(u(1)ε )
3
)
. (6.10)
By the Cauchy-Schwarz inequality, we have
|ψ′ε| 6
1
ε
(
1− |uε|2
)2
+ ε
∣∣u(1)ε ′∣∣2 + L∣∣u(2)ε ′∣∣2 + 1L(u(1)ε u(2)ε )2
With an eye towards proving (6.8), we estimate,
E1Dε (uε) >
1
2
∫
(−H,H)\∪Nj=1Ij
L
∣∣(u(2)ε )′∣∣2 dy + 12
N∑
j=1
∫
Ij
ε|u′ε|2 +
1
ε
(|uε|2 − 1)2 + L∣∣(u(2)ε )′∣∣2 dy
> 1
2
∫
(−H,H)\∪Nj=1Ij
L
∣∣(u(2)ε )′∣∣2 dy + 12
N∑
j=1
∫
Ij
|ψ′ε(y)| dy −
1
2L
∫
Ij
(
u(1)ε u
(2)
ε
)2
dy. (6.11)
We claim that the last term
N∑
j=1
∫
Ij
(
u(1)ε u
(2)
ε
)2
dy 6 O(δ). (6.12)
Assuming this for the time being, we first complete the proof. Taking lim infε→0 on both sides of (6.11),
using the compactness gleaned from Thm. (6.1) and Eq. (6.7), we find for fixed δ > 0,
lim inf
ε→0
E1Dε (uε) >
1
2
∫
(−H,H)\∪Nj=1Ij
L
∣∣u′2∣∣2 dy + 12
N∑
j=1
4
3
∣∣∣u31(a+j )− u31(a−j )∣∣∣3 −O(δ)− oδ(1) (6.13)
where in the last line |O(δ)| 6 Cδ for a universal constant C, and oδ(1) → 0 as δ → 0. We point out
that we have absorbed the absolutely continuous part of ( 43u
3
1)
′, (cf. Eq.(6.7)) into the oδ(1) term by the
monotone convergence theorem, since | ∪Nj=1 Ij | ∼ δ → 0. Passing to the limit δ → 0, once again invoking
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monotone convergence for the first term on the right hand side of (6.13), and using the observation that
u1(aj+) = −u1(aj−) for each j, we conclude that
lim inf
ε→0
E1Dε (uε) >
L
2
∫ H
−H
(u′2)
2 dy +
4
3
∑
aj∈J
(
1− u22(aj)
)3/2
= E1D0 (u).
To conclude the proof, we must prove the estimate (6.12). Once again, using Cauchy-Schwarz,
∫
⋃N
j=1 Ij
(
u(1)ε u
(2)
ε
)2
dy .
∫
⋃N
j=1 Ij
((u1ε)
2 + (u(2)ε )
2 − 1)2 dy +
∣∣∣ N⋃
j=1
Ij
∣∣∣ . ε+N · δ
N1+α
. O(δ).
This completes the proof of the remainder estimate (6.12) and therefore the proof of the lower bound (6.8).
To prove (6.9), let u = (u1, u2) ∈ A0 so that E1D0 (u) < ∞ and denote the jump set of u1 by Ju1 . We
first observe that since u2 ∈ H1(−H,H), it is Ho¨lder continuous on [−H,H] for any Ho¨lder exponent
α ∈ (0, 1/2). Since also |u(y)| = 1 at a.e. y ∈ (−H,H) we may assume, after perhaps redefining u1 on a set
of measure zero, that u1 is Ho¨lder continuous with exponent α/2 off of its jump set with
|u1(y)| =
√
1− u22(y) at every y ∈ (−H,H) \ Ju1 . (6.14)
Now we fix any sequence {δk} approaching 0 as k →∞. Then we introduce the subset Jku1of the jump
set Ju1 given by Jku1 :=
{
y ∈ Ju1 :
∣∣[u1(y)]∣∣ > 2δk}. We note that for each fixed k there are only finitely
many points {ykj }Nkj=1 in Jku1 since otherwise the term
∑
yj∈Ju1
(
1− u22(yj)
)3/2 in E1D0 (u) would be infinite.
For each fixed k we will construct a family of competitors {wk,ε} in E1Dε such that
lim
k→∞
lim
ε→0
E1Dε (w
k,ε) = E1D0 (u), (6.15)
and (6.9) will follow by a diagonalization argument.
On the set
{
y : |u2(y)| 6
√
1− δ2k
}
we will leave u2 unchanged. We note that in light of (6.14), for any
y ∈
{
y : |u2(y)| 6
√
1− δ2k
}
\ Ju1 one has
|u′1(y)| =
|u2(y)| |u′2(y)|√
1− u2(y)2
6 1
δk
|u′2(y)| , (6.16)
and so, in particular, u1 lies in H1 on any intervals in this set.
Now for any ykj ∈ Jku1 we replace u1 in the interval [ykj−2ε5/6, ykj +2ε5/6] by a standard ‘Modica-Mortola’
type heteroclinic connection and linear interpolation. (In fact, using any εp for 4/5 < p < 1 works but we
will use p = 5/6 for concreteness.) That is, we define the scalar function hε = hε(y; ykj ) for y ∈ (−∞,∞)
that bridges the values ±
√
1− u2(ykj )2 at ±∞ or ∓∞, depending on the sign of [u1(ykj )], via
hε(y; y
k
j ) := sgn([u1(y
k
j )])
√
1− u2(ykj )2 tanh
(√
1− u2(ykj )2
(y − ykj )
ε
)
and then define the recovery sequence wk,ε as
wk,ε(y) =
(
hε(y; y
k
j ), u2(y)
)
on [ykj − ε5/6, ykj + ε5/6],
and as wk,ε(y) =
(
`ε(y; y
k
j ), u2(y)
)
on {y : ε5/6 6 ∣∣y − ykj ∣∣ 6 2ε5/6} where `ε(y; ykj ) is a linear interpolation
between the values ±hε(ykj ± ε5/6; ykj ) and the value u1(ykj ± 2ε5/6). We observe that
∣∣hε(ykj ± ε5/6; ykj )∣∣ is
exponentially close to
√
1− u2(ykj )2 and that
√
1− u2(ykj )2 =
∣∣u1(ykj )+∣∣ = ∣∣u1(ykj )−∣∣ .
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A standard calculation yields that
1
2
lim
ε→0
∫ ykj+ε5/6
ykj−ε5/6
ε|( d
dy
hε(y; y
k
j ))|2 +
1
ε
(
∣∣(hε(y; ykj ), u2(ykj ))∣∣2 − 1)2 dy = 43(1− u22(ykj ))3/2
and so it will follow that
1
2
lim
ε→0
∫ ykj+ε5/6
ykj−ε5/6
ε|(wk,ε)′(y)|2 + 1
ε
(
∣∣wk,ε∣∣2 − 1)2 dy = 4
3
(
1− u22(ykj )
)3/2
(6.17)
as well, once we verify that
lim
ε→0
1
ε
∫ ykj+ε5/6
ykj−ε5/6
∣∣∣∣(∣∣(hε(y; ykj ), u2(ykj ))∣∣2 − 1)2 − (∣∣(hε(y; ykj ), u2(y))∣∣2 − 1)2∣∣∣∣ dy = 0.
However, the Ho¨lder bound ‖u2‖C0,α(−H,H) < C ‖u2‖H1(−H,H) invoked for any α ∈ (1/3, 1/2) implies that
lim
ε→0
1
ε
∫ ykj+ε5/6
ykj−ε5/6
∣∣∣∣(∣∣(hε(y; ykj ), u2(ykj ))∣∣2 − 1)2 − (∣∣(hε(y; ykj ), u2(y))∣∣2 − 1)2∣∣∣∣ dy 6
lim
ε→0
1
ε
∫ ykj+ε5/6
yj−ε5/6
C
∣∣u2(y)− u2(ykj )∣∣ dy 6 lim
ε→0
1
ε
∫ ykj+ε5/6
ykj−ε5/6
C
∣∣y − ykj ∣∣α = 0. (6.18)
Next we argue that the asymptotic contribution of this construction to the total energy E1Dε is zero on the
interpolating intervals ∪ykj ∈Jku1
{
y : ε5/6 6
∣∣y − ykj ∣∣ 6 2ε5/6}. In light of the exponential approach of ` to the
endstates ± ∣∣u1(ykj )+∣∣ and the Ho¨lder continuity of u1 with exponent α/2 for any α < 1/2 away from the
jump set, cf. (6.14), we conclude that∣∣∣∣d`εdy
∣∣∣∣ = |hε(ykj ± ε5/6; ykj )− u1(ykj ± 2ε5/6)|ε5/6 ∼ |u1(ykj )− u1(ykj ± 2ε5/6)|ε5/6 6 Cε−5/8−σ for any σ > 0,
where u1(ykj ) above refers to the traces u1(y
k
j )
+ or u1(ykj )
− as appropriate. From this it easily follows that
ε
{∫ ykj−ε5/6
ykj−2ε5/6
+
∫ ykj+2ε5/6
ykj+ε
5/6
}∣∣∣∣d`εdy
∣∣∣∣2 dy → 0 as ε→ 0. (6.19)
Then in a manner similar to (6.18) we can estimate the energetic cost of the potential term in the interpola-
tion zone as
1
ε
{∫ ykj−ε5/6
ykj−2ε5/6
+
∫ ykj+2ε5/6
ykj+ε
5/6
}(
`2ε + u
2
2 − 1
)2
dy
6 C
ε
{∫ ykj−ε5/6
ykj−2ε5/6
+
∫ ykj+2ε5/6
ykj+ε
5/6
}∣∣`ε(y; ykj )− u1(y)∣∣ dy
6 C
ε
{∫ ykj−ε5/6
ykj−2ε5/6
+
∫ ykj+2ε5/6
ykj+ε
5/6
}∣∣u1(ykj )− u1(y)∣∣ dy
6 C
ε
{∫ ykj−ε5/6
ykj−2ε5/6
+
∫ ykj+2ε5/6
ykj+ε
5/6
}∣∣y − ykj ∣∣α/2 dy 6 Cε 124−σ → 0 as ε→ 0, (6.20)
by choosing α sufficiently close to 1/2 and hence σ sufficiently close to 0.
On the set of y-values
(−H,H) \
(
∪ykj ∈Jku1
{
y :
∣∣y − ykj ∣∣ 6 2ε5/6} ∪{y : |u2(y)| >√1− δ2k})
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we will leave u unchanged, letting wk,ε ≡ u, and appeal to (6.16) along with (6.17) to conclude that
lim
ε→0
1
2
∫
{y: |u2(y)|6
√
1−δ2k}
ε|(wk,ε)′|2 + 1
ε
(|wk,ε|2 − 1)2 + L(u′2)2 dy =
L
2
∫
{y: |u2(y)|6
√
1−δ2k}
(u′2)
2 dy +
∑
ykj ∈Jku1
4
3
(
1− u22(ykj )
)3/2
. (6.21)
It remains to define the recovery sequence on the set
{
y : |u2(y)| >
√
1− δ2k
}
which is of course equivalent
to {y : |u1(y)| < δk} and so includes, in particular, all elements of Ju1 \ Jku1 . We note that the measure of
the set {y : 0 < |u1(y)| < δk} must approach zero as δk → 0 and on any intervals where the function u1
vanishes (so that necessarily either u2 ≡ 1 or u2 ≡ −1), we leave u unchanged.
Writing the open set {y : |u1(y)| < δk} as a countable union of disjoint open intervals {(akj , bkj )} in
(−H,H) we note that on any one of these intervals, say (akj , bkj ), one must have either
(i) u1(akj ) = u1(b
k
j ) = ±δk, or else
(ii) u1(akj ) = −u1(bkj ) = ±δk.
In light of the Ho¨lder condition on u2 it follows that in either scenario (i) or (ii), for each interval
(akj , b
k
j ) necessarily u2(a
k
j ) = u2(b
k
j ) = ±
√
1− δ2k and so we will take the second component of the recovery
sequence wk,ε2 to be the constant,
±
√
1− δ2k on (akj , bkj ). (6.22)
In scenario (i) we may also take the first component of wk,ε to be constant so that on all intervals (akj , b
k
j )
coming from scenario (i) we choose wk,ε ≡ (±δ,±√1− δ2k) with the signs taken appropriately so as to
ensure continuity with the region outside (akj , b
k
j ). Of course, the contribution to the total energy E
1D
ε is
zero from this constant S1-valued part of the construction.
It remains to define the first component of wk,ε on intervals coming from scenario (ii). To this end, we
first note that for each k, the number of j-values where (ii) occurs, sayNk, is finite since otherwise u31 would
have infinite total variation. We also note that since u31 ∈ BV (−H,H) then one has
lim
δk→0
∫
{y:|u1(y)|<δk}
∣∣(u31)′∣∣ = 0,
and so it follows that the total variation coming from intervals of type (ii) is asymptotically zero. In partic-
ular we then have
lim
k→∞
Nkδ
3
k = 0. (6.23)
Now fix any interval (akj , b
k
j ) on which u1 satisfies scenario (ii) and for example suppose u1(b
k
j ) = +δk.
Then letting ckj denote the midpoint of this interval, we define the first component of w
k,ε via the formula
wk,ε1 (y) =

δk tanh
(
δk
(y−ckj )
ε
)
for
∣∣y − ckj ∣∣ < ε5/6
linear interpolation for ε5/6 6
∣∣y − ckj ∣∣ 6 2ε5/6
−δk for akj 6 y < ckj − 2ε5/6
δk for ckj + 2ε
5/6 < y 6 bkj
We are using here the finiteness of Nk to allow that for ε sufficiently small, such a construction fits inside
the interval (akj , b
k
j ).
As in the derivation of (6.19) and (6.20) we find that the contribution to E1Dε in the interpolation zone
is asymptotically zero and analogous to (6.21), one has
lim
ε→0
1
2
∫
{y: |u2(y)|>
√
1−δ2k}
ε|(wk,ε)′|2 + 1
ε
(|wk,ε|2 − 1)2 + L(u′2)2 dy =
Nk∑
1
4
3
(
1− wk,ε2 (ckj )2
)3/2
=
4
3
Nkδ
3
k
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through the use of (6.22). Hence, invoking (6.23) we see that in taking the double limit limk→∞ limε→0, there
is no contribution to the energy E1Dε (wk,ε) coming from the region
{
y : |u2(y)| >
√
1− δ2k
}
.
Finally taking the limit δk → 0 in (6.21), we obtain (6.15).
REMARK 6.3. The proof of the Γ−convergence result in the one-dimensional setting as shown above echoes a
number of the salient features of the proof of the full two-dimensional result presented in Theorem 3.2 while suppress-
ing other technicalities. In the proof of the lower bound, the quantity ψε introduced in the proof of Theorem 6.2 is
precisely the first component of the vector field Ξ(u⊥ε )⊥, where Ξ is the Jin-Kohn vector field introduced in the proof
of Theorem 3.2.
Comparing the two-dimensional and one-dimensional constructions of recovery sequences, we first note that our
one-dimensional recovery sequence construction proceeded as a double limit, similar to, though of course, simpler than
the quadruple limit used in proof of Theorem 3.2, cf. equation (3.23) for instance. Aside from the ε−limit which is
of course common to both proofs, the jumps that are at least δk, as in equation (6.16) above represent the analog of
“good jump points” in the two-dimensional proof, cf. (3.20). Finally, the intermediate scales kε used in the proof of
the Theorem 3.2 are now replaced by appropriate powers of ε.
REMARK 6.4. We recall that in Theorem 3.2 we made the assumption u ∈ BV. That this is not quite the optimal
space can already be seen in this simpler one-dimensional setting where one can construct a limiting vector field
u = (u1, u2) with u1 having a countable collection of jumps of size ( 1k )k∈N. Such a construction can be arranged
to have finite E0 energy, but necessarily has infinite BV norm. The preceding theorem, however, guarantees the
existence of a recovery sequence for such a competitor.
This phenomenon is well-known for Aviles-Giga, see the discussion on [4, pg. 338-340]. The counter-example
there is very similar in spirit, but is understandably a bit more involved due to the constraint imposed by the eikonal
equation.
Next we pursue an understanding of minimizers of the one-dimensional Γ-limit E1D0 .
THEOREM 6.5. For any a ∈ (0, 1) the problem
inf
A0
E1D0 (u)
has a unique solution u∗ = (u∗1, u∗2) where u∗1 has exactly one jump located at y = 0 and u∗2 is linear on the
subintervals [−H, 0] and [0, H]. More precisely, the components are given by the formulas:
u∗2(y) =
{
a+ M−aH (y +H), y ∈ (−H, 0],
a+ M−aH (H − y), y ∈ (0, H),
(6.24)
u∗1(y) =
{ −√1− (u∗2)2 for y ∈ [−H, 0],√
1− (u∗2)2 for y ∈ (0, H],
(6.25)
where the constant M = M(L,H, a) ∈ (a, 1) is the minimizer of the problem
min
m∈[−1,1]
L
H
(m− a)2 + 4
3
(1−m2)3/2. (6.26)
In case a = 0, the nature of the minimizer depends on the ratio L/H . If L/H < 2, then the minimizer is again unique
and has the one-jump structure given by (6.24)-(6.25) and the infimum is LH − 112 L
3
H3 . If L/H > 2 then the minimizer
is any step function of the form
u(y) =
{
(−1, 0) for y ∈ (−H, y∗],
(1, 0) for y ∈ (y∗, H),
where y∗ ∈ [−H,H] is arbitrary and the infimum is 4/3. If L/H = 2 the family of step functions and the solution
given by (6.24)-(6.25) are all minimizers.
Proof. Let u = (u1, u2) be any competitor inA0. We denote by Ju the jump set of u, which in the present
one-dimensional setting corresponds simply to the jump set of u1, combined with either −H or H or both
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if either u1(−H) 6= −
√
1− a2 or u1(H) 6=
√
1− a2. We will write J¯u for the closure of Ju and we define the
number Mu via
Mu :=
{
maxy∈J¯u u2(y) if J¯u 6= ∅,
maxy∈[−H,H] u2(y) if J¯u = ∅.
In light of the continuity of u2 and the compactness of J¯u we note that this maximum will always be
achieved at at least one point y¯ ∈ [−H,H]. We now proceed in three cases.
Case 1. J¯u 6= ∅ and Mu is achieved at y¯ ∈ (−H,H).
We note that this case includes the possibility that y¯ 6∈ Ju but is simply a limit point of a sequence of points
{yj} in the jump set. In this case |u−(yj)− u+(yj)| → 0, meaning that the difference between the left and
right traces of u1 approaches zero. Since these traces are also opposites of each other, necessarily u1(y¯) = 0,
forcing u2(y¯) = 1 = Mu.
Whether or not this subcase of Case 1 occurs, we now consider the competitor u¯ = (u¯1, u¯2) whose
second component is given by
u¯2 =
{
a+ Mu−ay¯+H (y +H) for y ∈ [−H, y¯],
a+ Mu−ay¯−H (y −H) for y ∈ (y¯, H],
(6.27)
and whose first component is given by
u¯1 =
{ −√1− u¯22 for y ∈ [−H, y¯],√
1− u¯22 for y ∈ (y¯, H].
(6.28)
We calculate that
E1D0 (u) >
L
2
∫ y¯
−H
(u′2)
2 dy +
L
2
∫ H
y¯
(u′2)
2 dy +
4
3
(1−M2u)3/2
> L
2(y¯ +H)
(∫ y¯
−H
u′2 dy
)2
+
L
2(H − y¯)
(∫ H
y¯
u′2 dy
)2
+
4
3
(1−M2u)3/2
=
L(Mu − a)2
2(y¯ +H)
+
L(Mu − a)2
2(H − y¯) +
4
3
(1−M2u)3/2
=
L
2
∫ y¯
−H
(u¯′2)
2 dy +
L
2
∫ H
y¯
(u¯′2)
2 dy +
4
3
(1− u¯2(y¯)2)3/2 = E1D0 (u¯), (6.29)
by the Cauchy-Schwarz inequality, with the inequality being strict unless u2 is linear on the subintervals
(−H, y¯) and (y¯, H). Furthermore, among competitors of the form (6.27)-(6.28), the second to last line of
(6.29) reveals that the optimal choice is to have y¯ = 0 yielding a minimal energy within this class of com-
petitors of the form
E1D0 (u¯) =
L
H
(Mu − a)2 + 4
3
(1−M2u)3/2. (6.30)
Case 2. Suppose J¯u = ∅.
In this case u1 is continuous with u1(±H) = ±
√
1− a2. Hence there exists a point y ∈ (−H,H) such that
u1(y) = 0, meaning that u2(y) = 1. Therefore in this case, Mu = u2(y¯) = 1 for some y¯ ∈ (−H,H). Then
consider the competitor u¯ = (u¯1, u¯2) given by (6.27)–(6.28) with Mu = 1 so that now u1 is continuous as
well. The calculation leading to (6.29), absent the jump term, implies in this case that
E1D0 (u) > E1D0 (u¯)
with the minimal value
E1D0 (u¯) =
L
H
(1− a)2. (6.31)
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Case 3. Suppose J¯u 6= ∅ and either Mu = u2(−H) or Mu = u2(H).
In the first case, we have√
1− a2E1D0 (u) >
1
6
(u1(−H) +
√
1− a2)3 = 4
3
(1− a2)3/2 = E1D0 (u¯) (6.32)
where u¯ ≡ (√1− a2, a), while in the second case we have
E1D0 (u) >
1
6
(u1(H)−
√
1− a2)3 = 4
3
(1− a2)3/2 = E1D0 (u¯) (6.33)
where u¯ ≡ (−√1− a2, a). Again the inequalities are sharp unless u ≡ u¯.
Having exhausted all possibilities, we next observe that the optimal formula (6.31) from Case 2 corre-
sponds to (6.30) with Mu = 1 and the optimal formulas (6.32) and (6.33) from Case 3 correspond to (6.30)
with Mu = a. Hence, the minimal energy corresponds to the minimization (6.26). Clearly this minimum
must occur for m ∈ [0, 1] and since for a ∈ (0, 1), the function
f(m) :=
L
H
(m− a)2 + 4
3
(1−m2)3/2
satisfies the conditions f ′(0) < 0 and f ′(1) > 0, the minimum occurs on (0, 1). The conclusion of the
theorem for this case then follows. When a = 0 one finds that f ′(0) = 0 and some elementary calculus
yields the stated dichotomy depending on the ratio L/H. When a 6= 0, it can be checked by elementary
arguments that the interior minimum is unique.
REMARK 6.6. The proof of Theorem 3.2 reveals that resolving the internal structure of walls for the E0 energy
at the ε > 0 level using a one-dimensional construction is asymptotically optimal. However, it is possible to also have
two dimensional recovery sequences with the same energy asymptotics. To see this, set S := {|x| < 1/2} and define
the map u : R2 → R2 which is 1− periodic in the x−direction by
u(x, y) = u(r cos θ, r sin θ) :=

(
1√
2
,− 1√
2
)
S ∩ {0 6 θ 6 pi4 }
(sin θ,− cos θ) S ∩ {pi4 6 θ 6 3pi4 }(
1√
2
, 1√
2
)
S ∩ { 3pi4 6 θ 6 pi}(− 1√
2
, 1√
2
)
S ∩ {pi 6 θ 6 5pi4 }
(sin θ,− cos θ) S ∩ { 5pi4 6 θ 6 7pi4 }(− 1√
2
,− 1√
2
)
S ∩ { 7pi4 6 θ < 2pi}.
extended to all of R by u(x+ 1, y) = u(x, y) for all x ∈ R. We compute the E0 energy per unit length of the cross-tie
map u, which is divergence free. Across the walls {|x| 6 1/2, y = 0}, the jump angle is pi/4. Similarly, along the
walls {|y| 6 1/2, x = 1/2} the jump angle is pi/4. Finally there are walls {|y| > 1/2, x = 1/2}, along which the
angle varies with y, and is in fact equal to arctan
(
1
2y
)
at height y. Adding up these various jump energies yields the
energy per unit length,
E0(u;S) =
4
3
[
2
(
1√
2
)3
+ 2
∫ ∞
1/2
1
(1 + 4y2)3/2
dy
]
=
4
3
[
1√
2
+ 1− 1√
2
]
=
4
3
.
This construction can be blown down to fit into walls replacing a heteroclinic connecting (1, 0) and (−1, 0). This
observation is reported without details given in [20] based on private communication with S. Serfaty.
6.2. A two-dimensional construction with cross-ties. In this section we construct a critical point to E0
by solving the free boundary problem (4.1)-(4.4). Here our particular interest is to find parameter regimes
within which the one-dimensional minimizer from Theorem 6.5 fails to minimize the full two-dimensional
problem (3.4). The main result of this section is
THEOREM 6.7. Consider the minimization problem for E0 in the rectangle Ω = (−T, T ) × (−H,H), subject
to the boundary conditions (6.1) with a = 0. There exist constants L0 ≈ 1.27 and L1 ≈ 2.14 such that whenever
L/H ∈ (L0, L1) and T = HT˜ (L/H) where T˜ (L/H) solves (6.44), we have
inf E0(u) < 2T infA0
E1D0 (u). (6.34)
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Here the infimum on the left is taken over all u ∈ Hdiv (Ω;S1)∩BV (Ω;S1) such that u ·ν = 0 on the top and bottom
y = ±H and u is 2T -periodic in x.
REMARK 6.8. Given the energy functional (3.4) and the rectangular domain Ω in the statement of Theorem 6.7,
it is easy to see that by setting
x˜ =
x
H
, y˜ =
y
H
, E˜0 =
E0
H
,
the rescaled variational problem for E˜0 contains two independent parameters: the aspect ratio T˜ = T/H and the
scaled elastic constant L/H . Then setting u˜(x˜, y˜) = u (Hx˜,Hy˜) for any admissible u ∈ Hdiv (Ω;S1) ∩ BV (Ω; S1),
assuming that T˜ = T˜ (L/H) and writing explicitly the dependence of the energy on L and H , we find that
1
2T
E0(u, L,H) =
1
2T˜
E˜0(u˜, L/H). (6.35)
In other words, the energy per unit length along the x-axis is a function of the scaled elastic constant L/H only.
The proof of Theorem 6.7 relies on a construction of a two-dimensional critical point of E0 that resembles
cross-tie walls well-known in the studies of micromagnetics ([17, 3]; see also Remark 6.6). Our construction
is motivated by the numerics which we will now describe.
To find two-dimensional critical points ofE0,we used the finite elements software COMSOL R© [1] to de-
termine the solutions of the Euler-Lagrange equation for Eε numerically. Here the (local) minimizers were
found by simulating the gradient flow for Eε on time intervals that were sufficiently large for a solution to
reach an equilibrium.
In our numerics, we fixed H = 1/2 and allowed L to vary. Then, for a given L > 0, we determined
T = T˜ (2L)/2 by solving the equation (6.44). The reason for this choice of T will be explained below. The
Euler-Lagrange equation for Eε was then solved on the rectangle (−T, T )× (−1/2, 1/2), subject to periodic
boundary conditions on {−T, T} × [−1/2, 1/2] and assuming that u(·,±1/2) = (±1, 0).
Our numerical studies allowed us to identify three different regimes. When L is small, the one-
dimensional solution (not shown) is recovered as the result of simulations. For intermediate values of L, a
single-wall cross-tie configuration appears (Figs. 6.1-6.3). An analytical solution corresponding to this con-
figuration will be constructed below using the conservation laws approach of Corollary 4.2. To this end, we
observe that this configuration (i) has both vertical and horizontal jump sets coinciding with the coordinate
axes as well as a pair of defects of degrees ±1 at (0, T ) and (0, 0), respectively; (ii) the solution is symmetric
with respect to reflections about the coordinate axes and the divergence is antisymmetric with respect to
these reflections; and (iii) the level curves for divergence in the first quadrant can be distinguished into
three different regions as in Fig. 6.7.
We conjecture that this configuration corresponds to the cross-tie construction that we develop in this
section. Indeed, when the solution resulting from this construction is plotted (Figs. 6.8-6.9), it closely re-
sembles those in Figs. 6.2-6.3.
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FIG. 6.1. A solution u of the Euler-Lagrange equation associated with the energy functional (1.1) in the rectangle [−T, T ] × [−1/2, 1/2]
subject to periodic boundary conditions on {−T, T}×[−1/2, 1/2] and assuming that u(·,±1/2) = (±1, 0). HereL = 1/2 and T = T˜ (1)/2 ≈
0.3. Both u and |u| are shown.
FIG. 6.2. Level curves for the divergence of u, where u is depicted in Fig. 6.1.
40
FIG. 6.3. Level curves for the angle θ, where u = (cos θ, sin θ) is depicted in Fig. 6.1.
Before proceeding with the analytical construction of a cross-tie configuration resembling Fig. 6.1, we
continue with further remarks about our Eε numerics for larger values of L. When L is increased further,
it appears that 2T = T˜ (2L) as determined by (6.44) is no longer the period of the optimal construction
as two cross-tie structures appear on the interval [−T, T ] in Figs. 6.4-6.6. We call this a type II cross-tie
configuration. A close examination of Fig. 6.5 shows that the level curves for divergence that originate
on the y-axis appear to terminate on the line y = 1/2, as opposed to those in Figs. 6.1-6.3. Pursuing an
analytical construction of this solution is beyond the scope of the present paper. However, it follows that
we can identify at least three families of critical points that may minimize the limiting energy functional E0
for different values of L.
FIG. 6.4. A solution u of the Euler-Lagrange equation associated with the energy functional (1.1) in the rectangle [−T, T ] × [−1/2, 1/2]
subject to periodic boundary conditions on {−T, T}×[−1/2, 1/2] and assuming that u(·,±1/2) = (±1, 0). HereL = 3/2 and T = T˜ (3)/2 ≈
0.25. Both u and |u| are shown.
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FIG. 6.5. Level curves for the divergence of u, where u is a type II cross-tie depicted in Fig. 6.4.
FIG. 6.6. Level curves for the angle θ, where u = (cos θ, sin θ) is depicted in Fig. 6.4.
Analytical construction of a cross-tie configuration and the proof of Theorem 6.7. We now use the
observations made concerning the numerics of a single cross-tie to construct a critical point ofE0.Although
numerics were carried out fixing H = 1/2, we will carry out our construction for any H, and work on a
single period cell Ω = (0, 2T )× (−H,H). We will further assume T < H, a choice that is consistent with the
choice made in the numerics.
A single period cell of this solution is composed of a dipole, i.e. a pair of +1 and−1 vortices along with
walls connecting them. The observations (i)-(iii) above from the numerics motivates us to construct the
critical point u = (cos θ, sin θ) on a quarter of the period cell, say ω := (0, T )× (0, H) and define u elsewhere
by appropriate reflections.
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FIG. 6.7. Regions corresponding to different characteristics families. Typical characteristics for each region are indicated by dashed lines.
A quarter period cell is displayed in Figure 6.7. By comparison with Fig. 6.1, the line x = 0, 0 6 y 6 H
denotes a vertical wall and the x−axis denotes a horizontal wall. Upon reflection and periodic extension,
the point (0, 0) is to house a degree−1 vortex while at the point (T, 0) we will have constructed a +1 vortex
resembling the êθ vector.
We construct solutions to the system of conservation laws given in Corollary 4.2 using the method
of characteristics. Within the quarter period cell ω under consideration, we seek u = (cos θ, sin θ) with
θ ∈ [0, pi2 ]. We impose Dirichlet boundary conditions θ = 0 along the top and right boundaries of ω. The
condition on the right boundary is a result of the symmetry observation (ii) above. The natural boundary
condition (4.2) is to be satisfied along the left boundary and the x−axis since these represent walls.
Building on observation (iii), the characteristics solution in ω consists of three families of circular arcs,
labeled regions I through III in Fig. 6.7 and described in Steps 1-3 below. In each of the regions I, II and
III above, we will denote the arc-length and characteristic variables by s1, s2, s3 and t1, t2, t3 respectively.
The dependent variables, x = x(s, t), y = y(s, t), θ = θ(s, t) and v = v(s, t) will also be denoted using
appropriate subscripts.
1. In this step, we construct characteristics foliating Region I in Fig. 6.7. First, starting from the top bound-
ary {(s1, H) : 0 6 s1 6 T}, we issue characteristics that meet at the point (T, 0). Indeed, along the top
boundary, we have the boundary condition θ1 = 0, since a = 0. By the characteristic equations, character-
istics emanating from (s1, H) for any 0 6 s1 6 T leave the top boundary orthogonally. For such fixed s1,
there is a unique circle orthogonal to the top boundary at (s1, H) that passes through the point (T, 0). A
geometric argument shows that the center of this circle is given by
(
T+s1
2 +
H2
2(T−s1) , H
)
, while the radius
is given by
R(s1) =
T − s1
2
+
H2
2(T − s1) . (6.36)
It follows that R(s1) > H. Integrating the characteristics starting at the top boundary, the circles con-
structed are characteristics, and along the circle starting at (s1, H), we have v1(s1, t1) ≡ v1(s1) := 1R(s1) , and
θ1(s1, t1) = v1(s1)t1.
It is clear that the foregoing yields characteristics that only meet at (T, 0) and not before. Furthermore,
the right boundary of ω, along which θ1 = 0, is itself a characteristic, and belongs to the above family
corresponding to infinite radius, as can be observed by setting s1 = T in (6.36). Furthermore, it is clear that
the divergence is bounded for this family, i.e. v1(s1) ∈ [0, H].
The characteristic emanating out of (0, H) satisfies v1(0) = 1R(0) =
2T
T 2+H2 =: α. For later use, we record
the equation of this characteristic as being given by
x1(t1) = − 1
α
(
cos
(
αt1
)− 1) , y1(t1) = H − 1
α
sin
(
αt1
)
. (6.37)
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We will refer to this characteristic as the terminal characteristic of the first family and denote it by Γ. If we
let t∗1 denote the time of arrival of this characteristic at (T, 0), then we have the relation
H
sin
(
αt∗1
) = T
1− cos (αt∗1) , (6.38)
that we can also write as
tan
(
αt∗1
2
)
=
T
H
. (6.39)
2. In this step, we construct a family of characteristics that foliate region III of Fig 6.7. This family of charac-
teristics consists of circular arcs emanating off of (s3, 0) and terminating on the vertical wall at (0, y3(t∗3(s3))),
for s3 ∈ (0, T ). The symmetry assumptions from observations (ii)-(iii) along with (4.2) yieldLv3+sin 2θ3 = 0
along both the left and bottom walls. Since the divergence v3 is constant along characteristics, we find that
sin 2θ3(s3, 0) = sin 2θ3(s3, t
∗
3(s3)), yielding
θ3(s3, t
∗
3(s3)) =
pi
2
− θ3(s3, 0). (6.40)
Writing down the condition that (x3(s3, t∗3(s3)), y3(s3, t∗3(s3)) lies on the left wall, i.e. x3(s3, t∗3(s3)) = 0,
along with (4.2) along this wall, yields upon some elementary computations that
sin 2θ3(s3, 0) =
−1 + (1 + 2λ)1/2
λ
, λ =
2s23
L2
. (6.41)
It can be checked that the right-hand side of the last equation defining sin 2θ3(s3, 0) indeed belongs to the
interval (0, 1). Integrating the characteristic equations, we find that the circular arcs of the family foliating
the region III are characteristics along which we have v3(s3, t3) := v3(s3) = − sin 2θ3(s3,0)L . It can also be
easily checked that the particular characteristic of this family originating at (T, 0) satisfies
y3(T, t
∗
3(T )) = T. (6.42)
We will refer to this characteristic as the terminal characteristic of the family foliating the region III .
For reasons that will be clear in the next step, we require that the terminal characteristic of the families
foliating the regions I and III , respectively, are tangent at (T, 0). This condition can be rewritten, using
equation (6.38) and (6.41) as
L2
T 2
(√
1 + 4
T 2
L2
− 1
)
=
8TH
T 2 +H2
H2 − T 2
H2 + T 2
. (6.43)
Before continuing, we remark about the relation (6.43). The left-hand side is a function of L/T while the
right-hand side is a function of H/T alone, which we are assuming to be greater than one. We claim that
for any x := H/T > 1, there exists a unique L/T such that (6.43) holds. Indeed, setting ζ = 2xx2+1
x2−1
x2+1 < 1,
and Λ = 4T
2
L2 , we are required to solve
√
1 + Λ = 1 + ζΛ.
We obtain that Λ = 1−2ζζ2 , which is positive provided ζ < 1/2, or equivalently, provided 2x(x
2 − 1) <
1
2 (x
2 + 1)2. This is clear since
1
2
(x2 + 1)2 − 2x(x2 − 1) =
(
1√
2
(x2 − 1)−
√
2x
)2
.
Introducing the rescaling T˜ = T/H , we denote by T˜ (L/H) the unique solution of
L/H
(√
(L/H)2 + 4T˜ 2 − L/H
)
−
8T˜ 3
(
1− T˜ 2
)
(
T˜ 2 + 1
)2 = 0, (6.44)
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for a given value of L/H . In what follows, we set T = HT˜ (L/H).
We conclude this part with the following observation. The equation (6.39) can now be written as
T˜ = tan
(
αt∗1
2
)
and testing (6.44) with αt∗1 =
pi
4 and αt
∗
1 =
pi
2 , we observe that the left hand side is negative and positive,
respectively. By the intermediate value theorem, it then follows that αt∗1 ∈
[
pi
4 ,
pi
2
]
for all L > 0. With the
help of (6.40) we can now conclude that
θ3(T, t
∗
3(T )) ∈
[
0,
pi
4
]
. (6.45)
3. We finally foliate region II by characteristics to define our critical point in this region. Since H > T
by assumption, it remains to fill the gap between the circles of the first two families. Briefly: we issue
secondary characteristics that emanate from the s = 0 characteristic Γ of the first family tangentially, to
meet the left wall. The divergence v has a jump discontinuity along Γ, while the tangential departure of the
secondary characteristics from Γ renders θ continuous across Γ.
In more detail, we write the initial curve Γ using s as the arclength parameter (cf. Step 1) to get
x0(s2) =
1
α
(
1− cos(αs2)
)
, y0(s2) = H − 1
α
sin(αs2),
and the initial condition on θ is given by θ0(s2) = αs, where s2 ∈ [0, t∗1] and t∗1 is as in (6.38). We do not
set an initial condition on the divergence v2, but instead determine v2 by enforcing (4.2) at the left wall.
Integrating the characteristic equations, we find
v2(s2, t2) = v2(s2), θ2(s2, t2) = θ0(s2) + v2(s2)t2, (6.46)
x2(s2, t2) =
1
α
(
1− cos(αs2)
)
+
1
v2(s2)
(cos θ2(s2, t2)− cosαs2)) , (6.47)
y2(s2, t2) = H − 1
α
sin(αs2) +
1
v2(s2)
(sin θ2(s2, t2)− sinαs2) .
Again, defining t∗2(s2) to be the time of arrival of the characteristic originating at (x0(s2), y0(s2)) to the
y−axis, we find using (6.46),(6.47) and (4.2), and denoting θ∗2(s2) := θ2(s2, t∗2(s2)),
1
α
(
1− cos(αs2)
)
+
1
v2(s2)
(cos θ∗2(s2)− cosαs2) = 0
Lv2(s2) + sin 2θ
∗
2(s2) = 0. (6.48)
If we define a function f = f(β, s2) via the formula
f(β, s2) := (1− cos(αs2)) sin 2β − Lα(cosβ − cos(αs2)), (6.49)
then substituting the second of the equations in (6.48) into the first, we find that θ∗2 must satisfy the condition
f(θ∗2(s2), s2) = 0. We note that f(0, s2) < 0 for any s2 > 0. Now with an eye towards applying the
intermediate value theorem, we define β∗ = β∗(s2) via
sinβ∗ =
{
Lα
2
(
1−cos(αs2)
) if Lα 6 2(1− cos(αs2))
1 otherwise
One easily checks that f(β∗(s2), s2) > 0 for s2 > 0. Hence, the desired terminal angle θ∗2(s2) exists for all s2.
Furthermore, differentiating (6.49), setting β = θ∗2(s2), with respect to s2, we find that
dθ∗2
ds2
=
(Lα− sin 2θ∗2)α sin(αs2)
2(1− cos(αs2)) cos 2θ∗2 + Lα sin θ∗2
.
45
Our goal is to show that dθ
∗
2
ds2
> 0. We start first, by showing that the denominator of the fraction defining
this derivative is positive. For each fixed s2, the function D prescribed by
D(sinβ, s2) := 2(1− cos(αs2))(1− 2 sin2 β) + Lα sinβ
defines a downward facing quadratic in sinβ. We note that D(0, s2) = 2(1 − cos(αs2)) > 0, and an easy
calculation shows that D(sinβ∗, s2) > 0. It follows easily that D(sin θ∗(s2), s2) > 0, which is precisely the
denominator of the fraction defining dθ
∗
2
ds2
.
We must show that the numerator of this fraction is also positive. This is immediate when Lα > 1,
and therefore we must provide an argument for when Lα < 1. Define the number β− ∈ [0, pi/4] using the
formula sin 2β− = Lα. Then, we note that f(β−, s2) > 0. Therefore, when Lα 6 1, we have that in fact
θ∗2(s2) < min(β−, β
∗) 6 pi/4. Consequently, for such Lα values, we have that Lα− sin 2θ∗2 > Lα− sin 2β− =
0.
This completes the proof of the claim that θ∗ is increasing as a function of s. Combining this fact with
the constraint (6.45), we have
θ∗2(T ) = θ3(T, t
∗
3(T )) ∈
[
0,
pi
4
]
,
and hence
θ∗2(s2) ∈
[
0,
pi
4
]
for all s2 ∈ [0, T ].
The equation (6.48) can now be used to show that that v2 is both negative and decreasing. The proof that
the characteristics foliate region II then proceeds exactly as in Lemma 5.1, completing the construction of
our cross-tie critical point.
Having completed the construction of the critical point u of E0 on all of Ω by appropriate reflections,
towards proving Theorem 6.7, it remains to compute E0(u) and compare it with that of the one dimen-
sional minimizer from Theorem 6.5. The energies per period for the different competitors are compared
in Fig. 6.10. Recall that, by Remark 6.8, the energy density per period is a function of the scaled elastic
constant L/H . The solid and dashed lines in Fig. 6.10 represent the energies of one-dimensional and the
two-dimensional characteristics cross-tie constructions, respectively. Here the energy of a one-dimensional
competitor is given in the statement of Theorem 6.5 and the energy of the two-dimensional construction is
obtained by computing an appropriate Jacobian and numerically integrating in MATLAB [2] (or by using
the co-area formula). Comparing these energies for L/H ∈ (L0, L1), Theorem 6.7 now follows.
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FIG. 6.8. Level curves for the divergence of u, where u is a solution obtained using characteristics. Here L = 1.
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FIG. 6.9. Level curves for the angle θ, where u = (cos θ, sin θ) is a solution obtained using characteristics. Here L = 1.
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FIG. 6.10. Energy per unit length.
Further numerical observations are in order. When the solution resulting from the characteristics con-
struction is plotted (Figs. 6.8-6.9), it closely resembles those in Figs. 6.2-6.3. The markers in Fig. 6.10 rep-
resent the energies of the numerically computed solutions to the Euler-Lagrange equations for Eε, where
the shape of the marker distinguishes the type of the energy-minimizing solution obtained in the sim-
ulations. We can observe a close correspondence between the numerics and analytical solutions as the
squares and circles track well the one- and two-dimensional constructions, respectively. While the two-
dimensional cross-tie construction discussed above has a smaller energy (both theoretically and numeri-
cally) on a short interval of L values, it is then superseded by the two-dimensional cross-tie type II con-
figurations of Figs. 6.4-6.6. Indeed, this configuration still has a smaller energy than the one-dimensional
construction. The difference between the energies of the one-dimensional and the two-dimensional cross-tie
type II constructions is small, however, and appears to decrease with an increasing L.
We conclude with a few conjectures suggested by numerics.
Conjecture 1: For 0 < L/H < L0, the one-dimensional minimizer from Theorem 6.5 is a unique minimizer
of E0 among all two-dimensional competitors.
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Conjecture 2: For L/H ∈ (L0, L1), the critical point constructed in the proof of Theorem 6.7 is a minimizer
of E0.
Conjecture 3: For L/H > L1, there exist a two-dimensional minimizer uL with E0[uL] that is lower than
the minimum energy achieved over one-dimensional competitors. The difference in energies, however,
vanishes in the L → ∞ limit. Moreover, the unique cluster point of uL in Hdiv(Ω; S1) ∩ BV (Ω; S1) is given
by the piecewise constant vector field which equals (1, 0) for y > 0 and equals (−1, 0) for y < 0.
7. Acknowledgements. PS and RV acknowledge the support from NSF DMS-1101290 and NSF DMS-
1362879. RV also acknowledges the support from an Indiana University College of Arts and Sciences Dis-
sertation Year Fellowship. DG acknowledges the support from NSF DMS-1729538.
REFERENCES
[1] COMSOL Multiphysics R© v. 5.3. http://www.comsol.com/. COMSOL AB, Stockholm, Sweden.
[2] MATLAB 9.3, Release name R2017b, September 2017. The MathWorks, Inc. Natick, Massachusetts, United States.
[3] ALOUGES, F., RIVIE`RE, T., AND SERFATY, S. Ne´el and cross-tie wall energies for planar micromagnetic configurations. ESAIM
Control Optim. Calc. Var. 8 (2002), 31–68. A tribute to J. L. Lions.
[4] AMBROSIO, L., DE LELLIS, C., AND MANTEGAZZA, C. Line energies for gradient vector fields in the plane. Calc. Var. Partial
Differential Equations 9, 4 (1999), 327–255.
[5] AMBROSIO, L., FUSCO, N., AND PALLARA, D. Functions of bounded variation and free discontinuity problems. Oxford Mathematical
Monographs. The Clarendon Press, Oxford University Press, New York, 2000.
[6] AVILES, P., AND GIGA, Y. On lower semicontinuity of a defect energy obtained by a singular limit of the Ginzburg-Landau type
energy for gradient fields. Proc. Roy. Soc. Edinburgh Sect. A 129, 1 (1999), 1–17.
[7] BARROSO, A. C., AND FONSECA, I. Anisotropic singular perturbations—the vectorial case. Proc. Roy. Soc. Edinburgh Sect. A 124,
3 (1994), 527–571.
[8] BETHUEL, F., BREZIS, H., AND HE´LEIN, F. Ginzburg-Landau vortices, vol. 13 of Progress in Nonlinear Differential Equations and
their Applications. Birkha¨user Boston, Inc., Boston, MA, 1994.
[9] CONTI, S., AND DE LELLIS, C. Sharp upper bounds for a variational problem with singular perturbation. Math. Ann. 338, 1
(2007), 119–146.
[10] DE LELLIS, C., AND OTTO, F. Structure of entropy solutions to the eikonal equation. J. Eur. Math. Soc. (JEMS) 5, 2 (2003),
107–145.
[11] DEBENEDICTIS, A., AND ATHERTON, T. J. Shape minimisation problems in liquid crystals. Liquid Crystals 43, 13-15 (2016),
2352–2362.
[12] DESIMONE, A., KOHN, R. V., MU¨LLER, S., AND OTTO, F. Repulsive interaction of Ne´el walls, and the internal length scale of
the cross-tie wall. Multiscale Model. Simul. 1, 1 (2003), 57–104.
[13] DESIMONE, A., MU¨LLER, S., KOHN, R. V., AND OTTO, F. A compactness result in the gradient theory of phase transitions.
Proc. Roy. Soc. Edinburgh Sect. A 131, 4 (2001), 833–844.
[14] ERICKSEN, J. L. Liquid crystals with variable degree of orientation. Arch. Rational Mech. Anal. 113, 2 (1990), 97–120.
[15] GOLOVATY, D. On a Γ-limit of a family of anisotropic singular perturbations. Manuscripta Math. 92, 4 (1997), 515–524.
[16] HE´LEIN, F. Minima de la fonctionnelle e´nergie libre des cristaux liquides. C. R. Acad. Sci. Paris Se´r. I Math. 305, 12 (1987), 565–568.
[17] IGNAT, R. Singularities of divergence-free vector fields with values into S1 or S2. Applications to micromagnetics. Confluentes
Math. 4, 3 (2012), 1230001, 80.
[18] JABIN, P.-E., OTTO, F., AND PERTHAME, B. Line-energy Ginzburg-Landau models: zero-energy states. Ann. Sc. Norm. Super.
Pisa Cl. Sci. (5) 1, 1 (2002), 187–202.
[19] JIN, W., AND KOHN, R. V. Singular perturbation and the energy of folds. J. Nonlinear Sci. 10, 3 (2000), 355–390.
[20] KOHN, R. V. Energy-driven pattern formation. In International Congress of Mathematicians. Vol. I. Eur. Math. Soc., Zu¨rich, 2007,
pp. 359–383.
[21] LAMY, X., AND OTTO, F. On the regularity of weak solutions to Burgers’ equation with finite entropy production. Calc. Var.
Partial Differential Equations 57, 4 (2018), Art. 94, 19.
[22] LORENT, A. A simple proof of the characterization of functions of low Aviles Giga energy on a ball via regularity. ESAIM Control
Optim. Calc. Var. 18, 2 (2012), 383–400.
[23] LORENT, A. A quantitative characterisation of functions of low Aviles Giga energy in convex domains. Ann. Sc. Norm. Super.
Pisa Cl. Sci. (5) 13, 1 (2014), 1–66.
[24] MOTTRAM, N. J., AND NEWTON, C. J. Introduction to Q-tensor theory. arXiv preprint arXiv:1409.3542 (2014).
[25] RIVIE`RE, T., AND SERFATY, S. Compactness, kinetic formulation, and entropies for a problem related to micromagnetics. Comm.
Partial Differential Equations 28, 1-2 (2003), 249–269.
[26] TEMAM, R. Navier-Stokes equations. Theory and numerical analysis. North-Holland Publishing Co., Amsterdam-New York-Oxford,
1977. Studies in Mathematics and its Applications, Vol. 2.
[27] VIRGA, E. G. Variational theories for liquid crystals, vol. 8 of Applied Mathematics and Mathematical Computation. Chapman & Hall,
London, 1994.
[28] ZHOU, S., NASTISHIN, Y. A., OMELCHENKO, M. M., TORTORA, L., NAZARENKO, V. G., BOIKO, O. P., OSTAPENKO, T., HU,
T., ALMASAN, C. C., SPRUNT, S. N., GLEESON, J. T., AND LAVRENTOVICH, O. D. Elasticity of lyotropic chromonic liquid
crystals probed by director reorientation in a magnetic field. Phys. Rev. Lett. 109 (Jul 2012), 037801.
48
