In this article, a gain scheduling strategy for the controller of a remote robot based on Internet and Bluetooth networks is designed and implemented. The Internet communication is based on the Master-Slave structure, UDP protocol. The Slave comprises a PC and a mobile robot, interconnected through the protocol Bluetooth. The Master is a second PC which realizes the remote control, the design of which is based on a remote observer achieving a state prediction of the robot (Slave), despite the variable communication delays, sampling and packets losses. The detected variable time-delays serve as the switching signals. The gain scheduling state feedback controller is based on Lyapunov-Krasovskii functional and the approach of LMI, which guarantee the uniform stabilization performance.
INTRODUCTION
As Internet is well developed, remote control system has been widely used in industrial, communicational, medical and even biological systems. However, alongside the advantage of low costs, the Internet inevitably brings problems to the closed-loop controlled system, such as delay variation, data-packets loss [12] and disorder, which cause poor performance [11] , instability or danger. How to diminish the effect of time delay in the remote system is critical in the system design. The main solution can split into two (combinable) strategies [9, 11] : 1) Increase the network performances(QoS) or 2) design an adapted control that can compensate the network influence. In this article, we consider this last approach for an Internet and Bluetooth network. Our aim is to ensure suitable stabilization and speed performances, i.e. exponential stabilization, despite the dynamic variations of the network. Note that, in the Internet case, the network delays cannot be modeled nor predicted. Moreover, the (variable) transmission delays are asymmetric, which means that the delay h 1 (t) from Master to Slave (shortly, M-to-S), and the return one (S-to-M) h 2 (t) normally satisfy h 1 (t) = h 2 (t). Because of this lack of knowledge, predictor-based control laws [8] cannot be applied. A delay maximizing strategy [1, 10] ("virtual delay", "buffer", or "waiting" strategy) can be carried out so to make the delay constant and known. This requires the knowledge of the maximum delay values h m h 1 (t) and h m h 2 (t). However, it is obvious that maximizing the delay up to its largest value decreases the speed performance of the remote system. Our solution relies on the theoretical results of [4] (exponential stabilization of systems with unknown, varying delays), as well as [3] (networked control), the main lines of which will be shortly recalled in the next section. It allows for applying a waiting strategy only to the M-to-S communication, whereas the S-to-M communication takes the infor-mation into account as soon as received. In order to enhance the performance of the system, a gain scheduling strategy is adapted according to the variable time-delay of the Internet. The additional contribution of this paper is the design of an adapted computer implementation (M/S structure) based on the UDP protocol and involving lists as buffers. The choice of UDP is preferred to TCP because in our NCS (Networked Control System)situation, packets re-emitting is not needed and setting up the TCP connection between two PCs is timeconsuming.
FEATURES OF THE REMOTE SYSTEM
The remote system is based on Master-Slave structure. In order to simplify the work of the Slave PC, the control and observation complexity is concentrated on the Master. The main features of the system refer to Fig.1 . In the system, 
The Four Delay Sources
In such a situation, the variable delays come from: 1) the communication through the Internet; 2) the data-sampling; 3) time delay of the Bluetooth and 4) the possible packet losses. In the sequel, h 1 (t) and h 2 (t) denote the communication delays and τ 1 (t) and τ 2 (t) include the sampling delays and possible packet losses. The total Master-to-Slave delay δ 1 (t) results from the addition of h 1 (t k ) and τ 1 (t).
1) Both computers dates are automatically synchronized in the system. The strategy of NTP (Network Time Protocol) [6] is used in the program to calculate the time clock difference between the two sides. By this way, whenever the Master or the Slave receives the data including the time stamp, it knows the instant t k of data sending out and the resulting transmission delay h i (t k ), i = 1, 2.
2) The real remote system, including Master, Slave and network, must involve some data sampling. However, following [2, 7] , this phenomenon is equivalent to a time-varying, discontinuous delay τ i (t) (to be defined in (1)), which allows for keeping a continuous-time model. If the packets exchange between the Master and the Slave is of high speed, then τ i (t) constitutes a disturbance that should be considered in the stabilization design [12] . τ i (t) is variable but it is supposed there is a known T (maximum sampling period) so that τ i (t) T .
3)Miabot works as a device of the PC, so we can not use buffer strategy on the robot. Because there is no time information included in the command of Miabot, we do not know when the command has been applied. That means, we can't use time stamp directly on Miabot. To simplify our problem, we treat the time-delay of Bluetooth between the PC and Miabot as a constant one. We add the delays d 1 , d 2 into the respectively variable delays h 1 (t), h 2 (t).
4)
If some packet p t k containing the sample at t k is lost, or arrives later than the packet p t k+1 , then the Master only considers the most recent data (i.e., those from p t k+1 ). If it is assumed that the maximum number of successive packets that can be lost is N, then the maximum resulting delay is NT . The same lines also holds for the control packets. From 2) and 3), the delay δ i (t) has a known maximum δ m i (t) = (N + 1)T + h m + d i and the delay variation satisfieṡ δ i (t) 1. In order to keep simple expressions, the notation T will be kept preferably to T = (N + 1)T .
Summarizing, given a signal g(t) and the global delay δ (t) which represents the combination of the bluetooth delay d, the sampling and packet loss delay h(t k ) that the transmission line subjects to the packet containing the k th sample at time t k , g(t) can be written as:
5) The time-delay of the Internet varies a lot especially between the rush hour and idle time period, so we have designed two controllers corresponding with two bounds of time-delay. The controller switches on the function of timedelay. The switching signal is given by σ (t) = γ(t − ξ ), where ξ is the time-delay of the signal due to the Internet and calculation. In order to guarantee the uniform exponential stability, our solution is to find a common Lyapunov function for both closed loops [5] . Of course, for greater delay values, the performance cannot be guaranteed anymore and an alternative solution has to be considered. In our system, we give a command for the robot to stop until the communication comes back to a sufficient quality.
Calculation of the Time Difference between the M/S
To synchronize the different time in the two PCs, we can add GPS into the system [3] , but this increases the cost and it is not flexible. Another way is to use a certain protocol such as NTP(Network Time Protocol) [6] , due to different time clock of PCs, we have to make synchronization from time to time. So, our solution is to directly adapt the strategy of NTP in the program to calculate the time differences. As showed in Fig. 2 , Here k is the sequential number of the packets sending from the Master and k is the number sent back. h 1 (t k ) and h 2 (t k ) refer to the respective delays of the communication on Internet. To simplify the problem, we assume that h 1 (t k ) = h 2 (t k ). If we define the time clock difference between the M/S as θ , is the time for Slave to apply the commands, then 
Transmission and Receipt of the Control Data
The k th data sent by the Master to Slave includes the control u(t 1,k ) together with the time stamp when the packet is sent out. At time t r 1,k , when the Slave receives the data it can calculate the time delay because of the time stamp. If the delay is greater than h 1m , the Slave should apply immediately the command. The control u, sent out by the Master at time t 1,k , is received by the Slave at time t r 1,k > t 1,k . It will be injected in the Slave input only at the pre-defined "target time" t target 1,k
The corresponding waiting time h 1m is depicted on Fig. 3 . This is realistic because the transmission delay is bounded by a known value h 1m . By this way, the Master knows the time t 1,k + h 1m + d 1 when this control u(t 1,k ) will be injected at the Slave input.
PROBLEM FORMULATION AND PRELIMI-NARIES
Consider the Slave as a linear system. It is described as following form, in which (A,B,C) is controllable and observ- able.
where δ 1 (t) = δ 1 + η 1 (t), η 1 (t) μ 1 . In order to guarantee the closed-loop stability whatever the delay variation, the exponential stability with the rate α must be achieved. In other words, there must be a real κ 1 so that the solution x(t;t 0 , φ ) starting at any time t 0 from any initial function φ satisfies: x(t;t 0 , φ ) κ φ e −α(t−t 0 ) . In this paper, it is achieved using a state observer and a state feedback. To ensure this exponential global stabilization, one can use the results of [3] which considers a Lyapunov-Krasovskii functional with descriptor representation:
Because of the separation principle, one can divide the analysis of the global stabilization into two smaller problems: the observer design and the controller design. The result are recalled hereinafter using a non-switching observer/controller.
Observer Design
For a given k and for any t ∈ [t 1,k + h 1m , t 1,k+1 + h 1m ], there exists a k such that the proposed observer is of the form:
The index k corresponds to the most recent output information that the Master has received. Note that the Master knows the time t 1,k and the control u(t 1,k ) (see Section 2.3), which makes this observer realizable. Using the delay (1) re-writing , one obtains:
In other words, the observer is realizable because the times t 1,k and t 2,k defining the observer delays are known thanks to the time stamps. The system features lead to
We define the error vector between the estimated statex(t) and the present system state x(t) as e(t) = x(t) −x(t). From (2) and (5), this error is ruled by:
Theorem 1 [3] Suppose that, for some positive scalars α and ε, there exists n × n matrices 0
, R, R a and a matrix W with appropriate dimensions such that the following LMI conditions are satisfied for j = 1, 2:
where β 2 j are defined by:
and the matrices Y , Z and Ψ 2 are given by:
makes the error (6) of observer (5) exponentially converge to the solution e(t) = 0, with a decay rate α.
In the following, the solution of the LMI problem corresponding this theorem is written:
Control Design
We first consider a controller u = Kx,i = 1, 2, i.e. the ideal situation e(t) = 0, x(t) =x(t) and:
Theorem 2 [3] Suppose that, for some positive numbers α and ε, there exists a positive definite matrixP 1 , matrices of size n × n:P,Ū,Z 1 ,Z 2 ,Z 3 ,Ȳ 1 ,Ȳ 2 similarly to (8) and a n × m matrix W , such that the following LMI conditions hold:
where β 1i , for i = 1, 2, are defined by (7) and
Then, the gain:
exponentially stabilizes the system (11) with the decay rate α for all delay δ 1 (t).
Performance Enhancement
In order to reach higher value for the exponential convergence, one proposes switching controller and observer gains. The switching signals σ 1 (t) and σ 2 (t) chosen are function of the time delays δ 1 (t) and δ 2 (t). For sake of simplicity, they can only take two values:
Consider every zone of time-delay, we have to compute the gains K 1 , K 2 and L 1 , L 2 in such a way that they exponentially stabilize the global Master-Slave-Observer system despite the variable delays δ 1 (t) and δ 2 (t). This global system is:
γ i (t) are the detection functions of δ i (t). These functions are delayed because the Master needs to receive the last packet to calculate the delays. So each gain is activated for a certain period (δ 1 (t) + δ 2 (t)) or δ 2 (t))). Each gain is computed using
Min )/2, α obs ) A sufficient condition to prove the uniform stability of the switching closed loop is to find a common LyapunovKrasovskii functional for all gains. This functional has to take into account all admissible delays i.e.
Min , h i2 Max ]. For each gain Fig. 4 shows the regions where the exponential stability is proven. The following theorems give sufficient conditions to prove the uniform stability of the switching closed loop.
Theorem 3
Suppose that, for a given switching observer gains L σ 2 (t) , for some positive scalars α and ε, there exists n × n matrices 0 < P 1 , P, S, Y 1 , Y 2 , Z 1 , Z 2 , Z 3 , R, R a such that the LMI conditions 1 and the following ones hold for i = 1, 2, j = 1, 2
where the matrices Ψ 2 and β 2 j are the same as in theorem 1. Then the error of observer exponentially converge to the solution e(t) = 0, with a decay rate α.
Proof Consider the Lyapunov-Krasowskii functional (3) . Following the same proof as in [3] , one gets the following sufficient conditions for j = 1, 2:
Then by convexity, one obtains the conditions of the previous theorem.
Theorem 4
Suppose that, for a given switching state feedback K σ 1 (t) , for some positive numbers α and ε, there exists a positive definite matrixP 1 , matrices of size n × n:P,Ū, Z 1 ,Z 2 ,Z 3 ,Ȳ 1 ,Ȳ 2 similarly to (8) , such that LMI conditions 1 and the following ones hold for i = 1, 2, j = 1, 2
where the matrices Ψ 3 and β 1 j are the same as in theorem 1. Then the closed loop is exponentially stable with the decay rate α for all delay δ 1 (t).
Proof Same as in the observer case.
IMPLEMENTATION OF THE REMOTE CONTROL SYSTEM
The transmission protocol UDP is applied to communicate the data between Master and Slave. In order to know the instant of data-sent, time stamps are added to the data packets. The data structure of list served as buffers is introduced for the program to search for the data of the right instance. In all the lists, the control data are restored in the decreasing order of its sending time. That is to say, the most recent sent data is always at the head of the list.
The structure of the Master
In order to implement the model for the remote control system, four-thread program is designed to fulfill the functions of Controller and Observer of Fig.1 . These four threads are parallel working as showed in Fig.5 . There are two buffers, list_U and list_X which respectively keep the data sent out from the Master and the data of the estimated state of the process. The most recent calculated data is inserted at the beginning of the lists so that it is easier to find the right data we need and delete the useless ones.
(1) ConsThread gets the tasks (it is the position where the user wants the motor to arrive) from a file given by the user. In this way, the user can freely change the task. The time period T 3 for this thread to work continuously is also set by the user, e.g. 10 seconds. 
The most recentx(t 0,q ) can be found at the beginning of the list_X ; then, the data of command together with the system time is sent out to the slave through the socket. While, at the same time it is inserted into the list_U for the ObserverThread to use. In order to adjust the u(t) with the value of x(t) which is the estimated state of the motor, the time period of this thread should be chosen much smaller than that of ConsThread, here 0.1 second is applied. (3) ReceiverThread is a event-driven thread. As there is data arrived from the slave, it first check whether there is packet loss. As the time period for the Slave to send out the data is so small that several packets lost will not affect much. Then according to the time stamp, the time clock difference and the time-delay are calculated, meanwhile, the most recent data is sent to the thread of ObserverThread. (4) ObserverThread is the most important part of the program. It mainly serves as the Observer in the system model. The main task is to estimate the present position and speed of the motor. To work it out, it is needed to find out the command u which has been applied to the slave system and the estimated motor position at the time when the information is sent out from the slave. As it is illustrated in Fig.6 , in order to determineŷ(t 2,k ), it is necessary to find in the list_X the closer state estimation x with regard to the date t 2,k . And we can get the control data u in the list_U with the time stamp of time h i 1m (i = 1, 2) before. So, according to the equation (4), the estimated state can be obtained. As we can see from Fig.6 , in order to find the statex(t 0,q ) at the time nearly to t 2,k , the time period of this thread should be small enough. We choose here 0.02 second. As the results showed after, it is sufficient.
The structure of the Slave
The Slave does not need power computation abilities, which is designed to communicate with the Master and the Miabot. As we can see from Fig.7 , this program is divided into two threads: ReceiveThread and SendThread. As we need to apply the control data with the time delay of h i 1m (i = 1, 2) after the time stamp, a list_Y is used to contain the control data temporarily.
Fig. 7 Structure of the Slave
(1) ReceiveThread is an event-driven thread which is activated by the control data arrived from the Master. The control data is inserted into the proper position of the list list_Y according to its time stamp. If the time stamp is before the oldest data of the list, that means there is disorder of the packets through Internet, then the data is discarded. If there are several packets lost, as we have a high frequency of the Master's SenderThread, it does not affect the uniform stability of the system. (2) SendThread includes a function to get the real position of the Miabot. Considering the character of the motor, we choose a time period T 2 for this thread as 0.1 second. In every circulation, it look for the control data to be applied in list_Y and then send it to the Miabot by the port of Bluetooth. The state data of the Miabot is then sent to the Master.
RESULTS AND ANALYSIS

Parameters of the System
After identification of the Miabot, we get the model of the following form
The application is implemented in the two PCs which are separated more than 40 kilometers away. Considering the initial approach, i.e. without switching gains, the maximum exponential convergence obtained is α control = α observer = 0. (3) and (4) , the maximum exponential convergence ensuring the global stability are: α control1 = 2.1, α observer1 = 2.2, and α control2 = α obsever2 = 1.
Note that because the global stability is checked after the computation of the gains, these values are not optimal. To get optimal value, it is needed to be able to find the control/observer gains ensuring the exponential convergence and the global stability at the same time with a LMI problem. The gains K i and L i (i = 1, 2) are:
Result of remote experiment
The experiment is done on two computers separated about 40 kilometers away. The Master program runs on the remote computer with an advanced computing capability, the slave one on the local one which also communicates with the Miabot by the port of Bluetooth. The result is shown in Fig. 8 , in which the blue curve represents the set values; the green and red represent respectively the robot's estimated position and speed; the black correspond to the real position of the Miabot. Fig.9 is the corresponding variable time-delays, which comprises the time-delay of sampling and communication of Bluetooth (we consider it as constant time-delay, here we take the value of 40ms). In Fig.10 , the red curve represents the sampled command sent to Slave, and the green and black represent the command for the zone one and two respectively. Note that all the data in the figure is obtained from the Master, so the data of the real position of the Miabot (curve black) lags behind the estimated one. This illustrates the fact that, despite the time delays of Internet and Bluetooth, the Master estimates a prediction of the Slave's state. Because the maximal speed of the Miabot is 3.5m/s, the command value corresponding is 2000 (in open loop). But to guarantee the linear character of the Miabot, we make the command not surpass 1000 and the speed 1.7m/s. The controller gains are those of the last section. Despite of their high value, one can notice that the control signal ( Fig.10) to not exceed the limit value as well as the speed (Fig. 8 red  line ) which validates the linearity assumption. On 8, one can notice three kinds of step response. The first one corresponds to the case where the control switches a lot during the response. In that case, only the global stability is guaranteed. During the second step, only the second zone is active, i.e. only the gains K 2 and L 2 are active (α = 1). In this case, some performances are guaranteed. In the last kind of response, only the first zone is active because the delays are small. In that case, the performances are better (α = 2.1): the response time is smaller and the damping is greater.
As it is clearly shown in Fig. 8 , the global stability of the closed loop is maintained despite that some assumptions made are not satisfied. On the bluetooth, it was considered constant whereas in reality it varies (the minimum delay recorded os less than 40ms). And the other one is on the synchronization, symmetric delays were needed and in the experiment it was clearly not the case. 
CONCLUSION
An experimental platform has been developed to illustrate the results of the network-based control theory. This platform has needed a lot of development in order to be able to control a slave through a network and has needed skills in automatic control, computer science and networks.
The experimental results confirm the theory. The exponential stability is obtained in both the time-delay zones and the uniform stability is guaranteed. The performances are shown, through our experiment, to be better when considering two zones of time delay. Considering the variety of time-delay, more than two zones switching signals for the state feedback controller can be selected in order to enhance the performance of the global system. The LMI conditions, in that case, have a bigger size and are directly inspired from Theorem (3) and (4) and does not need to be investigated. A way to improve the presented results is to propose a "one shot algorithm" which allows finding the optimal gains in term of exponential convergence. The next work will investigates on finding a solution without the input buffer systems. Without buffer, the input delay will be smaller ensuring more performances and the slave will need less memory to run. At last, one consider the improvement of the network communication by for example developing dedicated protocols which minimizes the time delays and enhancing the clock synchronization.
