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Abstract Testing a video game is a critical step for the
production process and requires a great effort in terms
of time and resources spent. Some software houses are
trying to use the artificial intelligence to reduce the
need of human resources using systems able to replace a
human agent. We study the possibility to use the Deep
Reinforcement Learning to automate the testing pro-
cess in match-3 video games and suggest to approach
the problem in the framework of a Dueling Deep Q-
Network paradigm. We test this kind of network on the
Jelly Juice game, a match-3 video game developed by
the redBit Games. The network extracts the essential
information from the game environment and infers the
next move. We compare the results with the random
player performance, finding that the network shows a
highest success rate. The results are in most cases sim-
ilar with those obtained by real users, and the network
also succeeds in learning over time the different features
that distinguish the game levels and adapts its strategy
to the increasing difficulties.
Keywords Machine Learning · Video Games · Deep
Reinforcement Learning · Match-3
1 Introduction & Related Work
The methods of machine learning can be used to im-
prove the computer software, for example automating
the process of code and output testing [2,11]. The eval-
uation of the quality of video games can take a long
time because it requires a large amount of tests [5] and
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it would be therefore desirable to have a synthetic sys-
tem to simulate the behavior of the human players [6].
The inputs of the video games are mainly visual and
can be easily decoded by means of convolutional neural
networks [10]. The same networks can be also a can-
didate tool to infer the rules of the game by observing
the behavior of the real players [7].
The problem is significant for its applications and
has been studied for the match-3 game Candy Crush, a
game which falls into the NP-Hard and NP-Complete
categories for the case of unbounded boards [15]. The
game used to work in this paper has the same structure
and complexity of the one above.
The possibility of predicting the difficulty of a match-
3 games in terms of average human success rate (AHSR)
was explored by means of Monte Carlo Tree Search
(MCTS). However this approach is a long-lasting move
predictor for a video game [12]. In order to improve
the move selection algorithm for each iteration, in our
method we recognize the depth level reached in the tree
of the possible moves.
The MCTS strategy has been also coupled with a
Deep Learning system to predict the difficulty of a game
to make a MCTS agent faster than, for example, a ran-
dom player [13]. Moreover, other Reinforcement Learn-
ing approaches have already been used to train agents
to play match-3 games using a Model-Free approach on
a fixed board with definite specifications [9]. Instead, in
our work we create a model which can be used in many
forms of board and objectives.
In this paper we analyze the performance of a neu-
ral network which learns how to play a match-3 video
game, whose goal is to align on a grid three objects
of the same type swapping two adjacent elements. We
set up a network able to learn how to play and progres-
sively improve its performance testing the model on the
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Jelly Juice video game1 developed by the redBit Games
software house2.
We find that the Deep Reinforcement Learning is an
effective strategy for a synthetic system to play match-
3 games improving skill and performance. Comparing
the Dueling Deep Q-Network and the random strategy
with the human players behavior, we also find that the
former is more suitable to simulate the real players be-
havior. Although a random strategy can appear to be
more efficient because of its simplicity and speed, a Du-
eling Deep Q-Network allows to compare the behavior
of a synthetic player with that of a human player. The
remainder of the paper is organized as follows. We dis-
cuss the Match-3 games in Sect. 2 and the model in
Sect. 3. Then, we present main results in Sect. 4 and
finally our conclusions are given in Sect. 5.
2 The Match-3 games
The board of a match-3 game is a square lattice Λ ⊂ R2
on which are arranged the variables ak ∈ A, k ∈ Λ mod-
eling the tiles shown in Fig.1, the blockers which hinder
the actions of the players, and the jokers. A configura-
tion at time t is a set of values a(t) = {ak(t) | k ∈ Λ}
and a move is a swap of the values of two neighbor-
ing variables. If the move does not lead to any match-3
(horizontal or vertical alignment of three or more vari-
ables with the same value) the previous configuration is
restored. When a match-3 is achieved the new configu-
ration replaces the previous one. In this case the move is
considered a valid move because it decreases the value
of the game counter. The simplest goal of this kind of
game is the collection of a given number of match-3
within the available number of moves.
We consider lattices with m rows, and n columns,
where 3 ≤ m,n ≤ 9. The variables ak are uniquely One
Hot Encoded as vectors of 0, 1 of length |A|, so that
ak ∈ {0, 1}|A| with the constraint ||ak|| = 1. The space
of the configurations of the game is C = A|Λ| and the
number of the possible moves can be easily established
by the following statement.
Theorem 1 For the m×n lattice Λ, the number N of
the possible moves is
N = 2(2mn−m− n) (1)
Proof The Na variables on the corners have only 2 pos-
sible swaps, the horizontal and the vertical one. The
Nb variables on the edges can do 3 swaps: vertical, hor-
izontal and one more on one of these directions. The Ni
1 https://www.redbitgames.com/portfolio/
jelly-juice/
2 https://www.redbitgames.com/
Fig. 1: Game Map of Jelly Juice
non-edge tiles have 4 possible swaps, 2 horizontal and
2 vertical.
The total number of moves is therefore
N = 4Ni + 3Nb + 2Na (2)
Since Na = 4, Nb is the lattice perimeter without the
vertices, given by 2(n − 2) + 2(m − 2), and Ni is the
internal area given by (n − 2)(m − 2), replacing these
values in Eq.(2) we have N = 2(2mn−m− n)
We notice that N is always even and for the n×n square
lattice the moves are N = 4n(n− 1) < 4|Λ|. A move m
is the swap of the values of two neighboring ai and is
represented by a couple of tiles.
m = (ai, aj) ∈ A×A ≡M (3)
For the small number of moves the exhaustive search
could be plausible, but our goal is to find a system
that simulates the human behavior. The comprehensive
search is useful for testing the game performance, but
not the behavior of the players. The game strategy is
given in terms of the probability P
(
m|a(t)) to swap the
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values of the neighboring variables (ai, aj) conditioned
by the game configuration a(t). The simplest possible
player is the random player where the probabilities do
not change with time, while the perfect player is the
algorithm choosing the best move for each iteration t.
A Human-like AI can be trained from the random
player to converge towards the behaviour of a perfect
player (also called super-human AI ). A machine of this
type falls into the Human-Like AI category [16]. At the
beginning all the tiles have the same probability to be
swapped. In order to modify these probabilities we need
to compute the utility score of a Reinforcement Learn-
ing model.
3 The Artificial Player
To model the artificial player we take a 9× 9 lattice Λ,
and ak ∈ A = {1, 2, . . . , 6}. The set C of the possible
configurations has cardinality |C| = 69×9. With these
assumptions we set up a neural network with four lay-
ers, the categorical-cross entropy for the loss function
and the standard Adam optimizer [1]. The first three
layers interact by the ReLU activation function, but
to compute the probabilities we use for the last layer
the softmax function. The training of the model on a
set of effective moves for very few epochs showed that
the average accuracy reaches a plateau at 80%, with an
average loss of 0.54 and test accuracy of 10%.
We also tested variants of this basic associative net-
work: VGG16, BrainNet, ResNet, DenseNet3 and Mo-
bileNetV3 [8], obtaining similar results. The increasing
of the number of training data from the initial 10, 000 to
60, 000 did not improve the performance, but increasing
progressively the number of epochs from 30 to 10, 000,
a new local minimum was found, characterized by the
91% of training accuracy and 0.26 of loss. During the
first training the neural network was stuck in a local
minimum about the 90% of the computation time (80
hours). To estimate the training time, we computed the
Mean Time Between Failures [3], the average time to
wait for the jump from one metastable state to another.
The training was run on 60, 000 inputs, 10, 000 epochs
and the clock of the processor was 280, 800 Hz. With a
network of 705 neurons, 81 for the input layer, 100 for
the second layer, 200 for the third and 324 for the out-
put, we had metastability time of 152.8 hours, about
six days and a half.
The Jelly Juice game gives configurations with at
least one possible match-3, and we modeled the moves
by means of the two tap and swap operators to compute
the new configuration a′ ∈ C, with a′ 6= a. From 10, 000
3 https://keras.io/applications/
different configurations we selected 319, 648 valid
moves, and trained the neural network for 100 epochs
observing that the loss decreased regularly by 0.0001
every five epochs and gave a final values lower than 0.2
with accuracy about 13%. A further 1000 epochs train-
ing led to an improvement of only 2% for the accuracy.
The trained network was the starting point of a Re-
inforcement Learning model with the reward given by
the Hamming distance between a(t) and a(t+ 1)
d(a(t), a(t+ 1)) =
∑
k∈Λ
(1− δak(t),ak(t+1)) (4)
measuring the number of replacements necessary to
transform a(t) into a(t + 1), where δij is 1 when i = j
and 0 otherwise. In fact we consider the move that gen-
erates a configuration very different from the previous
one to be more effective because was produced by a
large number of cascading match-3.
Exploiting the Q-Learning algorithms, the optimal
move prediction improved, but not the accuracy. For
the states a ∈ C and the actions m ∈ M , the set of
swap actions is given by the table of correspondences
Q : C ×M → [0, 1] (5)
which gives the probabilities associated to the swaps
and updated by the Bellman Equation [14]. We also
introduced the Experience Replay Memory (ERM), a
data structure whose elements are the tuples
(a,m, r, a′), where a is the starting state, m the action,
r the reward attributed to the action and a′ the target
state.
For each iteration a fixed length set of samples of the
Replay Memory was chosen, the prediction of the next
state was performed and the corresponding Q-Value up-
dated depending on the reward, on the depth of descent
into the tree of the moves and on the discount factor
γ ∈ [0, 1). We notice that the non-valid moves influ-
ence the game dynamics, in particular the non-valid
moves with non-zero probabilities slow down the syn-
thetic player. Therefore, we give non zero probability
only to the moves that can lead to a change of config-
uration to achieve of the greatest possible success rate
and obtaining the highest possible score.
4 Results
After some attempts to reduce the number of layers, the
optimal network turned out to be formed by two Dense
Neural Networks run by a Deep Reinforcement Learn-
ing algorithm. The network architecture, that we call
JellyGym, is shown in Fig.2 and is given by one input
layer with 82 neurons, 81 for the board and one for the
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Fig. 2: JellyGym’s Neural Network Architecture
current objective, a hidden layer fully-connected with
100 neurons and one more hidden layer fully-connected
with 200 neurons. The output layer has 324 neurons,
one for each swap (including also the forbidden swaps).
The ReLU activation function connects the input
layer and the first hidden layer and between the first
and the second hidden layer and the Softmax activa-
tion function transforms the second hidden layer out-
put into the set of probabilities. The learning rate was
α = 0.001, the loss function the Mean Squared Er-
ror and the optimizer given by the Adam function. A
batch normalization was applied to each layer, improv-
ing the learning rate, simplifying the initialization of
the weights and making faster the training [4]. The size
of the network was taylored on the maximum possible
size of the board. For the smaller boards we used a
zero padding to standardize all the boards to a unique
format filling it with zeros (empty tiles) to achieve the
standard size. The output was the set of the probabili-
ties of the moves, including also the non-valid ones.
The behavior of the Dueling Deep Q-Network
(DDQN) was simulated by means of two copies of the
network, one for the prediction of the next move start-
ing from the current state and trained at each iteration
(single move made during the game) and the second one
to predict the best move starting from the next state
(Dueling Network or Oracle) with the weights of the
first one at each episode (single game played). We also
used an arbitrary length success case history (Experi-
ence Replay memory) for each iteration whose elements
are given by the tuple
(State, action, reward,NextState). The utility value is
a positive reward if the current move allowed to get
closer to the current goal and a negative penalty other-
wise. We used an increasing discount factor depending
on the moves left in the counter.
In summary the training was given by the following
steps.
The first one involved the use of Supervised Learning,
providing immediate feedback with respect to the per-
formed action. If the utility value was positive, a gradi-
ent descent of 1000 epochs started with the pair formed
by the current configuration together with the index of
the move, where −1 replaced the zeros and the utility
value replaced the 1 to make it more effective.
The second step was based on the DDQN algorithm,
with a set of sub-cases of the Replay Memory for each
tuple:
– The prediction of the next state using the Main Net-
work and the Oracle.
– The update of the Q-Value relating to the current
state and the move predicted by the Main Network
using the Bellman Equation. The utility value was
discounted depending on the number of the past
moves:
Qnew(st, at)← (1− α) ·Q(st, at)︸ ︷︷ ︸
old value
+ α︸︷︷︸
learning rate
·
learned value︷ ︸︸ ︷(
rt︸︷︷︸
reward
+ γ︸︷︷︸
discount
·max
a
Q(st+1, a)︸ ︷︷ ︸
optimal value
)
(6)
– A gradient descent of 100 epochs was run on the
couple formed by the current state and the updated
Q-values.
The third step involved a further Supervised Learning
block. From the current configuration we got the fea-
sible moves cycling on all the moves to penalize the
non-valid ones before predicting the next one.
We computed the probabilities of the possible moves,
storing into a list the valid ones and normalized the
probabilities to exclude the non-valid moves. Finally
we predicted the move.
The time of a single move prediction was approximately
60 seconds on aNC6 Promo Standard Virtual Machine
with 6 vCPUs and 56 GB of Memory and 1 NVIDIA
TESLA v100 GPU. We compared the performances
of four possible players: the Random Player choosing
the move with fixed probability, the JellyGym which
chooses the best move, the Smart Player which chooses
with the same probability one of the moves getting the
best type of Jolly and finally the Real Users. The game
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Fig. 3: Success rate of the Jelly Gym system for different
levels
levels are characterized by different tasks. The perfor-
mances for each type of player are summarized in the ta-
ble Tab.1. For all the levels JellyGym achieved a success
Level Matches Played Random Player JellyGym Smart Player Users
1 150 65% 91.3% 94% 96.58%
21 150 54% 74% 95.9% 94.7%
68 150 0 % 20.67 % 32.3 % 24.24%
104 150 0 % 6.67 % 13.5% 8.2 %
505 150 0 % 9.33 % 10.52 % 13.05 %
Table 1: Success rate Jelly Juice levels
rate higher than that obtained by the random player
(in particular in the advanced levels a random strat-
egy has never allowed to overcome them). In addition,
JellyGym achieved in most levels results comparable to
that of real users. The evolution of the success rate as
functions of the played matches is shown in Fig.3. We
observe that JellyGym requires a given number of train-
ing games to be able to adapt to the characteristics of
the current environment. Then, the value grows grad-
ually while the system has “understood” how to solve
the level and in the rest of the matches it undertakes to
progressively increase its performance. We found that
150 matches were enough to show this phenomenon for
all the levels except for the level 505, whose complexity
was too high.
5 Conclusions
The test of a video game is a central operation for the
development process, but is expensive in terms of time
and work. The artificial intelligence methods can help
to automate and optimize the process. We studied a
possible optimal strategy to set up a synthetic player.
The results show that the Deep Reinforcement Learn-
ing is a promising approach because the neural network
improves its performance with experience. Different ap-
proaches experimented, such as Supervised Learning
through a dataset of configurations and moves, as well
as different Reinforcement Learning architectures did
not give equally appreciable results.
Our results are consistent with those of other re-
searches aimed to examine artificial intelligence sys-
tems to solve match-3 problems [12] [13] [9]. The system
based on the Dueling Deep Q-Network shows a better
performance than a random player in every level and
exhibits a behavior similar to those of human users in
almost every match level. In the more advanced levels a
greater number of games is necessary to make the model
training effective, but the data show that even for more
complex levels the automaton responds satisfactorily.
Some interesting aspects have been identified that
can be explored in future. It would be interesting to
test the same network architecture on different types of
games to verify the generality of the algorithm, checking
whether the learning and the training on Jelly Juice
gives an efficient system to play also Candy Crush or
more general match-3 games.
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