Most preset response surface methodology (RSM) designs offer ease of implementation and good performance over a wide range of process and design optimization applications. These designs often lack the ability to adapt the design on the basis of the characteristics of application and experimental space so as to reduce the number of experiments necessary. Hence, they are not cost-effective for applications where the cost of experimentation is high or when the experimentation resources are limited. In this paper, we present an adaptive sequential response surface methodology (ASRSM) for industrial experiments with high experimentation cost, limited experimental resources, and high design optimization performance requirement. The proposed approach is a sequential adaptive experimentation approach that combines concepts from nonlinear optimization, design of experiments, and response surface optimization. The ASRSM uses the information gained from the previous experiments to design the subsequent experiment by simultaneously reducing the region of interest and identifying factor combinations for new experiments. Its major advantage is the experimentation efficiency such that for a given response target, it identifies the input factor combination (or containing region) in less number of experiments than the classical single-shot RSM designs. Through extensive simulated experiments and real-world case studies, we show that the proposed ASRSM method outperforms the popular central composite design method and compares favorably with optimal designs.
Introduction
M ost process and design optimization approaches such as the response surface methodology (RSM) require a complete experimental design to be determined prior to the experimentation process. 1 These preset designs offer ease of implementation and good performance over a wide range of applications. However, they lack the ability to adapt the design on the basis of the characteristics of application and experimental space so as to reduce the number of experiments necessary. This, in particular, constitutes a major disadvantage in many industrial applications where the cost of experimentation is high or when the experimentation resources are limited. These industrial experiments share the following two main characteristics: (i) prior to the experiment, the behavior of the experimental design space is not well known, and (ii) the cost of each experimental trial is prohibitively high, and the experimental budget is limited. An example for such industrial experiments is the combustion test for aircraft engine or turbines where prototypes are very expensive and the behavior of different designs are highly unpredictable ( Figure 1 ). The computational experimentation approach commonly resort as a cost-effective alternative to physical testing of complex engineering systems. However, these computational experiments may take 5 to 20 h per simulation run. 2 Gu 3 reported that one crash simulation on a full passenger car takes 36-160 h at Ford Motor Company.
The focus of this paper is on the industrial experiments with high experimentation cost, limited experimental resources, and high design optimization performance requirement. In designing industrial experiments, the traditional RSM methodologies (central composite design (CCD), Box-Behnken optimal designs, etc.) are often preferred for various advantages, for example, rotatability and variance of error estimation. However, these methods rely on 'one-shot' designs and thus fall short in providing efficient experimental designs for highly engineered complex systems. This has been pointed out by George E. P. Box, 'There should be more studies of statistics from the dynamic point of view' in Box 4 and 'I think we have spent too much time on one-shot statistical procedures designed to test rather than to learn' in response to Myers. 5 Further, these methods fit a regression model of the system responses to accurately predict the response curve over the entire domain of feasibility. However, the prediction in the neighborhood of the optimum is often more important than the prediction in the domain of feasibility.
In this study, we propose an adaptive sequential experimentation approach on the basis of an adaptive sequential response surface methodology (ARSRM) for optimizing design and processes. We consider the experimentation as a successive series of small data collection efforts. At each step, we learn from the previous results, refine our understanding, and develop a new model for the next experiment to reduce uninformative experiments and improve the quality of results. The idea of adaptive experimental design is not new. Beginning with the sequential RSM experimentation with multiple blocks in Box and Wilson, 6 there have been many ideas such as the one-factor-at-a-time (OFAT), 7, 8 , adaptive OFAT, 9 , adaptive RSM, 10, 11 successive RSM, 12 evolutionary operation, 13 steepest ascent based methods, 6 and sequential and adaptive approximation methods from the engineering design discipline. The ARSRM approach presented in this paper is a local optimization approach for physical experiments where the region of interest of two primary input factors is already determined. The shifting the region of interest close to the optimum is beyond the scope of this paper and is assumed to be performed a priori using an efficient method such as the steepest descent. Furthermore, in most practical applications, the current settings of the factor values are usually determined and known to produce a stable response and a satisfactory yield. However, because of extraneous changes over time, the current conditions may become less robust and suboptimal. Hence, there might be easy gains in yield by moving in the surrounding region of the design space. In addition to knowing the two primary input factors and their advantageous ranges, we also assume that a second-order model is most reasonable to characterize the underlying relationship between the response and the input factors. We do not make any assumptions regarding the noise in response. Hence, our goal is to precisely estimate the relationship between important factors and response and identify the most likely location for the process/product to be optimized in the detailed RSM experimentation stage.
The most salient aspect of the proposed ARSRM approach is its experimentation efficiency. Specifically, the proposed approach identifies, for a given response target, the input factor combination (or containing region) in less number of experiments than the classical single-shot RSM designs. This sequential adaptive approach uses the information gained from the previous experiments to design the subsequent experiment by simultaneously reducing the region of interest and identifying factor combinations for new experiments. This reduction is achieved through rank ordering of the responses of preceding experiments. Throughout the process, we consider a fixed design (i.e., full factorial and center point) that allows inheriting some of the experiments from the previous runs. As a result, this method efficiently increases the accuracy and precision of the estimated optimal point by reducing the region of interest. This paper differs from earlier approaches on adaptive and sequential RSM in three different ways. First, the reduction of the region of interest is optimal if the relationship between the response and input factors is quadratic and the response is deterministic. Specifically, the optimal factor combination is always contained in the reduced region. Second, the ARSRM method requires fewer experiments in each run as a result of inheriting previous experiments and fixed design structure. Lastly, the proposed ARSRM method identifies the reduced region of interest with a ranking-based method rather than the response levels obtained from each experiment. This is indeed similar to using not the value of a parameter but its rank in robust statistics. 14 In what follows, we briefly review the literature on advancements in RSM with special emphasis on the adaptive experimentation methodologies in Section 2. Section 3 presents the proposed ASRSM methodology in detail. In Section 4, we present the results of applying the ASRSM method to the real-world experiments. Section 5 presents the performance results of the ASRSM method compared with the classical CCD RSM method and three optimal designs. Finally, Section 5 discusses the results and presents future research directions.
Response surface methodology literature
This section presents the relevant literature for the proposed adaptive experimental design methodology. We first review the classical response surface methodologies and then the more advanced methods including optimal design. Finally, we briefly describe other adaptive design methodologies such as steepest ascent, simplex-based methods, evolution operation methods, adaptive OFAT methods, adaptive RSM, and successive RSM. The RSM has been used as one of the most effective tools for process and product development since its introduction by Box and Wilson. 6 RSM consists of statistical and numerical/mathematical optimization techniques for examining the relationship between one or more response variables and a set of quantitative experimental variables or factors. Because the literature on RSM is vast, we herein refer the reader to a number of good review studies such as Box, 4 Myers, 5 and Myers et al. 15, 16 CCD and Box-Behnken design are the most popular classes of designs used for fitting second-order model. 17 Generally, the CCD with k factors consists of a 2 k factorial runs augmented with 2 k axial or star runs and at least one center run. There are usually two parameters in CCD that must be specified: the distance a of the axial runs from the design center and the number of center points. Three to five runs are recommended in the literature. 18 The number of runs in CCD increases exponentially with the number of design variables and hence becomes inefficient for high dimensional design problems.
Optimal design methodologies select designs that are 'best' with respect to some criterion. This selection process includes specifying the model, determining the region of interest, selecting the number of runs to make, specifying the optimality criterion, and choosing the design points from a set of candidate points spaced over the feasible design region. Kiefer 19, 20 and Kiefer and Wolfowitz 21 greatly contributed to the development of the idea of optimal designs. D-optimal design is the most widely used criterion in optimal designs. A design is said to be D-optimal if |(X′X) À 1 | is minimized, where X is the design matrix with the number of rows and the number of columns equal to the number of experiments in the design and the number of coefficients in the response model, respectively. Note that this is equivalent to minimizing the volume of the joint confidence region of the vector of regression coefficients. There are also other types of optimal designs such as the V-optimal design that deals with only the variance of the regression coefficients and the V-optimal design that minimizes the average prediction variance over the set of m points of interest. Pukelsheim 22 provides an excellent source on the optimal design of experiments. The idea of sequential and adaptive experimental design is not new. Box and Wilson 6 suggest a two-stage sequential CCD where the first stage is a two-level factorial or fractional factorial design and the axial points constitute the second stage. The method of steepest ascent 6 is another adaptive sequential experimentation approach in which the experimental points move sequentially along the gradient direction. Evolutionary operation, another adaptive experimental approach, iteratively builds a response surface around the optimum from the previous iteration by drifting factorial experiments with center points. 13, 23 These approaches are primarily used for shifting the region of interest close to the optimum and replicate the same experimental design iteratively in different regions of the factor space.
OFAT can be considered as the earliest adaptive sequential experimentation approach proposed. 7 OFAT changes one variable at a time while keeping others constant at fixed values to find the best response. Once a factor is changed, its value is fixed in the remainder of the process. This process is repeated until all the variables are tried. We refer the reader to Box et al., 24 Montgomery, 18 and Czitrom 25 for more detailed discussion on OFAT. Frey et al. 9 introduced adaptive one-factor-at-a-time (AOFAT) experimentation method. They compared the AOFAT technique with orthogonal arrays through computer simulations and concluded that AOFAT technique tends to achieve greater gains than those of orthogonal arrays when experimental error is small or the interactions among control factors are large. Frey and Jugulum 26 investigated the mechanisms by which AOFAT technique led to an improvement. Frey and Wang 27 presented the models of AOFAT and factor effects and illustrated with theorems that AOFAT method exploits main effects if interactions are small and exploits two-factor interactions when two-factor interactions are large.
Wang et al. 10 developed an adaptive RSM methodology, called adaptive response surface method (ARSM). ARSM is a sequential experimentation method, where, at each iteration, it discards portions of the design space that correspond to the response values worse than a given threshold value. Such elimination reduces the design space gradually to the neighborhood of the global design optimum. ARSM performs a CCD experiment at each iteration, and thus, the number of required design experiments increases exponentially with the number of design variables. Further, ARSM does not inherit any of the previous runs and requires a completely new set of CCD points. Wang 11 proposed a modified ARSM where the CCD is substituted with Latin hypercube design. Stander 12 proposed the successive RSM method that uses a region of interest, a subspace of the design space, to determine an approximate optimum. A range is chosen for each variable to determine its initial size. Then, a new region of interest is centrally built on each successive optimum. The improvement in response is attained by moving the center of the region of interest as well as reducing its size through panning and zooming operations, respectively. At each subregion, a D-optimal experimental design is used to best utilize the number of available runs together with over-sampling to maximize the predictive capability.
Proposed methodology
The proposed ASRSM methodology is developed on the basis of nonlinear and numerical optimization, design of experiments, and response surface optimization. In this section, we discuss the detailed elements of each run of the ASRSM. We first describe the terminology and state the assumptions of ASRSM in Section 3.1. Next we provide an overview of the methodology in Section 3.2 and then describe the two core strategies embedded in ASRSM: (i) parametric approach in Section 3.3 and (ii) non-parametric approach in Section 3.4. In Section 3.5, we describe how these two strategies are integrated within ASRSM.
FS r
Factor space at run r and expressed as Cartesian product of factor ranges in run r fs i Initial range of factor i COP A corner point experiment run at the intersection of extrema of factor ranges CEP Center point experiment run at the center of gravity of the factor space r Index of runs, for example, r = 1, 2, . . ., R, where R is the total number of runs e
Index of experiments in a given run, for example, e = 1, 2, . . ., E, where E is the total number of experiments B
The experiment with the best response level in a given run N k
The experiment with the kth best response level in a given run (2 ≤ k ≤ e À 1) W
The experiment with the worst response level in a given run OR Optimal region in run r containing the estimated optimal experiment, OR FS r O Optimal experiment, for example, best experiment in the initial factor space EO r Estimated optimal experiment in run r, for example, best incumbent estimation of the optimal experiment BCE Best at center classification of the OR r where the location of B is at CEP BCO Best at corner classification of the OR r where the location of B is at the corner of factor space As in most RSM approaches, the proposed ASRSM methodology relies on a number of simplifying assumptions. The extensions due to the relaxation of these assumptions are beyond the scope of this paper, and some of these extensions are discussed in the conclusion. For the proposed methodology, we consider the following assumptions:
1. There are two significant and controllable factors. 2. The underlying relation between a single response and two factors can be represented by a quadratic model. RSM models are usually employed in a sufficiently small region around the optimal region. As a result, it is quite common in RSM applications to assume that the underlying model can be approximated via a quadratic function. Such assumption also holds for this study.
The response is convex in the region of interest. We assume that the region of interest is shifted close to the optimum a priori using an efficient method (e.g., steepest descent). Because for most of the nonlinear minimization problems the underlying model is locally convex around the optimal solution, we assume that the response is convex in the region of interest. Our empirical test results show that the proposed approach is robust with respect to this assumption such that the proposed method is effective in cases where the underlying model is non-convex. 3. The factor space in the region of interest is feasible. Figure 3 illustrates the structure of the proposed ASRSM methodology. The procedure is initialized with a region of interest, for example, a feasible factor space that is guaranteed to contain the O. The goal is to reach to the vicinity of O with a finite set of runs (R). Each run r is set up on a given factor space (FS r ) with a specific experimental design (D), for example, a modified version of the factorial design augmented with a center point. The experiments in each run r are taken one at a time, and the FS r is not finalized until all experiments are taken. Once an experiment e is taken, the EO r is obtained from the parametric model fitting using all the experiments in all runs. For all but last experiment in run r (i.e., e 6 ¼ E), the EO r is tested for belonging to FS r . Accordingly, FS r is updated (e.g., expanded) if EO r is outside FS r . For the last experiment (i.e., e = E), the approach follows two concurrent strategies, for example, non-parametric ranking strategy and parametric model fitting strategy. According to the ranking of experiments and EO r from the quadratic model fitting, a reduced factor space containing the EO r (i.e., OR r ) is determined for the next run. This procedure continues until the convergence criteria based on estimated optimal experiment or adjusted coefficient of determination of the fitted model is attained. In particular, the convergence criteria are met if the adjusted coefficient of determination of the fitted quadratic model (R strategy (e.g., parametric versus non-parametric) is that while the information from the ranking strategy is accurate but not precise, the information from the model fitting is precise but not accurate. The factor space of each run (FS r ) can be expressed as a mapping (' r ) of the factor space of the preceding run (FS r À 1 ). In most general form, the proposed methodology generates a series of factor spaces that are nested, for example, FS r = ' r (' r À 1 (⋯ ' 0 (FS 1 ))). The output of this mapping ' r depends on the current factor space, the experimentation design (D), the outcome of ranking of experiments as well as the result of parametric strategy described in the next subsection. The latter two, the ranking and the parametric strategies, are described in Sections 3.3 and 3.4, respectively. Before discussing the D used in each run and the initial factor space, we briefly present the algorithm using the illustration in Figure 4 for a special case. The proposed approach is initialized with FS 1 , and the indicated five experiments (B, N2, N3, N4, W) are taken from the corresponding design D. Once the responses are ranked, the non-parametric ranking strategy identifies the OR 1 . Next, the parametric model fitting approach determines the EO 1 using the first five experiments. Lastly, the EO 1 and Eo 1 are compared to determine the new factor space (FS 2 ). Note that the design in r = 2 inherits two experiments from the first run, namely B and N2.
Algorithm and initial run design
The proposed ASRSM method uses the same D in each run that is the factorial design augmented with a center point. Hence, we maintain the same experimental design D and consider a constant number of experiments (e.g., E = 5) throughout the process. In practice, none of the existing methods for setting the initial point in sequential optimization procedures is superior to the corner initial point as in the factorial design. 31 Furthermore, the experiments conducted on corner points benefit from fractional factorial design, especially when the design is orthogonal. In particular, the designs maximize the amount of information gained from each experiment. On the other hand, central points are essential for modeling the curvature of the underlying function. 18 Lastly, the five experiments in r = 1 are not sufficient to estimate the full quadratic response model. Hence, we estimate the EO 1 by fitting a quadratic response model without the constant term.
The design of the initial factor space in the proposed approach is adapted such that a rational comparison with traditional RSM methods (e.g., CCD) is possible. In the traditional CCD approach, the corner points are taken at AE1 unit distance from the center point (0, 0). In comparison, the proposed methodology starts with a broader initial region around the center point, for example, at AE ffiffi ffi 2 p unit distance from the center. Figure 5(a) illustrates the initial factor space of the traditional CCD and the proposed method with light and dark experiment points, respectively. Although beginning with a larger space is initially disadvantageous, experimental results demonstrate that the reduction in the factor space with the same number of experiments far exceeds initial difference. An additional benefit is that this modification may decrease the effect of random error on the initial results. Let us consider the diagonal cross section of these two designs as illustrated in Figure 5 (b) and assume that the noise is identically distributed on this cross section. Then, it can be shown that the impact of the noise on the prediction of the optimal experiment point is less with the proposed methodology's factor space.
Non-parametric approach: ranking strategy
At each run r of the proposed ASRSM approach, we first rank the five experiments (e.g., four factorial and one center) as B, N1, N3 and W according to their response levels. On the basis of the ranking, we identify the implied optimal region that contains the EO r . This region is a polygon contained in FS r and can be convex or non-convex in the space of factors. We then identify a rectangle that contains the implied optimal region and denote it as the optimal region (OR r ), which determines the factor space of the next run.
This process of encapsulating the implied optimal region with a rectangle is a form of relaxation and is not efficient in terms of factor space reduction. However, there are valid reasons that motivate this relaxation. The foremost reason is the reduced need for new experiments because of the inheritance of experiments from the previous run. Secondly, the rectangular FS preserves the orthogonality of factorial experimental design. Further, this rectangular form facilitates the recursive characterization of the same rectangular structure throughout the process. In addition, we can use the same experimental design structure, for example, full factorial with a center point. Specifically, with rectangular envelope, the mapping across runs will be identical, for example, '(Á) ' r (Á) for 8 r. This is because we maintain the same experiment design structure, and there is a finite number of optimal regions as a result of ranking outcomes. Lastly, the relaxation reduces the risk of selecting an optimal region that excludes the optimal experiment.
An alternative to the rectangular envelope is the convex hull of implied optimal region. Because of its convexity, it also allows for easier tessellation of the FS. While the convex hull reduces the optimal region more than the rectangular envelope, it does not reduce the number of new experiments as much. Furthermore, the experimental design used in each run will be different because the convex hulls of the implied optimal regions will vary in shape. Clearly the choice of the right form is a trade-off between the rate of contraction of the optimal region and the total number of experiments conducted. To better illustrate this trade-off, let us consider the implied optimal region in Figure 6 (a). The convex hull of this implied optimal region is identified in Figure 6 (b) with six vertices (corner points). In contrast, we adopted the rectangular envelope that is illustrated in Figure 6 (c). Comparison between Figure 6 (b) and 6(c) reveals that while convex hull based OR leads to the greatest factor space reduction, it also leads to an increased number of new experiments (seven versus three new experiments) and cannot inherit experiments from previous runs. Note that it is not practical to change the design and choose only three new experiments (e.g., two vertices and one at the center of gravity) for the convex hull in Figure 6 (b). This is because we assume that the O is contained in the current factor space, and, by choosing fewer number of vertices, we would then be implicitly reducing the implied optimal region. In what follows, we present the optimal region alternatives on basis of the ranking of the experiments and the location of B in the current FS.
3.3.1. Best at center (BCE) optimal regions. An important information obtained from the ranking of experiments is the location of B. When B is located at the center, the current FS is then classified as having a BCE optimal region. Depending on the location of N2, N2, N4, and W, there are three possible ORs as illustrated in Figure 7 . We first determine the implied optimal region, illustrated as dotted regions in Figure 7 . Next, we characterize the OR as the rectangle that contains this implied optimal region.
The implied optimal regions are guaranteed to contain the optimal experiment in the absence of random noise. The mathematical proofs of the optimality of these implied optimal regions is involved and thus excluded. Instead, we provide a general proof sketch of the rectangular optimal regions and illustrate it for the OR in Figure 7 (a). The proofs are accomplished through the following steps: (i) Divide the non-optimal region into smaller rectangular subregions using factor centerlines; (ii) assume that the optimal point falls in one of these subregions; (iii) relocate the origin to that region and formulate the responses at B, N 1 , . . ., and W on the basis of their displacement from the new origin; (iv) show that at least one pairwise comparison of the responses violates the initial ranking; and (v) replicate steps (ii)-(v) until all subregions are evaluated. The proof of OR in Figure 7 (a) is as follows.
Proposition
For a BCE optimal region with ranking in Figure 7 (a), the optimal experiment is located in the optimal region characterized as the quadrant with corners at B and N2 when there is no random noise.
Because the response is convex (e.g., A, B > 0), we consider three response scenarios: C = 0, C < 0, and C > 0. Note that when O is in II, we have |dx 2 | > |dx 4 |, dx 2 ≤ 0, and dy 2 = dy 4 , making the second term dz N2N4 zero. For C = 0, we have the first term in dz N2N4 positive; thus, dz N2N4 > 0, which is a contradiction to the ranking z N2 < z N4 . For C < 0, the third term in dz N2N4 is positive because dx 2 ≤ 0, thus making dz N2N4 > 0, which is also a contradiction. Lastly, for C > 0, the first and second terms in dz N3N4 are positive because |dx 3 contradiction to the ranking z N3 < z N4 . For the case where O is in III, we consider the responses at N2, N3, and W as z N2 , z N3 , and z w , respectively. Let us define the dz N3W , dz N2W , and dz N2N3 as before. For the case C = 0, it can be shown that dz N3W > 0, which is a contradiction for z N3 < z W . Similarly, for C < 0 and C > 0, we have that dz N2W > 0 and dz N2N3 > 0 are contradictions for z N2 < z W and z N2 < z N3 . The last case is where O is in IV. We consider the responses at N2, N3, N4, and W. Let us define dz N4W as before. For the case C = 0, it can be shown that dz N2N3 > 0, which is a contradiction for z N2 < z N3 . Similarly, for C < 0 and C > 0, we have that dz N2N3 > 0 and dz N4W > 0 are contradictions for z N2 < z N3 and z N4 < z W .
3.3.2. Best at corner (BCO) optimal regions. The case when B is located at a corner is referred as a BCO optimal region. In BCO, either N2 or N3 can occur at the center. For N2 at center, there are three possible ORs based on the location of B, N3, N4, and W (Figure 8 ).
In the case with N3 at center, there are two possible ORs based on the location of B, N2, N4, and W ( Figure 9 ). The proving strategy for BCOs' ORs is the same as BCE and is thus excluded. Note that the implied optimal regions are identical to the ORs in Figures 8(a), 8(b), and 9(b) ; thus, there is no relaxation due to rectangular envelope.
Parametric approach: model fitting strategy
We use a parametric approach based on model fitting in addition to the ranking approach. This strategy not only allows us to increase the precision of EO r but also supports backtracking through FS r correction as explained in Section 3.2. Beginning with the completion of all first run experiments, this parametric approach is used after each experiment. In this approach, we can show the predicted optimal solution but can also be used for correcting the FS r of the next run. Furthermore, the change in the EO r in consecutive runs is also used as a stopping criterion. In comparison, the R 2 adj shows how well the information gained from the experiments explains the behavior of the underlying system. 32 We also use this measure as a stopping rule in the proposed ASRSM methodology and for comparing the explanatory power of different methods.
Design structure for the next runs
Following the characterization of OR r through the ranking approach and the estimation of the EO r from the parametric approach, we determine the design structure for the next run. In particular, we compare the EO r from the model fitting with the OR r from the 
Applications of the adaptive sequential response surface methodology
In this section, we first illustrate the application of the proposed ASRSM approach through a stylized example and compare its performance with the traditional CCD approach. Next, we experiment with the proposed ASRSM, CCD, and three optimal designs using the well-known paper helicopter experiment. Lastly, we report on the results of a rat brain trauma case study comparing ASRSM and CCD approaches.
Illustrative example
We consider the quadratic response model of the form Z = X 2 + 2Y 2 À 2Y + e with e $ N(0, 2 2 ), which is desired to be minimized. The starting region of interest is selected as X 2 [À 3, 3] and Y 2 [À 3, 3], and the contour plot of the response is presented in Figure 11 (a). We first conducted a typical CCD with 13 experiments centered at (0, 0) and contains the optimal experiment O = (0, 0.5) with mean response Z O = À0.5 ( Figure 11(a) ).
On the basis of the 13 experiments, the CCD attains R 2 adj = 60.86% with (X*, Y*) = (0.5, 0.8428) as estimation of the optimal experiment. Figure 11 (b) illustrates the estimated contours using CCD design. The reason that CCD could not estimate the orientation of the quadratic response is the large magnitude of the variance of error term in the quadratic surface equation.
Next, we employ the ASRSM and present the results in Table I . The first five rows correspond to the initial run design. Note that the ASRSM is setup as described in Section 3.2 and without any additional information than used in the CCD. We use R 
Run 1
Given the initial design, we obtain the OR 1 using the non-parametric approach (Figure 12(a) ). The constrained quadratic fit estimates the optimal experiment (EO 1 ) as (À0.3572, 1.4142), illustrated with a small point on the edge B-N3 (Figure 12(b) ). Note that because the number of experiments is not sufficient to estimate the full model, the EO 1 is estimated by the quadratic response model without the constant term. Because the EO 1 is contained in the OR 1 , the OR 1 is final. The new factor space FS 2 is determined as OR 1 . Figure 12 (c) shows the location of the first new experiment in r = 2 that corresponds to (À1.4142, 0). Using the constrained quadratic fit as before, we estimate the optimal experiment as (À1.4142, 0.5930) illustrated with a small point (Figure 12(c) ). Because this experiment is contained in FS 2 , there is no update of the factor space. The second new experiment is illustrated in Figure 12 (d) and the corresponding estimate of the optimal experiment (À0.7, 0.6428) with R 2 adj ¼ 51:96% . This estimated optimum is still contained in FS 2 . The third and final experiment of r = 2 is shown on Figure 12 (e) together with the estimated optimal experiment (À.5571, 0.7857) and R 2 adj ¼ 84:44%. The second run of the experiment terminates with the estimated optimal experiment in Figure 12 (e). Continuing to the third run, the final OR 2 and FS 3 are illustrated in Figure 12 (f). The first experiment in r = 3 is the corner point of FS 3 indicated with dotted point. This point is the last experiment in Table I . The estimated optimal experiment with this experiment is (0.5571, 0.7851) with R 2 adj = 89.06, which satisfies the termination criteria. Figure 11(c) shows the estimated contours using the proposed approach. In this particular example, the response model estimation based on ASRSM is better than CCD. 
Run 2

Paper helicopter
Paper helicopter problem is a simple practical experiment that is frequently used for teaching as well as testing for different methods.
Paper helicopter problem consists of studying the effect of a number of factors, that is, wing length, body length, and so on, on the flying time of a paper helicopter ( Figure 13 ). Using this practical experiment, we now compare the performances of ASRSM, CCD, A-optimal, D-optimal, and V-optimal designs. The paper helicopter problem is originally designed for the design of experiments. In order to apply alternative approaches to this problem, we first extended it to the RSM domain. For this, we first chose the wing length and the body length as the two controllable factors under study. Next, we conducted a number of experiments to find an initial feasible range for each of the designated variables: wing length (4.50 cm < X 1 < 10.25 cm) and body length (3.75 cm < X 2 < 9.25 cm) that contains the optimal region. Finally, we have applied the ASRSM, CCD, A-optimal, D-optimal, and V-optimal designs to the coded factor space and compared their performances. Note that we are reporting on the CCD results with 9 and 13 experiments, where the latter has four additional center experiments. All other approaches are based on eight experiments. In total, we have conducted 53 experiments. Table II present the coded design points and the corresponding responses for each method. Table III presents the prediction results of the paper helicopter experiment. Because the true response model is unknown, we chose to compare the methods using the estimated optimality gap, which is based on the best estimate of the optimum obtained by a response surface fit to all 53 experiments. On the basis of this estimated response, the optimal experiment is identified at O = (1.0714, À0.007) with mean response Z O = 2.59487 s. Both the R 2 adj and optimality gap results show that the ASRSM method outperforms other preset and optimal designs. The D-optimal and V-optimal designs are the second and third best performing approaches, respectively. Whereas the differences in the optimality gap are small, the differences in the Euclidean distance between the predicted optimal experimentX O and optimal experiment O, for example, O ÀX O , are more substantial. This is attributable to the fact that quadratic convex functions are flat around the optimum and that the response is relatively insensitive to deviations from the optimum. On the basis of the 13 experiments, CCD achieves R 2 adj ¼ 50:81% with the estimated coded optimal solution (0.957094, À 0.242845), and the contours of the estimated fly time response model is shown in Figure 14(a) . On the other hand, the ASRSM required only eight experiments in two runs to attain R 2 adj ¼ 86:54 with the estimated coded optimal (1.0427, 0.0429). The contour plot of the estimated fly time response model is shown in Figure 14(b) . These results clearly show that the ASRSM outperforms the traditional RSM CCD method in terms of both the number of experiments and the accuracy of the results.
Traumatic brain injury: design of controlled cortical impact model
Traumatic brain injury continues to be a serious societal problem that affects more than 1.4 million Americans each year. 33 The controlled cortical impact (CCI) rat model is one of the most frequently used animal models. This model is used to correlate real-world injuries with predictions from a validated finite element model in order to establish injury threshold. In CCI model, the impact depth (potentially ranging from 1 to 3 mm) and the impactor diameter (potentially ranging from 2.5 to 7.5 mm) are believed to be the two main factors in determining injury severity. However, the percent of increase/decrease in the size of rat brain contributes to variances observed in post-impact tissues. Because the effect of this external parameter is largely unknown, it can be considered as noise. In CCI studies, one common problem is to find the specific levels of factors that result in specific percent of injury in animal brain. However, these experiments are not only very expensive but also very time consuming.
In this case study, we used the proposed approach to find the parameter setting that results in 30% injury in the rat brain. We also conducted CCD experiments to compare the performance with the proposed approach. The technical details of the experiments can be found in Mao et al.
33 Table IV shows the conducted experiments of CCD and the proposed ASRSM approach at different runs.
Using 13 experiments, the CCD fits a quadratic surface with R Figure 15 , although the estimated optimal experiments of both approaches are close, the estimated response models of the two methods are significantly different. The differences are even more apparent from the contours of the two response model estimates (Figure 16) .
To compare the estimated functions, we aggregate the experimental data from both approaches (e.g., Table IV ) and used the radial basis function (RBF) to find the best fit. Figure 15(c) illustrates the model fit using RBF and the aggregated experimental data. From Figure 15 , it can be seen that the estimated function of the proposed approach is much more similar to RBF with aggregated experimental data. Meanwhile, we also note that the EO of the proposed approach is very close to that of RBF based on the contour plots in Figure 15(b), (c) . Given that the underlying response model is potentially highly nonlinear, the results are very encouraging for the effectiveness of the proposed approach in real-world applications.
Performance comparison of ASRSM
We now describe the simulated experiments performed to compare the performance of the proposed ASRSM approach with those of CCD, A-optimal, D-optimal, and V-optimal designs. In the simulated experiments, we considered six response models with varying variance of error and function type (i.e., convex and non-convex). These response models are presented in Table V . All response models have a quadratic relation, for example, = AX 2 + BY 2 + CX + DY + EXY + F + e, with a normal error term e $ N(0, s 2 ). Whereas the ASRSM is an adaptive sequential method, the CCD, A-optimal, D-optimal, and V-optimal designs are essentially preset designs. In order to understand the effect of this difference, we have carried out two sets of analyses. In the first set, we have fixed the number of observations for each approach and compared the performances in terms of average R 2 adj and average optimality gap (i.e., deviation from the optimal response). Given the optimal response (Z O ), the optimality gap of a method is defined asẐ À Z O À Á =Z O , whereẐ is the mean predicted response at the estimated optimal point. All simulated experiments are repeated five times, and average results are reported. For each response model in Table V , the design points in A-optimal, D-optimal, and V-optimal designs are generated by optimizing the optimality criteria over the starting factor space with a fine grid system spaced with 0.01 intervals. The CCD design consists of four corner, four axial, and one center design points as in the illustrative example in Section 4.1. Note that the starting factor space expands the initial region of interest, X 2 [À 3, 3] and Y 2 [À 3, 3] , by a factor of ffiffi ffi 2 p in all directions as explained in Section 3.2 and illustrated in Figure 5 (a). Table VI presents the results of the first set of analyses. The ASRSM has a better R 2 adj in four out of the six response models and has R 2 adj ¼ 94:74% on the average. The A-optimal, D-optimal, and V-optimal designs are also competitive, and CCD has the worst average performance. With respect to the optimality gap, the proposed ASRSM has the best performance in all but one of the response models with an average gap of 16.02%. This gap improved drastically by running the ASRSM for additional iterations, which is not reported here. The results indicate that increasing the variance of the response decreases the R 2 adj for all approaches, for example, response models 1 versus 3 and models 2 versus 6. However, this reduction is least with ASRSM. In the case of optimality gap, the increase in the variance of response increases (decreases) the optimality gap in convex (non-convex) response models. While the generalization of these effects requires further analysis, we note that the increase (decrease) in the optimality gap is least (most) with the proposed ASRSM. These results show that the ASRSM is competitive with the three optimal designs and outperforms the classical CCD design. In addition, the performance of ASRSM is more robust with respect to changes in the error variance and convexity of the response model. According to Table VI , the ASRSM's average performance improvement over other methods is more significant in optimality gap than in R 2 adj . This is because the ASRSM searches for the optimal design point by sequentially contracting the factor space, whereas other approaches select the design points using the initial factor space. Hence, the design points used in ASRSM are more densely distributed than other methods. In order to capture this difference, we have carried another set of analyses for the optimal designs. In this second set, we initially fixed the number of design points at seven and then incrementally added one design point at a time until we have a total of nine design points. The initial set of seven design points is optimally generated as before. Next, each of the additional point is generated by optimizing the optimality criterion given the existing design points and the response model. At each run, we have compared the performances in terms of average R Table VII . For ASRSM and CCD, the inclusion of additional design points increases the average R 2 adj across all response models. In comparison, the average R 2 adj decreases with additional design points for the A-optimal and D-optimal designs. Tables VI and VII show that applying A-optimal and D-optimal designs sequentially reduces the average R 2 adj . The performance of the V-optimal design is observed to increase. Table VIII presents the optimality gap results of the final nine design points in Table VII . Tables VI and VIII show that the optimality gap of A-optimal and D-optimal designs slightly deteriorated when applied in sequence. In contrast, the optimality gap of V-optimal design has dramatically worsened when applied in sequence. The results in Tables VII and VIII also show that the ASRSM method exhibits monotonic behavior when the number of observations is increased and is thus more suitable for sequential experimentation.
Conclusions
An adaptive methodology for response surface optimization (ASRSM), combining concepts from nonlinear optimization, design of experiments, and response surface optimization, is proposed. This sequential adaptive experimentation approach simultaneously reduces the region of interest and identifies factor combinations for new experiments by using the information gained from the previous experiments. Results from the extensive simulated experiments and real-world case studies show that the proposed method outperforms the CCD method and is competitive with the A-optimal, D-optimal, and V-optimal designs in terms of both optimality as well as experimentation efficiency. In particular, the performance of ASRSM is found to be more robust with respect to changes in the error variance and convexity of the response model and more monotonic with additional experiments. In the engineering design, computation-intensive design analyses are commonly expensive computer 'experiments' and thus require experimental optimization for design optimization. [28] [29] [30] While the proposed approach targets industrial experiments with high experimentation cost, it can also be applied to computer experiments applied to engineering design optimization problems in two dimensions with convex quadratic objective functions.
There are three limitations for the proposed approach. First limitation is that the method is primarily developed for two significant and controllable factors. For instances with more than two factors, it is possible to sequentially apply the proposed method by keeping all other factors but two fixed and then sequentially choosing another pair of factors. Note that this is indeed an extension of the OFAT to two factors at a time, where the proposed method can be used in each iteration. The integration of the proposed method with the OFAT and determining the best strategy to select two factors at-a-time is the focus of future research. Another limitation is the quadratic convex relationship between the response and the two factors. Further extension of the proposed methodology will consider extending the ideas presented to higher order of response functions that are non-convex. One of the key principles of good design strategy is to randomize the sequence of trials of an experiment to eliminate the effects of unknown or uncontrolled factors. The last limitation of the ASRSM approach is the inability to achieve complete randomization because of its sequential characteristic. In other words, while the new trials can be randomized within each run, the ASRSM cannot achieve complete randomization across runs.
