We consider groupoids on {1, 2, .., d} N , cocycles and the counting measure as transverse function. We generalize results relating quasiinvariant probabilities with eigenprobabilities for the dual of the Ruelle operator. We assume a mild compatibility of the groupoid with the symbolic structure. We present a generalization of the Ruelle operator -the Haar-Ruelle operator -taking into account the Haar structure. We consider continuous and also Hölder cocycles. IFS with weights appears in our reasoning in the Hölder case.
Introduction
The symbolic space X = {1, 2, ..., d} N is a compact metric space for the usual metric d described on [16] . The shift σ acts on this space as a continuous transformation.
We introduce an equivalence relation ∼ in X, such that, the map x → [x] := {s ∈ X|s ∼ x} is hemicontinuous, as a multivalued function (see [1] , Section 17.2, for details on hemicontinuity and nets). Definition 1.1. Given an equivalence relation ∼ we consider the associated groupoid G = { (x, y) ∈ X 2 such that x ∼ y }, and, as usual we denote G 0 = { (x, x) ∈ G such that x ∈ X } ∼ = X.
We identify X with G 0 . We consider over G the topology induced by the product topology on X 2 . B denotes the Borel sigma-algebra on G.
In general groupoids are equipped with some algebraic structure (see [7] or [17] ) but this will not be relevant for our purposes (see discussion on [3] ). Definition 1.2. A measurable (continuous) groupoid G is a groupoid, such that, P 1 (x, y) = x, P 2 (x, y) = y, h(x, y) = (y, x) and Z( (x, s), (s, y) ) = (x, y), are Borel measurable (continuous).
Definition 1.3.
A transverse function ν on the measurable groupoid G is a map of X in the space of measures over the sigma-algebra B, such that, 1) ∀y ∈ X, the measure ν y has support on [y], 2) ∀A ∈ B, we have that ν y (A), as a function of y, is measurable. 3) for any r, s ∈ [y] we have that ν s = ν r .
General references on groupoids and transverse functions for an Ergodic Theory audience are [12] and [3] .
The only transverse function ν we will consider here is the counting measure. Definition 1.4. Given the transverse function ν described above over the measurable groupoid G we consider the Haar system (G, ν), where supp ν x = [x] and ν x = ν y , when x ∼ y. We assume also that ν x ([x]) ≤ ∞.
A modular function δ : G → R is a continuous function, such that, δ(x, z) = δ(x, y) δ(y, z), ∀x ∼ y ∼ z ∈ X (see section 3 in [7] ). Definition 1.5. c : G → R is a cocycle, if c(x, z) = c(x, y) + c(y, z), ∀x ∼ y ∼ z ∈ X. Therefore, δ(x, y) = e βc(y,x) = e −βc(x,y) is a modular function, for any β ∈ R.
We define C ∼ = {c : G → R | c is a cocycle for ∼}.
We claim that C ∼ is a linear space. Indeed, given c, b ∈ C ∼ and α ∈ R we have (c + αb)(x, z) = c(x, z) + αb(x, z) = c(x, y) + c(y, z) + α(b(x, y) + b(y, z)) = = c(x, y) + αb(x, y) + c(y, z) + αb(y, z) = (c + αb)(x, y) + (c + αb)(y, z), and, 0 ∈ C ∼ . Definition 1.6. We call coboundary a function of the form V (y) − V (x) ∈ C ∼ , for some V : G 0 → R. Given c 0 ∈ C ∼ , we say that c is cohomologous to
Definition 1.7. We say that a cocycle c is separable if it is cohomologous to 0, that is,
Motivated by examples in Statistical Mechanics and Quantum Field Theory, the authors Kubo, Martin and Schwinger introduce the concept of KMS state on a C * -Algebra or on a Von Neumann Algebra. They describe on Quantum Statistical Physics the role of the Gibbs state (see [3] or [17] ).
A large class of Von Neumann Algebras are defined from measurable groupoids and Haar systems. A cocycle -in some sense -plays in this setting the role of the external potential in Statistical Mechanics.
The quasi-invariant condition for a probability M on X (to be defined next) is related to the so called KMS-condition and to KMS states on von Neumann algebras or C * algebras (see [3] , [8] , [9] or [17] ). We will be interested here in quasi-invariant probabilities for a certain family of groupoids and a certain kind of cocycle (see Definition 2.3.8. in [17] ). It will be not necessary to talk about KMS states. Definition 1.8. Given a cocycle c we say that probability M over the Borel sets of X satisfies the (c, β)−quasi-invariant condition for the grupoid (G, ν), if for any integrable function h : G → R, we have
where β ∈ R and c : G → R.
A natural question is: given a cocycle c is there a relation of the associated quasi-stationary probability M (which is defined by (1)) with the Gibbs state (for some potential) of Statistical Mechanics? The answer is yes and this is the primary interest here. Our main results are Theorems 2.3, 3.5, 4.6 and Proposition 6.1.
One of our purposes here is to show the relation of quasi-invariant probabilities with eigenprobabilities of the dual of a general form of Ruelle operator (which takes into account the transverse function ν). A particular case of this kind of result appears on section 4 in [3] which deals with the Classical Thermodynamic Formalism (see [16] ). References for different forms of Ruelle operators (some of them for IFSw) are [2] , [6] , [10] , [14] and [15] .
Among other things we will consider here the Haar-Ruelle operator (see Definition 2.1) which is a natural concept to consider in the present setting.
We point out that the results about quasi-stationary probabilities of [11] and [17] (on the setting of C * -Algebras) have a different nature of the ones we consider here (there, for instance, for just one value of β you get a quasiinvariant probability -Theorem 3.5 in [11] ). Moreover, in [11] for such value of β the KMS (quasi-invariant) probability for the C * algebra is unique. Here the results are for any β and quasi-invariant probabilities are not unique.
We will consider here a more general class of groupoids than [3] . We will present in Example 4.7 the expression of the quasi-invariant probability for a certain cocycle using an iteration method which follow from our reasoning. This is particularly important for results related to spectral triples (see [5] )
In order to obtain a connection between the groupoid (the Haar system) and the symbolic structure on X we will require a mild compatibility hypothesis on the equivalence relation ∼.
We recall that X = {1, 2, ..., d} N and the operation i * x = (i, x 1 , x 2 , ...) is the concatenation of the symbol i in the first position displacing all the symbols in x = (x 1 , x 2 , ...). Definition 1.9. We say that the equivalence relation ∼ is continuous with respect to the symbolic structure if, for all x ∈ X, the set given by
has a continuous representation ψ of its classes, j * x ψ → [j * x], in the following sense:
First note that ψ(j * x) is an k-uple (where k is the cardinality of [j * x]). We assume it is well defined an ordered string {ψ 1 (j * x), ..., ψ k (j * x)}.
For a Lipschitz relation ∼ will be required that for ψ:
in particular, Lip(ψ i (j * x)) ≤ r, for all i, j. Definition 1.10. A groupoid G associated to a continuous equivalence ∼ relation will be called a continuous groupoid. A Lipschitz groupoid is defined on a similar manner.
We assume from now on that G is at least a continuous groupoid. Proposition 1.11. The representation ψ has the absorbtion property
for all x ∈ X.
Proof. The proof is obvious from the definition because [ψ b (x)] = [x] and ψ a returns the a-nth element in this class which is ψ a (x). Example 1.12. The equivalence relation, x ∼ y ⇔ σx = σy, is continuous with respect to the dynamic σ because the correspondence
2 Non-separable cocycles and the Haar-Ruelle operator Definition 2.1. Let ϕ(x, y) be a continuous function in G. We introduce the Haar-Ruelle operator, L ϕ as the operator
acting onfunctions f : X → R, integrable with respect to the transverse function ν.
Example 3.2 will show the evidence that we are considering above a generalization of the classical Ruelle operator.
Let c(x, y) be a general (continuous, Lipschitz, Hölder) cocycle (that is, we do not require that c(x, y) = V (y) −V (x)). We introduce the Haar-Ruelle operator, L −βc by choosing ϕ = −βc in Definition 2.1, that is,
for any integrable f : X → R. We recall that [j * x] = {ψ 1 (j * x), ..., ψ k (j * x)} and ν j * x is the counting measure so the Haar-Ruelle operator takes the form:
All of our results are true for any β > 0. As usual the dual L * of an operator L acting on continuous function acts on measures (see [16] ). 
Therefore, there exists µ such that T (µ) = µ, in other words, µ satisfies
Finally, take
Proof.
The quasi-invariant equation, when ν x is the counting measure is
which is equivalent to
because we can take ψ t (ψ i (j * x)) = ψ t (j * x) (from Proposition 1.11).
On the other hand
Corollary 2.4. If c is continuous, the measure M, given by Theorem 2.2 is (c, β)−quasi-invariant.
Separable cocycles
For separable cocycles we can find quasi-invariant measures by means of a more simple operator. To do that we rewrite the quasi-invariant condition
on the form
by taking h(s, x) := g(s, x)e −βV (s) . Using the fact that the measure ν x is the counting measure we obtain
By abuse of language if M is quasi-invariant for c(x, y) = V (y) − V (x) we may say that M is quasi-invariant for V . Definition 3.1. Let c(x, y) = V (y) − V (x) be a separable cocycle, for a continuous (or, Hölder) potential V . We introduce the separable Haar-Ruelle operator, L −βV by choosing ϕ(x, y) = −βV (y) that is,
for any integrable f : X → R.
Example 3.2. In the case x ∼ y ⇔ σx = σy, and ν j * x being the counting measure, we get that the separable Haar-Ruelle operator is
which is the classical Ruelle operator associated to the potential −β V .
The same arguments used in Theorem 2.2 proves the next theorem in the separable case. We will present an specific example which will help the reader in understanding how the above theorem can be applied for getting quasi-stationary probabilities on our setting.
Example 3.4. In this example, the equivalence relation x ∼ y ⇔ x i = y i , i = 1 and 3, is continuous with respect to the symbolic structure because the correspondence 
This is exactly the Hutchinson-Barnsley operator for a contractive (Lip(τ ij ) = 1/8) IFSw (Σ, τ ij , q ij ), where τ ij (x) = (i, x 1 , j, x 3 , ...) and q ij (x) = e −βV (τ ij x) . By Theorem 4.1, there is a unique positive function ϕ such that L −βV (ϕ)(x) = λϕ and a measure µ such that L * −βV (µ) = λµ. We claim that M = µ is a quasi-invariant measure.
Using the fact that ν x is the counting measure and
we must to prove that for any g
g(x, (r, x 2 , t, x 4 , ...))e −βV ((r,x 2 ,t,x 4 ,...)) dM(x).
Multiplying each side by λ and assuming that L * −βV (M) = λM we rewrite the lhs of the above equation as
g((r, y 2 , t, y 4 , ...), y)e −βV ((r,y 2 ,t,y 4 ,...)) e −βV (y) dM(x), where y = τ ij (x) = (i, x 1 , j, x 3 , ...), so y 2 = x 1 and y 4 = x 3 , etc.
Thus, we get
Rewriting the rhs of the equation (2) we get
Thus, A = B, and this shows that M is a quasi-invariant probability.
Returning to the general case and inspired by the Example 3.4 we will obtain a fundamental result. 
Proof. As c is a separable cocycle, we have to prove that
Assume that L * −βV M = λM (by Theorem 3.3). The quasi-invariant condition is equivalent to
We will evaluate A = L −βV (f )(x) and B = L −βV (g)(x):
On the other hand, by an analogous computation
because we can take ψ t (ψ i (j * x)) = ψ t (j * x) (from Proposition 1.11). Obviously A = B which proves our claim.
Remark 3.6. We observe that in Corollary 3.7, the measure M 0 such that L * −βV M 0 = λ 0 M 0 , given by Theorem 3.3, is quasi-invariant. In other words, we proved that
However, L * −βc M 1 = λ 1 M 1 by Theorem 2.2 and, moreover, by Corollary
Thus, M 0 and M 1 are quasi-invariant measures for the same separable cocycle c(x, y) = V (y)−V (x) and they are not necessarily equal (they are eigenmeasures of different operators). This abundance of quasi-invariant measures will be explored in the next section. Note that for the more particular groupoid considered on the setting of [3] it is also shown that the quasi-invariant probability is not unique (there the cocycle was Holder). The groupoid G of the mentioned result on [3] is the one presented in Example 3.2 (a continuous groupoid). 
Quasi-invariant measures arising from IFS
On this section we will assume some more regularity on the cocycle.
The terminology IFSw (IFS with weights) was introduced in [13] and [6] for the case of a IFS where the weights are not normalized. This case was also considered in [10] without giving a special name.
We recall a fundamental result on the Hutchinson-Barnsley operator for an IFSw (see [10] ). 
then, there exists a unique h > 0 and a unique µ ∈ M(K), such that,
where L R = B * R , and α = h µ is a probability called the Gibbs measure of the system. Moreover, for every
The proof of the next corollary is analogous to the one in the section Boundary conditions on [4] . Corollary 4.2. Under the same hypothesis of the Theorem 4.1 we assume that µ satisfies L R (µ) = ρ µ. Then, we get for any
Proof. First we choose a point x 0 . By Theorem 4.1, for every f 0 ∈ C(K) we get ρ −n B n R (f 0 ) → ( f dµ)h, and for any µ 0 ∈ M(K) we get that
From this, we can compute the limit
Remark 4.3. The above result shows that we can approximate the eigenprobability µ by means of the backward iteration of the dynamics of σ. This method is analogous to the use of the thermodynamic limit with boundary conditions in order to get Gibbs probabilities in Statistical Mechanics (see [4] ).
There is an important class of examples leading us to consider IFS.
Example 4.4. In this example, the equivalence relation is x ∼ y ⇔ x i = y i , i ∈ {n 1 , ..., n r }, with n 1 = 1, where we fixed the set {n 1 , ..., n r } ⊂ N. This equivalence relation is continuous with respect to the symbolic structure because the correspondence k * x ψ → [k * x] is given by
which is constant with respect to k. Notice that ♯[y] = d r for all y and, in general, σ(y) = x.
In this case, ν k * x being the counting measure, the separable Haar-Ruelle operator will be,
That is, exactly the Hutchinson-Barnsley operator for a contractive IFSw
Remark 4.5. The application of the Theorem 4.1 to the IFSw R = (Y, τ j , q j ) is immediate, when τ j is a contraction and q j (x) = e −βV (τ j x) , for a Hölder (or, Lipschitz) potential V . In this case, the Haar-Ruelle operator is the Hutchinson-Barnsley operator for a contractive IFSw. Then, the eigenprobability is a quasi-invariant probability for V . It will follow from Theorem 3.5 and Theorem 4.1 that the quasi-invariant probability M = µ will have support on the attractor K. Note that K can be eventually smaller than X.
Moreover, by Remark 4.3 one can get a computational way to approximate the integral f dM.
The bottom line is: the dynamics helps on finding approximations of the quasi-invariant probability M when V is Hölder.
Given the separable Haar-Ruelle operator
we consider the associated IFSw
Theorem 4.6. Suppose that c(x, y) = V (y) − V (x) is a separable cocycle. If the representation ψ of ∼ is Lipschitz, with max ij Lip(ψ i (j * x)) < 1, and V (x) is α-Hölder, then M = µ is quasi-invariant, where µ is the eigenmeasure of B * R given by the Theorem 4.1.
Proof. We consider the associated IFSw R = (Σ, ψ i (j * x), e −βV (ψ i (j * x)) ) then the IFS R = (Σ, ψ i (j * x)) is contractive:
Note that the weights are Dini continuous:
By Theorem 4.1 there exists a probability µ, such that, B *
. By Theorem 3.5, M = µ is quasi-invariant.
Example 4.7. In this example X = {1, 2} N and we will make explicit computations in a case which it is not an IFSw given by the two inverse branches of the shift map. Let V (x) = V (x 1 ) = 1 4
2 be a potential depending only on the first coordinate.
We consider the equivalence relation x ∼ y ⇔ x k = y k , k = 3, which is obviously continuous with respect to the symbolic structure because the correspondence j * x ψ → [j * x] is given by,
2 . We conclude that V (x) is α-Hölder, for α = 2. From Theorem 4.6, the probability M = µ is quasi-invariant -taking µ the eigenmeasure of B * R given by the Theorem 4.1 -where B * R is the dual of
Following Corollary 4.2 we get that µ satisfies, for any
for any f ∈ C 0 . To make those computations we need to understand how the orbits and the iterates of the operator B R behaves. Given x = (x 1 , x 2 , x 3 , ...) ∈ X we describe its orbit by
Therefore, for each n we get x n = (j n−1 , j n−2 , i n−1 , ..., i 2 , i 1 , i 0 , x 3 , ...). From this, we can write
and the n-th power will be
In order to make a histogram of µ we fix a length k ≥ 2 to built a partition X = a 1 , ..., a k , and compute
. We plot this value at the point t = 2
In this way, each point in the histogram correspond to the measure of the associated element of the partition. We choose x 0 = (1, 1, 1, 1, 1 , ....) for simplicity. In the Figure 2 we can see an approximation of the measure µ which is the only eigenmeasure of B * R for three different values of β: β = 1, β = 10 and β = 30. For bigger values of β the measure is concentrated close to the smaller values of t. By our representation the value t = 2 −2 a 1 + · · · + 2 −6 a 5 corresponds to the cylinders (1, 1, 1, 1, 1), (1, 1, 1, 1, 2) ,...,(1, 1, 2, 2, 1) and (1, 1, 2, 2, 2).
The Haar Operator
We already proved that certain eigenmeasures of the Haar-Ruelle operators are quasi-invariant measures. In this section we are going to consider necessary conditions on the quasi-invariant measure. Our goal is to show that any quasi-invariant measure is an eigenmeasure of some Haar operator. We notice that this operator is quite different from the Haar-Ruelle operator.
Definition 5.1. We introduce the Haar operator, H −βc defined by
f (s) e −βc(x,s) dν x (s), acting on any integrable f : X → R. f (t) e −βc(x,t) dν x (t) = V (x), because c(x, t) = c(x, s) + c(s, t), ∀x ∼ s ∼ t.
c) It is obvious. From the previous result we can establish a standard normalization. Since H −βc (1)(x) > 0 we have that V (x) = ln H −βc (1)(x) and
f (s) e −βc(x,s)+ln H −βc (1)(s)−ln H −βc (1)(x) dν x (s) satisfies H −βc+b (1) = 1, where
e −βc(x,s) dν x (s).
This kind of normalization is analogous, in some sense, to the one presented in [16] or in [14] .
Characterizing quasi-invariant probabilities
Suppose that M is a quasi-invariant probability for β ∈ R and c : G → R, that is, for any h h(s, x)dν x (s)dM(x) = h(x, s)e −βc(x,s) dν x (s)dM(x).
Since M is a probability in G 0 , it will be completely determined by its action on C 0 .
Proposition 6.1. If M is a quasi-invariant probability for β ∈ R and c : G → R, then
