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Tannaka Theory over Sup-Lattices
PhD thesis1 - March 2015.
Martı´n Szyld, University of Buenos Aires, Argentina.
The main result of this thesis is the construction of a tannakian context over the
category sℓ of sup-lattices, associated with an arbitrary Grothendieck topos, and the
attainment of new results in tannakian representation theory from it.
Although many results were obtained and published historically linking Galois and
Tannaka theory (see introduction), these are different and less general since they assume
the existence of Galois closures and work on Galois topos rather than on arbitrary topos.
Instead we, when talking about Galois theory, mean the extension to arbitrary topos of
the article [17], critical to get the results of this thesis.
The tannakian context associated with a Grothendieck topos is obtained through the
process of taking relations of its localic cover. Then, through an investigation and ex-
haustive comparison of the constructions of the Galois and Tannaka theories, we prove
the equivalence of their fundamental recognition theorems (see section 8).
Since the (bi)categories of relations of a Grothendieck topos were characterized in
[3], a new recognition-type tannakian theorem (theorem 8.12) is obtained, essentially
different from those known so far (see introduction).
1Under the direction of Eduardo J. Dubuc (University of Buenos Aires, Argentina).
1
Introduction
On Galois Theories. In SGA 1, Expose´ V section 4, “Conditions axiomatiques d’une
theorie de Galois”, ([4], see also [10]) Grothendieck reinterprets Galois Theory as a
theory for functors C F−→ Ens<∞, and by doing so he lays the foundation for many
generalizations of this theory. In SGA 4 [1], Grothendieck himself makes a first gener-
alization of [4], by considering functors C F−→ Ens such that the elements (x, X) of the
diagram of F with X galoisian is cofinal. This axiom implies that the system consisting
of the groups Aut(X) is pro-discrete. As we will see in detail, to obtain representation
theorems for topoi as instances of Galois Theory, we must drop the pro-discreteness
completely. The article [9] contains an organized and detailed survey of these general-
izations of Galois Theory, including the representation theorems for topoi of [8], [17]
and many others. We refer the interested reader to [9], and focus now in the theories
we will work with, both of which are theories of representation of topoi: Localic Galois
Theory as in [8] and Joyal-Tierney’s extension of Galois Theory as in [17].
Neutral case. In [8], beginning with a topos E with a point Ens p−→ E, E p
∗=F
−→ Ens;
a localic group G = ℓAut(F) and a lifting of F E ˜F−→ βG into the classifying topos of G
are constructed, and the following is proved:
recognition theorem (theorem B in [8]): E is connected atomic if and only if the lifting
is an equivalence, i.e. E  βG.
We call E F−→ Ens a (neutral) Galois context.
Non-neutral case. In [17], VIII.3, beginning with an abritrary Grothendieck topos
E (over a base topos S), its spatial cover shH −→ E (with inverse image E F−→ shH)
is constructed and considered (though not explicitly) as a Galois context: a localic
groupoid G is built, all the information required for a lifting E
˜F
−→ βG is present and the
following is proved:
recognition theorem (theorem VIII.3.2 in [17]): the lifting is an equivalence, i.e.
E  βG.
We call E F−→ shH a (non-neutral) Galois context.
On Tannaka Theories. The interpretation of the results of Tannaka [27] as a theory of
representations of (affine) K-schemas was developed by Saavedra Rivano [23], Deligne
[6] and Milne [7].
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Neutral case. We begin by considering Joyal-Street’s description of (the neutral
case of) this theory in [15] as a theory for functors X T−→ K-Vec<∞ into the cate-
gory of finite dimensional K-vector spaces. A K-coalgebra L := End∨(T ) and a lifting
X
˜T
−→ Cmd<∞(L) into the category of finite dimensional L-comodules are constructed,
and the following is proved ([15], §7 Theorem 3):
recognition theorem: if X is abelian and F is faithful and exact, the lifting is an
equivalence.
We call X T−→ K-Vec<∞ a (neutral) tannakian context.
Non-neutral case. Part of the results of [6] (corresponding to the affine non-neutral
case, see [6] 6.1, 6.2, 6.8) can also be presented in the following way: given a K-algebra
B and a functor X T−→ B-Modpt f into the category of projective B-modules of finite
type, a coge`broı¨de L := L(T ) sur B and a lifting X ˜T−→ Cmdpt f (L) into the category
of L-comodules (called representations of L in [6]) whose subjacent B-module is in
B-Modpt f are constructed, and the following is proved:
recognition theorem: if X is tensorielle sur K ([6] 1.2, 2.1) and F is faithful and exact,
the lifting is an equivalence.
We call X T−→ B-Modpt f a (non-neutral) tannakian context.
Since then many generalizations of this theory have been made, mainly in two differ-
ent directions: either relaxing some hyphotesis for K (instead of a field we can consider
rings [13], valuation rings [31]), or considering an arbitrary base monoidal category V
instead of K-vector spaces ([25] [18], [24]). Though the constructions of Tannaka the-
ory and some of its results regarding for example the reconstruction theorem (see [5],
[18]) have been obtained, it should be noted that no proof has been made so far of a
satisfactory recognition theorem for an arbitrary base category.
There are also propositions that, under additional properties for the tannakian con-
text, give additional structure to L (see [15], §8 and §9, [6] 6.4 and 6.8). This results
are independent of the recognition theorem and can be generalized to an arbitrary base
category (see A.4 and A.5, C.25 and C.26).
On the relations between both theories. Strong similarities are evident to the
naked eye, and have been long observed, between different “versions” of Galois and
Tannaka representation theories. Various approaches to relate Tannaka and Galois The-
ory are developed for example in [22] and [14], where the existence of Galois closures
(disguised in one form or another) is essential, and which cover Galois topoi but not the
Joyal-Tierney extension to atomic or arbitrary topoi.
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In this thesis, to relate Tannaka and Galois Theory we proceed as follows: from a
Galois context as in [8], [17], we construct an associated Tannaka context over sℓ, and
by comparing the constructions of both theories in each context we obtain new Tannaka
recognition theorems from the Galois recognition theorems.
As a first, simpler example, consider the neutral version that we develop in section
1. Here by Galois theory we refer to Localic Galois Theory as developed by Dubuc in
[8], and by Tannaka theory we refer to the generalization to an arbitrary base monoidal
category V of the definitions and constructions of [15] that we do in appendix A. These
are the “strong similarities”: both in Galois and Tannaka theories, from a context we
construct an object (G or L) and a lifting into a category of representations of the object.
The recognition theorems are as follows: the lifting is an equivalence of categories if and
only if some conditions on the context are satisfied (like “ifX is abelian and F is faithful
and exact” for neutral Tannaka theory over vector spaces, or “E is connected atomic”
for Localic Galois Theory). Note that G is a group object in a geometric category and
L a cogroup object in an algebraic category, the cogroup structure for L yields a group
structure for its formal dual L.
However, these similarities are just of the “form” of both theories, and don’t allow
us a priori to translate any result from one theory to another, in particular Localic Galois
Theory and neutral Tannaka theory over vector spaces remain independent. But what
we can do is find the tannakian context corresponding to a Galois context, and we do this
by taking relations: from E F−→ Ens we construct X T−→ V := Rel(E) Rel(F)−→ Rel ֒→ sℓ
and we prove the following compatibilities.
1. The objects constructed from both contexts are isomorphic as localic groups
(G = L, i.e. O(G) = L where O(G) is the locale corresponding to the space G).
2. For any localic group G, the categories of representations Cmd0(O(G)) and Rel(βG)
are equivalent.
With these compatibilities, we can complete the following diagram that relates Ga-
lois theory to a neutral tannakian theory over the base category sℓ of sup-lattices:
βG //
✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺
Rel(βG) = // Cmd0(O(G)) = // Cmd0(L)
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
E
F

//
F˜
cc●●●●●●●●●●
Rel(E)
Rel(F˜)
gg◆◆◆◆◆◆◆◆◆◆◆
T

T˜
77♦♦♦♦♦♦♦♦♦♦♦
Ens // Rel = sℓ0 ⊂ sℓ.
We obtain immediately that the Tannaka lifting functor T˜ is an equivalence if and
only F˜ is so (Theorem 1.57). Then, from the fundamental theorem of localic Galois
4
theory (Theorem 1.59, Theorem B of [8]), we obtain the following Tannaka recognition
theorem for the (neutral) Tannaka context X T−→ V = Rel(E) Rel(F)−→ Rel ֒→ sℓ associated
to a pointed topos: T˜ is an equivalence if and only if the topos is connected atomic
(Theorem 1.60). These topoi are then a new concrete example where the recognition
theorem holds which is completely different than the other cases in which the Tannaka
recognition theorem is known to hold, where the unit of the tensor product is an object
of finite presentation. Simultaneously, the non atomic pointed topoi furnish examples
where the lifting is not an equivalence, i.e. the categories of relations of non atomic
pointed topoi are not neutral tannakian categories (we will show later that they are non-
neutral tannakian categories).
It should be noted that the properties of the Tannaka context equivalent to the lifting
being an equivalence are expressed in terms of the topos, i.e. of the Galois context. This
is not exactly what one would expect from a Tannaka recognition theorem, but we were
able to solve this by developing the more general non-neutral case (see theorem 8.12).
The results described so far, and developed with detail in section 1, were obtained in the
first years of our doctoral career and published as [11].
The non-neutral case and the new Tannaka recognition theorem for sℓ. As
we have mentioned before, both Localic Galois Theory and neutral Tannaka Theory
admit generalizations that we will refer to as Galois Theory (as developed by Joyal-
Tierney in [17]) and non-neutral Tannaka Theory (as developed by Deligne in [6], whose
constructions we make in an arbitrary base monoidal category in appendix C).
The jump in generality from pointed atomic to arbitrary topoi is the jump from
groups to (maybe pointless) groupoids, and corresponds exactly to the jump from neu-
tral to non-neutral Tannaka theory. Following the constructions of [6], from a monoid
B in a monoidal base category V and a monoidal functor X T−→ B-Mod (satisfying
some duality conditions, see C), we construct a coge`broı¨de in V, L := End∨(T ), and
a lifting X ˜T−→ Cmd0(L) into a full subcategory of the category of L-comodules. We
call X T−→ V a (non-neutral) tannakian context. In [6] it is shown that in the case of
schemas, which is deduced from the affine case that corresponds to vector spaces, if
T is faithful and exact (i.e. a fiber functor, see [6], 1.9) the lifting is an equivalence
(recognition theorem, [6], 1.12), but, as for the neutral case, no recognition theorem has
been proved so far for arbitrary base categories.
The same “similarities” of the neutral case appear here, and we exploit them by
constructing the non-neutral tannakian context over sℓ associated to the Galois context
given by the spatial cover. This generalization, corresponding to the jump in generality
from the pointed over Ens case of [8] to the unpointed general case of [17] is by no
means direct and conforms sections 2 to 8. Once again we do this by taking relations,
so in a way it is a similar process to the one of section 1, but it is instructive to examine
the differences between the neutral (from [8]) and non-neutral (from [17]) cases, while
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we describe the contents of these sections:
• Since Joyal-Tierney in [17] work over an arbitrary base topos, we have to consider
ℓ-relations in an arbitrary topos. These are arrows X × Y −→ G, where G is a
sup-lattice. We do this in section 2. We begin by proving results for relations (i.e.
where G = Ω), some of which are already known, but with different definitions
and proofs that are easier to extend to ℓ-relations in section 2.1. In particular
we consider the axioms that make a relation a function (univalued, everywhere
defined) and show that functions correspond to (the graphs of) arrows of the topos.
We will show the corresponding result for ℓ-relations in section 5.
• An analysis of - and ♦-diagrams and cones (see 3.1, 4.3) is needed to show the
equivalence between the universal properties defining G and L. In section 3 and
4 we establish the results needed for this. The following phenomena is worth
mentioning: since the locales are commutative algebras, a Galois context yields a
non-neutral commutative tannakian context. But a non-neutral commutative tan-
nakian context is in a sense “neutralized” over the base category of B-bimodules.
Instead of a fiber functor, we now have two fiber functors corresponding to the
two inclusions B −→ B ⊗ B (see 7.14). We develop in section 4 a theory of cones
for two different functors that we will use in section 7 to exploit this fact.
We show in section 4 that -cones of functions correspond to natural transfor-
mations, and analyse their behavior through topoi morphisms. This will allow us
to express the property defining the localic groupoid considered in [17], VIII.3
Theorem 2 p.68 as a universal property of -cones (theorem 7.11).
We show that cones defined over a site of a topos can be extended uniquely to the
topos (preserving its properties). Since we will consider a tannakian coend that
is a universal ♦-cone over Rel(E), this will allow us to solve size problems when
constructing the coend by considering a small site of the topos E.
• Section 5 is the most technical section of this thesis and it is devoted essentially to
giving external characterizations, for a locale P in a topos S, of the developments
of section 2 when considered internally in the topos shP.
Recall that Joyal and Tierney develop in [17], VI a change of base for sup-lattices
and locales. In particular for a locale P in a topos S they characterize sup-lattices
and locales in the topos E = shP by showing that sℓ(shP) γ∗−→ P-Mod is an
equivalence that restricts as an equivalence Loc(shP) γ∗−→ P-Loc. (see 5.1). Also,
they characterize etale spaces as those spaces whose corresponding locale is of
the form γ∗(ΩXP) = γ∗(O(Xdis)), with X ∈ shP, where ΩP is the subobject classifier
of shP. We denote Xd := γ∗(ΩXP) = ΩXP(1).
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We develop in section 5 what may be called a change of base for relations, given a
locale P ∈ Swe examine the correspondence between relations γ∗X×γ∗Y −→ ΩP
in the topos shP and arrows (that we call ℓ-relations) X×Y −→ P in the base topos.
Then we consider ℓ-relations X × Y λ−→ G in the topos shP, we show that they
correspond to P-module morphisms Xd ⊗P Yd
µ
−→ G(1) and give external (i.e. in
terms of µ, in the base topos S) formulae equivalent to the axioms of section 2.1.
We also “externalize” the formulae of the duality of ΩXP in sℓ(shP). All this is
neccessary to treat the general unpointed case of Galois theory in the following
sections.
• In section 6 we establish the equivalence between discrete actions of a localic
groupoid and discrete comodules of its subjacent coge`broı¨de, and between co-
module morphisms and relations in the category of discrete actions, generalizing
the results from section 1.4. The definition of action of [17] is a priori different to
the one of [8], so we had to show that in the discrete case they coincide in order
to generalize our previous results (see remarks 6.13, 6.18).
• In section 7 we show explicitly how the localic groupoid G constructed in [17],
VIII.3 from the spatial cover shH −→ E is a universal -cone of ℓ-bijections in
the topos sh(H ⊗ H) for two different functors, as mentioned before. This was
not neccessary when working with the neutral Galois context of [8], since G is
constructed there precisely as a universal -cone of ℓ-bijections, but Joyal and
Tierney deduce the existence of G with a different technique, so this result of
theorem 7.11 is crucial for us in order to prove G = L. This theorem is also
interesting by itself, since it shows a different way in which we can interpret
(and construct) the fundamental groupoid G. After showing this, the previous
properties of  and ♦ diagrams and cones let us show the isomorphism G = L.
• Finally, in section 8, we combine all the previous results to obtain a new non-
neutral Tannaka recognition type theorem over for a type of sℓ-enriched categories
(over a base topos) that are called distributive categories of relations (DCRs), that
generalize the categories of relations Rel(E) of topoi. We begin by proving an
analogous extension property to the one of section 4 for DCRs, that will allow us
to construct the tannaka coend L for bounded DCRs.
We use previous results from [21], [3] that relate DCRs with Grothendieck topoi
to construct a tannakian fiber functor A −→ B-Mod. In this way, we obtain
the following new Tannaka recognition theorem (for the base category sℓ of sup-
lattices),
recognition theorem, theorem 8.12: A bounded DCR A is complete if and only if
the lifting A −→ Cmd0(L) of its fiber functor is an equivalence.
7
Contents
1 The neutral case over Ens 9
1.1 Background, terminology and notation . . . . . . . . . . . . . . . . . . 11
1.2 Preliminaries on bijections with values in a locale . . . . . . . . . . . . 13
1.3 On  and ♦ cones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 The isomorphism Cmd0(G) = Rel(βG) . . . . . . . . . . . . . . . . . . 22
1.5 The Galois and the Tannakian contexts . . . . . . . . . . . . . . . . . . 28
1.6 The main Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2 Relations, functions and bijections in a topos 32
2.1 ℓ-relations and ℓ-functions in a topos . . . . . . . . . . . . . . . . . . . 40
3  and ♦ diagrams 43
4  and ♦ cones 47
5 The case E = shP 57
5.1 A particular type of ℓ-relation . . . . . . . . . . . . . . . . . . . . . . . 65
6 The equivalence Cmd0(O(G)) = Rel(βG) 67
6.1 The category βG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 The equivalence at the level of objects . . . . . . . . . . . . . . . . . . 69
6.3 The equivalence at the level of arrows . . . . . . . . . . . . . . . . . . 72
7 The Galois and the Tannaka contexts 76
8 sℓ-Tannakian Categories 82
Appendices 87
Appendix A Neutral Tannaka theory 87
Appendix B Elevators calculus 90
Appendix C Non-neutral Tannaka theory 91
C.1 Duality of modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
C.2 The Nat∨ adjunction . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8
1 The neutral case over Ens
In this section we construct an explicit (neutral) Tannakian context for the Galois theory
of atomic topoi, and prove the equivalence between its fundamental theorems. Since the
theorem is known for the Galois context, this yields, in particular, a proof of the fun-
damental (recognition) theorem for a new Tannakian context. This example is different
from the additive cases [15], [13], [2], or their generalization [24], where the theorem
is known to hold, and where the unit of the tensor product is always an object of finite
presentation (that is, filtered colimits in the tensor category are constructed as in the
category of sets), which is not the case in our context.
In this section by Galois theory we mean Grothendieck’s Galois theory of progroups
(or prodiscrete localic groups) and Galois topoi [1], [4], as extended by Joyal-Tierney in
[17]. More precisely, the particular case of arbitrary localic groups and pointed atomic
topoi.
For the Galois theory of atomic topoi we follow Dubuc [8], where he develops lo-
calic Galois theory and makes an explicit construction of the localic group of automor-
phisms Aut(F) of a set-valued functor E F−→ Ens, and of a lifting E F˜−→ βAut(F) into
the topos of sets furnished with an action of the localic group (see 1.46). He proves
in an elementary way2 that when F is the inverse image of a point of an atomic topos,
this lifting is an equivalence [8, Theorem 8.3], which is Joyal-Tierney’s theorem [17,
Theorem 1].
For Tannaka theory we follow Joyal-Street [15] (for the original sources see the
references therein). The construction of the Hopf algebra End∨(T ) of endomorphisms
of a finite dimensional vector space valued functor T can be developed for a V0-valued
functor, X T−→ V0 ⊂ V, where V is any cocomplete monoidal closed category, and
V0 a (small) full subcategory of objects with duals, see for example [20], [24], [25].
There is a lifting X T˜−→ Cmd0(End∨(T )) into the category of End∨(T )-comodules with
underlying object in V0. For a handy reference and terminology see section A. In [15],
[25] it is shown that in the case of vector spaces, if X is abelian and F is faithful and
exact, the lifting is an equivalence (recognition theorem).
Recall that given a regular category C we can consider the category Rel(C) of re-
lations in C. There is a faithful functor (the identity on objects) C → Rel(C), and any
regular functor C F−→ D has an extension Rel(C) Rel(F)−→ Rel(D).
The category Rel = Rel(Ens) is a full subcategory of the category sℓ of sup-lattices,
set Rel = sℓ0. This determines the base V,V0 of a Tannaka context. Furthermore, a
localic group is the same thing as an Hopf algebra in the category sℓ which is also a
2meaning, without recourse to change of base and other sophisticated tools of topos theory over an
arbitrary base topos.
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locale (see section 1.1).
Given any pointed topos with inverse image E F−→ Ens of a Galois context, we
associate a (neutral) Tannakian context as follows:
βG
!!❇
❇❇
❇❇
❇❇
❇
E
F˜oo
F

// Rel(E)
T

T˜ // Cmd0(H)
xx♣♣♣
♣♣♣
♣♣♣
♣♣
Ens // Rel = sℓ0,
where G = Aut(F), H = End∨(T ), and T = Rel(F).
We prove that F˜ is an equivalence if and only if T˜ is so (Theorem 1.57). The re-
sult is based in two theorems. First, we prove that for any localic group G, there
is an isomorphism of categories Rel(βG)  Cmd0(G) (Theorem 1.37). Second, we
prove that the Hopf algebra End∨(T ) is a locale, and that there is an isomorphism
Aut(F)  End∨(T ) (Theorem 1.55).
In particular, from Theorem 1.57 and the fundamental theorem of localic Galois
theory (Theorem 1.59), we obtain that the following Tannaka recognition theorem holds
in the (neutral) Tannaka context associated to a pointed topos: T˜ is an equivalence if
and only if the topos is connected atomic (Theorem 1.60).
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1.1 Background, terminology and notation
We begin by recalling some facts on sup-lattices, locales and monoidal categories, and
by doing so we fix notation and terminology.
We will consider the monoidal category sℓ of sup-lattices, whose objects are posets
S with arbitrary suprema ∨ (hence finite infima ∧, 0 and 1) and whose arrows are the
suprema-preserving-maps. We call these arrows linear maps. We will write S also for
the underlying set of the lattice. The tensor product of two sup-lattices S and T is the
codomain of the universal bilinear map S × T −→ S ⊗ T . Given (s, t) ∈ S × T , we
denote the corresponding element in S ⊗ T by s ⊗ t. The unit for ⊗ is the sup-lattice
2 = {0 ≤ 1}. The linear map S ⊗ T
ψ
→ T ⊗ S sending s⊗ t 7→ t⊗ s is a symmetry. Recall
that, as in any monoidal category, a duality between two sup-lattices T and S is a pair
of arrows 2
η
→ T ⊗ S , S ⊗ T ε→ 2 satisfying the usual triangular equations (see 1.45).
We say that T is right dual to S and that S is left dual to T , and denote T = S ∧, S = T∨.
Note that since sl is symmetric as a monoidal category, S has a right dual if and only if
it has a left dual, and S ∧ = S ∨.
There is a free sup-lattice functor Ens ℓ−→ sℓ. Given X ∈ Ens, ℓX is the power
set of X, and for X
f
→ Y , ℓ f = f is the direct image. This functor extends to a functor
Rel ℓ−→ sℓ, defined on the category Rel of sets with relations as morphisms. A linear
map ℓX → ℓY is the “same thing” as a relation R ⊂ X × Y . In this way Rel can be
identified with a full subcategory Rel ℓ֒→ sℓ. We define sℓ0 as the full subcategory of
sℓ of objects of the form ℓX. Thus, abusing notation, Rel = sℓ0 ⊂ sℓ (“=” here is
actually an isomorphism of categories). Recall that Rel is a monoidal category with
tensor product given by the cartesian product of sets (which is not a cartesian product in
Rel). It is immediate to check that ℓX ⊗ ℓY = ℓ(X × Y) in a natural way.
1.1. The functor Rel ℓ֒→ sℓ is a tensor functor, and the identification Rel = sℓ0 is an
isomorphism of monoidal categories.
The arrows 2
η
→ ℓX⊗ℓX, ℓX ⊗ ℓX
ε
→ 2, defined on the generators as η(1) = ∨x x⊗ x
and ε(x ⊗ y) = δx=y determine a duality, and in this way the objects of the form ℓX have
both duals and furthermore they are self-dual, (ℓX)∧ = (ℓX)∨ = ℓX. Under the isomor-
phism Rel = sℓ0, ε and η both correspond to the diagonal relation ∆ ⊂ X × X. Du-
als are contravariant functors, if R ⊂ X × Y is the relation corresponding to a linear
map ℓX → ℓY , then the opposite relation Rop ⊂ Y × X corresponds to the dual map
(ℓY)∧ → (ℓX)∧.
1.2. We will abuse notation (see for example (1.6)) by omitting to write the functor
Ens
ℓ
−→ sℓ0 = Rel, i.e. by denoting by X
f
−→ Y the direct image of f which is the
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relation given by its graph R f ⊆ X × Y. Ropf is the relation corresponding to the inverse
image of f , which we will denote by Y f
op
−→ X.
As in any monoidal category, an algebra (or monoid) in sℓ is an object G with an
associative multiplication G ⊗ G ∗−→ G which has a unit u ∈ G. If ∗ preserves the
symmetry ψ, the algebra is commutative. An algebra morphism is a linear map which
preserves ∗ and u.
A locale is a sup-lattice G where finite infima ∧ distributes over arbitrary suprema∨
, that is, it is bilinear, and so induces a multiplication G ⊗G ∧−→ G. A locale morphism
is a linear map which preserves ∧ and 1. In this way locales are commutative algebras,
and there is a full inclusion of categories Loc ⊂ Algsℓ into the category of commutative
algebras in sℓ.
1.3. In [17], III.1, p.21, Proposition 1, locales are characterized as those commutative
algebras such that x ∗ x = x and u = 1.
A (commutative) Hopf algebra in sℓ is a group object in (Algsℓ)op. A localic group
(resp. monoid) G is a group (resp. monoid) object in the category Sp of localic spaces,
which is defined to be the formal dual of the category of locales, Sp = Locop. There-
fore G can be also considered as a Hopf algebra in sℓ. The unit and the multiplication
of G in Sp are the counit G e−→ 2 and comultiplication G w−→ G ⊗ G of a coalge-
bra structure for G in Algsℓ. The inverse is an antipode G
ι
−→ G. Morphisms corre-
spond but change direction, and we actually have a contravariant equality of categories
(Hop fLoc)op = Loc-Group, where Hop fLoc consists of those Hopf algebras in sℓ which
happen to be a locale, i.e. which satisfy the conditions of 1.3.
Remark 1.4. Throughout this thesis, a number or symbol above an “≤” or an “=” indi-
cates the previous result that justifies the assertion.
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1.2 Preliminaries on bijections with values in a locale
As usual we view a relation λ between two sets X and Y as a map (i.e. function of sets)
X × Y
λ
−→ 2. We consider maps X × Y λ−→ G with values in an arbitrary sup-lattice G,
that we will call ℓ-relations. Since ℓ(X ×Y) = ℓX ⊗ ℓY , it follows that ℓ-relations are the
same thing that linear maps ℓX ⊗ ℓY λ−→ G. The results of this section are established
in order to be used in the next sections, and they are needed only in the case X = Y .
1.5. Consider two ℓ-relations X × Y λ−→ G, X′ × Y ′ λ
′
−→ G, and two maps X
f
−→ X′,
Y
g
−→ Y ′, or, more generally, two spans (which induce relations that we also denote
with the same letters),
Rp
zz✉✉✉
✉ p′
%%❑❑
❑❑
X X′,
Sq
yyttt
t q′
&&▲▲
▲▲
Y Y ′ R = p′ ◦ pop, S = q′ ◦ qop ,
and a third ℓ-relation R × S θ−→ G.
These data give rise to the following diagrams:
♦1 = ♦1( f , g) ♦2 = ♦2( f , g) ♦ = ♦(R, S ) (1.6)
X × Y
λ
""❊
❊❊
❊❊
❊
X × Y ′
f×Y′ $$❏❏
❏❏❏
❏❏
X×gop ::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
X × Y
λ
""❊
❊❊
❊❊
❊
X′ × Y
X′×g $$❏
❏❏❏
❏❏❏
f op×Y ::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
X × Y
λ
""❊
❊❊
❊❊
❊
X × Y ′
R×Y′ $$❏
❏❏❏
❏❏❏
X×S op
::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
expressing the equations:
♦1 : λ
′〈 f (a), b′〉 =
∨
g(y)=b′
λ〈a, y〉 , ♦2 : λ′〈a′, g(b)〉 =
∨
f (x)=a′
λ〈x, b〉,
and ♦:
∨
(y, b′)∈S
λ〈a, y〉 =
∨
(a, x′)∈R
λ′〈x′, b′〉.
Remark 1.7. It is clear that diagrams ♦1 and ♦2 are particular cases of diagram ♦. Take
R = f , S = g, then ♦1( f , g) = ♦( f , g), and R = f op, S = gop, then ♦2( f , g) = ♦( f op, gop).
The general ♦ diagram follows from these two particular cases.
Proposition 1.8. Let R, S be any two spans connected by an ℓ-relation θ as above. If
♦1(p′, q′) and ♦2(p, q) hold, then so does ♦(R, S ).
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Proof. We use the elevators calculus, see appendix B (and recall our remark 1.4 on
notation):
X Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
S op
X Y
G
✙✙✙✙✙
λ
✩✩✩✩✩
♦2
=
X Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
q′op
X S
✛✛
✛✛
✛
★★
★★
★
q
X Y
G
✙✙✙✙✙
λ
✩✩✩✩✩
♦2
=
X Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
q′op
X
✚✚
✚✚
✚
✩✩
✩✩
✩
pop
S
R S
G
✙✙✙✙✙
θ
✩✩✩✩✩
♦2
=
X
✚✚
✚✚
✚
✩✩
✩✩
✩
pop
Y ′
R Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
q′op
R S
G
✙✙✙✙✙
θ
✩✩✩✩✩
♦1
=
X
✚✚
✚✚
✚
✩✩
✩✩
✩
pop
Y ′
R
✛✛
✛✛
✛
★★
★★
★
p′
Y ′
X′ Y ′
G
✙✙✙✙✙
λ′
✫✫✫✫✫
♦2
=
X
✛✛
✛✛
✛
★★
★★
★
R
Y ′
X′ Y ′
G
✙✙✙✙✙
λ′
✫✫✫✫✫

1.9. Two maps X
f
−→ X′, Y
g
−→ Y ′ also give rise to the following diagram:
 = ( f , g) :
X × Y
λ
**❱❱❱❱
❱❱❱❱
❱
f×g

≥ G .
X′ × Y ′ λ′
44❤❤❤❤❤❤❤❤
Proposition 1.10. If either ♦1( f , g) or ♦2( f , g) holds, then so does ( f , g).
Proof. λ〈a, b〉 ≤
∨
g(y)=g(b)
λ〈a, y〉 = λ′〈 f (a), g(b)〉 using ♦1. Clearly a symmetric arguing
holds using ♦2. 
For the rest of this section G is assumed to be a locale.
Consider the following axioms:
1.11. Axioms on an ℓ-relation
ed) ∨y∈Y λ〈a, y〉 = 1, for each a (everywhere defined).
uv) λ〈x, b1〉 ∧ λ〈x, b2〉 = 0, for each x, b1 , b2 (univalued).
su) ∨x∈X λ〈x, b〉 = 1, for each b (surjective).
in) λ〈a1, y〉 ∧ λ〈a2, y〉 = 0, for each y, a1 , a2 (injective).
Clearly any morphism of locales G → H preserves these four axioms.
An ℓ-relation λ is a ℓ-function if and only if satisfies axioms ed) and uv). We say that
an ℓ-relation is a ℓ-opfunction when it satisfies axioms su) and in). Then an ℓ-relation is
a ℓ-bijection if and only if it is an ℓ-function and an ℓ-opfunction.
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1.12. Given two ℓ-relations, X × Y λ−→ G, X′ × Y ′ λ
′
−→ G, the product ℓ-relation λ ⊠ λ′
is defined by the composition
X × X′ × Y × Y ′
X×ψ×Y′
−→ X × Y × X′ × Y ′
λ×λ′
−→ G ×G ∧−→ G
(λ ⊠ λ′)〈(a, a′), (b, b′)〉 = λ〈a, b〉 ∧ λ′〈a′, b′〉.
The following is immediate and straightforward:
Proposition 1.13. Each axiom in 1.11 for λ and λ′ implies the respective axiom for the
product λ ⊠ λ′. 2
Proposition 1.14. We refer to 1.5: If equations ♦1(p, q) and ♦1(p′, q′) hold, and θ sat-
isfies uv), then equation 1) below holds. Symmetrically, if ♦2(p, q) and ♦2(p′, q′) hold,
and θ satisfies in), then equation 2) below holds.
1) λ〈p(r), b〉 ∧ λ′〈p′(r), b′〉 =
∨
q(v)=b
q′(v)=b′
θ〈r, v〉.
2) λ〈a, q(s)〉 ∧ λ′〈a′, q′(s)〉 =
∨
p(u)=a
p′(u)=a′
θ〈u, s〉.
Proof. We only prove the first statement, since the second one clearly has a symmetric
proof.
λ〈p(r), b〉 ∧ λ′〈p′(r), b′〉 ♦1=
∨
q(v)=b
θ〈r, v〉 ∧
∨
q′(w)=b′
θ〈r,w〉 =
=
∨
q(v)=b
q′(w)=b′
θ〈r, v〉 ∧ θ〈r,w〉
uv)
=
∨
q(v)=b
q′(v)=b′
θ〈r, v〉. 
We study now the validity of the reverse implication in proposition 1.10.
Proposition 1.15. We refer to 1.5:
1) If λ is ed) and λ′ is uv) (in particular, if they are ℓ-functions), then( f , g) implies
♦1( f , g).
2) If λ is su) and λ′ is in) (in particular, if they are ℓ-opfunctions), then ( f , g)
implies ♦2( f , g).
Proof. We prove 1), a symmetric proof yields 2).
λ′〈 f (a), b′〉 ed)λ= λ′〈 f (a), b′〉 ∧∨y λ〈a, y〉 = ∨y λ′〈 f (a), b′〉 ∧ λ〈a, y〉 (∗)=∨
g(y)=b′ λ
′〈 f (a), b′〉 ∧ λ〈a, y〉 = ∨g(y)=b′ λ〈a, y〉,
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where for the equality marked with (∗) we used that if g(y) , b′ then
λ′〈 f (a), b′〉 ∧ λ〈a, y〉 ≤ λ′〈 f (a), b′〉 ∧ λ′〈 f (a), g(y)〉 uv)λ′= 0.

1.16. More generally, consider two spans as in 1.5. We have the following diagrams:
R × S
θ
**❯❯❯
❯❯❯❯
❯❯
p×q

≥ G ,
X × Y λ
44✐✐✐✐✐✐✐✐✐
R × S
θ
**❱❱❱❱
❱❱❱❱
❱
p′×q′

≥ G .
X′ × Y ′ λ′
44❤❤❤❤❤❤❤❤
(1.17)
Proposition 1.18. We refer to 1.5: Assume that λ is in), λ′ is uv), and that the (p, q),
(p′, q′) diagrams hold. Then if θ is ed) and su), diagram ♦(R, S ) holds.
Proof. Use proposition 1.15 twice: First with f = p′, g = q′, λ = θ, λ′ = λ′ to have
♦1(p′, q′). Second with f = p, g = q, λ = θ, λ′ = λ to have ♦2(p, q). Then use
proposition 1.8. 
Remark 1.19. Note that the diagrams  in 1.17 mean that θ ≤ λ ⊠ λ′ ◦ (p, p′) × (q, q′)
(see 1.12). In particular, when G is a locale, there is always an ℓ-relation θ in 1.5, which
may be taken to be the composition R × S
(p,p′)×(q,q′)
−→ X × X′ × Y × Y ′
λ⊠λ′
−→ G. However,
it is important to consider an arbitrary ℓ-relation θ (see propositions 1.26 and 1.30).
Proposition 1.20. We refer to 1.5: Assume that R and S are relations, that λ, λ′ are ℓ-
bijections, and that (p, q), (p′, q′) in (1.17) hold. Take θ = λ ⊠ λ′ ◦ (p, p′) × (q, q′).
Then, if ♦(R, S ) holds, θ is an ℓ-bijection.
Proof. We can safely assume R ⊂ X × X′ and S ⊂ Y × Y ′, and λ ⊠ λ′ ◦ (p, p′) × (q, q′)
to be the restriction of λ ⊠ λ′ to R × S . From the  diagrams (1.17) we easily see that
axioms uv) and in) for θ follow from the corresponding axioms for λ and λ′. We prove
now axiom ed), axiom su) follows in a symmetrical way. Let (a, a′) ∈ R, we compute:∨
(y,y′)∈S
θ〈(a, a′), (y, y′)〉 =
∨
y′
∨
(y,y′)∈S
λ〈a, y〉 ∧ λ′〈a′, y′〉 ♦=
♦
=
∨
y′
∨
(a,x′)∈R
λ′〈x′, y′〉 ∧ λ′〈a′, y′〉 ≥
∨
y′
λ′〈a′, y′〉 ed)= 1 
We found convenient to combine 1.18 and 1.20 into:
Proposition 1.21. Let R ⊂ X × X′, S ⊂ Y × Y ′ be any two relations, and X × Y λ−→ G,
X′ × Y ′
λ′
−→ G be ℓ-bijections. Let R × S θ−→ G be the restriction of λ ⊠ λ′ to R × S .
Then, ♦(R, S ) holds if and only if θ is an ℓ-bijection. 2
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1.3 On  and ♦ cones
We consider a pointed topos Ens
f
−→ E, with inverse image f ∗ = F.
1.22. Let Rel(E) be the category of relations in E. Rel(E) is a symmetric monoidal
category with tensor product given by the cartesian product in E (which is not cartesian
in Rel(E)). Every object X has a dual, and it is self dual, the unit and the counit of the
duality are both given by the diagonal relation ∆ ⊂ X × X (see 1.1). There is a faithful
functor E → Rel(E), the identity on objects and the graph on arrows, we will often abuse
notation and identify an arrow with its graph. The functor E F−→ Ens has an extension
Rel(E) Rel(F)−→ Rel, if R ⊂ X × Y is a relation, then FR ⊂ FX × FY , and Rel(F) is in this
way a tensor functor. We have a commutative diagram:
E //
F

Rel(E)
T

Ens // Rel   ℓ // sℓ (where T = Rel(F))
1.23. It can be seen that F is an equivalence if and only if T is so. 2
Note that on objects T X = FX and on arrows in E, T ( f ) = F( f ). Since F is the
inverse image of a point, the diagram of F is a cofiltered category, T (X×Y) = T X×TY ,
if Ci → X is an epimorphic family in E, then TCi → T X is a surjective family of sets.
If R is an arrow in Rel(E), T (Rop) = (TR)op.
Definition 1.24. Let H be a sup-lattice furnished with an ℓ-relation T X ×T X λX−→ H for
each X ∈ E. Each arrow X
f
−→ Y in E and each arrow X R−→ Y in Rel(E) (i.e relation
R ֒→ X × Y), determine the following diagrams:
FX × FX
λX
&&◆◆
◆◆◆
◆◆◆
◆
F( f )×F( f )

≥ H ,
FY × FY
λY
88♣♣♣♣♣♣♣♣
T X × T X
λX
''◆◆
◆◆◆
◆◆◆
T X × TY
TR×TY ((❘❘
❘❘❘❘
❘❘❘
T X×TRop
66❧❧❧❧❧❧❧❧❧
≡ H .
TY × TY
λY
77♣♣♣♣♣♣♣♣
We say that T X × T X λX−→ H is a -cone if the (F( f ), F( f )) diagrams hold, and
that it is a ♦-cone if the ♦(TR, TR) diagrams hold. Similarly we talk of ♦1-cones and
♦2-cones if the ♦1(F( f ), F( f )) and ♦2(F( f ), F( f )) diagrams hold. We will abbreviate
♦(R) = ♦(TR, TR), and similarly ( f ), ♦1( f ) and ♦2( f ). If H is a locale and the λX are
ℓ-bijections, we say that we have a ♦-cone or a -cone of ℓ-bijections.
Proposition 1.25. A family T X × T X λX−→ H of ℓ-relations is a ♦-cone if and only if it is
both a ♦1 and a ♦2-cone.
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Proof. Use proposition 1.8 with R = TR, S = TR, p = p′ = π1, q = q′ = π2, λ = λX,
λ′ = λY , and θ = λR. Then, ♦1(π2) and ♦2(π1) imply ♦(R) 
Proposition 1.26. Any -cone T X × T X λX−→ H of ℓ-bijections with values in a locale
H is a ♦-cone (of ℓ-bijections).
Proof. Given any relation R ֒→ X × Y , consider proposition 1.18 with λ = λX, λ′ = λY ,
and θ = λR. 
Definition 1.27. Let T X ×T X λX−→ H be a ♦-cone with values in a commutative algebra
H in sℓ, with multiplication ∗ and unit u. We say that it is compatible if the following
equations hold:
λX〈a, a
′〉 ∗ λY〈b, b′〉 = λX×Y〈(a, b), (a′, b′)〉 , λ1(∗, ∗) = u.
Any compatible ♦-cone wich covers H forces H to be a locale, and such a cone is
necessarily a cone of ℓ-bijections (and vice versa). We examine this now:
Given a compatible cone, consider the diagonal X ∆−→ X × X, the arrow X π−→ 1,
and the following ♦1 diagrams:
T X×T X
λX
''◆◆
◆◆◆
◆◆◆
◆◆◆
T X×T X
λX
""❉
❉❉
❉❉
❉❉
❉
T X×T X×T X
T X×∆op
55❦❦❦❦❦❦❦❦❦❦❦❦❦
∆×T X×T X ))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙ ≡ H, T X×1
T X×πop
::✉✉✉✉✉✉✉✉
π×1 $$■
■■
■■
■■
■ ≡ H.
T X×T X×T X×T X
λX×X
88♣♣♣♣♣♣♣♣♣♣♣
1×1
λ1
<<③③③③③③③
Let a, b1, b2 ∈ T X, and let b stand for either b1 or b2. Chasing (a, b1, b2) in the first
diagram and (a, ∗) in the second it follows:
(1) λX〈a, b1〉 ∗ λX〈a, b2〉 = λX×X〈(a, a), (b1, b2)〉 = δb1=b2 λX〈a, b〉.
(2) λX(a, b) ≤ ∨x λX〈a, x〉 = λ1(∗, ∗) = u.
Proposition 1.28. Let H be a commutative algebra, and T X × T X λX−→ H be a com-
patible ♦-cone such that the elements of the form λX(a, a′), a, a′ ∈ T X are sup-lattice
generators. Then H is a locale and ∗ = ∧.
Proof. We have to prove that for all w ∈ H, (L1) w ∗ w = w and (L2) w ≤ u (see 1.3).
It immediately follows from equations (1) and (2) above that (L1) and (L2) hold for
w = λC(a, b). Then clearly (L2) holds for any supremum of elements of this form. To
show (L1) we do as follows:
w ∗w ≤ w ∗ 1 = w always holds, and to show ≥, if w =
∨
i∈I
wi satisfying wi ∗wi = wi
we compute:
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∨
i∈I
wi ∗
∨
i∈I
wi ≥
∨
i∈I
wi ∗ wi
(L1)
=
∨
i∈I
wi.

Proposition 1.29. A ♦-cone T X × T X λX−→ H with values in a locale H is compatible if
and only if it is a ♦-cone of ℓ-bijections.
Proof. (⇒): Clearly equations (1) and (2) above are the axioms uv) and ed) for λX.
Axioms in) and su) follow by the symmetric argument using the corresponding ♦2 dia-
grams.
(⇐) u = 1 in H, so the second equation in definition 1.27 is just axiom ed) (or su))
for λ1. To prove the first equation we do as follows:
Consider the projections X ×Y π1−→ X, X ×Y π2−→ Y . The ♦1(π1) and ♦1(π2) diagrams
express the equations:
λX〈a, a
′〉 =
∨
y λX×Y〈(a, b), (a′, y)〉, λY〈b, b′〉 =
∨
x λX×Y〈(a, b), (x, b′)〉.
Taking the infimum of these two equations:
λX〈a, a
′〉 ∧ λY〈b, b′〉 =
∨
x,y λX×Y〈(a, b), (a′, y)〉 ∧ λX×Y〈(a, b), (x, b′)〉 (∗)=
(∗)
= λX×Y〈(a, b), (a′, b′)〉, as desired ( (∗)= justified by uv) for λX×Y). 
Proposition 1.30. Let T X×T X λX−→ H be a ♦-cone of ℓ-bijections such that the elements
of the form λX(a, a′), a, a′ ∈ T X are locale generators. Then, any linear map H σ−→ G
into another ♦-cone of ℓ-bijections, T X × T X λX−→ G, satisfying σλX = λX, preserves
infimum and 1, thus it is a locale morphism.
Proof. By axiom ed) for λ1, in both locales λ1(∗, ∗) = 1. Since σλ1 = λ1, this shows
that σ preserves 1.
To show that infima are preserved it is enough to prove that infima of the form
λX〈a, a
′〉 ∧ λY〈b, b′〉, a, a′ ∈ T X, b, b′ ∈ TY are preserved. Take
(X, a)
(Z, c)
f 44✐✐✐✐
g **❯
❯❯❯
(Y, b)
in the diagram of F. Then, by proposition 1.14 with λ = λX, λ′ = λY , and θ = λZ, it
follows that the equation λX〈a, a′〉 ∧ λY〈b, b′〉 =
∨
T ( f )(z)=a′ , T (g)(z)=b′
λZ〈c, z〉 holds in both
locales. The proof finishes using that σ preserves suprema and σλZ = λZ. 
Consider now a (small) site of definition C ⊂ E of the topos E. Suitable cones
defined over C can be extended to E. More precisely:
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Proposition 1.31.
1) Let TC × TC λC−→ H be a ♦1-cone (resp. a ♦2-cone) over C. Then, H can be
(uniquely) furnished with ℓ-relations λX for all objects X ∈ E in such a way to determine
a ♦1-cone (resp. a ♦2-cone) over E.
2) If H is a locale and all the λC are ℓ-bijections, so are all the λX.
Proof. 1) Let X ∈ E and (a, b) ∈ T X × T X. Take C f−→ X and c ∈ TC such that
a = T ( f )(c). If λX were defined so that the ♦1( f ) diagram commutes, the equation
(1) λX〈a, b〉 =
∨
T ( f )(y)=b
λC〈c, y〉
should hold (see 1.6). We define λX by this equation. This definition is independent of
the choice of c, C, and f . In fact, let D g−→ X and d ∈ T D such that a = T (g)(d), and
take (e, E) in the diagram of F, E h−→ C, E ℓ−→ D such that T (h)(e) = c, T (ℓ)(e) = d
and T ( f h) = T (gℓ). Then we compute∨
T ( f )(y)=b
λC〈c, y〉
♦1(h)
=
∨
T ( f )(y)=b
∨
T (h)(w)=y
λE〈e, w〉 =
∨
T ( f h)(w)=b
λE〈e, w〉.
From this and the corresponding computation with d, D, and ℓ it follows:∨
T ( f )(y)=b
λC〈c, y〉 =
∨
T (g)(y)=b
λD〈d, y〉.
Given X
g
−→ Y in E, we check that the ♦1(g) diagram commutes: Let (a, b) ∈ T X × TY ,
take C
f
−→ X such that a = T ( f )(c), and let d = T (g)(a) = T (g f )(c). Then:
λY〈d, b〉 =
∨
T (g f )(z)=b
λC〈c, z〉 =
∨
T (g)(x)=b
∨
T ( f )(z)=x
λC〈c, z〉 =
∨
T (g)(x)=b
λX〈a, b〉.
Clearly a symmetric argument can be used if we assume at the start that the ♦2 diagram
commutes. In this case, λX would be defined by:
(2) λX〈a, b〉 =
∨
T ( f )(y)=a
λC〈y, c〉
with T ( f )(c) = b.
If the TC × TC λC−→ H form a ♦1 and a ♦2 cone, definitions (1) and (2) coincide. In
fact, since they are both independent of the chosen c, it follows they are equal to∨
T ( f )(y)=b, T ( f )(c)=a
λC〈c, y〉 =
∨
T ( f )(y)=a, T ( f )(c)=b
λC〈y, c〉
2) It is straightforward and we leave it to the reader. 
20
It is worthwhile to consider the case of a locally connected topos. In this case it
clearly follows from the above (abusing notation) that given a, b ∈ T X, if a, b are in
the same connected component C ⊂ X, a, b ∈ TC, then λX(a, b) = λC(a, b), and if they
are in different connected components, then λX(a, b) = 0. When the topos is atomic and
H = Aut(F) (see 1.46), the reverse implication holds, namely, if λX(a, b) = 0, then a, b
must be in different connected components (Theorem 1.58, 1)).
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1.4 The isomorphism Cmd0(G) = Rel(βG)
The purpose of this section is to establish an isomorphism of categories between
Cmd0(G) and Rel(βG), where G is a fixed localic group, or, what amounts to the same
thing, an idempotent Hopf algebra in the monoidal category sℓ of sup-lattices, as we
explained in section 1.1.
1.32. The category Cmd0(G).
As for any coalgebra, a comodule structure over G is a sup-lattice S ∈ sℓ together
with a map S
ρ
→ G ⊗ S satisfying the coaction axioms:
(G ⊗ ρ) ◦ ρ = (w ⊗ S ) ◦ ρ, and (e ⊗ S ) ◦ ρ = S . (1.33)
where w, e are the comultiplication and the counit of G, and S is the isomorphism
2 ⊗ S  S .
A comodule morphism between two comodules is a map which makes the usual
diagrams commute (see [15]). We define the category Cmd0(G) as the full subcategory
with objects the comodules of the form S = ℓX, for any set X. If we forget the comodule
structure we have a faithful functor
Cmd0(G) T−→ sℓ0 = Rel.
1.34. The category βG.
The construction of the category βG of sets furnished with an action of G (namely,
the classifying topos of G) requires some considerations (for details see [8]). Given a set
X, we define the locale Aut(X) to be the universal ℓ-bijection in the category of locales,
X × X
λ
−→ Aut(X). It is constructed in two steps: first consider the free locale on X × X,
X×X

−→ Rel(X). Clearly it is the universal ℓ-relation in the category of locales. Second,
Rel(X) −→ Aut(X) is determined by the topology generated by the covers that force the
four axioms in 1.11 (see [28], [8]). Notice that it follows by definition that the points
of the locales Rel(X) and Aut(X) are the relations and the bijections of the set X. Given
(x, y) ∈ X × X, we will denote 〈x | y〉 = 〈x, y〉 = λ〈x, y〉 indistinctly in both cases. We
abuse notation and omit to indicate the associated sheaf morphism Rel(X) −→ Aut(X).
The elements of the form 〈x | y〉 generate both locales by taking arbitrary suprema of
finite infima.
It is straightforward to check that the following maps are ℓ-bijections.
w : X × X −→ Aut(X) ⊗ Aut(X), w〈x | y〉 =
∨
z
〈x | z〉 ⊗ 〈z | y〉 ,
e : X × X −→ 2, e〈x | y〉 = δx=y.
ι : X × X −→ Aut(X), ι〈x | y〉 = 〈y | x〉 .
(1.35)
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It follows (from the universal property) that they determine locale morphisms with
domain Aut(X). They define a coalgebra structure on the locale Aut(X), which further-
more results a Hopf algebra (or localic group).
An action of a localic group G in a set X is defined as a localic group morphism
G
µ̂
−→ Aut(X). This corresponds to a Hopf algebra morphism Aut(X) µ−→ G, which is
completely determined by its value on the generators, that is, an ℓ-bijection X×X µ−→ G,
that in addition satisfies
wµ = (µ ⊗ µ)w , eµ = e , µι = ιµ. (1.36)
(the structures in both Hopf algebras are indicated with the same letters).
As we shall see in Proposition 1.40, the equation µι = ιµ follows from the other
two. That is, any action of G viewed as a monoid is automatically a group action.
Given two objects X, X′ ∈ βG, a morphism between them is a function between the
sets X
f
−→ X′ satisfying µ〈a|b〉 ≤ µ′〈 f (a)| f (b)〉. Notice that this is a  diagram as in
section 1.2.
If we forget the action we have a faithful functor βG F−→ Ens (which is the inverse
image of a point of the topos, see [8] Proposition 8.2). Thus, we have a commutative
square (see 1.22):
βG //
F

Rel(βG)
Rel(F)

Ens // Rel.
We have the following theorem, that we will prove in the rest of this section.
Theorem 1.37. There is an isomorphism of categories making the triangle commuta-
tive:
Cmd0(G) = //
T ""❋
❋❋
❋❋
❋❋
❋❋
Rel(βG)
Rel(F)
||③③
③③
③③
③③
sℓ0 = Rel.
The identification between relations R ⊂ X × X′ and linear maps ℓX → ℓX′ lifts to the
upper part of the triangle. 2
Recall that since the functor F is the inverse image of a point, it follows that mono-
morphisms of G-sets are injective maps.
Proposition 1.38. Let f : X → X′ a morphism of G-sets. Then for each a, b ∈ X,
µ′〈 f (a)| f (b)〉 =
∨
f (x)= f (b)
µ〈a|x〉.
In particular, if f is a monomorphism, we have µ′〈 f (a)| f (b)〉 = µ〈a|b〉.
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Proof. Since the actions are ℓ-bijections, in particular ℓ-functions, by proposition 1.15
the  diagram implies the ♦1 diagram. The statement follows by taking (a, f (b)) ∈
X × X′. 
Proposition 1.38 says that the subobjects Z ֒→ X of an object X in βG are the subsets
Z ⊂ X such that the restriction of the action Z × Z ⊂ X × X
µ
−→ G is an action on Z. We
have:
Proposition 1.39. Let X be a G-set and Z ⊂ X any subset. If the restriction of the action
to Z is an ℓ-bijection, then it is already an action.
Proof. We have to check the equations in 1.36. The only one that requires some care
is the first. Here it is convenient to distinguish notationally as wZ , wX and w the
comultiplications of Aut(Z), Aut(X) and G respectively. By hypothesis we have (1)
wµ〈a|b〉 = (µ ⊗ µ)wX〈a|b〉 =
∨
x∈X
µ〈a|x〉 ⊗ µ〈x|b〉. We claim that when a, b ∈ Z, this
equation still holds by restricting the supremum to the x ∈ Z, which is the equation
wµ〈a|b〉 = (µ ⊗ µ)wZ . In fact, from axioms ed) and su) for µ on Z it follows (2)
1 =
∨
y, z ∈Z
µ〈a|y〉 ⊗ µ〈z|b〉. Then, the claim follows by taking the infimum in both sides of
equations (1) and (2), and then using the axioms uv) and in) for µ on X. 
Proposition 1.40. Given a localic group G and a localic monoid morphism G
µ̂
→
Rel(X), there exists a unique action of G in X such that
Rel(X) G,µ̂oo
µ̂{{✇
✇
✇
✇
i.e. Rel(X) µ //
%%❑❑
❑❑❑
❑❑❑
❑ G.
Aut(X)
ee❑❑❑❑❑❑❑❑❑
Aut(X)
µ
;;✇
✇
✇
✇
Proof. µ is determined by an ℓ-relation X × X µ−→ G preserving w and e (see equations
1.36). It factorizes through Aut(X) provided it is an ℓ-bijection, and the factorization
defines an action if it also preserves ι.
Consider the following commutative diagram
X × X w //
µ

e
||②②
②②
②②
②②
②
Rel(X) ⊗ Rel(X)
µ⊗µ

2
u
""❊
❊❊
❊❊
❊❊
❊❊ G
w //eoo G ⊗G
ι⊗G

G⊗ι

G G ⊗G.∧oo
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Chasing an element (b, b) ∈ X×X all the way down to G using the arrow G⊗ ι it follows∨
y
µ〈b|y〉 ∧ ιµ〈y|b〉 = 1. Thus, in particular, we have (1)
∨
y
µ〈b|y〉 = 1. Chasing in the
same way an element (a, b) with a , b, but this time using the arrow ι ⊗ G, it follows∨
x
ιµ〈a|x〉 ∧ µ〈x|b〉 = 0. Thus (2) ιµ〈a|x〉 ∧ µ〈x|b〉 = 0 for all x.
We will see now that ιµ ≤ µι (since ι2 = id, it follows that also µι ≤ ιµ).
ιµ〈a|b〉 (1)= ιµ〈a|b〉 ∧
∨
y
µ〈b|y〉 =
∨
y
ιµ〈a|b〉 ∧ µ〈b|y〉 (2)= ιµ〈a|b〉 ∧ µ〈b|a〉, since all the
other terms in the supremum are 0. Then ιµ〈a|b〉 ≤ µ〈b|a〉 = µι〈a|b〉.
Thus we have ιµ〈a|b〉 = µι〈a|b〉 (= µ〈b|a〉). With this, it is clear from the equations
(1) and (2) above that the four axioms 1.11 of an ℓ-bijection hold. 
Proposition 1.41. There is a bijection between the objects of the categories Cmd0(G)
and Rel(βG).
Proof. Since (ℓX)∧ = ℓX, we have a bijection of linear maps
ℓX ρ // G ⊗ ℓX
ℓX ⊗ ℓX µ // G.
As with every duality (ε, η), µ is defined as the composition
µ : ℓX ⊗ ℓX ρ⊗ℓX // G ⊗ ℓX ⊗ ℓX G⊗ε // G.
And conversely, we construct ρ as the composition
ρ : ℓX ℓX⊗η // ℓX ⊗ ℓX ⊗ ℓX µ⊗ℓX // G ⊗ ℓX.
It is easy to check (for example, using the elevators calculus) that that ρ satisfies equa-
tions 1.33 if and only if µ satisfies the first two equations 1.36 (by proposition 1.40, such
a µ satisfies also the third equation). 
The product of two G-sets X and X′ is equipped with the action given by the product
ℓ-relation µ ⊠ µ′ (1.12), which is an action by proposition 1.13.
An arrow of the category Rel(βG) is a monomorphism R ֒→ X × X′, in particular, a
relation of sets R ⊂ X × X′. It follows from propositions 1.38 and 1.39, that a relation
R ֒→ X × X′ in the category βG is the same thing that a relation of sets R ⊂ X × X′ such
that the restriction of the product action to R is still an ℓ-bijection (on R). The following
proposition finishes the proof of theorem 1.37.
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Proposition 1.42. Let X, X′ be any two G-sets, and R ⊂ X × X′ a relation on the
underlying sets. Then, R underlines a monomorphism of G-sets R ֒→ X × X′ if and only
if the corresponding linear map R : ℓX → ℓX′ is a comodule morphism.
Proof. Let θ be the restriction of the product action µ × µ′ to R. We claim that the
diagram expressing that R : ℓX → ℓX′ is a comodule morphism is equivalent to the
diagram ♦(R,R) in 1.5. The proof follows then by proposition 1.21.
proof of the claim: It can be done by chasing elements in the diagrams, or more
generally by using the elevators calculus explained in appendix B:
The comodule morphism diagram is the equality
ℓX
✖✖
✖✖
✖
η ✯✯
✯✯
✯ ℓX
✚✚
✚✚
R✩
✩✩
✩
✔✔
✔✔
✔
η ✰✰
✰✰
✰
ℓX
✱✱
✱✱
✱
µX
ℓX
✒✒
✒✒
✒
ℓX
✚✚
✚✚
R✩
✩✩
✩ = ℓX′
✳✳
✳✳
✳
µX′
ℓX′
✏✏
✏✏
✏
ℓX′
G ℓX′ G ℓX′,
(1.43)
while the diagram ♦ is
ℓX
✖✖
✖✖
✖
η ✯✯
✯✯
✯ ℓX′ ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX
′
ℓX ℓX ℓX
✚✚
✚✚
R✩
✩✩
✩ ℓX′ = ℓX′
✴✴
✴✴
✴
µX′
ℓX′
✎✎
✎✎
✎
ℓX
✱✱
✱✱
µX
ℓX
✒✒
✒✒
ℓX′
✯✯
✯✯
✯✯
ε
ℓX′
✔✔
✔✔
✔✔
G.
G
(1.44)
Recall that the triangular equations of a duality pairing are:
✘✘
✘✘ ✫✫
✫✫
η
X Y
✘✘
✘✘ ✫✫
✫✫
ηX Y
X Y
✫✫
✫✫
✫
ε
X
✘✘
✘✘
✘
X = X XXandXX Y
✫✫
✫✫
✫
ε
X
✘✘
✘✘
✘
Y X = X
X Y.
X Y
(1.45)
Proof of (1.43) =⇒ (1.44):
ℓX
✖✖
✖✖
✖
✱✱
✱✱
✱
η
ℓX′ ℓX
✖✖
✖✖
✖
✱✱
✱✱
✱
η
ℓX′ ℓXR
✚✚
✚✚
✔✔
✔✔
✔
✯✯
✯✯
✯
η
ℓX′
ℓX ℓX ℓXR
✚✚
✚✚
ℓX′
=
ℓX
✱✱
✱✱
µX
ℓX
✒✒
✒✒
ℓXR
✚✚
✚✚
ℓX′
(1.43)
=
ℓX′
✵✵
✵✵
✵
µX′
ℓX′
✏✏
✏✏
✏
ℓX′ ℓX′
=
ℓX
✱✱
✱✱
µX
ℓX
✒✒
✒✒
ℓX′
✱✱
✱✱
✱✱
ε
ℓX′
✔✔
✔✔
✔✔
G ℓX′
✱✱
✱✱
✱✱
ε
ℓX′
✔✔
✔✔
✔✔
G ℓX′
✯✯
✯✯
✯✯
ε
ℓX′
✔✔
✔✔
✔✔
G
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ℓXR
✚✚
✚✚
✔✔
✔✔
✔
✯✯
✯✯
✯
η
ℓX′ ℓXR
✚✚
✚✚
ℓX′
=
ℓXR
✚✚
✚✚
ℓX′
=
ℓX′ ℓX′ ℓX′
✯✯
✯✯
✯✯
ε
ℓX′
✔✔
✔✔
✔✔ (△)
=
ℓX′ ℓX′ ℓX′
✶✶
✶✶
✶
µX′
ℓX′
✎✎
✎✎
✎
ℓX′
✵✵
✵✵
✵
µX′
ℓX′
✏✏
✏✏
✏
ℓX′
✵✵
✵✵
✵
µX′
ℓX′
✏✏
✏✏
✏
G.
G G
Proof of (1.44) =⇒ (1.43):
ℓXR
✘✘
✘
✑✑
✑ ✳✳
✳✳
η
ℓX
✑✑
✑ ✳✳
✳✳
η
ℓX
✑✑
✑ ✳✳
✳✳
η
ℓX′ ℓX′ ℓX′
=
ℓXR
✘✘
✘
ℓX′ ℓX′
(1.44)
=
ℓX
✓✓
✓ ✵✵
✵✵
η
ℓX′ ℓX′
=
G
☛☛☛µX′
✺✺✺
ℓX′ ℓX′ ℓX′ ℓX′ ℓX ℓX ℓXR
✘✘
✘
ℓX′ ℓX
G
☛☛☛µX′
✺✺✺
ℓX′ ℓX ℓX ℓX′ ℓX′ ℓX′
G
✌✌✌µX
✶✶✶ ✑✑✑✑✑
ε
✵✵✵✵✵
ℓX′
ℓX
✒✒
✒ ✵✵
✵✵
η
ℓX
✒✒
✒ ✵✵
✵✵
η
ℓX
✒✒
✒ ✵✵
✵✵
η
=
ℓX ℓX ℓXR
✘✘
✘ (△)
=
ℓX ℓX ℓXR
✘✘
✘ =
ℓX ℓX ℓXR
✘✘
✘
ℓX ℓX ℓX′
✑✑
✑ ✲✲
✲
η
ℓX ℓX ℓX′ G
✌✌✌µX
✶✶✶
ℓX′.
G
✌✌✌µX
✶✶✶
ℓX′ ℓX′ ℓX′ G
✌✌✌µX
✶✶✶
ℓX′
✑✑✑✑✑
ε
✵✵✵✵✵
ℓX′

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1.5 The Galois and the Tannakian contexts
The Galois context.
1.46. The localic group of automorphisms of a functor.
Let Ens
f
−→ E be any pointed topos, with inverse image f ∗ = F, E F−→ Ens. The
localic group of automorphisms of F is defined to be the universal-cone of ℓ-bijections
in the category of locales, as described in the following diagram (see [8]):
FX × FX
λX
''❖❖
❖❖❖
❖❖❖
❖❖❖
φX
''
F( f )×F( f )

≥ Aut(F) φ //❴❴❴❴❴❴❴ H.
FY × FY
λY
77♣♣♣♣♣♣♣♣♣♣♣
φY
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(φ a locale morphism)
(1.47)
From propositions 1.26 and 1.31 it immediately follows
Proposition 1.48. The localic group Aut(F) exists and it is isomorphic to the localic
group of automorphisms of the restriction of F to any small site of definition for E. 2
A point Aut(F) φ−→ 2 corresponds exactly to the data defining a natural isomor-
phism of F. Given (a, b) ∈ FX × FX, we will denote 〈X, a|b〉 = λX(a, b). This element
of Aut(F) corresponds to the open set {φ | φX(a) = b} of the subbase for the product
topology in the set of natural isomorphisms of F. For details of the construction of this
locale see [8].
The ℓ-bijections λX determine morphisms of locales Aut(FX) µX−→ Aut(F),
µX〈a|b〉 = 〈X, a|b〉. It is straightforward to check that the following three families of
arrows are -cones of ℓ-bijections:
FX × FX
wX
−→ Aut(F) ⊗ Aut(F), wX(a, b) =
∨
x∈FX
〈X, a|x〉 ⊗ 〈X, x|b〉,
FX × FX
ιX
−→ Aut(F), ιX(a, b) = 〈X, b|a〉,
FX × FX
eX
−→ 2, eX(a, b) = δa=b.
(1.49)
By the universal property they determine localic morphisms with domain Aut(F) which
define a localic group structure on Aut(F), such that µX becomes an action of Aut(F) on
FX, and such that for any X
f
−→ Y ∈ E, F( f ) is a morphism of actions. In this way
there is a lifting ˜F of the functor F into βG, E
˜F
−→ βG, for G = Aut(F).
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1.50. The (Neutral) Tannakian context associated to pointed topos.
For generalities, notation and terminology concerning Tannaka theory see appendix
A. We consider a topos with a point Ens
f
−→ E, with inverse image f ∗ = F, E F−→ Ens.
We have a diagram (see 1.22):
E //
F

Rel(E)
Rel(F)

Ens // Rel = sℓ0
This determines a Tannakian context as in appendix A, with X = Rel(E), V = sℓ,
V0 = Rel = sℓ0 and T = Rel(F). Furthermore, in this case X, V are symmetric, T is
monoidal (1.1, 1.22), and every object of X has a right dual. Thus, the (large) coend
End∨(T ) (which exists, as we shall see) is a (commutative) Hopf algebra (proposition
A.5).
The universal property which defines the coend End∨(T ) is that of a universal ♦-cone
in the category of sup-lattices, as described in the following diagram:
T X × T X
λX
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖ φX
&&
T X × TY
TR×TY &&◆◆
◆◆◆
◆◆◆
◆◆◆
◆
T X×TRop
77♣♣♣♣♣♣♣♣♣♣♣♣
≡ End∨(T ) φ //❴❴❴❴❴❴ H.
TY × TY
λY
77♦♦♦♦♦♦♦♦♦♦♦
φY
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(φ a linear map)
Given (a, b) ∈ T X× T X, we will denote [X, a, b] = λX〈a, b〉.
From proposition 1.31 and 1.25 it immediately follows:
Proposition 1.51. The large coend defining End∨(T ) exists and can be computed by
the coend corresponding to the restriction of T to the full subcategory of Rel(E) whose
objects are in any small site C of definition of E. 2
By the general Tannaka theory we know that the sup-lattice End∨(T ) is a Hopf alge-
bra in sℓ. The description of the multiplication m and a unit u given below proposition
A.4 yields in this case, for X, Y ∈ X (here, F(1C) = 1Ens = {∗}):
m([X, a, a′], [Y, b, b′]) = [X × Y, (a, b), (a′, b′)], u(1) = [1C, ∗, ∗]. (1.52)
This shows that T X × T X λX−→ End∨(T ) is a compatible ♦-cone, thus by proposi-
tion 1.28 it follows that End∨(T ) is a locale, with top element [1C, ∗, ∗] and infimum
[X, a, a′] ∧ [Y, b, b′] = [X × Y, (a, b), (a′, b′)].
We let the reader check the following:
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1.53. The descriptions in the general Tannaka theory of the comultiplication w, the
counit ε and the antipode ι (see appendix A) yield in this case the formulae
wX(a, b) =
∨
x∈FX
[X, a, x] ⊗ [X, x, b], ιX(a, b) = [X, b, a] and εX(a, b) = δa=b.
2
1.54. The isomorphism End∨(T )  Aut(F).
From propositions 1.26 and 1.29 it immediately follows (recall that T = F on E) that
T X × T X
λX
−→ Aut(F) and T X × T X λX−→ End∨(T ) are both -cones and ♦-cones of ℓ-
bijections. From proposition 1.30 and the respective universal properties it follows that
they are isomorphic locales respecting the cone maps λX. Furthermore, by the formulae
in 1.49 and 1.53 we see that under this isomorphism the comultiplication, counit and
antipode correspond. Thus, we have:
Theorem 1.55. Given any pointed topos, there is a unique isomorphism of localic
groups End∨(T )  Aut(F) commuting with the λX. 2
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1.6 The main Theorems
A pointed topos Ens
f
−→ E, with inverse image f ∗ = F, E F−→ Ens, determines a
situation described in the following diagram:
βG //
✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺
Rel(βG) = // Cmd0(G) = // Cmd0(H)
  ✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
✂✂
E
F

//
F˜
cc●●●●●●●●●●
Rel(E)
Rel(F˜)
ff▲▲▲▲▲▲▲▲▲▲
T

T˜
88qqqqqqqqqqq
Ens // Rel = sℓ0 ⊂ sℓ.
(1.56)
where G = Aut(F), T = Rel(F), H = End∨(T ) and the two isomorphisms in the first
row of the diagram are given by Theorems 1.37 and 1.55.
Theorem 1.57. The (Galois) lifting functor F˜ is an equivalence if and only if the (Tan-
naka) lifting functor T˜ is such. 2
Assume now that E is a connected atomic topos. The full subcategory of connected
objects C ⊂ E furnished with the canonical topology is a small site for E. In [8] it is
proved that the diagram of the functor F restricted to this site C F−→ Ens is a poset
(This fact distinguishes atomic topoi from general locally connected topoi), an explicit
construction of Aut(F) is given, and the following key result of localic Galois Theory is
proved:
Theorem 1.58 ([8] 6.9, 6.11).
1) For any C ∈ C and (a, b) ∈ FC × FC, 〈C, a|b〉 , 0.
2) Given any other (a′, b′) ∈ FC′ × FC′, if 〈C, a|b〉 ≤ 〈C′, a′|b′〉, then there exists
C
f
−→ C′ in C such that a′ = F( f )(a), b′ = F( f )(b).
The following theorem follows from 1.58 by a formal topos theoretic reasoning.
Theorem 1.59 ([8] 8.3). The (Galois) lifting functor F˜ is an equivalence if and only if
the topos E is connected atomic. 2
From 1.57 and 1.59 we have:
Theorem 1.60. The (Tannaka) lifting functor T˜ is an equivalence if and only if the topos
E is connected atomic. 2
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2 Relations, functions and bijections in a topos
We begin this section with the first previous steps necessary to develop the results of
section 1 over an arbitrary elementary topos.
Following Joyal and Tierney in [17], Introduction p.vii, we fix an elementary topos
S (with subobject classifier Ω), and work in this universe in the internal language of
this topos, as we would in naive set theory (but without axiom of choice or law of the
excluded middle). This means for us that:
• We are able to consider elements x of objects X of S, a situation which we denote
by x ∈ X, and to apply arrows X
f
−→ Y to obtain f (x) ∈ Y .
• We may consider equality of such elements, given by the characteristic function
X ×X
δX
−→ Ω of the diagonal X △−→ X ×X. We will denote ~x= x′ = δ(x, x′) ∈ Ω,
for x, x′ ∈ X.
• A internal structure for an object X in S becomes in this way a structure as in set
theory, for example we think in this way of the Heyting algebra structure of Ω
(see [29], 5.13)
• Also following the work of [17], we won’t make the distinction between elements
of XY and arrows Y −→ X in S, though of course there is. More precisely, to
prove a statement about the elements of XY , we will consider arrows Y −→ X.
We don’t claim originality of the main results of this section up to 2.38 (that ΩX is
the free sup-lattice on X, that functional relations correspond to arrows of S), as most
of these can be found in the references or are folkloric, but we make nevertheless a
complete development including full (sketches of the) proofs since we do these in a way
that can be generalized to any sup-lattice (or locale) G in place of Ω in section 2.1.
Remark 2.1. Given x, y ∈ X, f ∈ YX, we have ~x = y ≤ ~ f (x) = f (y). f is a
monomorphism if and only if the equality holds (for every x, y ∈ X).
Proof. Consider the commutative diagram 1 :
X × X ( f , f ) //
2
Y × Y δY //
p.b.
Ω
X
△
OO
f // Y
△
OO
// 1
1
OO
It yields a in-
clusion of subobjects of X × X that is carried via the isomorphism
S ub(X × X)  [X × X,Ω] to the desired inequality δX ≤ δY ◦ ( f , f ).
Also, f is a monomorphism if and only if 2 is a pull-back, if and only if 1 is so, if
and only if δX = δY ◦ ( f , f ). 
Proposition 2.2. For each a, b ∈ Ω, a ∧ ~a=b ≤ b.
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Proof. Consider, as in [29] p.137, Ω1 −→ Ω × Ω the equalizer of ∧ and π1, with
classifying map ⇒, and denote ~a ≤ b = ⇒ (a, b). Then it is enough to show that
(∗) : ~a=b ≤ ~a≤b since by the adjunction ∧ ⊣ ⇒ we have a ∧ ~a≤b ≤ b.
In fact (*) holds because Ω △−→ Ω × Ω is contained in Ω1 −→ Ω × Ω as subobjects
of Ω × Ω, since △ equalizes ∧ and π1. This yields the inequality of the characteristic
functions ~(−)= (−) ≤ ~(−)≤ (−). 
2.3. Relations in a topos.
A relation between X and Y is a subobject R ֒→ X × Y or, equivalently, an ar-
row X × Y
λ
−→ Ω. Relations are composed using pullbacks and image factorizations
in S, or equivalently if they are given as X × Y λ−→ Ω, Y × Z
µ
−→ Ω by the formula
c(x, z) = ∨y λ(x, y) ∧ µ(y, z), i.e. matrix multiplication. This yields a category
Rel = Rel(S) of relations in S. We have the following correspondence:
(in particular for the diagonal △)
R ֒→ X × Y a relation X
△
֒→ X × X the identity relation
X × Y
λ
−→ Ω a relation X × X δ−→ Ω the identity relation
Y
λ∗
−→ ΩX its inverse image X
{}
−→ ΩX
X
λ∗
−→ ΩY its direct image
λ∗(y)(x) = λ(x, y) = λ∗(x)(y) {y}(x) = ~x=y = {x}(y)
(2.4)
Lemma 2.5. For each x, x1, x2 ∈ X, we have
i)
∨
y∈X
~x=y = 1, ii)~x= x1 ∧ ~x= x2 ≤ ~x1= x2.
Proof. Only ii) requires a proof. The pull-back of monomorphisms
X
△

△ // X × X
f

X × X g // X × X × X,
where f (x, x1) = (x, x1, x) and g(x, x2) = (x, x, x2), computes the intersection
{(x, x1, x2)|x = x1} ∩ {(x, x1, x2)|x = x2} = △(X) ⊆ X × X × X.
Now the commutative square
X × X × X
π2,3 // X × X δX // Ω
X
△
OO
// 1
1
OO
shows the inclusion
of subobjects {(x, x1, x2)|x = x1} ∩ {(x, x1, x2)|x = x2} ⊆ {(x, x1, x2)|x1 = x2} which, when
translated to the characteristic functions, yields the desired inequality. 
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Remark 2.6. Lemma 2.5 says that X × X δX−→ Ω is a function in the sense of definition
2.31 below.
2.7. On the structure of ΩX.
The power set PX = ΩX has the sup-lattice (and locale) structure given pointwise by
the structure of Ω ([17], I.1 p.1). Via the isomorphism sℓ  Ω-Mod ([17], II.1 Propo-
sition 1 p.8), we obtain a Ω-module structure for ΩX which is given by the canonical
isomorphism Ω ⊗ΩX ·−→ ΩX, (a · θ)(x) = a ∧ θ(x).
Lemma 2.8. For each θ ∈ ΩX, x, y ∈ X, we have θ(x) ∧ ~x=y ≤ θ(y)
Proof. Recall remark 1.4. θ(x) ∧ ~x=y 2.1≤ θ(x) ∧ ~θ(x)=θ(y) 2.2≤ θ(y). 
Proposition 2.9. For each θ ∈ ΩX, θ =
∨
x∈X
θ(x) · {x}. This shows how any arrow
X
f
−→ M into a Ω-module can be extended uniquely to ΩX as f (θ) =
∨
x∈X
θ(x) · f (x),
so the singleton X {}−→ ΩX is a free Ω-module structure on X (i.e. a free sup-lattice
structure, cf. [17], II.1 p.8).
Proof. We can show the equality pointwise, we have to show that for each y ∈ X,
θ(y) = ∨x∈X(θ(x) · {x})(y) = ∨x∈X θ(x) ∧ ~x = y. The inequality ≥ is given by lemma
2.8, and the inequality ≤ is obtained by taking x = y. 
Lemma 2.10. For each, x, y ∈ X, we have ~x=y · {x} ≤ {y} in ΩX.
Proof. We can show the inequality pointwise, for each z ∈ X,
(~x=y · {x})(z) = ~x=y ∧ ~x=z 2.5≤ ~y=z = {y}(z).

The following lemma will be the key for many following computations.
Lemma 2.11. If L is a Ω-module (i.e. a sup-lattice), then any arrow f ∈ LX satisfies
~x=y · f (x) = ~x=y · f (y).
Proof. By symmetry it is enough to show that ~x = y · f (x) ≤ ~x = y · f (y), i.e.
~x=y · f (x) ≤ f (y). Consider the extension ΩX f−→ L as a Ω-module morphism given
by proposition 2.9. Then
~x=y · f (x) = f (~x=y · {x}) 2.10≤ f ({y}) = f (y).

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Remark 2.12. If L is a locale, we have a unique locale morphism Ω −→ L ([17], II.1
p.8), then we can think that the elements of Ω are in L, in a way that is compatible with
the structure of L (like we think of Z in any ring R).
Corollary 2.13. Given any arrow Y
f
−→ L into a locale L, we have:
f (x) ∧ f (y) ≤ ~x=y ⇐⇒ f (x) ∧ f (y) = ~x=y · f (x) = ~x=y · f (y).

Lemma 2.14. The singleton arrow Y {}−→ ΩY determines a presentation of the locale
ΩY in the following sense:
i) 1 =
∨
y∈Y
{y}, ii) {x} ∧ {y} ≤ ~x=y.
Given any other arrow Y
f
−→ L into a locale L such that:
i) 1 =
∨
y
f (y), ii) f (x) ∧ f (y) ≤ ~x=y
there exists a unique locale morphism ΩY
f
−→ L such that f ({y}) = f (y).
Proof. Equations i) and ii) for {}, when considered pointwise, are the equations in
lemma 2.5.
Now, given Y
f
−→ L by proposition 2.9 there is a unique Ω-module morphism
ΩY
f
−→ L such that f ({y}) = f (y). Since equation i) holds in both locales, f preserves 1.
Since equation ii) holds in both locales and is equivalent to f (x) ∧ f (y) = ~x=y · f (x)
by corollary 2.13, f preserves ∧. 
Remark 2.15. By looking at the proof, we see that we have proved that given any arrow
Y
f
−→ L into a locale, its extension as a Ω-module morphism to ΩY preserves 1 if and
only if equation i) holds in L, and preserves ∧ if and only if equation ii) holds in L.
2.16. The four axioms for relations.
The following axioms for relations are considered in [28], see also [11] and compare
with [12] and [19], 16.3.
Definition 2.17. A relation X × Y λ−→ Ω is:
ed) Everywhere defined, if for each x ∈ X,
∨
y∈Y
λ(x, y) = 1.
uv) Univalued, if for each x ∈ X, y1, y2 ∈ Y, λ(x, y1) ∧ λ(x, y2) ≤ ~y1=y2.
su) Surjective, if for each y ∈ Y,
∨
x∈X
λ(x, y) = 1.
in) Injective, if for each y ∈ Y, x1, x2 ∈ X, λ(x1, y) ∧ λ(x2, y) ≤ ~x1= x2.
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Remark 2.18. Notice the symmetry between ed) and su), and between uv) and in).
Many times in this thesis we will work with axioms ed) and uv), but symmetric state-
ments always hold with symmetric proofs.
Remark 2.19. By corollary 2.13 axiom uv) is equivalent to:
uv) for each x ∈ X, y1, y2 ∈ Y, λ(x, y1) ∧ λ(x, y2) = ~y1=y2 · λ(x, y1).
By remark 2.15, we obtain:
Proposition 2.20. Consider a relation λ and its inverse image ΩY λ
∗
−→ ΩX. λ∗ respects
1 if and only if λ satisfies axiom ed), and λ∗ respects ∧ if and only if λ satisfies axiom
uv).
Proof. Consider Y λ
∗
−→ ΩX. λ is ed) if and only if for each x ∈ X,∨y λ∗(y)(x) = 1. Since
the structure of ΩX is given pointwise, this happens if and only if ∨y λ∗(y) = 1, which
by remark 2.15 happens if and only if the extension ΩY λ
∗
−→ ΩX respects 1. We have a
similar situation for axiom uv) that we leave for the reader to check. 
2.21. The inverse and the direct image of a relation.
Using proposition 2.9, we can continue the correspondences of (2.4) as
X × Y
λ
−→ Ω a relation
ΩY
λ∗
−→ ΩX a Ω-module morphism
ΩX
λ∗
−→ ΩY a Ω-module morphism
λ∗({y})(x) = λ(x, y) = λ∗({x})(y)
(2.22)
λ∗({y}) =
∨
x∈X
λ(x, y) · {x}, λ∗({x}) =
∨
y∈Y
λ(x, y) · {y}
2.23. Given X × Y λ−→ Ω, Y × Z
µ
−→ Ω, by (2.22) the composition µ∗λ∗ of their
direct images maps {x} to
∨
z∈Z
∨
y∈Y
λ(x, y) ∧ µ(y, x) · {z}, which is the direct image of their
composition as relations defined in 2.3. This yields a full-and-faithful inclusion functor
Rel // (−)∗ // sℓ
X × Y
λ
−→ Ω
✤ // ΩX
λ∗
−→ ΩY
Remark 2.24. Note that the product of S is not a product in Rel, it is instead a tensor
product that is mapped via this inclusion to the tensor product ⊗ of sℓ, since
ΩX×Y = ΩX ⊗ΩY .
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2.25. Arrows versus functions.
Consider an arrow X
f
−→ Y in the topos S. We define its graph
R f = {(x, y) ∈ X × Y | f (x) = y}, and denote its characteristic function by X × Y
λ f
−→ Ω,
λ f (x, y) = ~ f (x)=y.
Remark 2.26. Using the previous constructions, we can form commutative diagrams
S
λ(−) //
P
66Rel
(−)∗ // sℓ S
λ(−) //
Ω(−)
55Rel
(−)∗ // sℓop
Given X
f
−→ Y , P( f ) is the extension of X f−→ Y {}−→ ΩY toΩX, andΩ f : ΩY −→ ΩX
is given by precomposition with f . Then we have the commutativities because for each
x ∈ X, y ∈ Y ,
(λ f )∗({x})(y) = λ f (x, y) = ~ f (x)=y = { f (x)}(y) = P( f )({x})(y), and
(λ f )∗({y})(x) = λ f (x, y) = ~ f (x)=y = {y}( f (x)) = Ω f ({y})(x).
In other words, P( f ) is the direct image of (the graph of) f , and Ω f is its inverse
image. We will use the notations f∗ := P( f ) = (λ f )∗, f ∗ := Ω f = (λ f )∗.
The relations which are the graphs of arrows of the topos are characterized as fol-
lows, for example in [19], theorem 16.5.
Proposition 2.27. Consider a relation X × Y λ−→ Ω, the corresponding subobject
R ֒→ X × Y and the arrows R
p
−→ X, R
q
−→ Y obtained by composing with the projec-
tions from the product. There is an arrow X f−→ Y of the topos such that λ = λ f if and
only if p is an isomorphism, and in this case f = q ◦ p−1. 
Remark 2.28. Consider a subobject A ֒→ X with characteristic function α, and let
Y
f
−→ X. Then, by pasting the pull-backs, it follows that the characteristic function of
f −1A is α ◦ f . This means that the square
S ub(X)
f −1

⊣
 // ΩX
f ∗

⊣
S ub(Y)
Im f
OO
 // ΩY
∃ f
OO
is commutative when
considering the arrows going downwards, then also when considering the left adjoints
going upwards.
In particular for a relation X×Y λ−→ Ωwith corresponding subobject R ֒→ X×Y , and
the projection X × Y π1−→ X, the commutativity of the square
S ub(X)  // ΩX
S ub(X × Y)
Imπ1
OO
 // ΩX×Y
∃π1
OO
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identifies Imπ1(R) with ∃π1(λ), in particular R
p
−→ X is an epimorphism if and only if
∃π1(λ)(x) = 1 for each x ∈ X.
Proposition 2.29. Consider a relation X × Y λ−→ Ω, the corresponding subobject
R ֒→ X × Y and the arrow R
p
−→ X. λ is (ed) if and only if p is epi, and λ is (uv)
if and only if p is mono.
Proof. The quantifier ∃π1 of remark 2.28 is given by the suprema
∨
Y as follows: for
each λ ∈ ΩX×Y , α ∈ ΩX ∨
y∈Y λ(−, y) ≤ α
for each x ∈ X,
∨
y∈Y λ(x, y) ≤ α(x)
for each x ∈ X, y ∈ Y , λ(x, y) ≤ α(x)
λ ≤ π1
∗(α)
By unicity of the adjoint, we obtain for each λ ∈ ΩX×Y , x ∈ X,
∃π1λ(x) =
∨
y∈Y
λ(x, y) (2.30)
By remark 2.28, we conclude that λ is (ed) if and only if p is epi.
Now, by remark 2.28, the characteristic functions of (X × π1)∗R, (X × π2)∗R are
λ1(x, y1, y2) = λ(x, y1), λ2(x, y1, y2) = λ(x, y2).
Then axiom uv) is equivalent to stating that for each x ∈ X, y1, y2 ∈ Y ,
λ1(x, y1, y2) ∧ λ2(x, y1, y2) ≤ ~y1=y2,
i.e. that we have an inclusion of subobjects of X × Y × Y
(X × π1)∗R ∩ (X × π2)∗R ⊆ X × △Y .
But this inclusion is equivalent to stating that for each x ∈ X, y1, y2 ∈ Y , (x, y1) ∈ R
and (x, y2) ∈ R imply that y1 = y2, i.e. that p is mono.

Definition 2.31. We say that a relation X × Y λ−→ Ω is a function if it is uv) univalued
and ed) everywhere defined.
Combining proposition 2.29 with 2.27, we obtain
Proposition 2.32. A relation λ is a function if and only if there is an arrow f of the
topos such that λ = λ f . 
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Remark 2.33. A symmetric work shows that if we define op-functions as those relations
which are in) injective and su) surjective, then a relation λ is an op-function if and only
if λop corresponds to an actual arrow in the topos.
If we now define bijections as those relations that are simultaneusly functions and
op-functions, that is, if they satisfy the four axioms 2.17, then a relation λ is a bijection
if and only if there are two arrows in the topos such that λ = λ f , λop = λg. Then we
have that for each x ∈ X, y ∈ Y ,
~ f (x)=y = λ f (x, y) = λ(x, y) = λop(y, x) = λg(y, x) = ~g(y)= x,
i.e. f (x) = y if and only if g(y) = x, in particular f g(y) = y and g f (x) = x, i.e. f and
g are mutually inverse. In other words, bijections correspond to isomorphisms in the
topos in the usual sense.
2.34. The autoduality of ΩX. We show now that ΩX is autodual as a sup-lattice (i.e. as
a Ω-module). We then use this autoduality to construct the inverse (and direct) image of
a relation in a different way.
Proposition 2.35. ΩX is autodual in sℓ.
Proof. Recall remark 2.24.
We define the sℓ-morphism Ω
η
−→ ΩX ⊗ΩX using the diagonal X △−→ X × X, i.e. by
the formula η(1) =
∨
x∈X
{x} ⊗ {x}.
We define the sℓ-morphism ΩX ⊗ ΩX ε−→ Ω using X × X δ−→ Ω, i.e. by the formula
ε({x} ⊗ {y}) = ~x=y.
We need to prove two triangular equations, we will show that the composition
ΩX
id⊗η
−→ ΩX ⊗ΩX ⊗ΩX
ε⊗id
−→ ΩX is the identity since the other one is symmetric. Chasing
a generator {x}, we have to show the equation {x} =
∨
y~x=y · {y}, which is immediate
from 2.9. 
Proposition 2.36. Consider the extension of a relation λ as a sℓ-morphism
ΩX ⊗ ΩY
λ
−→ Ω (recall remark 2.24), and the corresponding sℓ-morphism ΩY µ−→ ΩX
given by the autoduality of ΩX. Then µ = λ∗.
Proof. µ is constructed as the composite ΩY η⊗id−→ ΩX ⊗ ΩX ⊗ ΩY id⊗λ−→ ΩX. Following a
generator {y} we obtain that µ({y}) = ∨x∈X λ(x, y) · {x} (2.22)= λ∗({y}) 
Corollary 2.37. Taking dual interchanges direct and inverse image, i.e.
ΩX
λ∗=(λ∗)∨
−→ ΩY , ΩY
λ∗=(λ∗)∨
−→ ΩX.

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2.38. An application to the inverse image.
As an application of our previous results, we will give an elementary proof of [17],
IV.2 Proposition 1. This is a different characterization of arrows of S: they are the
relations whose inverse image is not only a sup-lattice morphism, but a locale one.
The “geometric aspect of the concept of Locale” is studied by considering the cat-
egory of spaces Sp = Locop ([17], IV, p.27). If H ∈ Loc, we denote its corresponding
space by H, and if X ∈ Sp we denote its corresponding locale (of open parts) by O(X).
If H
f
−→ L, then we denote L
f
−→ H, and if X
f
−→ Y then we denote O(Y) f
−1
−→ O(X).
Proposition 2.39. We have a full and faithful functor S (−)dis−→ Sp that maps
X 7→ Xdis = ΩX, f 7→ f ∗.
Proof. By propositions 2.20 and 2.32, the functor Ω(−) from remark 2.26 co-restricts to
Sp as a full and faithful functor S (−)dis−→ Sp. 
2.1 ℓ-relations and ℓ-functions in a topos
We consider now a generalization of the concept of relation, that we will call ℓ-relation,
by letting Ω be any sup-lattice:
Definition 2.40. Let G ∈ sℓ. An ℓ-relation (in G) is an arrow X × Y λ−→ G.
Definition 2.41. The four axioms of definition 2.17, exactly as they are written, make
sense for any ℓ-relation with values in a locale G. As for relations, an ℓ-function is a
ℓ-relation satisfying uv) and ed). Remark 2.33 also applies here to define ℓ-op-functions
and ℓ-bijections.
Assumption 2.42. In the sequel, whenever we consider the ∧ or the 1 of G, we assume
implicitly that G is a locale (for example, when considering any of the four axioms of
2.17 (in particular ℓ-functions or ℓ-bijections), or when considering G-modules).
2.43. On the structure of GX.
We generalize the results of the previous section to GX instead of ΩX. When the
proof of these results is the same as for ΩX, we omit it.
GX has the sup-lattice (or locale) structure given pointwise by the structure of G.
The arrow G ⊗GX ·−→ GX given by (a · θ)(x) = a∧ θ(x) is a G-module structure for GX.
We have a G-singleton X
{}G
−→ GX defined by {x}G(y) = ~x=y (recall remark 2.12).
Lemma 2.44 (cf. lemma 2.8). For each θ ∈ GX, x, y ∈ X, we have θ(x) ∧ ~x=y ≤ θ(y)
Proof. This was shown in the proof of lemma 2.11. 
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Proposition 2.45 (cf. proposition 2.9). For each θ ∈ GX, θ =
∨
x∈X
θ(x) · {x}G. This
shows how any arrow X
f
−→ M into a G-module can be extended uniquely to GX as
f (θ) =
∨
x∈X
θ(x) · f (x), so the G-singleton X {}G−→ GX is a free-G-module structure. 
Lemma 2.46 (cf. lemma 2.14). The G-singleton arrow Y {}G−→ GY determines a presen-
tation of the G-locale GY in the following sense:
i) 1 =
∨
y∈Y
{y}G, ii) {x}G ∧ {y}G ≤ ~x=y.
Given any other arrow Y
f
−→ L into a G-locale L such that:
i) 1 =
∨
y
f (y), ii) f (x) ∧ f (y) ≤ ~x=y
there exists a unique G-locale morphism GY
f
−→ L such that f ({y}G) = f (y). 
Remark 2.47 (cf. remark 2.15). We have proved that given any arrow Y f−→ L into a
G-locale, its extension as a G-module morphism to GY preserves 1 if and only if equation
i) holds in L, and preserves ∧ if and only if equation ii) holds in L.
2.48 (cf. 2.21). The inverse and the direct image of an ℓ-relation. We have the
correspondence between an ℓ-relation, its direct image and its inverse image given by
proposition 2.45:
X × Y
λ
−→ G an ℓ-relation
GY λ
∗
−→ GX a G-Mod morphism
GX λ∗−→ GY a G-Mod morphism
λ∗({y}G)(x) = λ(x, y) = λ∗({x}G)(y)
(2.49)
λ∗({y}G) =
∨
x∈X
λ(x, y) · {x}G, λ∗({x}G =
∨
y∈Y
λ(x, y) · {y}G
Proposition 2.50 (cf. proposition 2.20). In the correspondence (2.49), λ∗ respects 1
(resp ∧) if and only if λ satisfies axiom ed) (resp. uv)). In particular an ℓ-relation λ is a
ℓ-function if and only if its inverse image GY λ
∗
−→ GX is a G-locale morphism. 
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Remark 2.51. We can also replace in (2.4) only one appearance of Ω by G to obtain
the equivalences
X × Y
λ
−→ G an ℓ-relation
ΩY
λ∗
−→ GX a sℓ morphism
ΩX
λ∗
−→ GY a sℓ morphism
(2.52)
A proof symmetric to the one of proposition 2.20 shows that λ is an ℓ-op-function if
and only if λ∗ is a locale morphism.
2.53 (cf. 2.34). The autoduality of GX. We show now that GX is autodual as a
G-module. We then use this autoduality to construct the inverse (and direct) image
of an ℓ-relation in a different way.
Remark 2.54 (cf. remark 2.24). Given X, Y ∈ S, GX ⊗
G
GY is the free G-module on
X × Y , with the singleton given by the composition of X × Y <{}G ,{}G>−→ GX × GY with the
univeral bi-morphism GX × GY −→ GX ⊗
G
GY (see [17], II.2 p.8). We will denote this
composition by {}G ⊗
G
{}G.
Proposition 2.55 (cf. proposition 2.35 ). GX is autodual in G-Mod (in the sense of
definition C.12), with G-module morphisms G η−→ GX ⊗
G
GX, GX ⊗
G
GX ε−→ G given by
the formulae
η(1) =
∨
x∈X
{x}G ⊗ {x}G, ε({x}G ⊗ {y}G) = ~x=y.

Proposition 2.56 (cf. proposition 2.36). Consider the extension of an ℓ-relation λ as
a G-module morphism GX ⊗
G
GY λ−→ G, and the corresponding G-module morphism
GY
µ
−→ GX given by the autoduality of GX. Then µ = λ∗. 
Corollary 2.57 (cf. corollary 2.37). Taking dual interchanges direct and inverse image,
i.e.
GX
λ∗=(λ∗)∨
−→ GY , GY
λ∗=(λ∗)∨
−→ GX.

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3  and ♦ diagrams
We now want to generalize to ℓ-relations in an arbitrary toposS the work done in section
1.2, since this will let us generalize the equivalence between the Tannaka and the Galois
contexts in the next sections. We include the reference to each corresponding result in
section 1.2, and we omit the proof when it is the same as the one there. Consider the
following situation (cf. 1.5).
3.1. Let X × Y λ−→ G, X′ × Y ′ λ
′
−→ G, be two ℓ-relations and X
f
−→ X′, Y
g
−→ Y ′ be
two maps, or, more generally, consider two spans (which induce relations that we also
denote with the same letters),
Rp
zz✉✉✉
✉ p′
%%❑❑
❑❑
X X′,
Sq
yyttt
t q′
&&▲▲
▲▲
Y Y ′ R = p′ ◦ pop, S = q′ ◦ qop ,
and a third ℓ-relation R × S θ−→ G.
These data give rise to the following diagrams in Rel(S):
♦1 = ♦1( f , g) ♦2 = ♦2( f , g) ♦ = ♦(R, S ) (3.2)
X × Y
λ
""❊
❊❊
❊❊
❊
X × Y ′
f×Y′ $$❏❏
❏❏❏
❏❏
X×gop ::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
X × Y
λ
""❊
❊❊
❊❊
❊
X′ × Y
X′×g $$❏
❏❏❏
❏❏❏
f op×Y ::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
X × Y
λ
""❊
❊❊
❊❊
❊
X × Y ′
R×Y′ $$❏
❏❏❏
❏❏❏
X×S op
::ttttttt
≡ G ,
X′ × Y ′
λ′
<<②②②②②
with corresponding diagrammatic versions (see appendix B)
X Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
gop
X Y
G
✙✙✙✙✙
λ
✩✩✩✩✩
=
X
✛✛
✛✛
✛
★★
★★
★
f
Y ′
X′ Y ′
G
✙✙✙✙✙
λ′
✫✫✫✫✫
,
X′
✚✚
✚✚
✚
✩✩
✩✩
✩
f op
Y
X Y
G
✚✚✚✚✚
λ
✫✫✫✫✫
=
X′ Y
✛✛
✛✛
✛
★★
★★
★
g
X′ Y ′
G
✙✙✙✙✙
λ′
✫✫✫✫✫
,
X Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
S op
X Y
G
✙✙✙✙✙
λ
✩✩✩✩✩
=
X
✛✛
✛✛
✛
★★
★★
★
R
Y ′
X′ Y ′
G
✙✙✙✙✙
λ′
✫✫✫✫✫
(3.3)
We want to write the equations expressed by the diagrams. We will do this in the
case where R, S are relations, therefore the monomorphisms R ֒→ X × X′, S ֒→ Y × Y ′
correspond to morphisms into the subobject classifier X × X′ ~−R−−→ Ω, Y × Y ′ ~−S−−→ Ω.
If we define sℓ0 := sℓ0(S) as the full subcategory of sℓ := sℓ(S) with objects of the
form ΩX, X ∈ S, then the functor Rel (−)∗−→ sℓ0 that maps X to the power set PX = ΩX
(see 2.7), R 7→ R∗ is an isomorphism of categories (see 2.23). Corollary 2.37 implies
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that the opposite relation Rop corresponds in sℓ to R∧ defined by the autoduality of ΩX.
By looking at the definitions of η and ε in the proof of proposition 2.35 and chasing
elements, we obtain that the previous diagrams express the equations:
♦1 : for each a ∈ X, b′ ∈ Y ′, λ′( f (a), b′) =
∨
y∈Y
~g(y)=b′ · λ(a, y),
♦2 : for each a′ ∈ X′, b ∈ Y, λ′(a′, g(b)) =
∨
x∈X
~ f (x)=a′ · λ(x, b), (3.4)
♦ : for each a ∈ X, b′ ∈ Y ′,
∨
y∈Y
~yS b′ · λ(a, y) =
∨
x′∈X′
~aRx′ · λ′(x′, b′).
Remark 3.5 (cf. remark 1.7). It is clear that diagrams ♦1 and ♦2 are particular cases of
diagram ♦. Take R = f , S = g, then ♦1( f , g) = ♦( f , g), and R = f op, S = gop, then
♦2( f , g) = ♦( f op, gop).
The general ♦ diagram follows from these two particular cases:
Proposition 3.6 (cf. proposition 1.8). Let R, S be any two spans connected by an ℓ-
relation θ as above. If ♦1(p′, q′) and ♦2(p, q) hold, then so does ♦(R, S ). 
3.7 (cf. 1.9). Two maps X f−→ X′, Y g−→ Y ′ also give rise to the following diagram:
 = ( f , g) :
X × Y
λ
**❯❯❯
❯❯❯❯
❯❯
f×g

≥ G ,
X′ × Y ′ λ′
44✐✐✐✐✐✐✐✐✐
expressing the equation  : for each a ∈ X, b ∈ Y, λ(a, b) ≤ λ′( f (a), g(b)).
Proposition 3.8 (cf. proposition 1.10). If either ♦1( f , g) or ♦2( f , g) holds, then so does
( f , g).
Proof. For each a ∈ X, b ∈ Y, λ(a, b) ≤
∨
y∈Y
~g(y)= g(b) · λ(a, y) = λ′( f (a), g(b)) using
♦1. Clearly a symmetric arguing holds using ♦2. 
The reverse implication holds under some extra hypotheses.
Proposition 3.9 (cf. proposition 1.15).
1. If λ is ed) and λ′ is uv) (in particular, if they are ℓ-functions), then( f , g) implies
♦1( f , g).
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2. If λ is su) and λ′ is in) (in particular, if they are ℓ-opfunctions), then ( f , g)
implies ♦2( f , g).
Proof. We prove 1., a symmetric proof yields 2. For each a ∈ X, b′ ∈ Y ′,
λ′( f (a), b′) ed)λ= λ′( f (a), b′) ∧
∨
y∈Y
λ(a, y) =
∨
y∈Y
λ′( f (a), b′) ∧ λ(a, y) =
∨
y∈Y
λ′( f (a), b′) ∧ λ′( f (a), g(y)) ∧ λ(a, y)uv)λ′=
∨
y∈Y
~g(y)=b′ · λ′( f (a), g(y)) ∧ λ(a, y)

=
∨
y∈Y
~g(y)=b′ · λ(a, y).

3.10 (cf. 1.16). More generally, consider two spans as in 3.1. We have the following
 diagrams:
R × S
θ
**❯❯❯
❯❯❯❯
❯❯
p×q

≥ G ,
X × Y λ
44✐✐✐✐✐✐✐✐✐
R × S
θ
**❱❱❱
❱❱❱❱
❱❱
p′×q′

≥ G .
X′ × Y ′ λ′
44❤❤❤❤❤❤❤❤
(3.11)
Proposition 3.12 (cf. proposition 1.18). We refer to 3.1: Assume that λ is in), λ′ is uv),
and that the(p, q),(p′, q′) diagrams hold. Then if θ is ed) and su), diagram ♦(R, S )
holds. 
3.13 (cf. 1.12). Given two ℓ-relations, X×Y λ−→ G, X′×Y ′ λ
′
−→ G, the product ℓ-relation
λ ⊠ λ′ is defined by the composition
X × X′ × Y × Y ′
X×ψ×Y′
−→ X × Y × X′ × Y ′
λ×λ′
−→ G ×G ∧−→ G
(λ ⊠ λ′)((a, a′), (b, b′)) = λ(a, b) ∧ λ′(a′, b′).
The following is immediate and straightforward:
Proposition 3.14 (cf. proposition 1.13). Each axiom in definition 2.17 for λ and λ′
implies the respective axiom for the product λ ⊠ λ′. 2
Remark 3.15 (cf. remark 1.19). The diagrams  in 3.11 mean that
θ ≤ λ ⊠ λ′ ◦ (p, p′) × (q, q′).
In particular, there is always an ℓ-relation θ in 3.1 such that (3.11) holds, which may be
taken as the composition R×S
(p,p′)×(q,q′)
−→ X×X′×Y ×Y ′
λ⊠λ′
−→ G. However, it is important
to consider an arbitrary ℓ-relation θ (see propositions 4.11 and 4.12).
For θ = λ ⊠ λ′ ◦ (p, p′) × (q, q′), the converse of proposition 3.12 holds:
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Proposition 3.16 (cf. proposition 1.20). We refer to 3.1: Assume that R and S are rela-
tions, that λ, λ′ are ℓ-bijections, and take θ = λ ⊠ λ′ ◦ (p, p′) × (q, q′). Then, if ♦(R, S )
holds, θ is an ℓ-bijection.
Proof. First we prove axiom uv). From the  diagrams (3.11) we get the following
equations: for each r ∈ R, s1, s2 ∈ S ,
θ(r, s1) ∧ θ(r, s2) ≤ λ(p(r), q(s1)) ∧ λ(p(r), q(s2))
uv)λ
≤ ~q(s1)=q(s2),
θ(r, s1) ∧ θ(r, s2) ≤ λ′(p′(r), q′(s1)) ∧ λ′(p′(r), q′(s2))
uv)λ′
≤ ~q′(s1)=q′(s2).
Taking infima we have: θ(r, s1) ∧ θ(r, s2) ≤ ~(q, q′)(s1)= (q, q′)(s2) = ~s1 = s2, since
(q, q′) is a monomorphism (see remark 2.1).
We prove now axiom ed). We can safely assume R ⊂ X × X′ and S ⊂ Y × Y ′, and
λ ⊠ λ′ ◦ (p, p′) ⊗ (q, q′) to be the restriction of λ ⊠ λ′ to R × S . For each (a, a′) ∈ R, we
compute: ∨
(y,y′)∈S
θ((a, a′), (y, y′)) =
∨
y′∈Y′
∨
y∈Y
~yS y′ · λ(a, y) ∧ λ′(a′, y′) ♦=
=
∨
y′∈Y′
∨
x′∈X′
~aRx′ · λ′(x′, y′) ∧ λ′(a′, y′) ≥
∨
y′
λ′(a′, y′) ed)λ′= 1
The inequality is justified by taking x′ = a′ in the supremum and using that since
(a, a′) ∈ R, ~aRa′ = 1. Axioms in) and su) follow in a symmetrical way. 
We found convenient to combine 3.12 and 3.16 into:
Proposition 3.17 (cf. proposition 1.21). Let R ⊂ X×X′, S ⊂ Y×Y ′ be any two relations,
and X × Y λ−→ G, X′ × Y ′ λ
′
−→ G be ℓ-bijections. Let R × S θ−→ G be the restriction of
λ ⊠ λ′ to R × S . Then, ♦(R, S ) holds if and only if θ is an ℓ-bijection. 2
46
4  and ♦ cones
In this section we generalize the results of section 1.3 in two ways, both needed for our
purpose. We work over any arbitrary topos S instead of over S et, and we develop a
theory of  and ♦ cones for two different functors F, F′ instead of just one. As in the
previous section, we include the reference to each corresponding result in section 1.3
and omit the proof when it is the same as the one there.
4.1 (cf. 1.22). Consider a geometric morphism S // E , with inverse image
E
F // S . Consider the extension T of F to Rel(E) as in the following commutative
diagram (recall remark 2.26):
E
λ(−) //
F

Rel(E)
T

S
λ(−) //
P
88Rel 
 (−)∗ // sℓ
On objects T X = FX, and the value of T in a relation R ֒→ X × Y in E is the relation
FR ֒→ FX×FY in S. In particular, for arrows f in E, T (R f ) = RF( f ) (see 2.25), or, if we
abuse the notation by identifying f with the relation given by its graph, T ( f ) = F( f ).
Since F preserves products, T is a tensor functor (recall 2.23). From that fact (since
tensor functors preserve dualities, see 2.37), or immediately from the definition, we
obtain that for every relation R in E we have T (Rop) = (TR)op.
4.2 (cf. 1.23). It can be seen that F is an equivalence if and only if T is so. 2
Consider now two geometric morphisms with inverse images E
F //
F′
// S , and their
respective extensions to the Rel categories T , T ′.
Definition 4.3 (cf. definition 1.24). Let H be a sup-lattice in S. A cone λ (with vertex
H) is a family of ℓ-relations FX × F′X λX−→ H, one for each X ∈ E. Note that, a
priori, a cone is just a family of arrows without any particular property. This isn’t
standard terminology, but we do this in order to use a different prefix depending on
which diagrams commute. Each arrow X
f
−→ Y in E and each arrow X R−→ Y in Rel(E)
(i.e relation R ֒→ X × Y in E), determine the following diagrams:
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( f ) = (F( f ), F′( f )) ♦(R) = ♦(TR, T ′R)
FX × F′X
λX
''◆◆
◆◆◆
◆◆◆
◆
F( f )×F′ ( f )

≥ H
FY × F′Y
λY
77♣♣♣♣♣♣♣♣
T X × T ′X
λX
&&◆◆
◆◆◆
◆◆◆
◆
T X × T ′Y
TR×T ′Y ))❘❘
❘❘❘
❘❘❘❘
T X×T ′Rop
55❧❧❧❧❧❧❧❧❧
≡ H
TY × T ′Y
λY
88♣♣♣♣♣♣♣♣
♦1( f ) = ♦1(F( f ), F′( f )) ♦2( f ) = ♦2(F( f ), F′( f ))
FX × F′X
λX
$$■■
■■■
■■
FX × F′Y
F( f )×F′Y ''PP
PPP
PPP
FX×F′( f )op 77♥♥♥♥♥♥♥♥
≡ H
FY × F′Y
λY
::✈✈✈✈✈✈
FX × F′X
λX
$$■■
■■■
■■
FY × F′X
FY×F′ ( f ) ''PP
PPP
PPP
F( f )op×F′X 77♥♥♥♥♥♥♥♥
≡ H
FY × F′Y
λY
::✈✈✈✈✈✈
We say that λ is a -cone if the ( f ) diagrams hold, and that it is a ♦-cone if the
♦(R) diagrams hold. Similarly we talk of ♦1-cones and ♦2-cones if the ♦1( f ) and ♦2( f )
diagrams hold. If H is a locale and the λX are ℓ-functions, ℓ-bijections, we say that we
have a cone of ℓ-functions, ℓ-bijections.
The following proposition shows that ♦1-cones correspond to natural transforma-
tions.
Proposition 4.4. Consider a family of arrows FX θX−→ F′X, one for each X ∈ E.
Each θX corresponds by the autoduality of F′X (see proposition 2.35) to a function
FX ×F′X
ϕX
−→ Ω yielding in this way a cone ϕ. θ is a natural transformation if and only
if ϕ is a ♦1-cone.
Proof. As with every duality (see (C.7)), the correspondence between θX and ϕX is given
by the diagrams:
ϕX :
FX
✛✛
✛✛
✛
★★
★★
★
θX
F′X
F′X F′X
✟✟✟✟✟✟✟
ε
✻✻✻✻✻✻✻
θX :
FX
✏✏
✏✏
✏✏
✳✳
✳✳
✳✳
η
FX F′X F′X
☛☛☛☛☛☛☛☛
ϕX
✷✷✷✷✷✷✷✷
F′X
Also, the naturality N of theta and the ♦1 diagrams (see (3.3) and recall from corol-
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lary 2.37 that f op = f ∧) can be expressed as: for each X f−→ Y ,
N( f ) :
FX
✕✕
✕✮✮
✮
F( f )
FY
✗✗
✗✬✬
✬
θY
F′Y
=
FX
✗✗
✗✬✬
✬
θX
F′X
✖✖
✖✭✭
✭
F′( f )
,
F′Y
♦1( f ) :
FX
✏✏
✏ ✳✳
✳
η
F′Y
FX F′X F′X
✕✕
✕✮✮
✮
F′( f )
F′Y
FX F′X F′Y F′Y
☎☎☎☎
ϕX
✼✼✼✼
✆✆✆✆
ε
✿✿✿✿
=
FX
✕✕
✕✮✮
✮
F( f )
F′Y
FY F′Y
✆✆✆✆
ϕY
✼✼✼✼
N( f ) ⇒ ♦1( f ) : replace θ as in the correspondence above in N( f ) to obtain
FX
✏✏
✏ ✳✳
✳
η
FX F′X F′X
✕✕
✕✮✮
✮
F′( f )✠✠✠✠✠
ϕX
✸✸✸✸✸
F′Y
N( f )
=
FX
✕✕
✕✮✮
✮
F( f ) ✏✏
✏ ✳✳
✳
η
FY F′Y F′Y
✠✠✠✠✠
ϕY
✸✸✸✸✸
F′Y
Compose with ε and use a triangular identity to obtain ♦1( f ).
♦1( f ) ⇒ N( f ) : replace ϕ as in the correspondence above in ♦1( f ) to obtain
FX
✕✕
✕✮✮
✮
F( f )
F′Y
FY
✙✙
✙✪✪
✪
θY
F′Y
F′Y F′Y
✍✍✍✍
ε
✵✵✵✵
♦1( f )
=
FX
✙✙
✙✪✪
✪
θX ✏✏
✏ ✳✳
✳
η
F′Y
F′X F′X F′X
✕✕
✕✮✮
✮
F′( f )
F′Y
✏✏✏✏✏
ε
✳✳✳✳✳
F′Y F′Y
✍✍✍✍
ε
✶✶✶✶
△
=
FX
✙✙
✙✪✪
✪
θX
F′Y
F′X
✕✕
✕✮✮
✮
F( f )
F′Y
F′Y F′Y
✍✍✍✍
ε
✶✶✶✶
Compose with η and use a triangular identity to obtain N( f ). 
4.5. Consider now the previous situation together with a topos over S,
GKK
γ∗ ⊣ γ∗

E
F //
F′
// S
A natural transformation γ∗FX θX−→ γ∗F′X corresponds to a ♦1-cone of functions
γ∗FX × γ∗F′X
ϕX
−→ ΩG in G. As established in 4.1, γ∗ can be extended to Rel = sℓ0
as a tensor functor (therefore preserving duals), then using the naturality of the ad-
junction γ∗ ⊣ γ∗ it follows that γ∗FX × γ∗F′X ϕX−→ ΩG is a ♦1-cone if and only if
FX × F′X
λX
−→ γ∗ΩG is a ♦1-cone (in S). We have proved:
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Proposition 4.6. A family of arrows γ∗FX θX−→ γ∗F′X (one for each X ∈ E) is a nat-
ural transformation if and only if the corresponding cone FX × F′X λX−→ γ∗ΩG is a
♦1-cone. 
4.7. Consider finally the previous situation together with a morphism F −→ G of topoi
over S, as in the following diagram:
G
h∗
,,kk
h∗
F
E
F //
F′
// S
γ∗
``
  
γ∗ f ∗
II
		
f∗
Consider the locales in S of subobjects of 1 in G, resp. F , G := γ∗ΩG, L := f∗ΩF .
Since h∗ is an inverse image, it maps subobjects of 1 to subobjects of 1 and thus induces
a locale morphism that we will denote G h−→ L.
Remark 4.8. Consider the comparison morphism h∗ΩG
φ1
−→ ΩF , induced by the sub-
object 1 // h∗(t) // h∗ΩG . (see for example [29], A.2.1 p.69). Then, for any subobject
M // //

X
φM

1 1 // ΩG
by composing the pull-backs
h∗M // //

h∗X
h∗(φM)

1 // h
∗(1) //

h∗ΩG
φ1

1 1 // ΩF
it follows that the
characteristic function of the subobject h∗M is φ1 ◦ h∗(φM).
Proposition 4.9. In the hypothesis of 4.7, for X ∈ E, if FX × F′X λ−→ G corresponds
to γ∗FX × γ∗F′X
ϕ
−→ ΩG via the adjunction γ∗ ⊣ γ∗, then FX × F′X λ−→ G h−→ L
corresponds to f ∗FX × f ∗F′X h
∗(ϕ)
−→ h∗ΩG
φ1
−→ ΩF via the adjunction f ∗ ⊣ f∗.
Proof. The adjunction f ∗ ⊣ f∗ consists of composing the adjunctions γ∗ ⊣ γ∗ and h∗ ⊣ h∗,
then we obtain:
h∗γ∗FX × h∗γ∗F′X
h∗(ϕ)
−→ h∗ΩG
φ1
−→ ΩF
γ∗FX × γ∗F′X
ϕ
−→ ΩG
ψ1
−→ h∗ΩF
FX × F′X
λ
−→ G
γ∗(ψ1)
−→ L,
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where ψ1 corresponds to φ1 in the adjunction h∗ ⊣ h∗. So we have to check that
γ∗(ψ1) = h. h is h∗ applied to a subobject U ֒→ 1. This subobject can be consid-
ered in G = γ∗ΩG = [1,ΩG] via its characteristic function φU . Now, γ∗(ψ1)(φU) is the
composition 1
φU
−→ ΩG
ψ1
−→ h∗ΩF in γ∗h∗ΩF , and the corresponding arrow 1 −→ ΩF
is given by the adjunction h∗ ⊣ h∗. But this arrow is 1 h
∗(φU )
−→ h∗ΩG
φ1
−→ ΩF , which by
remark 4.8 is φh∗U , and we are done.

Corollary 4.10. In the hypothesis of 4.7, consider a natural transformation
γ∗FX
θX
−→ γ∗F′X and the corresponding ♦1-cone FX × F′X
λX
−→ G obtained by proposi-
tion 4.6. Then the ♦1-cone with vertex L corresponding by proposition 4.6 to the horizon-
tal composition idh∗ ◦ θ of natural transformations, whose components are
f ∗FX h
∗(θX )
−→ f ∗F′X, is FX × F′X λX−→ G h−→ L.
Proof. Each γ∗FX θX−→ γ∗F′X corresponds to a relation γ∗FX × γ∗F′X ϕX−→ ΩG, which
corresponds to FX × F′X λX−→ G via the adjunction γ∗ ⊣ γ∗. Denote by
RX ֒→ γ∗FX × γ∗F′X the subobject corresponding to ϕX.
The subobject corresponding to f ∗FX h
∗(θX)
−→ f ∗F′X, is h∗RX ֒→ f ∗FX × f ∗F′X,
whose characteristic function (applying remark 4.8) is the relation
f ∗FX × f ∗F′X h
∗(ϕX)
−→ h∗ΩG
φ1
−→ ΩF .
Proposition 4.9 finishes the proof. 
The results of section 3 yield the following corresponding results for cones.
Proposition 4.11 (cf. proposition 1.25). A cone FX × F′X λ−→ H is a ♦-cone if and
only if it is both a ♦1 and a ♦2-cone.
Proof. The implication ⇒ is given by remark 3.5, and to prove ⇐ given any relation
R ֒→ X×Y use proposition 3.6 with R = FR, S = F′R, λ = λX, λ′ = λY , and θ = λR. 
Proposition 4.12 (cf. proposition 1.26). Let H ∈ Loc. A -cone FX × F′X λ−→ H of
ℓ-bijections is a ♦-cone (of ℓ-bijections). 
Consider a topos E overS, and a small site of definition C for E. Let C F−→ S be (the
inverse image of) a point of the site, and Cop X−→ S be a sheaf, X ∈ E. Let ΓF −→ C be
the (small) diagram (discrete fibration) of F, recall that it is a cofiltered category whose
objects are pairs (c,C) with c ∈ FC, and whose arrows (c,C) f−→ (d, D) are arrows
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C
f
−→ D that satisfy F( f )(c) = d. Abuse notation and denote also by F, E F−→ S, the
inverse image of the corresponding morphism of topoi. Recall the formulae:
FX = X ⊗C F =
∫ C
XC × FC  lim
−−−−−−−→(c,C)∈ΓF
XC
ρ
←−
∐
C∈C
XC × FC (4.13)
By Yoneda we have E(C, X) −→ XC, and under this identification we have,
for C
f
−→ X and c ∈ FC, F( f )(c) = ρ( f , c) ∈ FX, (4.14)
for E h−→ C in C, X(h)( f ) = f h.
Remark 4.15. Let a ∈ FX. Since ρ is an epimorphism, there exist C, f ∈ XC and
c ∈ FC such that F( f )(c) = a.
Remark 4.16. Let C, D ∈ C, f ∈ XC, c ∈ FC, and g ∈ XD, d ∈ FD, be such
that F( f )(c) = F(g)(d), i.e. ρ( f , c) = ρ(g, d). Since the category ΓF is cofiltered, by
construction of filtered colimits there exist E, e ∈ FE and E h−→ C, E ℓ−→ D such that
F(h)(e) = c, F(ℓ)(e) = d and X(h)( f ) = X(ℓ)(g), i.e. f h = gℓ. 2
Proposition 4.17 (cf. proposition 1.31). Consider a small site of definition C of the
topos E. Then suitable cones defined over C can be extended to E, more precisely:
1) Let TC × T ′C λC−→ H be a ♦1-cone (resp. ♦2-cone, resp. ♦-cone) defined over C.
Then, H can be uniquely furnished with ℓ-relations λX for all objects X ∈ E in such a
way to determine a ♦1-cone (resp. ♦2-cone, resp. ♦-cone) over E extending λ.
2) If H is a locale and λC (one for each C ∈ C) is a ♦1-cone of ℓ-functions (resp.
♦2-cone of ℓ-opfunctions, resp. ♦-cone of ℓ-bijections), so is λX (one for each X ∈ E).
Proof. 1) Recall that T = F on C. Let X ∈ E, then T X = FX, T ′X = F′X and let
(a, b) ∈ T X × T ′X. By (4.13), (4.14) and remark 4.15 we can take C f−→ X and c ∈ TC
such that a = T ( f )(c) = F( f )(c) (see 4.1). If λX were defined so that the ♦1( f ) diagram
commutes, the equation
(1) λX(a, b) =
∨
y∈T ′C
~T ′( f )(y)=b · λC(c, y)
should hold (see (3.4)). We define λX by this equation. This definition is independent of
the choice of c, C, and f . In fact, let D g−→ X and d ∈ T D be such that a = T (g)(d). By
remark 4.16 we can take (e, E) in the diagram of T (or F), E h−→ C, E ℓ−→ D such that
T (h)(e) = c, T (ℓ)(e) = d and f h = gℓ. Then we compute
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∨
y∈T ′C
~T ′( f )(y)=b · λC(c, y) ♦1(h)=
=
∨
y∈T ′C
∨
w∈T ′E
~T ′( f )(y)=b · ~T ′(h)(w)=y · λE(e, w) =
=
∨
w∈T ′E
~T ′( f h)(w)=b · λE(e, w).
From this and the corresponding computation with d, D, and ℓ it follows:∨
y∈T ′C
~T ′( f )(y)=b · λC(c, y) =
∨
y∈T ′D
~T ′(g)(y)=b · λD(d, y).
Given X
g
−→ Y in E, we check that the ♦1(g) diagram commutes: Let (a, b) ∈ T X×T ′Y ,
take C
f
−→ X, c ∈ TC such that a = T ( f )(c), and let d = T (g)(a) = T (g f )(c). Then
λY(d, b) =
∨
z∈T ′C
~T ′(g f )(z)=b · λC(c, z) =
=
∨
z∈T ′C
∨
x∈X
~T ′( f )(z)= x · ~T ′(g)(x)=b · λC(c, z) =
=
∨
x∈T ′X
~T ′(g)(x)=b ·
∨
z∈T ′Z
~T ′( f )(z)= x · λC(c, z) =
∨
x∈T ′X
~T ′(g)(x)=b · λX(a, x).
Clearly a symmetric argument can be used if we assume at the start that the ♦2
diagram commutes. In this case, λX would be defined by taking C
f
−→ X and c ∈ T ′C
such that b = T ′( f )(c) and computing:
(2) λX(a, b) =
∨
y∈TC
~T ( f )(y)=a · λC(y, c).
If the TC × T ′C
λC
−→ H form a ♦-cone (i.e. a ♦1-cone and a ♦2-cone), definitions (1)
and (2) coincide. In fact, since they are independent of the chosen c, it follows they are
both equal to:∨
C
f
−→X
∨
c∈TC
∨
y∈T ′C
~T ( f )(c)=a · ~T ′( f )(y)=b · λC(c, y) =∨
C
f
−→X
∨
c∈T ′C
∨
y∈TC
~T ′( f )(c)=b · ~T ( f )(y)=a · λC(y, c).
2) It suffices to prove that if λC (one for each C ∈ C) is a ♦1-cone of ℓ-functions, so
is λX (one for each X ∈ X). Let X ∈ E, a ∈ T X, b1, b2 ∈ T ′X. Take as in item 1. C
f
−→ X
and c ∈ TC such that a = T ( f )(c).
ed)
∨
b∈T ′X
λX(a, b) =
∨
b∈T ′X
∨
y∈T ′C
~T ′( f )(y)=b · λC(c, y) =
∨
y∈T ′C
λC(c, y) ed)= 1
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uv) λX(a, b1) ∧ λX(a, b2) =∨
y1,y2∈T ′C
~T ′( f )(y1)=b1 · ~T ′( f )(y2)=b2 · λC(c, y1) ∧ λC(c, y2)
uv)
≤
∨
y1 ,y2∈T ′C
~T ′( f )(y1)=b1 · ~T ′( f )(y2)=b2 · ~y1=y2
2.1
≤
∨
y1 ,y2∈T ′C
~T ′( f )(y1)=b1·~T ′( f )(y2)=b2·~T ′( f )(y1)=T ′( f )(y2)
2.5
≤ ~b1=b2.

Assumption 4.18. For the rest of this section we consider a small site C (with binary
products and 1) of the topos E, and cones defined over C.
We now introduce the notion of compatible cone. It is a very useful notion to obtain
results for locales from results for sup-lattices, as the following propositions show. Any
compatible ♦-cone which covers a commutative algebra H forces H to be a locale, and
such a cone is necessarily a cone of ℓ-bijections (and vice versa):
Definition 4.19 (cf. definition 1.27). Let H be a commutative algebra in sℓ, with
multiplication ∗ and unit u (We consider H × H ∗−→ H bilinear and thus inducing
H ⊗ H
∗
−→ H, and u given by u ∈ H, i.e. 1 u−→ H inducing a linear morphism
Ω
u
−→ H).
Let TC×T ′C
λC
−→ H be a cone. We say that λ is compatible if the following equations
hold:
[C1]For each a ∈ TC, a′ ∈ T ′C, b ∈ T D, b′ ∈ T ′D,
λC(a, a′) ∗ λD(b, b′) = λC×D((a, b), (a′, b′)) ;
[C2] λ1 = u.
Given a compatible cone, consider the diagonal C ∆−→ C × C, the arrow C π−→ 1,
and the following ♦1 diagrams (see 3.1):
TC×T ′C
λC
((PP
PPP
PPP
PPP
PP
TC×T ′C
λC
""❊
❊❊
❊❊
❊❊
❊
TC×(T ′C×T ′C)
TC×∆op
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
∆×(T ′C×T ′C) **❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
≡ H, TC×1
TC×πop
::✉✉✉✉✉✉✉✉✉
π×1 $$■■
■■
■■■
■■
≡ H.
(TC×TC)×(T ′C×T ′C)
λC×C
77♥♥♥♥♥♥♥♥♥♥♥♥
1×1
λ1
<<③③③③③③③③
expressing the equations: for each a ∈ TC, b1, b2 ∈ T ′C,
54
♦1(△) : λC×C((a, a), (b1, b2)) =
∨
x∈T ′C
~(x, x)= (b1, b2) · λC(a, x),
♦1(π) : λ1 =
∨
x∈T ′C
λC(a, x).
Lemma 4.20. Let TC × T ′C λ−→ H be a compatible ♦1-cone (or ♦2-cone, or ♦-cone)
with vertex a commutative algebra H. Then, for each a ∈ TC, b1, b2 ∈ T ′C,
1. λC(a, b1) ∗ λC(a, b2) = ~b1=b2 · λC(a, b1).
2. u =
∨
x∈T ′C
λC(a, x).
Proof. 2. is immediate from [C2] and ♦1(π) above. To prove 1. we compute
λC(a, b1) ∗ λC(a, b2) [C1]= λC×C((a, a), (b1, b2)) ♦1(△)=
∨
x∈T ′C
~x=b1 · ~x=b2 · λC(a, x) 2.11=
=
∨
x∈T ′C
~x=b1 · ~b1=b2 · λC(a, b1) = ~b1=b2 · λC(a, b1).

Proposition 4.21 (cf. proposition 1.28). Let λ be a compatible ♦-cone with vertex a
commutative algebra (H, ∗) such that the elements of the form λC(a, b), a ∈ TC, b ∈ T ′C
are sup-lattice generators of H. Then H is a locale and ∗ = ∧.
Proof. The same proof of proposition 1.28 can be used, replacing equations (1) and (2)
by lemma 4.20 
Proposition 4.22 (cf. proposition 1.29). Conider a cone λ with vertex a locale H.
1. If λ is a ♦1-cone, then λ is compatible if and only if it is a ♦1-cone of ℓ-functions.
2. If λ is a ♦2-cone, then λ is compatible if and only if it is a ♦2-cone of
ℓ-op-functions.
3. If λ is a ♦-cone, then λ is compatible if and only if it is a ♦-cone of ℓ-bijections.
Proof. We prove 1, 2 follows by symmetry and combining 1 and 2 we obtain 3.
(⇒): Since ∧ = ∗ and 1 = u in H, equations 1. and 2. in lemma 4.20 become the
axioms ed) and uv) for λX.
(⇐) u = 1 in H, so equation [C2] in definition 4.19 is axiom ed) for λ1. To prove
equation [C1] we consider the projections C × D π1−→ C, C × D π2−→ D. The ♦1(π1) and
♦1(π2) diagrams express the equations:
For each a ∈ TC, b ∈ T D, a′ ∈ T ′C, λC(a, a′) =
∨
y∈T ′D
λC×D((a, b), (a′, y)),
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For each a ∈ TC, b ∈ T D, b′ ∈ T ′D, λD(b, b′) =
∨
x∈T ′C
λC×D((a, b), (x, b′)).
Taking the infimum of these two equations we obtain for each a ∈ TC, b ∈ T D,
a′ ∈ T ′C, b′ ∈ T ′D:
λC(a, a′) ∧ λD(b, b′) =
∨
x∈T ′C
∨
y∈T ′D
λC×D((a, b), (a′, y)) ∧ λC×D((a, b), (x, b′)) =
uv)λC×D
=
∨
x∈T ′C
∨
y∈T ′D
~(a′, y)= (x, b′) · λC×D((a, b), (a′, y)) 2.11= λC×D((a, b), (a′, b′))

Also, sup-lattice morphisms of cones with compatible domain are automatically
locale morphisms:
Proposition 4.23. Let λ be a compatible cone with vertex a locale H such that the
elements of the form λC(a, a′), a ∈ TC, a′ ∈ T ′C are sup-lattice generators of H. Let
λ be another compatible cone with vertex a locale H′. Then, any sup-lattice morphism
H
σ
−→ H′ satisfying σλC = λC is a locale morphism.
Proof. Equation [C2] in defintion 4.19 implies immediately that σu = u′ (i.e. σ pre-
serves 1).
Equation [C1] implies immediately that the infima ∧ between two sup-lattice gener-
ators λC(a, a′) and λD(b, b′) is preserved by σ, which suffices to show that σ preserves
∧ between two arbitrary elements since σ is a sup-lattice morphism. 
Combining the previous proposition with proposition 4.22 we obtain
Corollary 4.24 (cf. proposition 1.30). Let λ be a ♦-cone of ℓ-bijections with vertex a
locale H such that the elements of the form λC(a, b), a ∈ TC, b ∈ T ′C are sup-lattice
generators of H. Let λ be another ♦-cone of ℓ-bijections with vertex a locale H′. Then,
any sup-lattice morphism H σ−→ H′ satisfying σλC = λC is a locale morphism. 
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5 The case E = shP
5.1. Assume now we have a base topos S, a locale P ∈ Loc := Loc(S) and we consider
E = shP. We recall from [17], VI.2 and VI.3, p.46-51, the different ways in which we
can consider objects, sup-lattices and locales in E.
1. We consider the inclusion of topoi shP ֒→ SPop given by the adjunction # ⊣ i. A
sup-lattice M ∈ sℓ(shP) yields a sup-lattice iM ∈ SPop, in which the supremum
of a sub-presheaf S −→ iM is computed as the supremum of the corresponding
sub-sheaf #S −→ M (see [17], VI.1 Proposition 1 p.43). The converse actually
holds, i.e. if iM ∈ sℓ(SPop) then M ∈ sℓ(shP), see [17], VI.3 Lemma 1 p.49.
2. We omit to write i and consider a sheaf M ∈ shP as a presheaf Pop M−→ S that is a
sheaf, i.e. that believes covers are epimorphic families. A sup-lattice structure for
M ∈ shP corresponds in this way to a sheaf Pop M−→ sℓ satisfying the following
two conditions (these are the conditions 1) and 2) in [17], VI.2 Proposition 1 p.46
for the particular case of a locale):
a) For each p′ ≤ p in P, the sℓ-morphism Mpp′ : M(p) −→ M(p′), that we will
denote by ρpp′ , has a left adjoint Σpp′ .
b) For each q ∈ P, p ≤ q, p′ ≤ q, we have ρqp′Σqp = Σp
′
p∧p′ρ
p
p∧p′ .
Sup-lattice morphisms correspond to natural transformations that commute with
the Σ’s.
When interpreted as a presheaf, ΩP(p) = P≤p := {q ∈ P|q ≤ p}, with ρpq = (−) ∧ q
and Σpq the inclusion. The unit 1
1
−→ ΩP is given by 1p = p.
3. If M ∈ sℓ(SPop) (in particular if M ∈ sℓ(shP)), the supremum of a sub-presheaf
S −→ M can be computed in SPop as the global section 1 s−→ M, sq =
∨
p≤q
x∈S (p)
Σqpx
(see [17], VI.2 proof of proposition 1, p.47).
4. Locales L in shP correspond to sheaves Pop L−→ Loc such that, in addition to the
sℓ condition, satisfy Frobenius reciprocity: if q ≤ p, x ∈ L(p), y ∈ L(q), then
Σ
p
q(ρpq(x) ∧ y) = x ∧ Σpqy.
Note that since ρΣ = id, Frobenius implies that if q ≤ p, x, y ∈ L(q) then
Σ
p
q(x∧ y) = Σpq(ρpqΣpq(x)∧ y) = Σpq x∧Σpqy, in other words that Σ commutes with ∧.
5. The direct image functor establishes an equivalence of tensor categories
(sℓ(shP),⊗) γ∗−→ (P-Mod,⊗P) ([17], VI.3 Proposition 1 p.49), given G ∈ sℓ(shP)
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and p ∈ P multiplication by p in γ∗G = G(1) is given by Σ1pρ1p ([17], VI.2 Propo-
sition 3 p.47).
The pseudoinverse of this equivalence is P-Mod
(˜−)
−→ sℓ(shP), N 7→ N˜ defined by
N˜(p) = {x ∈ N|p · x = x} for p ∈ P.
6. The equivalence of item 5 restricts to an equivalence Loc(shP) γ∗−→ P-Loc, where
the last category is the category of locale extensions P −→ L ([17], VI.3 Proposi-
tion 2 p.51).
5.2. We will now consider relations in the topos shP and prove that ℓ-functions in P
correspond to functions in shP, and therefore to arrows of the topos shP.
The unique locale morphism Ω
γ
−→ P induces a topoi morphism S  shΩ
γ∗
((
⊥ shP
γ∗
hh .
Let’s denote by ΩP the subobject classifier of shP. Since γ∗ΩP = P, we have the
correspondence
X × Y
λ
−→ P an ℓ-relation
γ∗Y × γ∗X
ϕ
−→ ΩP a relation in shP
Proposition 5.3. In this correspondence, λ is an ℓ-function if and only if ϕ is a function.
Then, by proposition 2.32, ℓ-functions correspond to arrows γ∗X ϕ−→ γ∗Y in the topos
shP, and by remark 2.33 ℓ-bijections correspond to isomorphisms.
Proof. Consider the extension λ˜ of λ as a P-module, and ϕ˜ of ϕ as a ΩP-module, i.e.
in sℓ(shP) (we add the (˜−) to avoid confusion). We have the binatural correspondence
between λ˜ and ϕ˜:
X × Y
λ
''
{}P⊗
P
{}P
// PX ⊗
P
PY
λ˜
// P
γ∗X × γ∗Y
ϕ
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{}⊗{} // Ω
γ∗X
P ⊗Ω
γ∗Y
P
ϕ˜ // ΩP
given by the adjunction γ∗ ⊣ γ∗. But γ∗(Ωγ∗XP ) = (γ∗ΩP)X = PX and γ∗ is a tensor
functor, then γ∗(Ωγ
∗X
P ⊗Ω
γ∗Y
P ) = PX ⊗P P
Y and γ∗(ϕ˜) = λ˜.
Now, the inverse images λ∗, ϕ∗ are constructed from λ˜, ϕ˜ using the autoduality of
Ω
γ∗X
P , P
X (see proposition 2.36), and since γ∗ is a tensor functor that maps Ωγ∗XP 7→ PX
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we can take η, ε of the autoduality of PX as γ∗(η′), γ∗(ε′) if η′, ε′ are the autoduality
structure of Ωγ∗XP . It follows that γ∗(ϕ∗) = λ∗, then by 5.1 (item 6) we obtain that ϕ∗ is a
locale morphism if and only if λ∗ is so. Proposition 2.50 finishes the proof. 
Consider now the situation of 4.5 for the case G = shP, i.e. assume we have
shPII
γ∗ ⊣ γ∗



E
F //
F′
// S.
Combining proposition 5.3 with 4.6 we obtain:
Corollary 5.4. There is a bijective correspondence given by the adjunction γ∗ ⊣ γ∗
between ♦1-cones of ℓ-functions (resp ℓ-bijections) FX × F′X λX−→ P and natural trans-
formations (resp. isomorphisms) γ∗F ϕ=⇒ γ∗F′. 
Remark 5.5. Though we will not use the result with this generality, we note that propo-
sition 5.3 (and therefore corollary 5.4) also holds for an arbitrary topos G. Consider
P = γ∗ΩG, the hyperconnected factorization
G
q //
γ
❃
❃❃
❃❃
❃❃
shP
γ
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
S
(see [17], VI. 5 p.54)
and recall that q∗ΩG  ΩP and that the counit map q∗q∗ΩG −→ ΩG is, up to isomor-
phism, the comparison morphism q∗ΩP −→ ΩG of remark 4.8 (see [30], 1.5, 1.6). The
previous results imply that the correspondence between relations X × Y −→ ΩP and re-
lations q∗X × q∗Y −→ ΩG given by the adjunction q∗ ⊣ q∗ is simply the correspondence
between a relation R ֒→ X×Y in shP and its image by the full and faithful morphism q∗,
therefore functions correspond to functions. Since by proposition 5.3 we know that the
same happens for shP
γ
−→ S, by composing the adjunctions we obtain it for G γ−→ S.
Definition 5.6. Let p ∈ P, we identify by Yoneda p with the representable presheaf
p = [−, p]. If q ∈ P, then [q, p] = ~q≤ p ∈ Ω. In particular if a ≤ p then [a, p] = 1.
For a ≤ p ∈ P, x ∈ X(p), consider X(p) X
p
a
−→ X(a) in S. We will denote x|a := Xpa (x).
We describe now the sup-lattice structure of the exponential GX. Recall that as a
presheaf, GX(p) = [p × X,G], and note that if θ ∈ GX(p), and a ≤ p, by definition 5.6
we have X(a) θa−→ G(a).
θ corresponds via the exponential law to X
ˆθ
−→ Gp,
X(q)
ˆθq
−→ Gp(q)  [q ∧ p,G]  G(q ∧ p)
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by Yoneda lemma. Following θ through this correspondences, it follows that
X(q)
ˆθq
−→ G(q ∧ p) is defined by ˆθq(x) = θq∧p(x|q∧p).
This implies that θ ∈ GX(p) is completely characterized by its components θa for
a ≤ p. From now on we make this identification, i.e. we consider θ ∈ GX(p) as a family
{X(a) θa−→ G(a)}a≤p natural in a. Via this identification, if q ≤ p, it can be checked that
the morphism GX(p) ρ
p
q
−→ GX(q) is given by {X(a) θa−→ G(a)}a≤p 7→ {X(a) θa−→ G(a)}a≤q.
Lemma 5.7. Let X ∈ shP, G ∈ sℓ(shP). Then the sup-lattice structure of GX is given as
follows:
1. For each p ∈ P, GX(p) = {{X(a) θa−→ G(a)}a≤p natural in a} is a sup-lattice point-
wise.
2. If q ≤ p the morphisms GX(q)
Σ
p
q --
⊥mm
ρ
p
q
GX(p) are defined by the formulae
(for θ ∈ GX(p), ξ ∈ GX(q)):
Fρ) (ρpqθ)a(x) = θa(x) for x ∈ X(a), a ≤ q.
FΣ) (Σpqξ)a(x) = Σaa∧qξa∧q(x|a∧q) for x ∈ X(a), a ≤ p.
Proof. We have already showed above that ρpq satisfies Fρ).
We have to prove that if Σpq is defined by FΣ) then the adjunction holds, i.e. that
A : Σpqξ ≤ θ if and only if B : ξ ≤ ρpqθ.
By FΣ), A means that for each a ≤ p, for each x ∈ X(a) we have Σaa∧qξa∧q(x|a∧q) ≤ θa(x)
in G(a).
By Fρ), B means that for each a ≤ q, for each x ∈ X(a) we have ξa(x) ≤ θa(x).
Then A implies B since if a ≤ q then a∧q = a, and B implies A since for each a ≤ p,
for each x ∈ X(a), by the adjunction Σ ⊣ ρ for G, Σaa∧qξa∧q(x|a∧q) ≤ θa(x) holds in G(a)
if and only if ξa∧q(x|a∧q) ≤ ρaa∧qθa(x) holds in G(a ∧ q), but this inequality is implied by
B since by naturality of θ we have ρaa∧qθa(x) = θa∧q(x|a∧q). 
Proposition 5.8. If X ∈ shP, G ∈ Loc(shP), then the sup-lattice structure of GX defined
above satisfies Frobenius reciprocity as in 5.1 item 4, yielding in this way a locale
structure for GX.
Proof. For q ≤ p, θ ∈ GX(p), ξ ∈ GX(q), we have to check Σpq(ρpq(θ) ∧ ξ) = θ ∧ Σpqξ. By
Fρ) and FΣ) above, it suffices to check that for each a ≤ p, x ∈ X(a),
Σaa∧q(θa∧q(x|a∧q) ∧ ξa∧q(x|a∧q)) = θa(x) ∧ Σaa∧qξa∧q(x|a∧q),
which follows from Frobenius reciprocity (for G) with x = θa(x), y = ξa∧q(x|a∧q). 
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Remark 5.9. If X ∈ shP, G ∈ Loc(shP), the unit 1 ∈ GX is a global section that
corresponds to the arrow X −→ 1 1−→ ΩP −→ G, which by 5.1 item 2 maps 1p(x) = p
for each p ∈ P, x ∈ X(p).
5.10. For the remainder of this section, the main idea (that shouldn’t be lost in the
computations) is to consider some of the situations defined in section 2.1 for the topos
shP, and to “translate” them to the base topos S. In particular we will translate the four
axioms for an ℓ-relation in shP (which are expressed in the internal language of the topos
shP) to equivalent formulae in the language of S (proposition 5.24), and also translate
the autoduality of GX, if G ∈ sℓ(shP), to an autoduality of P-modules (proposition 5.26).
All this will be needed later in section 6.2.
Consider X ∈ shP, G ∈ sℓ(shP) and an arrow X α−→ G. We want to compute the
internal supremum
∨
x∈X
α(x) ∈ G. This supremum is the supremum of the subsheaf of G
given by the image of α in shP, which is computed as #S ֒→ G, where S is the sub-
presheaf of G given by S (p) = {αp(x) | x ∈ X(p)}. Now, by 5.1 item 1 (or, it can be easily
verified), this supremum coincides with the supremum of the sub-presheaf S ֒→ G,
which by 5.1 item 3 is computed as the global section 1 s−→ G, sq =
∨
p≤q
x∈X(p)
Σqpαp(x).
Applying the equivalence γ∗ of 5.1, item 5 we obtain:
Proposition 5.11. Let X ∈ shP, G ∈ sℓ(shP) and an arrow X α−→ G. Then at the level
of P-modules, the element s ∈ G(1) corresponding to the internal supremum
∨
x∈X
α(x) is∨
p∈P
x∈X(p)
Σ1pαp(x). 
Definition 5.12. Given X ∈ shP, recall that we denote by ΩP the object classifier of
shP and consider the sup-lattice in shP, ΩXP (that is also a locale). We will denote by Xd
the P-module (that is also a locale extension P −→ Xd) corresponding to ΩXP, in other
words Xd := γ∗(ΩXP) = ΩXP(1).
Given p ∈ P, x ∈ X(p) we define the element δx := Σ1p{x}p ∈ Xd.
Consider now θ ∈ Xd, that is θ ∈ ΩXP(1), i.e. X
θ
−→ ΩP in shP. Let α be X
θ·{}
−→ ΩXP,
α(x) = θ(x) · {x}. Then proposition 2.9 states that θ =
∨
x∈X
α(x) (this is internally in shP).
Appyling proposition 5.11 we compute in Xd:
θ =
∨
p∈P
x∈X(p)
Σ1p(θp(x) · {x}p) =
∨
p∈P
x∈X(p)
θp(x) · Σ1p{x}p =
∨
p∈P
x∈X(p)
θp(x) · δx.
We have proved the following:
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Proposition 5.13. The family {δx}p∈P,x∈X(p) generates Xd as a P-module, and further-
more, for each θ ∈ Xd, we have θ =
∨
p∈P
x∈X(p)
θp(x) · δx. 
Remark 5.14. Given q ≤ p ∈ P, x ∈ X(p), by naturality of X {}−→ ΩXP we have
{x|q}q = ρ
p
q{x}p.
Lemma 5.15. For p, q ∈ P, x ∈ X(p), we have q · δx = δx|p∧q . In particular p · δx = δx.
Proof. Recall that multiplication by a ∈ P is given by Σ1aρ1a, and that ρ1aΣ1a = id. Then
p · δx = Σ1pρ1pΣ1p{x}p = Σ1p{x}p = δx, and
q · δx = q · p · δx = (p ∧ q) · δx = Σ1p∧qρ1p∧qΣ1p{x}p =
= Σ1p∧qρ
p
p∧qρ
1
pΣ
1
p{x}p = Σ
1
p∧qρ
p
p∧q{x}p
5.14
= Σ1p∧q{x|p∧q}p∧q = δx|p∧q . 
Corollary 5.16. For X, Y ∈ shP, p, q ∈ P, x ∈ X(p), y ∈ Y(q), we have
δx ⊗ δy = δx|p∧q ⊗ δy|p∧q in Xd ⊗P Yd.
Proof. δx ⊗ δy = p · δx ⊗ q · δy = q · δx ⊗ p · δy = δx|p∧q ⊗ δy|p∧q . 
Definition 5.17. Consider now X × X δX−→ ΩP in shP, for each a ∈ P we have
X(a) × X(a) δX a−→ ΩP(a) 5.1, item 2.= P≤a.
If x ∈ X(p), y ∈ X(q) with p, q ∈ P, we denote
~x=yP := Σ1p∧qδX p∧q(x|p∧q, y|p∧q) ∈ P.
This shouldn’t be confused with the internal (in shP) notation ~x = y introduced
in section 2.3, though it is similar to how one would compute it using sheaf semantics;
here all these computations are “external”, i.e. in S.
Corollary 5.18. For p, q ∈ P, x ∈ X(p), y ∈ X(q), we have ~x=yP · δx = ~x=yP · δy.
Proof. Applying lemma 2.11 to X {}−→ ΩXP it follows that for each p, q ∈ P, x ∈ X(p),
y ∈ X(q),
δX p∧q(x|p∧q, y|p∧q) · {x|p∧q}p∧q = δX p∧q(x|p∧q, y|p∧q) · {y|p∧q}p∧q
inΩXP(p∧q), where · is the p∧q-component of the natural isomorphismΩP⊗ΩXP
·
−→ ΩXP.
Apply now Σ1p∧q and use that · is a sℓ-morphism (therefore it commutes with Σ) to obtain
~x=yP · δx|p∧q = ~x=yP · δy|p∧q .
Then, by lemma 5.15,
~x=yP · q · δx = ~x=yP · p · δy,
which since ~x=yP ≤ p ∧ q is the desired equation. 
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Let X, Y ∈ shP,G ∈ Loc(shP), then we have the correspondence
X × Y
λ
−→ G an ℓ-relation
ΩXP ⊗Ω
Y
P
λ
−→ G a sℓ-morphism
Xd ⊗P Yd
µ
−→ G(1) a morphism of P-Mod
(5.19)
The following propositions show how µ is computed from λ and vice versa.
Proposition 5.20. In the correspondence (5.19), for each p, q ∈ P, x ∈ X(p), y ∈ Y(q),
µ(δx ⊗ δy) = Σ1p∧qλp∧q(x|p∧q, y|p∧q).
Proof. µ(δx ⊗ δy) 5.16= λ1(δx|p∧q ⊗ δy|p∧q) = λ1Σ1p∧q({x|p∧q}p∧q ⊗ {y|p∧q}p∧q) =
= Σ1p∧qλp∧q({x|p∧q}p∧q ⊗ {y|p∧q}p∧q) = Σ1p∧qλp∧q(x|p∧q, y|p∧q). 
Corollary 5.21. Applying ρ1p∧q and using that ρ1p∧qΣ1p∧q = id, we obtain the reciprocal
computation
λp∧q(x|p∧q, y|p∧q) = ρ1p∧qµ(δx ⊗ δy). 
Remark 5.22. In the correspondence (5.19) above, if λ = δX : X × X −→ Ω, then
µ(δx1 ⊗ δx2) = ~x1= x2P (recall definition 5.17).
Lemma 5.23. In the correspondence (5.19), for each p, q, r ∈ P, x ∈ X(p), y ∈ Y(q),
r · µ(δx ⊗ δy) = Σ1p∧q∧rρp∧qp∧q∧rλp∧q(x|p∧q, y|p∧q) = Σ1p∧q∧rλp∧q∧r(x|p∧q∧r , y|p∧q∧r).
Proof. The second equality is just the naturality of λ. To prove the first one, we com-
pute:
r · µ(δx ⊗ δy) 5.20= Σ1rρ1rΣ1p∧qλp∧q(x|p∧q, y|p∧q)
5.1 item 2.b)
=
= Σ1rΣ
r
p∧q∧r ρ
p∧q
p∧q∧r λp∧q(x|p∧q, y|p∧q) = Σ1p∧q∧r ρp∧qp∧q∧r λp∧q(x|p∧q, y|p∧q). 
The following proposition expresses the corresponding formulae for the four axioms
of an ℓ-relation X×Y λ−→ G in shP (see definitions 2.17, 2.41), at the level of P-modules.
Proposition 5.24. Let X, Y ∈ shP,G ∈ Loc(shP), and an ℓ-relation X × Y λ−→ G.
Consider the corresponding P-module morphism Xd ⊗P Yd
µ
−→ G(1) as in (5.19). Then
λ is ed, uv, su, in resp. if and only if:
• ed) for each p ∈ P, x ∈ X(p),
∨
q∈P
y∈Y(q)
µ(δx ⊗ δy) = p.
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• uv) for each p, q1, q2 ∈ P, x ∈ X(p), y1 ∈ Y(q1), y2 ∈ Y(q2),
µ(δx ⊗ δy1) ∧ µ(δx ⊗ δy2) ≤ ~y1=y2P.
• su) for each q ∈ P, y ∈ Y(q),
∨
p∈P
x∈X(p)
µ(δx ⊗ δy) = q.
• in) for each p1, p2, q ∈ P, x1 ∈ X(p1), x2 ∈ X(p2), y ∈ Y(q),
µ(δx1 ⊗ δy) ∧ µ(δx2 ⊗ δy) ≤ ~x1= x2P.
Proof. By proposition 2.50 and remark 2.47, λ is ed) if and only if
∨
y∈Y
λ∗(y) = 1
in GX. By proposition 5.11 and remark 5.9, this is an equality of global sections∨
q∈P
y∈Y(q)
Σ1qλ
∗
q(y) = 1 in GX(1) =M [X,G]. Then λ is ed) if and only if for each p ∈ P, x ∈ X(p),∨
q∈P
y∈Y(q)
(Σ1qλ∗q(y))p(x) = p in G(p). But by FΣ) in lemma 5.7 we have
(Σ1qλ∗q(y))p(x) =M Σ
p
p∧q(λ∗q(y))p∧q(x|p∧q) = Σpp∧qλp∧q(x|p∧q, y|p∧q), where last equality holds
since by definition of λ∗ we have (λ∗q(y))Mp∧q(x|p∧q) = λp∧q(x|p∧q, y|p∧q).
We conclude that λ is ed) if and only if for each p ∈ P, x ∈ X(p),∨
q∈P
y∈Y(q)
Σ
p
p∧qλp∧q(x|p∧q, y|p∧q) = p in G(p). Since ρ1pΣ1p = id, this holds if and only if it
holds after we apply Σ1p. Then, proposition 5.20 yields the desired equivalence.
We now consider axiom uv):
λ is uv) if and only if for each p, q1, q2 ∈ P, x ∈ X(p), y1 ∈ Y(q1), y2 ∈ Y(q2),
ρ
p∧q1
p∧q1∧q2λp∧q1(x|p∧q1 , y1|p∧q1) ∧ ρp∧q2p∧q1∧q2λp∧q2(x|p∧q2 , y2|p∧q2) ≤
ρ
q1∧q2
p∧q1∧q2δY q1∧q2(y1|q1∧q2 , y2|q1∧q2).
We apply Σ1p∧q1∧q2 and use that it commutes with ∧ to obtain that this happens if and
only if
Σ1p∧q1∧q2ρ
p∧q1
p∧q1∧q2λp∧q1(x|p∧q1 , y1|p∧q1) ∧ Σ1p∧q1∧q2ρp∧q2p∧q1∧q2λp∧q2(x|p∧q2 , y2|p∧q2)
≤ Σ1p∧q1∧q2ρ
q1∧q2
p∧q1∧q2δY q1∧q2(y1|q1∧q2 , y2|q1∧q2),
which by lemma 5.23 (see remark 5.22) is equation
q2 · µ(δx ⊗ δy1) ∧ q1 · µ(δx ⊗ δy2) ≤ p · ~y1=y2P,
but since qi · δyi = δyi (i = 1, 2), by corollary 5.16 this is equivalent to the equation
µ(δx ⊗ δy1) ∧ µ(δx ⊗ δy2) ≤ p · ~y1=y2P.
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This equation is equivalent to the one in the proposition since the right term is lower
or equal than ~y1=y2P, and multiplying by p the left term doesn’t affect it.

Definition 5.25. Let X, Y ∈ shP,G ∈ Loc(shP), and an ℓ-relation X×Y λ−→ G. Consider
the corresponding P-module morphism Xd⊗P Yd
µ
−→ G(1). We say that µ is ed, uv, su, in
resp. if it satisfies the conditions of proposition 5.24 above. We say that µ is an
ℓ-function, resp. ℓ-op-function, resp. ℓ-bijection if it is ed and uv, resp. su and in
resp. the four conditions.
Note that µ has each of the properties defined above if and only if λ does.
Consider now the autoduality of ΩXP in sℓ(shP) given by proposition 2.35. Applying
the tensor equivalence sℓ(shP) γ∗−→ P-Mod it follows that Xd is autodual in P-Mod, in
the sense of definition C.12. We will now give the formulae for the η, ε of this duality.
Proposition 5.26. The P-module morphisms P
η
−→ Xd ⊗
P
Xd, Xd ⊗
P
Xd
ε
−→ P are given
by the formulae η(1) =
∨
p∈P
x∈X(p)
δx ⊗ δx, ε(δx ⊗ δy) = ~x= yP for each p, q ∈ P, x ∈ X(p),
y ∈ X(q).
Proof. The internal formula for η given in the proof of proposition 2.35, together with
remark 5.11 yield the formula for η. The internal formula for ε, together with our def-
inition of the notation ~x = yP yield that for each p, q ∈ P, x ∈ X(p), y ∈ X(q),
we have εp∧q({x|p∧q}p∧q ⊗ {y|p∧q}p∧q) = ~x = yP in ΩP(p ∧ q). Apply Σ1p∧q, use that it
commutes with the sℓ-morphism ε and recall remark 5.9 to obtain
ε1(δx|p∧q ⊗ δy|p∧q) = ~x=yP in P, which by corollary 5.16 is the desired equation. 
5.1 A particular type of ℓ-relation
Assume P is the coproduct of two locales, P = H ⊗ L. Then the inclusions into the
coproduct yield projections from the product of topoi shH π1←− sh(H ⊗ L) π2−→ shL.
Consider now X ∈ shH, Y ∈ shL, G ∈ Loc(sh(H ⊗ L)). We can consider an
ℓ-relation π∗1X × π∗2Y
λ
−→ G, and the corresponding (H ⊗ L)-module morphism
(π∗1X)d ⊗H⊗L (π
∗
2Y)d
µ
−→ G(1).
To compute (π∗1X)d, note that Xd is the H-module corresponding to the locale of
open parts of the discrete space Xdis (recall corollary 2.39). By [17], VI.3 Proposition
3, p.51, H −→ Xd is the morphism of locales corresponding to the etale (over H) space
Xdis = ΩXH. Then we have the following pull-back of spaces (push-out of locales)
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(π∗1X)dis //

Xdis

H ⊗ L // H
(π∗1X)d Xdoo
H ⊗ L
OO
Hoo
OO
which shows that (π∗1X)d = Xd ⊗ L, and similarly (π∗2Y)d = H ⊗ Yd. Then we have
(π∗1X)d ⊗H⊗L (π
∗
2Y)d = (Xd ⊗ L) ⊗H⊗L (H ⊗ Yd)  Xd ⊗ Yd, where the last tensor product
is the tensor product of sup-lattices in S, i.e. as Ω-modules. The isomorphism maps
δx ⊗ δy 7→ (δx ⊗ 1) ⊗ (1 ⊗ δy), then we have the following instance of proposition 5.24.
Proposition 5.27. Let X ∈ shH, Y ∈ shL,G ∈ Loc(sh(H ⊗ L)), and an ℓ-relation
π∗1X × π
∗
2Y
λ
−→ G. Consider the corresponding (H ⊗ L)-module morphism
Xd ⊗ Yd
µ
−→ G(1). Then λ is ed, uv, su, in resp. if and only if:
• ed) for each h ∈ H, x ∈ X(h),
∨
l∈L
y∈Y(l)
µ(δx ⊗ δy) = h.
• uv) for each h ∈ H, l1, l2 ∈ L, x ∈ X(h), y1 ∈ Y(l1), y2 ∈ Y(l2),
µ(δx ⊗ δy1) ∧ µ(δx ⊗ δy2) ≤ ~y1=y2P.
• su) for each l ∈ L, y ∈ Y(l),
∨
h∈H
x∈X(h)
µ(δx ⊗ δy) = l.
• in) for each h1, h2 ∈ H, l ∈ L, x1 ∈ X(h1), x2 ∈ X(h2), y ∈ Y(l),
µ(δx1 ⊗ δy) ∧ µ(δx2 ⊗ δy) ≤ ~x1= x2P.
2
5.28. Consider the situation of 3.1 in the topos shP, with P = H ⊗ L. Since the ♦2( f , g)
diagram is a diagram in Rel(shP) ⊆ sℓ(shP)  P-Mod, it is equivalent to a correspond-
ing diagram in P-Mod that we will also denote ♦2 (recall that gop corresponds to g∧, see
2.37),
♦2( f , g) :
Xd ⊗ Yd
µ
##❍
❍❍
❍❍
❍
X′d ⊗ Yd
f∧⊗Yd ::ttttttt
X′d⊗g $$■
■■
■■
■
≡ G(1) ,
X′d ⊗ Y
′
d
µ′
;;✇✇✇✇✇✇
expressing the equation: for each h ∈ H, l ∈ L, x′ ∈ X′(h), y ∈ Y(l)
♦2( f , g) : µ′(δx′ ⊗ δg(l)) =
∨
b∈H
x∈X(b)
~ f (x)= x′H · µ(δx ⊗ δl) (5.29)
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6 The equivalence Cmd0(O(G)) = Rel(βG)
6.1. We fix throughout this section a localic groupoid G (i.e. groupoid object in
Sp = Locop), with subjacent structure of localic category (i.e. category object in Sp)
given by (see [17], VIII.3 p.68)
G
G0
×
G0
G ◦ // G
∂0 //
∂1
// G0ioo
(we abuse notation by using the same letter G for the object of arrows of G).
We denote by L = O(G), B = O(G0) their corresponding locales of open parts,
and think of them as (commutative) algebras in the monoidal category sℓ. The locale
morphisms B
s=∂−10 //
t=∂−11
// L give L a structure of B-bimodule. We establish, following [6],
that B acts on the left via t and on the right via s. This is consistent with the pull-
back G ×G0 G above which is thought of as the pairs {( f , g) ∈ G × G|∂0( f ) = ∂1(g)} of
composable arrows, in the sense that O(G ×G0 G) = L ⊗B L (the push-out corresponding
to the pull-back above is the tensor product of B-bimodules).
In this way, the unit G0 i // G corresponds to a counit L
e
−→ B, and the multipli-
cation (composition) G ×G0 G
◦
−→ G corresponds to a comultiplication L c−→ L ⊗B L.
Therefore L is a coalgebra in the category B-bimod, i.e. a coge`broı¨de agissant sur B. In
other words, a localic category structure for G is the same as a coge`broı¨de structure for
L.
We define a localic Hopf algebroid as the exact formal dual structure of a localic
groupoid. The inverse G
(−)−1
−→ G of a localic groupoid corresponds to an antipode
L
a
−→ L. As was observed by Deligne in [6], p.117, the structure of coge`broı¨de is the
subjacent structure of a Hopf algebroid which is used to define its representations (see
definition C.21), exactly like the subjacent localic category structure of the groupoid
is the subjacent structure required to define G-spaces as Sp-valued functors, namely,
actions of the category object on a family (internal) X −→ G0 (see definition 6.2).
6.1 The category βG
Groupoid objects G in Sp act on spaces over G0, X −→ G0, as groupoids (or categories
with object of objects G0) act on families over G0 in Sets, defining an internal functor.
We consider G ×G0 X, the pull-back of spaces over G0 constructed using ∂0, as a space
over G0 using ∂1:
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Definition 6.2. An action of a localic groupoid G in a space over G0, X −→ G0, is a
morphism G ×G0 X
θ
−→ X of spaces over G0 such that the following diagrams commute.
A1 :
G
G0
×
G0
G
G0
×
G0
X ◦×X //
G×θ

G
G0
×
G0
X
θ

G
G0
×
G0
X θ // X
A2 :
G
G0
×
G0
X θ // X
G0
G0
×
G0
X
i×X
OO

@@          
Given two actions that we will denote by G y X, G y X′, an action morphism
(which corresponds to a natural transformation between the functors) is a morphism f
of spaces over G0 such that the following diagram commute.
AM :
G
G0
×
G0
X θ //
G× f

X
f

G
G0
×
G0
X′ θ
′
// X′
Remark 6.3. The reader can easily check that these definitions are equivalent to the
ones of [17], VIII.3, p.68.
Remark 6.4. Recall from [17], VI.3 p.51, Proposition 3 (see also proposition 2.39 and
5.1, item 5), that the functor
shB
(−)dis
−→ Sp(shB) γ∗−→ B-Locop
Y ✤ // (Yd → B),
where Yd = γ∗(ΩY) = γ∗O(Ydis) (recall definition 5.12 and proposition 2.39), yields an
equivalence of categories shB −→ EtB, where EtB is the category of etale spaces over
B, i.e. X
p
−→ B satisfying that p and the diagonal X △−→ X ×B X are open (see [17], V.5
p.41).
Definition 6.5. An action G y X is discrete if X −→ G0 is etale, i.e. in view of last
remark if X = Yd (or equivalently O(X) = Yd) with Y ∈ shB. We denote by βG the
category of discrete actions of G.
6.6. Consider sℓ0(shB) the full subcategory of sℓ(shB) with objects of the form ΩYB.
Then we have the equivalence : Rel(shB) (−)∗−→ sℓ0(shB). consider also the restriction of
the equivalence sℓ(shB)  B-Mod to sℓ0(shB) = (B-Mod)0. Combining both we obtain
Rel(shB) = (B-Mod)0, mapping Y ↔ Yd.
68
The objective of this section is to prove the following theorem:
Theorem 6.7. For any localic groupoid G, there is an equivalence of categories making
the triangle commutative (T, F are forgetful functors):
Cmd0(L) = //
T ''❖❖
❖❖❖
❖❖❖
❖❖❖
Rel(βG)
Rel(F)
ww♣♣♣
♣♣♣
♣♣♣
♣♣
(B-Mod)0  Rel(shB).
6.2 The equivalence at the level of objects
Consider an etale space X −→ G0, and assume O(X) = Yd, with Y ∈ shB. A (discrete)
action G y X (G ×G0 X
θ
−→ X satisfying A1, A2) corresponds exactly to a B-locale
morphism Yd
ρ
−→ L⊗B Yd satisfying C1, C2 (in definition C.21). Therefore, to establish
an equivalence between discrete actions Gy X and comodules Yd
ρ
−→ L⊗B Yd we need
to prove
Proposition 6.8. Every comodule structure Yd
ρ
−→ L ⊗B Yd is automatically a locale
morphism (when L is the coge`broı¨de subjacent to a localic groupoid).
Next we prove this proposition (see 6.9 below for a clarifying diagram). In order to
do this, we will work in the category of B ⊗ B-modules. Since B is commutative, we
have an isomorphism of categories B-bimod  B ⊗ B-mod, but we consider the tensor
product ⊗
B⊗B
of B ⊗ B-modules as in C.11, not to be confused with the tensor product ⊗B
as B-bimodules. Via this isomorphism, L is a B⊗ B-module whose structure is given by
B ⊗ B
(t,s)
−→ L.
We first notice that L ⊗
B
Yd  L ⊗
B⊗B
(B ⊗ Yd), and via extension of scalars (using the
inclusion B −→ B ⊗ B in the first copy), ρ corresponds to a B ⊗ B-module morphism
Yd ⊗ B
ρ
−→ L ⊗
B⊗B
(B⊗ Yd). From the equivalence of tensor categories recalled in section
5.1 items 5,6, with P = B⊗B, ρ corresponds to a morphism ϕ in sℓ(sh(B⊗B)), ρ = γ∗(ϕ),
and ρ is a locale morphism if and only if ϕ is so.
From the results of section 5.1, Yd ⊗ B = (π∗1Y)d = γ∗(Ω
π∗1Y
B⊗B), and similarly
B ⊗ Yd = γ∗(Ωπ
∗
1Y
B⊗B), where ΩB⊗B is the subobject classifier of sh(B ⊗ B). Then
L ⊗
B⊗B
(B ⊗ Yd) 5.1= γ∗(L˜
(1)
⊗ Ω
π∗2Y
B⊗B)
(2)
= γ∗(L˜π∗2Y ),
where L˜ is as in 5.1 item 5, γ∗L˜ = L, the tensor product marked with (1) is as sup-
lattices in sh(B⊗ B) and the equality marked with (2) holds since L˜⊗Ωπ∗2YB⊗B and L˜π
∗
2Y are
the free L˜-module in π∗2Y (see proposition 2.45).
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Then ϕ is Ωπ
∗
1Y
B⊗B
ϕ
−→ L˜π∗2Y , therefore by remark 2.51 there is an ℓ-relation
π∗1Y × π
∗
2Y
λ
−→ L˜ in the topos sh(B ⊗ B) such that ϕ = λ∗ and, to see that ρ is a lo-
cale morphism, we can prove that λ is an ℓ-op-function.
6.9. We schematize the previous arguing in the following correspondence
Yd
ρ
−→ L ⊗
B
Yd B-module morphism B-locale morphism
Yd ⊗ B
ρ
−→ L ⊗
B⊗B
(B ⊗ Yd) (B ⊗ B)-module morphism (B ⊗ B)-locale morphism
Ω
π∗1Y
B⊗B
ϕ
−→ L˜π∗2Y sℓ morphism in sh(B ⊗ B) locale morphism
π∗1Y × π
∗
2Y
λ
−→ L˜ ℓ-relation in sh(B ⊗ B) ℓ-op-function
Proposition 6.10. The ℓ-relation π∗1Y × π∗2Y
λ
−→ L˜ corresponding to a comodule struc-
ture Yd
ρ
−→ L ⊗B Yd, where L is the coge`broı¨de subjacent to a localic groupoid, is an
ℓ-bijection.
Proof. We will use the analysis of this particular kind of ℓ-relations that we did in
section 5.1. We have seen that λ corresponds to a B-bimodule morphism Yd ⊗ Yd
µ
−→ L.
We have also seen, in proposition 5.27, which conditions in µ are equivalent to the
axioms for λ.
Since any duality induces an internal-hom adjunction and ΩY is autodual, µ cor-
responds to ρ via the duality of modules described in C.6. Then by lemma C.23, the
B1 and B2 subdiagrams in the following diagram are commutative. Also, the pentagon
subdiagram D is commutative by definition of the localic groupoid G, where a is the
antipode corresponding to the inverse of G (cf. proof of proposition 1.40).
B2
Yd ⊗ Yd
Yd⊗η⊗Yd //
µ

ε
{{✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
Yd ⊗ Yd ⊗
B
Yd ⊗ Yd
B1 µ⊗Bµ

B
t
##●
●●
●●
●●
●●
●●
●●
s
##●
●●
●●
●●
●●
●●
●●
L
D
c //eoo L ⊗
B
L
a⊗L

L⊗a

L L ⊗
B⊗B
L.∧oo
(6.11)
To prove axiom ed), let b0 ∈ B, x ∈ Y(b0). Chasing δx ⊗ δx in diagram (6.11)
all the way down to L using the arrow L ⊗ a we obtain (recall our formulae for η, ε
in proposition 5.26)
∨
b∈B
y∈Y(b)
µ(δx ⊗ δy) ∧ aµ(δy ⊗ δx) = b0, which implies the inequality
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∨
b∈B
y∈Y(b)
µ(δx ⊗ δy) ≥ b0, i.e. ≥ in ed) in proposition 5.27, but the inequality ≤ always holds.
To prove axiom uv), let b0, b1, b2 ∈ B, x ∈ Y(b0), y1 ∈ Y(b1), y2 ∈ Y(b2). Chasing
δy1 ⊗ δy2 , but this time using the arrow a ⊗ L, we obtain∨
c∈B
w∈Y(c)
aµ(δy1 ⊗ δw) ∧ µ(δw ⊗ δy2) = ~y1=y2B,
then in particular (1) aµ(δy1 ⊗ δx) ∧ µ(δx ⊗ δy2) ≤ ~y1=y2B.
To deduce uv) from (1) we need to see that aµ(δy1 ⊗ δx) = µ(δx ⊗ δy1). Since a2 = id,
it is enough to prove ≤:
aµ(δy1 ⊗ δx) 5.15= aµ(δy1 ⊗ b0 · δx) = aµ(δy1 ⊗ δx) ∧ b0
ed)
= aµ(δy1 ⊗ δx) ∧
∨
b∈B
y∈Y(b)
µ(δx ⊗ δy)
=
∨
b∈B
y∈Y(b)
aµ(δy1 ⊗ δx) ∧ µ(δx ⊗ δy)
(1)
=
∨
b∈B
y∈Y(b)
aµ(δy1 ⊗ δx) ∧ µ(δx ⊗ δy) ∧ ~y1=yB 5.18=
= aµ(δy1 ⊗ δx) ∧ µ(δx ⊗ δy1).
Axioms su) and in) follow symetrically. 
We have finished the proof of proposition 6.8. For future reference, we record the
results of this section:
Proposition 6.12. Given a localic groupoid G over G0, with subjacent coge`broı¨de L sur
B, and Y ∈ shB , the following structures are in a bijective correspondence:
• Discrete actions G ×
G0
Yd
θ
−→ Yd.
• ℓ-relations π∗1Y × π∗2Y
λ
−→ L˜ with a corresponding B-bimodule morphism
Yd ⊗ Yd
µ
−→ L such that the following diagrams commute:
B1 :
Yd ⊗ Yd
µ //
Yd⊗η⊗Yd

L
c

Yd ⊗ Yd ⊗
B
Yd ⊗ Yd
µ⊗Bµ // L ⊗
B
L
B2 :
Yd ⊗ Yd
µ //
ε
##●
●●
●●
●●
●●
L
e

B
• Comodule structures Yd
ρ
−→ L ⊗B Yd. 
Remark 6.13. By proposition 1.40, in the case where G is a localic group, actions
Aut(X) −→ G defined as in [8] (see 1.34) also correspond to the previous structures.
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Notation 6.14. We fix until the end of this thesis the following notation: we use the
symbols θ, ρ, λ, µ only for the arrows in the correspondence above, adding a (−)′ if
neccessary.
Remark 6.15. In [6], the comodule structure considered is the opposite of C.21, i.e.
right L-comodules Yd
ρ
−→ Yd ⊗B L. By considering the inverse image λ∗ we obtain that
this structure is also equivalent to the other three.
6.3 The equivalence at the level of arrows
We start this section with some results that allow us to better understand the category
Rel(βG). We begin with a proposition that relates action morphisms with ♦2-cones as in
section 4.
Proposition 6.16. Given two discrete actions G×G0 Yd
θ
−→ Yd, G×G0 Y ′d
θ′
−→ Y ′d, a space
morphism Yd
f
−→ Y ′d is an action morphism if and only if the corresponding arrow
Y
g
−→ Y ′ in shB satisfies
♦2(g) :
Y ′
✚✚
✚✚
✚
✩✩
✩✩
✩
gop
Y
Y Y
G
✗✗✗✗✗
λ
✭✭✭✭✭✭
=
Y ′ Y
✛✛
✛✛
✛
★★
★★
★
g
Y ′ Y ′
G
✖✖✖✖✖✖
λ′
✭✭✭✭✭✭
i.e. by 5.28 :
Y ′d
✚✚
✚✚
✚✚
✩✩
✩✩
✩✩
g∧
Yd
Yd Yd
L
✗✗✗✗✗
µ
✬✬✬✬✬
=
Y ′d Yd
✛✛
✛✛
✛✛
★★
★★
★★
g
Y ′d Y
′
d
L
✗✗✗✗✗
µ′
✬✬✬✬✬
Proof. f −1 (the formal dual of f ) is the B-locale morphism Yd g
∧
−→ Yd, which is com-
puted with the autoduality of Yd (see 2.39 and 2.35), and the correspondence between θ
and µ in proposition 6.12 is also given by this duality, i.e.
f −1 = g∧ :
Y ′d
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Yd
✚✚
✚✚✩✩
✩✩
g
B Yd
Y ′d Y
′
d
B Yd
B
✒✒✒ε
✱✱✱
B Yd
θ−1 = ρ :
Y ′d
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Y
′
d
B Y ′d
L
✓✓✓
µ
✰✰✰
B Y ′d
Then the commutativity of the diagram AM in definition 6.2, expressing that f is an
action morphism, is equivalent when passing to the formal dual to the equality of the
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left and right terms of the equation (and therefore to the equality marked with an (*))
Y ′d
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Y
′
d
B Y ′d
✓✓
✓✓ ✰✰
✰✰
η
L
✓✓✓
µ′
✰✰✰
B Y ′d Yd
✚✚
✚✚✩✩
✩✩
g
B Yd
L B Y ′d Y
′
d
B Yd
L B B
✒✒✒ε
✱✱✱
B Yd
△
=
Y ′d
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Yd
✚✚
✚✚✩✩
✩✩
g
B Yd
Y ′d Y
′
d
B Yd
L
✒✒✒µ
′
✱✱✱
B Yd
(∗)
=
Y ′d
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Yd
✚✚
✚✚✩✩
✩✩
g
B Yd
✓✓
✓✓ ✰✰
✰✰
η
Y ′d Y
′
d
B Yd Yd B Yd
B
✒✒✒ε
✱✱✱
B L
✒✒✒
µ
✱✱✱
B Yd
But the equality (*) is ♦2(g) composed with η, to recover ♦2(g) compose with ε. 
Corollary 6.17. Using last proposition and proposition 6.12 we can think of the cate-
gory βG of discrete actions of G in a purely algebraic way (without considering spaces
over G0) as follows: an action is a B-bimodule morphism Yd ⊗ Yd µ−→ L satisfying B1,
B2, and an action morphism is an arrow Y
g
−→ Y ′ in shB such that ♦2(g) holds.
Remark 6.18. Since µ is an ℓ-bijection, ♦2(g) holds if and only if (g) does, so the
definitions of action morphism of [17] (see 6.2) and [8] (see 1.34) coincide.
Remark 6.19. Since the forgetful functor βG F−→ shB, G y Yd 7→ Y , is left exact, a
monomorphism of discrete G-actions Z
g
−→ Y is also a monomorphism in shB.
Lemma 6.20. Given two actions Yd⊗Yd
µ
−→ L and Zd⊗Zd
µ′
−→ L and a monomorphism
Z
g
−→ Y of actions, for each δz, δw generators of Zd, µ′(δz ⊗ δw) = µ(δg(z) ⊗ δg(w)).
Proof. µ(δg(z) ⊗ δg(w)) 6.16,(5.29)=
∨
b∈B
x∈Y(b)
~g(x)=g(z)B · µ′(δx ⊗ δw) 6.19,2.1=
=
∨
b∈B
x∈Y(b)
~x=zB · µ
′(δx ⊗ δw) 5.18= µ′(δz ⊗ δw). 
Lemma 6.21. Given an action Yd ⊗ Yd
µ
−→ L and a monomorphism Z
f
−→ Y, if the
restriction of the action to Z is an ℓ-bijection, then it is an action. This is the only
possible action on Z that makes f a morphism of G-actions.
Proof. Unicity is clear from the previous lemma. We have to check B1 and B2 in
proposition 6.12 for Zd ⊗ Zd
µ
−→ L. The only one that requires some care is B1. By
hypothesis we have for b0, b′0 ∈ B, x ∈ Y(b0),w ∈ Y(b′0),
cµ(δx ⊗ δw) =
∨
b∈B
y∈Y(b)
µ(δx ⊗ δy) ⊗
B
µ(δy ⊗ δw)
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(we specify in the notation if the tensor product is over B).
We have to see that when x ∈ Z(b0),w ∈ Z(b′0), this equation still holds when
restricting the supremum to Z. In fact, in this case we have
∨
b∈B
y∈Y(b)
µ(δx ⊗ δy) ⊗
B
µ(δy ⊗ δw) 5.15=
∨
b∈B
y∈Y(b)
b0 · µ(δx ⊗ δy) ⊗
B
µ(δy ⊗ δw) · b′0
ed), su)
=
=
∨
b∈B
y∈Y(b)
∨
b1∈B
z1∈Z(b1)
∨
b2∈B
z2∈Z(b2)
µ(δx ⊗ δz1) ∧ µ(δx ⊗ δy) ⊗B µ(δy ⊗ δw) ∧ µ(δz2 ⊗ δw)
uv), in), 5.18
=
=
∨
b∈B
z∈Z(b)
µ(δx ⊗ δz) ⊗
B
µ(δz ⊗ δw). 
We are ready to prove theorem 6.7.
Theorem 6.22. For any localic groupoid G as in 6.1, there is an equivalence of cate-
gories making the triangle commutative (T, F are forgetful functors):
Cmd0(L)  //
T ''❖❖
❖❖❖
❖❖❖
❖❖❖
Rel(βG)
Rel(F)
ww♣♣♣
♣♣♣
♣♣♣
♣♣
(B-Mod)0  Rel(shB).
The identification between relations R ⊂ Y × Y ′ in shB and B-module morphisms
Yd
R
−→ Y ′d lifts to the upper part of the triangle.
Proof. Since the equivalence (B-Mod)0  Rel(shB) maps Yd ↔ Y , proposition 6.12
yields a bijection between the objects of Cmd0(L) and Rel(βG).
We have to show that this bijection respects the arrows of the categories. Using the
lemma 6.21, it is enough to see that for Y , Y ′ any two objects of βG, and R ⊂ Y × Y ′
a relation in shB, the restriction θ of the product action λ ⊠ λ′ to R is a bijection if and
only if the corresponding B-module map R : Yd → Y ′d is a comodule morphism.
We claim that the diagram expressing that R : Yd → Y ′d is a comodule morphism is
equivalent to the diagram ♦(R,R) in 3.1 (cf. proof of proposition 1.42). The proof
follows then by proposition 3.17. We prove the claim using the elevators calculus
described in appendix B, B.1:
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The comodule morphism diagram is the equality
Yd
✛✛
✛✛
✛
★★
★★
★
R
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Y ′d Y
′
d
B Y ′d
G
✔✔✔✔
µ′
✯✯✯✯
B Y ′d
=
Yd
✕✕
✕✕
✕
✯✯
✯✯
✯
η
Yd Yd B Yd
✛✛
✛✛
✛
★★
★★
★
R
G
✔✔✔✔✔
µ
✯✯✯✯✯
B Y ′d
(6.23)
while the diagram ♦ is
Yd
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Y ′d
Yd Yd B Yd
✛✛
✛✛
✛
★★
★★
★
R
Y ′d
Yd Yd B Y ′d Y
′
d
G
✓✓✓✓
µ
✰✰✰✰
B H
✓✓✓✓
ε
✰✰✰✰
=
Yd
✛✛
✛✛
✛
★★
★★
★
R
Y ′d
Y ′d Y
′
d
G
✓✓✓✓
µ′
✰✰✰✰
(6.24)
Proof of (6.23) =⇒ (6.24):
Yd
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Y ′d
Yd Yd B Yd
✛✛
✛✛
✛
★★
★★
★
R
Y ′d
Yd Yd B Y ′d Y
′
d
G
✓✓✓✓
µ
✰✰✰✰
B H
✓✓✓✓
ε
✰✰✰✰
(6.23)
=
Yd
✛✛
✛✛
✛
★★
★★
★
R
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Y ′d
Y ′d Y
′
d
B Y ′d Y
′
d
G
✓✓✓✓
µ′
✰✰✰✰
B H
✓✓✓✓
ε
✰✰✰✰
(△)
=
Yd
✛✛
✛✛
✛
★★
★★
★
R
Y ′d
Y ′d Y
′
d
G
✓✓✓✓
µ′
✰✰✰✰
Proof of (6.24) =⇒ (6.23):
Yd
✛✛
✛✛
✛
★★
★★
★
R
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Y ′d Y
′
d
B Y ′d
G
✔✔✔✔
µ′
✯✯✯✯
B Y ′d
(6.24)
=
Yd
✕✕
✕✕
✕
✮✮
✮✮
✮
η
✕✕
✕✕
✕
✮✮
✮✮
✮
η
Yd Yd B Yd
✛✛
✛✛
✛
★★
★★
★
R
Y ′d B Y
′
d
Yd Yd B Y ′d Y
′
d
B Y ′d
G
✔✔✔✔✔
µ
✯✯✯✯✯
B H
✔✔✔✔
ε
✯✯✯✯
B Y ′d
(△)
=
Yd
✕✕
✕✕
✕
✯✯
✯✯
✯
η
Yd Yd B Yd
✛✛
✛✛
✛
★★
★★
★
R
G
✔✔✔✔✔
µ
✯✯✯✯✯
B Y ′d

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7 The Galois and the Tannaka contexts
The Galois context associated to a topos. Consider an arbitrary topos over S,
E −→ S. In [17], VII.3 p.59-61, VIII.3 p.68-69 the following is proved. There is a
spatial cover of E, this is an open surjection of topos X q−→ E with X = shG0 for a
G0 ∈ sp. The 2-kernel pair of q, X ×
E
X
p1 //
p2
// X satisfies that there is a localic groupoid
G = G
G0
×
G0
G ◦ // G
∂0 //
∂1
// G0ioo such that
X ×
E
X
p1 //
p2
// X = shG
∂∗0 //
∂∗1
// shG0 (7.1)
(we use in this section the notation of [17] for sheaves on a space, shG = sh(O(G)),
shG0 = sh(O(G0)) ).
Joyal and Tierney use this to prove the equivalence E  βG (Galois recognition
theorem, see theorem 8.3) via descent techniques. They don’t construct G (they don’t
need to), though they make the remark (in p.70 of op. cit.) that (in the caseX = S −→ E,
with E an atomic topos, corresponding to the neutral case of Tannaka, see [11]) G is the
spatial group of automorphisms of (a model of the structure classified by the codomain
of) the point. This idea was developed by Dubuc in [8], who constructed G. Our work in
this section can be considered as a generalization of those results of [11], [8], and of the
remark of [17], since we construct G in the general case and describe it as a universal
-cone of ℓ-bijections (which is a generalization of the description of the localic group
of automorphisms of a point made in [8], 4, p.152-155).
Equation (7.1) means that the 2-kernel pair of q can be computed as the following
2-push out in the 2-category of topoi with inverse images.
E
q∗ //
q∗

shG0
∂∗0

f ∗0


ϕ
 ✑✑
✑✑
✑
✑✑
✑✑
✑
(for each F , f ∗0 , f ∗1 , f ∗0 q∗
ψ
=⇒ f ∗1 q∗,

ψ
 ✎✎
✎✎
✎✎
✎✎
there exists a unique ℓ∗ such that
shG0
∂∗1
//
f ∗1 //
shG
∃!ℓ∗
%%
ℓ∗∂∗i = f ∗i and idℓ∗ ◦ ϕ = ψ)
F
(7.2)
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7.3. Take, as in section 6, B = O(G0). By 5.1, items 5,6, (B⊗B)-locales B ⊗ B
g=(g0 ,g1)
−→ A
correspond to locales A˜ ∈ Loc(sh(B ⊗ B)), γ∗A˜ = A and the following diagram com-
mutes.
shB
g∗0 //
π∗1 %%❏❏
❏❏
❏❏
❏❏❏
❏ shA˜ shB
g∗1oo
π∗2yyttt
tt
tt
tt
t
sh(B ⊗ B)
g∗
OO (7.4)
Consider also the following commutative diagram
shA˜
sh(B ⊗ B)
g∗
OO
S
γ∗
ff
γ∗
OO
Since the composition of spatial morphisms is spatial (see for example [30], 1.1),
then shA˜ is spatial (over S), i.e. shA˜  sh(γ∗ΩA˜). But γ∗ΩA˜ = γ∗g∗ΩA˜ = γ∗A˜ = A.
In the sequel, we make no distinction between shA and shA˜. (7.5)
7.6. Recall from [17], VI.5 p.53-54 the fact that there is a left adjoint F to the full and
faithful functor Locop(S) sh֒→ Top/S, that maps E p−→ S to F(E) = p∗(ΩE).
Lemma 7.7. The universal property defining the 2-push out (7.2) is equivalent to the
following universal property for localic topoi:
E
q∗ //
q∗

shG0
∂∗0

g∗0


ϕ
 ✑✑
✑✑
✑
✑✑
✑✑
✑
(for each A, g∗0, g∗1, g∗0q∗
φ
=⇒ g∗1q
∗,

φ
 ✎✎
✎✎
✎✎
✎✎
there exists a unique h∗ such that
shG0
∂∗1
//
g∗1 //
shG
∃!h∗
&&
h∗∂∗i = g∗i and idh∗ ◦ ϕ = φ)
shA
(7.8)
Proof. Of course (7.2) implies (7.8). To show the other implication, given F , f ∗0 , f ∗1 , ψ
as in (7.2), consider F as a topos over sh(G0 ×G0) via F
f=( f0 , f1)
−→ sh(G0 ×G0) and apply
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F as in 7.6. Then O(F(F )) = f∗ΩF is a locale in sh(G0 × G0). Take A = γ∗ f∗ΩF the
corresponding locale over B ⊗ B, B ⊗ B
g=(g0 ,g1)
−→ A, i.e. A˜ = f∗ΩF , then we have the
commutative diagram (7.4).
The hyperconnected factorization of f is
F
f %%❑❑
❑❑❑
❑❑❑
❑❑❑
η // shA
g
xxrrr
rrr
rrr
rr
sh(G0 ×G0)
, where η
is the unit of the adjunction described in 7.6. η is hyperconnected (see [17], VI.5 p.54),
in particular η∗ is full and faithful (see [30], 1.5). Then η∗g∗0q∗
ψ
=⇒ η∗g∗1q
∗ determines
uniquely g∗0q∗
φ
=⇒ g∗1q
∗ such that idη∗ ◦ φ = ψ and applying (7.8) we obtain
E
q∗ //
q∗

shG0
∂∗0

g∗0

f ∗0


ϕ
{ ⑧⑧

φ
  ✟✟
✟✟✟✟
shG0
∂∗1
//
g∗1 //
f ∗1 33
shG
∃!h∗
&&
shA
η∗
!!❉
❉❉
❉❉
❉❉
F
Now, by the adjunction described in 7.6, since taking sheaves is full and faithful, we
have a bijective correspondence between morphisms h∗ and ℓ∗ in the following commu-
tative diagram:
F shAη
∗
oo
shG
h∗
OO
ℓ∗
ee▲▲▲▲▲▲▲▲▲▲▲
sh(G0 ×G0)
f ∗
\\✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾ ∂
∗
OO g
∗
aa (7.9)
To end the proof, we have to show that under this correspondence the conditions
of (7.2) and (7.8) are equivalent. The equivalence between l∗∂∗ = f ∗ and h∗∂∗ = g∗ is
immediate considering (7.9), and the equivalence between idl∗ ◦ ϕ = ψ and idh∗ ◦ ϕ = φ
follows from idη∗ ◦ φ = ψ using that η∗ is full and faithful.

7.10. Consider a B ⊗ B-locale A as in 7.3. We have the correspondence
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g∗0q
∗
φ
=⇒ g∗1q
∗ a natural isomorphism by (7.4)
g∗π∗1q
∗
φ
=⇒ g∗π∗2q
∗ a natural isomorphism by 5.4
A ♦1-cone π∗1q∗X × π∗2q∗X
αX
−→ A˜ of ℓ-bijections (in sh(B ⊗ B)) by 4.11, 4.12
A  -cone π∗1q∗X × π∗2q∗X
αX
−→ A˜ of ℓ-bijections (in sh(B ⊗ B))
In particular for L = O(G), the locale morphisms B
s=∂−10 //
t=∂−11
// L induce a locale mor-
phism B ⊗ B γ=(b,s)// L , and ∂∗0q∗
ϕ
=⇒ ∂∗1q
∗ correspond to a -cone π∗1q∗X × π∗2q∗X
λX
−→ L˜
of ℓ-bijections.
Theorem 7.11. Given the previous data, (7.2) is a 2-push out if and only if λ is universal
as a -cone of ℓ-bijections (in the topos sh(B ⊗ B)) in the following sense:
π∗1q
∗X × π∗2q
∗X
λX
&&◆◆
◆◆◆
◆◆◆
◆◆◆
αX
&&
π∗1q
∗( f )×π∗2q∗( f )

≥ L˜ ∃!h //❴❴❴❴❴❴❴❴ A˜.
π∗1q
∗Y × π∗2q
∗Y
λY
88qqqqqqqqqqqq
αY
99
(h a locale morphism)
(7.12)
Proof. By lemma 7.7 it suffices to show that (7.8) is equivalent to (7.12). We have
shown in 7.10 that ϕ, φ in (7.8) correspond to λ, α in (7.12). Since taking sheaves is
full and faithful, a morphism L˜ h−→ A˜ of locales in sh(B⊗ B) corresponds to the inverse
image shL h
∗
−→ shA (recall (7.5)) of a topoi morphism over sh(B ⊗ B), i.e. h∗ as in (7.8)
satisfying h∗∂∗i = f ∗i , i = 0, 1. It remains to show that hλX = αX for each X in (7.12) if
and only if idh∗ ◦ ϕ = ψ in (7.8).
In the correspondence between h and h∗ above, L˜ h−→ A˜ is given by the value of h∗
in the subobjects of 1 (L˜ = γ∗ΩshL, A˜ = f∗ΩshA), then we are in the hypothesis of 4.7 as
the following diagram shows
shL
h∗
--mm
h∗
shA
E
π∗1q
∗
//
π∗2q
∗
// sh(B ⊗ B),
γ∗
ee
%%
γ∗ f ∗
CC

f∗
and the proof finishes by corollary 4.10. 
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Remark 7.13. From proposition 6.12, we have that for each X ∈ E, π∗1q∗X×π∗2q∗X
λX
−→ L˜
is equivalent to a discrete action G ×G0 Xdis
θ
−→ Xdis. In this way we can construct a
lifting E
q˜∗
−→ βG. This is the lifting E
φ
−→ Des(q) of [17], VIII.1 p.64, composed with
the equivalence Des(q) −→ βG given by the correspondence in 7.10 for each X (see
[17], VIII.3 proof of theorem 2, p.69).
7.14. The Tannakian context associated to a topos.
For generalities, notation and terminology concerning Tannaka theory see appendix
C. Consider the fiber functor associated to the topos E (see 6.6):
Rel(E) F=Rel(q
∗ )
−→ (B-Mod)0, FX = (q∗X)d.
This determines a Tannakian context as in appendix C, with X = Rel(E), V = sℓ.
The universal property which defines the coend End∨(F) is that of a universal ♦-cone
in the category of (B ⊗ B)-modules, as described in the following diagram:
FX ⊗ FX
µX
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖ φX
&&
FX ⊗ FY
F(R)⊗FY &&◆◆◆
◆◆◆
◆◆◆
◆◆◆
FX⊗F(R)∧
77♣♣♣♣♣♣♣♣♣♣♣
≡ End∨(F) φ //❴❴❴❴❴❴ Z.
FY ⊗ FY
µY
77♦♦♦♦♦♦♦♦♦♦♦♦
φY
99
(φ a linear map)
Via the equivalence B ⊗ B-Mod  sℓ(sh(B ⊗ B)), we can also think of this coend
internally in the topos sh(B ⊗ B) as
π∗1FX × π
∗
2FX
λX
((PP
PPP
PPP
PPP
P φX
&&
π∗1FX × π
∗
2FY
π∗1F(R)×π∗2FY ((◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗
π∗1FX×π
∗
2F(R)∧
66♠♠♠♠♠♠♠♠♠♠♠♠♠
≡ End∨(F) φ //❴❴❴❴❴❴ Z.
π∗1FY × π
∗
2FY
λY
66♥♥♥♥♥♥♥♥♥♥♥♥♥
φY
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(φ a linear map)
Depending on the context, it can be convenient to think of End∨(F) as a
(B⊗B)-module or in sℓ(sh(B⊗B)): to use general Tannaka theory, we consider modules,
but to use the theory of ♦-cones developed in section 4 we work internally in the topos
sh(B ⊗ B). We apply proposition 4.17 to obtain:
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Proposition 7.15. The large coend defining End∨(F) exists and can be computed by
the coend corresponding to the restriction of F to the full subcategory of Rel(E) whose
objects are in any small site C of definition of E. 2
We fix a small site C (with binary products and 1) of the topos E. Then End∨(F)
can be constructed as a (B⊗ B)-module with generators µC(δa ⊗ δb), where δa, δb are the
generators of FC = (q∗C)d (see proposition 5.13), subject to the relations that make the
♦-diagrams commute. We will denote [C, δa, δb] = µC(δa ⊗ δb).
By the general Tannaka theory we know that End∨(F) is a coge`broı¨de agissant sur
B and a (B ⊗ B)-algebra. The description of the multiplication m and the unit u given
below proposition C.25 yields in this case, for C, D ∈ C (here, F(I) = F(1C) = B):
m([C, δa, δa′], [D, δb, δb′]) = [C × D, (δa ⊗ δb), (δa′ ⊗ δb′)], u = λ1. (7.16)
When interpreted internally in sh(B ⊗ B), this shows that π∗1q∗C × π∗2q∗C
λC
−→ End∨(F)
is a compatible ♦-cone, with End∨(F) generated as a sup-lattice in sh(B ⊗ B) by the
elements λC(a, b), thus by proposition 4.21 it follows that End∨(F) is a locale.
By proposition C.26, we obtain that End∨(F) is also a (localic) Hopf coge`broı¨de,
i.e. the dual structure in Algsℓ of a localic groupoid.
7.17. The construction of G.
Proposition 7.18. Take L = End∨(F). Then G = L satisfies (7.12), i.e. (by theorem
7.11) satisfies (7.2).
Proof. Given a -cone of ℓ-bijections over a locale A, by proposition 4.12 it factors
uniquely through a sℓ-morphism which by proposition 4.24 is a locale morphism. 
We show now that G is the localic groupoid considered by Joyal and Tierney. By
theorem 7.11, the dual L of a groupoid G satisfying (7.2) is unique as a locale in
sh(B ⊗ B), and so are the λX corresponding to the ϕ in (7.2).
Now, remark C.24, interpreted for G = L using proposition 6.12, states that i = e,
◦ = c are the only possible localic groupoid structure (with inverse given as (−)−1 = a,
see proposition C.26) such that the lifting q˜∗ lands in βG (see remark 7.13). We have
proved:
Theorem 7.19. Given any topos E over a base toposS, and a spatial cover shG0
q
−→ E,
the localic groupoid G = G
G0
×
G0
G ◦ // G
∂0 //
∂1
// G0ioo considered in [17] is unique and can
be constructed as G = End∨(Rel(q∗)), with i = e, ◦ = c and inverse (−)−1 = a. The
lifting E q˜
∗
−→ βG is also unique and defined as in remark 7.13. 2
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8 sℓ-Tannakian Categories
A spatial cover of a topos shB
q
−→ E, with inverse image E
q∗
−→ shB, determines by
theorem 7.19 a situation described in the following diagram (cf. (1.56))
βG //
✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺✺
✺
Rel(βG)  //
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
Cmd0(L)
{{①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
①①
E
q∗

//
q˜∗
cc●●●●●●●●●●
Rel(E)
Rel(q˜∗)
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘
F

F˜
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
shB // Rel(shB)  (B-Mod)0.
(8.1)
where F = Rel(q∗), L = End∨(F), G = L and the isomorphism in the first row of the
diagram is given by Theorem 6.22.
Theorem 8.2 (cf. theorem 1.57). The (Galois) lifting functor q˜∗ is an equivalence if and
only if the (Tannaka) lifting functor F˜ is such. 2
From [17], VIII.3, theorem 2, p.68 (see also remark 7.13), we have
Theorem 8.3. The (Galois) lifting functor q˜∗ is an equivalence. 2
We obtain
Theorem 8.4. The (Tannaka) lifting functor F˜ is an equivalence. 2
We make now the first developments of a theory that we call sℓ-tannakian theory.
Theorem 8.4 yields the first examples of non-neutral sℓ-tannakian categories, the cate-
gories of relations of Grothendieck topoi.
We begin with some considerations regarding size, that will let us construct under
some hypothesis the coend End∨ of a sℓ-enriched functor.
We work as before over a base topos S, and denote sℓ = sℓ(S), Rel  sℓ0 = sℓ0(S).
Let A be a sℓ-enriched category. Let T, T ′ : A −→ sℓ0 be two sℓ-functors, L ∈ sℓ.
Then we define a ♦-cone over L as a family T X ⊗ T ′X λX−→ L, for X ∈ A such that for
each X
f
−→ Y in A, the ♦( f ) diagram
T X × T ′X
λX
&&▼▼
▼▼▼
▼▼▼
▼
T X × T ′Y
T f×T ′Y ))❘❘❘
❘❘❘
❘❘❘
T X×T ′ f∧ 55❧❧❧❧❧❧❧❧❧
≡ L
TY × T ′Y
λY
88qqqqqqqq
commutes. This generalizes definition 4.3, if A = Rel(E) they coincide.
We consider now the following concepts from [21], 1.7. p.442
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Definition 8.5. A collectionB of objects of a sℓ-categoryA is sℓ-generating if, for each
X ∈ A,
1X =
∨
( f ,r)∈FX
f ◦ r, where (8.6)
FX = {( f , r) arrows of A s.t. cod(r) = dom( f ) ∈ B and f ◦ r ≤ 1X}.
A is bounded if it possesses a small collection of sℓ-generators.
The motivating example is given by sites of topos, see 8.10 below or [21], 1.8. p.443.
Proposition 8.7. [cf proposition 4.17] For a sℓ-generating collection B of objects of a
sℓ-category A, suitable cones defined in B (considered as a full subcategory of A) can
be extended to A, more precisely:
Let TC×T ′C
λC
−→ L be a ♦-cone defined inB. Then, there are unique T X×T ′X λX−→ L
for all objects X ∈ A in such a way to determine a ♦-cone extending λ.
Proof. Let X ∈ A, then by (8.6) we have 1X =
∨
( f ,r)∈FX
f ◦ r, therefore
1T X =
∨
( f ,r)∈FX
T ( f ) ◦ T (r), i.e. for each x ∈ FX, (1) x =
∨
( f ,r)∈FX
T ( f )T (r)x.
If T X × T ′X λX−→ L is a ♦-cone extending λ, in particular ♦( f ) should hold: if
dom( f ) = C then for each c ∈ TC, x′ ∈ T ′X,
♦( f ) : λX(T ( f )c ⊗ x′) =
∨
c′∈T ′C
~T ′( f )c′= x′ · λC(c ⊗ c′).
Then λX(x ⊗ x′) (1)=
∨
( f ,r)∈FX
λX(T ( f )T (r)x ⊗ x′) ♦( f )=∨
( f ,r)∈FX
∨
c′∈T ′C
~T ′( f )c′= x′ · λC(T (r)x ⊗ c′).
That is the only possible definition of λX. Let’s check that it is in fact a ♦-cone, if
X
ϕ
−→ Y is an arrow in A we must show that ♦(ϕ) holds: for each x ∈ T X, y′ ∈ T ′Y ,
♦(ϕ) : λY(T (ϕ)x ⊗ y′) =
∨
x′∈T ′X
~T ′(ϕ)x′=y′ · λX(x ⊗ x′).
We make the following previous computations:
(1) Since 1X =
∨
( f ,r)∈FX
f ◦ r, then ϕ =
∨
( f ,r)∈FX
ϕ ◦ f ◦ r.
(2) Since 1Y =
∨
(g,q)∈FY
g ◦ q, then ϕ =
∨
(g,q)∈FY
g ◦ q ◦ ϕ.
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(3) For each ( f , r) ∈ FX, (g, q) ∈ FY we consider ψ = q ◦ ϕ ◦ f , then
dom(ψ) = dom( f ) = C ∈ B, cod(ψ) = cod(q) = D ∈ B and therefore ♦(ψ) holds
by hypothesis, i.e. for each c ∈ TC, d′ ∈ T ′D
♦(ψ) : λD(T (q)T (ϕ)T ( f )c ⊗ d′) =
∨
c′∈T ′C
~T ′(q)T ′(ϕ)T ′( f )c′=d′ · λC(c ⊗ c′).
We now compute
λY(T (ϕ)x ⊗ y′) de f .=
∨
(g,q)∈FY
∨
d′∈T ′D
~T ′(g)d′=y′ · λC(T (q)T (ϕ)x ⊗ d′) (1)=∨
(g,q)∈FY
∨
( f ,r)∈FX
∨
d′∈T ′D
~T ′(g)d′=y′ · λD(T (q)T (ϕ)T ( f )T (r)x ⊗ d′) ♦(ψ) in (3)=∨
(g,q)∈FY
∨
( f ,r)∈FX
∨
d′∈T ′D
∨
c′∈T ′C
~T ′(g)d′=y′ · ~T ′(q)T ′(ϕ)T ′( f )c′=d′ · λC(T (r)x ⊗ c′) =
=
∨
(g,q)∈FY
∨
( f ,r)∈FX
∨
c′∈T ′C
~T ′(g)T ′(q)T ′(ϕ)T ′( f )c′=y′ · λC(T (r)x ⊗ c′) (2)=∨
( f ,r)∈FX
∨
c′∈T ′C
~T ′(ϕ)T ′( f )c′=y′ · λC(T (r)x ⊗ c′) =
∨
( f ,r)∈FX
∨
c′∈T ′C
∨
x′∈T ′X
~T ′(ϕ)x′=y′ · ~T ′( f )c′= x′ · λC(T (r)x ⊗ c′) de f .=∨
x′∈T ′X
~T ′(ϕ)x′=y′ · λX(x ⊗ x′).

8.8. Tannaka theory for DCRs We will now express theorem 8.4 as a tannakian
recognition-type theorem for some special type sℓ-enriched categories, distributive cat-
egories of relations (DCR), that generalize the categories of relations Rel(E) of topoi.
We recall from [21], chapter 2 p.443-451 the following definitions and constructions:
Definition 8.9. A distributive category of relations (DCR) A is a cartesian sℓ-category
in which every object is discrete (see [21], 2.1 p.444 for details). A morphism of DCRs
is a sℓ-functor which preserves this structure (see [21], 2.4 p.447 for details). A DCR A
is complete if it has small coproducts (as a category) and if all symmetric idempotents
in A split (see [21], p.448 for details).
8.10. The motivating example is: if E is a (Grothendieck) topos, then any full subcat-
egory of Rel(E) whose objects are closed under finite products in E is a DCR. In [3],
p.31, Theorem 6.3 (see also [21], 2.5 p.448), Carboni and Walters prove that a DCR
A is isomorphic to Rel(E) for a Grothendieck topos E if and only if A is bounded and
complete. Furthermore, Rel yields an equivalence of 2-categories between the dual of
the category of Grothendieck topoi and the category of bounded, complete DCRs ([21],
2.5).
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8.11. For any DCR A there exists its completion Â (see [21], 2.6 p.448). This is a
complete DCR together with a full and faithful morphism of DCRs A
η
−→ Â (the
counit of the inclusion of the category of complete DCRs into the category of DCRs)
such that the objects in the image of η are sℓ-generating in Â. η is an equivalence of
categories if and only if A is already complete.
Let now A be a bounded DCR. Since its completion Â is a bounded and complete
DCR, there exists a topos E such that Â  Rel(E). We consider the situation of diagram
(8.1) for this E. We think of the sℓ-functor A η−→ Â F−→ (B-Mod)0 as a tannakian
fiber functor and obtain the following tannakian recognition-type theorem for bounded
DCRs:
Theorem 8.12. Let A be a bounded DCR. Then the coend L = End∨(F ◦ η) exists, and
the lifting A F̂◦η−→ Cmd0(L) is an equivalence of categories if and only if A is complete.
Proof. Since the objects in the image of η are sℓ-generating in Â, by proposition 8.7 we
obtain L = End∨(F). Then the lifting A F̂◦η−→ Cmd0(L) is equal to
A
η
−→ Â
F˜
−→ Cmd0(L), and by theorem 8.4 we obtain that F̂ ◦ η is an equivalence
of categories if and only if η is, which by 8.11 happens if and only if A is complete. 
8.13. A general recognition theorem for sℓ-tannakian categories (future work).
We end this thesis by briefly describing the contents of a theory that arises naturally
as a result of our work relating Galois and Tannaka theories. This is future work, we
pose conjectures which we plan to investigate.
We have shown that theorem 8.4 (and therefore theorem 8.3, i.e. Theorem 2 of
[17], VIII.3) corresponds to a tannakian recognition theorem for a particular case of
sℓ-enriched categories. In a sense, this theorem combines a recognition (the lifting is an
equivalence) theorem and an “additional structure” (G is a localic groupoid instead of
just a localic category) theorem (see our introduction, On Tannaka Theories). But we
can also consider a tannakian context for a general sℓ-enriched category, not neccesarily
the category of relations of a topos:
8.14. Let B ∈ Algsℓ, A a sℓ-enriched bounded category, A
F
−→ (B-Mod)0 a functor.
Define L as in definition C.19, then it exists by proposition 8.7 and we have the lifting
F˜ as in proposition C.22.
The fundamental property of the open spatial cover X
q
−→ E that is used in [17],
VIII.3 to prove Theorem 2 is that q is an open surjection. In [21], lemma 4.3, it is
shown that under the equivalence Topop Rel−→ DCR (the inverse image of) an open sur-
jection corresponds to an open morphism of DCRs (see [21] 2.4 (ii)) that is faithful as a
functor. The definition of an open morphism between DCRs ([21], 4.1) uses only their
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underlying structure of sℓ-enriched categories, therefore we may consider open faithful
sℓ-functors between sℓ-categories.
Based on our previous developments, we make the conjecture that the following
more general recognition theorem should hold (or that at least it is worth research-
ing), of which theorem 8.4 (and therefore theorem 8.3) would be a particular case, for
sℓ-enriched categories and comodules of a (not neccesarily Hopf) coge¨broı`de.
Conjecture 8.15. Under the hypothesis of 8.14, if F is a sℓ-enriched open and faithful
functor, then F˜ is an equivalence.
Theorems on the existence of fiber functors (i.e. functors for which the lifting is an
equivalence) are also common to both Galois and Tannaka theories. In [6], 7, an internal
characterization of tannakian categories is given, constructing under some hypotheses
(see [6], 7.1) a fiber functor (see [6], 7.18). In [17] VII. 3, for any Grothendieck topos
E its spatial cover is constructed, which we have showed that can be considered as a
fiber functor. Since the Diaconescu cover of E is also an open surjection, it can also be
considered as a fiber functor.
We think it would also be worth researching which conditions should be satisfied
by a sl-enriched category A so that there is an algebra B and a fiber functor (i.e. a sℓ-
enriched open and faithful functor if conjecture 8.15 holds) A −→ (B-Mod)0. Such a
result would be analogous to the one of [6] for the case of sup-lattices, and (if the con-
ditions are weaker than those that make A the category of relations of a Grothendieck
topos) would generalize the construction of the Diaconescu cover mentioned above.
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Appendix A Neutral Tannaka theory
The Hopf algebra of automorphisms of a V-functor.
(For details see for example [25], [26]). Let V be a cocomplete monoidal closed
category with tensor product ⊗, unit object I and internal hom-functor hom. By defini-
tion for every object V ∈ V, hom(V,−) is right adjoint to (−) ⊗ V . That is, for every
X, Y , hom(X ⊗ V, Y) = hom(X, hom(V, Y)).
A pairing between two objects V , W is a pair of arrows W⊗V ε−→ I and I η−→ V⊗W
satisfying the usual triangular equations. We say that W is the left dual of V , and denote
W = V∨, and that V is right dual of W and denote V = W∧. When X has a left dual,
then X∨ = hom(X, I).
The following are basic equations:
If X has a right dual: Y has a left dual ⇐⇒ hom(Y, X)∧ = Y ⊗ X∧,
X = X∧∨ , hom(X∧, Y) = Y ⊗ X.
If X has a left dual: X = X∨∧ , hom(X, Y) = Y ⊗ X∨.
Recall that the object of natural transformations between V-valued functors L, T :
X → V, is given, if it exists, by the following end
Nat(L, T ) =
∫
X
hom(LX, T X) . (A.1)
We consider a pair (V0, V), where V0 ⊂ V is a full subcategory such that all its
objects have a right dual.
Let X be a V-category such that for any two functors X L−→ V and X T−→ V0 the
coend in the following definition exists in V (for example, if X is small). Then, we
define (in Joyal’s terminology) the Nat predual as follows:
Nat∨(L, T ) =
∫ X
LX ⊗ (T X)∧ =
∫ X
hom(LX, T X)∧ . (A.2)
However, the last expression is valid only if LX has a left dual for every X (for
example, if X L−→ V0 and every object in V0 also has a left dual).
Given V ∈ V, recall that there is a functor X V⊗T−→ V defined by (V ⊗ T )(X) = V ⊗ T X.
Proposition A.3. Given T ∈ V0X, we have a V-adjunction
VX
Nat∨(−,T )
⊥
**
V
(−)⊗T
kk .
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Proof.
hom(Nat∨(L, T ),V) = hom(
∫ X
LX ⊗ T X∧, V) =
∫
X
hom(LX ⊗ T X∧, V)
=
∫
X
hom(LX, hom(T X∧, V) =
∫
X
hom(LX, V ⊗ T X) = Nat(L, V ⊗ T ). 
In particular we have that the end Nat(L, T ) exists and Nat(L, T ) = hom(Nat∨(L, T ), I).
It follows that Nat∨(L, T ) classifies natural transformations L =⇒ T in the sense that
they correspond to arrows Nat∨(L, T ) −→ I in V. This does not mean that Nat(L, T )
is the left dual of Nat∨(L, T ), which in general will not have a left dual. Passing from
Nat∨(L, T ) to Nat(L, T ) looses information.
The unit of the adjunction L η=⇒ Nat∨(L, T )⊗T is a coevaluation, and if X H−→ V0,
it induces (in the usual manner) a cocomposition
Nat∨(L, H) w−→ Nat∨(L, T ) ⊗ Nat∨(T, H).
There is a counit Nat∨(T, T ) ε−→ I determined by the arrows TC ⊗ TC∨ ε−→ I of the
duality. All the preceding means exactly that the functors X −→ V0 are the objects of a
V-cocategory.
We define End∨(T ) = Nat∨(T, T ), which is therefore a coalgebra in V. The coeval-
uation in this case becomes a End∨(T )-comodule structure TC ηC−→ End∨(T ) ⊗ TC on
TC. In this way there is a lifting of the functor T into Cmd0(H), X
˜T
−→ Cmd0(H), for
H = End∨(T ), and Cmd0(H) the full subcategory of comodules with underlying object
in V0.
Proposition A.4. If X and T are monoidal, and V has a symmetry, then End∨(T ) is a
bialgebra. If in addition X has a symmetry and T respects it, End∨(T ) is commutative
(as an algebra). 2
We will not prove this proposition here, but show how the multiplication and the
unit are constructed, since they are used explicitly in 1.50. The multiplication
End∨(T ) ⊗ End∨(T ) m−→ End∨(T )
is induced by the composites
mX,Y : T X ⊗ T X∧ ⊗ TY ⊗ TY∧

−→ T (X ⊗ Y) ⊗ T (X ⊗ Y)∧ λX⊗Y−→ End∨(T ).
The unit is given by the composition
u : I → I ⊗ I∧

−→ T (I) ⊗ T (I)∧ λI−→ End∨(T ).
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Proposition A.5. If in addition to the hypothesis of A.4 every object of X has a right
dual, then End∨(T ) is a Hopf algebra. 2
The antipode End∨(T ) ι−→ End∨(T ) is induced by the composites
ιX : T X ⊗ T X∧

−→ T (X∧) ⊗ T X λX∧−→ End∨(T ).
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Appendix B Elevators calculus
This is a graphic notation3 to write equations in a monoidal category V, ignoring
associativity and suppressing the tensor symbol ⊗ and the neutral object I. Arrows
are written as cells, the identity arrow as a double line, and the symmetry as crossed
double lines. The notation, in particular, exhibits clearly the permutation associated to
a composite of symmetries, allowing to see if any two composites are the same simply
by checking that they codify the same permutation4. Compositions are read from top to
bottom.
B.1. Given an algebra B in the monoidal category V, we specify with a B the tensor
product ⊗B over B, and leave the tensor product ⊗ of V unwritten.
Given arrows C
f
−→ D, C′
f ′
−→ D′, the bifunctoriality of the tensor product is the
basic equality:
C
✛✛
✛✛
✛
★★
★★
★
f
C′
D C′
✛✛
✛✛
✛
★★
★★
★
f ′
D D′
=
C C′
✛✛
✛✛
✛
★★
★★
★
f ′
C
✛✛
✛✛
✛
★★
★★
★
f
D′
D D′
=
C
✛✛
✛✛
✛✛
f★★
★★
★★
C′
✛✛
✛✛
✛✛
f ′★★
★★
★★
D D′.
(B.2)
This allows to move cells up and down when there are no obstacles, as if they were
elevators. The naturality of the symmetry is the basic equality:
C
✛✛
✛✛
✛
★★
★★
★
f
C′
D C′
✛✛
✛✛
✛
★★
★★
★
f ′
D
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
D′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
D′ D
=
C
✛✛
✛✛
✛
★★
★★
★
f
C′
D
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
C′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
C′
✛✛
✛✛
✛
★★
★★
★
f ′
D
D′ D
=
C
✳✳
✳✳
✳✳
✳✳
✳✳
✳✳
C′
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
C′ C
✛✛
✛✛
✛
★★
★★
★
f
C′
✛✛
✛✛
✛
★★
★★
★
f ′
D
D′ D.
(B.3)
Cells going up or down pass through symmetries by changing the column.
Combining the basic moves (B.2) and (B.3) we form configurations of cells that fit
valid equations in order to prove new equations. The visual aspect of this calculus really
helps to find how a given equation can (or cannot) be derived from another ones.
3Invented by Dubuc in 1969 (which has remained for private draft use for understandable typograph-
ical reasons).
4 This is justified by a simple coherence theorem for symmetrical categories ([26] Proposition 2.3),
particular case of [16] Corollary 2.2 for braided categories.
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Appendix C Non-neutral Tannaka theory
In this section we make the constructions needed to develop a Non-neutral Tannaka the-
ory (as in [6]), over a general tensor category (V,⊗, k). Let B′, B ∈ AlgV,
M ∈ B-Mod, N ∈ Mod-B, then we have M ⊗ N ∈ B-Mod-B, N ⊗B M ∈ V = k-Mod.
Consider the coequalizer N ⊗ M c→ N ⊗B M.
Proposition C.1. M
f
−→ M′ in B-Mod, N
g
−→ N′ in Mod-B, then
N ⊗ M g⊗ f //
c

N′ ⊗ M′
c

N
B
⊗
B
M
g⊗
B
f
// N′
B
⊗
B
M′
, i.e. (recall B.1)
N
✙✙
✙✪✪
✪
g
M
✙✙
✙✪✪
✪
f
N′
✫✫
✫
c
M′
✘✘
✘
N′ B M′
=
N
✫✫
✫
c
M
✘✘
✘
N
✙✙
✙✪✪
✪
g
B M
✙✙
✙✪✪
✪
f
N′ B M′
2
Proposition C.2. The isomorphism M  B ⊗B M is given by
M
✏✏
✏ ✵✵
✵

B B M
=
✘✘
✘ ✫✫
✫
u
M
B
✫✫
✫
c
M
✘✘
✘
B B M
2
C.1 Duality of modules
Definition C.3. Let M ∈ B-Mod. We say that M has a right dual (as a B-module) if
there exists M∧ ∈ Mod-B, M ⊗ M∧ ε→ B morphism of B-Mod-B and k η→ M∧ ⊗B M
morphism of V such that the triangular equations
✒✒
✒✒
✒
✯✯
✯✯
✯
η
M∧ M
✒✒
✒✒
✒
✯✯
✯✯
✯
ηM∧ M
M∧ B M
✰✰
✰✰
ε
M∧
✑✑
✑✑
✑
= and M
✰✰
✰✰
ε
M∧
✑✑
✑✑
✑
B M =
M∧ M.
M∧ B B B B M
(C.4)
hold. In this case, we say that M∧ is the right dual of M and we denote M ⊣ M∧.
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Proposition C.5. A duality M ⊣ M∧ yields an adjunction
B′-Mod
(−)⊗M∧
,,
⊥ B′-Mod-B
(−)⊗
B
M
kk
given by the binatural bijection between morphisms
N ⊗ M∧
λ
→ L of B′-Mod-B
N
ρ
→ L ⊗
B
M of B′-Mod (C.6)
for each N ∈ B′-Mod, L ∈ B′-Mod-B.
Proof. The bijection is given by
N
✓✓
✓ ✳✳
✳
ρ
M∧
λ : L B M M∧ ,
L B B
✍✍✍ε
✲✲✲
N
✏✏
✏✏ ✲✲
✲✲
η
ρ : N M∧ B M
L
✎✎✎✎λ
✰✰✰
B M.
(C.7)
All the verifications are straightforward. 
Remark C.8. Considering B′ = k, we see that M∧, if it exists, is unique (except for a
canonical isomorphism), since it can be retrieved from the functor (−)⊗M∧. η and ε can
also be retrieved from the unit and counit of the adjunction, therefore are also unique.
This can as well be proved explicitly by computing the isomorphism between two right
duals of M.
Also, from the adjunction we see that if M∧ exists, then (−)⊗B M and HomB(M∧,−)
are right adjoints of (−) ⊗ M∧, so we have HomB(M∧, L) = L ⊗B M∧ for each
L ∈ B′-Mod-B.
Definition C.9. We will denote by (B-Mod)r the full subcategory of B-Mod consisting
of those modules that have a right dual.
Proposition C.10. There is a contravariant functor (−)∧ : (B-Mod)r →Mod-B defined
on the arrows M
f
−→ N as
✏✏
✏✏ ✰✰
✰✰
η
N∧
f ∧ : M∧ B M
✙✙
✙✪✪
✪
f
N∧
M∧ B N N∧
M∧ B B
✏✏✏ε
✲✲✲
92
Proof. It is straightforward. 
C.11. The case where B is commutative.
Assume that V is symmetric and B is a commutative algebra in V. Then there are
obvious isomorphisms of categories B-Mod  Mod-B  B=Mod, where the last cate-
gory is defined as the full subcategory of B-Mod-B consisting of those B-bimodules
such that left and right multiplication coincide. The tensor product ⊗B of B-bimodules
restricts to this category and in this way B-Mod is a tensor category with tensor product
⊗B and neutral element B. The known concept of dual in a tensor category yields in this
case the following definition that we will compare with definition C.3.
Definition C.12. Let B be a commutative algebra in V, let M ∈ B-Mod. We say that
M has a right dual (as a B=bimodule) if there exists M∧ ∈ Mod-B, M ⊗B M∧ ε
′
→ B and
B
η′
→ M∧ ⊗B M morphisms of B=bimodules such that the triangular equations
B
✑✑
✑✑ ✰✰
✰✰
η′
B M∧ M B B
✑✑
✑✑ ✰✰
✰✰
η′M∧ M
M∧ B M B
✰✰
✰✰
ε′
M∧
✑✑
✑✑
✑
= and M B
✰✰
✰✰
ε′
M∧
✑✑
✑✑
✑
B M =
M∧ M.
M∧ B B B B M
(C.13)
hold. In this case, we say that M∧ is the right dual of M and we denote M ⊣ M∧.
The last sentence of the definition does not introduce any ambiguity because of the
following proposition.
Proposition C.14. Let B be a commutative algebra in V, let M ∈ B-Mod. Then any
right B-module, that we’ll denote M∧, is the right dual of M as a B-module if and only
if it is the right dual of M as a B=bimodule. The arrows η′ and ε′ are also in bijective
correspondence with the arrows η and ε.
Proof. The correspondence is given by
✗✗
✗ ✬✬
✬
u
η : B
✎✎
✎ ✲✲
✲
η′
,
M∧ B M
M
✫✫
✫
c
M∧
✘✘
✘
ε : M B M∧
B
✍✍✍ε
′
✲✲✲
B
✏✏
✏✏ ✱✱
✱✱
η
η′ : B
❋❋
❋❋
❋❋❋
M∧
①①①
①①
B M ,
M∧ B B M
M∧
✡✡✡m
✹✹✹
B M
M ⊗ M∧
ε
((PP
PPP
PPP
c

B
M ⊗B M∧
∃!ε′
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Let’s verify the correspondence between the triangular identities, we only do the
first one since the other one is symmetric (recall propositions C.1 and C.2).
✘✘
✘ ✫✫
✫
u
M∧
B
✍✍
✍ ✲✲
✲
η′
M∧
M∧ B M
✫✫
✫
c
M∧
✘✘
✘
M∧ B M B M∧
M∧ B B
✍✍✍ε
′
✲✲✲
=
✘✘
✘ ✫✫
✫
u
M∧
B
✌✌
✌ ✴✴
✴✴
η′
M∧
(M∧
✪✪
✪
B M)
c
M∧
✙✙
✙✙
(M∧ B M) B M∧
M∧ B B
✎✎✎✎ε
′
✴✴✴
=
✘✘
✘ ✫✫
✫
u
M∧
B
✫✫
✫
c
M∧
✘✘
✘
B
✌✌
✌ ✴✴
✴✴
η′
B M∧
(M∧ B M) B M∧
M∧ B B
✎✎✎✎ε
′
✴✴✴
=
M∧
M∧
M∧
♦♦♦
♦♦♦
♦♦♦
 ❏❏❏
❏❏❏
B
✡✡
✡✡ ✷✷
✷✷
η
B M∧
B
●●
●●
●●●
● M∧
✇✇✇
✇✇✇✇✇
✇
B M B M∧
M∧ B B M B M∧
M∧
✡✡✡m
✹✹✹
B M B M∧
M∧ B B
✍✍✍ε
′
✲✲✲
=
✘✘
✘ ✫✫
✫
u
M∧
B
✫✫
✫
c
M∧
✘✘
✘
B
✎✎
✎✎ ✱✱
✱✱
η
B M∧
B
●●
●●
●●
●
●
●
M∧
✇✇✇
✇✇
B M B M∧
M∧ B B M B M∧
M∧
✡✡✡m
✹✹✹
B M B M∧
M∧ B B
✍✍✍ε
′
✲✲✲
=
✘✘
✘ ✫✫
✫
u
M∧
B
✎✎
✎✎ ✳✳
✳✳
η
M∧
B
■■■
■■■
■
■■
■ M
∧
✉✉
✉✉
✉
✉✉
✉
✉
B M M∧
M∧ B B M M∧
(M∧
✟✟✟✟m
✻✻✻✻
✪✪
✪
B
c
M) M∧
✙✙
✙✙
(M∧ B M) B M∧
M∧ B B
✎✎✎✎ε
′
✴✴✴
=
✼✼
✼✼
③③
③③
③
η
M∧
M∧
✘✘
✘ ✫✫
✫
u
B M M∧
M∧ B B M M∧
M∧
✍✍✍m
✹✹✹
B M
✫✫
✫
c
M∧
✘✘
✘
M∧ B M B M∧
M∧ B B
✍✍✍ε
′
✲✲✲
=
✎✎
✎✎ ✱✱
✱✱
η
M∧
M∧ B M M∧
M∧ B B
✍✍✍ε
✲✲✲
=
M∧
M∧

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C.2 The Nat∨ adjunction
Consider now a category C and a functor H : C →Mod-B. We have an adjunction
(B′-Mod)C
(−)⊗
C
H
,,
⊥ B′-Mod-B
HomB(H,−)
ll (C.15)
where the functors are given by the formulae
F ⊗C H =
∫ X∈C
FX ⊗ HX, HomB(H, M)(C) = HomB(HC, M).
Assume now we have a full subcategory (B-Mod)0 of (B-Mod)r (recall definition
C.9), i.e. a full subcategory (B-Mod)0 of B-Mod such that every object has a right dual.
Given G : C → (B-Mod)0, using proposition C.10 we construct G∧ : C →Mod-B.
Definition C.16. Given G : C → (B-Mod)0, F : C → B′-Mod, we define
Nat∨(F,G) = F ⊗C G∧ =
∫ X∈C
FX ⊗GX∧.
Proposition C.17. Given G : C → (B-Mod)0, we have an adjunction
(B′-Mod)C
Nat∨((−),G)
,,
⊥ B′-Mod-B
(−)⊗
B
G
ll (C.18)
where the functor (−) ⊗B G is given by the formula (M ⊗B G)(C) = M ⊗B (GC).
Proof. The value of the functor Nat∨((−),G) in an arrow F θ⇒ H of (B′-Mod)C is the
B′-B-bimodule morphism induced by
FX ⊗GX∧
θX⊗(GX)∧
−→ HX ⊗GX∧ λX−→ Nat∨(H,G).
The adjunction is given by the binatural bijections
Nat∨(F,G) → C
F ⊗
C
G∧ → C
F ⇒ HomB(G∧,C)
F ⇒ C ⊗
B
G
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justified by the adjunction (C.15) and the last part of the remark C.8. We leave the
verifications to the reader. 
The unit of the adjunction is called the coevaluation F ρ=ρF=⇒ Nat∨(F,G) ⊗B G. It can
be checked that it is given by
ρC : FC
FC⊗η
−→ FC ⊗GC∧ ⊗B GC
λC⊗GC
−→ Nat∨(F,G) ⊗B GC,
i.e. that it corresponds to λC via the correspondence (C.7).
We also have the counit Nat∨(L ⊗B G,G) e=eL−→ L. It is induced by the arrows
L ⊗B GC ⊗GC∧
L⊗Bε
−→ L.
We now restrict to the case B′ = B.
Definition C.19. Given F : C → (B-Mod)0 , we define
L = L(F) = End∨(F) = Nat∨(F, F).
Remark C.20. L is universal among those B-bimodules satisfying the equation
FC
✖✖
✖✭✭
✭
F( f )
FD∧
FD FD∧
L
✡✡✡λD
✶✶✶
=
FC
☛☛
☛☛ ✵✵
✵✵
η
FD∧
FC FC∧ B FC
✖✖
✖✭✭
✭
F( f )
FD∧
FC FC∧ B FD FD∧
FC FC∧ B B
✡✡✡✡ε
✶✶✶✶
L
✡✡✡λC
✵✵✵
for each C
f
−→ D in C.
As usual, given F,G, H : C → (B-Mod)0 we construct from the coevaluation a
cocomposition
Nat∨(F, H) c→ Nat∨(F,G) B⊗
B
Nat∨(G, H)
This is a B-bimodule morphism induced by the arrows
FC ⊗ HC∧
FC⊗η⊗HC∧
−→ FC ⊗GC∧
B
⊗
B
GC ⊗ HC∧ λC⊗λC−→ Nat∨(F,G) B⊗
B
Nat∨(G, H)
The structure given by c and e is that of a cocategory enriched over B-Bimod. There-
fore, L = L(F) is a coalgebra in the monoidal category B-Bimod, i.e. a B-bimodule with
a coassociative comultiplication L c−→ L ⊗B L and a counit L
e
−→ B. This is called a
coge´broı¨de agissant sur B in [6]. Coge´broı¨des act on B-modules as follows
96
Definition C.21. Let L be a coge´broı¨de agissant sur B, i.e. a coalgebra in B-Bimod. A
(left) representation of L, which we will also call a (left) L-comodule, is a B-module M
together with a coaction, or comodule structure M
ρ
−→ L⊗B M, which is a morphism of
B-modules such that
C1 :
M
④④
④④
④
ρ
L
✓✓
✓ ✰✰
✰
c
B M
L B L B M
=
M
✉✉✉
✉✉✉ρ
L B M
✝✝
✝✝ρ
L B L B M
C2 :
M
✝✝
✝✝ρ
L
✙✙
✙✪✪
✪
e
B M
B B M
=
M
M
We define in an obvious way the comodule morphisms, and we have that way a cate-
gory Cmd(L). We denote by Cmd0(L) the full subcategory of those comodules whose
subjacent B-module is in (B-Mod)0.
Proposition C.22. Given F : C → (B-Mod)0, the unit FC
ρC
−→ L ⊗B FC yields a
comodule structure for each FC. Then we obtain a lifting of the functor F as follows
C
˜F //
F

Cmd0(L)
Uxx♣♣♣
♣♣♣
♣♣♣
♣
(B-Mod)0
Proof. Since we know explicitly what ρ, e and c are, it is easy to check both equations
on definition C.21. Both sides of the first equation are equal to the composition
FC
☞☞
☞☞ ✵✵
✵✵
η ☞☞
☞☞ ✶✶
✶✶
η
FC FC∧ B FC FC∧ B FC
L
☞☞☞☞λC
✵✵✵
B L
☞☞☞☞λC
✵✵✵
B FC,
and the second equation is just a triangular equation for FC ⊣ FC∧.
We now verify that given an arrow C
f
−→ D in C, F( f ) is a comodule morphism
(recall remark C.20)
FC
✖✖
✖✭✭
✭
F( f ) ☛☛☛
☛
✵✵
✵✵
η
FC FD∧ B FD
L
✡✡✡✡λD
✵✵✵
FD
=
FC
☞☞
☞☞ ✵✵
✵✵
η ☛☛
☛☛ ✵✵
✵✵
η
FC FC∧ B FC
✖✖
✖✭✭
✭
F( f )
FD∧ B FD
L
☛☛☛☛λC
✵✵✵
B FD FD∧ B FD
L B B
✡✡✡ε
✶✶✶
B FD
=
FC
☞☞
☞☞ ✵✵
✵✵
η
FC FC∧ B FC
✖✖
✖✭✭
✭
F( f )
L
☛☛☛λC
✵✵✵
B FD

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Lemma C.23. Let M ∈ (B-Mod)r, L ∈ B-Bimod, M ⊗ M∧ λ−→ L in B-Bimod, and ρ the
corresponding B-module morphism via (C.7). Let L e−→ B, L c−→ L ⊗B L be a structure
of coge´broı¨de sur B. Then ρ is a comodule structure for M if and only if the following
diagrams commute:
B1 :
M ⊗ M∧ λ //
M⊗η⊗M∧

L
c

M ⊗ M∧
B
⊗
B
M ⊗ M∧
λ⊗
B
λ
// L
B
⊗
B
L
B2 :
M ⊗ M∧ λ //
ε

L
e
zz✈✈✈
✈✈✈
✈✈✈
✈✈
B
Proof. We can prove B1 ⇐⇒ C1, B2 ⇐⇒ C2. All the implications can be proved in
a similar manner when using a graphical calculus, we show C1 =⇒ B1:
M
⑥⑥
⑥⑥
⑥
η ❃❃
❃❃
❃ M∧
M
  
  ρ
M∧ B M
  
  ρ
M∧
L B M M∧ B L B M M∧
L B B
✌✌✌ε
✲✲✲
B L B B
✌✌✌ε
✲✲✲
△
=
M
♣♣♣
♣♣♣
♣♣
ρ
M∧
L B M
  
  ρ
M∧
L B L B M M∧
L B L B B
✌✌✌ε
✲✲✲
C1
=
M
⑤⑤
⑤⑤
⑤
ρ
M∧
L
✔✔
✔ ✯✯
✯
c
B M M∧
L B L B B
✌✌✌ε
✲✲✲

Remark C.24. The previous lemma implies that L e−→ B, L c−→ L ⊗B L as defined
before is the only possible coge`broı¨de structure for L that make each ρX a comodule
structure.
We now give L additional structure under some extra hypothesis (cf. propositions
A.4, A.5)
Proposition C.25. If C and F are monoidal, and V has a symmetry, then L is a
B ⊗ B-algebra. If in addition C has a symmetry and F respects it, L is commutative
(as an algebra). 2
We will not prove this proposition here, but show how the multiplication and the unit
are constructed, since they are used explicitly in 7.14. The multiplication L
B
⊗
B⊗B
L
m
−→ L
is induced by the composites
mX,Y : (FX ⊗ FX∧)
B
⊗
B⊗B
(FY ⊗ FY∧) −→ (FX ⊗
B
FY) ⊗ (FY∧ ⊗
B
FX∧)

−→ F(X ⊗ Y) ⊗ F(X ⊗ Y)∧ λX⊗Y−→ L.
The unit is given by the composition
u : B ⊗ B

−→ F(I) ⊗ F(I)∧ λI−→ L.
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Proposition C.26. If in addition C has a duality, then L has an antipode. 2
The antipode L a−→ L is induced by the composites
aX : FX ⊗ FX∧

−→ F(X∧) ⊗ FX λX∧−→ L.
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