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SIMEON BALL† , CARLES PADRO´‡ , ZSUZSA WEINER§ , AND CHAOPING XING‡
Abstract. Every biuniform matroid is representable over all suﬃciently large ﬁelds. But it is not
known exactly over which ﬁnite ﬁelds they are representable, and the existence of eﬃcient methods
to ﬁnd a representation for every given biuniform matroid has not been proved. The interest of these
problems is due to their implications to secret sharing. The existence of eﬃcient methods to ﬁnd
representations for all biuniform matroids is proved here for the ﬁrst time. The previously known
eﬃcient constructions apply only to a particular class of biuniform matroids, while the known general
constructions were not proved to be eﬃcient. In addition, our constructions provide in many cases
representations over smaller ﬁnite ﬁelds.
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1. Introduction. Given a class of representable matroids, the following are two
basic questions about the class. Over which ﬁelds are the members of the class
representable? Are there eﬃcient algorithms to construct representations for every
member of the class? Here an algorithm is eﬃcient if its running time is polynomial
in the size of the ground set. For instance, every transversal matroid is representable
over all suﬃciently large ﬁelds [16, Corollary 12.2.17], but it is not known exactly
over which ﬁelds they are representable, and the existence of eﬃcient algorithms to
construct representations is an open problem too.
The interest in these problems has been mainly motivated by their connections to
coding theory and cryptology, mainly to secret sharing. Determining over which ﬁelds
the uniform matroids are representable is equivalent to solving the main conjecture for
maximum distance separable codes. For more details, and a proof of this conjecture
in the prime case, see [1], and for further information on when the conjecture is
known to hold, see [11, section 3]. As a consequence of the results by Brickell [4],
every representation of a matroid M over a ﬁnite ﬁeld provides ideal linear secret
sharing schemes for the access structures that are ports of the matroid M . Because
of that, the representability of certain classes of matroids is closely connected to the
search for eﬃcient constructions of secret sharing schemes for certain classes of access
structures. The reader is referred to [12] for more information about secret sharing
and its connections to matroid theory.
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ON THE REPRESENTABILITY OF THE BIUNIFORM MATROID 1483
Several constructions of ideal linear secret sharing schemes for families of rela-
tively simple access structures with interesting properties for the applications have
been proposed [2, 4, 7, 8, 10, 14, 17, 20, 21, 22]. They are basic and natural gen-
eralizations of Shamir’s [18] threshold secret sharing scheme. A uniﬁed approach to
all those proposals was presented in [5]. As a consequence, the open questions about
the existence of such secret sharing schemes for some sizes of the secret value and the
possibility of constructing them eﬃciently are equivalent to determining the repre-
sentability of some classes of multiuniform matroids. See [6, 8] for more information
on this line of work.
In this paper, we analyze the representability of the biuniform matroids. They
were introduced by Ng and Walker [15], but ideal secret sharing schemes for the access
structures that are determined by them were previously presented in [17]. Biuniform
matroids are deﬁned in terms of their symmetry properties, speciﬁcally the number of
clonal classes, a concept introduced in [9]. Two elements in the ground set of a matroid
are said to be clones if the map that interchanges them and ﬁxes all other elements is
an automorphism of the matroid. Being clones is clearly an equivalence relation, and
its equivalence classes are called the clonal classes of the matroid. Uniform matroids
are precisely those having only one clonal class. A matroid is said to be biuniform
if it has at most two clonal classes. Of course, this deﬁnition can be generalized to
m-uniform matroids for every positive integer m. A biuniform matroid is determined
by its rank, the number of elements in each clonal class, and the ranks of the two
clonal classes, which are called the subranks of the biuniform matroid.
It is not diﬃcult to check that every biuniform matroid is a transversal matroid,
and hence it is representable over all suﬃciently large ﬁelds. Moreover, as a conse-
quence of the results in [5], every biuniform matroid is representable over all ﬁelds
with at least
(
N
k
)
elements, where N is the size of the ground set and k is the rank.
The same result applies to triuniform matroids [5], but it does not apply to 4-uniform
matroids because the Vamos matroid is not representable [16, Proposition 6.1.10].
Even though the proof in [5] is constructive, no eﬃcient method to ﬁnd repre-
sentations for the biuniform matroids can be derived from it. A method to construct
a representation for every biuniform matroid was presented by Ng [13], but it was
not proved to be eﬃcient. Eﬃcient methods to ﬁnd representations for the biuni-
form matroids in which one of the subranks is equal to the rank can be derived from
the constructions of ideal hierarchical secret sharing schemes by Brickell [4] and by
Tassa [21]. These constructions are analyzed in section 2.
In this work, we prove for the ﬁrst time that there exist eﬃcient algorithms to
ﬁnd representations for all biuniform matroids. In addition, our constructions provide
representations over ﬁnite ﬁelds that are in many cases smaller than the ones used
in [4, 13, 21]. A detailed comparison is given in section 2.
More speciﬁcally, we present three diﬀerent representations of biuniform matroids.
All of them can be obtained in time polynomial in the size of the ground set. An
important parameter in our discussions is d = m +  − k, where k is the rank of the
matroid while m and  are its subranks. The cases d = 0 and d = 1 are reduced
to the representability of the uniform matroid. Our ﬁrst construction (Theorem 5.1)
corresponds to the case d = 2, and we prove that every such biuniform matroid is
representable over Fq if q is odd and every clonal class has at most (q−1)/2 elements.
The other two constructions apply to the general case, and they are both based on
a family of linear evaluation codes. Our second construction (Theorem 5.2) provides
a representation of the biuniform matroid over Fqs0 , where s > d(d − 1)/2 and q0 is
a prime power larger than the size of each clonal class. Finally, we present a third
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1484 S. BALL, C. PADRO´, Z. WEINER, AND C. XING
construction in Theorem 5.4. In this case, if m ≥ , a representation of the biuniform
matroid is obtained over every prime ﬁeld Fp with p > K
h, where K is larger than
half the number of elements in each clonal class and h = md(1 + d(d− 1)/2).
2. Related work. The existence of ideal secret sharing schemes for the so-called
bipartite and tripartite access structures was proved in [17] and in [5], respectively.
These proofs are constructive and, in particular, they provide a method to ﬁnd repre-
sentations for all biuniform matroids. Such a representation can be found over every
ﬁeld with at least
(
N
k
)
elements, where N is the size of the ground set and k is the
rank. This method is not eﬃcient because exponentially many determinants have to
be computed to ﬁnd a valid representation.
This problem is avoided in the method proposed by Ng [13], which provides a rep-
resentation for every given biuniform matroid. Speciﬁcally, Ng gives a representation
for the biuniform matroid with rank k and subranks m,  over every ﬁnite ﬁeld of the
form Fqs0 , where q0 > 14, each clonal class has at most q0 elements, and s is at least
k and co-prime with d = m+ − k. This method may be eﬃcient, but this fact is not
proved in [13]. In addition, the degree s of the extension ﬁeld depends on the rank
k, while in our eﬃcient construction in Theorem 5.2, this degree depends only on d.
Therefore, if d is small compared to k, our construction works over smaller ﬁelds.
Eﬃcient methods to construct ideal hierarchical secret sharing schemes were given
by Brickell [4] and by Tassa [21]. When applied to some particular cases, these
methods provide representations for biuniform matroids in which one of the subranks
is equal to the rank.
Brickell’s construction provides a representation for every such biuniform matroid
over ﬁelds of the form Fqs0 , where q0 is a prime power larger than the size of each clonal
class and s is at least the square of the rank of the matroid. An irreducible polynomial
of degree s over Fq0 has to be found, but this can be done in time polynomial in q0
and s by using the algorithm given by Shoup [19]. Therefore, a representation can be
found in time polynomial in the size of the ground set. Clearly, the size of the ﬁeld
is much smaller in the representations that are obtained by the method described in
Theorem 5.2.
Representations for those biuniform matroids are eﬃciently obtained from Tassa’s
construction over prime ﬁelds Fp with p larger than N
(k−1)(k−2)/2, where N is the
number of elements in the ground set. If d is small compared to n, the size of the
ﬁeld in our construction (Theorem 5.4) is smaller.
Representations for biuniform matroids in which one of the subranks is equal to
the rank of the matroid and the other one is equal to 2 are obtained from the con-
structions of ideal hierarchical secret sharing schemes in [3]. These are representations
over Fq, where the size of the ground set is at most q + 1 and the size of each clonal
class is around q/2. These parameters are similar to the ones in Theorem 5.1, but
our construction is more general.
3. The biuniform matroid. A matroid M = (E,F ) is a pair in which E is
a ﬁnite set, called the ground set , and F is a nonempty set of subsets of E, called
independent sets, such that
1. every subset of an independent set is an independent subset, and
2. for allA ⊆ E, all maximal independent subsets of A have the same cardinality,
called the rank of A and denoted r(A).
A basis B of M is a maximal independent set. Obviously all bases have the same
cardinality, which is called the rank of M . If E can be mapped to a subset of vectors
of a vector space over a ﬁeld K so that I ⊆ E is an independent set if and only if
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ON THE REPRESENTABILITY OF THE BIUNIFORM MATROID 1485
the vectors assigned to the elements in I are linearly independent, then the matroid
is said to be representable over K.
The independent sets of the uniform matroid of rank k are all the subsets B of
the set E with the property that |B| ≤ k. If the uniform matroid is representable
over a ﬁeld K, then there is a map
f : E → Kk
such that f(E) is a set of vectors with the property that every subset of f(E) of size
k is a basis of Kk.
For positive integers k,m,  with 1 ≤ m,  ≤ k, and m +  ≥ k, and a partition
E = E1∪E2 of the ground set with |E1| ≥ m and |E2| ≥ , the independent sets of the
biuniform matroid of rank k and subranksm,  are all the subsets B of the ground set
with the property that |B| ≤ k, |B ∩ E1| ≤ m, and |B ∩ E2| ≤ . Since the maximal
independent subsets of E1 have m elements, r(E1) = m. Similarly, r(E2) = .
If the biuniform matroid is representable over a ﬁeld K, then there is a map
f : E → Kk
such that f(E) is a set of vectors with the property that every subset D of f(E) of
size k with |D ∩ f(E1)| ≤ m and |D ∩ f(E2)| ≤  is a basis of Kk. The dimensions
of 〈f(E1)〉 and 〈f(E2)〉 are m = r(E1) and  = r(E2), respectively. Thus, if the
biuniform matroid is representable over K, then we can construct a set S ∪ T of
vectors of Kk such that dim(〈S〉) = m and dim(〈T 〉) =  with the property that every
subset B of S ∪ T of size k with |B ∩ S| ≤ m and |B ∩ T | ≤  is a basis.
4. Necessary conditions. We present here some necessary conditions for a
biuniform matroid to be representable over a ﬁnite ﬁeld Fq.
The following lemma implies that restricting a representation of the biuniform
matroid on E = E1 ∪ E2, one gets a representation of the uniform matroid on E1 of
rank m and the uniform matroid on E2 of rank . Therefore, the known necessary
conditions for the representability of the uniform matroid over Fq can be applied to
the biuniform matroid.
Lemma 4.1. If f is a map from E to Kk which gives a representation of the
biuniform matroid of rank k and subranks m and , then f(E1) has the property that
every subset of f(E1) of size m is a basis of 〈f(E1)〉. Similarly, f(E2) has the property
that every subset of f(E2) of size  is a basis of 〈f(E2)〉.
Proof. If L′ is a set of m vectors of f(E1) which are linearly dependent, then
L′ ∪L, where L is a set of k−m vectors of f(E2), is a set of k vectors of f(E) which
do not form a basis of Kk.
The dual of a matroid M is the matroid M∗ on the same ground set such that
its bases are the complements of the bases of M . Given a representation of M over
K, simple linear algebra operations provide a representation of M∗ over the same
ﬁeld [16, section 2.2]. In particular, if K is ﬁnite, a representation of M∗ can be
eﬃciently obtained from a representation of M . By the following proposition, the
dual of a biuniform matroid is a biuniform matroid with the same partition of the
ground set.
Proposition 4.2. The dual of the biuniform matroid of rank k and subranks
m and  on the ground set E = E1 ∪ E2 is the biuniform matroid of rank k∗ =
|E1|+ |E2| − k and subranks m∗ = |E1|+ − k and ∗ = |E2|+m− k.
Proof. Clearly, a matroid and its dual have the same automorphism group. This
implies that the dual of a biuniform matroid is biuniform for the same partition of
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1486 S. BALL, C. PADRO´, Z. WEINER, AND C. XING
the ground set. The values for the rank and the subranks of M∗ are derived from
the formula that relates the rank function r of matroid M to the rank function r∗
of its dual M∗. Namely, r∗(A) = |A| − r(E) + r(E \ A) for every A ⊆ E [16,
Proposition 2.1.9].
Clearly, k = m =  if and only if m∗ = |E1| and ∗ = |E2|, and in this case both
M and M∗ are uniform matroids. We assume from now on that m < k or  < k and
that m < |E1| or  < |E2|,
The results in this paper indicate that the value d = m+ − k, which is equal to
the dimension of 〈S〉∩〈T 〉, is maybe the most inﬂuential parameter when studying the
representability of the biuniform matroid over ﬁnite ﬁelds. Observe that the value of
this parameter is the same for a biuniform matroid M and for its dual M∗. If d = 0,
then the problem reduces to the representability of the uniform matroid. Similarly, if
d = 1, then, by adding to S∪T a nonzero vector in the one-dimensional intersection of
〈S〉 and 〈T 〉, the problem again reduces to the representability of the uniform matroid.
From now on, we assume that d = m+ − k ≥ 2.
Proposition 4.3. If k ≤ m +  − 2 and the biuniform matroid of rank k and
subranks m,  is representable over Fq, then |E| ≤ q + k − 1.
Proof. Take a subset A of S of size k − . Then 〈A〉 ∩ 〈T 〉 = {0} because A ∪ C
is a basis for every subset C of T of size . Since k −  ≤ m− 2, we can project the
points of S \A onto 〈S〉 ∩ 〈T 〉, by deﬁning A′ to be a set of |S| − (k− ) vectors, each
a representative of a distinct one-dimensional subspace 〈x,A〉 ∩ (〈S〉 ∩ 〈T 〉) for some
x ∈ (S \A).
Let B be a subset of T of size − 2. For all x ∈ A′, if 〈B, x〉 contains − 1 points
of T , then 〈A,B, x〉 is a hyperplane of Fkq containing k points of S ∪T , at most m− 1
points of S, and − 1 points of T . This cannot occur since such a set must be a basis,
by hypothesis.
Thus, each of the q + 1 hyperplanes containing 〈B〉 contains at most one vector
of A′ ∪ (T \B). This gives |T |− (− 2)+ |S|− (k− ) ≤ q+1, which gives the desired
bound, since E = S ∪ T .
Proposition 4.4. If q ≤ k ≤ m +  − 2, then the biuniform matroid is not
representable over Fq.
Proof. Assume that the biuniform matroid is representable and we have the sets
of vectors S and T as before. Let e1, . . . , em be vectors of S. These vectors form a
basis for 〈S〉 and we can extend them with k−m vectors em+1, . . . , ek of T to a basis
of 〈S, T 〉. For every vector in T that is not in the basis {e1, . . . , ek}, all its coordinates
in this basis are nonzero. Indeed, if there is such a vector with a zero coordinate in the
i ≥ m+1 coordinate, then the hyperplane Xi = 0 contains m vectors of S and k−m
vectors of T , which does not occur. Similarly, if the zero coordinate is in the i ≤ m
coordinate, then the hyperplane Xi = 0 contains m − 1 vectors of S and k −m + 1
vectors of T , which also does not occur. Thus, by multiplying the vectors in the basis
by some nonzero scalars, we can assume that e1+ · · ·+ ek is a vector of T and all the
coordinates of the other vectors in T \ {em+1, . . . , ek} are nonzero.
Since  ≥ k −m+ 2, there is a vector z ∈ T \ {em+1, . . . , ek, e1 + · · ·+ ek}. Since
k ≥ q there are coordinates i and j such that zi = zj. If 1 ≤ i ≤ m and 1 ≤ j ≤ m,
then the hyperplane Xi = Xj contains m− 2 vectors of S and k −m+ 2 ≤  vectors
of T , which cannot occur. If 1 ≤ i ≤ m and m + 1 ≤ j ≤ k, then the hyperplane
Xi = Xj contains m− 1 vectors of S and k −m+ 1 vectors of T , which also cannot
occur. Finally, if m + 1 ≤ i ≤ k and m + 1 ≤ j ≤ k, then the hyperplane Xi = Xj
contains m vectors of S and k − m vectors of T , which cannot occur, a contradic-
tion.
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5. Representations of the biuniform matroid.
Theorem 5.1. The biuniform matroid of rank k and subranks m and  with
d = m+−k = 2 is representable over Fq if q is odd and max{|E1|, |E2|} ≤ (q−1)/2.
Proof. Let L denote the set of nonzero squares of Fq and (−1)+mη a ﬁxed
nonsquare of Fq. Consider the subsets of F
k
q
S = {(t, t2, . . . , tm−2, 1, tm−1, 0, . . . , 0) | t ∈ L}
and
T = {(0, . . . , 0, η, t−1, t−2, . . . , t) | t ∈ L},
where the coordinates are with respect to the basis {e1, . . . , ek}. We prove in the
following that any injective map which maps the elements of E1 to a subset of S and
the elements of E2 to a subset of T is a representation of the biuniform matroid.
Since every set of S ∪ {em−1, em} of size m is a basis of 〈S〉, every set formed by
m − 2 vectors in S and  vectors in T is a basis. Symmetrically, the same holds for
every m vectors in S and − 2 vectors in T .
The proof is concluded by showing that there is no hyperplaneH of Fkq containing
m − 1 points of S and  − 1 points of T . Suppose that, on the contrary, such a
hyperplane H exists. Since S∪A span Fkq for every A ⊆ T of size −2, the hyperplane
H intersects 〈S〉 in an (m − 1)-dimensional subspace. Symmetrically, H ∩ 〈T 〉 has
dimension − 1. Therefore, H intersects 〈em−1, em〉 = 〈S〉∩ 〈T 〉 in a one-dimensional
subspace. Take elements a1 and a2 of Fq, not both zero, with a1em−1 + a2em ∈ H .
The m − 1 vectors of H ∩ S together with a1em−1 + a2em are linearly dependent.
Thus, there are m− 1 diﬀerent elements t1, . . . , tm−1 of L such that
det
(
m−2∑
i=1
ti1ei + em−1 + t
m−1
1 em, . . . ,
m−2∑
i=1
tim−1ei
+ em−1 + tm−1m−1em, a1em−1 + a2em
)
= 0.
Expanding this determinant by the last column gives
a2(−1)mV (t1, . . . , tm−1) = a1V (t1, . . . , tm−1)
m−1∏
i=1
ti,
where V (t1, . . . , tm−1) is the determinant of the Vandermonde matrix. Since a1 = 0
implies a2 = 0, we can assume that a1 = 0 and so a2a−11 (−1)m ∈ L. Analogously,
the − 1 vectors of H ∩ T together with a1em−1 + a2em are linearly dependent, and
hence there are − 1 elements u1, . . . , u−1 of L such that
det
(
ηem−1 +
−1∑
i=1
ui1ek+1−i, . . . , ηem−1 +
−1∑
i=1
ui−1ek+1−i, a1em−1 + a2em
)
= 0.
Expanding this determinant by the last column gives
ηa2(−1)V (u1, . . . , u−1) = a1V (u1, . . . , u−1)
−1∏
i=1
ui.
D
ow
nl
oa
de
d 
07
/1
8/
14
 to
 1
47
.8
3.
11
9.
16
8.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1488 S. BALL, C. PADRO´, Z. WEINER, AND C. XING
Since a1 = 0 implies a2 = 0, we can assume that a1 = 0 and so ηa2a−11 (−1) ∈ L, and
since a2a
−1
1 (−1)m ∈ L, this gives η(−1)+m ∈ L. However, η was chosen so that this
is not the case.
We describe in the following a family of linear evaluation codes that will provide
diﬀerent representations of the biuniform matroid for all possible values of the rank
k and the subranks m, . Take β ∈ Fq and the subspace V of Fq[x]× Fq[y] deﬁned by
V = {(f(x), g(y)) | f(x) = f1(x) + xm−dg1(βx), g(y) = g1(y) + ydg2(y),
deg(f1) ≤ m− d− 1, deg(g1) ≤ d− 1, deg(g2) ≤ − d− 1},
where d = m +  − k. Let F1 = {x1, . . . , xN1} and F2 = {y1, . . . , yN2} be subsets of
Fq \ {0}, where N1 = |E1| and N2 = |E2|. Deﬁne C = C(F1, F2, β) to be the linear
evaluation code
C = {((f(x1), . . . , f(xN1), g(y1), . . . , g(yN2)) | (f, g) ∈ V }.
Note that dimC = dimV = m− d+ − d+ d = k.
Every linear code determines a matroid, namely, the one that is represented by
the columns of a generator matrix G, which is the same for all generator matrices
of the code. We analyze now under which conditions the code C = C(F1, F2, β)
provides a representation over Fq of the biuniform matroid by identifying E1 and E2
to F1 and F2, respectively (that is, to the ﬁrst N1 columns and the last N2 columns
of G, respectively).
Clearly, for every A ⊆ E with |A ∩ E1| > m or |A ∩ E2| > , the corresponding
columns of G are linearly dependent.
Let B be a basis of the biuniform matroid with |B ∩ E1| = m − t1 and |B ∩
E2| =  − t2, where 0 ≤ ti ≤ d and t1 + t2 = d. We can assume that B ∩ E1 is
mapped to {x1, . . . , xm−t1} ⊆ F1 and B ∩E2 is mapped to {y1, . . . , y−t2} ⊆ F2. The
corresponding columns of G are linearly independent if and only if (f, g) = (0, 0) is
the only element in V satisfying
(5.1) (f(x1), . . . , f(xm−t1), g(y1), . . . , g(y−t2)) = 0.
Let
r(x) = (x− x1) · · · (x− xm−t1) =
m−t1∑
i=0
rix
i
and
s(y) = (y − y1) · · · (y − y−t2) =
−t2∑
i=0
siy
i.
Then (f, g) ∈ V satisfy (5.1) if and only if f(x) = a(x)r(x) for some polynomial
a(x) =
∑t1−1
i=0 aix
i and g(y) = b(y)s(y) for some polynomial b(y) =
∑t2−1
i=0 biy
i. Since
f(x) = a(x)r(x) = f1(x) + x
m−dg1(βx),
g1(βx) =
t1−1∑
i=0
ai
⎛
⎝d−t1+i∑
j=0
rm−d+j−i xj
⎞
⎠ ,D
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where rj = 0 if j < 0. On the other hand, g(y) = b(y)s(y) = g1(y) + y
dg2(y) and so
g1(y) =
t2−1∑
i=0
bi
⎛
⎝d−1∑
j=i
sj−i yj
⎞
⎠ ,
where sj = 0 if j > − t2. Hence,
(5.2)
t1−1∑
i=0
ai
⎛
⎝d−t1+i∑
j=0
rm−d+j−i xj
⎞
⎠ = t2−1∑
i=0
bi
⎛
⎝d−1∑
j=i
sj−i(βx)j
⎞
⎠ .
If (f, g) = 0, then either a or b is nonzero and so there is a linear dependence between
the d polynomials in (5.2). Therefore, the determinant of the d× d matrix
(5.3)⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
rm−d rm−d+1 · · · · · · · · · rm−t1 0 · · · 0
rm−d−1 rm−d · · · · · · · · · · · · rm−t1 · · · 0
...
...
. . .
...
· · · · · · · · · · · · · · · · · · rm−t1
s0 s1β · · · · · · · · · · · · · · · · · ·
0 s0β s1β
2 · · · · · · · · · · · · · · ·
...
. . .
. . .
. . .
...
0 · · · 0 s0βt2−2 s1βt2−1 · · · · · · · · · st1+1βd−1
0 · · · · · · 0 s0βt2−1 s1βt2 · · · · · · st1βd−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is zero.
In conclusion, the code C(F1, F2, β) provides a representation over Fq of the
biuniform matroid if and only if the determinant of the matrix (5.3) is nonzero for
every choice of m − t1 elements in F1 and  − t2 elements in F2 with 0 ≤ ti ≤ d
and t1 + t2 = d. Clearly, this is always the case if t1 = 0 or t2 = 0. Otherwise, that
determinant can be expressed as an Fq-polynomial on β. The degree of this polynomial
ϕ(β) is at most d(d− 1)/2. In addition, ϕ(β) is not identically zero because the term
with the minimum power of β is equal to 1β · · ·βt2−1st20 rt1m−t1 , and rm−t1 = 1 and
s0 = 0. In the next two theorems we present two diﬀerent ways to select F1, F2, β
with that property.
Theorem 5.2. The biuniform matroid of rank k and subranks m and  with
d = m+ −k ≥ 2 is representable over Fq if q = qs0 for some s > d(d−1)/2 and some
prime power q0 > max{|E1|, |E2|}. Moreover, such a representation can be obtained
in time polynomial in the size of the ground set.
Proof. Take F1 and F2 from Fq0 \ {0} and take β ∈ Fq such that its minimal
polynomial over Fq0 is of degree s. The algorithm by Shoup [19] ﬁnds such a value
β in time polynomial in q0 and s. Then the code C(F1, F2, β) gives a representation
over Fq of the biuniform matroid. Indeed, all the entries in the matrix (5.3), except
the powers of β, are in Fq0 . Therefore, ϕ(β) is a nonzero Fq0 -polynomial on β with
degree smaller than s.
Our second construction of a code C(F1, F2, β) representing the biuniform matroid
is done over a prime ﬁeld Fp. We need the following well-known bound on the roots
of a real polynomial.
Lemma 5.3. The absolute value of every root of the real polynomial c0 + c1x +
· · ·+ cnxn is at most 1 + max0≤i≤n−1 |ci|/|cn|.
D
ow
nl
oa
de
d 
07
/1
8/
14
 to
 1
47
.8
3.
11
9.
16
8.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1490 S. BALL, C. PADRO´, Z. WEINER, AND C. XING
Theorem 5.4. Let M be the biuniform matroid of rank k and subranks m and 
with d = m +  − k ≥ 2 and m ≥ . Take N = max{|E1|, |E2|} and K = N/2+ 1.
Then M is representable over Fp for every prime p > K
h, where h = md(1 + d(d −
1)/2). Moreover, such a representation can be obtained in time polynomial in the size
of the ground set.
Proof. First, we select the value β and the sets F1, F2 among the integers in such
a way that the determinant of the real matrix (5.3) is always nonzero. Then we ﬁnd
an upper bound on the absolute value of this determinant. The code C(F1, F2, β) will
represent the biuniform matroid over Fp if p is larger than that bound.
Consider two sets of nonzero integer numbers F1, F2 with |Fi| = |Ei| in the interval
[−(K−1),K−1]. Takem−t1 values in F1 and −t2 values in F2, where 1 ≤ ti ≤ d−1
and t1 + t2 = d. Then the values ri appearing in the matrix (5.3) satisfy
|rm−t1−i| ≤
(
m− t1
i
)
(K − 1)i
for every i = 0, . . . ,m− t1, and hence
∑m−t1
i=0 |ri| ≤ Km−t1 . Analogously,
∑−t2
i=0 |si| ≤
K−t2 . Since rm−t1 = s−t2 = 1 and m ≥ , all values |ri|, |sj | are less than or equal
to Km − 1. Then ϕ(β) is a real polynomial on β with degree at most d(d− 1)/2 such
that the absolute value of every coeﬃcient is at most (Km − 1)d < Kmd − 1. Take
β = Kmd. By Lemma 5.3, ϕ(β) = 0. Moreover,
|ϕ(β)| ≤ (Km − 1)d β
d(d−1)/2+1 − 1
β − 1 < K
h.
Finally, consider a prime p > Kh and reduce β = Kmd and the elements in F1 and
F2 modulo p. The code C(F1, F2, β) represents the biuniform matroid M over Fp.
Observe that the number of bits that are needed to represent the elements in Fp is
polynomial in the size of the ground set.
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