Bad reduction of Hilbert modular varieties with parahoric level structure by Bergamaschi, Francesca







Presented in Partial Fulfillment of the For the Degree of






School of Graduate Studies
This is to certify that the thesis was prepared
By: Francesca Bergamaschi
Entitled: Bad reduction of Hilbert modular varieties with parahoric level structure
and submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy (Mathematics)
complies with the regulations of the University and meets the accepted standards with re-
spect to originality and quality.
Signed by the final Examining Committee:
Chair: Prof. Bart de Smit (Leiden University)
External Examiner: Prof. Ben Moonen (Radboud University Nijmegen)
Supervisor: Prof. Adrian Iovita (Concordia University)
Supervisor: Prof. Bas Edixhoven (Leiden University)
Supervisor: Prof. Fabrizio Andreatta (University of Milan)





Bad reduction of Hilbert modular varieties with parahoric level structure
Francesca Bergamaschi, Ph.D.
Concordia University, 2017
Abelian varieties can be thought of as a higher dimensional analogue to elliptic curves.
Over fields, they are defined as complete algebraic varieties with a compatible group struc-
ture. One of the most fertile fields in arithmetic geometry is concerned with the study of
abelian varieties in prime characteristic. The fundamental reason why this area has become
so central is that the many interesting phenomena arising in positive characteristic provide
us with very powerful geometric tools. For instance, several results in characteristic zero can
be derived studying the reduction to positive characteristic.
A very fruitful approach for describing such phenomena is to look at several abelian
varieties at once. Roughly speaking, the abelian varieties of a given dimension are seen as
points of a space, namely a moduli space. In general, in order for these spaces to have nice
geometric properties, we will expect the abelian varieties to have additional structure, such
as, for example, some data on the N -torsion (kernel of the multiplication by N map, for
some positive integer N), called a structure of level N . The fundamental example in this
context is that of modular curves that is, spaces whose points parametrize (isomorphism
classes of) elliptic curves with some level N structure. The work of the author focuses on a
generalization of modular curves, that is, Hilbert modular varieties, parametrizing abelian
varieties with polarization, N -level structure and real multiplication, that is, an action by a
suitable finite field extension of Q.
The most immediate questions arising from the study of such spaces are purely of geo-
metric nature. The geometry of Hilbert modular varieties is well understood in every charac-
teristic p, as long as p does not divide the level structure. When p divides the level structure
however, things get complicated. In this thesis we provide a description of Hilbert modular
varieties in the case when p divides the level N (case of parahoric level). In particular, we
obtain an understanding of these spaces by giving a full description of the deformation of
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The main object of study of this thesis is the geometry of moduli spaces of Abelian
schemes with extra structure. In particular we fix a totally real field L of degree g over
Q and study schemes whose points correspond to isomorphism classes of Abelian schemes
with multiplication by the ring of integers OL of L and some level structure, called Hilbert
modular varieties. More precisely in this study we concentrate on Hilbert modular varietiesM over Fp with Iwahori at p level structure. Namely, we use the theory of local models
to compute completed local rings at all geometric points of M and the theory of relative
displays to describe certain natural stratifications of this moduli space. The study of the
geometry of Hilbert modular varieties M in positive characteristic depends strongly on the
ramification properties of p in OL.
The geometry of Hilbert modular varieties in positive characteristic p is well understood
in the case where the level structure is relatively prime to p by work of Rapoport [Rap78],
Deligne-Pappas [DP94], Oort [Oor99], Goren-Oort [GO00], Goren [Gor01], Andreatta-Goren
[AG03, AG04]. Goren-Kassaei [GK12] considered the case with Iwahori level structure at p
when p is unramified in OL.
In this thesis we first describe the geometry of Hilbert modular varieties in positive
characteristic p with Iwahori level structure at p unramified in OL with methods different
from those used by Goren-Kassaei. Moreover we are also able to apply such methods to
Hilbert modular varieties where p is ramified in OL. In this case our results are completely
new.
As mentioned above one of the main ingredients is the computation of the completed
local rings of such a Hilbert modular variety M at all its geometric points by means of the
theory of local models. This general approach was first introduced by Deligne-Pappas [DP94]
and the results are due to Stamm [Sta97] in the unramified case and to Pappas [Pap95] in
the ramified case. The theory of Grothendieck-Messing describes the deformations of an
Abelian variety over Fp in terms of the deformations of the Hodge filtration of its first de
Rham cohomology group. This allows us to identify the completed local rings of geometric
points in M with completed local rings at geometric points of a suitable Grassmannian,
which in certain cases can be explicitly computed.
Our main contribution is the definition and the study of stratifications of our Hilbert
modular varieties in characteristic p with Iwahori at p level structure. In other words we
write our moduli space as a disjoint union of locally closed subschemes (strata) by choosing
suitable invariants of Abelian varieties with real multiplication depending on the structure
of their p-torsion. We moreover study the geometric properties of such strata by means of
the theory of relative displays (these are defined in Section (3), Chapter (2)).
We next describe in deeper detail the structure of the thesis.
Chapter (2) contains fundamental definitions in the theory of group schemes and abelian
varieties. In particular we present the Dieudonne´ theory for finite group schemes in positive
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characteristic with an emphasis on the p-torsion of abelian varieties. Finally we introduce
the theory of displays as presented by Zink [Zin02] and their relation to the deformation
theory of abelian varieties.
In Chapter (3) we present our main results in the case of Hilbert modular varieties M
with Iwahori level structure at p of dimension 1, that is, modular curves with Γ0(p)-level
structure. The geometry in positive characteristic p of such modular varieties is already
well understood and the results we present are those already obtained by Deligne-Rapoport
[DR75], Katz-Mazur [KM85] and others. Our methods consist in the description of the
deformation theory of geometric points of M in terms of relative displays, both in the equi
characteristic and mixed characteristic cases. To a geometric Fp-point x of M we associate
a morphism of displays P(σ) → P over Fp. We describe a criterion for a morphism of displaysP1 → P2 to be universal with respect to the deformation of P(σ) → P and provide an explicit
candidate. This approach will be generalized and used in the following chapters.
Chapter (4) contains the results related to the geometry of Hilbert modular varieties
with Iwahori level structure at p when p is inert in OL. As already stated, we recover results
of Stamm [Sta97] and Goren-Kassaei [GK12] by means of relative displays. Hopefully such
methods lead in a more straightforward way to results related to the description of the functor
forgetting the Iwahori p-level structure on M (Key Lemma in [GK12]) and the theory of
canonical subgroups, also in the case when p is ramified in OL, which has not been studied
yet.
In Chapter (5) we describe the geometry of Hilbert modular varieties with Iwahori level
structure at p in the case where p is ramified in OL. By developing the local model in
this case, following Pappas [Pap95] we compute explicitly the completed local rings at any
geometric point in terms of suitable invariants related to the p-torsion of the corresponding
abelian variety; see Section (4.1). In terms of the above mentioned invariants we define strat-
ifications for the space whose strata are non-singular and locally irreducible. See Theorem
(5.4.1) and Theorem (5.4.2) for details. Such geometric properties of the strata and their
dimension are obtained through the deformation theory of displays. We finally show that
the closure of each stratum consists of the union of other strata (Theorem (7.2.1)).
We believe that the methods used in this thesis can be generalized to a wider class of
Shimura varieties of PEL type over Fp with Iwahori level structure at p, especially in the
case of bad reduction, which has not been studied yet.
CHAPTER 2
Preliminaries
1. Group schemes and Dieudonne´ modules
Definition 1.0.1. Fix a base scheme S. We say that G→ S is an S-group scheme if it
has a group structure as an object in the category Sch/S. Explicitly, this means that there
are S-maps
m ∶ G ×S G→ G multiplication,
i ∶ G→ G inverse,
e ∶ S → G unit,
satisfying the group axioms. We say that a group scheme is commutative if the commutativity
is satisfied by these maps.
In other words, a group scheme over S corresponds to a contravariant functor from the
category of schemes over S to the category of groups.
Basic examples. Let R be a commutative ring with unity.
1. The additive group scheme Ga/R = (A1R,+), corresponding to the additive group
structure underlying the affine line.
2. The multiplicative group scheme Gm/R = (A1R − {0},×), corresponding to the multi-
plicative group structure underlying the affine line without the origin.
3. The constant group scheme (Z/pZ)R over R.
Remark 1. We will always use commutative groups schemes and therefore all the results
will refer to these (even though some of them might be true in general).
1.1. Affine group schemes. Let S = Spec(R) be an affine base scheme.
Definition 1.1.1. An S-group scheme G which is affine as a scheme is called an affine
group scheme.
Assume that G = Spec(A) is an affine group scheme. Note that the describing the group
operations m, i and e defined in Definition (1.0.1) is equivalent to describing R-algebra
morphisms
m∗∶A→ A⊗R ⊗A co-multiplication,
i∗∶A→ A co-inverse
e∗∶A→ R co-unit,
satisfying various identities corresponding to the group axioms for m, i and e.
Examples. 1. The p-th roots of unity µp = {x ∈ Gm ∣ xp = 1} ⊂ Gm. It is a group scheme
over R, but we will omit this in the notation. In other words µp is the kernel of the Frobenius
morphism in Gm. Note that as a scheme µp is identified
µp ≃ Spec(R[T ]/(T p − 1))
3
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and the group operation is defined by the morphism of R-algebras
R[T ]/(T p − 1) → R[T ]/(T p − 1)⊗R[T ]/(T p − 1)
T ↦ T ⊗ T
2. Assume that R is an Fp-algebra. The p-th roots of zero αp = {x ∈ Ga ∣ xp = 0} ⊂ Ga.
As schemes we have the identification
αp ≃ Spec(R[T ]/(T p))
and the group operation is defined by the morphism of R-algebras
R[T ]/(T p) → R[T ]/(T p)⊗R[T ]/(T p)
T ↦ (T ⊗ 1) + (1⊗ T )
Note that in particular µp and αp are isomorphic as schemes, but they are not as group
schemes, as their group operations are different.
Definition 1.1.2 (Cartier dual). Let G be a commutative group. We define its dual as
the group of characters
G∗ ∶= HomGrSch/S(G,Gm).
Examples. Let the base scheme S = Spec(k) with k of positive characteristic.
1. The Cartier dual of µp is Z/pZ.
2. The Cartier dual of αp is αp itself.
Definition 1.1.3. A finite flat group scheme is a commutative group scheme f ∶ G→ S,
such that the structural morphism is finite and flat and such that f∗(OG) is a locally freeOS-module of locally constant rank r > 0 (note that if S is noetherian this condition is always
verified).
1.2. The Dieudonne´ theory. Let k be a perfect field of positive characteristic p. Let
W (k) be the ring of Witt vectors and denote by F ∶W (k) → W (k) the induced Frobenius.
See the Appendix for details on W (k).
Definition 1.2.1 (Dieudonne´ modules). A Dieudonne´ module D is a module over W (k)
equipped with two maps F ∶D →D and V ∶D →D satisfying the following identities:
F (wx) = FwF (x), V (wx) = F−1wV (x), w ∈W (k), x ∈D
F ○ V = p, V ○ F = p.
Theorem 1.2.2 (Dieudonne´). There is a contravariant equivalence of categories between
the category of finite flat commutative group schemes over k of p-power rank and the category
of Dieudonne´ modules over W (k) of finite length.
Given a finite commutative group scheme G over k, we denote by D(G) the corresponding
Dieudonne´ module. If G has rank pn, then D(G) has length n.
Definition 1.2.3 (p-divisible groups). A p-divisible group G over a base scheme of height
h is an inductive system (Gn, ιn), n ≥ 0, where for every n
(1) Gn is a finite flat group scheme over S of order pnh,
(2) the sequence
0→ Gn ιnÐ→ Gn+1 ×pnÐÐ→ Gn+1
is exact.
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Theorem 1.2.4. Let k be a perfect field of positive characteristic p > 0. There is a
contravariant equivalence of categories between the category of p-divisible groups over k and
the category of finite free Dieudonne´ modules over W (k):{p-divisible groups over k} → {Dieudonne´ modules over W (k)}
G = (Gn, ιn) ↦ lim←Ð nD(Gn).
2. Abelian varieties
We will give here a sketchy introduction to abelian varieties. For proofs and a more
detailed theory we refer to Mumford’s book [Mum08].
Definition 2.0.1 (Abelian variety). An abelian variety A over a field k is a projective





satisfying the group axioms.
One can prove that the group law defined above is commutative. We will write the group
operation additively.
There is an analogue to abelian varieties over any base scheme.
Definition 2.0.2 (Abelian scheme). An abelian scheme over a base scheme S of relative
dimension g is a proper, smooth group scheme over S whose geometric fibers are connected
and of dimension g.
In other words an abelian scheme over S is a family of abelian varieties parametrized by
S. An abelian scheme over a field k is an abelian variety as defined in Definition (2.0.1).
Given an abelian scheme A over a base S we define the multiplication by n map for any
non-zero integer n. For n ≠ 0 it is a surjective map and its kernel A[n] is a group scheme of
rank n2g, where g denotes the relative dimension of A/S.
Definition 2.0.3 (Isogenies). An isogeny of abelian schemes is a surjective homomor-
phism whose kernel is a finite flat group scheme. The degree of an isogeny is the degree of
its kernel as a group scheme.
Example: The multiplication by n map for an integer n > 0 is an isogeny.
Let p be a prime number and let A be an abelian scheme over S. The group schemes
A[p],A[p2],A[p3], . . . ,A[pn], . . . form an inductive systemA[p∞] = (A[pn],A[pn] ×pÐ→ A[pn+1]).
It is a p-divisible group called the p-divisible group associated to the abelian variety A.
To an abelian scheme A over a base scheme S one associates a dual abelian scheme A∨
over S. The construction of the dual abelian scheme A∨ is obtained by means of a line
bundle assosciated to A, the Poincare´ bundle PA.
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Definition 2.0.4 (Polarizations). Given A an abelian scheme over a base S, a homo-
morphism λ∶A → A∨ is called a polarization if it a symmetric isogeny such that the line
bundle (id, λ)∗(P) is ample.
2.1. Abelian varieties over fields of positive characteristic. In this section we are
going assume k to be a perfect field of positive characteristic p > 0.
Definition 2.1.1. An abelian variety A over k of dimension g is said to be ordinary if∣(A[p](k))∣ = pg.
In particular, an elliptic curve E over k is said to be supersingular if it is not ordinary.
In this case we have that ∣(E[p](k))∣ = {0}.
Let σ∶k → k be the absolute Frobenius x → xp. On an abelian variety A over k of
dimension g we may define relative Frobenius and Verschiebung morphisms
FrA∶A→ A(p), VerA∶A(p) → A,
where A(p) ≃ A ×Spec(k),σ Spec(k). They satisfy the identities
VerA ○ FrA = [p]A, FrA ○VerA = [p]A(p) .
It follows therefore that
Ker(FrA) ⊂ A[p], Ker(VerA) ⊂ A(p)[p].
The relative Frobenius and the Verschiebung morphisms
FrA∶A→ A(p), VerA∶A(p) → A
are isogenies of degree pg.
We have the following functorial in A commutative diagram with exact rows providing a
differential interpretation of the Dieudonne´ modules associated toA[p],Ker(FrA),Ker(VerA):
(2.1) 0 // H0(A,ΩA/k) // H1dR(A/k) // H1(A,OA) // 0
0 // D(Ker(FrA))⊗k,σ−1 k // D(A[p]) // D(Ker(VerA)) // 0
Here H1dR(A/k) denotes the first de Rham cohomology group of A over k and ΩA/k is the
sheaf of invariant differentials of A. The result was established by Oda [Oda69]; see Goren-
Kassaei [GK12, 2.2.1] for details.
On an abelian variety A over k there is a perfect bilinear canonical pairing
eN ∶A[N] ×A∨[N]→ µN
called the Weil pairing. If the abelian variety is endowed with a polarization λ∶A→ A∨ then
the Weil pairing induces a bilinear pairing
eλN ∶A[N] ×A[N]∶ → µN
sjk(x, y) ↦ eN(x,λ(y))
Also the first de Rham cohomology group H1dR(A/k) is endowed with a perfect alternating
pairing
H1dR(A/k) ×H1dR(A/k)→ OL ⊗ k,
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see [DP94, 1.5] for details.
2.2. Deformations of abelian varieties. Let Artk denote the category of local Ar-
tinian k-algebras with residue field k, whose objects are pairs (R,φ) where R is a local
Artinian k-algebra with maximal ideal mR and φ is the unique k-isomorphism φ∶R/mR ≃Ð→ k.
Definition 2.2.1. Let A be an abelian variety over k. The deformation functor
Def(A/k)∶Artk → Sets
associating to (R,φ) ∈ Artk, the set Def(A/k)(R,φ) of isomorphism classes of pairs (Ã/R,ψ),
where Ã/R is an abelian scheme over Spec(R) and ψ is a k-isomorphism
ψ∶ Ã ×R,φ k ≃Ð→ A.
Analogously, given a p-divisible group G over k we define the deformation functor
Def(G/k)∶Artk → Sets
associating to (R,φ) the isomorphism classes of pairs (G̃/R,ψ), where G̃/R is a p-divisible
group over Spec(R) and ψ∶ G̃ ×Spec(k),φ Spec(k) ≃ G.
The following result states that it is equivalent to deform an abelian variety A over k or
its associated p-divisible group A[p∞].
Theorem 2.2.2 (Serre-Tate). Let A be an abelian variety over k and let A[p∞] be the
associated p-divisible group. The deformation functors Def(A/k) and Def(A[p∞]/k) are
canonically isomorphic.
Proof. For Drinfeld’s proof, see [Kat81]. 
2.3. Abelian varieties with real multiplication. Let k be an algebraically closed





Let S be a scheme over k. An RM-abelian scheme (or Hilbert-Blumenthal abelian scheme)
over S is a pair (A/S, ι), where● A is an abelian scheme over S of relative dimension g,● ι∶OL → EndS(A) is a ring homomorphism (OL-action); such ι gives A/S the struc-
ture of an OL-module scheme.
Note that duality induces an OL-action ι∨∶OL → EndS(A∨) and hence the pair (A∨, ι∨) is an
RM-abelian scheme as well.
We say that a p-divisible group G over a finitely generated k-algebra R has real multipli-
cation by OL, if OL acts on G as endomorphisms and if D(G⊗k kalg) is a free OL⊗ZW (kalg)-
module of rank 2.
The moduli problem we are about to define carries a choice of polarization respecting
the real multiplication. More precisely, given an abelian scheme A over S we consider theOL-module M(A) of OL-linear symmetric morphisms from A to its dual A∨, that is, theOL-module with elements λ ∈ HomS(A,A∨), such that λ ○ ι = ι∨ ○ λ and such that λ = λ∨.
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More generally, following Rapoport we may view the OL-module M(A) as a sheaf on the
e´tale site of S
Sch/S Ð→ Ab(T → S) z→ {λ ∈ HomT (A ×S T,A∨ ×S T ) ∣ OL-linear, symmetric}
By [Rap78, 1.17] this sheaf is locally constant whose values are projective OL-modules of
rank 1, equipped with positivity notions corresponding to the OL-polarizations of (A, ι). We
call the pair (M(A),M(A)+) the e´tale polarization module of (A, ι).
Recall that given an abelian variety over a perfect field k of positive characteristic and of
dimension g, the W (k)-module H1cris(A/W (k)) is free of rank 2g. If A has a real multiplica-
tion action by a totally real field L, then H1cris(A/W (k)) inherits a structure of OL⊗W (k)-
module.
Lemma 2.3.1 (Rapoport, Lemma 1.3). Let (A, ι) be a real multiplication abelian variety
over a perfect field k of positive characteristic p > 0. The first crystalline cohomology group
H1cris(A/W (k) is a free OL ⊗W (k)-module of rank 2.
Note that by reducing modulo p we obtain that the first de Rham cohomology group
H1dR(A/k) is a free OL ⊗ k-module of rank 2. More generally, both VerA and FrA commute
with the OL-action, that is D(Ker(FrA)) and D(Ker(VerA)) have structures of OL ⊗ k-
modules and the diagram (2.1) is a diagram of OL ⊗ k-modules as well.
3. Dieudonne´ displays
The theory of displays is one of the main tools to study local deformation theory of
abelian varieties. It was introduced by D. Mumford and P. Norman and was generalized to
a much wider class of objects by Thomas Zink. The notion we will be using is in particular
that of Dieudonne´ displays [Zin02, Zin01a, Lau14]. The fundamental result is that, under
relatively mild restrictions, Dieudonne´ displays are equivalent to p-divisible groups. Under
Serre-Tate’s theorem it is therefore possible to study deformation theory of abelian varieties
through Dieudonne´ displays. Here is a list of results about Dieudonne´ displays that we are
going to use; the main references are [Zin01a] and [Lau14].
3.0.1. Admissible rings. Let p be a prime number. The following definitions are due to
Lau [Lau14, Definition 1.1, Definition 1.2].
Definition 3.0.1 (Admissible rings). A ring R is called admissible if its nilradical NR
is bounded nilpotent and if the quotient Rred = R/NR is a perfect ring of characteristic p. An
admissible local ring is an admissible ring such that Rred is a field.
Remark 2. Artinian local rings with perfect residue field are admissible local rings.
Definition 3.0.2 (Admissible topological rings). An admissible topological ring is a
complete and separated topological ring R with linear topology such that the ideal NR of
topologically nilpotent elements is open, the ring Rred = R/NR is perfect of characteristic p,
and for each open ideal N of R contained in NR the quotient NR/N is bounded nilpotent.
Thus R is the projective limit of the admissible rings R/N .
Remark 3. Complete local rings with perfect residue field are admissible topological rings.
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3.0.2. The Zink ring. Given an admissible ring R, the exact sequence
0→W (NR)→W (R)→W (Rred)→ 0
has a unique section s∶W (Rred) → W (R), which is F -equivariant. See [Lau14, Lemma 1.4]
for details. Denote by Ŵ (NR) the subring of W (NR) whose elements have only finitely
many non-zero components. Define the Zink ring as the direct sum
W(R) ∶= Ŵ (NR)⊕W (Rred).
It is an F -stable subring of W (R).
Lemma 3.0.3. If p ≥ 3, the Zink ring W(R) is V -stable and there is an exact sequence
0→W(R) VÐ→W(R) w0Ð→ R → 0.
An analogous result holds also when p = 2 if we substitute the Verschiebung morphism V with
Vx = V (u0x), where u0 denotes the image of V −1(2 − [2]) ∈W (Zp) in W (R).
Proof. See [Lau14, Lemma 1.6, 1.7]. The result is due to Zink [Zin02, Lemma 2] when
p ≥ 3. 
Denote by I(R) the kernel of w0∶W(R) → R. It is the image of W (R) through V ( V in
the case of p = 2). Then, as for regular Witt vectors, we have that
(3.1) F I(R) ⊆ pW(R);
see Lemma (0.1.1), Appendix, for details.




where the limit is taken over all open ideals of R contained in NR. Lemma (3.0.3) holds also
for admissible topological rings.
3.1. Fundamental definitions.
Definition 3.1.1 (Dieudonne´ Displays). A Dieudonne´ display P over an admissible
(topological) ring R is a quadruple P = (P,Q,F,V −1), where● P is a finitely generated projective W(R)-module,● Q is a W(R)-submodule of P ,● F ∶P → P and V −1∶Q→ P are F -linear maps,
such that
(1) I(R)P ⊂ Q ⊂ P and P /Q is a direct summand of P /I(R)P (as a W(R)-module),
(2) V −1∶Q→ P is an F -linear epimorphism,
(3) the following relation holds
V −1(Vw ⋅ x) = w ⋅ Fx, ∀x ∈ P,w ∈W (R).
Remark 4. In the notation of Definition (3.1.1), for y ∈ Q we always have the relation
Fy = p ⋅ V −1y.
Indeed Fy = V −1(V 1y) = pV −1y by F -linearity.
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Example When R = k is a perfect field, the category of displays is equivalent to the
category of Dieudonne´ modules over k. Recall that a Dieudonne´ module M is a finitely
generated module over W (k) equipped with two operators F and V (see Section (1.2) for
details). Since V is injective, there is an inverse operator V −1∶VM → M . Since trivially
W(k) =W (k), one obtains a Dieudonne´ display (M,VM,F,V −1).
Definition 3.1.2. A morphism of Dieudonne´ displays
f ∶P1 = (P1,Q1, F1, V −11 )→ P2 = (P2,Q2, F2, V −12 )
is a morphism of W(R)-modules f ∶P1 → P2 respecting filtrations and maps, that is,
f(Q1) ⊆ Q2, fF1 = F2f, fV −11 = V −12 f.
The category of Dieudonne´ displays is an additive category.
For a Dieudonne´ display P = (P,Q,F,V −1), there exists a normal decomposition of P ,
that is a direct sum decomposition
P = L⊕ T,
as a W(R)-module, such that the equality Q = L⊕ I(R)T holds.
Giving a Dieudonne´ display P corresponds to giving a normal decomposition of a W(R)-
module P = L⊕ T , and a semi-linear isomorphism
V −1 ⊕ F ∶L⊕ T Ð→ P.
By localizing on R, we may assume the modules L and T to be free. By choosing bases for
L and T , one may represent V −1 ⊕ F through an invertible matrix, the displaying matrix,
that encodes all the information about the Dieudonne´ display.
We will be particularly interested in the reduction modulo p of Dieudonne´ displays. Given
a Dieudonne´ display P denote
DP = P /I(R)P, HP = Q/I(R)P ;
we call HP ⊂ DP the Hodge filtration of P ; it is a locally direct summand. It follows
easily from the definition that F (Q) = pP , hence the reduction modulo I(R) is such that
Ker(F ) = Q/I(R)P .
In what follows we will need Dieudonne´ displays equipped with an action of the ring OL.
Definition 3.1.3 (RM Dieudonne´ displays). A real multiplication (RM) Dieudonne´
display P over an admissible (topological) ring R is a quintuple (P,Q,F,V −1, ⟨ , ⟩) such that
(1) P is a projective OL ⊗W(R)-module of rank 2,
(2) Q is a projective OL ⊗W(R)-submodule of P such that I(R)P ⊂ Q ⊂ P and such
that, as R-modules, the quotient P /Q is a direct summand of the module P /I(R)P ,
(3) F and V −1 are the usual morphisms of modules of displays,
(4) ⟨ , ⟩ is an OL ⊗W(R)-bilinear map: P × P →D−1L ⊗W(R) such that
V ⟨V −1(x), V −1(y)⟩ = ⟨x, y⟩, ∀x, y ∈ Q,
(here DL denotes the different ideal of the number field L).
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3.2. Relation to p-divisible groups. In [Lau14], for every admissible (topological)
ring R a functor
ΦR∶{p-divisible groups over R}→ {Dieudonne´ displays over R}
is defined and the following theorem is proved.
Theorem 3.2.1 (Lau). For any admissible (topological) ring R the functor ΦR is an
equivalence of exact categories.
For details see [Lau14, Corollary 5.4, Corollary 5.5]. Such a result is proven in [Zin01a]
in the case when p is odd.
We may extend this result to RM Dieudonne´ displays.
Theorem 3.2.2. If R is an admissible (topological), the category of RM Dieudonne´ dis-
plays over R is equivalent to the category of polarized RM p-divisible groups over R.
3.3. Deformation of Dieudonne´ displays. Consider a homomorphism ψ∶S → R of
admissible (topological) rings and a Dieudonne´ display P = (P,Q,F,V −1) over S. We may
base change P to R and obtain a Dieudonne´ display PR over R by putting● PR = P ⊗W(S)W(R),● QR = Ker(P ⊗W(S)W(R)→ P /Q⊗S R),● FR such that FR(λ⊗ x) = Fλ⊗ F (x),● V −1R as the only F -linear operator satisfying the necessary relations for a Dieudonne´
display.
Definition 3.3.1 (Lifts). Consider a Dieudonne´ display P0 over an admissible (topo-
logical) ring R and let ψ∶S Ð→ R be a homomorphism of admissible (topological) rings. A
deformation or lift of P0 to S is a pair (P, φ) where P is a Dieudonne´ display over S and
φ is an isomorphism of Dieudonne´ displays PR ≃ P0.
Definition 3.3.2 (The deformation functor). Let P0 be a Dieudonne´ display over a
perfect field k of characteristic p > 0. The deformation functor of P0 is defined as
Def(P0/k)∶Artk → Sets
S ↦ {isomorphism classes of (P, φ)}
where (P, φ) is a lift of P0.
The following result is a consequence of Theorem (3.2.2).
Corollary 3.3.3. Let P0 be a Dieudonne´ display over k and let G0 be the associated
p-divisible group as in Theorem (3.2.2). Then the deformation functors Def(P0/k) and
Def(G0/k) are canonically isomorphic.
3.4. The crystalline nature of Dieudonne´ displays. Let A be a commutative ring
and I ⊲ A and ideal.
Definition 3.4.1 (Divided powers). By divided powers on I we mean a collection of
maps {γi ∶ I → A}i≥0 satisfying the following properties:
(1) for x ∈ I we have γ0(x) = 1, γ1(x) = x and ∀i ≥ 1, γi(x) ∈ I,
(2) if x, y ∈ I then γk(x + y) = Σi+j=kγi(x)γj(y),
(3) for λ ∈ A, γi(λx) = λiγi(x),
(4) for x ∈ I, γi(x)γj(x) = (i+j)!i!j! γi+j(x),
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(5) γp(γq(x)) = (pq)!p!(q!)pγpq(x).
We call (I, γ) a P.D. ideal, (A, I, γ) a P.D. ring and γ a P.D. structure on I.
Definition 3.4.2. Let (A, I, γ) and (B,J, δ) be P.D. rings. A morphism of PD rings
f ∶ (A, I, γ) → (B,J, δ) (or PD-morphism is a ring homomorphism f ∶ A → B such that
f(I) ⊆ J and such that f(γn(x)) = δn(f(x)), ∀x ∈ I, n ∈ N . We say that J is a sub PD ideal
of I if γ(x) ∈ J for every x ∈ J .
Let S → R be a surjective PD morphism of admissible (topological) rings, and let P =(P,Q,F,V −1) be a Dieudonne´ display over R and P̃S = (PS,QS, FS, V −1S ) be a Dieudonne´
display over S lifting P . Denote by Q̂S the inverse image of Q through the natural projection
PS → P . Note that V −1S extends uniquely to Q̂S. Denote by P̂ the quadruple (P, Q̂,F, V −1).
Theorem 3.4.3 (Zink). Let S → R be a surjective PD-morphism of admissible rings
and let f ∶P1 = (P1,Q1, F1, V −11 , ⟨ , ⟩1) → P2 = (P2,Q2, F2, V −12 , ⟨ , ⟩2) be a morphism of RM
Dieudonne´ displays over R. Let P1,S = (P1,S,Q1,S, F1,S, V −11,S, ⟨ , ⟩1,S) and P2,S = (P2,S,Q2,S, F2,S, V −12,S, ⟨ , ⟩2,S)
be two Deidonne´ displays over S lifting P1 and P2 respectively. There exists a unique mor-
phism P̂1,S fSÐÐ→ P̂2,S
over S lifting f ∶P1 → P2 and commuting with the OL-action.
Proof. See [Zin01a, Theorem 3]. 
The result extends to admissible topological rings. We will in fact use the result for such
objects.
Remark 5. If P = P1 = P2 and f ∶P → P is the identity morphism, and if P1,S and P2,S
are two RM Dieudonne´ displays over S lifting P, then the map fS ∶ P̂1,S → P̂2,S obtained by
Theorem (3.4.3) is an isomorphism.
Remark 6. The identification P1 ∶= P (Spec(R) ⊂ Spec(S)) defines a sheaf on the crys-
talline site over R. By Theorem (3.4.3) P is a crystal. The result implies also that DP1 and
DP2 are canonically isomorphic and hence also the sheaf D(Spec(R) ⊂ Spec(S)) = DP1 is a
crystal on the crystalline site over R, namely the Dieudonne´ crystal.
Given an abelian variety A with real multiplication, and PA the Dieudonne´ display as-
sociated to the p-divisible group A[p∞] by Theorem (3.2.2), we have that DP = D(A[p∞]).
In fact, the crystalline theory gives a canonical, explicit way to associate displays to abelian
varieties. The following result is due to Langer-Zink, see [LZ04, Section 3.4] for details.
Theorem 3.4.4 (Langer-Zink). Given a perfect field k of positive characteristic p and an
abelian variety A over k, there is a unique Dieudonne´ display PA = (PA,QA, FA, V −1A ) such
that ● PA =H1cris(A/W (k)) and FA is the canonical crystalline Frobenius on PA,● QA = Ker(H1cris(A/W (k)) → H1(A,OA)) (under the composition of the canonical
maps H1cris(A/W (k))→H1dR(A/R)→H1(A,OA)),● the arrow A→ PA defines a functor which commutes with base change.
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Note that this makes sense since W(k) = W (k). Let us explain this construction con-
cretely. Given an abelian variety over k, the first crystalline cohomology group is identified
with the Dieudonne´ module
D(A) = D(A)(W (k)/k) ≃H1cris(A/W (k)).
It has natural F − linear morphisms FA and VA. The map V −1A is defined as the map
VAD(A)→ D(A). Note that indeed Q = VA(D(A)).
Note moreover that the Hodge filtration of the display PA is given by the Hodge filtration
of the de Rham cohomology
H0(A,Ω1A/k) ⊆H1dR(A/k).
Moreover, Ker(F ) =H0(A,Ω1
A/k).
Let us understand how the functor works on isogenies.
Lemma 3.4.5. Given an isogeny f ∶A→ B of abelian varieties over k, there is a morphismPB = (PB,QB, FB, V −1B )→ PA = (PA,QA, FA, V −1A )
between the associated Dieudonne´ displays.
Proof. Consider an isogeny of abelian varieties
f ∶A→ B
over k and the Dieudonne´ displays PA and PB associated to A and B respectively, follow-
ing Langer-Zink. We are going to use the description in terms of Dieudonne´ theory. By
functoriality, there exists a morphism of Dieudonne´ modules
D(f)∶D(B)→ D(A).
It respects the F -linear morphisms FA, FB and VA and VB by construction. It moreover
respects the filtrations QB and QA, that is,
D(f)(QB) ⊂ QA,
or equivalently, D(f)(VB(D(B))) ⊂ VA(D(A)). Indeed D(f)(VB(D(B)) = (VA○D(f))(D(B)) ⊂
VA(D(A)). We need finally to show that
D(f) ○ V −1B = V −1A ○D(f).
Take b ∈ D(B); on the one hand, trivially by definition of V −1B
D(f) ○ V −1B (VB(b)) = D(f)(b),
on the other hand, by definition of V −1A we have(V −1A ○D(f))(VB(b)) = V −1A ○ (VA ○D(f))(b) = D(f)(b),
hence the conclusion. 
If the abelian variety has real multiplication, then the associated display is an RM display.
Lemma 3.4.6 ([Rap78], 1.3). Let P = (P,Q,F,V −1) be the display associated to a real
multiplication abelian variety A over k after Theorem (3.4.4). Then P is a free OL⊗W (k)-
module of rank 2.
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Remark that by the construction of P , we may identify Q/I(k)P with H0(A,Ω1A) and
P /Q with H1(A,OA) as OL ⊗ k-modules :
0 // H0(A,ΩA/k) // H1dR(A/k) // H1(A,OA) // 0
0 // HPA // DPA // PA/QA // 0
D(A[p∞])
The above diagram allows us to find an explicit basis for P . Consider for instance anOL ⊗ k-basis η0 for H0(A,Ω1A) and the dual OL ⊗ k-basis η1 for H1(A,OA). We choose anOL⊗W (k)-basis {η0, η1} for P , with η0 ∈ Q and η1 ∈ P , reducing modulo I(k)P to η0 and η1
respectively. By a slight abuse of notation, in what follows we will not make the distinction
between ηi and ηi.
4. Hilbert modular varieties
Let k be a perfect field of characteristic p > 0 and let N ≥ 5 be an integer coprime with
p. Denote by M =M(k,OL, µN)
the moduli space over k parametrized by quadruples
A = (A/S, ι, λ,α),
where
(1) A is an abelian scheme over a k-scheme S of relative dimension g,
(2) ι∶OL → EndS(A) is a ring homomorphism,
(3) λ is a polarization respecting the OL-action, that is, an OL-linear isomorphism on
the e´tale site over S
λ∶ (M(A),M(A)+) ∼Ð→ (I,I+),
where (I,I+) is a representative in [CL+(L)], identifying M(A)+ with I+.
(4) α is an OL-linear injective homomorphism
µN,S ⊗ZD−1L ↪ A,
where (µN,S ⊗Z D−1L )(T ) = µN,S(T )⊗ZD−1L ,
for any S-scheme T .
We will assume moreover the quadruple to satisfy the Deligne-Pappas condition (see
[DP94]), that is, the natural morphism
(DP) A⊗OL M(A)Ð→ A∨
is an isomorphism. This is equivalent to requiring that for any prime `, there exists, e´tale
locally on S, a symmetric OL-linear polarization
λ`∶A→ A∨
of degree prime to ` (see [AG03, Proposition 3.1] for details).
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If the characteristic p of k is unramified in L, then (DP) is equivalent to the Rapoport
condition (R) [Rap78], that is, Lie(A) is a locally free OL ⊗OS-module of rank 1. See for




1. Description of the moduli space
Let k be an algebraically closed field of characteristic p > 0. Let N ≥ 5 be an integer
such that (p,N) = 1. Denote by X0(p,N) the modular curve over k with Γ0(p)∩Γ1(N)-level
structure. It is parametrizing triples E = (E,α,H) where● E/S is an elliptic curve over a k-scheme S,● α is a rigid Γ1(N)-level structure µN,S ↪ E,● H ⊆ E[p] is a subgroup scheme of E[p] of rank p, isotropic with respect to the Weil
pairing E[p] ×E[p]→ µp,S.
In what follows we will denote by E an elliptic curve, together with the datum of a Γ0(N)-
level structure.
Lemma 1.0.1. The space X0(p,N) defined above corresponds to the moduli space parametrized
by p-isogenies E1
fÐ→ E2 of degree p between elliptic curves E1 and E2 with Γ0(N)-level struc-
ture.
Proof. Let (E,µN ,H) be an S-point in X0(p,N). We obtain a p-isogeny f ∶E → E′ as
follows. Let E′ = E/H and let f ∶E → E′ be the natural isogeny. Denote finally by µ′N the
natural level structure induced by µN on the quotient.
On the other hand, consider a p-isogeny E1
fÐ→ E2 of degree p between elliptic curves
with Γ0(N)-level structure and let H = Ker(f). All we need to show is that H is isotropic
with respect to the Weil pairing E[p] ×E∨[p] → µp, that is, that given any γ ∈ M(E), the
composition (f t)∨○γ(H) = 0. This is proved in [GK12, Lemma 2.1.2] and explained carefully
in Lemma (2.0.4), Chapter (4). 
From now on, given a point f ∶E1 → E2 in X0(p,N), we will denote by f t the unique
isogeny f t∶E2 → E1 such that f t ○ f = [p] and f t ○ f = [p].
1.1. A concrete description of the geometric k-points of X0(p,N). Let E =(E,µN ,H) ∈ X0(p,N)(k) be a geometric point. By the Oort-Tate classification of p-group
schemes of rank p over algebraically closed fields [OF70, Lemma 1] we have the following
possibilities for H
(1) H = µp,
(2) H = Z/pZ,
(3) H = αp.
We have a description of the p-torsion of an elliptic curve E over k:● If E/k is ordinary, we have that
E[p] ≃ µp ⊕Z/pZ,
and µp = Ker(FrE), and Z/pZ = Ker(VerE).
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0→ αp → E[p]→ αp → 0.
In the equivalent description of the moduli space in terms of isogenies we have the following
types of k-points:
(1) the point (E,µp) corresponds to the Frobenius morphism of an ordinary elliptic
curve
FrE ∶E → E(σ),
(2) the point (E,Z/pZ) corresponds to the Verschiebung morphism of an ordinary el-
liptic curve
Ver∶E → E(1/σ),
(3) the point (E,αp) corresponds to the Frobenius morphism of a supersingular elliptic
curve
Fr∶E → E(σ);
note that it corresponds to the Verschiebung morphism as well.
1.2. From geometry to linear algebra. Consider an elliptic curve E over k. Recall
that the p-torsion E[p] is a group scheme of rank p2 and hence the Dieudonne´ module
D(E[p]) is a k-vector space of dimension 2. We have therefore by Oda’s identification (2.1),
Chapter (2), that the de Rham cohomology group H1dR(E/k) ≃ D(E[p]) is a k-vector space
of dimension 2. Moreover, the Hodge filtration H0(E,Ω1
E/k) ⊆ H1dR(E/k) is a sub-k-vector
space of dimension 1.
Let now (E1 fÐ→ E2) ∈ X0(p,N)(k) be a geometric point. By means of the Dieudonne´
functor it induces a morphism
D(f)∶H1dR(E2/k)→H1dR(E1/k)
respecting the Hodge filtrations, that is, such that
(1.1) D(f)(H0(E2,Ω1E2/k)) ⊆H0(E1,Ω1E1/k).
Lemma 1.2.1. Let x = (E1 fÐ→ E2) ∈ X0(p,N) be a geometric k-point. There exist k-
bases {e1, e2} and {η1, η2} for H1dR(E1/k) and H1dR(E2/k) respectively such that the induced




Proof. Note that the conditions f ○ f t = [p] and f t ○ f = [p] induce the conditions
D(f t) ○D(f) = [p]H1
dR
(E2/k), D(f) ○D(f t) = [p]H1dR(E1/k),
that is, in terms of matrices
(1.2) D(f) ○D(f t) = (p 0
0 p
) = (0 0
0 0
) , D(f t) ○D(f) = (p 0
0 p
) = (0 0
0 0
) .
Therefore both the images and the kernels of D(f) and D(f t) have dimension 1. We may
hence choose k-bases
H1dR(E1/k) ≃ ke1 ⊕ ke2, H1dR(E2/k) ≃ kη1 ⊕ kη2,
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such that
D(f)(η2) = e1, D(f t)(e2) = η1.
By (1.2), we obtain that
D(f) ○D(f t)(e2) = D(f)(η1) = pe2, D(f t) ○D(f)(η2) = D(f t)(e1) = pη2,
hence the conclusion. 
Denote byNp the Grassmann variety of pairs (W1,W2) where W1 and W2 are k-sub-vector
spaces of k2 of dimension 1 such that, given the morphism
k ⊕ k h=(0 10 0)ÐÐÐÐ→ k ⊕ k,
h(W1) ⊆W2 and h(W2) ⊆W1.
By Lemma (1.2.1) and by (1.1), to a geometric point (x = E1 fÐ→ E2) ∈ X0(p,N)(k) we
may associate a point (W1,W2) of Np by taking
(1.3) W1 =H0(E2,Ω1E2/k), W2 =H0(E1,Ω1E1/k).
Proposition 1.2.2. Given a geometric k-point (E1 fÐ→ E2) ∈ X0(p,N)(k) and the asso-
ciated point (W1,W2) as in (1.3), we have an identificationÔX0(p,N)/k,x ≃ ÔNp,(W1,W2).
Proof. See [DP94, dJ93, GK12] for complete proofs. 
Recall that by Remark (3), Chapter (2), the ring ÔX0(p,N),x is an admissbile topological
ring.
We shall analyse the local deformation theory by translating the data of the geometric
points in terms of the bases {e1, e2} and {η1, η2} as in Lemma (1.2.1).
2. Supersingular elliptic curves
Consider a geometric supersingular point x = (E FrEÐÐ→ E(σ)) ∈X0(p,N)(k).
2.1. The local model. We are going to compute ÔX0(p,N)/k,x in terms of the Grassman-
nian Np after Proposition (1.2.2). Take hence k-bases {e1, e2} and {η1, η2} for H1dR(E/k) and
H1dR(E(σ)/k) as in Lemma(1.2.1). Recall that the induced morphism
D(FrE)∶H1dR(E(σ)/k)→H1dR(E/k)
is represented by the matrix
D(FrE) = (0 10 0) .
This makes sense since the Frobenius morphism of a supersingular elliptic curve is nilpotent.
Note that the Hodge filtrations are identified with the kernel of D(FrE) and hence we have
that
W1 =H0(E(σ),Ω1E(σ)/k) = ⟨η1⟩, W2 =H0(E,Ω1E/k) = ⟨e1⟩.
A deformation W̃1 (resp. W̃2) of W1 (resp. W2) to an artinian k-algebra S is uniquely
described by a vector ⟨η1+Xη2⟩ (resp, ⟨e1+Y e2⟩), with X,Y ∈ mS. The condition h(W̃1) ⊂ W̃2
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and h(W̃2) ⊂ W̃1, gives the condition X ⋅ Y = 0, therefore the deformation of (W1,W2) is
pro-represented by the ring
R = ÔNp,(W1,W2) = kJX,Y K/(XY )
and the universal object of the Grassmannian local model is
(2.1) W un1 = ⟨η1 +Xη2⟩ ⊂ Rη1 ⊕Rη2 (0 10 0)ÐÐÐÐ→W un2 = ⟨e1 + Y e2⟩ ⊂ Re1 ⊕Re2.
2.2. Equi-characteristic deformation. Following Langer-Zink (see Theorem (3.4.4),
Chapter (2)), we associate Dieudonne´ displays P = (P,Q,F,V −1) and P(σ) = (P (σ),Q(σ), F (σ), (V −1)(σ))
over k to E and E(σ) respectively. We have
P ∶= D(E)(W (k)/k) ≃H1cris(E/W (k)),
Q ∶= Ker(P → Lie(E)),
and since the construction commutes with base change, we obtain
P (σ) ∶= D(E(σ))(W (k)/k) ≃ σ∗(P )
Q(σ) ∶= Ker(P (σ) → Lie(E(σ))).
Recall that the first crystalline cohomology group is a free W (k)-module of rank 2. We have
the identifications
H1cris(E/W (k))/(p) ≃H1dR(E/k), H1cris(E(σ)/W (k))/(p) ≃H1dR(E(σ)/k).
Lemma 2.2.1. We may lift the k-bases {e1, e2} and {η1, η2} for H1dR(E/k) and H1dR(E(σ)/k)
obtained in Lemma (1.2.1) to W (k)-bases of H1cris(E/W (k)) and H1cris(E(σ)/W (k)) such that
the induced morphism
D(FrE)∶H1cris(E(σ)/W (k))→H1cris(E/W (k))
is represented by the matrix
D(FrE) = (0 1p 0) .
By abuse of notation we will denote them {e1, e2} and {η1, η2} as well.
Proof. Recall that by construction (see Lemma(1.2.1)), the bases {e1, e2} and {η1, η2}
we have
D(FrE)(η2) = e1, D(VerE)(e2) = η1.
Lift hence e1 to e˜1 and η2 to η˜2 over W (k). Set now
(2.2) e˜1 = D(FrE)(η˜2), η˜1 = D(VerE)(e2).
Clearly {e˜1, tildee2} and {η˜1, η˜2} reduce to {e1, e2} and {η1, η2} modulo p. Since W (k) is a
DVR with residue field k, we may apply the Nakayama lemma and conclude that {e˜1, e˜2}
and {η˜1, η˜2} are W (k)-bases of H1cris(E/W (k)) and H1cris(E(σ)/W (k)) respectively. Note
that the conditions
D(FrE) ○D(VerE) = [p]H1cris(E/W (k)), D(VerE) ○D(FrE) = [p]H1cris(E(σ)/W (k))
hold, that is in particular
D(FrE) ○D(VerE)(e2) = pη2, D(VerE) ○D(FrE)(η2) = pe2.
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Combining this with (2.2) we get
D(FrE)(η1) = pe2, D(VerE)(e1) = pη2,
hence the conclusion. 
Write
P (σ) ≃W (k)η1 ⊕W (k)η2, P ≃W (k)e1 ⊕W (k)e2,
Q(σ) ≃W (k)η1oplus(p)η2, Q ≃W (k)e1 ⊕ (p)e2;
the induced map of displays D(FrE)∶P(σ) → P is represented by the matrix
D(Fr) = (0 1
p 0
) .
Since D(Fr) is the linearization of F and P(σ) is the Frobenius base change of P we obtain
also that the F -linear maps F ∶P → P and F (σ)∶P (σ) → P (σ) are represented by
F (σ) = (0 1
p 0
) , F = (0 1
p 0
) ,
respectively in the bases {e1, e2} and {η1, η2}.
Our goal is to define a universal object
(2.3) Pun1 αunÐÐÐ→ Pun2 ,
over a complete Noetherian k-algebra R for the deformation of
P(σ) D(FrE)ÐÐÐÐ→ P
over k. This means that given any deformation P̃(σ) D̃(FrE)ÐÐÐ→ P̃ of P(σ) D(FrE)ÐÐÐ→ P to an Artinian
k-algebra S, there exists a unique morphism ρ∶R → S such that
(Pun1 αunÐÐÐ→ Pun2 )⊗R,ρ S ≃ P̃(σ) D̃(FrE)ÐÐÐ→ P̃ .
By the Serre-Tate Theorem (Theorem (2.2.2), Chapter (2)) and by the equivalence between
p-divisible groups and Dieudonne´ displays over admissible topological rings (Theorem (3.2.2),
Chapter (2)) such a universal object exists, and by the theory of local models it exists over
R = kJX,Y K/(XY ).
2.3. Strategy for the construction of a universal object. The idea is to define
Dieudonne´ displays P1 and P2 over R, lifting P(σ) and P respectively, and a map between
them P1 αÐÐ→ P2,
reducing to α modulo mR = (X,Y ), such that crystalline theory and display theory compare
well. By this, we mean that the Hodge filtrations of the two Dieudonne´ displays should
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correspond to the universal object given by the local model described in (2.1) and that the
isomorphisms of quadruples
P̂(σ) ⊗W (k)W(R/m2R) ≃ // P̂1 ⊗W(R)W(R/m2R) P̂2 ⊗W(R)W(R/m2R) ≃ // P̂ ⊗W (k)W(R/m2R)
P(σ) id // P(σ) P id // P .
(2.4)
obtained by the crystalline theory (see Theorem (3.4.3), Chapter (2)) identify the Hodge
filtrations. The quadruples P̂(σ) and P̂ are taken with respect to the identity on k. If
these conditions are satisfied, then we are able to adapt Theorem 5.6.2, by Andreatta-Goren
([AG04]) to the Γ0(p)-case.
Define two quadruplesP1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 )
over R, as follows. Let P1 ∶=W(R)η1 ⊕W(R)η2, P2 ∶=W(R)e1 ⊕W(R)e2 and Q1 (resp. Q2)
the inverse image of W un1 (resp. W
un
2 ) via the projection P1 =W(R)η1⊕W(R)η2 → Rη1⊕Rη2
(resp. P2 =W(R)e1 ⊕W(R)e2 → Re1 ⊕Re2), namely
Q1 ≃ I(R)η1 ⊕ I(R)η2 +W(R)(η1 + Xˆη2), Q2 ≃ I(R)e1 ⊕ I(R)e2 +W(R)(e1 + Yˆ e2).
We want to construct semi-linear maps Fi∶Pi → Pi, such that F i = Fi (mod I(R)) has kernel
equal to W uni , for i = 1,2. This property is satisfied by the maps Fi represented by the
matrices
F1 = (−F Xˆ 1
p −F Yˆ ) , F2 = (−F Yˆ 1p −F Xˆ) ,
in the bases {η1, η2} and {e1, e2}. Note that the coefficients of the matrices of F1 and F2 do
belong to W(R). Indeed, both X and Y belong to mR and their Teichmu¨ller lifts have only
one non-zero compoment and hence belong to Ŵ (mR) ⊂W(R). SinceW(R) is F -equivariant,
we have that F X̂ and F Ŷ belong to W(R).
Define V −1i ∶Qi → P1 as the restriction to Qi of Fi/p.
Theorem 2.3.1. The quadruples P1 and P2 are Dieudonne´ displays over R. They reduce
to P(σ) and P modulo mR respectively and their Hodge filtrations are W un1 ⊂ Rη1 ⊕Rη2 and
W un2 ⊂ Re1 ⊕Re2.
Proof. We will prove this for i = 1, the case for i = 2 being essentially identical. The
only part that is left to prove is that V −11 is well defined over Q1 and that is is an F -linear
epimorphism.
Recall that we set V −11 ∶= F1p ∣Q1 . We claim that F1(Q1) ⊆ pP1. An element x ∈ Q1 ≃
I(R)(η1 ⊕ η2) +W(R)(η1 + Xˆη2) can be written as a vector ( θ1 +wθ2 +wXˆ) , where θ1, θ2 ∈ I(R)
and w ∈W(R). Therefore F1x = (−F Xˆ 1p −F Yˆ ) ( θ1 +wθ2 +wXˆ) = ( −F XˆF θ1 + F θ2pF θ1 + pFw − F Yˆ F θ2) ∈ F I(R)(η1 ⊕ η2) +
pW(R)(η1 + Xˆη2). By (3.1), Chapter (2), we have that F I(R) ⊆ pW(R), hence we conclude
that V −11 is well-defined on Q1.
We have left to show that V −11 is an F -linear epimorphism, that is, that its linearization(V −11 )♯∶W(R)⊗W(R),F Q1 → P1
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is an epimorphism. By [Zin01a], see Section (3), Chapter (2), this equals to showing that,
for a suitable decomposition P = L⊕ T such that Q = L⊕ I(R)T , the morphism
V −1 ⊕ F ∶L⊕ T Ð→ P
is an F -linear isomorphism. Take hence
L1 = ⟨η′1⟩, T1 = ⟨η′2⟩,
with η′1 = η1 + Xˆη2 and η′2 = η2. If we show that the displaying matrix associated to V −1 ⊕F
is invertible, we are done. Remark that, from the basis {η′1, η′2} to the basis {η1, η2}, the
F -linear map F is represented by (0 1
p −FY ) , that is, the F -linear map V −1 ⊕ F ∶L ⊕ T Ð→ P
is represented by (0 1
1 −FY ) ,
which is invertible, hence the conclusion.

Theorem 2.3.2. For P1 and P2 constructed as above, there exists a unique map of
Dieudonne´ displays α∶P1 → P2 lifting D(f)∶P(σ) → P to R. Moreover α is universal in the
sense of (2.3).




Claim. The map α is a morphism between the Dieudonne´ displays P1 and P2 lifting the
morphism D(FrE)∶P(σ) → P.
In order to prove the claim we need to show that the following conditions hold
α(Q1) ⊆ Q2,(2.5)
α ○ F1 = F2 ○ α(σ), α ○ V −11 = V −12 ○ α(σ).(2.6)
Let us first show (2.5). Recall that
Q1 = I(R)η1 ⊕ I(R)η2 +W(R)(η1 + Xˆη2), Q2I(R)e1 ⊕ I(R)e2 +W(R)(e1 + Yˆ e2).
A vector in Q1 is therefore of the form θη1+ζη2+w(η1+ xˆη2) with θ, ζ ∈ I(R) and w ∈W(R).
Hence α( θ+wζ+wXˆ ) = ( 0 1p 0 )( θ+wζ+wXˆ ) = ( ζ+wXˆpθ+pw ) = ( ζ+wXˆpθ+Yˆ Xˆw ) =∶ q. Note that q = ζe1 +pθe2 + Xˆw(e1 +
Yˆ ) ∈ Q2 since ζ, pθ ∈ I(R) and Xˆw ∈W(R). Condition (2.6) is proved by direct computation:( 0 1p 0 )dcurly
α
( −F Xˆ 1
p −F Yˆ )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1
= ( p −F Yˆ−pF Xˆ p ), ( −F Yˆ 1p −F Xˆ )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F2
( 0 1p 0 )dcurly
α(σ)
= ( p −F Yˆ−pF Xˆ p ).
The commutativity of α with V −11 and V −12 follows, since V −11 and V −12 were defined from F1
and F2. Recall that mR = (X,Y ). We can see easily that the morphism of displays
α∶P1 → P2
reduces to the morphism of Dieudonne´ displays
D(FrE)∶P(σ) → P
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modulo mR.
We have left to show that α∶P1 → P2 is universal with respect to the deformation of
D(f)∶P(σ) → P. Note first that the isomorphisms in (2.4) are both the identity and that
α (mod m2R) = D(f)⊗W(R/m2R). Therefore the natural trivializations ρ∶DP1 ∼Ð→ Rη1 ⊕Rη2
and τ ∶DP2 ∼Ð→ Re1 ⊕ Re2 are horizontal modulo m2R and such that ρ(HP1) = W un1 and
τ(HP2) =W un2 and the reduction α to R of α is equal to h.
Consider hence Pun1 αunÐÐÐ→ Pun2 as in (2.3). By universality, there exists a unique homomor-
phism ξ∶Spec(R)→ Spec(R) such that
ξ∗(Pun1 αunÐÐÐ→ Pun2 ) ≃ (P1 αÐÐ→ P2).
Claim. The morphism ξ∶Spec(R)→ Spec(R) is an isomorphism.
Recall the universal object for the Grassmannian moduli problem
By universality of
(W un1 ⊂ Rη1 ⊕Rη2 (0 10 0)ÐÐÐÐ→W un2 ⊂ Re1 ⊕Re2)
with respect to the deformation of (W1,W2) ∈ N , we there exist two unique morphisms
ψ1∶Spec(R)→ Spec(R), ψ2∶Spec(R)→ Spec(R)
such that
(2.7) ψ∗1(W un1 ⊂ Rη1 ⊕Rη2 (0 10 0)ÐÐÐÐ→W un2 ⊂ Re1 ⊕Re2) ≃ (HPun1 ⊂DPun1 αunÐÐ→HPun2 ⊂DPun2 )
and
(2.8) ψ∗2(W un1 ⊂ Rη1 ⊕Rη2 (0 10 0)ÐÐÐÐ→W un2 ⊂ Re1 ⊕Re2) ≃ (HP1 ⊂DP1 αÐ→HP2 ⊂DP2).








DPun2 ≃ // R2
such that the isomorphism in (2.7) is horizontal modulo m2R with respect to the Gauss-Manin
connection. We want to show now that also the isomorphism in (2.8) is horizontal modulo
m2R by construction of α∶P1 → P2. We are in fact going to show that the isomorphism (2.8)
is the identity modulo m2R. Note that the isomorphisms of quadruples in (2.4)
(2.9)P̂(σ)⊗W (k)W(R/m2R) ∼Ð→ P̂1⊗W(R)W(R/mR), P̂⊗W (k)W(R/m2R) ∼Ð→ P̂2⊗W(R)W(R/m2R),
lifting the identity morphisms on P(σ) and P are actually the identity. Indeed, the W(R)-
bases {η1, η2} and {e1, e2} are lifts of the bases {η1, η2} and {e1, e2} describing the local
model. Moreover by construction
F1 ⊗W(R)W(R/m2R) = F (σ) ⊗W (k)W(R/m2R), F2 ⊗W(R)W(R/m2R) = F ⊗W (k)W(R/m2R).
From this we obtain that modulo m2R the Hodge filtrations (HP1 ,HP2) of P1 and P2 are
identified with the universal object (W un1 ,W un2 ) describing the local model. Now, by Theorem
(3.4.3) the isomorphisms in (2.9) are unique and they are therefore the identity. Note that
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also the morphism of displays α∶P1 → P2 lifting D(FrE)∶P(σ) → P is crystalline in nature.
Indeed, by Theorem (3.4.3) we obtain that modulo m2R the morphism of quadruples obtained
from α is unique:
P̂(σ) ⊗W (k)W(R/m2R) ≃ // P̂1 ⊗W(R)W(R/m2R) α∃! // P̂2 ⊗W(R)W(R/m2R) ≃ // P̂ ⊗W (k)W(R/m2R)
P(σ) id // P(σ) D(FrE) // P id // P.
We obtain therefore that the isomorphism (2.8) is horizontal with respect to the Gauss-Manin
connection.
Note that there is a commutative diagram ψ1 ○ φ = ψ2. By the theory of local models
by Deligne and Pappas, also ψ1 is an isomorphism on tangent spaces. Therefore φ is an
isomorphism on tangent spaces. We conclude that φ is an isomorphism by a commutative
algebra argument identical to the one given in [AG04, Theorem 5.6.2]. Namely, since φ is an
isomorphism on tangent spaces, we have that for any n the induced morphism mnR/mn+1R →
mnR/mn+1R is surjective. Let Gr(R) = ⊕nmnR/mn+1R be the graded ring associated to R. the map
φ induces a map Gr(φ♯)∶Gr(R)→ Gr(R) which is surjective on each graded piece and hence
by dimension considerations Gr(φ♯) is an isomorphism. By [AM69, Lemma 10.23], ϕ♯ is an
isomorphism as well. 
3. Ordinary elliptic curves
Consider first a geometric point x = (E FrEÐÐ→ E(σ)) ∈X0(p,N)µp ⊆X0(p,N).
3.1. The local model and deformation theory for X0(p,N)µp. We would like the
induced morphism
D(FrE)∶H1dR(E(σ)/k)→H1dR(E/k)
to reflect the geometric properties of the Frobenius morphism. Since the elliptic curve is
ordinary, we know that the Frobenius morphism is idempotent.
Lemma 3.1.1. Let x = (E FrEÐÐ→ E(σ)) ∈ X0(p,N)(k) be the Frobenius morphism of an
elliptic curve. There exist k-bases {e1, e2} and {η1, η2} for H1dR(E/k) and H1dR(E(σ)/k)
respectively such that the induced morphism D(FrE)∶H1dR(E(σ)/k)→H1dR(E/k) is represented
by
D(FrE) = (0 00 1) .
Proof. We can easily obtain such bases from the bases obtained in Lemma (1.2.1),
where the matrix of D(FrE) is represented by the matrix D(FrE) = ( 0 10 0 ). Keep for instance{e1, e2} as it is and invert the order of the basis {η1, η2}. 
By taking into account the point
W1 ⊂ kη1 ⊕ kη2 hÐ→W2 ⊂ ke1 ⊕ ke2
in the Grassmannian Np associated to x = (E FrEÐÐ→ E(σ)), we have that h is represented by
h = ( 0 00 1 ) and W1 = ⟨η1⟩ and W2 = ⟨e1⟩. If we take a general deformation (W̃1, W̃2) to an
artinian k-algebra S of the point (W1,W2), that is, W̃1 = ⟨η1 +Tη2⟩ and W̃2 = ⟨e1 +Ze2⟩ with
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T,Z ∈ mS, from the conditions h(W̃1) ⊆ W̃2 and ht(W̃2) ⊆ W̃1 we obtain the condition T = 0.
It follows that the universal object for the deformation of (W1,W2) is
W un1 = ⟨η1⟩ ⊂ Rη1 ⊕Rη2 (0 00 1)ÐÐÐÐ→W un2 = ⟨e1 +Ze2⟩ ⊂ e1R⊕ e2R,
where R ≃ kJZK.
Again, to E and E(σ) respectively, through crystalline theory (see Theorem (3.4.4), Chap-
ter (2)) we associate Dieudonne´ displays P = (P,Q,F,V −1) and P(σ) = (P (σ),Q(σ), F (σ), (V −1)(σ))
over k. By a reasoning identical in substance to the one proving Lemma (2.2.1) we lift the
bases {e1, e2} and {η1, η2} to W (k)-bases for H1cris(A/W (k)) and H1cris(B/W (k)). We may
therefore write
P (σ) =W (k)η1 ⊕W (k)η2, P =W (k)e1 ⊕W (k)e2,
Q(σ) =W (k)η1 + (p)η2, Q =W (k)e1 + (p)e2.
In these bases the induced map of displays D(FrE)∶P(σ) → P is represented by
D(FrE) = (p 00 1) .
Note that D(FrE) is the linearization of the semi-linear map F ∶P → P and that F (σ)∶P (σ) →
P (σ) is its F -linear base change. Hence F and F (σ) are represented by the matrix
F = (p 0
0 1
) = F (σ).
Define quadruples P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 ) over R, with P1 ∶= P (σ)0 ⊗
W(R) and P2 ∶= P ⊗W(R), and Q1 (resp. Q2) the pre-image of W un1 (resp. W un2 ) through
the projection P1 → H1dR(B/k) ⊗k R (resp. P2 → H1dR(A/k) ⊗k R). In terms of the bases{η1, η2} and {e1, e2} we have
P1 =W(R)η1 ⊕W(R)η2, P2 =W(R)e1 ⊕W(R)e2,
Q1 =W(R)η1 + I(R)η2, Q2 = I(R)(e1 ⊕ e2) +W(R)(e1 +Ze2).
Define Fi∶P → P as the semi-linear maps that in the bases {η1, η2} and {e1, e2} are repre-
sented by
F1 = ( p 0−pF Zˆ 1) , F2 = ( p 0−F Zˆ 1) .
Note that, by an argument identical to the supersingular case the coefficients of these matrices
belong to W(R). Finally, define V −1i ∶Qi → Pi as the restriction to Qi of Fi/p. These are
Dieudonne´ displays over R. The argument for proving this is identical to that proving
Theorem (2.3.1). In particular we provide a normal decomposition for P1 and P2, namely
take:
L1 = ⟨η1⟩, T1 = ⟨η2⟩,
L2 = ⟨e1 + Zˆe2⟩, T2 = ⟨e2⟩.
Note that the map α∶P1 → P2 represented by
α = (p 0
0 1
)
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satisfies the relation
α ⋅ F1 = F2 ⋅ α(σ).
Hence, it is a map between P1 and P2, lifting D(Fr)∶P → P(σ). Therefore, by Theorem
(2.3.2), P1 αÐÐ→ P2
is universal for the deformation of P(σ)0 D(FrE)ÐÐÐÐÐ→ P0.
3.2. The local model and deformation theory for X0(p,N)Z/pZ. The construction
is analogous for a geometric k-point z = (E VerEÐÐ→ E(1/σ)) ∈X0(p,N)Zp .
Lemma 3.2.1. Let x = (E VerEÐÐ→ E(1/σ)) ∈ X0(p,N)Z/pZ be a geometric k-point. There
exist k-bases {e1, e2} and {η1, η2} for H1dR(E/k) and H1dR(E(1/σ)/k) respectively such that
the induced morphism D(VerE)∶H1dR(E(1/σ)/k)→H1dR(E/k) is represented by the matrix
D(VerE) = (1 00 0) .
Proof. Such bases are obtained from the bases described in Lemma (1.2.1) by inverting
the order of the basis {e1, e2}. 
The point (W1,W2) ∈ Np associated to x = (E VerEÐÐ→ E(1/σ)) is such that
W1 = ⟨η1⟩, W2 = ⟨e1⟩
and the morphism h is represented by the matrix h = ( 1 00 0 ). A general deformation (W̃1, W̃2)
to an artinian k-algebra S of the corresponding point (W1,W2) is given by W̃1 = ⟨η1 + Zη2⟩
and W̃2 = ⟨e1+Te2⟩. The conditions h(W̃1) ⊂ W̃2, ht(W̃2) ⊂ W̃1 give the condition T = 0. The
universal object
W un1 = ⟨η1 +Zη2⟩ ⊂ Rη1 ⊕Rη2 (1 00 0)ÐÐÐÐ→W un2 = ⟨e1⟩ ⊂ Re1 ⊕Re2
is defined over R ∶= kJZK.
To x we associate now a map of Dieudonne´ displays D(VerE)∶P(1/σ) = (P (1/σ),Q(1/σ), F (1/σ), (V −1)(1/σ))→P = (P,Q,F,V −1). We lift the k-bases {e1, e2} and {η1, η2} to W (k)-bases {e1, e2} and{η1, η2}. Analogously to the argument in Lemma (2.2.1) we have
P (1/σ) =W (k)η1 ⊕W (k)η2, P =W (k)e1 ⊕W (k)e2
and in the same bases
D(VerE) = (1 00 p) .
The matrix of D(VerE) represents the Verschiebung morphism. The semi-linear maps F ∶P →
P and F (1/σ)∶P (1/σ) → P (1/σ) are represented by
F = (p 0
0 1
) = F (1/σ).
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The strategy to determine a universal object over R is identical to the one used above. A
choice for a universal object is P1 = (P1,Q1, F1, V −11 ) αÐÐ→ P2 = (P2,Q2, F2, V −12 ) over R with
F1 = ( p 0−F Zˆ 1) , F2 = ( p 0−pF Zˆ 1) ,
and the map α represented by
α = (1 0
0 p
) .
4. The deformation theory in mixed characteristic
Consider the modular curve X0(p,N) over W (k) parametrizing p-isogenies of elliptic
curves E1
fÐ→ E2, where E1 and E2 are elliptic curves over an W (k)-schemes S.
An elliptic curveE over aW (k)-scheme S, the first de Rham cohomology groupH1dR(E/S)
is a locally free OS-module of rank 2.
Lemma 4.0.1. Let (S,mS) be an Artinian local W (k)-algebra with residue field k. Con-
sider a point x = (E1 fÐ→ E2) ∈X0(p,N)(Spec(S)) for a W (k)-scheme Spec(S). On a small
enough neighbourhood of x there exists trivializations
H1dR(E1/S) ≃Ð→ Se1 ⊕ Se2, H1dR(E2/S) ≃Ð→ Sη1 ⊕ Sη2,
such that the induced morphism
D(f)∶H1dR(E1/S)→H1dR(E2/S)
is represented by the matrix
D(f) = (0 1
p 0
) .
Proof. By the considerations preceding the statement of the Lemma, in a small enough
neighbourhood of x, the S-modules H1dR(E1/S) and H1dR(E2/S) are free of rank 2. By
Lemma (1.2.1), given the reduction x modulo mS of x there exist trivializations
H1dR(E1/k) ≃Ð→ ke1 ⊕ ke2, H1dR(E2/k) ≃Ð→ kη1 ⊕ kη2,
such that the induced morphism
D(f)∶H1dR(E1/k)→H1dR(E2/k)
is represented by the matrix
(4.1) D(f) = (0 1
0 0
) , D(f t) = (0 1
0 0
) .
By Nakayama’s Lemma, we may lift the k-bases {e1, e2} and {η1, η2} to S-bases forH1dR(E1/S)
and H1dR(E2/S) respectively. Note that given f t∶B → A the unique p-isogeny satisfying the
relations f t ○ f = [p]E1 and f ○ f t = [p]E2 we obtain relations
D(f) ○D(f t) = [p]H1
dR
(E1/S), D(f t) ○D(f) = [p]H1dR(E2/S).
In the S-bases {e1, e2} and {η1, η2} this translates into the relations
D(f) ○D(f t) = (p 0
0 p
) , D(f t) ○D(f) = (p 0
0 p
) ,
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which combined with (4.1) gives us(D(f) ○D(f t))(e2) = D(f)(η1) = pe2, (D(f t) ○D(f))(η2) = D(f t)(e1) = pη2,
from which we obtain that




As in the equi-characteristic case, to a geometric point x = E1 → E2 ∈ X0(p,N)(k) we
will associate a point of a suitable Grassmann variety and construct the local model. Denote
by Np the Grassmann variety of pairs (W1,W2), where W1 and W2 are free k-submodules of
k2, such that given the k-linear map
k2
h=(0 1p 0)ÐÐÐÐ→ k2
we have the inclusions h(W1) ⊆ W2 and ht(W2) ⊆ W1. By applying crystalline theory we
obtain an isomorphism of completed local ringsÔX0(p,N),x ≃ ÔNp,(W1,W2).
Let us therefore understand the deformation theory of points (W1,W2) in order to understand
the local geometry of X0(p,N)/W (k). As in the equi-characteristic case, a full description of
completed local rings of X0(p,N) was provided by Deligne and Rapoport in their Antwerp
paper [DR75].
Note 1. Let (W1,W2) be a k-point in Np. We have the following possibilities
(1) W1 = Ker(h) =W2, that is
W1 = ⟨η1⟩, W2 = ⟨e1⟩.
Given generic deformations
W̃1 = ⟨η1 +Xη2⟩, W̃2 = ⟨e1 + Y e2⟩,
the hypotheses
h(W̃1) ⊆ W̃2, h(W̃2) ⊆ W̃1,
we get the condition X ⋅Y = p. The deformation ring is therefore W (k)JX,Y K/(XY −
p).
(2) W1 = Ker(h) and W2 ≠ Ker(h), in terms of bases
W1 = ⟨η1⟩, W2 = ⟨e2⟩.
Given generic deformations
W̃1 = ⟨η1 +Xη2⟩, W̃2 = ⟨e2 + Y e1⟩,
the hypotheses
h(W̃1) ⊆ W̃2, hi(W̃2) ⊆ W̃1,
we get the condition X = 0. The deformation ring is therefore W (k)JY K.
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(3) W1 ≠ Ker(h) and W2 = Ker(h), that is
W1 = ⟨η2⟩, W2 = ⟨e1⟩.
Given generic deformations
W̃1 = ⟨η2 +Xη1⟩, W̃2 = ⟨e1 + Y e2⟩,
the hypotheses
h(W̃1) ⊆ W̃2, h(W̃2) ⊆ W̃1
provide us with the condition Y = 0. The deformation ring is therefore W (k)JXK.
Lemma 4.0.2. Given a geometric point E1
fÐ→ E2 ∈X0(p,N)(k) there exist trivializations
(4.2) H1dR(A/k) ≃ ke1 ⊕ ke2, H1dR(B/k) ≃ kη1 ⊕ ke2,
such that the Hodge filtrations are represented by
H0(A,Ω1A/k) = ⟨e1⟩, H0(B,Ω1B/k) = ⟨η1⟩,
and such that
D(f) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 0 10 0 ) when x is the Frob of a ssing ell curve ,( 0 00 1 ) when x is the Frob of an ord ell curve,( 1 00 0 ) when x is the Ver of an ord ell curve .
See Lemmas (1.2.1), (3.1.1) and (3.2.1) for details.
4.1. The case of supersingular points. Let x = (E FrEÐÐ→ E(σ)) ∈ X0(p,N) be a
supersingular k-point. The universal object for the deformation of the associated point(W1,W2) ∈ Np is
W un1 = ⟨η1 +Xη2⟩ ⊂ Sη1 ⊕ Sη2 (0 1p 0)ÐÐÐ→W un2 = ⟨e1 + Y e2⟩ ⊂ Se1 ⊕ Se2,
where S =W (k)JX,Y K/(XY − p).
The morphism of Dieudonne´ displaysP(σ) D(FrE)ÐÐÐ→ P
over k associated to the point x was already defined in Section (2.2). By Lemma (2.2.1), the
Dieudonne´ displays P = (P,Q,F,V −1) and P(σ) = (P (σ),Q(σ), F (σ), (V −1)(σ)) were defined as
follows in the W (k)-bases {e1, e2} and {η1, η2}:
P (σ) ≃W (k)η1 ⊕W (k)η2, P ≃W (k)e1 ⊕W (k)e2,
Q(σ) ≃W (k)η1 + (p)η2, Q ≃W (k)e1 ⊕ (p)e2,
F (σ) = (0 1
p 0
) , F = (0 1
p 0
) ,
(V −1)(σ) = F (σ)
p
∣Q(σ) , (V −1) = Fp ∣Q,
and the induced morphism of Dieudonne´ displays D(FrE)∶P(σ) → P is represented by the
matrix
D(Fr) = (0 1
p 0
) .
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Theorem 4.1.1. Consider the quadruples P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2V −12 )
over S =W (k)JX,Y K/(XY − p) defined as follows:
P1 =W(S)η1 ⊕W(S)η2, P2 =W(S)e1 ⊕W(S)e2,
Q1 = I(S)(η1 ⊕ η2) +W(S)(η1 + Xˆη2), Q2 ≃ I(S)(e1,⊕e2) +W(S)(e1 + Yˆ e2),
F1 = (−F Xˆ 1
p −F Yˆ ) , F2 = (−F Yˆ 1p −F Xˆ) ,
V −11 = F1p ∣Q1 , V −12 = F2p ∣Q2 .
Both P1 and P2 are Dieudonne´ displays over S and the morphism α∶P1 → P2 described by
the matrix (0 1
p 0
)
is a morphism of Dieudonne´ displays
α∶P1 → P2.
Moreover, it is a universal object for the deformation of P(σ) D(FrE)ÐÐÐ→ P, that is, for every
deformation P̃1 α̃Ð→ P̃2 of P(σ) D(FrE)ÐÐÐ→ P to an Artinian W (k)-algebra (A,mA) there exists a
unique morphism ψ∶S → A such that(P1 αÐ→ P2)⊗S,ψ A ≃ P̃1 α̃Ð→ P̃2.
Proof. The argument for showing that P1 and P2 are Dieudonne´ displays over S is
analogous to the proof of Theorem (2.3.1). An element x ∈ Q1 ≃ I(S)(η1⊕η2)+W(S)(η1+Xˆη2)
can be written as a vector ( θ1 +w
θ2 +wXˆ) , where θ1, θ2 ∈ I(S) and w ∈ W(S). Hence F1x =(−F Xˆ 1
p −F Yˆ ) ( θ1 +wθ2 +wXˆ) = ( −F XˆF θ1 + F θ2pF θ1 + pFw − F Yˆ F θ2 − F Yˆ F XˆFw) ∈ F I(S)(η1 ⊕ η2) + pW(S)(η1 + Xˆη2). As
already seen in the equi-characteristic case, this suffices to conclude that V −11 is well-defined
on Q1. Showing that V −11 ∶Q1 → P1 is an F -linear epimorphism is identical to the proof of
Theorem (2.3.1).
Observe that α∶P1 → P2 defined in the statement is a morphism of Dieudonne´ displays.
Let us show that the conditions
α(Q1) ⊆ Q2,(4.3)
α ○ F1 = F2 ○ α(σ), α ○ V −11 = V −12 ○ α(σ)(4.4)
hold. Let us first show (4.3). A vector in Q1 has the form ( θ+wζ+wXˆ ), with θ, ζ ∈ I(S) and
w ∈W (S). Hence α( θ+wζ+wXˆ ) = ( 0 1p 0 )( θ+wζ+wXˆ ) = ( ζ+wXˆpθ+pw ) ∈ Q2, since Yˆ ( ζ+wXˆpθ+pw ) = ( Yˆ ζ+XˆYˆ wpYˆ θ+pYˆ w ) ∈ Q2.
Condition (4.4) is proved by direct computation:( 0 1p 0 )dcurly
α
( −F Xˆ 1
p −F Yˆ )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1
= ( p −F Yˆ−pF Xˆ p ), ( −F Yˆ 1p −F Xˆ )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F2
( 0 1p 0 )dcurly
α(σ)
= ( p −F Yˆ−pF Xˆ p ).
The commutativity of α with V −11 and V −12 follows, given that V −11 and V −12 were defined
from F1 and F2.
Let us now prove universality.
32 3. MODULAR CURVE
Recall that we denoted R = kJX,Y K. Both S and R are Artinian rings with maximal
ideals mS = (X,Y )S and mR = (X,Y )R and residue field S/mS ≃ k ≃ R/mR. Note that there
is a surjection
S ↠ S/(p) ≃ R.
We observe finally that
S/m2S = (W (k)JX,Y K/(XY − p))/(X,Y )2 ≃ (W (k)JX,Y K/(XY − p))/(X2, Y 2,XY )≃ (W (k)JX,Y K/(XY − p))/(X2, Y 2, p) ≃ (kJX,Y K/(XY ))/(X2, Y 2) ≃ R/m2R.

4.2. The case of ordinary points. Let x = (E FrEÐÐ→ E(σ)) ∈ X0(p,N) be a geometric
ordinary point. By Note (1) and Lemma (4.0.2), the universal object for the associated
Grassmannian moduli problem is
W un1 = ⟨e1⟩ ⊂ Sη1 ⊕ Sη2 (p 00 1)ÐÐÐ→W un2 = ⟨e1 + Y e2⟩,
where S =W (k)JY K. The morphism of Dieudonne´ displays P(σ) D(FrE)ÐÐÐ→ P over k was already
defined in (3):
P (σ) =W (k)η1 ⊕W (k)η2, P =W (k)e1 ⊕W (k)e2,
Q(σ) =W (k)η1 + (p)η2, Q =W (k)e1 + (p)e2,
F (σ) = (p 0
0 1
) , F = (p 0
0 1
) ,
(V −1)(σ) = F (σ)
p
∣Q(σ) , V −1 = Fp ∣Q,
and the morphism D(FrE) is represented by the matrix
D(FrE) = (p 00 1) .
Theorem 4.2.1. The quadruples P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 ) defined
by
P1 =W(S)η1 ⊕W(S)η2, P2 =W(S)e1 ⊕W(S)e2,
Q1 =W(S)η1 + I(S)η2, Q2 = I(S)(e1 ⊕ e2) +W(S)(e1 + Y e2),
F1 = ( p 0−pF Yˆ 1) , F2 = ( p 0−F Yˆ 1) ,
V −11 = F1p ∣Q1 , V −12 = F2p ∣Q2 ,
are Dieudonne´ displays over S and the morphism α∶P1 → P2 represented by the matrix
α = (p 0
0 1
)
is a morphism of Dieudonne´ displays
α∶P1 → P2
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over S which is universal with respect to the deformation of D(FrE)∶P(σ) → P.
Consider now x = (E VerEÐÐ→ E(1/σ)) ∈ X0(p,N) a geometric ordinary point. By Note (1)
and Lemma (4.0.2), the universal object for the associated Grassmannian moduli problem is
W un1 = ⟨e1 +Xe2⟩ ⊂ Sη1 ⊕ Sη2 (p 00 1)ÐÐÐ→W un2 = ⟨e1⟩,
where S =W (k)JXK. The morphism of Dieudonne´ displays D(VerE)∶P(1/σ) → P associated
to x = (E VerEÐÐ→ E(1/σ)) was already defined in Section (3):
P (1/σ) =W (k)η1 ⊕W (k)η2, P =W (k)e1 ⊕W (k)e2,
Q(1/σ) =W (k)η1 + (p)η2, Q =W (k)e1 + (p)e2,
F (1/σ) = (p 0
0 1
) , F = (p 0
0 1
) ,
(V −1)(1/σ) = F (1/σ)
p
∣Q(1/σ) , V −1 = Fp ∣Q,
and in the same bases
D(Ver) = (1 0
0 p
) .
Theorem 4.2.2. The quadruples P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 ) defined
by
P1 =W(S)η1 ⊕W(S)η2, P2 =W(S)e1 ⊕W(S)e2,
Q1 = I(S)(η1 ⊕ η2) +W(S)(η1 +Xη2), Q2 =W(S)e1 + I(S)e2,
F1 = ( p 0−pF Xˆ 1) , F2 = ( p 0−F Xˆ 1) ,
V −11 = F1p ∣Q1 , V −12 = F2p ∣Q2 ,
are displays over S and the morphism α∶P1 → P2 represented by the matrix
α = (1 0
0 p
)
is a morphism of Dieudonne´ displays
α∶P1 → P2




1. Unramified primes in totally real extensions
Fix a prime p. Consider a totally real extension L of Q of degree g and denote by OL its
ring of integers. Assume the prime p to be inert in OL:
L
g
OL p = pOL
Q Z p
Let k = k be a field of characteristic p such that there exists an embedding
Fp = Fpg ↪ k.
Denote by σ ∶ k → k the Frobenius on k.
Note that if there exists an embedding of Fp into k, there are precisely g
βj ∶ Fp ↪ k,
and we may order them so that βj+1 = σ ○ βj; it follows therefore that if ρ ∶ Fp ↪ k is an
embedding, also σ ○ ρ is. Note moreover that we may lift them at the level of Witt vectors
βˆj ∶W (Fp)→W (k),
(in what follows we shall abuse notation and denote βˆ = β). Again F ○ βj = βj+1.
One has the following trivial identities
(1.1) OL ⊗ Fp ≃ Fp, OL ⊗Zp ≃W (Fp).
Remark that the embeddings βj induce an isomorphism
(1.2) Fp ⊗Fp k ≃ g⊕
j=1 k,
and hence on Witt vectors we have:
(1.3) W (Fp)⊗Zp W (k) ≃ g⊕
j=1W (k).
By combining this with (1.1), we obtain the following identifications
(1.4) OL ⊗ k ≃ g⊕
j=1 k, OL ⊗W (k) ≃ g⊕j=1W (k).
We may generalize these considerations to the unramified case. Indeed, for any ideal
p ⊲ OL dividing pOL, we may consider the residue field Fp of degree fp over Fp and a
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perfect field k containing all residue fields for any p dividing p. We consider hence the set of
embeddings from OL into W (k)
B = Emb(OL,W (k)).
It follows that the decomposition obtained in (1.3) generalizes to the following:OL ⊗ZW (k) =⊕
β∈BW (k)β.
Given a subset θ ⊆ B, we will use the following notation
`(θ) = {σ−1 ○ β ∶ β ∈ θ}, r(θ) = {σ ○ β ∶ β ∈ θ}.
2. Hilbert modular varieties in unramified characteristic
Consider M the Hilbert modular variety over k of dimension g, as defined in Section (1).
Lemma 2.0.1. When p is unramified in OL, the Deligne-Pappas condition (DP) is equiv-
alent to the Rapoport condition (R). In other words, given A/S ∈M, the OL ⊗ OS-module
Lie(A) is free of rank 1.
Proof. See Lemma [Gor02, Lemma 5.5]. 
The geometry of M has been studied extensively by Rapoport [Rap78], Goren and Oort
[GO00, Gor01] in the unramfied case. Let us summarize briefly some of the results that were
obtained. Goren and Oort [GO00] define the notion of type, an invariant attached to the
geometric k-points of M.
Definition 2.0.2. Given a geometric point A ∈M(k), we define the type of A as the
subset
τ(A) = {β ∈ B ∣ D(Ker(Fr) ∩Ker(Ver))β} ⊆ B.
In their paper, they describe moreover the moduli space M as a disjoint union of locally
closed subspaces.
Definition 2.0.3. For every subset τ ⊆ B denote by Wτ the subset of M whose geometric
points A are such that τ ⊆ τ(A).
Here is a list of the most meaningful results● The Wτ ’s are closed, locally irreducible.● Given τ ⊆ B, the subscheme Wτ has generic points of type τ and it has dimension
g − ∣τ ∣.● Given two subsets σ, τ ⊆ B, one has Wσ ∩Wτ =Wσ∪τ .
Denote by Mp the Hilbert modular variety over k of dimension g and Γ0(p)-level struc-
ture, that is, the fine moduli space of quadruples (A/S, ι, λ, µN) as above, together with a
finite flat OL-subgroup scheme H of A0[p] of rank pg, isotropic with respect to the λ-Weil
pairing.
Lemma 2.0.4. The moduli space Mp can be seen equivalently as the moduli space with
points t = (A fÐ→ B) where A = (A/S, ιA, λA, (µN)A) and B = (B/S, ιB, λB, (µN)B) are quadru-
ples as the ones parametrizing M and f ∶A → B is an OL-isogeny killed by p and of degree
pg, such that f∗M(B) = pM(A). Denote moreover by f t the unique isogeny f t∶B → A such
that
f ○ f t = [p]B, f t ○ f = [p]A.
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Proof. The proof of this result is given by Goren-Kassaei [GK12, Lemma 2.1.2]). We
want to define an abelian variety B, with real multiplication by OL, an OL-polarization and
a Γ00(N)-level structure. Take the quotient B = A/H: the real multiplication ιA and level
structure (µN)A on A induce a real multiplication ιB and (µN)B on B. Finally, we wish to
define a polarization λB on B. Define the map
f∗∶M(B) → M(A)
δ ↦ f∨ ○ δ ○ f.
We want to describe a polarization on B. Put
λB ∶M(B) ≃Ð→ I
δ ↦ 1pλA ○ f∗(δ)
We need to show that this makes sense, namely that, as in the statement,
f∗(M(B)) = pM(A).
Consider the isogeny A
fÐ→ A/H and the unique isogeny A/H f tÐ→ A such that
f ○ f t = [p]A/H , f t ○ f = [p]A.
We have the following exact sequences
(2.1) 0 // H // A
f // A/H // 0
(2.2) 0 // A[T ]/H // A/H f t // A // 0
By dualizing (2.2) we obtain
0 (A[T ]/H)∨oo A∨(f t)∨oo (A/H)∨oo 0oo .
By definition H ⊆ A[T ] is isotropic with respect to the γ-Weil pairing A[p] × A∨[p] → µp
for any γ ∈ M(A). Fix such a γ ∈ M(A). From isotropy it follows in particular that
γ(H) ⊆ (A[T ]/H)∨ and we obtain hence a commutative diagram










0 // (A[T ]/H)∨ // A∨ (f t)∨// (A/H)∨ // 0
inducing the map iγ∶A/H → (A/H)∨ satisfying the relation(f t)∨ ○ γ = iγ ○ f.
This defines an OL-linear morphism
i∶M(A)→M(B);
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f∗(iγ) ∶= f∨ ○ iγ ○ f = f∨ ○ (f t)∨ ○ γ = (f t ○ f)∨ ○ γ = pγ.
This proves in particular that
pM(A) ⊆ f∗M(B).
We want now to prove the opposite inclusion. Consider once again the exact sequence (2.2)
0 // A[T ]/H // A/H f t // A // 0.
Note that A[T ]/H is isotropic with respect to the pairing A[p] ×A∨[p] → µp. It is enough
to show that it is isotropic with respect to the iγ-Weil paring, where γ ∈ M(A), which is
equivalent to the equality iγ(A[T ]/H) =H∨. We have
iγ(A[T ]/H) = iγ ○ f(A[T ]) = (f t)∨ ○ γ(A[T ]) = (f t)∨(A∨[T ]) = A∨/(A[T ]/H)∨ =H∨,
which proves the isotropy of A[T ]/H. This means in particular that for any δ ∈ M(B),
we have δ(A[T ]/H) = H∨. By dualizing the exact sequence (2.1) we obtain therefore a
commutative diagram
0 // A[T ]/H //








0 // H∨ // (A/H)∨ f∨ // A∨ // 0
which defines an OL-linear map
j∶M(B)→M(A)
satisfying the relations
f∨ ○ δ = jδ ○ f t
for any given δ ∈ M(B). Showing that f∗(M(B)) ⊆ pM(A) is equivalent to showing that
for δ ∈M(B) we have
(2.4) f∗δ = pjδ.
We claim that j satisfies the relation (f t)∗ ○ jδ = pδ,
where (f t)∗ ○ jδ ∶= (f t)∨ ○ jδ ○ f t for any δ ∈M(B). Indeed(f t)∗ ○ jδ = (f t)∨ ○ jδ ○ f t = (f t)∨ ○ f∨ ○ δ = (f ○ f t)∨ ○ δ = pδ.
In order to show the equality in (2.4), it is enough to show that (f t)∗pjδ = (f t)∗f∗δ. We
have that on the one hand (f t)∗pjδ = p(f t)∗kδ = p2δ,
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while
p∗δ = p2δ,
which concludes the proof of the equality
f∗M(B) =M(A).
Note finally that the quadruple B = (B = A/H, ιB, λB, (µN)B) satisfies the Deligne-
Pappas condition. Indeed, by [AG03, Proposition 3.1] it is enough to show that there exists
an element δ ∈M(B) of degree prime to ` for every prime ` different from p. Since A satisfies
the Deligne-Pappas condition, there exists γ ∈ M(A) of degree prime to ` for every ` ≠ p.
Since deg(γ) = deg(iγ), take δ = iγ.
In order to show the other direction, given f ∶A → B an OL-isogeny killed by p and of
degree pg such that f∗M(B) = pM(A), we just need to show that H = Ker(f) is isotropic
with respect to the Weil-pairing. This is equivalent to showing that for any γ ∈ M(A), we
have that γ(H) ⊆ (A[p]/H)∨, in other words that the composition (f t)∨ ○ γ(H) = 0. Note
that (f t)∨ ○ γ ○ f t = (f t)∗γ = δp = δ ○ f ○ f t for some δ ∈ M(B). Therefore we get that(f t)∨ ○ γ(H) = δ ○ f(H) = 0 since H = Ker(f). 
Denote by Mp piÐ→ M(A,H) z→ A
the natural forgetful functor.
3. Discrete invariants
We have observed in the considerations following Lemma (2.3.1), Chapter (2), that if A
has a real multiplication action ι∶OL ↪ A, then D(A[p]), D(FrA) and D(VerA) are OL ⊗ k-
modules. By Section (1) we have therefore the following decomposition
D(A[p]) = g⊕
i=1 D(A[p])i.
Note moreover that D(FrA)(D(A[p])i) ⊆ D(A[p])i+1 and that D(VerA)(D(A[p])i+1) ⊆ D(A[p])i.
Finally, we also have the decompositions
D(Ker(FrA)) = g⊕
i=1 D(Ker(FrA))i, D(Ker(VerA)) = g⊕i=1 D(Ker(VerA))i.
By (2.1), the same decompositions hold for H1dR(A/k), H0(A,Ω1A/k) and Lie(A).
The isogeny f of a given a k-point t = (A fÐ→ B) ∈Mp induces homomorphisms
g⊕
i=1 Lie(f)i∶ g⊕i=1 Lie(A)i Ð→ g⊕i=1 Lie(B)i,
g⊕
i=1 Lie(f t)i∶ g⊕i=1 Lie(B)i Ð→ g⊕i=1 Lie(A)i.
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The following notions were introduced by Goren and Kassaei in [GK12]. Consider a point(A,H) = (A fÐ→ B) ∈Mp. We define the following parameters:
ϕ(A,H) = ϕ(f) = {i ∈ {1, . . . , g} ∣ Lie(f)i−1 = 0},
η(A,H) = η(f) = {i ∈ {1, . . . , g} ∣ Lie(f t)i = 0},
I(A,H) = `(f) = `(ϕ(f)) ∩ η(f) = {i ∈ {1, . . . , g} ∣ Lie(f)i ∩ Lie(f t)i = 0}.
Given ϕ, η ⊆ B, we say that the pair (ϕ, η) is admissible if `(ϕc) ⊆ η, or equivalently, if
r(ηc) ⊆ ϕ. There are 3g admissible pairs and the discrete invariants (ϕ(A,H), η(A,H)) of a
geometric k-point (A,H) ∈Mp are an admissible pair.
We will rely on the description of these parameters given by Goren and Kassaei in [GK12,
Lemma 2.3.3], that we recall shortly here:
Lemma 3.0.1 (Goren-Kassaei). Consider a geometric point t = (A fÐ→ B) ∈Mp. We have
the following descrption:
(1) β ∈ τ(A)⇔ Im(D(FrA))i = Im(D(VerA))i,
(2) i ∈ ϕ(f)⇔ Im(D(FrA))i = Im(D(f))i,
(3) i ∈ η(f)⇔ Im(D(VerA))i = Im(D(f))i.
4. The local model of the Hilbert modular variety
4.1. The points of Mp in terms of linear algebra. Let (A fÐ→ B) ∈Mp be a geo-
metric k-point. By applying the contravariant Dieudonne´ theory to the p-torsion subgroups
of both A and B, we obtain two k-vector spaces of dimension 2g and induced k-morphisms
D(f)∶D(B[p])→ D(A[p]), D(f t)∶D(A[p])→ D(B[p]).
Recall the identification with de Rham cohomology as in Oda [Oda69]:
D(A[p]) ≃H1dR(A/k), D(B[p]) ≃H1dR(B/k);
By [Rap78, Lemma 1.3] they are free OL ⊗ k-modules of rank 2.
Lemma 4.1.1. There exist OL ⊗ k-bases {a, b} and {α,β} of H1dR(A/k) and H1dR(B/k)
respectively, such that the induced morphism
D(f)∶H1dR(B/k)→H1dR(A/k)
is represented by the matrix
D(f) = (0 1
0 0
) .
Proof. The conditions f ○ f t = [p]B and f ○ f t = [p]A induce the conditions
(4.1) D(f t) ○D(f) = [p]D(B[p]), D(f) ○D(f t) = [p]D(A[p].
Hence the compositions are represented by zero matrices
D(f t) ○D(f) = (0 0
0 0
) , D(f) ○D(f t) = (0 0
0 0
) .
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We deduce therefore that both D(f) and D(f t) have kernel and image of rank 1. Choose
hence OL ⊗ k-bases {α,β} and {a, b} for D(A[p]) and D(B[p]) respectively, such that
D(f)(β) = a, D(f)(α) = 0,
D(f t)(a) = 0, D(f t)(b) = α,
hence the conclusion. 
Consider the Hodge filtrations
H0(A,Ω1A/k)) ⊆H1dR(A/k), H0(B,Ω1B/k)) ⊆H1dR(B/k).
Being p unramified, the Rapoport condition (R) (see Section (1), Chapter (2)) holds, that
is H0(A,Ω1
A/k)) and H0(B,Ω1B/k)) are free of rank 1 over OL ⊗ k. Finally, the morphisms
D(f) and D(f t) respect the Hodge filtrations, that is
(4.2) D(f)(H0(B,Ω1B/k)) ⊆H0(A,Ω1A/k)), D(f t)(H0(A,Ω1A/k)) ⊆H0(B,Ω1B/k)).
4.2. The associated Grassmannian. We will sketch the local description of the
Hilbert modular variety through the theory of local models. It allows to identify the com-
pleted local ring at a geometric point of Mp with some universal deformation ring R. The
idea is to associate to each k-point t = (A fÐ→ B) ∈Mp an element of a certain Grassmann
variety Np, or, more precisely, to construct a morphism from a Zariski-open neighborhood of
t to Np, and compare the completed local rings of the two moduli spaces through crystalline
theory.
We summarize here some ideas described in [GK12, Section 2.4]. LetNp = Np(k,OL⊗k, p)
be the Grassmann variety of pairs (W1,W2) of free OL ⊗ k-submodules of (OL ⊗ k)2 of rank
1, such that given the OL ⊗ k-map(OL ⊗ k)2 hÐ→ (OL ⊗ k)2(x, y) Ð→ (y,0)
we have h(W1) ⊂W2 and ht(W2) ⊂W1.
By Lemma (4.1.1) and condition (4.2) and the following considerations, to a point t =(A fÐ→ B) ∈ Mp(k) we may associate a point (W1,W2) ∈ Np by putting h = D(f) and(W1,W2) = (H0(B,Ω1B/k),H0(A,Ω1A/k)). By applying the crystalline theory by Grothendieck
and Messing we obtain an isomorphism of the completed local rings of the two varietiesÔMp,t ≃ ÔNp,(W1,W2);
(See Deligne-Pappas ([DP94]) and Goren-Kassaei ([GK12]) for a proof). We sketch here the
way this is done.
We can actually refine the description of the local model. Recall that for p inert, see
Section (1), there exist isomorphisms
OL ⊗W (k) ≃ g⊕
i=1 W (k)
and OL ⊗ k ≃ g⊕
i=1 k.
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We obtain therefore the map h ∶ (OL ⊗ k)2 → (OL ⊗ k)2 as a direct sum
h = g⊕
i=1 hi ∶ g⊕i=1 k2 → g⊕i=1 k2,
where each hi is a k-linear map represented by a 2 × 2 matrix hi = ( 0 10 0 ). We may therefore
consider the indices i ∈ {1, . . . , g} one at the time and reduce to studying the Grassmann
variety Np(i) of pairs (W1(i),W2(i)) of one-dimensional subspaces of k2 satisfying the com-
patibility conditions
(4.3) hi(W1(i)) ⊆W2(i), hi(W2(i)) ⊆W1(i).
Let us analyse its deformations. Consider bases {αi, βi} and {ai, bi} for the two-dimensional
vector spaces
αik ⊕ βik (0 10 0)ÐÐÐ→ aik ⊕ bik.
Note 2. We have the following possibilities
(1) W1(i) ≠ Ker(hi) and W2(i) = Ker(hi), that is
W1(i) = ⟨βi⟩, W2(i) = ⟨ai⟩.
A generic deformation (W̃1(i), W̃2(i)) to an Artinian k-algebra (S,mS) is described,
in the bases {αi, βi} and {ai, bi}, by
W̃1(i) = ⟨βi +Xiαi⟩, W̃2(i) = ⟨ai + Yibi⟩,
for Xi, Yi ∈ mS. The hypotheses
hi(W̃1(i)) ⊆ W̃2(i), hi(W̃2(i)) ⊆ W̃1(i),
translate into the conditions( 0 10 0 )(Xi1 ) = ( 10 ) ⊆ ( 1Yi ), ( 0 10 0 )( 1Yi ) = ( Yi0 ) ⊆ (Xi1 ),
which are satisfied when Yi = 0. The universal deformation ring is therefore kJXiK.
(2) W1(i) = Ker(hi) and W2(i) ≠ Ker(hi), in terms of the bases {αi, βi} and {ai, bi} give
W1(i) = ⟨αi⟩, W2(i) = ⟨bi⟩.
A generic deformation (W̃1(i), W̃2(i)) of (W1,W2) to an Artinian k-algebra (S,mS)
is described by
W̃1(i) = ⟨αi +Xiβi⟩, W̃2(i) = ⟨bi + Yiai⟩,
with Xi, Yi ∈ mS. The hypotheses
hi(W̃1(i)) ⊆ W̃2(i), hi(W̃2(i)) ⊆ W̃1(i),
translate into( 0 10 0 )( 1Xi ) = (Xi0 ) ⊆ ( Yi1 ), ( 0 10 0 )( Yi1 ) = ( 10 ) ⊆ ( 1Xi ),
from which we get the condition Xi = 0. The universal deformation ring is therefore
kJYiK.
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(3) W1(i) = Ker(hi) =W2(i), that is
W1(i) = ⟨αi⟩, W2(i) = ⟨ai⟩.
A generic deformation (W̃1(i), W̃2(i)) to an Artinian k-algebra (S,mS) is of type
W̃1(i) = ⟨αi +Xiβi⟩, W̃2(i) = ⟨ai + Yibi⟩,
with Xi, Yi ∈ mS. The hypotheses
hi(W̃1(i)) ⊆ W̃2(i), hi(W̃2(i)) ⊆ W̃1(i),
give the conditions( 0 10 0 )( 1Xi ) = (Xi0 ) ⊆ ( 1Yi ), ( 0 10 0 )( 1Yi ) = ( Yi0 ) ⊆ ( 1Xi ),
from which we obtain the condition Xi ⋅ Yi = 0. The universal deformation ring is
therefore kJXi, YiK/(XiYi).
Lemma 4.2.1. Consider a point (W1,W2) ∈ Np associated to a geometric point t = (A fÐ→
B) ∈Mp(k), that is W1 =H0(B,Ω1B/k) and W2 =H0(A,Ω1A/k), and for i ∈ {1, . . . g}, W1(i) =
H0(B,Ω1
B/k)(i) and W2(i) = H0(A,Ω1A/k)(i). In terms of the discrete invariants of t (see
Section (3)), the condition W2(i) = Ker(hi) = Ker(D(f t))i is the condition i ∈ η(f), while
the condition W1(i) = Ker(hi) = Ker(D(f))i is the condition σ ○ i ∈ ϕ(f).
Proof. Note that the condition D(f t)i○D(f)i = 0 implies that Ker(D(f t))i ⊆ Im(D(f))i
and by dimension reasons we get the equality
Ker(D(f t))i = Im(D(f))i.
By an identical reasoning, we have that
Im(D(VerA))i = Ker(D(KerA))i.
Hence W2(i) = Ker(D(FrA))i = Im(D(VerA))i and the condition W2(i) = Ker(D(f t))i equals
to the condition W2(i) = Im(D(VerA))i = Im(D(f))i. We conclude hence by Lemma (3.0.1)
that W2(i) = Ker(D(f t))i if and only if i ∈ η(f).
Recall that the notation i ∈ `(ϕ) means that i+1 ∈ ϕ. By definition 1+ i ∈ ϕ if and only if
the map in Lie algebras Lie(f)i∶Lie(A)i → Lie(B)i is the zero map, which equals to its dual
Lie(B)∗i Lie(f)∗i // Lie(A)∗i
H0(B,Ω1
B/k)(i)D(f)H0(B,Ω1B/k)(i)// H0(A,Ω1A/k)(i)
W1(i) hi // W2(i)
being the zero map. Hence the condition W1(i) = Ker(hi) = Ker(D(f))i equals to the
condition i + 1 ∈ ϕ. 
Put hence I = I(f), ϕ = ϕ(f), η = η(f). Putting together Note (2) and Lemma (4.2.1) we
recover [Sta97] (cf. [GK12, Theorem 2.4.1])
R ∶= ÔMp,t ≃ ÔNp,(W1,W2) ≃ kJ{Xi, i ∈ `(ϕ)},{Yi, i ∈ η}K/({XiYi, i ∈ I}).
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Note that as a completed local ring, R is an admissible topological ring.
We obtain moreover a description of the universal object for the deformation of (W1,W2) ∈Np:
(4.4) W un1 = ⊕gi=1W̃1(i) ⊂ ⊕gi=1Rαi +Rβi h=⊕gi=1hiÐÐÐÐ→W un2 = ⊕gi=1W̃2(i) ⊂ ⊕gi=1Rai +Rbi,
where W̃1(i) and W̃2(i) were described in Note (2).
There exist σ-linear morphisms
FA∶H1dR(A/k)→H1dR(A/k), FB ∶H1dR(B/k)→H1dR(B/k)
defined as follows. We are going to show the construction for A, as the one for B is similar.
Let
FA∶H1dR(A(p)/k) ≃H1dR(A/k)⊗k,σ k →H1dR(A/k)
be the linear morphism induced by the relative Frobenius FrA∶A→ A(p). Define
FA(αx) ∶=FA(x⊗ 1), x ∈H1dR(A/k).
Note that it is σ-linear: indeed, for α ∈ k and x ∈H1dR(A/k) we have FA(αx) ∶=FA(αx⊗1) =
FA(x ⊗ σ(α)) = σ(α)FA(x). Moreover, since FA commutes with the OL-action, also FA
does.
The map FA decomposes into g maps
FA(i)∶H1dR(A/k)(i)→H1dR(A/k)(i + 1).
Indeed, we may identify
H1dR(A/k)(i) = βi(H1dR(A/k))
with θi = ∑j λj ⊗ xj ∈ OL ⊗ k and hence
FA(H1dR(A)(i)) = FA(θi(H1dR(A/k)).
Then for h ∈ H1dR(A/k), FA(θih) = FA(∑j λj ⊗ xh) = ∑j λjFA(xjh) = ∑j λj ⊗ σ(xj)FA(h) ∈
H1dR(A/k)(i + 1).
We wish to represent the maps FA(i) and FB(i) in terms of the bases {ai, bi} and {αi, βi}
for i ∈ {1,2, . . . , g}.
Lemma 4.2.2. Fix an index i ∈ {1, . . . , g}. The induced semi-linear morphisms
FA(i)∶kai ⊕ kbi → kai+1 ⊕ kbi+1, FB(i)∶kαi ⊕ kβi → kαi+1 ⊕ kβi+1
are represented by the matrices
FA(i) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 0 00 1 ) when i ∈ η − I,( 1 00 0 ) when i ∈ `(ϕ) − I,( 0 10 0 ) when i ∈ I. FB(i) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1 00 0 ) when i ∈ η − I,( 0 00 1 ) when i ∈ `(ϕ) − I,( 0 10 0 ) when i ∈ I.
Proof. As a general observation we have that the semi-linear Frobenius morphisms
FA∶H1dR(A/k)→H1dR(A/k), FB ∶H1dR(B/k)→H1dR(B/k)
commute with the morphism
D(f)∶H1dR(B/k)→H1dR(A/k),
4. THE LOCAL MODEL OF THE HILBERT MODULAR VARIETY 45
that is, by semi-linearity, for every index i ∈ {1, . . . g}, the following relation is satisfied:
(4.5) hi+1 ○ FB(i) = FA(i) ○ h(σ)i ;
(here we use the convention that the index g + 1 = 1=.● Case when i ∈ η − I: By Note (2), point (1) we have
W1(i) = ⟨βi⟩, W2(i) = ⟨ai⟩,
and hence we have the following possibilities
FB(i) = { ( 1 00 0 ) or( 0 01 0 ). FA(i) = { ( 0 10 0 ) or( 0 00 1 ).
We need now to impose condition (4.5):
Option 1 for FB(i) ∶ ( 0 10 0 )dcurly
hi+1
( 1 00 0 )dcurly
FB(i)
= ( 0 00 0 ), Option 2 for FB(i) ∶ ( 0 10 0 )dcurly
hi+1
( 0 01 0 )dcurly
FB(i)
= ( 1 00 0 ),
Option 1 for FA(i) ∶ ( 0 10 0 )dcurly
FA(i)




= ( 0 00 0 ), Option 2 for FA(i) ∶ ( 0 00 1 )dcurly
FA(i)




= ( 0 00 0 ).
From this we see that
FB(i) = (1 00 0) .
Moreover, the condition i ∉ `(ϕ) tells us by Lemma (3.0.1) that
Im(D(FrA))i+1 ≠ Im(D(f))i+1 = ⟨ai+1⟩,
from which we conclude that
FA(i) = (0 00 1) .● Case when i ∈ `(ϕ) − I: By Note (2), point (2):
W1(i) = ⟨αi⟩, W2(i) = ⟨bi⟩.
Moreover
Im(D(FrA))i+1 = Im(D(f))i+1 = ⟨ai+1⟩.
We have therefore that
FA(i) = (1 00 0) .
Note that ( 1 00 0 )dcurly
FA(i)




= ( 0 10 0 ).
On the other hand we have a priori the following options for FB(i):
FB(i) = { ( 0 10 0 ) or( 0 00 1 )
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and the following relations:
Option 1 for FB(i) ∶ ( 0 10 0 )dcurly
hi+1
( 0 10 0 )dcurly
FB(i)
= ( 0 00 0 ), Option 2 for FB(i) ∶ ( 0 10 0 )dcurly
hi+1
( 0 00 1 )dcurly
FB(i)
= ( 0 10 0 ).
From condition (4.5) we get that
FB(i) = (0 00 1) .● Case when i ∈ I = `(ϕ) ∩ η: By Note (2), point (3):
W1(i) = ⟨αi⟩, W2(i) = ⟨ai⟩.
Moreover
Im(D(FrA))i+1 = Im(D(f))i+1 = ⟨ai+1⟩.
We have therefore that
FA(i) = (0 10 0) .
For FB(i) the same conditions as in the previous point hold, from which we obtain
that
FB = (0 10 0) .

5. Dieudonne´ Displays on Hilbert modular varieties
By taking advantage of the decomposition in 2 × 2 blocks of the local model of the
Hilbert modular variety, we wish to use the arguments of Theorem (2.3.1) and Theorem
(2.3.2), Chapter (3), to describe the deformation theory of Mp through Dieudonne´ displays.
Consider a k-point t = (A fÐ→ B) ∈Mp(k). Let
(5.1) {a1, . . . , ag, b1, . . . , bg}, {α1, . . . , αg, β1, . . . , βg}
be k-bases for H1dR(A/k) and H1dR(B/k) respectively so that given the corresponding point(W1,W2) ∈ Np, for every i ∈ {1, . . . , g} the point
H0(B,Ω1B/k)(i) =W1(i) ⊂ kαi ⊕ kβi (0 10 0)ÐÐÐ→H0(A,Ω1A/k) =W2(i) ⊂ kai ⊕ kbi
in Np(i) can be described as in Note (2), Section (4.2). For instance we will take trivializa-
tions
(5.2) H1dR(A/k)(i) ≃ kai ⊕ kbi, H1dR(B/k)(i) ≃ kαi ⊕ kβi.
By the results outlined in Section (3), Chapter (2), to the point t = (A fÐ→ B) we associate
a morphism of RM Dieudonne´ displays
D(f)∶PB = (PB,QB, FB, (VB)−1)→ PA = (PA,QA, FA, (VA)−1)
over k. Following Theorem (3.4.4), Chapter (2), we will put
PA =H1cris(A/W (k)), PB =H1cris(B/W (k)),
QA = Ker(H1cris(A/W (k))→ Lie(A)), Ker(H1cris(B/W (k))→ Lie(B));
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they are free OL ⊗W (k)-modules of rank 2. Recall the isomorphismOL ⊗W (k) ≃ g⊕
i=1 W (k)
obtained in Section (1). We wish to describe the Dieudonne´ displays PA and PB in terms of
2 × 2 blocks, that is
PA = g⊕
i=1 PA(i) = g⊕i=1 H1cris(A/W (k))(i), PB = g⊕i=1 PB(i) = g⊕i=1 H1cris(B/W (k))(i),
QA(i) = Ker(PA(i)→H1(A,OA)(i), QB(i) = Ker(PB(i)→H1(B,OB)(i)),
where
QA = g⊕
i=1 QA(i), QB = g⊕i=1 QB(i),
and morphisms
FA(i)∶PA(i)→ PA(i + 1) FB(i)∶PB(i)→ PB(i + 1).
Also the morphism of Dieudonne´ dislplays D(f)∶PB → PA admits a decomposition
g⊕
i=1 PB(i) ⊕gi=1D(f)(i)ÐÐÐÐÐÐÐ→ g⊕i=1 PA(i).
Note that triviallyH1cris(A/W (k))(i)/(p) ≃H1dR(A/k)(i) and the same holds forH1cris(B/W (k))(i).
Let {a, b} and {α,β} be OL ⊗ k-bases for H1cris(A/W (k)) = ⊕gi=1H1cris(A/W (k))(i) and
H1cris(B/W (k)) = ⊕gi=1H1cris(B/W (k))(i) respectively. Then the by applying the idempotents
θi ∈ OL⊗W (k) we obtain bases {ai, bi} and {αi, βi} for H1cris(A/W (k))(i) and H1cris(B/W (k)
for every i ∈ {1, . . . , g}.
Lemma 5.0.1 (Shape of morphisms). There exists W (k)-bases {a1, . . . , ag, b1, . . . , bg} and{α1, . . . , αg, β1, . . . , βg} for H1cris(A/W (k)) and H1cris(B/W (k)), lifting the k-bases {a1, . . . , ag, b1, . . . , bg}
and {α1, . . . , αg, β1, . . . , βg} as in (5.1), such that
M
{αi,βi}{ai,bi} (D(f)(i)) = (0 1p 1) ,
and such that when i ∈ {1, . . . , g − 1}
M
{ai,bi}{ai+1,bi+1}(FA(i)) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( p 00 1 ) when i ∈ η − I,( 1 00 p ) when i ∈ `(ϕ) − I,( 0 1p 0 ) when i ∈ I, M{αi,βi}{αi+1,βi+1}(FB(i)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1 00 p ) when i ∈ η − I,( p 00 1 ) when i ∈ `(ϕ) − I,( 0 1p 0 ) when i ∈ I,
and
M
{ag ,bg}{a1,b1} (FA(g)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
( p(1+a) bpβ 1+α ) when g ∈ η − I,( 1+a bpβ p(1+α) ) when g ∈ `(ϕ) − I,( a 1+bp(1+β) α ) when g ∈ I,
M
{αg ,βg}{α1,β1} (FB(g)) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
( 1+α βpb p(1+a) ) when g ∈ η − I,( p(1+α) βpb 1+α ) when g ∈ `(ϕ) − I,( α 1+βp(1+b) a ) when g ∈ I,
with α,β, a, b, ∈W (k) and p ∣ α, p ∣ β, p ∣ a, p ∣ b.
In order to give the proof, we need some linear algebra results.
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Lemma 5.0.2. Let t = (A fÐ→ B) ∈Mp be a geometric point. Then
(1) For every i ∈ {1, . . . , g} there exist OL ⊗ W (k)-bases {ai, bi} and {ai+1, bi+1} for
H1cris(A/W (k))(i) and H1cris(A/W (k))(i+ 1) respectively, lifting the k-bases {ai, bi}
and {ai+1, bi+1} as in (5.1), such that
det(M{ai,bi}{ai+1,bi+1}(FA(i))) = ±p
where M
{ai,bi}{ai+1,bi+1}(FA(i)) denotes the matrix representing FA(i) in the bases {ai, bi}
and {ai+1, bi+1}.
(2) For every i ∈ {1, . . . , g} there exist OL ⊗W (k)-bases {αi, βi} and {αi+1, βi+1} for
H1cris(B/W (k))(i) and H1cris(B/W (k))(i+1) respectively, lifting the k-bases {αi, βi}
and {αi+1, βi+1} as in (5.1), such that
det(M{αi,βi}{αi+1,βi+1}(FB(i))) = ±p,
where M
{αi,βi}{αi+1,βi+1}(FB(i)) denotes the matrix representing FB(i) in the bases {αi, βi}
and {αi+1, βi+1}.
(3) For every i ∈ {1, . . . , g} there exist OL⊗W (k)-bases {ai, bi} and {αi, βi} for H1cris(A/W (k))(i)
and H1cris(B/W (k))(i) respectively, lifting {ai, bi} and {αi, βi} as in (5.2), such that
det(M{αi,βi}{ai,bi} (D(f)(i))) = −p,
where M
{αi,βi}{ai,bi} (D(f)(i)) denotes the matrix representing D(f)(i) in the bases {αi, βi}
and {ai, bi}.
Proof. (1) Note that for every i, the σ−1-linear map VA(i + 1)∶H1cris(A/W (k))(i +
1)→H1cris(A/W (k))(i) is such that
VA(i + 1) ○ FA(i) = [p]H1cris(A/W (k))(i), FA(i) ○ VA(i + 1) = [p]H1cris(A/W (k))(i+1).
The multiplication by p map has determinant p2 and given that both FA(i) and
VA(i) are not invertible, there exist bases {ai, bi} and {αi, βi} such that
det(M{ai,bi}{ai+1,bi+1}(FA(i))) = ±p.
(2) The proof is identical to the proof of point (1).
(3) Recall that there exists a morphism f t∶B → A such that f t ○f = [p]. Now apply the
proof of point (1).

Lemma 5.0.3. Let U and V be free modules of rank 2 over W (k) and denote by φ∶U → V
a semi-linear map between them. Assume that there exist W (k)-bases {e1, e2} and {η1, η2}
for U and V respectively such that
det(M{e1,e2}{η1,η2}(φ)) = −p.
Then
(1) given any W (k)-basis {e′1, e′2} of U then there exists an W (k)-basis {η′1, η′2} for V
such that
det(M{e′1,e′2}{η′1,η′2}(φ)) = −p;
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(2) given any W (k)-basis {η′1, η′2} of V then there exists an W (k)-basis {e′1, e′2} of U
such that
det(M{e′1,e′2}{η′1,η′2}(φ)) = −p.
Proof. (1) Let S ∈ Gl2(R) be the base change matrix such that S{e1, e2} = {e′1, e′2}.





(2) The proof is similar to the proof of point (1).

Lemma 5.0.4. Let U and V be free modules of rank 2 over W (k) and denote by U and V
their reduction modulo p. Let φ∶U → V be a semi-linear map such that there exist W (k)-bases{e1, e2} abd {η1, η2} such that
det(M{e1,e2}{η1,η2}(φ)) = −p(5.3)
M
{e1,e2}{η1,η2}(φ) = (0 10 0) .(5.4)
Then
(1) there exists a W (k)-basis {e′1, e′2} such that
M
{e′1,e′2}{η1,η2}(φ) = (0 1p 0) ;
(2) there exists a W (k)-basis {η′1, η′2} such that
M
{e1,e2}{η′1,η′2}(φ) = (0 1p 0) .
Proof. (1) By (5.4) we know that
M(φ){e1,e2}{η1,η2} = (a′ 1 + b′c′ d′ )
with p ∣ a′, p ∣ b′, p ∣ c′, p ∣ d′. From (5.3) we deduce that c′ = p(1+pα) with α ∈W (k).
Indeed det(M(φ){e1,e2}{η1,η2}) = a′d′ − (a + b′)c′ = a′d′ − c′ − b′c′ = −p which tells us that
c′ ≡ −p (mod) p2) and hence the conclusion. We get therefore that
M(φ){e1,e2}{η1,η2} = ( a′ 1 + b′p(1 + pα) d′ ) .
Consider now the W (k)-basis
{e′′1 , e′′2} = { 1(1 + pα)(σ−1) , (1 + pα)(σ−1)}.
Then
M(φ){e′′1 ,e′′2}{η1,η2} = (a 1 + bp d ) ,
50 4. INERT SPACES
with p ∣ a, p ∣ b, p ∣ d. Note that we chose the basis so that
det(M(φ){e1,e2}{η1,η2}) = det(M(φ){e′′1 ,e′′2}{η1,η2}) = −p = −p(1 + b) + ad.
From the last equality we obtain that pb = ad and hence that b = adp (note that this
fraction makes sense since by hypothesis p2 ∣ ad. Therefore
M(φ){e′′1 ,e′′2}{η1,η2} = (a 1 + adpp d ) .
By multiplying on the right by the base change matrix⎛⎝1 + a(σ
−1)d(σ−1)
p −d(σ−1)p−a(σ−1) 1 ⎞⎠ ,
we obtain the matrix (0 1
p 0
) .
(2) The proof is similar to the one of point (1).

Lemma 5.0.5. Let U and V be free modules of rank 2 over W (k) and denote by U and V
their reduction modulo p. Let φ∶U → V be a semi-linear map such that there exist W (k)-bases{e1, e2} abd {η1, η2} such that
det(M{e1,e2}{η1,η2}(φ)) = p(5.5)
M
{e1,e2}{η1,η2}(φ) = (1 00 0) .(5.6)
Then
(1) there exists an W (k)-basis {e′1, e′2} such that
M
{e′1,e′2}{η1,η2}(φ) = (1 00 p) ;
(2) there exists a W (k)-basis {η′1, η′2} such that
M
{e1,e2}{η′1,η′2}(φ) = (1 00 p) .
Proof. The proof is analogous to the proof of Lemma (5.0.4). 
Lemma 5.0.6. Let U and V be free modules of rank 2 over a W (k) and denote by U
and V their reduction modulo p. Let φ∶U → V be a semi-linear map such that there exist
W (k)-bases {e1, e2} abd {η1, η2} such that
det(M{e1,e2}{η1,η2}(φ)) = p(5.7)
M
{e1,e2}{η1,η2}(φ) = (0 00 1) .(5.8)
Then
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(1) there exists a W (k)-basis {e′1, e′2} such that
M
{e′1,e′2}{η1,η2}(φ) = (p 00 1) ;
(2) there exists a W (k)-basis {η′1, η′2} such that
M
{e1,e2}{η′1,η′2}(φ) = (p 00 1) .
Proof. The proof is analogous to the proof of Lemma (5.0.4). 
Proof of Lemma (5.0.1). For every i, by Nakayama’s lemma we may find bases W (k)-
bases {γi, δi} and {ci, di} of H1cris(B/W (k))(i) and H1cris(A/W (k))(i) respectively such that
M
{γi,δi}{ci,di} (D(f)(i) = (0 10 0) .
Moreover, by Lemma (5.0.2), point (3) we may assume that
det(M{γi,δi}{ci,di} (D(f)(i))) = −p.
Analogously, by Nakayama’s lemma there existW (k)-bases {1, φi} and {ei, fi} ofH1cris(B/W (k))(i)
and H1cris(A/W (k))(i) such that
M
{ei,f i}{ei+1,f i+1}(FA(i)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 0 00 1 ) when i ∈ η − I,( 1 00 0 ) when i ∈ `(ϕ) − I,( 0 10 0 ) when i ∈ I, M
{i,φi}{i+1,φi+1}(FB(i)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1 00 0 ) when i ∈ η − I,( 0 00 1 ) when i ∈ `(ϕ) − I,( 0 10 0 ) when i ∈ I.
and by (5.0.2), points (1) and (2) we may assume that
det(M{ei,fi}{ei+1,fi+1}(FA(i))) = { p when i ∉ I,−p when i ∈ I, det(M{i,φi}{i+1,φi+1}(FB(i))) = { p when i ∉ I,−p when i ∈ I.
We have the following commutative diagrams






// . . .
H1cris(A/W (k))(1) FA(1) // H1cris(A/W (k))(2) // . . .
. . .







. . . // H1cris(A/W (k))(g − 1)FA(g−1) // H1cris(A/W (k))(g)
Each square satisfies the relation
(5.10) FA(i) ○D(f)(i)(σ) = D(f)(i + 1) ○ FB(i).
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Consider the first diagram on the left:






H1cris(A/W (k))(1) FA(1) // H1cris(A/W (k))(2)
By Lemma (5.0.4), there exist W (k)-bases {α1, β1} and {a1, b2} of H1cris(B/W (k))(1) and
H1cris(A/W (k))(1) such that
M
{α1,β1}{a1,b1} (D(f)(i)) = (0 1p 0) .
Now, by Lemmas (5.0.4), (5.0.5) and (5.0.6) point (2) there exist W (k)-bases {α2, β2} and{a2, b2} of H1cris(B/W (k))(2) and H1cris(A/W (k))(2) such that
M
{a1,b1}{a2,b2} (FA(1)) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( p 00 1 ) when 1 ∈ η − I,( 1 00 p ) when 1 ∈ `(ϕ) − I,( 0 1p 0 ) when 1 ∈ I, M{α1,β1}{α2,β2} (FB(1)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1 00 p ) when 1 ∈ η − I,( p 00 1 ) when 1 ∈ `(ϕ) − I,( 0 1p 0 ) when 1 ∈ I,
We have hence fixed all the bases in the diagram:
{α1,β1}ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright








FA(1) // H1cris(A/W (k))(2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶{a2,b2}
We claim that
M
{α2,β2}{a2,b2} (D(f)(2)) = (0 10 0) .
Recall that by (5.10) the relation
FA(1) ○D(f)(1)(σ) = D(f)(2) ○ FB(1)




















) = (0 p
p 0
) ,
from which we easily see that a = d = 0, b = 1 and c = p. The proof in the case when i ∈ ϕ − I
is analogous.
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Passing to the second square of diagram
{α2,β2}ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright







FA(2) // H1cris(A/W (k))(3)
of (5.9), by Lemma (5.0.4), (5.0.5) and (5.0.6) point (2) we take W (k)-bases {α3, β3} and{a3, b3} for H1cris(B/W (k))(3) and H1cris(A/W (k))(3) such that
M
{a2,b2}{a3,b3} (FA(2)) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
( p 00 1 ) when 2 ∈ η − I,( 1 00 p ) when 2 ∈ `(ϕ) − I,( 0 1p 0 ) when 2 ∈ I, M{α2,β2}{α3,β3} (FB(2)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1 00 p ) when 2 ∈ η − I,( p 00 1 ) when 2 ∈ `(ϕ) − I,( 0 1p 0 ) when 2 ∈ I,
Again, by imposing (5.10) we obtain that
M
{α3,β3}{a3,b3} ((D(f)(3)) = (0 1p 0) .
We go on with this approach and we arrive to the diagram
{αg−1,βg−1}ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright












H1cris(A/W (k))(g − 1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶{ag−1,bg−1}
FA(g−1) // H1cris(A/W (k))(g)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶{ag ,bg}
FB(g) // H1cris(A/W (k))(1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶{a1,b1}
where all the bases are set and where
M
{αg ,βg}{ag ,bg} (D(f)(g)) =M{α1,β1}{a1,bg} (D(f)(g)) = (0 1p 0) ,
and where only M
{αg ,βg}{α1,β1} (FB(g)) and M{ag ,bg}{a1,b1} (FB(g)) have to be determined. We will show
in detail the case g ∈ I, the other cases being similar. In full generality we know that
M
{αg ,βg}{α1,β1} (FB(g)) = (α 1 + βγ δ ) , M{ag ,bg}{a1,b1} (FA(g)) = (a 1 + bc d ) ,
with p ∣ α, p ∣ β, p ∣ γ, p ∣ δ, p ∣ a, p ∣ b, p ∣ c, p ∣ d. By (5.10) we get the condition




) = (0 1
p 0
)(α 1 + β
γ δ
)
(p(1 + b) a
pd c
) = ( γ δ
pα p(1 + β)) ,
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from which we get
γ = p(1 + b), δ = a, d = α, c = p(1 + β)
and hence that
M
{αg ,βg}{α1,β1} (FB(g)) = ( α 1 + βp(1 + b) a ) , M{ag ,bg}{a1,b1} (FA(g)) = ( a 1 + bp(1 + β) α ) ,
with p ∣ α, p ∣ β, p ∣ a, p ∣ b. 
In the bases obtained in Lemma (5.0.1) we have
PA = g⊕
i=1 PA(i) = g⊕i=1(W (k)ai ⊕W (k)bi), PB = g⊕i=1 PB(i) = g⊕i=1(W (k)αi ⊕W (k)βi),
QA = g⊕
i=1 QA(i), QB = g⊕i=1 QB(i).
In particular by Note (2), Section (4.2), we have
QA(i) =W (k)ai ⊕ p ⋅W (k)bi, QB(i) = p ⋅W (k)αi ⊕W (k)βi when i ∈ η − I,
QA(i) = p ⋅W (k)ai ⊕W (k)bi, QB(i) =W (k)αi ⊕ p ⋅W (k)βi when i ∈ `(ϕ) − I,
QA(i) =W (k)ai ⊕ p ⋅W (k)bi, QB(i) =W (k)αi ⊕ p ⋅W (k)βi when i ∈ I.
Note that reducing modulo (p) the objects introduced above, we recover an object of the
Grassmann variety as in Section (4.2):
g⊕
i=1 W1(i) ⊂ g⊕i=1(kαi ⊕ kβi) ⊕hiÐÐÐ→ g⊕i=1 W2(i) ⊂ g⊕i=1(kai ⊕ kbi).
Finally, by semi-linearity of the Frobenius morphisms, we have that, in the bases {α1, . . . , αg, β1, . . . , βg}
and {a1, . . . , ag, b1, . . . , bg}, FA, FB and D(f) are represented by the matrices
FA = ⎛⎜⎜⎜⎝
0 0 . . . 0 FA(g)
FA(1) 0 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . FA(g − 1) 0
⎞⎟⎟⎟⎠ , FB =
⎛⎜⎜⎜⎝
0 0 . . . 0 FB(g)
FB(1) 0 . . . 0 0
. . . . . . . . . . . . . . .




D(f)(1) 0 . . . . . . 0
0 D(f)(2) 0 . . . ⋮⋮ 0 ⋱ 0 ⋮⋮ . . . 0 D(f)(g − 1) 0
0 . . . . . . 0 D(f)(g)
⎞⎟⎟⎟⎟⎟⎠
.
Remark that by construction, for every index i we have that
D(f)(i + 1) ○ FB(i) = FA(i) ○D(f)(i)(σ).
Therefore we have that
D(f) ○ FB = FA ○D(f)(σ).
We expect this since
D(f)∶PB Ð→ PA
is a morphism of Dieudonne´ displays. We would like to write a universal objectP1 = (P1,Q1, F1, V −11 ) αÐÐ→ P2 = (P2,Q2, F2, V −12 ),
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over R = ÔM,t ≃ kJXi, Yi ∶ i ∈ IKJZi ∶ i ∈ IcK/{(XiYi)}i∈I for the deformation of
D(f)∶PB → PA.
We will follow a strategy analogous to the one outlined in (2.3), Chapter (3).
Recall the description (4.4) of the universal object for the deformation of the point(W1,W2) ∈ Np associated to t = A fÐ→ B:
W un1 = g⊕
i=1 W̃1(i) ⊂ g⊕i=1 Rαi +Rβi h=⊕gi=1hiÐÐÐÐ→W un2 = g⊕i=1 W̃2(i) ⊂ ⊕gi=1Rai +Rbi.
Define
P1 ∶= PB ⊗W (k)W(R), P2 ∶= PA ⊗W (k)W(R),
and let Q1 (resp. Q2) be the pre-image of W un1 (resp. W
un
2 ) through the projection P1 →
H1dR(B/k)⊗k R (resp. P2 →H1dR(A/k)⊗k R). Note that there is an identification
OL ⊗W(R) ≃ g⊕
i=1 W(R).
(This is true since OL ⊗W (k)W(R) ≃ (OL ⊗W (k))⊗W (k)W(R) ≃ (⊕gi=1W (k))⊗W (k)W(R).)
The OL⊗W(R)-modules P1, P2,Q1,Q2 inherit decompositions from the OL⊗W (k)-modules
PB and PA:
P1 = g⊕
i=1 P1(i), P2 = g⊕i=1 P2(i), Q1 = g⊕i=1 Q1(i), Q2 = g⊕i=1 Q2(i).
In particular, in the bases {α1, . . . , αg, β1, . . . , βg} and {a1, . . . , ag, b1, . . . , bg}:
P1 = g⊕
i=1 P1(i) = g⊕i=1(W (k)αi ⊕W (k)βi)⊗kW(R) = g⊕i=1(W(R)αi ⊕W(R)βi),
P2 = g⊕
i=1 P2(i) = g⊕i=1(W (k)ai ⊕W (k)bi)⊗kW(R) = g⊕i=1(W(R)ai ⊕W(R)bi).
and
Q1(i) = I(R)(αi ⊕ βi) +W(R)(αi + Xˆiβi), Q2(i) = I(R)(ai ⊕ bi) +W(R)(ai + Yˆibi), i ∈ I,
Q1(i) = I(R)βi ⊕W(R)αi, Q2(i) = I(R)(ai ⊕ bi) +W(R)(bi + Yˆiai), i ∈ `(ϕ) − I,
Q1(i) = I(R)(αi ⊕ βi) +W(R)(αi + Xˆiβi), Q2(i) = I(R)ai ⊕W(R)bi, i ∈ η.
We will define the semi-linear maps F1∶P1 → P1 and F2∶P2 → P2 in terms of their decompo-
sitions
g⊕
i=1 F1(i)∶ g⊕i=1 P1(i)→ P1(i + 1), g⊕i=1 F2(i)∶ g⊕i=1 P2(i)→ P2(i + 1).
Following is the description of the matrices associated to
F1(i)∶Rαi ⊕Rβi → Rαi+1 ⊕Rβi+1, F2(i)∶Rai ⊕Rbi → Rai+1 ⊕Rbi+1.
For i ∈ {1, . . . , g − 1} take
F1(i) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
( −F Xˆi 1
p −F Yˆi ) if i ∈ I,( p 0−pF Yˆi 1 ) if i ∈ `(ϕ) − I,( 1+ −F Xˆi
0 p
) if i ∈ η − I, F2(i) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
( −F Yˆi 1
p −F Xˆi ) if i ∈ I,( 1 −F Yˆi
0 p
) if i ∈ `(ϕ) − I,( p 0−pF Xˆi 1 ) if i ∈ η − I,
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and for i = g,
F1(g) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
( α−F Xˆg 1+β
p(1+b) a−F Yˆg ) if g ∈ I,( p(1+α) β
p(b−F Yˆg) 1+a ) if g ∈ `(ϕ) − I,( 1+α β−F Xˆg
pb p(1+a) ) if g ∈ η − I,
F2(g) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
( a−F Yˆg 1+b
p(1+β) α−F Xˆg ) if g ∈ I,( 1+a −F Yˆg+b
pβ p(1+α) ) if g ∈ `(ϕ) − I,( p(1+a) b
p(β−F Xˆg) 1+α ) if g ∈ η − I,
By an argument identical to the one outlined in the case of the modular curve, Chapter (3),
the coefficients of the matrices belong to W(R). Note that by construction, the reductions
F 1(i) = F1(i) mod I(R), F 2(i) = F2(i) mod I(R)
have respectively kernel W̃1(i) and W̃2(i) as in Note (2). Hence, in the bases {α1, . . . , αg, β1, . . . , βg}
and {a1, . . . , ag, b1, . . . , bg} the semi-linear morphisms are represented by the matrices
F2 = ⎛⎜⎜⎜⎝
0 0 . . . 0 F2(g)
F2(1) 0 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . F2(g − 1) 0
⎞⎟⎟⎟⎠ , F1 =
⎛⎜⎜⎜⎝
0 0 . . . 0 F1(g)
F1(1) 0 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . F1(g − 1) 0
⎞⎟⎟⎟⎠ .
By construction the kernels of F 1 modulo I(R) and F 2 modulo I(R) are W un1 and W un2 as
in (4.4).
For i = 1,2, define
V −1i ∶Qi → Pi
as the restriction to Qi of Fi/p.
Theorem 5.0.7. The semi-linear maps V −11 ∶Q1 → P1 and V −12 ∶Q2 → P2 are well-defined
and the quadruples P1 and P2 are Dieudonne´ displays over R. They reduce to PB and PA
modulo mR respectively and their Hodge filtrations are W un1 ⊂ ⊕gi=1Rαi ⊕ Rβi and W un2 ⊂⊕gi=1Rai ⊕Rbi.
Proof. The argument is a generalization of the proof of Theorem (2.3.1), Chapter (3).
We will prove this for P1, the case for P2 being essentially identical. They only part that is
left to prove is that V −11 is well defined over Q1 and that it is an F -linear epimorphism.
We have set V −11 ∶= F1p ∣Q1 . Showing that V −11 is well-defined is equivalent to showing that
F1(Q1) ⊆ pP1. Note that by definition V −11 admits a decomposition
g⊕
i=1 V −11 (i)∶ g⊕i=1 Q1(i)→ g⊕i=1 P1(i + 1),
where for each i, V −11 (i) is defined on Q1(i) as the restriction of F1(i)/p. Showing our claim
equals to showing that for every i ∈ {1, . . . , g} we have that F1(i)(Q1(i)) ⊆ pP1(i+1). We will
show this extensively in the case i ∈ I. An element x ∈ Q1(i) ≃ I(R)(αi⊕βi)+W(R)(αi+Xˆiβi)
can be written as a vector ( θ +w
ζ +wXˆi) , where θ, ζ ∈ I(R) and w ∈ W(R). Therefore, when
i ∈ {1, . . . , g − 1}, we have F1(i)(x) = (−F Xˆi 1p −F Yˆi) ( θ +wζ + Xˆiw) = ( −F XˆiF θ + F ζpF θ + pFw − F YˆiF ζ) ∈ F I(R)(αi ⊕
βi) + pW(R)(αi + Xˆiβi), and the result follows also for i = g as a, b, α, β ∈ pW(R).
In order to prove the claim we need therefore to show that F1(i)(I(R)(αi ⊕ βi) ⊆ pP1(i),
that is, that F I(R) ⊆ pW(R). This was shown in (3.1), Chapter (2), hence V −11 is well-defined
on Q1.
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We have left to show that V −11 is an F -linear epimorphism, that is, that its linearization(V −11 )♯∶W(R)⊗W(R),F Q1 → P1
is an epimorphism (see Appendix for details). This equals to showing that for a suitable
decomposition P1 = L1 ⊕ T1 such that Q1 = L1 ⊕ I(R)T1, the morphism
V −11 ⊕ F1∶L1 ⊕ T1 Ð→ P1
is an F -linear isomorphism. Note that after localizing R, we may assume L1 and T1 to be
free. We take
L1 = ⟨λ1, . . . , λg⟩, T1 = ⟨τ1, . . . , τg⟩,
with
(5.11) λi = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
αi + Xˆiβi if i ∈ I
αi if i ∈ `(ϕ) − I
βi + Xˆiαi if i ∈ η − I τi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
βi if i ∈ I
βi if i ∈ `(ϕ) − I
αi if i ∈ η − I
If we show that the displaying matrix associated to V −11 ⊕ F1 is invertible, we are done.
Remark that, from the basis {λi, τi}i to the basis {αi, βi}i, the F -linear map F1 is represented
by F1 = ⎛⎜⎝
0 0 . . . 0 F1(g)
F1(1) 0 . . . 0 0
. . . . . . . . . . . . . . .




( −F Xˆi 1
p −F Yˆi )( 1 0F Xˆ1 1 ) = ( 0 1p −F Yˆi ) if i ∈ I( p 0−pF Yˆi 1 )( 1 00 1 ) = ( p 0−pF Yˆi 1 ) if i ∈ `(ϕ) − I( 1 −F Xˆi
0 p
)( F Xˆi 1
1 1
) = ( 0 1p 0 ) if i ∈ η − I
Hence the morphism V −11 ⊕ F1∶L1 ⊕ T1 → P1 is represented by the matrix
F1 = ⎛⎜⎝
0 0 . . . 0 (V −11 ⊕ F1)(g)(V −11 ⊕ F1)(1) 0 . . . 0 0
. . . . . . . . . . . . . . .




( 0 11 −F Yˆi ) if i ∈ I( 1 0−F Yˆi 1 ) if i ∈ `(ϕ) − I( 0 11 0 ) if i ∈ η − I
They are all invertible, hence the conclusion. 
Take now α∶P1 → P2 as the map represented by
α =
⎛⎜⎜⎜⎜⎜⎝
α(1) 0 . . . . . . 0
0 α(2) 0 . . . ⋮⋮ 0 ⋱ 0 ⋮⋮ . . . 0 α(g − 1) 0
0 . . . . . . 0 α(g)
⎞⎟⎟⎟⎟⎟⎠
in the bases {α1, . . . , αg, β1, . . . , βg} and {a1, . . . , ag, b1, . . . , bg}, with αi = ( 0 1p 0 ) for every i.
Lemma 5.0.8. The map α∶P1 → P2 is a morphism of Dieudonne´ displays
α∶P1 → P2.
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Proof. In order to show that it is a morphism of Dieudonne´ displays we need to show
that it respects the filtrations
(5.12) α(Q1) ⊆ Q2,
and that it commutes with the semi-linear maps
(5.13) α ○ F1 = F2 ○ α(σ), α ○ V −11 = V −12 ○ α(σ).
For proving (5.12) it is enough to show that for every i ∈ {1, . . . , g} the inclusion
α(i)(Q1(i)) ⊆ Q2(i)
holds. We will show this in the case i ∈ I. Recall that in this case
Q1(i) = I(R)(αi ⊕ βi) +W(R)(αi + Xˆiβi), Q2(i) = I(R)(ai ⊕ bi) +W(R)(ai + Yˆibi).
An generic element of Q1(i) is a vector ( θ+wζ+wXˆi ) with θ, ζ ∈ I(R) and w ∈ W(R) and
D(f)( θ+wζ+wXˆi ) = ( 0 1p 0 )( θ+wζ+wXˆi ) = ( ζ+wXˆipθ+pw ) ∈ Q2(i), since Yˆi( ζ+wXˆipθ+pw ) = ( ζYˆipθYˆi+pwYˆi ) ∈ Q2(i). The
cases when ı ∈ `(ϕ) − I, i ∈ η − I are similar.
Showing condition (5.13) is equivalent to showing that
(5.14) α(i + 1) ○ F1(i) = F2(i) ○ α(i)(σ).
Note that the commutativity with V −11 and V −12 follows given that these maps were defined
starting from F1 and F2. We will show (5.14) for i ∈ I, the other cases being similar. It
comes from direct computations:( 0 1p 0 )dcurly
α(i+1)
( −F Xˆi 1
p −F Yˆi )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1(i)
= ( p −F Yˆi−pF Xˆi p ), ( −F Yˆi 1p −F Xˆi )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F2(i)
( 0 1p 0 )dcurly
α(i)(σ)
= ( p −F Yˆi−pF Xˆi p ).
when i ∈ {1, . . . , g − 1} and for i = g:( 0 1p 0 )dcurly
α(1)
( α−F Xˆg 1+β
p(1+b) a−F Yˆg )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1(g)
= ( p(1+b) a−F Yˆg
p(α−F Xˆg) p(1+β) ), ( a−F Yˆg 1+bp(1+β) α−F Xˆg )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F2(g)
( 0 1p 0 )dcurly
α(g)(σ)
= ( p(1+b) a−F Yˆg
p(α−F Xˆg) p(1+β) ).
Hence α∶P1 → P2 is a morphism of displays.

Theorem 5.0.9. The morphism of displays
α∶P1 → P2
is universal with respect to the deformation of D(f)∶PB → PA.
Proof. By Theorems (3.2.2) and (2.2.2), Chapter (2), we know that a universal object
αun∶Pun1 → Pun2
exists over R = ÔMp,t. By universality there exists a unique morphism φ∶Spec(R)→ Spec(R)
such that
φ∗(Pun1 αunÐÐ→ Pun2 ) ≃ P1 αÐ→ P2.
The argument for showing that φ is an isomorphism is identical to the proof of Theorem
(2.3.2), Chapter (3). Here is a sketch in the current case. By the theory of local models
there exist morphisms
ψ1∶Spec(R)→ Spec(R), ψ2∶Spec(R)→ Spec(R)
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such that
ψ1 ∗ (W un1 ⊂ ⊕gi=1Rαi +Rβi h=⊕gi=1hiÐÐÐÐ→W un2 ⊂ ⊕gi=1Rai +Rbi) ≃ (HPun1 ⊂DPun1 αunÐÐ→HPun2 ⊂DPun2 ),
ψ2 ∗ (W un1 ⊂ ⊕gi=1Rαi +Rβi h=⊕gi=1hiÐÐÐÐ→W un2 ⊂ ⊕gi=1Rai +Rbi) ≃ (HP1 ⊂DP1 αÐ→HP2 ⊂DP2).
The first isomorphism is horizontal modulo m2R. By Theorem (3.4.3), Chapter (2), we obtain
the following picture
P̂B ⊗W (k)W(R/m2R) ≃ // P̂1 ⊗W(R)W(R/m2R) α⊗W(R/m2R)∃! // P̂2 ⊗W(R)W(R/m2R) ≃ // P̂A ⊗W (k)W(R/m2R)
PB id // PB D(f) // PA id // PA.
Note that the Hodge filtrations (HP1 ,HP2) are identified in this diagram with the universal
object (W un1 ,W un2 ) for the deformation of the Grassmann variety Np. Hence the induced
isomorphism
ψ2 ∗ (W un1 ⊂ ⊕gi=1Rαi +Rβi h=⊕gi=1hiÐÐÐÐ→W un2 ⊂ ⊕gi=1Rai +Rbi) ≃ (HP1 ⊂DP1 αÐ→HP2 ⊂DP2).
is horizontal modulo m2R.
Hence both ψ1 and ψ2 are isomorphisms on tangent spaces. By the factorization
ψ1 ○ φ = ψ2
we get that also φ is an isomorphism on tangent spaces. By a commutative algebra argument
we get that φ is an isomorphism (see the proof of Theorem (2.3.2), Chapter (3), for details).

60 4. INERT SPACES
6. Strata in the inert case
6.1. Recalling some notation introduced in the first part. The following defini-
tions are due to Goren and Kassaei ([GK12]). Given an admissible pair (ϕ, η) as in (3), we
are going to study those subsets of Mp whose geometric points have invariants (ϕ, η). The
disjoint union of these sets is equal to the space Mp itself.
Definition 6.1.1. Let ϕ, η ∈ B. Denote by Uϕ the subset of Mp with geometric points
t = (A fÐ→ B) ∈Mp(k) such that ϕ(x) = ϕ and denote by Vη the subset whose geometric points
t = (A fÐ→ B) ∈Mp(k) are such that η(x) = η.
Denote by U+ϕ the subset whose closed points x ∈Mp(k) are such that ϕ ⊆ ϕ(x), and by
V +η the subset whose closed points x ∈Mp(k) are such that η ⊆ η(x).
The following relations hold
U+ϕ = ⋂
β∈ϕU+{β}, V +η = ⋂β∈ηV +{β},(6.1)
Uϕ = U+ϕ − ⋃
ϕ⊊ϕ′U+ϕ′ , Vη = V +η − ⋃η⊊η′ V +η′ .(6.2)
Lemma 6.1.2. Given ϕ, η ∈ B, the sets U+ϕ and V +η are closed and the sets Uϕ and Vη are
locally closed.
Proof. Given that for β ∈ B, the sets U+{β} and V +{β} are both the degeneracy loci of
morphisms of line bundles, namely of
Lie(f)σ○β ∶Lie(Aun)σ○β → Lie(Bun)σ○β, Lie(f t)β ∶Lie(Bun)β → Lie(Aun)β
respectively, it follows that both U+β and V +β are closed. By (6.1), for ϕ, η ∈ B the sets U+ϕ
and V +η are closed and by (6.2) the sets Uϕ and Vη are locally closed. 
Definition 6.1.3. Let (ϕ, η) be an admissible pairs. Denote by W(ϕ,η) the subset of Mp
whose geometric points have invariants (ϕ, η) and by Z(ϕ,η) subset of Mp whose geometric
points x = (A fÐ→ B) ∈Mp(k) are such that ϕ ⊆ ϕ(x) and η ⊆ η(x).
Note that
W(ϕ,η) = Uϕ ∩ Vη, Z(ϕ,η) = U+ϕ ∩ V +η
and that
Z(ϕ,η) = ⋃(ϕ′,η′)≥(ϕ,η)W(ϕ′,η′).
We see therefore that the Z(ϕ,η)’s are closed and that the W(ϕ,η) are locally closed.
Remark the points x = (A FrAÐÐ→ B) where A is superspecial have invariants (ϕ(x), η(x)) =(B,B), that is, such points belong to any set Z(ϕ,η). It follows that for any admissible pair(ϕ, η) the set Z(ϕ,η) is not empty. This implies that also every set W(ϕ,η) is non-empty, since
(6.3) Z(ϕ,η) −W(ϕ,η) = ⋃(ϕ,η)⊂(ϕ′,η′)Z(ϕ′,η′).
Theorem 6.1.4 (Strata of Mp). Let (ϕ, η) be an admissible pair and let I = `(ϕ) ∩ η.
(1) The closed subset Z(ϕ,η) is non-empty, non-singular and of dimension
dim(Z(ϕ,η)) = 2g − (∣ϕ∣ + ∣η∣).
(2) The closure of W(ϕ,η) is Z(ϕ,η) and the W(ϕ,η)’s are a stratification of the space Mp.
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7. Proof of Theorem (6.1.4)
Already for the moduli spaceM Goren and Oort used displays as a tool for giving a local
description of the strata (see [GO00, Theorem 2.3.4]). We show here that this can be done
also in the case with Γ0(p)-level.We are going to describe a given stratum around a given
geometric point x = (A fÐ→ B) ∈Mp. We recover the results obtained by Goren and Kassaei
[GK12] with this new method.
By (6.1), it is enough to understand the local geometry of U+{β} and V +{β} for a given β ∈ B.
Proposition 7.0.1. Let x = (A fÐ→ B) ∈ Mp(k) be a geometric point with parameters
ϕ(x) = ϕ and η(x) = η and let β ∈ B.
(1) Assume x ∈ U+{β}; then locally around x, U+{β} is equal to Spf(ÔMp,x) if β ∉ r(I),
while U+{β} is given by the vanishing of the variable Xσ−1○β if β ∈ r(I).
(2) Assume x ∈ V +{β}; then locally around x, V +{β} is equal to Spf(ÔMp,x) if β ∉ I, while
V +{β} is given by the vanishing of the variable Yβ if β ∈ I.
Proof. Recall that by Lemma (4.2.1) the condition β ∈ ϕ is equivalent to the condition
(7.1) Ker(D(FrB(σ−1 ○ β))) = Ker(D(f)(σ−1 ○ β)),
while the condition β ∈ η is equivalent to the condition
(7.2) Ker(D(FrA(β))) = Ker(D(f t)(β)).
(1) Note that by hypothesis β ∈ ϕ. Recall that i ∈ r(I) if and only if σ−1 ○ β ∈ I, that is
σ−1 ○ β ∈ η. By Lemma (??) when σ−1 ○ β ∈ I, the matrix of Frobenius F1 of P1 is
F1(σ−1 ○ β) = (−F Xˆσ−1○β 1
p F Yˆσ−1○β) ,
while when σ−1 ○ β ∈ `(ϕ) − I, F1 is
F1(σ−1 ○ β) = ( p 0−pF Yˆσ−1○β 1) .
Now, let us impose condition (7.1). Note that Ker(D(f)(σ−1 ○ β)) = ( 10 ). When β ∈ r(I),
we have that Ker(F 1(σ−1 ○ β)) = ( 10 ) if and only if Xσ−1○β = 0, while if β ∉ r(I) we have that
Ker(F 1(σ−1 ○ β)) = ( 10 ) without any additional condition.
(2) Since x ∈ V +{β}, we have that β ∈ η. When β ∈ I, the matrix of Frobenius of P2 is such
that
F2(β) = (−F Yˆβ 1
p F Xˆβ
) ,
while if β ∈ η − I, F2 is such that ( p 0−pF Xˆβ 1) .
Note that Ker(D(f t)(β)) = ( 10 ). When i ∈ I, condition (7.2) is satisfied when Ker(F 2(β)) =( 10 ), that is, when Yβ = 0, while when i ∉ I, condition (7.2) is automatically satisfied. Note
that this holds also when β = g, since we are dealing with the reduction modulo p. 
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Corollary 7.0.2. Let x = (A fÐ→ B) ∈Mp(k) with parameters (ϕ, η). Locally around x,
U+ϕ is isomorphic to the closed subscheme defined by the ideal⟨{Xβ}∣β ∈ I⟩,
while V +η is isomorphic to the closed subscheme defined by the ideal⟨{Yβ}∣β ∈ I⟩.
The closed set Z(ϕ,η) is locally isomorphic to the closed subscheme described to the ideal⟨{Xβ},{Yβ}, β ∈ I⟩.
Proof of Theorem (6.1.4), point (1). Recall that the local model (Section (??)) for
x = (A fÐ→ B) ∈Mp(k) with parameters (ϕ, η) givesÔMp,x = kJ{Xβ, β ∈ `(ϕ)},{Yβ, β ∈ η}J/({XβYβ, β ∈ I}),
and by Corollary (7.0.2)
ÔZ(ϕ,η),x ≃ ÔMp,x/⟨{Xβ},{Yβ}, β ∈ I⟩ ≃ kJ{Xβ, β ∈ `(ϕ) − I},{Yβ, β ∈ η − I}J.
From this we obtain that dim(Z(ϕ,η)) = 2g − (∣ϕ∣ + ∣η∣) and that the Z(ϕ,η)’s are pure-
dimensional and non-singular. 
Proof of Theorem (6.1.4), point (2). We have already observed that W(ϕ,η) is non-
empty for any admissible pair (ϕ, η). Since Z(ϕ,η) contains W(ϕ,η) and since Z(ϕ,η) is closed,
it contains also the closure W(ϕ,η). By Corollary (7.0.2) we see that also W(ϕ,η) is pure of




1. Hilbert modular varieties in the totally ramified case
Let k = k be a field of characteristic p > 0 and let L be a totally real number field of
degree g. Assume moreover that the prime p is totally ramified, that is
pOL = pg,
where p is a prime ideal in the ring of integers OL of L. We have thatOL ⊗W (k) ≃W (k)[T ]/(E(T )),
where E(T ) is an Eisenstein polynomial over W (k) of degree g, and thatOL ⊗ k ≃ k[T ]/(T g).
The moduli space M was studied extensively by Rapoport [Rap78], Deligne-Pappas
[DP94] and Andreatta-Goren [AG03, AG04]. For N ≥ 4 it is a scheme of dimension g. Most
of the results by Deligne-Pappas and Andreatta-Goren hold on the definition of suitable
invariants attached to the geometric k-points of the moduli space M.
We define the singularity index of a given a geometric point A ∈ M(k) as the integer
j = j(A) such that A[T j] ⊆ Ker(Fr) but A[T j+1] /⊈ Ker(Fr). Note that A[T j] is a subgroup
scheme of A[p] of rank p2j, and hence from the condition A[T j] ⊆ Ker(Fr) we obtain that
0 ≤ 2j ≤ g.
The second fundamental invariant is the slope of a k-point A ∈Mp, that is, the integer
n = n(A) = a(A) − j(A) where a(A) denotes the a-number of A.
Lemma 1.0.1. If A[T j] ⊆ Ker(Fr), then A[T j] ⊆ Ker(Fr) ∩Ker(Ver).
Proof. I believe that it is enough to point out that A[T ] and hence all the subgroups
A[T j] are self-dual, that is, if they are killed by Frobenius, then they are also killed by the
Verschiebung. However, we may also give a more down to earth proof, involving the perfectOL-pairing.
Suppose that x ∈ A[T j] ⊆ Ker(Fr). In order to show that x ∈ Ker(Ver), since the Weil
pairing induced by the polarization is perfect, it is enough to show that ⟨u,V x⟩ = 0 for every
u. But remark that ⟨u,V x⟩σ = ⟨Fu,x⟩ = ⟨Fu,T g−jx′⟩ for some x′. The last equality is true
since x ∈ A[T j]. since there is an exact sequence
0→ A[T g−j]→ A[p] ×T g−jÐÐÐ→ A[T j]→ 0.
Moreover the pairing is self-adjoint, that is it commutes with theOL-action, hence ⟨Fu,T g−jx′⟩ =⟨FT g−ju,x′⟩ = 0, hence the conclusion. 
The lemma tells us in particular that if A[T j] ⊆ Ker(Fr) then A[T j] ⊆ αp(A) = Ker(Fr)∩
Ker(Ver). Since αp(A) has rank pa(A) by definition, and A[T j] has rank p2j, we conclude
that a ≥ 2j. Hence the slope tells us more or less how much ”bigger” is αp(A) with respect
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to A[T j]; in particular n ≥ j.
Example: The Hilbert modular surface.
Let g = 2. We may classify the points of the moduli space M according to their p-torsion of
the underlying abelian varieties. In general, given A ∈M(k), the p-group scheme A[p] has
rank p4 and we have the following possibilities:● A is ordinary: it has a-number 0 and hence it has singularity index 0. One could
also point out that by self-duality A[T ] ≃ Z/pZ⊕µp and hence A[T ] /⊆ Ker(Fr) = µ2p.● A is supersingular, not superspecial: it has a-number 2 and A[T ] is isogenous to M2
where M denotes the p-torsion of a supersingular elliptic curve. We have therefore
that A[T ] /⊆ Ker(Fr) and hence the singularity index of A is 0.● A is supersingular, superspecial: it has a-number 2 and A[T ] ≃ α2p. It follows that
A[T ] = Ker(Fr) and hence the singularity index of A is 1.
2. The space with Γ0(p)-level structure
Denote by Mp = M(k,OL, µN ,Γ0(p)) the Hilbert modular variety over k of dimen-
sion g and Γ0(p)-level structure, that is, the fine moduli space parametrizing quadruples(A/S, ι, λ, µN) as above, together with the choice of a finite flat OL-subgroup scheme H of
A[p] of rank pg, isotropic with respect to the λ-Weil pairing.
Considering the moduli space M defined above gives rise to several moduli spaces
parametrizing isogenies in the ramified case. Together withMp, we may consider the Hilbert
modular varietyMp =M(k,OL, µN ,Γ0(p)) over k with Γ0(p)-level structure. It parametrizes
pairs (A,H), where H is an OL-invariant flat sub-group scheme of A[T ] of rank p, isotropic
with respect to the Weil pairing.
Lemma 2.0.1 (Equivalency of moduli spaces). The moduli space Mp can be seen equiv-
alently as the moduli space of points of type (A fÐ→ B), where f is an OL-isogeny killed by p
and of degree p, such that f∗M(B) = p ⋅M(A). We denote by f t∶B → A the unique isogeny
such that f t ○ f = [p]A and f ○ f t = [p]B.
Proof. We want to define a quadruple B = (B, ιB, λB, (µN)B). Take hence B = A/H:
the real multiplication ιA and level structure (µN)A on A induce a real multiplication ιB and(µN)B on the quotient. Finally, we wish to define a polarization λB on B. Define the map
f∗∶M(B) → M(A)
δ ↦ f∨ ○ δ ○ f.
We want to describe a polarization on B. Put
λB ∶M(B) ≃Ð→ I
δ ↦ 1pλA ○ f∗(δ)
We need to show that this makes sense, namely that, as in the statement,
f∗(M(B)) = pM(A).
Consider the isogeny A
fÐ→ A/H and the unique isogeny A/H f tÐ→ A such that
f ○ f t = [p]A/H , f t ○ f = [p]A.
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We have the following exact sequences
(2.1) 0 // H // A
f // A/H // 0
(2.2) 0 // A[T ]/H // A/H f t // A // 0
By dualizing (2.2) we obtain
0 (A[T ]/H)∨oo A∨(f t)∨oo (A/H)∨oo 0oo .
By definition H ⊆ A[T ] is isotropic with respect to the Weil pairing that is, with respect to
the γ-Weil pairing A[p]×A∨[p]→ µp for any γ ∈M(A). Fix such a γ ∈M(A). From isotropy
it follows in particular that γ(H) ⊆ (A[T ]/H)∨ and we obtain hence a commutative diagram










0 // (A[T ]/H)∨ // A∨ (f t)∨// (A/H)∨ // 0
inducing the map iγ∶A/H → (A/H)∨ satisfying the relation(f t)∨ ○ γ = iγ ○ f.
This defines an OL-linear morphism
i∶M(A)→M(B);












f∗(iγ) ∶= f∨ ○ iγ ○ f = f∨ ○ (f t)∨ ○ γ = (f t ○ f)∨ ○ γ = pγ.
This proves in particular that
pM(A) ⊆ f∗M(B).
We want now to prove the opposite inclusion. Consider once again the exact sequence (2.2)
0 // A[T ]/H // A/H f t // A // 0.
Note that A[T ]/H is isotropic with respect to the Weil pairing A[p] × A∨[p] → µp. It is
enough to show that it is isotropic with respect to the iγ-Weil paring, where γ ∈ M(A),
which is equivalent to the equality iγ(A[T ]/H) =H∨. We have
iγ(A[T ]/H) = iγ ○ f(A[T ]) = (f t)∨ ○ γ(A[T ]) = (f t)∨(A∨[T ]) = A∨/(A[T ]/H)∨ =H∨,
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which proves the isotropy of A[T ]/H. This means in particular that for any δ ∈ M(B),
we have δ(A[T ]/H) = H∨. By dualizing the exact sequence (2.1) we obtain therefore a
commutative diagram
0 // A[T ]/H //








0 // H∨ // (A/H)∨ f∨ // A∨ // 0
which defines an OL-linear map
j∶M(B)→M(A)
satisfying the relations
f∨ ○ δ = jδ ○ f t
for any given δ ∈ M(B). Showing that f∗(M(B)) ⊆ pM(A) is equivalent to showing that
for δ ∈M(B) we have
(2.4) f∗δ = pjδ.
We claim that j satisfies the relation (f t)∗ ○ jδ = pδ,
where (f t)∗ ○ jδ ∶= (f t)∨ ○ jδ ○ f t for any δ ∈M(B). Indeed(f t)∗ ○ jδ = (f t)∨ ○ jδ ○ f t = (f t)∨ ○ f∨ ○ δ = (f ○ f t)∨ ○ δ = pδ.
In order to show the equality in (2.4), it is enough to show that (f t)∗pjδ = (f t)∗f∗δ. We
have that on the one hand (f t)∗pjδ = p(f t)∗kδ = p2δ,
while
p∗δ = p2δ,
which concludes the proof of the equality
f∗M(B) =M(A).
Note finally that the quadruple B = (B = A/H, ιB, λB, (µN)B) satisfies the Deligne-
Pappas condition. Indeed, by [AG03, Proposition 3.1] it is enough to show that there exists
an element δ ∈M(B) of degree prime to ` for every prime ` different from p. Since A satisfies
the Deligne-Pappas condition, there exists γ ∈ M(A) of degree prime to ` for every ` ≠ p.
Since deg(γ) = deg(iγ), take δ = iγ.

From the proof of Lemma (2.0.1) we see that given a point (A,H) = (A fÐ→ B), there are
several related points:









(B = A/H,A[T ]/H) = (B f tÐ→ A)
(A∨, (A[T ]/H)∨) = (A∨ (f t)∨ÐÐÐ→ B∨) ω // (B∨,H∨) = (B f∨Ð→ A∨)
Both ω and inv are involutions on the space Mp and ω goes under the name of Atkin-Lehner
involution.
3. THE LOCAL MODEL IN THE TOTALLY RAMIFIED CASE 67
Moreover, the moduli spaces M and Mp are related by means of a forgetful functor
pi∶Mp Ð→ M(A,H) z→ A
Example: The fibers of pi on the modular surface.
Let A ∈M(k) be a geometric point. We may understand the fiber pi−1(A) by looking at the
p-torsion A[p].● A is ordinary: A[T ] ≃ Z/pZ⊕µp and we have therefore two choices for H ⊆ A[T ] of
rank p:
H = µp
H = Z/pZ.● A has e´tale part of order p: A[T ] ≃ E[p] hence we have one choice for H:
H = αp.● A supersingular, not superspecial. Then there is only one subgroup H ⊆ A[T ] of
order p and it is isomorphic to αp.● A supersingular, superspecial: A[T ] ≃ α2p and hence H is parametrized by P1; this
is explained in [AG03, Prop. 8.7].
We can look at the forgetful functor in terms of the interpretation of the points of Mp
as p-isogenies of degree p. We will use the following notation:Mp pi1ÐÐ→ M Mp pi2ÐÐ→ M(A fÐ→ B) z→ A (A fÐ→ B) z→ B
3. The local model in the totally ramified case
The results obtained in this section were obtained by Pappas, see in particular [Pap95,
Lemma 4.3.1, Lemma 4.3.2].
3.1. From geometry to linear algebra. Given a geometric point t = (A fÐ→ B) ∈Mp(k), we may consider the first de Rham cohomology groups H1dR(A/k) and H1dR(B/k) of
the associated abelian varieties A and B. Recall that by (2.1), Chapter (2), they are related
to the p-torsion subgroups by means of Dieudonne´ theory
H1dR(A/k) ≃ D(A[p]), H1dR(B/k) ≃ D(B[p]),
and they are k-vector spaces of dimension 2g. Recall moreover that for a RM-abelian scheme
A over k, the first de Rham cohomology group is a free OL⊗Zk-module of rank 2 (see Lemma
(3.4.6), Chapter (2), for details. We may as well consider the Hodge filtrations
H0(A,Ω1A/k) ⊆H1dR(A/k), H0(B,Ω1B/k) ⊆H1dR(B/k);
as k-vector spaces they have dimension g. Note that p being ramified, Rapoport’s condition
(R) is not equivalent to Deligne-Pappas’ condition (DP). The global differentials H0(A,Ω1
A/k)
and H0(B,Ω1
B/k) are in general not free over OL ⊗ k.
By functoriality the isogenies f ∶A→ B and f t∶B → A induce morphisms
D(f)∶H1dR(B/k)→H1dR(A/k), D(f t)∶H1dR(A/k)→H1dR(B/k)
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such that
D(f) ○D(f t) = [T ]H1
dR
(A/k), D(f t) ○D(f) = [T ]H1
dR
(B/k),
and that preserve the Hodge filtrations, that is
D(f)(H0(B,Ω1B/k)) ⊆H0(A,Ω1A/k), D(f t)(H0(A,Ω1A/k)) ⊆H0(B,Ω1B/k).
Lemma 3.1.1. There exist OL⊗k-bases {e1, e2} and {e′1, e′2} for H1dR(B/k) and H1dR(A/k)
respectively, such that the morphisms D(f)∶H1dR(B/k) → H1dR(A/k) and D(f)∶H1dR(A/k) →
H1dR(B/k) are represented by the matrices
D(f) = (1 0
0 T
) , D(f t) = (T 0
0 1
) .
Proof. We shall use extensively the identifications
D(A[p]) ≃H1dR(A/k), D(B[p]) ≃H1dR(B/k).
Consider the inclusion A[T ] ⊆ A[p] (resp. B[T ] ⊆ B[p]). After applying the contravariant
Dieudonne´ functor there are surjections
D(A[p])↠ D(A[T ]), D(B[p])↠ D(B[T ]),
the surjectivity coming from the identifications
D(A[T ]) ≃ D(A[p])/TD(A[p]), D(B[T ]) ≃ D(B[p])/TD(B[p]).
Note that D(B[T ]) and D(A[T ]) are k-vector spaces of dimension 2. Moreover, the mor-
phisms D(f) and D(f t) respect D(A[T ]) and D(B[T ]), that is
D(f)(D(B[T ]) ⊆ D(A[T ]), D(f t)(D(A[T ])) ⊆ D(B[T ]).





D(B[T ]) D(f) // D(A[T ])
We want to construct suitable k-bases for D(B[T ]) and D(A[T ]). From the condition
(3.1) D(f t) ○D(f) = [T ]D(B[p])
we obtain that the morphism D(f t) ○ D(f)∶D(B[T ]) → D(A[T ]) is always represented by
the zero matrix
D(f t) ○D(f) = (0 0
0 0
) .
Hence Ker(D(f)) has k-dimension 1 in D(B[T ]) and Im(D(f)) has k-dimension 1 in D(A[T ])
(and similarly for D(f t)). Choose hence bases {e1, e2} and {e′1, e′2} for D(B[T ]) and D(A[T ])
respectively such that
(3.2) e′1 = D(f)(e1), e2 = D(f t)(e′2).
In these two bases D(f) and D(f t) are represented by
D(f) = (1 0
0 0
) , D(f t) = (0 0
0 1
) .
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Recall that D(B[p]) and D(A[p]) are free of rank two over k[T ]/(T g), which is a local
algebra with residue field k. Lift now e1 to e˜1 ∈ (OL ⊗ k)2 and e′2 to e˜′2 ∈ (OL ⊗ k)2. Define
now
e˜′1 = D(f)(e˜1), e˜2 = D(f t)(e˜′2).
Note that {e˜1, e˜2} and {e˜′1, e˜′2} reduce to {e1, e2} and {e′1, e′2} modulo T and hence by
Nakayama’s Lemma they are OL⊗ k-bases for D(B[p]) and D(A[p]) respectively. By abuse
of notation we will denote by {e1, e2} and {e′1, e′2} the OL ⊗ k-bases as well. From condition
(3.1) we obtain in particular that
D(f t) ○D(f)(e1) = Te1, D(f) ○D(f t)(e′2) = Te′2.
Combining this with (3.2) we obtain that
D(f t)(e′1) = Te1, D(f)(e2) = Te′2,
which concludes the proof. 
Corollary 3.1.2. In the bases obtained in Lemma (3.1.1), the Hodge filtrations H0(B,Ω1
B/k) ⊆
H1dR(B/k) and H0(A,Ω1A/k) ⊆H1dR(A/k) are represented by direct sums
H0(B,Ω1B/k) = T ae1 ⊕ T be2, H0(A,Ω1A/k) = T a′e′1 ⊕ T b′e′2,
with a + b = g = a′ + b′ = g. Moreover, the integers a, b, a′, b′ satisfy the following relations
Case 1: a = a′ and b = b′,
Case 2: a = a′ + 1 and b = b′ − 1.
Proof. The Hodge filtration, as a k-vector space, has dimension pg, we conclude hence
by the elementary divisors theorem.
Recall moreover that the maps D(f) and D(f t) respect the Hodge filtrations, that is
D(f)(H0(B,Ω1B/k)) ⊆H0(A,Ω1A/k), D(f t)(H0(A,Ω1A/k)) ⊆H0(B,Ω1B/k),
hence in the bases obtained in Lemma (3.1.1)
D(f)(T ae1 ⊕ T be2) ⊆ T a′e′1 ⊕ T b′e′2, D(f t)(T a′e′1 ⊕ T b′e′2) ⊆ T ae1 ⊕ T be2.
In particular, since
D(f) = (1 0
0 T




D(f)(T ae1) = T ae′1 ⊆ T a′e′1 ⊕ T b′e′2 ⇒ a ≥ a′,
D(f)(T be2) = T b+1e′2 ⊆ T a′e′1 ⊕ T b′e′2 ⇒ b + 1 ≥ b′,
D(f t)(T a′e′1) = T a′+1e1 ⊆ T ae1 ⊕ T be2 ⇒ a′ + 1 ≥ a,
D(f t)(T b′e′2) = T b′e2 ⊆ T ae1 ⊕ T be2 ⇒ b′ ≥ b.
That is, we have a′ ≤ a ≤ a′ + 1 and b ≤ b′ ≤ b+ 1. Given the conditions a+ b = g and a′ + b′ = g
we get the possibilities
(1) a = a′ and b = b′,
(2) a = a′ + 1 and b = b′ − 1,
which concludes the proof. 
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Remark 7. With the aim of relating the relations obtained in Corollary (3.1.2) to the
geometry of the moduli space Mp, let us add a few comments. Let j = min (a, b) and j′ =
min (a′, b′). We will moreover denote i = g − j and i′ = g − j′. We wish to have bases such
that the Hodge filtrations are represented by
H0(A,Ω1A/k) = T i′e′1 ⊕ T j′e′2, H0(B,Ω1B/k) = T ie1 ⊕ T je2,
given that Andreatta-Goren use this convention in [AG03, AG04] when describing the related
moduli space M. We have the following four cases
Case 1: j = b = j′ = b′. Then without any effort we obtain the desired bases with D(f)
represented by
D(f) = (1 0
0 T
) .
Case 2: j = a = j′ = a′. We obtain the desired bases by inverting the order of the bases
obtained in Lemma (3.1.1). The map D(f) is represented by
D(f) = (T 0
0 1
) .
Case 3: j = a and a′ = a − 1 = j′. We invert e1 with e2 and e′1 with w′2. The map D(f) is
represented by
D(f) = (T 0
0 1
) .
Case 4: j′ = b′ and j = b = b′ − 1. We have to change nothing and
D(f) = (1 0
0 T
) .
Such a translation of the data attached to geometric points in terms of linear algebra
allows us to give a description of the local geometry of Mp by means of the theory of local
models.
Define the Grassmann variety Np of pairs of OL⊗k-subspaces (F,F ′) of (k[T ]/(T g))2 of
k-dimension g, which are isotropic (i.e. equal to their own orthogonal) with respect to the
standard k[T ]/(T g)-linear alternating form and such that, given the map
u ∶ (k[T ]/(T g))2 Ð→ (k[T ]/(T g))2(x, y) z→ (x,Ty)
we have that u(F ) ⊂ F ′ and ut(F ′) ⊂ F .
As in Lemma (3.1.1), by choosing suitable k[T ]/(T g)-bases {e1, e2} and {e′1, e′2} for
H1dR(B/k) and H1dR(A/k), we may associate an element (F,F ′) ∈ Np to a k-point t = (A fÐ→
B) ∈ Mp. Take namely (F,F ′) = (H0(B,Ω1B/k),H0(A,Ω1A/k)) and u = D(f), ut = D(f t).
Moreover, by Corollary (3.1.2) F ⊆ (k[T ]/(T g))2 and F ′ ⊆ (k[T ]/(T g))2 are represented by
F = T ae1 ⊕ T be2, F ′ = T a′e′1 ⊕ T b′e′2,
with a + b = g and a′ + b′ = g.
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The reasoning above leads to the construction of a functor
(3.3)
U ⊂Mp Ð→ Np(A fÐ→ B) z→ (F,F ′)
where U denotes an open Zariski neighbourhood Mp containing t = (A fÐ→ B). By crystalline
theory we may relate the local geometry of Mp and Np (see [DP94] and [dJ93]) for detail.
Proposition 3.1.3. The morphism defined in (3.1.3) is e´tale, that is, there is an iso-
morphism of completed local rings ÔNp,(F,F ′) ≃ ÔMp,t.
In order to understand the completed local ring of the moduli space Mp at a geometric
k-point it is therefore enough to compute the completed local ring at the corresponding point
of the Grassmannian Np.
Note 3. As pointed out in Remark (7), given a geometric k-point (A fÐ→ B) ∈Mp we wish
to represented the k[T ]/(T g)-submodules H0(B,Ω1
B/k) and H0(A,Ω1A/k) with k[T ]/(T g)-
bases {e1, e2} and {e′1e′2} such that
H0(B,Ω1B/k) = T ie1 ⊕ T je2, H0(A,Ω1A/k) = T i′e′1 ⊕ T j′e′2,
with j ≤ i and j′ ≤ i′. This corresponds to the RM-abelian schemes A and B having singularity
indices j′ and j respectively. From now on we shall analyse the two cases:
(1) j(A) = j(B), taking implicitly into account Case 1 (as in Remark (7)). Given the
associated point (F,F ′) ∈ Np, the subspace F is generated by (f, ut(f ′)) and F ′ is
generated by (u(f), f ′) with f = T ie1 and f ′ = T j′e′2. Moreover
u = (1 0
0 T
) , ut = (T 0
0 1
) .
By applying Atkin-Lehner to Case 1 we obtain Case 2, hence slightly different from
the computational point of view, but identical in essence;
(2) j(A) = j(B)−1, taking into account Case 3. Given the associated point (F,F ′) ∈ Np,
the subspace F is generated by (f, ut(f ′)) and F ′ is generated by (u(f), f ′) with
f = T ie1 and f ′ = T j′e′2. Moreover
u = (T 0
0 1
) , ut = (1 0
0 T
) .
Case 4 is the Atkin-Lehner image of Case 3.
From these considerations one sees moreover that the singularity indices of A and B are
related. A full description of the relation between the singularity indices of A and B can by
found in [AG04, Table 8.1].
4. The completed local ring at a geometric point
By Proposition (3.1.3), in order to compute the completed local ring ÔMp,t at a geometric
k-point t = (A fÐ→ B) it is enough to compute the completed local ring of the Grassmann
variety ÔNp,(F,F ′) at the associated point (F,F ′). We are going to divide the computation
into the cases
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(1) j(A) = j(B),
(2) j(A) = j(B) − 1.
4.1. The local model at t = (A → B) when j(A) = j(B). Put j = j(B) = j(A) and
denote by (F,F ′) the point in Np associated through the morphism defined in (3.3). In the
bases {e1, e2} and {e′1, e′2} constructed in Note (3), F and F ′ are generated by (f, ut(f ′)) =(T ie1, T je2) and (u(f), ut(f ′)) = (T ie′1, T je′2), where i = g − j, and the maps u and ut are
represented by
u = (1 0
0 T
) , ut = (T 0
0 1
) .
Consider the OL-deformations of (F,F ′) ∈ Np
f˜ = T ie1 + ae1 + be2, f˜ ′ = T je′2 + ce′1 + de′2,
ut(f˜ ′) = T je2 + cTe1 + de2, u(f˜) = T ie′1 + ae′1 + bTe′2,
a = i−1∑
s=0asT s, b = j−1∑s=0 bsT s, c = i−1∑s=0 csT s, d = j−1∑s=0 dsT s.
By isotropy of F and F ′
u(f) ∧ f ′ = 0 = f ∧ ut(f ′),
we obtain the condition
aT j + dT i + ad − bcT = 0.
We obtain therefore that the completed local ring at t = (A→ B) isÔMp,t ≃ ÔNp,(F,F ′) = k[T ]/(T g)Ja0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci−1, d0, . . . , dj−1K/(aT j + dT i + ad − bcT ).
Example: Hilbert modular surface, g = 2.● Ordinary points: t = (A→ B) with
j(A) = j(B) = 0.
Both F and F ′ in the associated pair in Np are free and we have
a = a0 + a1T, b = 0, c = c0 + c1T, d = 0,
and from the condition
aT 0 + dT 2 + ad − bcT = a = 0
we obtain that a0 = 0 and a1 = 0. Therefore the completed local ring at t is isomor-
phic to
kJc0, c1K.● Superspecial points: t = (A→ B) such that
j(A) = 1 = j(B).
It follows that in the notation above
a = a0, b = b0, c = c0, d = d0,
and hence the condition
aT + dT + ad − bcT = 0
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we get relations a0d0 = 0 and d0 + a0 − b0c0 and hence we have that the completed
local ring is isomorphic to
kJa0, b0, c0K/(a0b0c0 − a20).
Example: Case when g = 3.● Ordinary points: t = (A→ B) with
j(A) = 0 = j(B).
The completed local ring at t is isomorphic to
kJc0, c1, c2K.
In fact, it is easy to see that for any dimension g, the completed local ring at an
ordinary point is isomorphic to
kJc0, c1, . . . , cg−1K.● Points t = (A→ B) such that
j(A) = 1 = j(B).
We have that
a = a0 + a1T, b = b0, c = c0 + c1T, d = d0.
The condition
aT + dT 2 + ad − bcT
gives the relations −a1+b0c1 = d0, a0d0 = 0 and a0 = b0c0−a1d0. We conclude therefore
that the completed local ring at t is isomorphic to
kJa1, b0, c0, c1K/((b0c1 − a1)(b0c0 − a1b0c1 − a21)).
4.2. The local model at t = (A→ B) when j(A) = j(B)−1. Denote by j = j(B) and
j′ = j(A) = j − 1. We will use the notation i = g − j and i′ = g − j′. By Note (3) there exist
bases {e1, e2} and {e′1, e′2} such that (f, ut(f ′)) = (T ie1, T je2) and (u(f ′), f ′) = (T i′e′1, T j′e′2)
generate F and F ′ respectively and in such bases
u = (T 0
0 1
) , tu = (1 0
0 T
) .
The OL-deformations of (F,F ′) in Np are
f˜ = T ie1 + ae1 + be2, f˜ ′ = T j′e′2 + ce′1 + de′2,
ut(f˜ ′) = T je2 + ce1 + dTe2, u(f˜) = T i′e′1 + aTe′1 + be′2,
with
a = i−1∑
s=0asT s, b = j−1∑s=0 bsT s, c = i
′−1∑
s=0 csT s, d = j
′−1∑
s=0 dsT s.
From the isotropy condition of F and F ′ we obtain that the completed local ring of Mp at
t is isomorphic toÔMp,t ≃ ÔNp,(F,F ′) = k[T ]/(T g)Ja0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci′−1, d0, . . . , dj′−1K/(dT i′ + aT j + adT − bc).
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Example: Hilbert modular surface, g = 2. Consider t = (A → B) such that j(B) = 1
and j(A) = 0. In this case
a = a0, b = b0, c = c0 + c1T, d0,
and hence the condition
aT − bc = 0
gives the relations a0 = b0c1 and b0c0 = 0. The completed local ring at t is therefore isomorphic
to
kJa0, b0, c0, c1K/(a0 − b0c1, b0c0).
This tells us that locally around t there are two irreducible components.
Example: Case of dimension g = 3. Consider t = (A → B) with j′ = j(A) = 0 and
j = j(B) = 1. We have
a = a0 + a1T, b = b0, c = c0 + c1T + c2T, d0 = 0.
The condition
aT − bc = 0
yields to relations b0c0 = 0, a0 = b0c1 and a1 = b0c2 and therefore we get that the completed
local ring at t is isomorphic to
kJa0, a1, b0, c0, c1, c2K/(b0c0, a0 − b0c1, a1 − b0c2).
Hence locally around t there are three irreducible components.
In order to understand the local structure of points of Case 2 and Case 4 as in Remark
(7), we have the following result.
Lemma 4.2.1. Let ω∶Mp →Mp be the Atkin-Lehner involution. Given a geometric point
x ∈Mp(k) we have that ÔMp,ω(x) = ÔMp,x.
Proof. Let (A fÐ→ B) ∈ Mp(k) be the isogeny associated to x. Its image ω(x) is
represented by (B f tÐ→ A) ∈ Mp(k). In terms of the associated points of the Grassman-
nian Np, the Atkin-Lehner automorphism ω maps (F,F ′) = (H0(B,Ω1B/k),H0(A,Ω1A/k)) to(F ′, F ) = (H0(A,Ω1
A/k),H0(B,Ω1B/k)). Hence in terms of deformations ω maps (F̃ , F̃ ′) to(F̃ ′, F̃ ), with F̃ generated by (f˜ , ut(f˜ ′)) and F̃ ′ generated by (u(f˜), f˜ ′). Since the automor-
phy conditions
u(f˜) ∧ f˜ ′ = 0 and f˜ ∧ tu(f˜ ′) = 0
are equivalent, we conclude that the completed local rings are the same. 
5. Stratifications
A stratification is a description of a moduli space as a disjoint union of locally closed
subsets. Strata are defined by taking into account invariants of the geometric points on the
space.
Deligne-Pappas [DP94] and Andreatta-Goren [AG03, AG04] described stratifications on
the Hilbert modular variety M in positive ramified characteristic by looking at invariants
arising from the p-torsion of the abelian varieties associated to the geometric points of M.
Let us recall some of the results they obtained.
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In Section (1), Chapter (2), we defined the singularity index of a geometric point A ∈M(k) as the integer j = j(A) such that A[T j] ⊆ Ker(FrA), but A[T j+1] /⊆ Ker(FrA). Equiv-
alently, it can be defined by looking at the Hodge filtration of the de Rham cohomology, as
follows: there exists a k[T ]/(T g)-basis {η1, η2} of H1dR(A/k) such that
H0(A,Ω1A/k) = T g−j(A)η1 ⊕ T jη2,
with i, j integers such that i + j = g and j ≤ i.
Denote by Sj the subset of M whose geometric points A have singularity index j(A) ≥ j.
The Sj’s are closed subsets and M =⋃
j
Sj.
Deligne and Pappas proved in particular that the Sj’s are pure of dimension g − 2j and that
for every positive j, Sj − Sj+1 is non-singular.
With the aim of relating such strata to the Newton polygon, Andreatta and Goren
[AG03, AG04] define a finer stratification by considering a second invariant of a geometric
point A ∈ M(k), the slope n(A), that is, the difference between the a-number and the
singularity index of A:
n(A) = a(A) − j(A).
As shown in Lemma (1.0.1), the singularity index and the slope of A satisfy the following
inequality
0 ≤ j(A) ≤ n(A) ≤ i(A) = g − j(A).
It will be convenient to set the following notation introduced in [AG03]
J = {(j, n)∣0 ≤ j ≤ n ≤ g − j; j, n ∈ Z}.
Given a pair (j, n) ∈ J , denote by W(j,n) the locally closed subset Sj whose geometric points
are the points A ∈M(k) such that j(A) = j and n(A) = n. Andreatta and Goren obtain
most of their results by studying carefully the two projectionsMp pi1ÐÐ→ M, Mp pi2ÐÐ→ M(A fÐ→ B) z→ A (A fÐ→ B) z→ B
The following statement provides the most meaningful properties of the W(j,n)’s. See [AG03,
Theorem 10.1] for details.
Theorem 5.0.1. The W(j,n)’s are non-empty and non-singular and dim(W(j,n)) = g−(j+
n). Moreover, every irreducible component of M contains a point of W(j,n). The W(j,n)’s
determine a stratification of the space M.
The results are obtained by studying the local model of M and by looking at the strata
close to a geometric point.
5.1. The singularity stratification ofMp. As already seen in Section (3) while study-
ing the local model of Mp, given a geometric point (A fÐ→ B) ∈ Mp we may consider the
singularity indices of both A and B and define the pair (j(A), j(B)). By Note (3), in terms
of linear algebra this corresponds to the existence of k[T ]/(T g)-bases {e1, e2} and {e′1, e′2}
for H1dR(B/k) and H1dR(A/k) respectively such that
H0(B,Ω1B/k) = T g−j(B)e1 ⊕ T j(B), H0(A,Ω1A/k) = T g−j(A)e′1 ⊕ T j(A)e′2.
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Recall that there are relations between j(A) and j(B), namely j(B) ∈ {j(A), j(A)+1, j(A)−
1}.
As an analogue to the work done by Deligne and Pappas [DP94], we define the singularity
stratification in the case with Γ0(p)-level structure.
Definition 5.1.1 (Singularity stratification). Denote by S(j,j′) the subsets of Mp whose
geometric points are the points (A fÐ→ B) in Mp(k) such that j(A) ≥ j and j(B) ≥ j′.
The relation to the singularity stratification of M is straightforward:
pi1(S(j,j′)) = Sj, pi2(S(j,j′)) = Sj′ .
Given that the strata Sj are closed, we have that the pre-images are closed. It follows
therefore that, for any pair (j′, j), the set
S(j′,j) = pi−11 (Sj′) ∩ pi−12 (Sj)
is closed.
Denote by S0(j,j′) the subset of S(j,j′) whose geometric points (A fÐ→ B) ∈ Mp(k) have
singularity indices j(A) = j′ and j(B) = j. Note that the following description holds:
S(j,j′) = ∐(j˜,j˜′)≥(j,j′)S0(j˜,j˜′).
5.2. The singularity-slope stratification. Let us now define a finer stratification
by taking into account, together with the singularity indices, the a-numbers of the asso-
ciated abelian varieties. Namely, given a geometric point A
fÐ→ B ∈ Mp(k), consider the
slopes n(A) and n(B) of A and B respectively. This leads to considering the quadruple(j(A), j(B), n(A), n(B)). A full description between the pair (j(A), n(A)) and the pair(j(B), n(B)) was provided in [AG03, Table 8.1]. From this derives naturally the definition
of a function [AG03, Definition 8.8]
Λ∶2J Ð→ 2J ,
such that given (j, n) ∈ J , we have that (j′, n′) ∈ Λ(j, n) if and only if there exists a geometric
point (A fÐ→ B) ∈Mp such that (j, n) = (j(B), n(B)) and (j′, n′) = (j(A), n(A)). It makes
therefore sense to consider quadruples (j, n, j′, n′) where (j, n) ∈ J and (j′, n′) ∈ Λ(j, n). By
abuse of notation, given 0 ≤ j ≤ [g/2] we will write j′ ∈ Λ({j}) if and only if there exists a
geometric point (A fÐ→ B) such that j(A) = j′ and j(B) = j.
Definition 5.2.1 (Singularity-slope stratification). Given a quadruple (j, n, j′, n′) where(j, n) ∈ J and (j′, n′) ∈ Λ(j, n), we define the subset W(j,n,j′,n′) of S(j,j′) whose geometric points
are the points (A fÐ→ B) ∈Mp(k) such that j(A) = j, n(A) = n, j(B) = j′ and n(B) = n′.
There is an identification
W(j,n,j′,n′) = pi−11 (W(j,n)) ∩ pi−12 (W(j′,n′)),
from which we obtain that the W(j,n,j′,n′)’s are non-empty.
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(4,4,3,5) (3,5,2,5) (2,5,1,5) (1,5,0,5)
(4,4,4,4) (4,4,3,4) (3,4,2,4) (2,4,1,4) (1,4,0,4)




In full generality, at least when g is even, we have:
(1, g − 1,0, g)
(2, g − 2,1, g − 1) (1, g − 1,0, g − 1)
. . . (2, g − 2,1, g − 2) (1, g − 2,0, g − 2)
. . . . . . . . . . . .
(g/2, g/2, g/2 − 1, g/2 + 1) . . . . . . (1, g/2 + 1,0, g/2 + 1)
(g/2, g/2, g/2, g/2) (g/2, g/2, g/2 − 1, g/2) . . . . . . (2, g/2,1, g/2) (1, g/2,0, g/2)
. . . . . . . . . . . .
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5.3. The Atkin-Lehner automorphism and relations with the moduli spaceMp.
Proposition 5.3.1. The Atkin-Lehner involution ω(A fÐ→ B) = (B f tÐ→ A) acts on the
stratifications of Mp by
ω(S(j,j′)) = S(j′,j), ω(W(j,n,j′,n′)) =W(j′,n′,j,n).
The involution inv(B f∨Ð→ A) acts on the stratifications of Mp by
inv(S(j,j′)) = S(j′,j), inv(W(j,n,j′,n′)) =W(j′,n′,j,n).
Proof. Recall the diagram constructed in (2.5):










(B = A/H,A[T ]/H) = (B f tÐ→ A)
α
(A∨, (A[T ]/H)∨) = (A∨ (f t)∨ÐÐÐ→ B∨) ω // (B∨,H∨) = (B f∨Ð→ A∨)
By [AG03, Lemma 8.5], given A ∈ W(j,n), the point associated to the dual A∨ belongs
to W(j,n). From this, it follows that α(W(j,n,j′,n′)) = W(j,n.j′,n′). On the other and, by















W(j,n,j′,n′) ω // W(j′,n′,j,n)

Corollary 5.3.2. Assume that (j, n), (j′, n′) ∈ J . The pair (j′, n′) ∈ Λ(j, n) if and only
if (j, n) ∈ Λ(j′, n′) .
Proof. The original result can be found in [AG03, Corollary 8.11]. We give here a
different proof. Let (j, n), (j′, n′) ∈ J and assume (j′, n′) ∈ Λ(j, n). By Theorem (5.0.1), there
exists a geometric point A ∈M such that (j(A), n(A)) = (j, n). The hypothesis (j′, n′) ∈
Λ(j, n) equals to saying that there exists a geometric point x = (A fÐ→ B) ∈ pi−11 (A) ⊂ Mp
such that (j(A), n(A), j(B), n(B)) = (j, n, j′, n′). The point B = pi2(x) ∈M has parameters(j(B), n(B)) = (j′, n′). In order to show that (j, n) ∈ Λ(j′n′) we need to show that there
exists a geometric point y ∈ pi−11 ⊂ Mp with parameters (j′, n′, j, n). Take for instance
the Atkin-Lehner image y = ω(x) = (B f tÐ→ A). By Proposition (5.3.1) it has parameters(j′, n′, j, n). The other direction of the statement is obtained by switching (j, n) with (j′n′).
This shows in particular the stratification in M respects the relation
pi2(pi−11 (W(j,n)) =WΛ(j,n);
the original statement can be found in [AG03, Proposition 8.10]. 
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5.4. Main statements.
Theorem 5.4.1 (On the singularity stratification). Let (j, j′) be a pair of integers with
0 ≤ j ≤ [g/2] and j′ ∈ Λ({j}).
(1) The S0(j,j′)’s are non-empty, non-singular, locally irreducible of dimension g − j′ − j.
(2) The closed set S(j,j′) has dimension g − j′ − j and its generic points have singularity
indices (j, j′). In particular the S(j,j′) are a stratification of the space Mp.
Theorem 5.4.2 (On the singularity-slope stratification). Let (j, n) ∈ J and (j′, n′) ∈
Λ(j, n).
(1) The locally closed set W(j,n,j′,n′) is non-singular, locally irreducible of dimension
g − j′ − n′.
(2) The W(j,n,j′,n′)’s are a stratification of the space Mp.
6. Dieudonne´ Displays
In order to proceed to the proof of the main statements, see Section (7), we need to
develop a theory of relative Dieudonne´ displays in the ramified case.
We are going to relate a geometric point t = (A fÐ→ B) ∈Mp(k) to an object in charac-
teristic 0 by means of Dieudonne´ theory. More precisely, following the results by Langer-Zink
(3.4.4), Chapter (2), we may associate RM Dieudonne´ displays PA = (PA,QA, FA, V −1A ) andPB = (PB,QB, FB, V −1B ) to A and B respectively as follows. Put
PA =H1cris(A/W (k)), PB =H1cris(B/W (k)),(6.1)
QA = Ker(H1cris(A/W (k))→ Lie(A)), QB = Ker(H1cris(B/W (k))→ Lie(B)).(6.2)
By functoriality, the p-isogeny f ∶A→ B induces morphisms of Dieudonne´ displays
(6.3) D(f)∶PB → PA, D(f t)∶PA → PB,
and the conditions
f ○ f t = [p]B, f t ○ f = [p]A
induce the conditiosn
(6.4) D(f) ○D(f t) = [p]H1cris(A/W (k)), D(f t) ○D(f) = [p]H1cris(B/W (k)).
Moreover, by [Rap78, Lemma 1.3], H1cris(A/W (k)) and H1cris(B/W (k)) are free OL⊗W (k)-
modules of rank 2 and their reduction modulo (p) is identified with de Rham cohomology
groups:
H1cris(A/W (k))/(p) ≃H1dR(A/k), H1cris(B/W (k))/(p) ≃H1dR(B/k).
We would like to describe PA and PB in terms of suitable OL ⊗W (k)-bases.
Lemma 6.0.1. We may lift the OL ⊗ k-bases {e1, e2} and {e′1, e′2} of H1dR(B/k) and
H1dR(A/k) as in Remark (7), Case 1, to OL⊗W (k)-bases {e1, e2} and {e′1, e′2} of H1cris(B/W (k))
and H1cris(A/W (k)). In these bases, the morphisms D(f) and D(f t) are represented by
D(f) = (1 0
0 T
) , D(f t) = (T 0
0 1
) .
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Proof. We will use an argument analogous to the proof of Lemma (3.1.1). The funda-
mental observation is that there is an identification
H1cris(B/W (k))/TH1cris(B/W (k)) ≃H1dR(B/k)/TH1dR(B/k) ≃ D(B[T ]),
and similarly
H1cris(A/W (k))/TH1cris(A/W (k)) ≃H1dR(A/k)/TH1dR(A/k) ≃ D(A[T ]).
As already seen in the proof of Lemma (3.1.1), both D(B[T ]) and D(A[T ]) are k-vector
spaces of rank 2 and are respected by the morphism D(f). In fact, there is a diagram









D(B[T ]) D(f) // D(A[T ])
where all the squares are commutative. Take, as in Lemma (3.1.1), k-bases {e1, e2} and{e′1, e′2} for D(B[T ]) and D(A[T ]) respectively such that D(f) and D(f t) are represented
by the matrices
D(f) = (1 0
0 0
) , D(f t) = (0 0
0 1
) .
In particular note that
D(f)(e1) = e′1, D(f t)(e′2) = e2.
Lift hence e1 and e′2 to e˜1 and e˜′2 in (OL ⊗W (k))2 respectively. Set
(6.5) e˜′1 = D(f)(e˜1), e˜2 = D(f t)(e˜′2).
Note that {e˜1, e˜2} and {e˜′1, e˜′2} reduce to the k-bases {e1, e2} and {e′1, e′2} respectively and
hence by the Nakayama lemma they areOL⊗W (k) bases forH1cris(B/W (k)) andH1cris(A/W (k))
respectively. We will forget the tilde and denote them by {e1, e2} and {e′1, e′2} by abuse of
notation. From (6.4) we obtain
D(f t) ○D(f)(e1) = Te1, D(f) ○D(f t)(e′2) = Te′2,
and combining this with (6.5) we get that
D(f) = (1 0
0 T




In what follows we need to make the distinction between the case when j(A) = j(B) and
j(A) ≠ j(B).
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6.1. Case when j = j(A) = j(B). Using the bases obtained in Lemma (6.0.1), take
PB = (OL ⊗W (k))e1 ⊕ (OL ⊗W (k))e2, PA = (OL ⊗W (k))e′1 ⊕ (OL ⊗W (k))e′2.
Corollary 6.1.1. In the bases {e1, e2} and {e′1, e′2} we have that
QB = (OL ⊗W (k)) ⋅ (T ie1 ⊕ T je2),
QA = (OL ⊗W (k)) ⋅ (T i′e′1 ⊕ T j′e′2).
Proof. Note that by Corollary (3.1.2) we have that
H0(B,Ω1B/k) = T ie1 ⊕ T je2, H0(A,Ω1A/k) = T ie′1 ⊕ T je′2,
and by Remark (7) we may assume j ≤ i. 
In what follows, we will be taking into account Case 1 from Remark (7). The morphism
of displays D(f)∶PB → PA is represented by the matrix
D(f) = (1 0
0 T
) .
Note that Case 2 from Remark (7) is obtained by taking the Atkin-Lehner involution of
elements of Case 1. The matrices representing the F -linear matrices FA∶PA → PA and
FB ∶PB → PB satisfy the two following conditions
Ker(FA) =H0(A,Ω1A/k), Ker(FB) =H0(B,Ω1B/k),(6.6)
D(f) ○ FB = FA ○D(f)σ.(6.7)
Condition (6.6) tells us that FB are represented by matrices of type
FB = (T jg1,1 T ig1,2T jg2,1 T ig2,2) , FA = (T j g˜1,1 T ig˜1,2T j g˜2,1 T ig˜2,2) ,
where g1,1, g1,2, g2,1, g2,2, g˜1,1, g˜1,2, g˜2,1, g˜2,2 ∈W (k)[T ]/(E(T )). Moreover, (6.7) translates into
(1 0
0 T
)(T jg1,1 T ig1,2
T jg2,1 T ig2,2
) = (T j g˜1,1 T ig˜1,2




which gives the conditions
g˜1,1 = g1,1, g1,2 = T g˜1,2, g˜2,1 = Tg2,1, g˜2,2 = g2,2.
From this we obtain that FB and FA are represented by
FB = (T jg1,1 T i+1g1,2T jg2,1 T ig2,2 ) , FA = ( T jg1,1 T ig1,2T j+1g2,1 T ig2,2) ,
with g1,1, g1,2, g2,1, g2,2 ∈W (k)[T ]/(E(T )).
Our goal is to construct a universal object
(6.8) Pun1 = (P un1 ,Qun1 , F un1 , (V −11 )un) uunÐÐÐ→ Pun2 = (P un2 ,Qun2 , F un2 , (V −12 )un)
over R with respect to the equi-characteristic deformation of
D(f)∶PB → PA.
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Namely, Pun1 uunÐÐ→ Pun2 is such that for every deformation u˜∶ P̃B → P̃A to an Artinian k-algebra
S, there exists a unique morphism τ ∶R → S such that(Pun1 uunÐÐ→ Pun2 )⊗W (R),τ W (S) ≃ (P̃B u˜Ð→ P̃A).
By Theorem (2.2.2) and Theorem (3.2.2), Chapter (2), such an object exists and it is defined
over the ring
R = ÔMp,t = k[T ]/(T g)Ja0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci−1, d0, . . . , dj−1K/(aT j + dT i + ad − bcT )..
Note that R is an admissible topological ring.
Let t = (A fÐ→ B) ∈Mp(k) and denote j = j(B). Assume first that j(A) = j(B).
Consider hence the universal object pro-representing the local model associated to t =(A→ B) described in section (4.1)
F˜ ⊂ (R[T ]/(T g)e1 ⊕R[T ]/(T g)e2) (1 00 T )ÐÐÐ→ F˜ ′ ⊂ (R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2),
with F˜ generated by f˜ = T ie1 + ae1 + be2 and ut(f˜ ′) = T je2 + de2 + cTe1 and F˜ ′ spanned by
f˜ ′ = T je′2 + ce′1 + de′2 and u(f˜) = T ie′1 + ae′1 + bTe′2.
We are going to use the following result:
Lemma 6.1.2. The element
w = 1 + T −g(F aˆT j + F dˆT i + F aˆF dˆ − F bˆF cˆT )
is a unit in (OL ⊗W (k))⊗W (k) W (R) ≃ OL ⊗W (R).
Proof. The strategy for the proof is provided in [AG04, Lemma 5.5.1, Lemma 5.5.2].
The tensor OL ⊗W (R) has a notion of Frobenius F ∶OL ⊗W (R) → OL ⊗W (R) and Ver-
schiebung V ∶OL ⊗W (R)→ OL ⊗W (R) morphisms. Namely, for λ⊗ x ∈ OL ⊗W (R)
F (λ⊗ x) = λ⊗ Fx, V (λ⊗ x) = λ⊗ V x.
Since the ring R is reduced we have the identification
FV (OL ⊗W (R)) = V F (OL ⊗W (R)) = p(OL ⊗W (R)).
Recall the exact sequence
0→ V (OL ⊗W (R))→ OL ⊗W (R)→ OL ⊗R → 0.
Clearly aˆT j + dˆT i + aˆdˆ − bˆcˆT ∈ V (OL ⊗W (R)) and hence κ = F aˆT j + F dˆT i + F aˆF dˆ − F bˆF cˆT ∈
p(OL ⊗W (R)). Note that T −gκ = up−1κ for some unit u; we conclude therefore that
w = 1 + T −gκ ∈ OL ⊗W (mR) ⊂ OL ⊗W (R).
We have left to show that w is a unit in OL⊗W (R). Note that κ ∈ OL⊗W (mR). Indeed
mR = (a0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci−1, d0, . . . , dj−1) and triviallyW (mR) = {(a0, a1, a2, . . . )∣ai ∈
mR,∀i}. Hence
w ∈ 1 + (OL ⊗W (mR)).
Claim.
1 + (OL ⊗W (mR)) ⊂ (OL ⊗W (R))×.
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In what follows we may assume OL = Z. Indeed, define a norm operator N on OL⊗W (R)
by taking the norm as a module over W (R). Then x ∈ OL ⊗W (R) is a unit if and only if
N(x) is a unit. Consider hence x = 1 + λ ∈ W (R), such that λ ∈ W (mR). Note that the
reduction 1 + λ ∈ R is a unit, since λ ∈ mR. Hence there exists y, s ∈W (R) such that
yx = 1 − s, s = 0 ∈ R.
Note that in particular s = (0, s1, s2, s3, . . . ) ∈ VW (R) = I(R), hence the n-th power sn ≡ 0
in W (R)/I(R)nW (R). By [Zin02, Proposition 3] the ring W (R) is I(R)-adically com-
plete and separable. From this we get that the geometric series z = ∑n sn ∈ W (R) =
lim←Ð nW (R)/I(R)nW (R) and
zyx = (∑
n
sn)yx = ( 1
1 − s)1 − s = 1,
hence zy is the inverse of x, which proves the Claim and concludes the proof of the Lemma.

Corollary 6.1.3. In fact w belongs to (OL ⊗W(R))×.
Proof. Note first that the elements F aˆ0, F aˆ1, . . . F ˆai−1, F bˆ0, F bˆ1, . . . , F ˆbj−1, F cˆ0, F cˆ1, . . . , F ˆci−1, F dˆ0, F dˆ1, . . . , F ˆdj−1
belong to W(R). Indeed the elemnts a0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci−1, d0, . . . , dj−1 all be-
long to the maximal ideal mR and their Teichmu¨ller lifts belong to Ŵ (mR) ⊂W(R). Since
W(R) is F -equivariant, we conclude.
Hence by the proof of the Lemma w ∈ OL ⊗ Ŵ (mR) ⊂ (OL ⊗W(R))×, since W(R) is a
complete local ring. 
Define the quadruples P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 ) so that
P1 ∶= PB ⊗W (k)W(R) = (OL ⊗W(R))e1 ⊕ (OL ⊗W(R))e2,
P2 ∶= PA ⊗W (k)W(R) = (OL ⊗W(R))e′1 ⊕ (OL ⊗W(R))e′2
and the OL ⊗W(R)-submodule Q1 (resp. Q2) is the pre-image of F˜ (resp. F˜ ′) through the
natural map P1 → (R[T ]/(T g))2 (resp. P2 → (R[T ]/(T g))2 ):
Q1 = I(R)(e1 ⊕ e2) + (OL ⊗W(R)) ̂˜F, Q2 = I(R)(e′1 ⊕ e′2) + (OL ⊗W(R)) ̂˜F ′,
where ̂˜F is generated by ̂˜f = T ie1+ aˆe1+ bˆe2 and ut( ̂˜f ′) = T je2+ dˆe2+ cˆT e1 and ̂˜F ′ is generated
by
̂˜
f ′ = T je′2 + cˆe′1 + dˆe′2 and u( ̂˜f) = T ie′1 + aˆe′1 + bˆT e′2. Define F1 and F2 as the semi-linear
maps represented, with respect to the bases {e1, e2} and {e′1, e′2}, by the matrices
F1 = w−1 ⋅ (T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2
T jg2,1 + F dˆg2,1 − F bˆg2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2 ) ,
F2 = w−1 ⋅ ( T jg1,1 + F dˆg1,1 − F bˆT g1,2 T ig1,2 − F cˆg1,1 + F aˆg1,2
T j+1g2,1 + F dˆT g2,1 − F bˆT g2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2) .
Theorem 6.1.4. Take V −1i ∶Qi → Pi defined as Fi/p. The quadruples P1 = (P1,Q1, F1, V −11 )
and P2 = (P2,Q2, F2, V −12 ) are Dieudonne´ displays over R. They reduce to PB and PA
mod mR respectively and their Hodge filtrations are F˜ ⊂ (R[T ]/(T g)e1 ⊕R[T ]/(T g)e2) and
F˜ ′ ⊂ (R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2).
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Proof. We are going to show first that Fi(Qi) ⊆ pPi, that is, V −1i is well defined. We
show here the argument for i = 1, the case for i = 2 being identical. Note that F1(I(R)e1) ⊂
pP1 and F1(I(R)e2) ⊂ pP1. This just follows from F -linearity of F1: indeed, since R is
reduced, we have that F I(R) = FVW(R) = pW(R). One can see from direct computations
that the image through F1 of the generators T ie1 + aˆe1 + bˆe2 and T je2 + dˆe2 + cˆT e1 lies in pP1:
F1 ⋅ ̂˜f = w−1 ⋅ (T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2
T jg2,1 + F dˆg2,1 − F bˆg2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2 )(T i + aˆbˆ )
= w−1 (T gg1,1 + T jF aˆg1,1 + T iF dˆg1,1 + F aˆF dˆg1,1 − T i+1F bˆg1,2 − TF aˆF bˆg1,2 + T i+1F bˆg1,2 − TF bˆF cˆg1,1 + TF aˆF bˆg1,2
T gg2,1 + T jF aˆg2,1 + T iF dˆg2,1 + F aˆF dˆg2,1 − F bˆT ig2,2 − F aˆF bˆg2,2 + T iF bˆg2,2 − TF bˆF cˆg2,1 + F aˆF bˆg2,2 )
= w−1 (g1,1(T g + T jF aˆ + T iF dˆ + F aˆF dˆ − TF cˆF bˆ)
g2,1(T g + T jF aˆ + T iF dˆ + F aˆF dˆ − TF cˆF bˆ))
= w−1 (T gg1,1w
T gg2,1w
)
= T g (g1,1
g2,1
) ∈ T gP1,
and similarly
F1 ⋅ ut( ̂˜f ′) = w−1 ⋅ (T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2
T jg2,1 + F dˆg2,1 − F bˆg2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2 )( cˆTT j + dˆ)
= w−1 (T j+1g1,1F cˆ + F cˆF dˆT g1,1 − F bˆF cˆT 2g1,2 + T g+1g1,2 + T i+1F dˆg1,2 − F cˆT j+1g1,1 − F cˆF dˆT g1,1 + F aˆT j+1g1,2 + F aˆF dˆT g1,2
T j+1F cˆg2,1 + F cˆF dˆT g2,1 − F cˆF bˆT g2,2 + T gg2,2 + F Tˆ ig2,2 − F cˆT j+1g2,1 − F cˆF dˆT g2,1 + F aˆT jg2,2 + F aˆF dˆg2,2 )
= w−1 (−F bˆF cˆT 2g1,2 + T g+1g1,2 + T i+1F dˆg1,2 + F aˆT j+1g1,2 + F aˆF dˆT g1,2−F cˆF bˆT g2,2 + T gg2,2 + F Tˆ ig2,2 + F aˆT jg2,2 + F aˆF dˆg2,2 )
= w−1 (T g+1g1,2w
T gg2,2w
)
= T g (Tg1,2
g2,2
) ∈ T gP1.
We need to show now that the image V −1i (Qi) generates Pi. Again, we will do this only
for i = 1. By Section (2.3.1), Chapter (2), it is enough to show that there exist a suitable
decomposition P1 = L1 ⊕ T1 such that
V −11 ⊕ F1∶L1 ⊕ T1 ≃Ð→ P1
is an F -linear isomorphism. Remark that F1 is the composition of the extension of the
F -linear base change of FB to P1 after θ1, where
θ1 = w−1 ⋅ (1 + dˆT −j −cˆT (T −j)−bˆT −i 1 + aˆT −i ) .
Consider the Dieudonne´ display P ′B ∶= PB ⊗W (k) W (R) over R obtained from base change.
Being P ′B a display, there exists a decomposition P ′B = L′B ⊕T ′B and an F -linear isomorphism
ψ′B ∶= (V −1B )′ ⊕ F ′B ∶L′B ⊕ T ′B ≃Ð→ P ′B.
Given the identification
F ′B(x) = p(V −1B )′(x), x ∈ Q,
we have that
(6.9) ψ′B ○ ( p 00 1 ) = F ′B.
Note that by construction P ′B = P1 and that the semi-linear Frobenius F ′B is the F -linear
base change of FB to R. Consider
θ˜1 ∶= ( T g 00 1 ) ○ θ1 ○ ( 1 00 T−g ).
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It is an isomorphism, since det(θ˜1) = det(θ1). Consider hence
L1 ∶= θ˜−11 (L′B), T1 ∶= θ˜−11 (T ′B).
This leads to the diagram
L′B ⊕ T ′B ψ′B≃ // P1
P1




defining an F -linear isomorphism
ψ∶L1 ⊕ T1 ≃Ð→ P1.
The following diagram describes the various relations involved:


















F1 = F ′B ○ θ1 = ψ′B ○ ( p 00 1 ) ○ θ1 = ψ′B ○ θ˜1 ○ ( p 00 1 ) = ψ ○ ( p 00 1 ),
which concludes the proof. 
Consider the OL ⊗W(R)-linear morphism u∶P1 → P2 represented by the matrix
u = (1 0
0 T
)
in the bases {e1, e2} and {e′1, e′2}. Note that
u(Q1) ⊆ Q2.
Recall indeed thatQ1 = I(R)(e1⊕e2)+(OL⊗W(R)) ̂˜F andQ2 = I(R)(e′1⊕e′2)+(OL⊗W(R)) ̂˜F ′,
where ̂˜F is generated by ̂˜f = T ie1+ aˆe1+ bˆe2 and ut( ̂˜f ′) = T je2+ dˆe2+ cˆT e1 and ̂˜F ′ is generated
by u( ̂˜f) = T je′2 + cˆe′1 + dˆe′2 and ̂˜f ′ = T ie′1 + aˆe′1 + bˆT e′2. Then we see that u( ̂˜f) ∈ ̂˜F ′ by the
construction of the basis and that u(ut( ̂˜f ′)) = T ̂˜f ′ ∈ ̂˜F ′.
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Moreover it commutes with the semi-linear maps F1 and F2 (and hence by definition the
semi-linear-maps V −11 and V −12 ), that is u ○ F1 = F2 ○ uσ:
u ○ F1 = w−1 ⋅ (1 00 T)(T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2T jg2,1 + F dˆg2,1 − F bˆg2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2 )
= w−1 ⋅ ( T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2
T (T jg2,1 + F dˆg2,1 − F bˆg2,2) T (T ig2,2 − F cˆT g2,1 + F aˆg2,2)) ,
F2 ○ uσ = w−1 ⋅ ( T jg1,1 + F dˆg1,1 − F bˆT g1,2 T ig1,2 − F cˆg1,1 + F aˆg1,2
T j+1g2,1 + F dˆT g2,1 − F bˆT g2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2)(1 00 T)
= w−1 ⋅ ( T jg1,1 + F dˆg1,1 − F bˆT g1,2 T (T ig1,2 − F cˆg1,1 + F aˆg1,2)
T j+1g2,1 + F dˆT g2,1 − F bˆT g2,2 T (T ig2,2 − F cˆT g2,1 + F aˆg2,2)) .
It follows hence that u is a morphism of Dieudonne´ displays
u∶P1 → P2.
Theorem 6.1.5. The morphism of Dieudonne´ displays u∶P1 → P2 over R is universal
with respect to the deformation of D(f)∶PB → PA.
Proof. The argument uses extensively the crystalline nature of Dieudonne´ displays.
Let us recall the main consequences of Theorem (3.4.3), Chapter (2). Both PB and PA are
crystals and the morphism D(f)∶PB → PA induces a morphism of crystals. Analogously,
by reducing modulo p, both DPB and DPA are contravariant Dieudonne´ crystals and the
morphism of Dieudonne´ displays D(f)∶PB → PA induces a morphism of crystals DB →DA.
Note that the morphism Dieudonne´ of displays u∶P1 → P2 reduces to D(f)∶PB → PA
modulo mR.
Let uun∶Pun1 = (P un1 ,Qun1 , F un1 , (V −11 )un) → Pun2 = (P un2 ,Qun2 , F un2 , (V −12 )un) be a universal
object for the deformation of D(f)∶PB → PA as in (6.8). There exists therefore a morphism
of artinian k-algebras φ∶Spec(R)→ Spec(R) such that
φ∗(Pun1 uunÐÐ→ Pun2 ) ≃ (P1 uÐ→ P2).
Claim. The morphism φ is an isomorphism.
Observe that Pun1 and Pun2 are RM Dieudonne´ displays over R, that is P un1 and P un2
are projective OL ⊗W(R)-modules of rank 2. Hence the quotients DPun1 = P un1 /I(R)P un1
and P un2 /I(R)P un2 are projective OL ⊗R-modules of rank 2 and since OL ⊗R ≃ R[T ]/(T g)
is a local ring they are free. Note morover that the reduction uun of the morphism of
Dieudonne´ displays uun∶Pun1 → Pun2 respects the Hodge filtrations HPun1 = Qun1 /I(R)P un1 and
HPun2 = Qun2 /I(R)P un2 , that is
uun(HPun1 ) ⊆HPun2 .
By the theory of local models (see Section (4.1) for details) there exists a morphism on
Spec(R), respecting the closed subscheme Spec(R/m2R)
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such that
(6.10) ψ∗1(F˜ ⊂ (R[T ]/(T g))2 uÐ→ F˜ ′ ⊂ (R[T ]/(T g))2)
≃
(HPun1 ⊂DPun1 uunÐÐ→HPun2 ⊂DPun2 )




≃ // (R[T ]/(T g))2
u

DPun2 ≃ // (R[T ]/(T g))2
such that on R/m2R
ψ∗1(R[T ]/(T g)e1 ⊕R[T ]/(T g)e2 uÐ→ R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2) ≃Ð→ (DPun1 uunÐÐ→DPun2 )
induced by (6.10) is horizontal with respect to the Gauss-Manin connection.
By the theory of local model there exists as well a morphism






(6.11) ψ∗2(F˜ ⊂ (R[T ]/(T g))2 uÐ→ F˜ ′ ⊂ (R[T ]/(T g))2)
≃
(HP1 ⊂DP1 uÐ→HP2 ⊂DP2)
We claim that by construction of u∶P1 → P2, not only the isomorphism in (6.11) is horizontal
modulo m2R with respect to the Gauss-Manin connection, it is actually the identity.
Let us describe in detail the picture provided by Theorem (3.4.3), Chapter (2), in this
case. The identity map id∶PB → PB lifts to a unique isomorphism of quadruples
(6.12) P̂B ⊗W (k)W(R/m2R) ≃Ð→ P̂1 ⊗W(R)W(R/m2R),
the same holding for PA and its lift P2:
(6.13) P̂A ⊗W (k)W(R/m2R) ≃Ð→ P̂2 ⊗W(R)W(R/m2R).
By construction of P1 and P2, the isomorphisms in (6.12) and (6.13) are the identity. Indeed,
the OL ⊗W(R)-bases {e1, e2} and {e′1, e′2} describing P1 and P2 are obtained by lifting theOL ⊗W (k)-bases describing PB and PA; remark that in fact such bases are obtained from
the description of the local model itself! Note that by construction
F1 ⊗W(R)W(R/m2R) = FB ⊗W (k)W(R/m2R), F2 ⊗W(R)W(R/m2R) = FA ⊗W (k)W(R/m2R),
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indeed
w−1 ⋅ (T jg1,1 + F dˆg1,1 − F bˆT g1,2 T i+1g1,2 − F cˆT g1,1 + F aˆT g1,2
T jg2,1 + F dˆg2,1 − F bˆg2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2 )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F1
⊗W(R)W(R/m2R) = (T jg1,1 T i+1g1,2T jg2,1 T ig2,2 )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
FB
⊗W (k)W(R/m2R),
w−1 ⋅ ( T jg1,1 + F dˆg1,1 − F bˆT g1,2 T ig1,2 − F cˆg1,1 + F aˆg1,2
T j+1g2,1 + F dˆT g2,1 − F bˆT g2,2 T ig2,2 − F cˆT g2,1 + F aˆg2,2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
F2
⊗W(R)W(R/m2R) = ( T jg1,1 T ig1,2T j+1g2,1 T ig2,2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
FA
⊗W (k)W(R/m2R).
Since HP1 = Ker(F 1) and HP2 = Ker(F 2), also the Hodge filtrations (HP1 ,HP2) of the
two displays are identified with the universal object (F˜ , F˜ ′) of the Grassmannian moduli
problem modulo m2R. By uniqueness of the isomorphisms (6.12) and (6.13), we deduce that
the identity is precisely the crystalline morphism provided by Zink’s theory.
Note that this is compatible with the morphisms of display D(f)∶PB → PA and its lift
u∶P1 → P2. Namely, by Theorem (3.4.3), Chapter (2), we get the following picture:
(6.14)P̂B ⊗W (k)W(R/m2R) ≃ // P̂1 ⊗W(R)W(R/m2R) u∃! // P̂2 ⊗W(R) W (R/m2R) ≃ // P̂A ⊗W (k)W(R/m2R)
PB id // PB D(f) // PA id // PA.
Therefore, trivially the induced isomorphism on R/m2R
ψ∗2(R[T ]/(T g)e1 ⊕R[T ]/(T g)e2 uÐ→ R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2) ≃Ð→ (DP1 uÐ→DP2)
is horizontal with respect to the Gauss-Manin connection.
The morphisms φ,ψ1 and ψ2 are all canonical and there is a factorization
ψ1 ○ φ = ψ2.
Both ψ1 and ψ2 are isomorphisms on tangent spaces, and hence also φ is an isomorphism
on tangent spaces. From this it follows that for any n the induced morphism mnR/mn+1R →
mnR/mn+1R is surjective. Let Gr(R) = ⊕nmnR/mn+1R be the graded ring associated to R. the map
φ induces a map Gr(φ♯)∶Gr(R)→ Gr(R) which is surjective on each graded piece and hence
by dimension considerations Gr(φ♯) is an isomorphism. By [AM69, Lemma 10.23] ϕ♯ is an
isomorphism as well, which proves the Claim.

6.2. Case when j′ = j(A) = j(B)−1. Following Langer-Zink (Theorem (3.4.4), Chapter
(2)) we associate Dieudonne´ displays PA = (PA,QA, FA, V −1A ) and PB = (PB,QB, FB, V −1B ) to
A and B respectively, and the isogeny f translates into a morphism of Dieudonne´ displays
D(f)∶PB → PA.
We shall use ideas identical to the ones exposed in detail in the case when j(A) = j(B),
Section (6.1). From now on, we will assume that f ∶A → B falls into Case 3 from Remark
(7). Recall hence that by Note (3), there exist k[T ]/(T g)-bases {e1, e2} and {e′1, e′2} for
H1dR(B/k) and H1dR(A/k) such that the induced morphism D(f)∶H1dR(B/k) → H1dR(A/k) is
represented by the matrix
D(f) = (T 0
0 1
) ,
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and such that the Hodge filtrations are described by
H0(B,Ω1B/k) = T ie1 ⊕ T je2, H0(A,Ω1A/k) = T i′e′1 ⊕ T j′e′2
with j ≤ i and j′ ≤ i′. Case 4 (Remark (7)) can be obtained simply through Atkin-Lehner.
We will comment briefly on this at the end of this section.
Lemma 6.2.1. There exist OL ⊗W (k)-bases {e1, e2} and {e′1, e′2} of H1cris(B/W (k)) and
H1cris(A/W (k)) lifting the OL ⊗ k-bases {e1, e2} and {e′1, e′2} of H1dR(B/k) and H1dR(A/k) as
in Note (3). In such bases, the induced morphism D(f)∶H1cris(B/W (k)) → H1cris(A/W (k))
is represented by the matrix
D(f) = (T 0
0 1
) .
Proof. Note that Lemma (6.0.1) holds also in this case. In order to obtain this descrip-
tion of the Hodge filtrations and of D(f) we just need to switch e1 with e2 and e′1 with e′2 as
in Remark (7). 
We may hence represent the Dieudonne´ displays PB and PA in terms of {e1, e2} and{e′1, e′2} as in Lemma (6.2.1). Take
PB =W (k)[T ]/(E(T ))e1 ⊕W (k)[T ]/(E(T ))e2,
PA =W (k)[T ]/(E(T ))e′1 ⊕W (k)[T ]/(E(T ))e′2,
QB =W (k)[T ]/(E(T )) ⋅ (T ie1 ⊕ T je2),
QA =W (k)[T ]/(E(T )) ⋅ (T i′e′1 ⊕ T j′e′2),
and that the morphism of Dieudonne´ displays D(f)∶PB → PA is represented by
D(f) = (T 0
0 1
) .
By imposing conditions (6.6) and (6.7) in Section (6.1) we obtain a description of the semi-
linear maps FB ∶PB → PB and FA∶PA → PA:
FB = (T jg1,1 T ig1,2T jg2,1 T i+1g2,2) , FA = (T j′+1g1,1 T i′g1,2T j′g2,1 T i′g2,2) = ( T jg1,1 T i+1g1,2T j−1g2,1 T i+1g2,2) ,
with g1,1, g1,2, g2,1, g2,2 ∈W (k)[T ]/(E(T )).
We wish to construct an object P1 uÐ→ P2
over
R ∶= ÔMp,t = kJa0, . . . , ai−1, b0, . . . , bj−1, c0, . . . , ci′−1, d0, . . . , dj′−1K/(dT i′ + aT j + adT − bc),
universal with respect to the deformation of D(f)∶PB → PA.
Recall the universal object pro-representing the local model associated to the k-point
t = (A fÐ→ B) described in section (4.2):
F˜ ⊂ (R[T ]/(T g)e1 ⊕R[T ]/(T g)e2) (T 00 1)ÐÐÐ→ F˜ ′ ⊂ (R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2),
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with F˜ generated by f = T ie1 + ae1 + be2 and ut(f ′) = T je2 + ce1 + dTe2 and F˜ ′ generated by
f ′ = T j′e′2 + ce′1 + de′2 and u(f) = T i′e′1 + aTe′1 + be′2.
Define hence P1 = (P1,Q1, F1, V −11 ) and P2 = (P2,Q2, F2, V −12 ) as quadruples over R with
P1 ∶= PB ⊗W (k)W(R) = (OL ⊗W(R))e1 ⊕ (OL ⊗W(R))e2,
P2 ∶= PA ⊗W (k)W(R) = (OL ⊗W(R))e′1 ⊕ (OL ⊗W(R))e′2,
Q1 (resp. Q2) the pre-image of F˜ (resp. F˜ ′) through the natural map P1 → (R[T ]/(T g))2:
Q1 = I(R)(e1 ⊕ e2) + (OL ⊗W(R)) ̂˜F, Q2 = I(R)(e′1 ⊕ e′2) + (OL ⊗W(R)) ̂˜F ′,
where ̂˜F is generated by ̂˜f = T ie1+ aˆe1+ bˆe2 and ut( ̂˜f ′) = T je2+ cˆe1+ dˆT e2 and ̂˜F ′ is generated
by u( ̂˜f) = T i′e′1 + aˆT e′1 + bˆe′2 and ̂˜f ′ = T j′e′2 + cˆe′1 + dˆe′2.
Take the semi-linear maps Fi∶Pi → Pi as the arrow represented by
F1 = z−1 ⋅ ( T jg1,1 + F dˆT g1,1 − F bˆg1,2 T ig1,2 + F aˆg1,2 − F cˆg1,1
T jg2,1 + F dˆT g2,1 − F bˆT g2,2 T i+1g2,2 + F aˆT g2,2 − F cˆg2,1) ,
F2 = z−1 ⋅ (T jg1,1 + F dˆT g1,1 − F bˆg1,2 T i+1g1,2 + F aˆT g1,2 − F cˆT g1,1
T j−1g2,1 + F dˆg2,1 − F bˆg2,2 T i+1g2,2 + F aˆT g2,2 − F cˆg2,1 ) ,
where
z ∶= 1 + T −gF (aˆT j + dˆT i+1 + aˆdˆT − bˆcˆ);
(it makes sense to write z−1, exactly as in Lemma (6.1.2)). Finally, for i = 1,2, define
V −1i ∶Qi → Pi as V −1i ∶= Fi/p.
Theorem 6.2.2. The maps Vi∶Qi → Pi are well defined and the quadruples P1 = (P1,Q1, F1, V −11 )
and P2 = (P2,Q2, F2, V −12 ) are Dieudonne´ displays over R.
Proof. We will show that P1 is a Dieudonne´ display. The proof for P2 is identical.
Showing that V −11 is well defined, that is that F1(Q1) ⊆ pP1 is a matter of computations. As
already seen in the proof of Theorem (6.1.4), F1(I(R)(e1 ⊕ e2)) ⊆ P1. It is therefore enough
to understand the image through F1 of the generators
̂˜F and ut( ̂˜f ′) of ̂˜F .
F1 ⋅ f˜ = z−1 ⋅ ( T jg1,1 + F dˆT g1,1 − F bˆg1,2 T ig1,2 − F cˆg1,1 + F aˆg1,2
T jg2,1 + F dˆT g2,1 − F bˆT g2,2 T i+1g2,2 − F cˆg2,1 + F aˆT g2,2)(T i + aˆbˆ )
= z−1 ( T gg1,1 + T jF aˆg1,1 + T i+1F dˆg1,1 + F aˆF dˆT g1,1 − T iF bˆg1,2 − F aˆF bˆg1,2 + T iF bˆg1,2 − F bˆF cˆg1,1 + F aˆF bˆg1,2
T gg2,1 + T jF aˆg2,1 + T i+1F dˆg2,1 + TF aˆF dˆg2,1 − F bˆT i+1g2,2 − TF aˆF bˆg2,2 + T i+1F bˆg2,2 − F bˆF cˆg2,1 + TF aˆF bˆg2,2)
= z−1 ⎛⎝g1,1(T g + T jF aˆ + T i
′F dˆ + TF aˆF dˆ − F cˆF bˆ)
g2,1(T g + T jF aˆ + T i′F dˆ + TF aˆF dˆ − F cˆF bˆ)⎞⎠
= z−1 (T gg1,1z
T gg2,1z
)
= T g (g1,1
g2,1
) ∈ T gP1.
And similarly
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F1 ⋅ ut( ̂˜f ′) = z−1 ⋅ ( T jg1,1 + F dˆT g1,1 − F bˆg1,2 T ig1,2 − F cˆg1,1 + F aˆg1,2
T jg2,1 + F dˆT g2,1 − F bˆT g2,2 T i+1g2,2 − F cˆg2,1 + F aˆT g2,2)( cˆT j + dˆT)
= z−1 ⋅ ( T jF cˆg1,1 + F dˆF cˆT g1,1 − F bˆF cˆg1,2 + T gg1,2 + F dˆT i+1g1,2 + F aˆT jg1,2 + F aˆF dˆT g1,2 − F cˆT jg1,1 − F cˆF dˆT g1,1F cˆT jg2,1 + F cˆF dˆT g2,1 − F bˆF cˆT g2,2 + T g+1g2,2 + F dˆT i+2g2,2 + F aˆT j+1g2,2 + F aˆF dˆT 2g2,2 − F cˆT jg2,1 − F cˆF dˆT g2,1)
= z−1 ⋅ ( −F bˆF cˆg1,2 + T gg1,2 + F dˆT i+1g1,2 + F aˆT jg1,2 + F aˆF dˆT g1,2F bˆF cˆT g2,2 + T g+1g2,2 + F dˆT i+2g2,2 + F aˆT j+1g2,2 + F aˆF dˆT 2g2,2)
= z−1 ( T gg1,2z
T g+1g2,2z)
= T g ( g1,2
Tg2,2
) ∈ T gP1.
Note that F1 is the composition of the extension of the F -linear base change of FB to P1
after
θ1 = z−1 ⋅ (1 + dˆT −j′ −cˆT −j−bˆT −i 1 + aˆT −i) .
The proof for showing that V −1 is a semi-linear epimorphism is identical to the proof of
Theorem (6.1.4). 
Denote by u the morphism
u∶P1 → P2
represented, in the bases {e1, e2} and {e′1, e′2} by the matrix
u = (T 0
0 1
) .
By construction of the Q1 and Q2 it verifies the inclusion
u(Q1) ⊆ Q2,
and it verifies
u ○ F1 = F2 ○ uσ.
Indeed
u ○ F1 = z−1 ⋅ (T 00 1)( T jg1,1 + F dˆT g1,1 − F bˆg1,2 T ig1,2 + F aˆg1,2 − F cˆg1,1T jg2,1 + F dˆT g2,1 − F bˆT g2,2 T i+1g2,2 + F aˆT g2,2 − F cˆg2,1)
= z−1 ⋅ (T (T jg1,1 + F dˆT g1,1 − F bˆg1,2) T (T ig1,2 + F aˆg1,2 − F cˆg1,1)
T jg2,1 + F dˆT g2,1 − F bˆT g2,2 T i+1g2,2 + F aˆT g2,2 − F cˆg2,1)
and
F2 ○ u(σ) = z−1 ⋅ (T jg1,1 + F dˆT g1,1 − F bˆg1,2 T i+1g1,2 + F aˆT g1,2 − F cˆT g1,1
T j−1g2,1 + F dˆg2,1 − F bˆg2,2 T i+1g2,2 + F aˆT g2,2 − F cˆg2,1 )(T 00 1)
= z−1 ⋅ (T (T jg1,1 + F dˆT g1,1 − F bˆg1,2) T i+1g1,2 + F aˆT g1,2 − F cˆT g1,1
T (T j−1g2,1 + F dˆg2,1 − F bˆg2,2) T i+1g2,2 + F aˆT g2,2 − F cˆg2,1 )
Therefore u∶P1 → P2 is a morphism of Dieudonne´ displays
u∶P1 → P2.
Theorem 6.2.3. The morhism of Dieudonne´ displays u∶P1 → P2 over R is universal with
respect to the deformation of u∶PB → PA.
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Proof. By construction P1 and P2 reduce to PB and PA modulo mR respectively. More-
over the Hodge filtrations are(HP1 ⊂DP1) = (F˜ ⊂ (R[T ]/(T g)e1 ⊕R[T ]/(T g)e2)),(HP2 ⊂DP2) = (F˜ ′ ⊂ (R[T ]/(T g)e′1 ⊕R[T ]/(T g)e′2)).
The morphism u∶P1 → P2 lifts D(f)∶PB → PA and by the crystalline nature of Dieudonne´
displays, it is the unique lift of D(f) to a morphism between P1 and P2.
The proof for the universality is identical to the proof of Theorem (6.1.5). 
6.3. Dieudonne´ Displays in normal forms. By [AG03, Proposition 4.10] we may
write Dieudonne´ displays in a normal form. For x = (A fÐ→ B) ∈Mp(k) with j(A) = j(B) =
j, there exists a W (k)[T ]/(E(T ))-basis {e1, e2} (resp. {e′1, e′2}) such that the Dieudonne´
display PB (resp. PA) associated to B (resp. A) has semi-linear Frobenius represented by
the matrix
FB = (T n gT i+1T j 0 ) ,
with g ∈W (k)[T ]/(E(T )) and
FA = (T n′ g˜T i′T j′ 0 ) ,
with g˜ ∈ W (k)[T ]/(E(T ))). Similarly, in the case j′ = j(A) ≠ j(B) = j, the semi-linear
Frobenius morphisms have normal forms
FB = (T n gT iT j 0 ) , FA = (T n′ g˜T i′T j′ 0 ) ;
note that this description does not hold in the case of superspecial points.
We also get an analogue to [AG03, Lemma 4.12].





A) is zero on DPB (resp. DPA) if an only if n = i = g − j (resp.
n′ = i′ = g − j′).
Proof. By a direct computation we see that for ` a positive integer we have
rankHPB (F `B) = g − j −min(i, `n), rankHPA(F `A) = g − j′ −min(i′, `n′),
hence the conclusion. 
6.4. Remarks on ramification. Note that it is enough to consider the totally ramified
case. Indeed, suppose more in general that
pOL = pe,
with f = [OL/p ∶ Fp]. Then the f embeddings ˆOurL,p →W (k) induce an isomorphism
OL ⊗W (k) ≃ f⊕
i=1(W (k)[T ]/(Ei(T ))),
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where the Ei’s are polynomials with coefficients in W (k) and degree e. We have moreover
that OL ⊗ k ≃ f⊕
i=1(k[T ]/(T e)).
We may therefore decompose the local model further, but the methods would not change
(see [AG04, Section 5.4] for details).
7. Proof of the main statements
In order to describe deeper geometric properties of the strata, we need to extract informa-
tion provided by the description of the local deformation theory. In particular, the explicit
description of the variation of Frobenius, by means of the theory of Dieudonne´ displays
(Section (6)), will allow us to understand the local structure of the W(j,n,j′,n′)’s.
As a consequence to the construction of the local model obtained in Section (4), we
obtain local equations for the S(j,j′)’s:
Proposition 7.0.1. Consider a geometric point x = (A fÐ→ B) ∈Mp(k) with singularity
indices j(A) = j′ and j(B) = j. In the notation of Section (4), the deformations to S(j˜,j˜′),
with j˜ ≤ j and j˜′ ≤ j′ are described locally by the closed subscheme defined by the ideal⟨ak, bk, ck, dk ∣ 0 ≤ k ≤ j˜ − 1⟩, when j˜ = j˜′,⟨ak, bk, ck′ , dk ∣ 0 ≤ k ≤ j˜ − 1,0 ≤ k′ ≤ j˜′ − 1⟩, when j = j′ and j˜ = j˜′ + 1,⟨ak, bk, ck, dk′ ∣ 0 ≤ k ≤ j˜ − 1,0 ≤ k′ ≤ j˜′ − 1⟩, when j = j′ + 1 and j˜ = j˜′ + 1.
Proof. Let x = (A fÐ→ B) ∈Mp(k) be a geometric point with j(B) = j and j(A) = j′.
Assume j˜ ≤ j, j˜′ ≤ j′, which implies that x ∈ S(j˜,j˜′). The completed local ring ÔSj˜,j˜′ ,x is a
quotient of ÔMp,x. Indeed the closed immersion
S(j˜,j˜′) ↪Mp
induces the surjection ÔMp,x↠ ÔS(j˜,j˜′) .
In Section (4) we have determined the universal ring ÔMp,x ≃ ÔNp,(W1,W2). The universal
object for the Grassmannian local model changes according to whether j = j′ or j ≠ j′. Let
us analyse in detail the two possibilities.● j = j′: we know that the completed local ring ÔMp,x is isomorphic to ÔNp,(F,F ′) and
the universal object for the Grassmannian local model is
F˜ ∶ { f˜ = T ie1 + ae1 + be2
ut(f˜ ′) = T je2 + cTe1 + de2 , F˜ ′ ∶ { u(f˜) = T ie′1 + ae′1 + bTe′2f˜ ′ = T je′2 + ce′1 + de′2
with
a = i−1∑
s=0asT s, b = j−1∑s=0 bsT s, c = i−1∑s=0 csT s, d = j−1∑s=0 dsT s.
The deformations of (F˜ , F˜ ′) to S(j˜,j˜′) are parametrized by
{ T ie1 + a˜e1 + b˜e2
T je2 + c˜T e1 + d˜e2 , { T ie′1 + a˜e′1 + b˜T e′2T je′2 + c˜e′1 + d˜e′2 ,




s, b˜ = j−1∑
s=j˜ bsT
s, c˜ = i−1∑
s=j˜ csT
s, d˜ = j−1∑
s=j˜ dsT
s if j˜ = j˜′,(7.1)
a˜ = i−1∑
s=j˜ asT
s, b˜ = j−1∑
s=j˜ bsT
s, c˜ = i−1∑
s=j˜′ csT
s, d˜ = j−1∑
s=j˜′ dsT
s if j˜ = j˜′ + 1.(7.2)
The description of the deformation in (7.1) concludes the proof in the case j˜ = j˜′.
On the other hand, looking at the deformation of F˜ in the case j˜ = j˜′+1 we see that
d˜j˜ = 0.● j = j′ +1: The universal object for the deformation of the local model is in this case
F˜ = { f˜ = T ie1 + ae1 + be2
ut(f˜ ′) = T je2 + ce1 + dTe2 , F˜ ′ = { u(f˜) = T i′e′1 + aTe′1 + be′2f˜ ′ = T j′e′2 + ce′1 + de′2 ,
with
a = i−1∑
s=0asT s, b = j−1∑s=0 bsT s, c = i
′−1∑
s=0 csT s, d = j
′−1∑
s=0 dsT s.
The deformations of (F˜ , F˜ ′) to S(j˜,j˜′) are now parametrized by
(7.3) { T ie1 + a˜e1 + b˜e2




s, b˜ = j−1∑
s=j˜ bsT
s, c˜ = i′−1∑
s=j˜ csT
s, d˜ = j′−1∑
s=j˜ dsT
s, if j˜ = j˜′,(7.4)
a˜ = i−1∑
s=j˜ asT
s, b˜ = j−1∑
s=j˜ bsT
s, c˜ = i′−1∑
s=j˜′ csT
s, d˜ = j′−1∑
s=j˜′ dsT
s, if j˜ = ˜j′ + 1.(7.5)
The description in (7.4) concludes the proof in the case j˜ = j˜′. In order to conclude
the proof of the case when j˜ = j˜′ + 1 we just need to look at the deformation of F˜
and conclude that c˜j˜′ = 0.

Corollary 7.0.2. The S0(j,j′)’s are locally closed. Given a geometric point x = (A fÐ→
B) ∈Mp(k) of singularity indices (j, j′), the formal neighborhood of S0(j,j′) at x is isomorphic
to
kJcj, cj+1, . . . , cg−j′−1K.
In particular, S0(j,j′) is non-singular of dimension g − j′ − j.
Proof. We just need to apply Proposition (7.0.1) with j˜ = j and j˜′ = j′. 
Corollary 7.0.3. The stratum S(j,j′) has dimension g−j′−j and its generic points have
singularity indices (j, j′).
Corollary 7.0.4. The points A
fÐ→ B with singularity index (j(A), j(B)) = (0,0) are
dense in Mp. In particular the Hilbert modular variety with Γ0(p)-level structure Mp has
dimension g.
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Note that there are the following relations between the S0(j,j′)’s and the singularity-slope
subsets:● When j ∉ {0, [g/2]}:
S0(j,j−1) =W(j,j,j−1,j) ⊔W(j,j+1,j−1,j+1) ⊔W(j,j+2,j−1,j+2) ⊔ ⋅ ⋅ ⋅ ⊔W(j,g−j,j−1,g−j) ⊔W(j,g−j,j−1,g−j+1).●
S0(0,1) =W(0,1,1,1) ⊔W(0,2,1,2) ⊔ ⋅ ⋅ ⋅ ⊔W(0,g−1,1,g−1) ⊔W(0,g,1,g−1).● When g is even:
S0(g/2,g/2−1) =W(g/2,g/2,g/2−1,g/2) ⊔W(g/2,g/2,g/2−1,g/2+1).● When g is odd:
S0((g−1)/2,(g−1)/2−1) =W((g−1)/2,(g−1)/2,(g−1)/2−1,(g−1)/2) ⊔W((g−1)/2,(g−1)/2,(g−1)/2−1,(g−1)/2+1).● We always have
S0(j,j) =W(j,j,j,j).
By Lemma (6.3.1) we obtain a local description of the W(j,n,j′,n′) as a consequence of the
construction of universal Dieudonne´ displays obtained in Section (6).
Lemma 7.0.5. Fix a geometric point x = (A fÐ→ B) ∈ W(j,n,j′,n′). For (j˜′, j˜) ≤ (j′, j),
locally around x, the deformations to W(j˜′,n˜′,j˜,n˜) are parametrized by the closed subscheme of
deformations to S(j˜′,j˜) intersected with the closed subscheme given by relations T j˜′+n˜′ ∣F 22 and
T j˜+n˜∣F 21 .
Proof. By taking Dieudonne´ displays in their normal form as in Section (6.3) we see
through direct computations that
T j+n∣F 2B, T j′+n′ ∣F 2A,
and T j+n+1 ∤ F 2B, T j′+n′ ∤ F 2A. For instance, when j(A) = j(B), the Dieudonne´ displays in
normal form are
FB (T n gT i+1T j 0 ) , FA (T n′ g˜T iT j 0 ) , g, g˜ ∈W (k)[T ]/(E(T )),
(note that for instance n = n′ when j = j′). Hence
F
2
B = ( T 2n 0T j+n 0) , F 2A = ( T 2n 0T j+n 0) .
The computations for the case j = j′ are similar. See (6.3.1) for details. 
Corollary 7.0.6. Given a geometric point of parameters (j, n, j′, n′), the formal neigh-
bourhood of W(j,n,j′,n′) at x is isomorphic to
kJcn, cn+1, . . . , cg−j′−1K.
In particular, W(j,n,j′,n′) is locally irreducible, non-singular of dimension g − j′ − n′. Finally,
the generic points of S(j,j′) have parameters (j, j, j′, j).
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Proof. The results follows from Corollary (7.0.2) when j = j′. Indeed in this case n = n′
and W(j,j,j,j) = S0(j,j). Let us therefore show the result in the case j = j′ + 1. This comes from
a direct application of Lemma (7.0.5). As W(j,n,j′,n′) ⊂ S0(j,j′), by Corollary (7.0.2) we may
simplify F1 and F2. We get namely
F1 = (T n T ig − F cˆT j −F cˆ ) , F2 = ( T n′ T i+1g˜ − T F cˆT j−1 −F cˆ ) ,
with c = ∑g−j′−1s=j csT s. For convenience, let us denote τ(∑g−j′−1s=j csT s) the Teichmu¨ller lift of∑g−j′−1s=j csT s. The condition T j+n∣F 21 is the condition
T j+n∣ ⎛⎝T 2n + T gg − T jF τ(cjT j + cj+1T j+1 + . . . cg−jT g−j) Tn+ig − TnF
2
cˆ − T igF2 cˆ + F τ(cjT j + . . . cg−jT g−j)F2τ(cjT j + . . . cg−jT g−j)
T j+n + T jF τ(cjT j + . . . cg−jT g−j) T gg − T jF2 cˆ + F τ(cjT j + . . . cg−jT g−j)F2τ(cjT j + . . . cg−jT g−j) ⎞⎠ ,
from which we get
cj = cj+1 = ⋅ ⋅ ⋅ = cn−1 = 0.
On the other hand, the condition T j−1+n∣F 22 translates into
T j−1+n′ ∣ ⎛⎝T 2n
′ + T g g˜ − T j−1FTτ(cjT j + cj+1T j+1 + . . . cg−jT g−j) Tn′+i+1g˜ − Tn′F2 cˆ − T i+1g˜F cˆ + TF cˆF2τ(cjT j + . . . cg−j)
T j−1+n′ + T j−1F τ(cjT j + . . . cg−jT g−j) T g g˜ − T j−1TF2 cˆ + TF cˆF2τ(cjT j + . . . cg−jT g−j), ⎞⎠
from which we obtain the conditions
cj = cj+1 = . . . cn′−1 = 0.
Since n ≤ n′ we conclude the proof. 
Remark 8. Note that n can be different from n′ only on superspecial points.
Definition 7.0.7 (a-number strata). Let 0 ≤ a, a′ ≤ g. Denote by Z0(a,a′) the locally closed
subset of Mp whose geometric points A fÐ→ B ∈Mp(k) are such that a(A) = a and a(B) = a′.
Proposition 7.0.8. The Z(a,a′)’s are non-empty.
Proof. This follows from the definition of slope n as the difference of the a-number and
the singularity index. In particular, we have the relations
(7.6) Z(a,a′) = ∐
j+n=a,j′+n′=a′W(j,n,j′,n′).
Since the W(j,n,j′,n′)’s are non-empty, the Z(a,a′)’s are non-empty. 
In particular the following relations occur.● if g is even:
0 ≤ a = a′ ≤ g with a = a′ even, or 0 < a = a′ + 1 ≤ g with a even and a′odd.● if g is odd:
0 ≤ a = a′ ≤ g − 1 with a = a′ even, or a = a′ = g, or 0 < a = a′ + 1 ≤ g with a odd and a′ even.
We always have the following identification:
W(j,n,j′,n′) = S0(j,j′) ∩Z0(j+n,j′+n′).
Proposition 7.0.9. The set Z(a,a′) has dimension g − a′, when a′ < g and g − 1 when
a′ = g.
Proof. The assertion follows from Corollary (7.0.6) and from (7.6). 
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7.1. Some examples in low dimension.
7.1.1. Case when g=1. There are the following strata:
g = 1
(0,1,0,1) S0(0,0) =MRp =Mp dim(W(0,1,0,1)) = 0
(0,0,0,0) dim(W(0,0,0,0)) = 1
7.1.2. Case when g=2. Here is the stratification of the space:
g = 2
(1,1,0,2) S0(1,0) =W(1,1,0,2) ⊔W(1,1,0,1)
_ _ _ _ _


_ _ _ _ _(1,1,1,1) (1,1,0,1) S0(1,1) =W(1,1,1,1)




_ _ _ _ _(0,0,0,0) Mordp = S0(0,0) =W(0,0,0,0)
The various strata have the following dimensions:
dim(S0(0,0)) = 2, dim(S0(1,0)) = 1, dim(S0(1,1)) = 0
dim(W(1,1,0,1)) = 1, dim(W(1,1,0,2)) = 0
7.1.3. Case when g=3. There are the following singularity-slope strata:
g = 3
(1,2,0,3) S0(1,0) =W(1,1,0,1) ⊔W(1,2,0,2) ⊔W(1,2,0,3)
S0(1,1) =W(1,2,1,2) ⊔W(1,1,1,1) (1,2,1,2) (1,2,0,2)
(1,1,1,1) (1,1,0,1)
_ _ _ _ _


_ _ _ _ _(0,0,0,0) S0(0,0) =W(0,0,0,0)
The strata have the following dimensions:
dim(S0(0,0)) = 3, dim(S0(1,0)) = 2, dim(S0(1,1)) = 1,
dim(W(1,1,0,1)) = 2, dim(W(1,1,1,1)) = 1, dim(W(1,2,0,2)) = 1,
dim(W(1,2,1,2)) = 0, dim(W(1,2,0,3)) = 0.
Consider x = (A fÐ→ B) with j(A) = 1 = j(B). After the local modelÔMp,x ≃ kJa1, b0, c0, c1K/((b0c1 − a1)(b0c0 − a1b0c1 − a21)).
According to Lemma (7.0.1) we obtain the following local description for the stratum S(1,0):
S(1,0) ≃loc Spf(kJc1K).
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7.2. The closure of the W(j,n,j′,n′). Let us now show that the closure of a locally closed
subset W(j,n,j′,n′) is a union of sets of type W(j˜,n˜,j˜′,n˜′), that is, the W(j,n,j′,n′) are a stratification
of the space Mp.
With the notation introduced in Section (5), we have
pi−11 (W(j,n)) =W(j,n,Λ(j,n)) = ⋃(j′,n′)∈Λ(j,n)W(j,n,j′,n′),
that is, the fiber of a stratum in M is a union of strata in Mp. In what follows we are going
to use extensively the notation
W(j,n,Λ(j,n)) = ⋃(j′,n′)∈Λ(j,n)W(j,n,j′,n′).
Theorem 7.2.1. The W(j,n,j′,n′)’s are a stratification of the moduli space Mp. In partic-
ular, given (j, n) ∈ J and (j′, n′) ∈ Λ(j, n), we have
W(j,n,j′,n′) = ( ⋃(j˜,n˜)∈∆(j,n)W(j˜,n˜,Λ(j˜,n˜))) ∩ ( ⋃(j˜′,n˜′)∈∆(j′,n′)W(Λ(j˜′,n˜′),j˜′,n˜′)),
where ∆ was defined by Andreatta and Goren [AG03, Theorem 8.14] as the unique function
∆∶2J Ð→ 2J characterized by the following relations for 0 ≤ j ≤ g/2:
∆(j, j) = {(j′n′) ∈ J ∶ j ≤ j′}, ∆(j, g − j) = {(j, g − j)}, ∆(j − 1, n) = Λ(∆(j, n)).
Proof. Assume first j, j′ > 0. Recall that
W(j,n,j′,n′) = pi−11 (W(j,n)) ∩ pi−12 (W(j′,n′)).
By [AG03, Lemma 8.4] both pi1 and pi2 are proper. From this, it follows that
pi1(W(j,n,j′,n′)) = pi1(W(j,n,j′,n′)) =W(j,n),
pi2(W(j,n,j′,n′)) = pi2(W(j,n,j′,n′)) =W(j′,n′),
from which we get that
pi−11 (W(j,n))⋂pi−12 (W(j′,n′)) ⊆W(j,n,j′,n′).
Note moreover that by [AG03, Proposition 8.7] we have that
pi−11 (W(j,n)) = pi−11 (W(j,n)), pi−12 (W(j′,n′)) = pi−12 (W(j′,n′))
and hence
W(j,n,j′,n′) = pi−11 (W(j,n)) ∩ pi−12 (W(j′,n′))⊆ pi−11 (W(j,n))⋂pi−12 (W(j′,n′))= pi−11 (W(j,n))⋂pi−12 (W(j′,n′)).
We obtain hence the equality
W(j,n,j′,n′) = pi−11 (W(j,n))⋂pi−12 (W(j′,n′)).
Andreatta and Goren described the closure of a stratum W(j,n) in M as follows:
W(j,n) =W∆(j,n) = ⋃(j˜,n˜)∈∆(j,n)W(j˜,n˜),
7. PROOF OF THE MAIN STATEMENTS 99
see [AG03, Theorem 8.14] for details. Therefore we have that the closure of the fiber is the
union of strata:
pi−11 (W(j,n)) = pi−11 (W∆(j,n)) = ⋃(j˜,n˜)∈∆(j,n)W(j˜,n˜,Λ(j˜,n˜)).
Assume now that j = 0 and j′ > 0. It follows that j′ = 1, that is, we want to understand
the closure of W(0,n,1,n′). Observe that
W(0,n,1,n′) = pi−11 (W(0,n) ∩ pi−12 (W(1,n′))=W(0,n,1,n′) ∩ pi−12 (W(1,n′))= pi−12 (W(1,n′)),
the last equality being true since obviously W(0,n,1,n′) ⊆ pi−12 (W(1,n′)). Therefore we recover
the previous case. 
From deformation theory we have seen that
W(j,j,j,j) = S(j,j).
In particular,
W(0,0,0,0) = S(0,0) =Mp.
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7.3. Proofs of the Main statements.
Proof of Theorem (5.4.1). (1): From the description of the S0(j,j′)’s as a disjoint union
of W(j,n,j′,n′)’s we obtain that the S0(j,j′)’s and the S(j,j′)’s are non-empty since the W(j,n,j′,n′)’s
are non-empty. By Corollary (7.0.2) we get that the S0(j,j′)’s are non-singular, locally irre-
ducible of dimension g − j − j′.
(2): This comes from Corollary (7.0.3). 
Proof of Theorem (5.4.2). (1) This is a consequence of Corollary (7.0.6). (2) In Sec-
tion (7.2) a description of the closure of a set W(j,n,j′,n′) is provided. In particular W(j,n,j′,n′)
is described as the union of other strata, from which we get that the W(j,n,j′,n′)’s are a
stratification of Mp. 
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APPENDIX A
Witt vectors
For a full introduction on Witt vectors, see [Ser79, Zin02, FJM].
In what follows, p is a fixed prime. Let R be a commutative ring of characteristic p. We
set
W (R) = RN+
as sets. We would like to give W (R) a ring structure such that the relation between R and
W (R) generalizes the relation between Fp, the field with p elements, and Zp, the ring of the
p-adic integers.
We define Wn(X) = ∑ni=0 piXpn−ii the Witt polynomials associated to the sequence X =(X0, . . . ,Xn, . . . ).
Denote by
Z[X,Y ] = Z[X0, . . . ,Xn, . . . , Y0, . . . , Yn, . . . ].
One can prove that for any polynomial Φ ∈ Z[X,Y ] there exists a unique sequence {Φn}n of
polynomials in Z[X,Y ] such that
(0.1) Φ(Wn(X),Wn(Y )) = (Φ0(X,Y ))pn + p(Φ1(X,Y ))pn−1 + ⋅ ⋅ ⋅ + pn(Φn(X,Y )).
In fact one has
Φn ∈ Z[X0,X1, . . . ,Xn, Y0, Y1, . . . , Yn].
In the above notation, if Φ = X + Y , we denote by Σi the associated Φi; if Φ = X ⋅ Y , we
denote by Πi the associated Φi. Remark that both Σi,Πi ∈ Z[X0, . . . ,Xn, Y0, . . . , Yn].
For two elements a = (a0, . . . , an, . . . ), b = b0, . . . , bn, . . . ) ∈W (R), we define their sum and
multiplication respectively
a + b = (Σ0(a0, b0),Σ1(a0, a1, b0, b1), . . . ), a ⋅ b = (Π0(a0, b0),Π1(a0, a1, b0, b1), . . . ).
From (0.1) we may deduce explicitly some of these polynomials. We have namely:
Σ0(X0, Y0) =X0 + Y0, Π0(X0, Y0) =X0Y0,






)X i0Y p−i0 , Π1(X0,X1, Y0, Y1) =Xp0Y1 +X1Y p0 + pX1Y1.
The expressions become rather complicated as n grows. However we can easily see that for
n ≥ 1, the equality
Wn(X)Wn(Y ) = (Π0(X0, Y0))pn+p(Π1(X0,X1, Y0, Y1))pn−1+⋅ ⋅ ⋅+pn(Πn(X0, . . . ,Xn, Y0, . . . , Yn)),





















=Xpn0 Y pn0 + p(Xp0Y1 +X1Y p0 + pX1Y1)pn−1 + ⋅ ⋅ ⋅ + pn(Πn(X0, . . . ,Xn, Y0, . . . , Yn)).
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From this we obtain that(a0,0, . . . ,0, . . . ) ⋅ (b0,0, . . . ,0, . . . ) = (a0b0,0, . . . ,0, . . . ).
It is not true in general that (a0,0, . . . ,0, . . . ) + (b0,0, . . . ,0, . . . ) = (a0 + b0,0, . . . ,0, . . . ).
The map
W (R) ρÐ→ RN+
a = (a0, a1, . . . ) z→ (W0(a),W1(a), . . . )
is a ring homomorphism. It is an isomorphism if p is invertible in R.
Example. One has W (Fp) = Zp.
0.1. Maps related to Witt vectors. The Witt polynomials induce ring homomor-
phisms
W (R) wnÐÐ→ R(x0, . . . , xn, . . . ) z→ xpn0 + pxpn−11 + ⋅ ⋅ ⋅ + pnxn
We denote by I(R) the kernel of w0.
We define moreover the Verschiebung map (or shift) as
V ∶W (R) → W (R)(x0, . . . , xn, . . . ) z→ (0, x0, . . . , xn, . . . )
Denote I(R) = VW (R).
Given an element of R, this can be seen as embedded in the Witt vectors W (R) through
the Teichmu¨ller map
R Ð→ W (R)
x z→ x̂ = (x,0, . . . ,0, . . . )
Suppose now that R has positive characteristic p. Then the Frobenius homomorphism
σ∶R Ð→ R
x z→ xp
induces a ring homomorphism on the Witt vectors
F ∶W (R) → W (R)(x0, x1, . . . ) z→ (xp0, xp1, . . . )
It is called the Frobenius map on the Witt vectors.
The following relations between Frobenius and Verschiebung are satisfied:
F V = p, V (Fxy) = xV y, x, y ∈W (R).
Lemma 0.1.1. We have that
F I(R) ⊆ pW (R).
Proof. Since I(R) = VW (R), for a given an element η ∈ I(R), there exists an element
θ ∈W (R) such that V θ = η. Therefore Fη = F V θ = pθ, hence the conclusion. 
The Witt vectors construction is functorial. Given a ring homomorphism φ∶A → B, we
obtain a ring homomorphism
W (φ)∶ W (A) Ð→ W (B)(a0, ai, . . . ) z→ (φ(a0), φ(a1), . . . )
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0.2. The Witt vectors of a perfect field. Let k be a perfect field of positive char-
acteristic p. Then W (k) is a discrete valuation ring with maximal ideal generated by p
and fraction field of characteristic 0. More precisely, the element p in W (k) is the vector(0,1,0, . . . ) and the maximal ideal is {(0, x1, x2, . . . )}. In this case F and V commute with
each other and I(k) = pW (k). The Witt vectors construction is universal in this case.
Theorem 0.2.1. Let R be a complete noetherian local ring with perfect residue field k of
characteristic p. Then there is a uinque canonical map φ∶W (k)→ R such that the following
diagram commutes










Proof. See [FJM, Theorem 0.40] 
0.3. On F -linearity. Let R be a ring of positive characteristic, and let P1 and P2 be
two modules over W (R). An F -linear homomorphism φ∶P1 → P2 is a homomorphism of
abelian groups between P1 and P2 such that φ(wm) = Fwφ(m), for m ∈ P1 and w ∈W (R).
Consider P
(σ)
1 ∶=W (R)⊗W (R),F P1, it has the following structure of W (R)-module:
w1(w2 ⊗ x) = (w1w2)⊗ x, w2 ⊗w1x = Fw1w2 ⊗ x, w1,w2 ∈W (R), x ∈ P1.
Then we consider the linearization of φ
φ♯∶ P (σ)1 Ð→ P2
w2 ⊗ x z→ w2φ(x)
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