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Abstract
In this paper a fast algorithm for computing the index of annihilation of the associated pencil of a given matrix is
presented. Knowledge of this index leads us to the specication of the elementary divisors of the matrix and thus we can
specify its canonical forms. It is shown that the new algorithm (which is based on the RRQR decomposition) is faster
than the existing SVD approach. The algorithm can be also applied to matrix pencils and thus specify the structure of
their elementary divisors. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The controllability and observability of a linear time-invariant dynamical system of the form
S(A; B; C):

x0 = A x + B u;
y = C x; (1)
where A2Rnn; B2Rn‘; C 2Rmn and x2Rn, y2Rm are real-value vector functions, are in-
variant under any equivalence transformation; hence it is conceivable that we may obtain simpler
controllability and observability criteria by transforming the equations of the system into a special
canonical form. Indeed if a dynamical equation is in a Jordan form, the conditions are very simple
and can be checked almost by inspection. Thus knowledge of the canonical forms of given matrices
is the key tool for the study of the basic dynamic and qualitative properties of linear dynamical
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systems of the above form. For any given matrix A2Rnn, or Cnn, the determination of the ele-
mentary divisors (ED) of its associated pencil In−A produces the structure of the similar matrices
of A specifying the rst, second, and Jordan canonical form of A [10, pp. 149{160]. Numerical
computation of the elementary divisors of a matrix A − I can be achieved using the staircase
algorithm [3]. It is the aim of the present paper to develop a numerical technique achieving the
computation of the elementary divisors of a given matrix A2Rnn (or Cnn) using a sparse Toeplitz
matrix approach. Let E be the set containing all the distinct real eigenvalues of this matrix and only
one member of each complex conjugate pair of eigenvalues.
Denition 1. Let A2Rnn (or Cnn) be a given matrix. Let In − A be its associated pencil. For
every eigenvalue a2E of matrix A we may dene the following sequence of matrices associated
with In − A:
P(1)a (In; A) = A− aIn 2Cnn; P(2)a (In; A) =

A− aIn 0
−In A− aIn

2C2n2n; : : : ;
P(i)a (In; A) =
2
6666666664
A− aIn 0 : : : 0 0
−In A− aIn : : : 0 0
: : : : : : :
: : : : : : :
: : : : : : :
0 0 : : : A− aIn 0
0 0 : : : −In A− aIn
3
7777777775
2Cinin: (2)
The rank of the matrix P(i)a (In; A) is denoted by 
i
a and the corresponding nullity (rank deciency)
by nia. The smallest integer a for which n
a
a =n
a+1
a is dened as the index of annihilation of In−A
at = a.
Let mi be the multiplicity of the ED (− a)di . The ordered index set:
Ia = f(d1; m1); (d2; m2); : : : ; (dp; mp): d1<d2<   <dpg
characterises the totality of the ED of In − A at = a. Let nk=nullity (P(k)a (In − A)); k = 1; 2; : : : ;
n0 = 0. Then we have the following results [5].
Lemma 1. The dierences nk+1 − nk provide the following information about the ED structure of
In − A at = a.
1. n1 − n0 =Ppj=1mj is the number of ED at = a.
2. The smallest k for which nk+1 − nk = 0 gives the index of annihilation a; which is also equal
to the maximal degree dp.
3. The dierences nk+1 − nk dene the number of ED with degrees higher than k.
4. For all k =1; 2; : : : the numbers nk satisfy the relationship nk>(nk−1 + nk+1)=2. Strict inequality
holds if and only if k is the degree of an ED of In − A at  = a. Equality holds if and only
if k is not the degree of an ED.
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The sequence n0; n1; : : : therefore satises arithmetic progression type relationships; the only points
where such relationships do not hold are the degrees of the ED. Such a sequence will be referred to
as piecewise arithmetic progression sequence (PAPS) of In−A at =a. The value of k=d where
there is a discontinuity in the arithmetic progression relationship will be referred to as a singular
point and the number d = 2nd − nd−1 − nd+1 will be called the gap of the sequence at k = d. The
following result [5] relates the PAPS of In − A at = a with its index set.
Lemma 2. Let n0; n1; n2; : : : be the PAPS of In − A at  = a. Then an index k = di is a singular
point of the sequence; if and only if di is the degree of an ED of In − A at = a. If k = di is a
singular point; then the gap di at k = di is equal to the multiplicity mdi of the ED at = a with
the degree di.
The above approach can be extended to matrix pencils of the form sF − G; F; G 2Rnn (or
Cnn) by replacing A− aIn with G − aF and −In with −F , where a belongs to the set of roots of
det(sF−G) [8]. In this way it can be computed the elementary divisors of the pencils and therefore
derive canonical forms for them.
In [5] it has been developed a numerical algorithm concerning the evaluation of the elementary
divisors of a matrix through the PAPS approach. The most important numerical problems arising
are:
(P1) Numerical determination of the set E.
By applying an appropriate numerical technique based on the Schur Decomposition
[6, pp. 361{382] we compute a triangular matrix T containing the eigenvalues in its diagonal
blocks. In the sequel, when the given matrix is a small perturbation of a matrix with true mul-
tiple eigenvalues we select the corresponding numerical multiple eigenvalues by sorting the diag-
onal elements of the triangular matrix T , so that possible numerical multiple eigenvalues (close
eigenvalues) appear in adjacent positions. Then use the Gerschgorin circles constructed for diag-
onal similarity transformations of the matrix to decide which of the eigenvalue approximations
form groups corresponding to numerical multiple eigenvalues. The grouping strategy is described
in [11]. When a group is found whose eigenvalues are isolated from the rest of the eigenval-
ues, but not from each other, the mean of the diagonal elements is taken as a numerical multiple
eigenvalue.
(P2) Appropriate numerical implementation of the PAPS sequence.
In the PAPS approach each matrix P(k)a (In; A) = A
(k) has a specic structure. It is a quite sparse
block Toeplitz matrix. This special structure is not utilized in [5] where the computations of the
index of annihilation are performed directly by using the singular value decomposition (SVD) of A(k)
and, thus, the SVD is computed from the beginning for each matrix A(k). In this case the time and
the memory needed for each updating step become very large when k grows. One way to propose
a faster algorithm is to use updating of some rank revealing decomposition (see [1,2]). Therefore,
in this paper we develop another algorithm which fully exploits the structure of the matrices A(k):
This algorithm is very fast because it needs rank-revealing factorizations of matrices having size
only [n+O(1)] [n+O(1)]. The memory needed is for a few matrices of the same size, i.e. O(n2)
for a dense matrix A.
The outline of the paper is as follows. In Section 2 we review briey the rank revealing QR
decomposition (RRQR). Then in Section 3 the new algorithm for index of annihilation computations
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is developed and theoretically justied. Finally, Section 4 presents some numerical experiments
showing the advantages of the method.
2. The RRQR factorization
We assume that the numerical rank, or -rank, of a matrix A with respect to a tolerance  is
dened by
r = r(A; ) = min
kA−Bk26
rank(B):
See [6, 2.5.5] for more details. One of the fastest way to compute the numerical rank of a matrix
is the RRQR factorization [1,2]. This factorization can be given in the form
A = QR= Q

R11 R12
0 R22

;
where  is a permutation matrix and Q has orthonormal columns. R11 is an upper triangular matrix
with smallest singular value min(R11) satisfying
<min(R11)6r:
The matrix R22 is such that kR22k2 is of the order of the smallest singular values of A, and we have
r+16kR22k2 = O():
More details about these facts can be found in [1,2]. Let us note that we have computable bounds
for r+1 and r: These are the quantities kR22k2 and min(R11) which can be easily computed along
the implementation of the algorithm. So, if kR22k2<min(R11) we are guaranteed that r is the -rank
of A: We shall use this fact later on.
3. The fast algorithm
It is clear that if we know rank(A(k)) then it is easy to nd the nullity of A(k): So, we shall use
the RRQR to nd the ranks of the successively bordered matrices.
Let us make two remarks:
 rank(A(k)) = rank((A(k))T), so we shall do the calculation with (A(k))T instead of (A(k));
 The rst step of the algorithm is to compute the RRQR of A − aIn = QRT: The rank of A(k)
does not change if we multiply A(k) by diagfQT; : : : ; QTg from the left and by diagfT; : : : ; Tg
from the right because these are orthogonal matrices (see [6, Section 2.5]).
Because of these remarks we can do the calculation with the matrix
B(k) =
0
BBB@
R −QT 0
R −QT
. . . . . .
0 R −QT
1
CCCA ;
instead of A(k), where A− aIn = QRT.
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From the RRQR of AT − aIn we have the rank of B(1). Next, we consider only the computation
of rank (B(2)). The next steps of the algorithm are analogous.
Let us present matrix B(2) in a block form as
B(2) =
0
BB@
R11 R12 Q11 Q12
0 R22 Q21 Q22
0 0 R11 R12
0 0 0 R22
1
CCA ;
where Rij are taken from the RRQR factorization of B(2) and
Q11 Q12
Q21 Q22

=−QT:
From the RRQR factorization with a tolerance  we have that kR22k2 = O() is an upper bound for
the smallest singular values. Now let us permute the columns of B(2) in the following way:
B^ (2) =
0
BB@
R11 Q11 Q12 R12
0 Q21 Q22 R22
0 R11 R12 0
0 0 R22 0
1
CCA ;
where B^(2) is the permuted matrix. Then we can compute the RRQR factorization of the following
submatrix:
C(2) =
0
BB@
Q21 Q22
R11 R12
0 R22
1
CCA= Q12
 
R (2)11 R
(2)
12
0 R (2)22
!
T2 ;
where min( R
(2)
11 )> and kR22k2 is of order . The size of the blocks R (2)11 ; R (2)12 ; R (2)22 may be completely
dierent from the size of the blocks Q21; Q22; R11; R12; R22:
After multiplying the corresponding rows and columns of matrix B^
(2)
with QT2 and 2; so that
the rank of C(2) is revealed, we obtain
R(2) =
0
BB@
R^ (2)11 R^
(2)
12 R^
(2)
13 R^
(2)
14
0 R^ (2)22 R^
(2)
23 R^
(2)
24
0 0 R^ (2)33 R^
(2)
34
1
CCA ; (3)
where R^ (2)11 = R11; (R^
(2)
12 R^
(2)
13 ) = (Q11 Q12)2; R^
(2)
14 = R12; R^
(2)
22 = R^
(2)
11 ; R^
(2)
23 = R
(2)
12 ; R^
(2)
33 = R
(2)
22 ; and 
R^ (2)24
R^ (2)34
!
= QT2

R22
0

: (4)
As a result we have a QR factorization of B(2): As far as R^ (2)11 and R^
(2)
22 are well conditioned,
and (R^ (2)33 ; R^
(2)
34 ) is of order O() we are possibly close to the RRQR factorization of B
(2): Now we
analyze when the representation (3) is an RRQR factorization.
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Lemma 3. Let C =
(M N
O P

; where M and P are square blocks; and C is a square matrix. Then
min(C)> 1p2minfmin(M); min(P)g.
Proof. Let us form the matrix
CTC =

M TM M TN
N TM N TN + PTP

:
Let x=(xT1 ; x
T
2 )
T be a nonzero vector partitioned analogously to the partitioning of C: Then we have
(CTCx; x) = (M TMx1; x1) + 2(M TNx2; x1) + (N TNx2; x2) + (PTPx2; x2)
= (Mx1 + Nx2; Mx1 + Nx2) + (PTPx2; x2)>2min(P)kx2k22: (5)
Analogously, we can get the following bound:
(CTCx; x)>2min(M)kx1k22: (6)
From (5) and (6) we get
(CTCx; x)
(x; x)
>2min(P)
kx2k21
kxk22
; (7)
(CTCx; x)
(x; x)
>2min(M)
kx1k21
kxk22
: (8)
These bounds are true for all nonzero x.
It is clear that the left-hand sides of (7) and (8) are Raileigh{Ritz quotients. They attain a
minimum equal to 2min(C): So we have
2min(C)>
2
min(P)
kx2k22
kxk22
; (9)
2min(C)>
2
min(M)
kx1k22
kxk22
: (10)
By adding (9) and (10) we obtain
22min(C)> 
2
min(P)
kx2k22
kxk22
+ 2min(M)
kx1k22
kxk22
>minf2min(P); 2min(M)g
kx1k22 + kx2k22
kxk22
= minf2min(P); 2min(M)g;
from where follows the statement of the lemma.
This lemma shows that the minimal singular value of the upper triangular matrix

R^ (2)11 R^
(2)
12
0 R^ (2)22

;
standing in the left upper corner of the matrix R(2) is quite close to the minimal singular value of
the matrices R^ (2)11 and R^
(2)
22 . Let us analyze what happens to the norm of the matrix (R^
(2)
33 ; R^
(2)
34 ):
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Lemma 4. The norm of the matrix (R^ (2)33 ; R^
(2)
34 ) is bounded as follows:
k(R^ (2)33 ; R^ (2)34 )k26
q
kR^ (2)33 k22 + kR22k22:
Proof. For any matrix of the form C = (M N ) it is easy to see that
(CCTx; x)
(x; x)
=
(MM Tx; x)
(x; x)
+
(NN Tx; x)
(x; x)
6 kMk22 + kNk22;
from where it follows that:
kCk226kMk22 + kNk22:
So, we have
k(R^ (2)33 ; R^ (2)34 )k26
q
kR^ (2)33 k22 + kR^ (2)34 k2:
But from (4) we get
kR^ (2)34 k6kR22k2;
and thus we have the statement of the lemma.
Lemma 2 shows that if kR22k2 and kR(2)33 k2 are small, then the matrix in the right lower corner of
R(2) is also of small norm. Let us note that R22 and R
(2)
33 have small norms (of order O()) because
they come from the RRQR factorization of some matrices.
From the two lemmas we have the following obvious theorem:
Theorem 1. If
minfmin(R(2)11 ); min(R(2)22 )g> k(R(2)33 ; R(1)34 )k2; (11)
then R(2) is the R-factor of the RRQR factorization of B(2):
So, we can write
R(2) =
 
R(2)11 R
(2)
12
0 R(2)22
!
;
where
R(2)11 =
 
R^ (2)11 R^
(2)
12
0 R^ (2)22
!
; R(2)12 =
 
R^ (2)13 R^
(2)
14
R^ (2)23 R^
(2)
24
!
;
R(2)22 = (R^
(2)
33 ; R^
(2)
34 );
and we have from Lemma 1 a lower bound for min(R
(2)
11 ); and from Lemma 2 an upper bound for
kR(2)22 k2:
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In this case it is not necessary to do more calculations to reveal the -rank of B(2). If (11) is
not true then a few more passes of the RRQR for the matrix R(2) are needed to reveal the smallest
singular values of the triangular matrix in the left upper corner of R(2). Fortunately, we can control
this because min(R
(2)
11 ); min(R
(2)
22 ); kR(2)33 k2; and kR22k2 are quantities which are computed along the
RRQR factorizations.
The algorithm proceeds by bordering matrix R(2): Of course, matrix −QT which appears now in
the last column should be updated because of the matrix multiplications from the left. This updating
can be done along the RRQR factorization of matrix C(2).
In general we have the following algorithm. Let us suppose that we have
R(k−1) =
 
R(k−1)11 R
(k−1)
12
0 R(k−1)22
!
;
where kR(k−1)22 k2 = O() and min(R(k−1)11 )>: By bordering R(k) we obtain
B(k−1) =
0
BBBBB@
R(k−1)11 R
(k−1)
12 Q
(k−1)
11 Q
(k−1)
12
0 R(k−1)22 Q
(k−1)
21 Q
(k−1)
22
0 0 R11 R12
0 0 0 R22
1
CCCCCA ;
where Q(k−1)ij are the updated parts of −QT. Then by permutation of columns we have
B^
(k)
=
0
BBBBB@
R(k−1)11 Q
(k−1)
11 Q
(k−1)
12 R
(k−1)
12
0 Q(k−1)21 Q
(k−1)
22 R
(k−1)
22
0 R11 R12 0
0 0 R22 0
1
CCCCCA :
Now compute the RRQR factorization of
C(k) =
0
BB@
Q(k−1)21 Q
(k−1)
22
R11 R12
0 R22
1
CCA= Qk
 
R (k)11 R
(k)
12
0 R (k)22
!
Tk ;
where min( R
(k)
11 )>; and k R (k)22 k2 =O(): After multiplying the corresponding rows and columns of
B^
(k)
with QTk and k we get
R(k) =
0
BB@
R^ (k)11 R^
(k)
12 R^
(k)
13 R^
(k)
14
0 R^ (k)22 R^
(k)
23 R^
(k)
24
0 0 R^ (k)33 R^
(k)
34
1
CCA ;
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where R^ (k)11 = R^
(k−1)
12 ; (R^
(k)
12 ; R^
(k)
13 ) = (Q^
(k−1)
11 ; Q^
(k−1)
12 )k; R^
(k)
14 = R^
(k−1)
12 ; R^
(k)
22 = R
(k)
11 ; R^
(k)
23 = R
(k)
12 ; R^
(k)
33 =
R (k−1)22 ; and 
R^ (k)24
R^ (k)34
!
= QTk
 
R(k−1)22
0
!
:
Lemmas 1 and 2 and Theorem 1 can be proven similarly. Then under the condition of Theorem
1 we have that
R(k) =
 
R(k)11 R
(k)
12
0 R(k)22
!
is the R-factor from an RRQR factorization of B(k); where
R(k)11 =
 
R^ (k)11 R^
(k)
12
0 R^ (k)22
!
; R(k)12 =
 
R^ (k)13 R^
(k)
14
R^ (k)23 R^
(k)
24
!
;
R(k)22 = (R^
(k)
33 ; R^
(k)
34 ):
From Lemma 1 it is easy to see that the sequence
pk = 1p2min
n
pk−1; min

R^ (k)22
o
; k = 2; : : : ; p1 = min(R11);
forms lower bounds for min(R
(k)
11 ): Analogously, from Lemma 2 we can see that the sequence
qk =
q
q2k−1 + kR^ (k)33 k2; k = 2; : : : ; q1 = kR22k2;
forms upper bounds for kR(k)22 k2: Then as long as
pk >qk (12)
we have an RRQR factorization of B(k). This allows to control the reliability of the method eectively
by computing the quantities pk and qk .
Let us note that the nullity of B(k) is equal to the number of rows of R(k)22 ; which quantity is easily
computable. This algorithm is especially useful when there is a large gap between the smallest
singular values of all the matrices B(k) (of order O()) and the larger ones. The above developed
algorithm can be applied also to matrix pencils requiring only slight changes.
As far as the computational complexity is concerned, let us mention that the SVD approach for
the index of annihilation computation requires O(i3n3) ops for the rank of each matrix P(i)a (see
[6, p. 254]), which results in O(4an
3) ops in total. The new approach clearly needs O(an3) ops
because at each step the RRQR is applied to matrices which size is of order O(n). Thus theoretically
the RRQR approach is O(3a) times faster. So, for larger index of annihilation the speedup between
the two approaches should grow. We will illustrate this conclusion in the next section by numerical
examples. The memory requirements for the RRQR approach are O(n2) because we store the initial
QR factorization of matrix A, and then border a part of the triangular factor, and compute a RRQR
factorization again.
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Concerning the numerical stability of the proposed algorithm we have to note that if U is ortho-
gonal, and M (1) = UM 2Rnn then
U (M +M) = ~M
(1)
; kMk26(2n− 3)kMk2 0 + O(20);
where M is the equivalent perturbation of matrix M (see [12]), and 0 is the machine precision.
The last result can be found in [4], for example. As far as we apply several orthogonal transforma-
tions to matrix P(a)a it is clear that for the whole algorithm we have
U (P(a)a +P
(a)
a ) = ~P; kP(a)a k26cnkP(a)a k20;
where U is orthogonal (a product of orthogonal matrices), and cn is a constant linearly depending on
n. Thus the RRQR approach is backward stable. Let us note that perturbations in inputs of similar
size as those of M will not change the output of the algorithm essentially. So, this algorithm is
not sensitive to input perturbations of order cnkP(a)a k20.
4. Numerical results
The new algorithm is tested in MATLAB with a machine roundo unit 2:22 10−16. For the
presentation of the examples three signicant digits will be kept. We count the number of ops
by the corresponding function of MATLAB. The rank computations are controlled by the tolerance
parameter  which is an input for the RRQR procedure.
We choose the examples below so that dierent practical situations are simulated. Example 1 is a
well-conditioned problem, Example 2 is ill-conditioned, Example 3 illustrates the case when many
bordering steps are needed, and Example 4 is an application of the method to matrix pencils.
Example 1 (Kagstrom and Ruhe [7]). Let
A=
2
6666666666666664
1 1 1 −2 1 −1 2 −2 4 −3
−1 2 3 −4 2 −2 4 −4 8 −6
−1 0 5 −5 3 −3 6 −6 12 −9
−1 0 3 −4 4 −4 8 −8 16 −12
−1 0 3 −6 5 −4 10 −10 20 −15
−1 0 3 −6 2 −2 12 −12 24 −18
−1 0 3 −6 2 −5 15 −13 28 −21
−1 0 3 −6 2 −5 12 −11 32 −24
−1 0 3 −6 2 −5 12 −14 37 −26
−1 0 3 −6 2 −5 12 −14 36 −25
3
7777777777777775
2R1010:
For = 10−15 the following EDs were computed: (s− 1); (s− 2)2; (s− 2)3 with multiplicity 1, and
(s− 3)2 with multiplicity 2. The number of ops and the speedup (SP) are given in Table 1. It can
be seen that the speedup grows almost exponentially with the index of annihilation.
Example 2. As a second example we consider the matrix D=diag(1; 1; 1; 1; 1; 1; 1; 9 10−12; 10 10−12;
1110−12,12 10−12; 13 10−13) multiplied from the left by a random orthogonal matrix U , and from
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Table 1
The number of ops for the SVD and the RRQR approach and the speedup SP for Example 1
a 1 2 3
SVD 35 997 324 409 123 495
RRQR 14 528 36 634 26 186
SP 2.48 8.86 4.72
Table 2
The number of ops for the SVD and the RRQR approach and the speedup SP for Example 2
a 1  = 10−13  = 10−11
SVD 55 263 | 56 199
RRQR 38 812 23 296 31 410
SP 1.42 | 1.79
the right by U T. Thus, this matrix has some small eigenvalues which can be considered equal depend-
ing on the tolerance used. First, we compute the index of annihilation for all the eigenvalues with a
tolerance =10−13. In this case the algorithm produces one ED (s−1) with multiplicity 7, and ve
dierent EDs with multiplicities 1 (the SVD approach cannot discriminate this case). Then we do
the same computation but with a tolerance =10−11 (a number larger than the smaller eigenvalues).
As should be expected the dierence now is that the algorithm produces one ED with multiplicity
5 (corresponding to the smallest eigenvalues). The number of ops and the speedup are given in
Table 2, where the last two columns give the results for any small eigenvalue with dierent toler-
ances. Let us also note that in this example we added small perturbations of order 10−14 to each
entry of the original matrix. All the results are the same in the case of perturbations. This shows
that the new algorithm behaves in a stable way.
Example 3. In this example we would like to see how the algorithms behaves when we have a
relatively large number of bordering steps. For this purpose we need eigenvalues with large Jordan
cells. First we generated a Jordan matrix with two Jordan cells each of size n:
J1 =
0
BBBBB@
1 1
1 1
. . . . . .
1 1
1
1
CCCCCA ; J2 =
0
BBBBB@
2 1
2 1
. . . . . .
2 1
2
1
CCCCCA :
Then we produced the matrix A = P−1JP, where P = tridiag(a; b; a); a = (−1; : : : ;−1); b =
(1; 2; : : : ; 2). We chose this type of matrix P because its inverse is known explicitly, the entries
of matrix A are integers, and there is no roundo errors involved when forming matrix A. In this
way we know exactly its eigenvalues, and can watch the accuracy of our algorithm. The tolerance
is chosen by default in the RRQR factorization. For the choice of n = 20; 40; : : : ; 80 the algorithm
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Table 3
The number of ops for the SVD and the RRQR approach and the speedup SP for Example 3
s 2 0
SVD 19 473 18 384
RRQR 4717 4582
SP 4.13 4.01
computed correctly the multiplicity for both eigenvalues (equal to n). For n = 100 the algorithm
computed multiplicities 103 and 101, respectively. It could be expected because the condition (12)
is not valid for n = 100. For cases like this a modication of the present algorithm should be
developed which works on larger pieces of matrix B(k).
Example 4 (Kalogeropoulos and Mitrouli [9]). This example shows the application of the RRQR
approach to computations with matrix pencils. Let the matrix pencil sF − G be dened by
F =
0
BBBB@
16 16 14 15 3
25 20 13 16 1
18 16 13 17 2
5 4 4 7 1
3 6 9 12 3
1
CCCCA ; G =
0
BBBB@
13 7 3 4 1
8 10 12 16 4
3 6 9 12 3
1 2 3 4 1
0 0 0 0 0
1
CCCCA :
The EDs (s−2)2; s; s2 of multiplicity 1 are correctly computed by our algorithm. The corresponding
number of ops and speedup are given in Table 3.
At the end we would like to mention that the code in MATLAB is not optimal because we did
not take into account the sparsity and the block structure of the matrices C(k). By using the structure
of these matrices the algorithm could be even faster.
5. Conclusions { future work
A new numerical technique achieving the computation of the elementary divisors of a given matrix
A2Rnn, or Cnn using a sparse Toeplitz matrix approach was developed. The method exploits the
rank revealing QR decomposition (RRQR) and produces a stable algorithm whose reliability is
controlled by quantities which are computed by the algorithm. The computational complexity is
O(an3) ops, where a is the index of annihilation, and the memory requirements are O(n2) for
a dense matrix A. The method was tested successfully over dierent types of problems (including
well-conditioned and ill-conditioned).
In our future work we will study the application of this method for the computation of the Jordan
form of a matrix, comparing also the RRQR approach with the already existing staircase algorithm.
In case that the transformation matrices are also required a technique similar to the one proposed in
[9] can be adopted. Also under research is the extension of the proposed RRQR based approach for
the computation of null spaces of matrices possessing the described block Toeplitz structure. The
computation of such null spaces is required in various problems arising from Control Theory.
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