Abstract
Introduction
While the subject of text classification is not new, nonetheless, it is a continuously evolving subject with the expansion of the Internet and the information over the web. Automatic text classification or categorization can accelerate several processes related to users through the web. Further, such classification is also used by search engines and web directories to continually categorize and classify documents.
In text classification, the goal is to assign one category of a predefined list to a subject document. Such process is accomplished through evaluating all or most frequent words in the subject document and then analyzing results in comparison with a predefined list of possible classes or categories. Papers in literature that evaluate text classification used several data mining algorithms for classification such as: K-nearest neighbors (KNN), Support Vector Machines (SVM), Naïve Bayes (NB), N-gram, etc. Besides the nature of the used algorithm, there are also several other factors that may affect the accuracy of the document class prediction. The nature of the collected documents and how far classes are from each other are other factors. Another factor is the training dataset and process in making sure that trained dataset classes are not biased to a particular category or class. Preprocessing tasks such as removing stop or irrelevant words are also important to remove possible outliers.
Classification is an important data mining process that is used for grouping data into predefined classes based on the content of data. There are many classification techniques such as: K-nearest neighbors (KNN), Naïve Bayes probabilistic classifier (NB), neural networks, linear least square fit, decision trees, rule induction, inductive rule learning technique, support vector machines (SVM), and many others. There are also some distance similarity metrics such as: Manhattan, Cosine or Euclidian, Dice similarity measures that are used as part of classification algorithms.
The classification has its roots in several areas including data mining, statistics, and biology. Along with other machine learning algorithms, it has been applied to a wide range of fields and applications including: marketing, pattern recognition, data analysis and image processing.
Text classification refers to the process of assigning a category to a text document from a predefined category list. Automatic text categorization can significantly reduce process required effort and resources. For example, MEDLINE (National Library of Medicine) uses $2 million/year for the manual indexing of journal articles. Another example is Yahoo site which uses more than 200 experts to manually label or categorize its web site pages where the website receives hundreds of pages daily [1] .
Several papers were published discussing the subject of Arabic texts classification. They used different algorithms such as: KNN, NB, SVM, etc. Most of those algorithms have been also tested on other languages. For example, KNN algorithm is known to be one of best state of the art classifiers used for English text classification. KNN was also applied to Chinese text [2] and Arabic text [3] yielding good results. In [1] , authors used Naïve Bayes algorithm to automatically classify Arabic documents. The average accuracy reported was about 68.78%. In [4] , authors used statistical classification methods such as maximum entropy to classify and cluster news articles. The best classification accuracy they reported was 62.7%.
In this paper, we will evaluate the usage of Manhattan, Dice and Euclidean distance similarity measures with N-gram technique on an Arabic dataset that is collected from different Arabic websites.
The rest of the paper is organized as the following: Section 2 describes related previous research works. Section 3 presents goals and approaches from this study along with the process of collecting the dataset and conducting the experiment. Section 4 analyzes experimental results. Finally, section 5 summarizes results with a conclusion.
Overview of the Arabic Language
Arabic is a widely spoken language by more than 200 million people, distributed among many countries in the Middle East region. There are common features and characteristics for the Arabic language that may not be unique in comparison with other languages. The Arabic alphabet consists of 28 letters as follow: ( ‫ذ،‬ ‫د،‬ ‫خ،‬ ‫ح،‬ ‫ج،‬ ‫ث،‬ ‫ت،‬ ‫ب،‬ ‫أ،‬  ‫ض،‬ ‫ص،‬ ‫ش،‬ ‫س،‬ ‫ز،‬ ‫ر،‬  ‫ي‬ ‫و،‬ ‫هـ،‬ ‫ن،‬ ‫م،‬ ‫ل،‬ ‫ك،‬ ‫ق،‬ ‫ف،‬ ‫غ،‬ ‫ع،‬ ‫ظ،‬ ‫ط،‬ ). In addition to other forms taken by some characters, such as ( ‫(ء‬ ‫والهمزة‬ ‫(ه)،‬ ‫والهاء‬ ‫المربوطة(ة),‬ ‫والتاء‬ ‫(ى),‬ ‫المقصورة‬ ‫.)أللف‬ Further Arabic letters contain points. There are ten letters that contain one point ( ‫ب،‬ ‫ز،‬ ‫ذ،‬ ‫خ،‬ ‫ج،‬ ‫ن‬ ‫ف،‬ ‫غ،‬ ‫ظ،‬ ‫,)ض،‬ three letters that contain two points ‫ي(‬ ‫ق،‬ ‫,)ت،‬ and two letters with three points ( ‫ث‬ ، ‫ش‬ ). Different forms of the letters appear according to its position in the word. The letter shape in some cases can be different if the letter is: alone, at the beginning of the section, in the middle section or at the end of the word. Some letters take one form. Others take two forms, three or four forms. For example, the letter: ‫)ع(‬ has four forms: ( ‫ع،‬ ‫ـع‬ ، ‫ـعـ‬ ، ‫)عـ‬ based on its location in the word. One last aspect of Arabic is that, unlike most languages, it is written and read from right to left.
Background and Related Work
In this section, a background knowledge is presented for the paper related terms and concepts. The approaches that have been used by other studies in solving image retrieval problem are also reviewed.
N-gram Classification
An N-gram is a subsequence of length N items or characters. An N-gram is like a moving or sliding window over a text, where N is the number of characters in the window. The size of N-gram can be 1, 2 or 3 and that is then called: unigram, bigram and trigram respectively. For example if we have the Arabic word ‫,"المسامحة"‬ the tri-gram for this word will be: ( ‫الم،‬ ‫لمس،‬ ‫مسا،‬ ‫سام،‬ ‫امح،‬ ‫محة‬ ). Each part has three words, and in each consecutive part, one letter is removed from the right and another one is added from the left instead till the word ends.
Similarity Measurements
Similarity between two objects indicates how much those two objects are close to each other based on some predefined features. The degree of similarity is measured in terms of the distance between the N-grams of a subject document and the dataset documents.
Many similarity measures are proposed for document classification. There are some commonly used similarity measures that we will use in our experiments. Following is a brief description about each one of them.
Manhattan Distance:
In Manhattan distance, a rank-order statistic is calculated for two profiles by measuring the difference in the positions of an Ngram in the two different profiles. The general Manhattan equation is:
The class that has the smallest Manhattan distance (i.e. the closest) is chosen as the class for the document being classified. For example, given two profiles or documents, P1, P2 consisting of two-grams where P1 = {th, he, ma, an, in, ca, ar}, and P2 = {ma, he, an, th, in, ca, ar}, then Manhattan distance (P1, P2) = (|0−3| + |1−1| + |2−0| + |3−2| + |4−4| + |5−5| + |6−6|) =6. Assume that C1 and C2 represent the classes that we want to classify P for one of them. After computing the Manhattan distance, if Manhattan (P, C1) < Manhattan (P, C2), the document will be classified as belonging to class C1.
Dice Distance Measure:
The second similarity measure used is the Dice measure of similarity with the equation:
Where |Pi| is the number of elements (i.e. N-grams) in subject profile and |Pi| is the number of elements in dataset profiles (one at a time).
Using the Dice measure, the class with the largest value is chosen as the class for the text document being classified. For Example, assume that the number of N-grams in profile Pi is |Pi| = 20, and the number of N-grams in profile Pj is |Pj|=10, and that the number of similar N-grams that are found in both Pi and Pj is |Pi ∧Pj| = 7, then Dice (Pi, Pj) = (2×7)/(10 + 20) = 0.467. Assume that C1 represents the profile for training class 1 and C2 represents the profile for training class 2, and we would like to classify a document with profile P. After computing the Dice measure of similarity, if Dice (P, C1) < Dice (P, C2), the document will be classified as belonging to class C2.
Euclidean Distance:
Euclidean distance is the simplest distance measure where the distance between two points is equivalent to placing a ruler between them and recording the measurement. The Euclidean distance between two points: p and q is:
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Related Work
Several published papers discussed the usage of different classification algorithms for Arabic text categorization. A small selection of those papers will be discussed in this section.
Rehab Duwairi has several publications in this subject [e.g. 5, and 14]. In [5] , she discussed a survey of several published papers in text categorization and evaluated the usage of the classifiers: distance based, KNN and NB. Results showed that NB is the best classifier out of the three for Arabic text documents.
Mesleh evaluated SVM and several feature selection methods [6] . His results showed that CHI square showed the best performance. Feature selection methods support the process of classification through identifying the best attributes that can be good predictors. Baoli et al proposed an improved KNN algorithm that uses different numbers of neighbors for text categorization [7] . Authors conducted a preliminary investigation of their approach on the Chinese language and compared results with traditional KNN. Harrag et al proposed using neural networks for Arabic text classification [8] . Authors used Singular Value Decomposition (SVD) as a pre-processor method to neural networks classification approach. With several processing stages, they claimed to improve neural networks classification method to classify Arabic text. They used a dataset of 453 documents categorized into 14 classes.
Farhoodi and Yari applied machine learning algorithms for Persian text classification [9] . Persian language joins Arabic language in several unique features. Examples of algorithms they used include: SVM and KNN. KNN along with its cosine functions showed the best ability to detect correct classes for Persian language documents.
Alsaleem used also SVM and NB for automatic classification of Arabic text [10] . Author collected a large dataset of 5121 documents with 7 classes. Based on results, SVM algorithm outperformed NB. Author should possibly expand the number of classes to more than 7 for such a relatively large dataset.
In a similar paper, Bawaneh et al [11] evaluated using SVM and NB for Arabic text classification. They compared their experiment with several other previous papers that were larger in datasets and training. For the 5 papers they selected, accuracy was between 71-75 % for NB algorithm and 82-86 % for KNN. Such results conform to most text classification papers in realizing that KNN is the best classifier. Al-Shalabi and Obeidat compared the usage of KNN with N-gram classification [12] . N-gram is used as an alternative for using single words or terms in KNN. The average accuracy in the case of using N-Gram was 0.7353 % while with single terms indexing, it was 0.67 %. In an earlier paper, Al-Shalabi et al [13] evaluated the usage of KNN for Arabic text classification. However, they didn't show or compare results statically with their previous papers.
In [17] , authors used the N-gram to divide the text into a set of tokens and with the value of (N) to be three (i.e. tri-gram). The number of categories was four: sports, ecommerce, weather and technology. They computed the frequency of occurrence for each N-gram and sorted the N-grams according to their frequencies. They chose the first one hundred most frequent words. This provides the N-gram document profile. The N-gram profile for each evaluated document (called document profile) was compared against the profiles of all other documents in the training set in terms of similarity. Two similarity measures were used: Manhattan and Dice. The results showed that tri-gram text classification using the Dice measure outperforms classification using the Manhattan similarity measure.
An algorithm for Arabic text to extract the word roots is proposed by Al-Shalabi et al [13] . The idea behind this algorithm is to assign weights and ranks to the letters that form a word based on their usage frequency. The weight is a real number (between 0 and 5) as shown in Table 1 . Most frequent letters get the highest weight value or 5. Other high frequent letters get: 3.5, 3, 2, and 1 respectively. The rest of the Arabic letters get 0, weight. The rank is then a real number that depends on the length of the word. After determining the weights and the ranks for letters in each word, the letter with the smallest value of multiplying the rank and the weight represents the root for the word. 
Goals and Approaches
With the evolution and expansion of the Internet, the number of text documents that are exchanged through the web in different forms is huge. In every automatic classification process, several preprocessing steps are necessary to prepare the subject text documents to the classification algorithms.
Preprocessing Phase
The nature of Arabic text is different from some popular languages such as English. Further, the preprocessing of the Arabic text is different and is significantly harder due to several factors related to the nature of the language and the availability of tools and programming languages features to support those languages in comparison to English. In this experiment, we will evaluate the impact of the preprocessing stage on the classification through conducting two experiments: one with preprocessing steps and one without preprocessing. We will use the N-gram approach for classification where it is thought that N-gram by nature can possible handle noise without the need for preprocessing steps. In this scope, a training dataset is always used to develop the model which will be eventually applied on the rest of the dataset. A trade-off should be made between the size of the training dataset in comparison to the rest of the dataset. If more documents are included in the training set, it is expected that such a large training dataset may reduce possible biases in decisions due to the nature of training selection. On the other hand, taking the majority of the dataset as a training set is not practical.
The preprocessing phase includes removing the noise from the evaluated text documents. The term noise is used to refer to all document elements that are irrelevant to the classification process and that their existence in the evaluation may bias incorrectly the results or the decision. This include for example: punctuation marks, pronouns, diacritics, non-letters, prepositions, etc.. The main reason for removing such words is that they are expected to exist in a large number in all classes of documents which means that they are incapable of contributing to the identification of the document class or category.
After removing the noise from the text, the rest of the text is used as the base for the classification process. From each document, the number of words returned can be large. We experimented using most frequent words (e.g. top 10, 100, 200 frequent words) to represent documents instead of the whole document. Other reduction algorithms are evaluated and showed less relevant results. For example, we tried using distance similarity measurements to measure distances between words based on comparing the number and frequency of similar words between the documents. A similarity index with values between 0, for absolutely not similar, to one, for absolutely identical documents is defined.
For stop or irrelevant words in Arabic that should be removed in the preprocessing steps, we followed those defined in a popular Arabic stemmer (Khoja stemmer). In addition to stop words' removal other preprocessing steps recommended include: replacing initial ‫أ‬ ‫إ‬ ) ‫آ‬ ( with ‫)ا(‬ , replacing final ‫)ى(‬ followed by ‫)ء(‬ with ‫,)ئ(‬ replacing ‫)ة(‬ by ‫,)ه(‬ removing ‫وال(‬ ‫فال,‬ , ‫بال‬ , and ‫كال‬ ), removing ‫ال(‬ ) , and ‫لل(‬ ) except from the words: ‫)هللا(‬ , and ‫,)هلل(‬ and finally replacing congestive set of spaces and new line characters by a single space, so that each two words will be separated by only one space.
Dataset Description
The dataset consists of 2700 documents in nine different categories. Those include: Art, Economy, Health, Law, Literature, Politics, Religion, Sport and Technology. Those are downloaded from different Arabic websites. We used 10 documents from each category for initial testing or training. Table 2 describes the categories and the number of documents in each category. 
N-gram Classification
Following are the main tasks that we used to perform classification based on N-gram:  First, we have modified the typical usage of N-gram in Natural Language Processing (NLP). Instead of only splitting the text into tokens consisting of three letters (trigram), we have also implemented algorithms with tokens of four and five letters and compare their classification or prediction accuracy.  To improve performance or speed, we based the classification on only the first 100 words of the document rather than the whole document. The different experimental options that were evaluated depend on preprocessing options, number of words taken from the subject text document (e.g. 100), number of trained documents (e.g. 1, 3 and 10, 100), and finally the N number in N-gram (e.g. 3, 4, or 5). In every case, the following steps were conducted: 
Documents Distance Similarity Methods
Before conducting the classification step, document similarity methods are used to evaluate the level of similarity between a subject document and the dataset documents. Three distance similarity methods are used: Manhattan, Dice and Euclidean similarity methods.
Evaluation and Analysis
We used precision and recall metrics to evaluate the performance of the proposed classifiers. Table 3 shows the equations of precision and recall metrics. Precision is the percentage of the instances which actually have a class label X divided by all those which were classified as class label X. Recall is the percentage of the instances which were classified as class X, divided by all instances which correctly have class X.
Based on the different criteria described earlier, experiments are conducted. In each case, the two distance similarity metrics, Manhattan and Dice are used. Tables below show the summary of results for all different selections of the experiments. Table 4 shows the initial results of parsing and comparing the subject document with one known document in the database for each class and without removing any stop word (i.e. no preprocessing + one training document per class). Without preprocessing and one file for each category.
Using 3-letters N-gram:
As shown in Table 4 , some specific classes have higher prediction accuracies in terms of precision and recall such as: literature and economy relative to the other classes. Overall precision and recall are not high for this first experiment although it shows that Dice similarity metric is better than Manhattan in terms of ability to detect accurate classes.
In the second experiment, preprocessing is implemented. Several known stop words are listed and excluded from the training datasets. As explained earlier, such words, prepositions, phrases, etc. may bias the results as they usually occur frequently in evaluated documents which may cause results to be biased. Table 5 shows the effect of preprocessing on the prediction of classes. Results in Table  5 shows that against expectation, precision and recall were not improved through preprocessing. One explanation is that N-gram process by nature (especially for 3 characters) is immune against stop words. With preprocessing and one file for each category. Table 6 shows the results of applying: preprocessing, 100 files in training and 3-Ngram. So far, this selection has the best accuracy in terms of precision and recall for both Manhattan and Dice metrics. In comparison with previous results Dice metrics showed a higher prediction accuracy for the overall classes with 88% in precision and 87% in recall. Without preprocessing and 100 files for each category.
Using 4-letters N-gram:
In the next three tables, we will evaluate using 4-letters Ngram with the three different sets of experimental alternatives. Table 7 shows the first alternative of: no stop words removal, and 1 training file. Results in Table 7 show a less prediction accuracy relevant to Table 4 of the same settings with N-gram of 3. This means that N-gram of 3 is a better choice for Arabic text categorization than selecting 4 letters. Without preprocessing and one file for each category. Table 8 shows evaluating the effect of preprocessing. Results showed that stop words removal has actually a negative impact on precision and recall. With preprocessing and one file for each category. Table 9 shows categorization accuracy impact after using 100 files in training. Results showed a significant improvement relative to Tables 7 and 8 . Nevertheless, results in Table 6 (i.e. using N-gram of 3 letters) showed higher prediction accuracy in terms of precision and recall. It should be mentioned that the payoff of using 100 documents or files in training relative to one file is the processing speed. 
Summary and Conclusion
Evaluating documents' similarity has been the subject of many research papers in data mining, information retrieval, natural language processing and many other fields. In this paper, we evaluated using document similarity algorithms for documents classification or categorization. The paper used a method combining N-gram with Manhattan, Dice and Euclidean similarity measures. In addition, several preprocessing procedures are evaluated to see the best options to select for classifying Arabic documents. Three versions of N-Gram are used: three, four and five letters. Multithreading and parallel programming are used to improve the performance or the speed of reaching a category decision especially in cases where the process is slow.
For N-gram, we found that it is best to use 3 letters for Arabic categorization especially as for most Arabic words, their root verbs are composed of three letters. Using a larger set of training data has a significant positive impact in improving decision accuracy which can alleviate any possible bias in class decision. Trade off should be made between accuracy and speed or performance as extending the size of training words or documents require extensive processing and analysis. In N-gram algorithm, results showed that preprocessing and removing stop words didn't show a significant improvement on the overall prediction accuracy.
