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Abstract
In this paper we give a new proof that for controllable and observable linear systems every L2[0, T ]
function can be approximated in the L2[0, T ] sense with an output function generated by an L2[0, T ] in-
put function. We also give a new characterization of how continuous functions on [0, T ] are uniformly
approximated by an output generated by a continuous input function. The relative degree of the transfer
function of the system determines those functions that can be approximated. We further show that if the ini-
tial data is allowed to vary then every continuous function is uniformly approximated by outputs generated
by continuous functions.
© 2006 Published by Elsevier Inc.
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1. Introduction
In this paper we ask the question “How well can functions be approximated on a finite interval
by the output of single input single output controllable and observable linear system?” This
question was first considered in the framework of constructing the inverse of a linear system [6].
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U. Jönsson, C. Martin / J. Math. Anal. Appl. 329 (2007) 798–821 799Over the past few decades the theory of linear control theory has centered around stability and
properties related to stability that only really make sense on an infinite interval. However, there
are many problems in which the only thing of interest is a finite interval. Indeed, this work began
with questions of constructing flyable trajectories for linear systems, in particular trajectories for
the terminal area control of commercial aircraft [1,2,9–11,26,30,31]. Since those initial papers
appeared there has been a growing interest in the theory of constructive approximation of curves
using linear control theory, which has developed into a theory of interpolating and smoothing
splines.
The theory of interpolating splines began with the paper of Schoenberg [27] in 1946 and saw
an explosion in usage beginning in the 1960s with the availability of digital computers. However,
the bulk of the literature was and is only concerned with polynomial splines. The theory of
smoothing splines began with the work of Grace Wahba and received a tremendous impetus with
the publication of her CBMS lectures [29]. More recently, both interpolating and smoothing
splines have received a boast in popularity because of computer aided geometric design, see the
book of G. Farin [20] and the paper of Egerstedt and Martin [19], for a comprehensive and state
of the art review of the problems and literature. Almost all of the literature has been devoted to
polynomial splines and an impressive body of tools has been developed for this application.
A body of literature has developed around the concept of control theoretic splines. The initial
work was with respect to flight control and is represented by the works of Crouch and Jack-
son [9–11]. A more numerically oriented approach was taken by Martin and his colleagues in
[1,2,30,31].
In the area of smoothing splines Martin and colleagues have developed an L2-theory of
smoothing splines based on linear control theory. This work was motivated by the trajectory
planning problem in order to avoid high accelerations that were observed when it was required to
be exactly at point at a given time. The constraint of interpolation was relaxed to approximation
and a simple optimal control problem yielded generalized smoothing splines. This technique was
shown to be adaptable to a number of situations not easily handled with traditional polynomial
smoothing spline techniques, see, for example, [16,17,22,28].
The question that has been in the background of all of the control theoretic splines has been
one of convergence. This problem was directly attacked in [18,25,28,32]. In particular the paper
[32] gives a fairly comprehensive theory of convergence of splines in an L2 sense. However, it
was necessary to impose some rather restrictive conditions on the linear system, which although
were natural from an approximation view point, were not natural from the viewpoint of control
theory.
In this paper we accomplish two main aims. We show that the theory of convergence in the L2
sense is not limited by the restrictions of [32] and we establish that it is possible for convergence
results to be proved in the space of continuous functions with sup norm. To accomplish this we
define two operators
H(u)(t) =
t∫
0
ceA(t−τ)bu(τ) dτ
and
K(x0, u)(t) = ceAtx0 +
t∫
ceA(t−τ)bu(τ) dτ.0
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used to achieve tight bounds in certain estimates. This provides the tools to prove the theorems
of this paper. We emphasize that this paper is constructive.
There has been considerable work on the inversion of linear control systems. The first results
in this direction appear to be due to Brockett and Mesarovic [4–6] and their results must still be
considered fundamental. In fact their results foreshadow the results of this paper. More recently
there has been interest in the recovery of inputs given that the output of the linear system is
measured with error at discrete points, see, for example, [15,23]. There has been a substantial
body of work concerned with the numerical recovery of the initial data of an uncontrolled linear
system given a finite number of measurements of the output, see [3,24]. The aim of this paper is
to develop means of constructing inputs that allow the output of a linear system to approximate
a given function in the range space. Thus we develop a theory of approximation based on basis
elements of input and output spaces.
In Section 2 we concentrate on the L2[0, T ] theory. We give a new proof that for a linear con-
trollable and observable system every L2[0, T ] function is representable as the output of such
a system. In Section 3 we consider the case of C[0, T ]. We show that the set of functions that
can be reached with continuous controls is related to the relative degree of the transfer function
and establish this by comparing two bases—one in the domain and one in the range. Moreover,
we show that if the initial data is allowed to vary then every continuous function can be approxi-
mated by the output of a linear control system. We frequently use control theoretic concepts such
as controllability, observability, and relative degree of a linear system. For reference of these
concepts we refer to [4,21].
2. Approximation in terms of the Hilbert space norm
In this section we give a new proof that every L2[0, T ] function can be represented as the
L2 limit of functions that are the outputs of linear control systems. We consider the following
minimization problem
inf
u∈L2[0,T ]
T∫
0
(
f (t) −
t∫
0
ceA(t−τ)bu(τ) dτ
)2
dt.
The main result of this section is that if f ∈ L2[0, T ] then the infimum value is 0.
Throughout the rest of the paper we will consider the function
y(t) =
t∫
0
ceA(t−τ)bu(τ) dτ.
If u has compact support, i.e., is identically 0 off a compact set then y is differentiable and
y′(t) = cbu(t) +
t∫
0
cAeA(t−τ)bu(τ) dτ.
It is important to note that we need only to know that ceAtb is differentiable. In this section u is
only assumed to be square integrable and in Section 3 we will only assume that u is continuous.
Note that if u is continuous then y is continuously differentiable.
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x˙ = Ax + bu,
y = cx,
which is assumed to be controllable and observable. We define the operator
H(u)(t) =
t∫
0
ceA(t−τ)bu(τ) dτ. (2.1)
The main result of this section is the following theorem.
Theorem 2.1. If the system given by (2.1) and (2.1) is controllable and observable then the linear
operator H , of (2.1), maps L2[0, T ] onto a dense linear subspace of L2[0, T ] and furthermore
H is injective.
Proof. Let
V = {H(u): u ∈ L2[0, T ]}
and suppose that V is not dense. Then there exists a nonzero function v ∈ L2[0, T ] such that〈
H(u), v
〉= 0
for all u ∈ L2[0, T ]. By direct calculation
〈
H(u), v
〉=
T∫
0
v(t)
t∫
0
ceA(t−τ)bu(τ) dτ dt
=
T∫
0
T∫
τ
v(t)ceA(t−τ)b dt u(τ ) dτ
= 〈u,H ∗(v)〉 (2.2)
and hence, we need
H ∗(v)(t) =
T∫
t
ceA(τ−t)bv(τ ) dτ = 0. (2.3)
This is just the statement that to prove that H is “onto,” it suffices to show that the adjoint H ∗ is
one-to-one.
Now suppose H ∗(v) = 0 and let
z(t) =
T∫
t
eA(τ−t)bv(τ ) dτ. (2.4)
Differentiating we have
z˙(t) = −Az(t) − bv(t), z(T ) = 0. (2.5)
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ce−Atz0 −
t∫
0
ce−A(t−τ)bv(τ ) dτ ≡ 0. (2.6)
That is,
cz(t) ≡ 0.
From the condition cz(t) ≡ 0,
c1z1(t) + c2z2(t) + c3z3(t) + · · · + cn−1zn−1(t) + cnzn(t) = 0. (2.7)
Differentiating once, assuming without loss of generality that A, b and c are in companion form
and assuming that cn = 0,
d
dt
⎛
⎜⎜⎜⎜⎜⎜⎝
z2
z3
z4
...
zn
⎞
⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎝
0 −1 0 · · · · · · 0
0 0 −1 0 · · ·
...
. . . −1 0
0 0 · · · 0 −1
c1
cn
c2
cn
· · · cn−1
cn
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
z2
z3
z4
...
zn
⎞
⎟⎟⎟⎟⎟⎟⎠
, (2.8)
where we used that z˙1 = −z2, z˙2 = −z3, and so on due to the companion form of A. Thus,⎛
⎜⎜⎜⎜⎜⎜⎝
z2(t)
z3(t)
z4(t)
...
zn(t)
⎞
⎟⎟⎟⎟⎟⎟⎠
= exp
⎡
⎢⎢⎢⎢⎢⎢⎣
⎛
⎜⎜⎜⎜⎜⎜⎝
0 −1 0 · · · · · · 0
0 0 −1 0 · · ·
...
. . . −1 0
0 0 · · · 0 −1
c1
cn
c2
cn
· · · cn−1
cn
⎞
⎟⎟⎟⎟⎟⎟⎠
t
⎤
⎥⎥⎥⎥⎥⎥⎦
⎛
⎜⎜⎜⎜⎜⎜⎝
z2(0)
z3(0)
z4(0)
...
zn(0)
⎞
⎟⎟⎟⎟⎟⎟⎠
(2.9)
and since
z(T ) = 0
we conclude that⎛
⎜⎜⎜⎜⎜⎜⎝
z2(0)
z3(0)
z4(0)
...
zn(0)
⎞
⎟⎟⎟⎟⎟⎟⎠
= 0. (2.10)
Since
z˙1 = −z2, z1(t) = constant
and, since z(T ) = 0,
z1(t) = · · · = zn(t) = 0.
Now assume that cn = cn−1 = · · · = cn−k+1 = 0 so that cn−k is the first nonzero term. Just as
above, we conclude that
z1(t) = · · · = zn−k(t) = 0,
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z˙n−k = −zn−k+1
and hence, since zn−k ≡ 0, z˙n−k(t) = 0 and thus
zn−k+1(t) = 0.
Continuing we have
z(t) ≡ 0.
Now it is possible that the last nonzero term in c was c1. This implies that z1(t) ≡ 0 and by the
arguments above z2(t) = 0. Continuing we have that in all cases z(t) ≡ 0.
We are now in the position to prove that the adjoint is one-to-one. Since z(t) = 0 we have for
every z0,
e−Atz0 −
t∫
0
e−A(t−τ)bv(τ ) dτ = 0 (2.11)
and hence that
z0 −
t∫
0
eAτ bv(τ) dτ = 0 (2.12)
and differentiating we have that
v(t) = 0 a.e.
This shows that the adjoint operator H ∗ is one-to-one and hence that H is onto a dense
subspace of L2[0, T ].
To prove that the operator H is injective is very similar to the proof that the adjoint is injective.
To say that H is injective is equivalent to saying that if an input to the system
x˙ = Ax + bu
produces a zero output,
y = cx,
then the input is zero. The argument is verbatim to the above argument for the adjoint. 
This result is somewhat surprising in that the zeros of the transfer function do not play any
role. Next we consider the case when there is a nonzero initial condition.
Theorem 2.2. If the system given by (2.1) and (2.1) is controllable and observable then the linear
operator
K(u,x0)(t) = ceAtx0 +
t∫
0
ceA(t−τ)bu(τ) dτ
is a mapping from
K :L2[0, T ] ×Rn −→ L2[0, T ].
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cb = cAb = · · · = cAn−2b = 0. (2.13)
Proof. We first show the necessity of (2.13). To do this we take the Laplace transform of u
and we assume that K(u,x0) = 0. (We can always extend the definition of u to the real line by
making it zero outside the interval [0, T ].) We then have that
r(s)
p(s)
+ q(s)
p(s)
uˆ(s) = 0,
where
p(s) = det(sI − A).
The polynomials q and p are relatively prime, but we cannot make this conclusion about r and p.
The polynomial r(s) is uniquely determined by x0. We must have that
uˆ(s) = −r(s)
q(s)
and hence that the degree of r must be strictly less than the degree of q . Thus, the degree of q
must be greater than 1. This can happen only if at least one of the terms cb, cAb, . . . , cAn−2b is
nonzero, i.e., when the relative degree is smaller than n. If this happens we can uniquely construct
u provided we have chosen x0 in such a way that deg(r) < deg(q). Thus, if K is one-to-one then
we must have q(s) = 1 and therefore cb = cAb = · · · = cAn−2b = 0.
Next we show the sufficiency of (2.13). To do this we assume that cb = cAb = · · · =
cAn−2b = 0 and let K(u,x0) = 0. We will show that x0 = 0 and u(t) = 0 a.e. Repeatedly differ-
entiating K(u,x0) with respect to t we have
ceAt
(
x0 +
t∫
0
e−Aτ bu(τ) dτ
)
= 0 0th derivative,
cAeAt
(
x0 +
t∫
0
e−Aτ bu(τ) dτ
)
= 0 1st derivative,
cA2eAt
(
x0 +
t∫
0
e−Aτ bu(τ) dτ
)
= 0 2nd derivative,
...
cAn−1eAt
(
x0 +
t∫
0
e−Aτbu(τ) dτ
)
= 0 (n − 1)th derivative.
Note that we have used repeatedly the conditions on zero coefficients. Now from the fact that the
system is observable we have
eAt
(
x0 +
t∫
e−Aτ bu(τ) dτ
)
= 0 (2.14)0
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x0 +
t∫
0
e−Aτ bu(τ) dτ = 0. (2.15)
Differentiating we have that
u(t) = 0 a.e.
and the theorem is proved. 
3. Uniform convergence
The previous sections have dealt with the question of convergence in the sense of the square
integrability. However, the question of approximation is more precisely formulated in terms of
continuous functions and the associated sup norm. In the rest of this paper we will character-
ize approximation in the Banach space C[0, T ]. In essence we characterize the infimum of the
following statement:
inf
u∈C[0,T ] maxt∈[0,T ]
∣∣∣∣∣f (t) −
t∫
0
ceA(t−τ)bu(τ) dτ
∣∣∣∣∣.
Here the answer is more complicated. We show that if f is continuous and f (0) = f (1)(0) =
· · · = f (r)(0) = 0 where r is the relative degree of the transfer function of the system then the
infimum is zero and otherwise the infimum is strictly positive. However if we add initial data and
allow the initial data to be variable then we will show that the infimum is 0.
The proof of the general case is complicated by notation. We have elected to first present the
proof of the main theorem in the case that the underlying system has dimension 2. In this case,
while the calculations are complicated, it is fairly clear what is underlying the image of the linear
transformation. We then give a complete proof of the general result.
3.1. Two-dimensional case
We consider the case of a two-dimensional linear system which we will universally assume to
be controllable and observable. We will assume that the system is in the canonical form
d
dt
(
x1
x2
)
=
(
a ω
δω a
)(
x1
x2
)
+
(0
1
)
u(t), (3.1)
y = ( c1 c2 )
(
x1
x2
)
, (3.2)
where
ω > 0, a ∈R and δ ∈ {1,−1,0},
and we have that if δ = 0 then ω = 1. The observation matrix is restricted to those cis so that
the observability Grammian is nonsingular. We will consider three cases that correspond to the
values of δ. The key to the construction is to construct a set of linearly independent functions
in the image of the operators that correspond to the images of a basis in the domain. We then
show that these functions in the range satisfy a three-term recurrence and we use this recurrence
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recurrences.
3.1.1. Real eigenvalues: δ = 1
We consider two separate cases and combine to prove Theorem 3.1.
Theorem 3.1. Let
H(u)(t) =
t∫
0
(
c1e
a(t−τ) sinh
(
ω(t − τ))+ c2ea(t−τ) cosh(ω(t − τ)))u(τ) dτ.
Let the domain of H be the Banach space C[0, T ] with
‖u‖ = max
t∈[0,T ]
∣∣u(t)∣∣.
Let Im(H) denote the closure of the image of H . If c2 = 0 then
C[0, T ] = Im(H) ⊕ span{1, t}
and if c2 = 0 then
C[0, T ] = Im(H) ⊕ span{1}.
We prove the theorem using two lemmas.
Lemma 3.2. Let
pk(t) =
t∫
0
ea(t−τ) sinh
(
ω(t − τ))τ k dτ.
Then the following three-term recursion holds:
pk − 2a
k + 1pk+1 +
a2 − ω2
(k + 1)(k + 2)pk+2 =
ω
(k + 1)(k + 2) t
k+2. (3.3)
Proof. The proof is by direct computation which amounts to a long series of integration by parts.
We first note, that since convolution is commutative,
pk(t) =
t∫
0
ea(t−τ) sinh
(
ω(t − τ))τ k dτ =
t∫
0
eaτ sinh(ωτ)(t − τ)k dτ.
Integrating by parts
t∫
0
eaτ sinh(ωτ)(t − τ)k dτ
= a
k + 1
t∫
(t − τ)k+1eaτ sinh(ωτ)dτ + ω
k + 1
t∫
(t − τ)k+1eaτ cosh(ωτ)dτ. (3.4)0 0
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t∫
0
(t − τ)k+1eaτ cosh(ωτ)dτ
= − 1
k + 2 cosh(ωτ)e
aτ (t − τ)k+2∣∣t0 + ωk + 2
t∫
0
(t − τ)k+2 sinh(ωτ)eaτ dτ
+ a
k + 2
t∫
0
(t − τ)k+2eaτ cosh(ωτ)dτ
= 1
k + 2 t
k+2 + ω
k + 2pk+2 +
a
k + 2
t∫
0
(t − τ)k+2eaτ cosh(ωτ)dτ. (3.5)
Substituting Eq. (3.5) into Eq. (3.4),
pk = a
k + 1pk+1 +
ω
k + 1
(
1
k + 2 t
k+2 + ω
k + 2pk+2
+ a
k + 2
t∫
0
(t − τ)k+2eaτ cosh(ωτ)dτ
)
. (3.6)
Evaluating pk+1,
pk+1 =
t∫
0
eaτ sinh(ωτ)(t − τ)k+1 dτ
= ω
k + 2
t∫
0
eaτ cosh(ωs)(t − τ)k+2 dτ + a
k + 2
t∫
0
eaτ sinh(ωτ)(t − τ)k+2 dτ
= ω
k + 2
t∫
0
eaτ cosh(ωs)(t − τ)k+2 dτ + a
k + 2pk+2. (3.7)
Substituting Eq. (3.7) into Eq. (3.6), and after some rearranging,
pk − 2a
k + 1pk+1 +
a2 − ω2
(k + 1)(k + 2)pk+2 =
ω
(k + 1)(k + 2) t
k+2 (3.8)
and the lemma is proved. 
We now state and prove the second lemma.
Lemma 3.3. Let
qk(t) =
t∫
ea(t−τ) cosh
(
ω(t − τ))τ k dτ.0
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qk − 2a
k + 1qk+1 +
a2 − ω2
(k + 1)(k + 2)qk+2 =
1
k + 1 t
k+1 − a
(k + 1)(k + 2) t
k+2. (3.9)
Proof. Using integration by parts twice, just as in the previous lemma,
qk = 1
k + 1 t
k+1 + a
k + 1qk+1 +
ω2
(k + 1)(k + 2)qk+2
+ aω
(k + 1)(k + 2)
t∫
0
(t − τ)k+2eaτ sinh(ωτ)dτ. (3.10)
Evaluating qk+1, again using integration by parts,
qk+1 = 1
k + 2 t
k+2 + a
k + 2qk+2 +
ω
k + 2
t∫
0
(t − τ)k+2eaτ sinh(ωτ)dτ. (3.11)
Substituting Eq. (3.11) into Eq. (3.10), and after some rearranging,
qk − 2a
k + 1qk+1 +
a2 − ω2
(k + 1)(k + 2)qk+2 =
1
k + 1 t
k+1 − a
(k + 1)(k + 2) t
k+2 (3.12)
and the lemma is proved. 
We now state as a corollary of the two lemmas the following
Corollary 3.4. Let
rk = c2qk + c1pk.
Then rk satisfies the three-term recursion
rk − 2a
k + 1 rk+1 +
a2 − ω2
(k + 1)(k + 2) rk+2
= c2
k + 1 t
k+1 +
(
c1ω
(k + 1)(k + 2) −
c2a
(k + 1)(k + 2)
)
tk+2. (3.13)
Proof of Theorem 3.1. As a result of the corollary we know that the image of H contains the
polynomials
c2t
k+1 +
(
c1ω − c2a
k + 2
)
tk+2
for all nonnegative values of k.
We begin by defining a linear functional
Lt(u) = u(t)
for each t ∈ [0, T ]. We recall that for the Banach space C[0, T ] these linear functionals are
continuous and, in fact, are the extreme points of the unit ball of the dual. From the definition of
H for every u ∈ C[0, T ],
L0
(
H(u)
)= 0. (3.14)
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its proof for the sake of completeness.
Lemma 3.5. Let {fn} be a sequence of continuously differentiable functions in C[0, T ] that
converge uniformly to a continuously differentiable function f . Then the sequence {f ′n} converges
uniformly to f ′.
Proof.
f ′n(t) − f ′(t) = lim
h→0
1
h
(
fn(t + h) − f (t + h) − fn(t) + f (t)
)
.
Since the sequence converges uniformly to f there exists N(h) such that |fn(t)− f (t)| < h2 for
all n > N(h) and all t ∈ [0, T ]. Thus∣∣∣∣1h
(
fn(t + h) − f (t + h) − fn(t) + f (t)
)∣∣∣∣
 1|h|
(∣∣fn(t + h) − f (t + h)∣∣+ ∣∣fn(t) − f (t)∣∣) 2|h|
and hence the limit of the derivatives is the derivative. The lemma is proved. 
We first consider the case that c2 = 0. From Lemma 3.2, the image of H contains all poly-
nomials of the form tk+2 for k  0. Now since L0(1) = 1 and L0(H(u)) = 0 the continuous
function 1 is not in the image H nor in the closure of the image of H . Now suppose first that
t =
t∫
0
eaτ sinh(ωτ)u(t − τ) dτ =
t∫
0
ea(t−τ) sinh
(
ω(t − τ))u(τ) dτ
for some continuous u. Taking the derivative we have
1 =
t∫
0
ea(t−τ)
(
a sinh
(
ω(t − τ))+ ω cosh(ω(t − τ)))u(τ) dτ
and this has no solution in the space of continuous functions, again by evaluating L0 at both sides
of the equality. Therefore t is not in the image of H . Suppose on the other hand, that t is only
in the closure of the image of H . Then there is a sequence of continuous functions {un(t)} such
that
t = lim
n→∞H
(
un(t)
)
. (3.15)
Now under the hypothesis that c2 = 0, H(u) is continuously differentiable for any continuous
function u. Thus, we can differentiate (3.15) and obtain
1 = lim
n→∞
d
dt
H(un), (3.16)
using Lemma 3.5. Differentiating H we have
d
dt
H(u) =
t∫ [
aea(t−τ) sinh
(
ω(t − τ))+ ωea(t−τ) cosh(ω(t − τ))]u(τ) dτ (3.17)0
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L0
(
d
dt
H(u)
)
= 0. (3.18)
Therefore, since L0 is continuous,
L0
(
lim
n→∞
d
dt
H(un)
)
= 0 (3.19)
and hence it is impossible for the function t to be in the closure of the image of H .
Now suppose that c2 = 0, then the polynomials
tk + c1ω − c2a
c2
tk+1
k + 1 (3.20)
are in the image of H for every k > 0. Let c2ω−c1a
c1
= aˆ. The following polynomials are in the
image of H :
t + aˆt
2
2
, t2 + aˆt
3
3
, . . . .
Taking linear combinations
t + (−1)n aˆ
n−1tn
n! (3.21)
is in the image of H . The sequence of functions
an−1tn
n!
converges uniformly to 0 for t ∈ [0, T ] and hence t is in the closure of the image of H . As before
the function 1 is not in the closure of the image of H and the theorem is proved. 
3.1.2. Complex eigenvalues: δ = −1
As before we consider two separate cases and combine to get the final result. We will prove
the following theorem.
Theorem 3.6. Let
H(u)(t) =
t∫
0
(
c1e
a(t−τ) sin
(
ω(t − τ))+ c2ea(t−τ) cos(ω(t − τ)))u(τ) dτ.
Let the domain of H be the Banach space C[0, T ] with
‖u‖ = max
t∈[0,T ]
∣∣u(t)∣∣.
Let Im(H) denote the closure of the image of H . If c2 = 0 then
C[0, T ] = Im(H) ⊕ span{1, t}
and if c2 = 0 then
C[0, T ] = Im(H) ⊕ span{1}.
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Lemma 3.7. Let
pk(t) =
t∫
0
(t − τ)keaτ sin(ωτ)dτ
and
qk(t) =
t∫
0
(t − τ)keaτ cos(ωτ)dτ.
The following three-term recursions hold:
pk − 2a
k + 1pk+1 +
a2 + ω2
(k + 1)(k + 2)pk+2 =
ω
(k + 1)(k + 2) t
k+2 (3.22)
and
qk − 2a
k + 1qk+1 +
a2 + ω2
(k + 1)(k + 2)qk+2 =
1
k + 1 t
k+1 − a
(k + 1)(k + 2) t
k+2. (3.23)
Proof. Integrating the two integrals by parts gives us a set of fundamental recursions:
pk = a
k + 1pk+1 +
ω
k + 1qk+1, (3.24)
qk = 1
k + 1 t
k+1 + a
k + 1qk+1 −
ω
k + 1pk+1. (3.25)
Working with Eq. (3.24) and substituting Eq. (3.25), evaluated at k + 1,
pk = a
k + 1pk+1 +
ω
k + 1
(
1
k + 2 t
k+2 + a
k + 2qk+2 −
ω
k + 2pk+2
)
. (3.26)
Now evaluating Eq. (3.24) at k+1 and solving for qk+2, we substitute into Eq. (3.26) to obtain an
equation involving only the pks. After rearranging we have the required recursion of Eq. (3.22).
The second recursion is calculated in a similar manner and the lemma is proved. 
Proof of Theorem 3.6. The proof of Theorem 3.6 is exactly the same as the proof of Theo-
rem 3.1 except for the obvious modifications due to the minute differences in the recursions. 
3.1.3. Multiple eigenvalues: δ = 0
As before we consider two separate cases and combine to get the final result. We prove the
following theorem.
Theorem 3.8. Let
H(u)(t) =
t∫
0
ea(t−τ)
(
c2 + c1(t − τ)
)
u(τ) dτ.
Let the domain of H be the Banach space C[0, T ] with
‖u‖ = max ∣∣u(t)∣∣.t∈[0,T ]
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C[0, T ] = Im(H) ⊕ span{1, t}
and if c2 = 0 then
C[0, T ] = Im(H) ⊕ span{1}.
Proof. The proof is left to the reader. It follows in a manner similar to the last two results, but is
considerably more simple. 
3.2. General linear systems
We consider the controllable and observable system
x˙ = Ax + bu, (3.27)
y = cx, (3.28)
where A is n × n and u and y are scalars. Let
H(u)(t) =
t∫
0
ceAτ bu(t − τ) dτ (3.29)
be a mapping from the Banach space C[0, T ] to itself. In this section we will characterize the
closure of the image of H by proving the following theorem. Again in this section we construct
in the image of the operators a set of functions that satisfy a recurrence relation. These functions
are the images of a basis in the domain and the recurrence relation will then be used to construct
the approximation. The idea of the proof is exactly as in the two-dimensional case but the details
are much more complicated.
Theorem 3.9. Let
x˙ = Ax + bu,
y = cx.
Let
H(u)(t) =
t∫
0
ceA(t−τ)bu(τ) dτ
be a mapping from C[0, T ] to C[0, T ]. Assume
cb = cAb = · · · = cAr−1b = 0
and
cArb = 0.
Then
C[0, T ] = Im(H) ⊕ span{1, t, t2, . . . , t r}.
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will then show that the closure of the image contains the polynomials in
span
{
t r+1, t r+2, t r+3, . . .
}
and does not contain the polynomials in
span
{
1, t, t2, . . . , t r
}
.
The proof is complicated by notation.
Construction of the basis. We begin by defining an object in the image of H :
pk(t) = H
(
tk
)
(t) =
t∫
0
ceAτ b(t − τ)k dτ. (3.30)
To simplify notation define the constants
C(k + 1, j) = (k + j)!
k! . (3.31)
Integrate pk by parts n times to obtain
pk =
n−1∑
i=0
1
C(k + 1, i + 1)cA
ibtk+1+i + 1
C(k + 1, n)
t∫
0
cAneAτ b(t − τ)k+n dτ. (3.32)
The characteristic polynomial equation of A is
An =
n−1∑
k=0
αkA
k (3.33)
and substituting it into Eq. (3.32) we have
pk =
n−1∑
i=0
1
C(k + 1, i + 1)cA
ibtk+1+i
+ 1
C(k + 1, n)
n−1∑
m=0
αm
t∫
0
cAmeAτ b(t − τ)k+n dτ. (3.34)
The goal is to use the expansion of pk+n−m to determine expressions for the integral terms of
Eq. (3.34). We integrate pk+n−m by parts a number of times to find
pk+n−m =
m−1∑
j=0
1
C(k + n − m + 1, j + 1)cA
jbtk+n−m+j+1
+ 1
C(k + n − m + 1,m)
t∫
0
cAmeAτ b(t − τ)k+n dτ (3.35)
or equivalently
814 U. Jönsson, C. Martin / J. Math. Anal. Appl. 329 (2007) 798–821t∫
0
cAmeAτ b(t − τ)k+n dτ = C(k + n − m + 1,m)pk+n−m
−
m−1∑
j=0
C(k + n − m + 1,m)
C(k + n − m + 1, j + 1)cA
jbtk+n−m+j+1. (3.36)
Substituting Eq. (3.36) into Eq. (3.34) we obtain
pk =
n−1∑
i=0
1
C(k + 1, i + 1)cA
ibtk+1+i + 1
C(k + 1, n)
n−1∑
m=0
αmC(k + n − m + 1,m)pk+n−m
− 1
C(k + 1, n)
n−1∑
m=0
αm
m−1∑
j=0
C(k + n − m + 1,m)
C(k + n − m + 1, j + 1)cA
jbtk+n−m+j+1. (3.37)
We see that the polynomial
n−1∑
i=0
1
C(k + 1, i + 1)cA
ibtk+1+i
− 1
C(k + 1, n)
n−1∑
m=0
αm
m−1∑
j=0
C(k + n − m + 1,m)
C(k + n − m + 1, j + 1)cA
jbtk+n−m+j+1
is in the image of H for every value of k  0.
Simplification of the basis. We now simplify the polynomial. We begin by finding the coeffi-
cient of tk+i+1. Evaluating
1
C(k + 1, n)αm
C(k + n − m + 1,m)
C(k + n − m + 1, j + 1)cA
jb
= k!(k + n − m + m)!(k + n − m)!
(k + n)!(k + n − m)!(k + n − m + j + 1)!αmcA
jb
= k!
(k + n − m + j + 1)!αmcA
jb.
Rewriting the polynomial we have
n−1∑
i=0
1
C(k + 1, i + 1)cA
ibtk+1+i
−
n−1∑
m=0
m−1∑
j=0
k!
(k + n − m + j + 1)!αmcA
jbtk+n−m+j+1. (3.38)
Let i = n − m + r and make a change of coordinates in the double sum to obtain
n−1∑ 1
C(k + 1, i + 1)cA
ibtk+1+i −
n−1∑ i−1∑ k!
(k + i + 1)!αn−i+j cA
jbtk+i+1 (3.39)
i=0 i=0 j=0
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cb
1
(k + 1) t
k+1 +
n−1∑
i=1
k!
(k + i + 1)!
(
cAib −
i−1∑
j=0
αn−i+j cAjb
)
tk+i+1. (3.40)
Let βi = cAib −∑i−1j=0 αn−i+j cAjb and rewrite the polynomial (3.40) as
1
k + 1cbt
k+1 +
n−1∑
i=1
k!
(k + i + 1)!βit
k+i+1. (3.41)
A careful examination of the expressions and in particular the coefficients βi shows that if we
have cb = cAb = · · · = cAr−1b = 0 and cArb = 0 then the expressions have the form
k!
(k + r + 1)!cA
rbtk+r+1 +
n−1∑
i=1+r
k!
(k + i + 1)!βit
k+i+1. (3.42)
By using (3.42) in (3.37) and by changing summation index as m = n − i we get
pk −
n∑
i=1
αn−i
k!
(k + i)!pk+i =
k!
(k + r + 1)!cA
rbtk+r+1 +
n−1∑
i=1+r
k!
(k + i + 1)!βit
k+i+1.
(3.43)
Constructing the closure of the basis. Let y(t) =∑N1−1k=r+1 yktk be an arbitrary polynomial. We
will show how to construct a polynomial u(N2)(t) =
∑N2−1
k=0 uktk such that H(u(N2)) approxi-
mates y with arbitrary precision.
We construct the approximate solution using the recursion introduced above. Let us represent
the polynomials as vectors U = (u0, u1, . . .) and Y = (yr+1, yr+2, . . .) and consider the equation
system:
Y =AZ,
U = CZ, (3.44)
where Z = (z0, z1, . . .) and the infinite dimensional matrices have the coefficients (for k, l =
0,1, . . .)
A(k, l) =
⎧⎪⎨
⎪⎩
l!
(l+r+1)!cA
rb, k = l,
l!
(l+i+1)!βi, k = l + i − r, i = r + 1, . . . , n − 1,
0, otherwise,
C(k, l) =
⎧⎨
⎩
1, k = l,
− l!
(l+i)!αn−i , k = l + i, i = 1, . . . , n,
0, otherwise.
The matrices are thus triangular with only a few nonzero sub-diagonals. We want to find
an approximate solution u(N2), where N2 > N1. Let us compute the coefficients of UN2 =
(u0, u1, . . . , uN2−1,0, . . .) by solving a truncated version of (3.44),
YN2 =A11ZN2 ,
UN2 = C11ZN2
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YN2 = (yr+1, . . . , yN1−1,0, . . . ,0) ∈RN2
and the matrices A1,1 and C1,1 are the N2 × N2 dimensional upper left corners of the infinite
dimensional matrices A and C. The equation system can be solved using the recursion
zk = −
n−r∑
i=1
(k − i)!
k!
βr+i
cArb
zk−i + (k + r + 1)!
k!
1
cArb
yk+r+1, k  0, (3.45)
uk = zk −
n∑
i=1
(k − i)!
k! αn−izk−i , k  0, (3.46)
where we use zk = 0 for k < 0, and yk+r+1 = 0 for k + r + 1 > N1. Let us evaluate this solution
H
(
uN2
)= N2−1∑
k=0
pkuk
=
N2−1∑
k=0
pk
(
zk −
n∑
i=1
(k − i)!
k! αn−izk−i
)
=
N2−1∑
k=0
(
pk −
n∑
i=1
k!
(k + i)!αn−ipk+i
)
zk + e1(t)
=
N2−1∑
k=0
(
k!
(k + r + 1)!cA
rbtk+r+1 +
n−1∑
i=1+r
k!
(k + i + 1)!βit
k+i+1
)
zk + e1(t)
=
N2−1∑
k=0
(
k!
(k + r + 1)!cA
rbzk +
n−r−1∑
i=1
(k − i)!
(k + r + 1)!βr+izk−i
)
tk+r+1 + e(t)
=
N2−1∑
k=0
yk+r+1tk+r+1 + e(t)
= y(t) + e(t),
where
e1(t) =
N2−1∑
k=N2−n
n∑
i=N2−k
k!
(k + i)!αn−ipk+izk,
e(t) = e1(t) −
N2∑
k=N2+r+2−n
n−1∑
i=N2+r+1−k
(k − i)!
(k + r + 1)!βizkt
k+i+1.
In the first equality we use pk(t) = H(tk), the second equality follows from (3.46). The third
equality is obtained by rearranging the summation and the fourth follows by using (3.43). Finally,
the fifth equality by rearranging and the sixth by using (3.45).
To estimate the size of the approximation error we use
e(t) = H (uN2)(t) − y(t) = H
( ∞∑
ukt
k
)
,k=N2
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truncated zk coefficients can be computed using the recursion
zk = −
n−r∑
i=1
(k − i)!
k!
βr+i
cArb
zk−i , k N1.
Let
M = max
(
1
|cArb|
n−r∑
i=1
|βr+i |,1
)
and
‖z‖N1,n := max
j∈{N1+r−n−1,...,N1−1}
|zj |.
From the previous recursion we obtain the bounds
|zk|Mk+1−N1 (N1 − 1)!
k! ‖z‖N1,n, k N1,
and
|uk|Mk+1−N1
(
1 +
n∑
i=1
|αi |
)
(N1 − 1)!
k! ‖z‖N1,n.
We obtain an estimate of the truncation error as
∥∥y − H (uN2)∥∥=
∥∥∥∥∥H
( ∞∑
k=N2
ukt
k
)∥∥∥∥∥ ‖H‖1 supt∈[0,T ]
∣∣∣∣∣
∞∑
k=N2
ukt
k
∣∣∣∣∣,
where
‖H‖1 =
T∫
0
∣∣ceAtb∣∣dt.
We have
sup
t∈[0,T ]
∣∣∣∣∣
∞∑
k=N2
ukt
k
∣∣∣∣∣
∞∑
k=N2
|uk|T k

(
1 +
n∑
i=1
|αi |
)
(N1 − 1)!
MN1−1
‖z‖N1,n
∞∑
k=N2
(MT )k
k!

(
1 +
n∑
i=1
|αi |
)
(N1 − 1)!
MN1−1
‖z‖N1,neMT
(MT )N2
N2! .
The approximation error can be made arbitrarily small by taking N2 sufficiently large. We
have thus shown that the closure of the image of H contains span{t r+1, t r+2, . . .}. Since the
polynomials are dense in C[0, T ] this implies
C[0, T ] = ImH ∪ span{1, t, . . . , t r}.
To show that this is a direct sum we will next prove that tk /∈ ImH for k = 0,1, . . . , r .
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that there exists a sequence of controls uk such that the following limit holds in C[0, T ]:
t r = lim
k→∞
t∫
0
ceA(t−τ)buk(τ ) dτ.
Now the integral term is continuously differentiable r times to obtain
r! = lim
k→∞
t∫
0
cAreA(t−τ)buk(τ ) dτ.
We evaluate both sides with the linear functional L0 and obtain, since the point evaluation is
continuous,
r! = L0(r!) = lim
k→∞L0
( t∫
0
cAreA(t−τ)buk(τ ) dτ
)
= 0
a contradiction. Thus, we cannot have t r in the closure of the image of H if cb = cAb = · · · =
cAr−1b = 0 and cArb = 0. The same argument shows that tk /∈ Im(H), k = 0,1, . . . , r − 1. This
completes the proof of the theorem. 
We now extend the operator to include initial data and prove the following rather simple
theorem.
Theorem 3.10. Let
x˙ = Ax + bu,
y = cx.
Let
K(u,x0)(t) = ceAtx0 +
t∫
0
ceA(t−τ)bu(τ) dτ
be a mapping from C[0, T ] ×Rn to C[0, T ]. Then the closure of the image of K with respect to
the Banach space topology of C[0, T ] is C[0, T ].
Proof. From Theorem 3.9 we know that the closure of the image contains all but possibly the
polynomials{
1, t, . . . , tn−1
}
.
The image of K contains in addition the set of functions{
ceAtx0: x0 ∈Rn
}
.
Thus, in the image of K we have the polynomials{
n−1∑
cAix0t
i/i!: x0 ∈Rn
}
.i=0
U. Jönsson, C. Martin / J. Math. Anal. Appl. 329 (2007) 798–821 819Now the matrix⎛
⎜⎜⎜⎜⎜⎜⎝
c
cA
cA2
...
cAn−1
⎞
⎟⎟⎟⎟⎟⎟⎠
= P
is invertible due to the observability of (c,A) and hence we can solve the following set of equa-
tions for x0
Px0 = ei,
where
ei = (0, . . . ,0,1,0, . . . ,0)T
and the 1 is in the ith position. With this choice of x0 we show that t i−1 is in the closure of the
image of K and hence the closure of the image of K contains also the basis{
1, t, t2, . . .
}
and hence is equal to the set of continuous functions on [0, T ]. 
4. Conclusion
In this paper we have shown that there is a significant difference between the problem of
approximation in the space L2[0, T ] and the space C[0, T ]. In the L2 case we showed that in
general every square integrable function can be approximated in terms of the L2 norm with no
restriction on the relative degree of the transfer function. But, in the case of C[0, T ] the situation
is much more complex. There the approximation depends in a critical manner on the relative
degree of the transfer function of the linear system.
This paper was motivated by the need for proofs of convergence of generalized control the-
oretic splines. In the linear case we already knew that we had convergence in this case that the
relative degree was n − 1 and in the sense of L2[0, T ]. However for numerical purposes the L2
norm is not very satisfactory. It is easy to construct examples for which we have L2 convergence
but do not have uniform convergence. (For example, the sequence {tn} converges to 0 in the L2
norm on the interval [0,1] but fails to converge uniformly.) We have not proven that generalized
splines converge uniformly, but we have shown that there is a sequence of controls that force the
output of a linear system arbitrarily close to continuous functions of a certain class. It is beyond
the scope of this paper to prove more.
We mention that there is a considerable amount of work on the use of splines to construct
trajectories on manifolds and in particular on certain groups. This work is of great importance
in the theory of robotics and in computer aided design. We mention the work of Crouch and
his colleagues who lead this body of work [7,8,12–14]. It appears to be a very hard problem to
extend these results to the case of smoothing splines and to prove convergence results.
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