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Our curiosity-driven desire to “see” chemical bonds dates back at least one-hundred years,
perhaps to antiquity. Sweeping improvements in the accuracy of measured and predicted
electron charge densities, alongside our largely bondcentric understanding of molecules and
materials, heighten this desire with means and significance. Energetic analysis of arbitrary
regions of charge density is problematic, however, because electronic kinetic energy is ambigu-
ous over such regions. If the flux of the charge density gradient is zero across the boundary
of a region, then the ambiguity vanishes and such a region is found to possess a well-defined
kinetic energy. Such regions are called gradient bundles. Here we present gradient bundle
decomposition, a method for the infinitesimal partitioning of a three-dimensional charge den-
sity that results in a two-dimensional projected space in which kinetic–and thus total–energy
is everywhere well-defined; a space called the gradient bundle condensed charge density (P).
Bond “silhouettes” in P can be reverse-projected to reveal precise three-dimensional bond-
ing regions we call bond bundles, and P enables direct inspection of the energy distribution
within a bond.
We show that delocalized metallic bonds and organic covalent bonds alike can be objec-
tively analyzed, the formation of bonds observed, and that the crystallographic structure
of simple metals can be rationalized in terms of bond bundle structure. We demonstrate
that gradient bundle decomposition also reveals the charge density’s intrinsic ridge structure
indicative of regions of energetic–hence chemical–significance. Bond bundle analysis also ef-
fortlessly resolves many concerns regarding the chemical significance of bond critical points
and bond paths in The Quantum Theory of Atoms in Molecules. Our method also reproduces
the expected results of organic chemistry, enabling the recontextualization of existing bond
models from a charge density perspective. Gradient bundles had been successfully demon-
strated previously as a proof of concept in systems with linear symmetry. The complexity
iii
of a generalized gradient bundle decomposition–to systems of any symmetry–necessitated a
programmatic approach. Here we also outline the resulting novel algorithms.
iv
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INTRODUCTION–REAL-SPACE PARTITIONING OF THE ELECTRON CHARGE
DENSITY FOR CHEMICAL ANALYSIS
Connecting chemical properties to the structure of the electron charge density (ρ) is an
aspiration of chemistry in the DFT era. At the moment, accurate quantum mechanical
system energies and electron distributions are routinely calculated on personal workstations
and high-performance computing clusters for systems ranging from dozens to thousands of
atoms, depending on the system composition and desired accuracy. Combined respectively
with modern theories of chemistry and materials science, these energies can be used to predict
a number of molecular and materials properties. Despite these gains, the various concepts
of chemical bonding that have become crucial to the ability of chemists to understand and
predict organic systems, remain difficult to apply to systems “outside” of chemistry, such
as metals. Moreover, while bonding information, e.g. activation energy, may be carefully
extracted from the global properties of a properly designed computational experiment, this
information becomes more elusive as system complexity increases.
Chemical concepts like atoms, bonds, conjugation, aromaticity, etc. are understood to
describe spatially local phenomena and cannot be recovered from the global properties of
static wavefunctions or electron densities. The Hohenberg-Kohn theorems of DFT, however,
ensure that all knowable information about a chemical system lies within ρ [2], and–unlike
wave functions–electron densities are in real-space and can be partitioned into smaller regions
in order to investigate local phenomena. The resulting regions may serve as relevant chemical
objects themselves, or form a new functional space over which further analysis can be per-
formed. There are two common approaches for partitioning ρ—or any scalar function–into
non-overlapping, space-filling regions.
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One approach is to identify some unique and natural partitioning of the function. In
chemistry, Richard Bader’s Quantum Theory of Atoms in Molecules (QTAIM) partitions ρ
topologically into unique atomic domains [3]. QTAIM has been extended to include pre-
cise domains for chemical bonds called bond bundles [4–6]. The method discussed in this
document, gradient bundle decomposition, condenses ρ into infinitesimal QTAIM regions to
obtain two- or one-dimensional representations in which the total energy distribution can
be directly inspected [7, 8]. Another extension called interacting quantum atoms (IQA)
provides a methodology for inspecting the interaction of one domain with another, and is
applicable not only to the atomic domains for which is it named, but to any QTAIM domain.
With the exception of IQA, these methods require only a single static charge distribution as
a starting point, and so are applicable to experimentally and theoretically obtained charge
densities.
The other approach, called ω-restricted space partitioning (RSP), is to partition ρ into a
large number of regions, each containing the same quantity of some property. For example,
ρ might be broken into a number regions, each containing the same amount ω of charge.
These regions may have no chemically significant value themselves, but together form a new
functional space for further analysis.
In this chapter we will briefly review QTAIM, IQA, and RSP, starting with a review of
density matrices of which ρ is a special case. The following chapters then introduce and
discuss the general method for gradient bundle decomposition, the infinitesimal partitioning
of ρ according to the methodology of QTAIM.
1.1 Background–Electron density functions and matrices
In simulating a system, there is a trade-off between the resolution and extent of the
system representation on the one hand, and accuracy w.r.t. quantum mechanical phenomena
on the other. The complete ensemble description of a system (call it “level 0”) contains all the
system information and represents the highest accuracy possible in predicting the energy and
energy-related properties of the system, though the computational complexity is prohibitive.
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Any practical application of theoretical simulation includes simplifying approximations in
order to decrease the computational costs.
The highest level of accuracy in typical use for small systems (less than a few dozen
atoms) employs the Born-Oppenheimer approximation (fixed nuclei) and approximates or ex-
cludes: relativistic effects, the coupling of nuclear and electronic motions, and thermal effects.
This includes electronic correlation and quantum exchange, amounts to a full configuration-
interaction approach with a very large basis set (level 1).
If the instantaneous correlation of electronic motions are ignored, then a single-determinant
Hartree-Fock or Kohn-Sham description of the electronic ground state results (level 2). Mod-
ern high-performance computing clusters, and even reasonably powerful workstations, can
simulate rather large systems (hundreds of atoms in an organic system, or many dozen atoms
in a metallic system) in hours or days.
Many more levels of approximation exist that include the use of non-explicit (frozen) core
electron shells, pseudo-potentials in lieu of explicit atomic cores, or that simply use classical
(Coulombic) approximations for energy minimization.
Here, and throughout this thesis, we are working at level 1, with the ground state solution
to the Schrödinger equation absent external fields,
ĤelΨ0 = E0Ψ0 (1.1)
The non-relativistic electrostatic Hamiltonian for a system of M nuclei and N electrons is




























Ĥel depends on the N electronic spin and spatial coordinates (s and r respectively, col-
lectively denoted x) and parametrically on the sets of nuclear charges and coordinates, {Z}
and {R}. The nuclear coordinates at which energy is minimized {Req} give the equilibrium
ground state eigenvalue (energy) E eq0 and the corresponding eigenfunction (wavefunction)




0 and Ψ0 ≡ Ψ
eq
0 . To calculate the expectation value (average) of total energy, we take
the overlap (inner product) of the complex conjugate of Ψ0 with its Hamiltonian-operated






Ψ ∗0 Ĥel(Ψ0)dτ (1.3)
This picture is mathematically rigorous and conceptually straightforward, but molecular
or crystalline wavefunctions, even at this level of approximation, can become quite complex.
Ψ0 is a function of the spatial and spin coordinates of all N electrons, and consists of large
numbers of determinants obtained from orbitals that are themselves expanded within basis
sets containing various numerical parameters.
In chemistry, properties of interest are energetically driven and primarily understood
in terms of electronic organization. For example, covalent bonding is thought to proceed
through electron sharing between atoms forming an inter-nuclear region of charge concen-
tration, and chemical hardness or softness describe the propensity of the electron density
to undergo polarization or redistribution. It is a problem then that Ψ0 is not a real-space
function, does not express physically meaningful units, and hence Ψ0 provides no clear view
of electronic behavior that is understood and reasoned primarily in terms of its real-space
manifestations. Furthermore, while Eq. (1.3) readily yields the total system energy, it doesn’t
provide a method for evaluating local or regional energy, obscuring the chemical effects as-
sociated with local electronic structure. We see, however, that Ĥel depends only on one- and
two-electron interactions, and in fact the information necessary for evaluating any physical
property is contained in electron density functions that depend only on the coordinates of
one or two electrons. Here, following McWeeny [9], we’ll introduce such density functions as
well as their generalized counterparts, the density matrices.
1.1.1 Density functions for describing electronic behavior
We begin considering a single electron in some orbital φi with spin +12 . The electron’s
wavefunction is the spin-orbital ψ(x) = φi(r)α(s), where α(s) accounts for the electron
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spin.1 The probability of finding the electron in some volume element dr with spin within s
and s+ ds,2 i.e. in dx, is given by the density function Pi as
Pi(x) dx = ψ
∗
i (x)ψi(x) dx ≡ |ψi(x)|
2 dx = |φi(r)|
2 |α(s)|2 dr ds (1.4)
which is zero unless s = +1
2
, since α(s) accounts for particle spin. If we disregard (i.e.




which gives the probability of finding an electron at r with any spin.
This extends easily to a system of N electrons with a wavefunction Ψ(x1,x2, . . . ,xN),
where
Ψ ∗(x1,x2, . . . ,xN)Ψ(x1,x2, . . . ,xN) dx1 dx2 . . . dxN
gives the probability of simultaneously finding electron 1 inside dx1, electron 2 inside dx2,




Ψ ∗(x1,x2, . . . ,xN)Ψ(x1,x2, . . . ,xN) dx2 . . . dxN (1.6)
where the N factor is due to the equal likely hood of any electron to be in dx1, and the
subscript “1” on P reads as the “one-electron” density function. Similarly, the probability
of finding any two electrons simultaneously with coordinates x1 and x2 is given by
P2(x1,x2) = N(N − 1)
ˆ
Ψ ∗(x1,x2, . . . ,xN)Ψ(x1,x2, . . . ,xN) dx3 . . . dxN (1.7)
and as in Eq. (1.5), their spinless counterparts, giving the probabilities of finding any one or
two electrons, with any spin, at r1 or simultaneously at {r1, r2} are
1α(s) is a Dirac delta function to represent spin + 1
2
electrons that vanishes if s = − 1
2
, where β(s) is the − 1
2
counterpart that vanishes at s = + 1
2
.





3Electrons are indistinguishable. Here, the subscript simply indicates that they are, in fact, different elec-




P1(x1) ds1 and (1.8)
ρ2(r1, r2) =
ˆ
P2(x1,x2) ds1 ds2 (1.9)
hereafter referred to as the electron density and the pair density respectively.4
1.1.2 Density matrices for obtaining physical quantities
We now have, in Equations (1.6) to (1.9), functions for describing the electron distribution
and pairwise electron interactions that are far less elaborate than Ψ0, which depends on the
coordinates of all electrons in a system. The electron density depends only on a single set of
coordinates and tells us, in a general way, how all the electrons are distributed in a system.
The pair density depends only on a pair of coordinates and contains the information on how
the motions of electrons are correlated.
As eluded to earlier, these density functions can be used to calculate the same physical
quantities as Ψ0. Going back to the single electron system, we can write the expectation
value of some operator Ô as
〈Ô〉 =
ˆ
ψ∗i (x) Ô ψi(x) dx (1.10)
If Ô is just a multiplier (e.g. some function of coordinates), then the order of operations does





i (x) dx =
ˆ
Ô Pi(x) dx (1.11)
If we desire to use a “real” operator, e.g. one involving differentiation or integration, then
we hit a problem because in Eq. (1.10) Ô only operates on the factor immediately to its right.
If we were to rewrite Eq. (1.10) with ψ∗i (x) moved around to the right of Ô, then it would be
operating on both ψi and ψ∗i , and we would no longer be calculating the expectation value
correctly. This is remedied using a simple conceptual aid. If we agree that Ô only works on
4The meaning of integrating over ds is to take, at each point x = (r, s), the value of P1(x) regardless of




functions of x then we can refer to the variables of ψ∗i as x′, which inoculates them from the









which means that x′ should be replaced with x after operating with Ô but before integration,
thus preserving the requirement that the complex conjugate not be affected by the opera-
tion. This changes our notation for the density function to account for the additional set
of variables, so instead of ψi(x)ψ∗i (x) = Pi(x), we now have ψi(x)ψ∗i (x′) = Pi(x;x′). The
single coordinate density function then denotes that the two sets of coordinates are equal,






which generalizes this density function for use with any operator.
This extends to the many-electron case, to multi-electron density functions, and to their





Ψ ∗(x1,x2, . . . ,xN)






2) = N(N − 1)
ˆ
Ψ ∗(x1,x2, . . . ,xN)
× Ψ(x′1,x
′
2,x3, . . . ,xN) dx3 . . . dxN
(1.15)
We call these generalized density functions density matrices, which can be used to describe
all one- and two-electron properties respectively. Conceptually, e.g. in the case of P1(x1;x′1),
the rows indicate all possible coordinates x, and the columns their counterparts x′. The
“diagonal elements” are those where x′ = x, which correspond to “pure” quantum states and
generally contain all the information useful to chemistry. Off-diagonal elements correspond
to “mixed” states, i.e. when the system exists as a combination of states Ψi and Ψj.
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2) ds1 ds2 (1.17)
The final step in our conceptual convenience is to agree that we are only interested in the
properties of pure quantum states, and drop the prime notation altogether, thus reducing
the density matrices to their diagonal elements. We can now write the reduced one- and
two- electron density matrices as ρ1(r) and ρ2(r1, r2) respectively, which are also referred to
as the electron density and the pair density.
Spin-projected density matrices can also be obtained by specifying the particle spin,
pσ1 (r; r
′) = P1(r, σ; r
′, σ)
p1(r; r
′) = pα1 (r; r
′) + pβ1 (r; r
′)
q1(r; r
′) = pα1 (r; r
′)− pβ1 (r; r
′)
(1.18)
to get p and q, respectively the position density matrix that integrates P1 over both spin





respectively. The density functions are then the “diagonal elements”, the electron density,
the electron σ-spin density, and the electron net spin density, respectively
ρ1(r) = p1(r; r)
ρσ1 (r) = p
σ
1 (r; r)






Higher order density matrices also exist–those depending on the coordinates of three
or more (up to N in the case of ΨΨ ∗) electrons–but as mentioned above, these are of little
interest in chemistry because only one- and two-electron terms contribute to the total energy.
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Returning to the issue of calculating physical quantities, the forms of these density ma-
trices allow them to be used in place of Ψ0 when calculating expectation values, and the
related operators themselves reduce to mere factors of the density and pair density. The
Hamiltonian, again a combination of one- and two-electron terms, can then be written as a
functional of P1(x) and P2(x1,x2), or after integrating over spin, ρ1(r) and ρ2(r1, r2), giving


























v ρ2(r1, r2) dr1dr2
= T + Ven + Vee
(1.21)
Thus, the density matrix formalism, while providing compact functions representing the
very physical concepts of the electron distribution and of pairwise electron correlation, can
also be used to recover any physical property. This comes as no surprise, of course, because
the fact that ρ1(r) can be used to recover any physical property is the foundation of DFT
and proven in the Hohenberg-Kohn theorems [2].
A major advantage of the use of density matrices, namely ρ1(r), is that they are experi-
mentally recoverable using x-ray diffraction. As progress continues to be made towards the
experimental (model) reconstruction of Ψ0 itself, it will always be the case that the one- and
two-electron density matrices will be more readily recoverable from experiment than density
matrices of higher order.
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1.2 Topological charge density partitioning: The Quantum Theory of Atoms in
Molecules
Now that we are refreshed on the origin and utility of the electron charge density (also
denoted simply as ρ), we can review the major progresses towards the goal of connecting
its real-space structure to chemical properties, the vanguard of which being The Quantum
Theory of Atoms in Molecules (QTAIM) [3]. This approach has been proven applicable to
any chemical system for which ρ can be calculated or measured and has provided insight on
the nature of atoms and bonds and their relation to properties [3, 4, 6].
1.2.1 The original features of QTAIM
We start our review of QTAIM features with critical points (sCPs), 0-dimensional points
where the charge density gradient (∇ρ) vanishes. CPs are denoted using a pair of numbers
(r, s) called the rank and signature respectively. A CP’s rank is defined as the number of
non-zero principle curvatures of ρ at the point, that is, the number of non-zero eigenvalues
(sλi) of charge density Hessian (Hρ). The signature is obtained by assigning 1 and −1 to
positive and negative λi respectively and then taking the sum. An alternative notation for
features like CPs is their index, common in mathematics, which is simply the number of
negative λi.
There are four types of CPs in ρ for well-behaved systems. The first is a local maximum
notated as a (3,−3) CP to reflect that ρ curves downward (decreases) in all three principle
directions away from the CP. Maxima generally correspond to nuclei and are called nuclear
CPs, though non-nuclear maxima have been observed [10]. The second type is a (3,−1)
CP, a saddle CP that has two negative λi and one positive λi. Such CPs are called bond
CPs because they necessarily occur between pairs of nuclear CPs that share a topological
connection. Third is a (3,+1) CP, another type of saddle CP that occurs in ring structures
(rings of bond CPs) and so is called a ring CP. Last is a (3,+3) CP that occurs in cage
structures and is called a cage CP.
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QTAIM also describes a path that connects a bond CP with its two neighboring nuclear
CPs. Such a path is called a bond path, and is the union of two gradient paths (sGs) that
originate at the bond CP and terminate at either nuclear CP. A G originates at ∞ or at a
cage, ring, or bond CP, moves through space in the direction of ∇ρ, and terminates at a ring,
bond, or nuclear CP. Bond paths are described as the ridges of ρ [3]; they are the topological
connection implied by bond CPs.
The last feature included in the original formulation of QTAIM is the atomic basin (a.k.a.
Bader atom), formed by the union of the infinite set of Gs that share the same terminal
nuclear CP. Atomic basins are volumetric regions enclosed by surfaces that satisfy a local
condition of zero flux,
∇ρ · n = 0, (1.22)
where n is a vector normal to the surface. Such surfaces are called zero flux surfaces (sZFSs),
and are the essential feature of QTAIM. Bader showed that the expectation value of any
quantum observable over a region of space bounded by ZFSs is well-defined and additive,
e.g. the energy of a system is the sum of energies of atomic basins [3]. The ZFSs that define
an atomic basin, called inter-atomic surfaces, must satisfy (1.22) and not intersect a nuclear
CP. Atomic basins are straightforward to find, and lend themselves to conventional forms of
visualization and numerous forms of numerical analysis, but they are not alone in the set of
useful regions bounded by ZFSs.
1.3 Interacting Quantum Atoms
Interacting quantum atoms (IQA) is an energy decomposition scheme built atop the
atomic basin spatial partitioning of QTAIM [11, 12]. Recall that atomic basins α form a





Analyzing the atomic basins of a dynamic system, e.g. a molecule undergoing a chemical
or conformational change, one will find that the atomic energy will increase for some atoms
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and decrease for others. Applying chemical intuition, one may assert that the energy of one
atom changes in proportion to the energies of its nearest neighbors. In the case of aromatic
or conjugated systems, this energetic trade-off may occur between atoms several atomic radii
in distance apart from each other, the insight from atomic energy analysis is diminished, and
all one can objectively say is that some atoms increased in energy while others decreased.
To circumvent this problem, the atomic energy can be broken down into “self” and
“interaction” components, which can then be decomposed into energy terms depending on

























where the subscript and superscript on each term respectively tells us the type and direction
of the interaction. V αen stands for the potential energy between the electrons and nucleus
of atomic basin α, and V αee is the potential energy of the electron-electron repulsion, again
only between the electrons of atomic basin α—that is, computed at the points r within
α. Likewise, V αβen (and V βαen ), V αβee , and V αβnn are the electron-nuclear (in both directions),
electron-electron, and nuclear-nuclear potential energies between the electrons or nuclei of
basins α and β.
This affords us a large cancellation of energy terms due to the (almost) electroneutrality
of the atomic basins, i.e. they seldom lose or gain more than an electron or two regardless
of their environment. First, note that the interatomic electron-electron potential energy has
been further split into classical (Coulombic) and non-classical (exchange-correlation) terms.
The grouping of classical terms shown in Eq. (1.23) reduces the interaction energy to two
chemically significant terms,





5It has also been shown that chemical accuracy can achieved via the IQA scheme within a Kohn-Sham
context [13].
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that have been shown to relate respectively and proportionately to the ionic and covalent
contributions in the αβ interaction.
As for the self-energy, in a single-atom system it goes as the total energy. In systems of
two or more atoms, its magnitude is only interesting when compared to an atomic reference
state to give the atomic deformation energy,





which is much smaller and more chemically relevant then the former.
After the IQA energy decomposition, we can write out the energy within and between








In line with chemical intuition, upon interacting, atomic energies generally increase (Edef >
0) and interaction energies decrease (Eint < 0). In addition to the obvious capability of
evaluating the magnitude of interaction between two atoms, which is related to the bond
strength, one can relate the quality and quantity of a particular interaction to e.g. the
topological structure of rho, as briefly discussed in Chapter 4.1 where the topological bond
path has been found to indicate the preferential distribution of exchange energy in the IQA
interaction between the connected atoms.
The main drawback of IQA is that the quantities most consider relevant to chemical
understanding–the exchange and correlation energies–are those most sensitive to error. Con-
sequently, it is limited to systems where expensive computational methods can be employed.
In post-Hartree-Fock calculations IQA requires full configuration interaction, complete active
space configuration interaction, etc. for the calculation of correlation energy. In Kohn-Sham
(KS) DFT calculations, global hybrid (e.g. B3LYP, PBE0, M06-2X) or range-separated hy-
brid (e.g. CAM-B3LYP) XC energy functionals are the bare minimum, while greater accuracy
can be achieved by including virtual (unoccupied) KS orbitals and using double-hybrid (e.g.
B2PLYP, PBE-DH, PBE-QDIH) functionals.
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1.4 Extensions to the zero flux surface partitioning of the charge density
The set of noted ZFSs in QTAIM has been extended to include, among others, a region
that relates to chemical bonds, allowing for the elucidation of bonding properties in a more
mathematically and conceptually direct fashion than in IQA. The constraint that an inter-
atomic surface not intersect a nuclear CP exists because of the cusp in ρ at the nuclear CP
where ∇ρ is undefined [14]. In real systems this is not the case, and a finite nucleus approach
allows the use of ZFSs that contain nuclear CPs [15]. Additionally, there is a type of surface
for which the net zero-flux condition,
¨
S
(∇ρ · n)dS = 0, (1.27)
over the surface S is satisfied but (1.22) is not [15, 16]. Shahbazian and coworkers [17–
19] introduced the quantum divided basin (QDB) as the set of regions bounded by net
ZFSs. There are an infinite number of such regions in ρ, and QDBs share the same regional
properties as atomic basins, validating other ZFS-based partitioning schemes.
Pendás et al. defined the primary bundle as the infinite set of Gs that share the same
origin and terminus (e.g. the same cage CP and nuclear CP). The union of all primary
bundles that share a common cage CP forms a region called the repulsive basin, and the
union of all primary bundles that share a common nuclear CP is then another way to describe
the atomic basin. Popelier [10] emphasized the opposite nature of ring and bond CPs, that
a bond (ring) CP is a minimum (maximum) in one direction u and a maximum (minimum)
in the plane normal to u, so at a bond (ring) CP a single pair of Gs terminate (originate) in
the direction of u and −u and an infinite set of Gs originate (terminate) in the plane normal
to u. He then defined the ring path, ring surface, and cage as analogs of the bond path,
interatomic surface, and atomic basin respectively. Naturally, a ring path is the union of the
pair of Gs that terminate at a ring CP, the ring surface is the union of the infinite set of Gs
that originate at a ring CP, and the cage is the region bounded by ring surfaces. Popelier
also noted that you can categorize Gs according to their origins and terminuses. With five
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types of points (four types of CP and points at ∞) and the condition that Gs can originate
but not terminate at cage CPs or points at ∞, he identifies a scheme of nine possible types
of G [10]. Some G types are unique, occurring only once between their respective origin and
terminal CPs, like a bond path, while others denote an infinite set of Gs, like an inter-atomic
surfaces.
Eberhart [4] and Jones and Eberhart [5, 6] defined a special gradient path (SGP) as
the G of shortest length connecting a pair of CPs. This definition coincides with those of
previously named paths like the bond path and ring line while distinguishing individual Gs
within infinite sets such as the set of cage-nuclear Gs that make up the primary bundle.
There are six types of SGP that connect the four types of CPs pairwise. As the Gs of
minimum length, SGPs are constrained to be of steepest (ridge), least steep (valley), or
saddle ascent, which is a local property that can be utilized to identify SGPs even when
one of their terminal CPs is located at ∞. Eberhart and Jones and Eberhart also defined
a special zero flux surface (SZFS) as the ZFS of minimum area, the vertices and edges of
which are triplets of CPs and their corresponding SGPs respectively. There are four types of
SZFS and, like the SGP, the SZFS definition satisfies those of previously named surfaces like
the ring surface and inter-atomic surface. Eberhart then defined the irreducible bundle (IB)
as a tetrahedral region of space which has as its vertices, edges, and faces, the four CPs, six
SGPs, and four SZFSs respectively. The union of IBs sharing a common nuclear or cage CP
forms an atomic basin or repulsive basin (Popelier’s cage) respectively, while the union of
IBs sharing a common bond or ring CP respectively forms the bond bundle (BB) and ring
bundle (RB).
The extended set of volumetric QTAIM features include volumes that lend themselves to
visualization and analysis and correspond to the common chemical concepts of atoms and
bonds. All of these features are subsets of QDBs and so have the same well-defined regional
properties as atomic basins. It would then appear that extended QTAIM is a sufficient
framework for the analysis, discussion, and visualization of ρ while maintaining the common
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language and concepts of chemistry.
However, the general definition for bonding regions in the charge density–i.e. bond
bundles–has only recently been introduced alongside general methods for algorithmic bond
bundle identification and analysis. Previously, the processes of identifying and analyzing
bond bundles was highly intensive and limited to relatively simple systems. Meanwhile,
the problem of QTAIM focusing on atomic regions when chemistry itself is driven by the
interaction between atoms has not gone unnoticed by others in the community. In lieu of an
explicit and easily identifiable bonding region, a method has been developed to intuitively
assess the interactions between one atomic basin and another, called interacting quantum
atoms.
1.5 Restricted space partitioning and the electron localizability indicator
As an alternative to the topological QTAIM partitioning of the charge density, one may
instead partition ρ based solely on the content of some property within the resulting regions,
or cells. This is called ω-restricted space partitioning (RSP), where ω is some value of a con-
trol property that determines the partitioning which is then assessed using some (different)
sampling property [20].
If we used charge (i.e. electron population) as the control parameter, then we can divide
ρ into a number of (non-unique and non-uniform) cells, each containing ω electrons. For
a simple example, partitioning N2 (with 14e−) with ω = 1 would yield 14 non-overlapping
cells, which could take many forms. By applying some additional constraint, e.g. maximal
sphericity, we may be able to obtain a unique solution. Though the chemical significance
of the resulting cells would be fuzzy, we will at least see that the cells close to a nucleus
have less volume than those farther away, i.e. ρ is denser in the nuclear neighborhood. In
this example, ρ would be the control property and cell volume the sampling property that
is integrated over each cell.
A more physically significant selection of control and sampling properties might instead
be the density ρ1 and the pair density ρ2. If ρ2 is sampled over cells defined by constant ρ1,
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then the result could be seen as the number of electron pairs formed from a fixed electron
population (q-restricted population). In the opposite case we would find the amount of charge
needed in order to form some fixed fraction of an electron pair (D-restricted population).
While conceptually simple, this process would be computationally demanding because
any number of candidate sets of cells must be explicitly represented and compared in order
to find the set that both maximizes sphericity and forms a non-overlapping partitioning of
rho into cells containing exactly ω electrons (or electron pairs). However, if a very small
value of ω is chosen (i.e. ω → 0) then a unique and continuous function results.
For a sufficiently small micro-cell µi, the control function fc(r) over the cell may be
approximated by the Taylor expansion tc(r) around a point, say the micro-cell center ai,
within the cell. The integral of the control function (i.e. ω) over µi then becomes a simple




fc(r) dr = tc(ai)V
vc
i + εc(ai) (1.28)
where tc and vc are respectively the function and parameter determined by the first non-
vanishing term of the Taylor expansion, and εc is a correction vector that accounts for the
higher terms of the Taylor expansion and vanishes as Vi decreases. Because ω is prescribed,







The same can be done to calculate the integral ζi of the sampling function fs(r), substituting

















where new subscripted symbols have the same meaning but for the sampling function fs,
and both corrections have been combined into ε(ai).
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where Ṽ (r) is the limit of the rescaled micro-cell volume. So a continuous distribution is
reached at the limit of ω → 0, whereas a discrete set of {ζi/ωvs/vs} is recovered for finite ω.
The electron localizability indicator (ELI) is the rescaled discrete distribution of electron
populations restricted by the pair density (ELI-D) or that of pair populations restricted by
charge (ELI-q) with an infinitesimal ω. As the name implies, the ELI gives us information
on the tendency of electrons to share the same small region of space, and it can be used to
identify (and visualize) regions of electron concentration [21, 22], which is useful for chemical
bond analysis [23].
Because density matrices allow for the specification of particle spin, the spin density
and spin pair densities can be used with the ELI to investigate the resistance of same- or
opposite-spin electrons to occupy a region. This grants the additional ability to identify
regions where singlet and/or triplet electrons or electron pairs are found, i.e. in radical or
excited systems [24].
1.6 Summary
Here we saw that the electron charge density (ρ) is a reduced, one-electron representation
of the system wave function, and that it is mathematically and conceptually convenient for
calculating all of the one-electron properties of the system. Unlike the wave function, ρ
can be ZFS (QTAIM)-partitioned in real-space into regions possessing well-defined energies
and that correspond to local features associated, for atomic basins and bond bundles, with
the common chemical concepts of atoms and bonds. Using the interacting quantum atoms
scheme, we can extract the energies of interactions between the electrons (and/or nuclei) of
such regions making it possible to elucidate bonding information between regions that may
themselves not correspond to a chemical bond. Conversely, with restricted space partitioning
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we can split ρ into regions not bounded by ZFSs that make up a new function over which
chemically relevant properties can be investigated.
Either type of partitioning can be taken to its spatial limit. In RSP this results in a
smooth function representing the properties contained in the infinitesimal micro-cells, and
reduces the computation involved in actually constructing a RSP to feasibility. The limit of
QTAIM-partitioning, called differential gradient bundle decomposition, results in a periodic
two-dimensional function space defined according to ∇ρ and that describes the charge and
energy distribution within an atomic basin.
Now we will introduce and discuss this method and the gradient bundle-condensed charge
density that results. In Chapter 2 we will lay the motivation, conceptual basis, and mathe-
matical framework of differential gradient bundle decomposition. We show that the topol-
ogy of the resulting condensed charge density naturally redefines the bond bundle, a ZFS-
bounded region in ρ corresponding to a chemical bond, and that gradient bundle decomposi-
tion recovers a space defined according to the polarization and expansion of all ρ isosurfaces.
We then demonstrate the applicability of this method beyond the problems of “chemistry”,
showing that the preferred crystal structures of face-centered and body-centered cubic transi-
tion metals can be explained through condensed charge density analysis. Chapter 3 contains
example of how the condensed charge density may be used to resolve the common criticisms
of traditional QTAIM bond analysis. In Chapter 4 we show that the topology of the con-
densed charge density reveals the intrinsic ridges of ρ—those associated with and indicative
of energetically significant regions in ρ. The appendix contains a detailed description of
the gradient bundle decomposition algorithm and a rigorous mathematical definition of the
topological ridges of ρ—which can differ substantially from the intrinsic ridges of Chapter 4.
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CHAPTER 2
THE DIFFERENTIAL GRADIENT BUNDLE CONDENSED ELECTRON CHARGE
DENSITY SPACE AND ITS OBSERVABLE CHEMICAL BONDING REGIONS
Modified from a paper published in ChemPhysChem.
Timothy R. Wilson,1 Malavikha Rajivmoorthy,2 Jordan Goss,3 Sam Riddle,4
and Mark E. Eberhart.5 ChemPhysChem. 20(24): 3289–3305, 2019 [25]
2.1 Introduction
The great statistician George Box reputedly remarked, “All models are wrong but some
are useful” [26]. Box’s observation has been referenced as relevant to scientific models in
general and is particularly germane to the chemical sciences [27–31]. After all, much of
chemistry relies on empirical models that have survived by proving useful to those creating
new molecules and materials. Foremost among these are representations of chemical bonding
that now undergird all of chemistry.
Bonding models are useful when providing a framework from which to estimate energy
differences due to subtle changes in the arrangement or composition of an atomic system.
Such useful models have a venerable history, arguably beginning with Gilbert Lewis’ century
old insights regarding electron sharing [32], which later formed the kernel of the valence bond
theory of Slater and Pauling [33]. The evolving perspectives of chemical bonding are almost
too numerous to mention and constitute a significant portion of the chemical literature. How-
ever, the contributions to this corpus by such luminaries as Mulliken, Hammond, Coulson,
Fukui, Hoffmann, Ruedenberg, Hückel, Goddard, Pople, Parr, Peyerimhoff, Karplus, Levitt,
and Warshel [34–47] demand recognition.
1Primary research, code development, analysis, author
2Qualitative analysis of metallic systems
3Numerical analysis
4Mathematical formalism
5Corresponding author, research advisor
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Despite the advantages current bonding models confer, they have proven difficult to apply
broadly, that is, to all the stuff held together by “bonds.” For example, to metals and alloys
where suitable chemical bonding models might prove just as useful as those that have been
employed in the design and synthesis of organic polymers [48].
There are forces at work that may lead to a change in this situation. Advances in compu-
tational density functional methods [49] coupled to ever more accurate measurements of the
electronic charge density [50] are providing the impetus for the development of charge density
based bonding models [51]. Because the electronic charge density is an observable–existing
independently from the methods used for its calculation or measurement–such models should
prove useful across all classes of molecules and solids. An observable chemical bond in par-
ticular could similarly be used to extend existing bonding models to new fields by connecting
them with their roots in the charge density.
Foremost among the efforts to frame chemical principles around the charge density is
Bader’s Quantum Theory of Atoms in Molecules (QTAIM) [3, 52]. With its clearly con-
structed formalism through which to identify an atom’s boundary, QTAIM brings clarity
and consistency to a number of previously ill-defined chemical concepts such as the energies,
sizes and electron counts of the atoms comprising a molecule or solid. However, the topolog-
ical representation of chemical bonding ensuing from this theory is plagued by an ongoing
debate–both questioning [31, 53–56] and supporting [57–63] its rigor and utility. It should
be noted, however, that the topological approach to bond analysis due to QTAIM neglects
the central attribute of the theory–the partitioning of charge density into regions with well-
characterized energies. We show here that this omission is not intrinsic to QTAIM-based
bond analysis approaches.
We proceed by reviewing the consequences and rationale behind charge density partition-
ing. Building on this rationale, we define a maximally partitioned charge density space–the
condensed charge density–in which the kinetic energy resulting from the Laplacian family
of kinetic energy operators is everywhere well-defined [64]. While faithfully recovering the
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essential elements of QTAIM, the topology of this space reveals a charge density volume with
the properties of a chemical bond, which is designated a bond bundle. We then examine
several instances in which QTAIM’s topological bond has been asserted to be faulty and
demonstrate that these assertions are made moot by the bond bundle construct. We addi-
tionally argue that the condensed charge density space is ideally suited to describe chemical
phenomena as its structure derives from a preferred moving coordinate frame giving primacy
to charge density isosurfaces. Supported by these findings and arguments, we apply our ap-
proach to some simple metals and demonstrate that their crystallographic structure can be
rationalized as a consequence of bond bundle structure.
2.2 Charge density partitioning
The significance of the electronic kinetic energy as a mediator of chemical bonding was
recognized as early as the 1930s, for example by Hellman [65] and Slater [66]. The central
role of the kinetic energy took on further chemical import in Ruedenberg’s classic 1962
paper, The Physical Nature of the Chemical Bond [39], which prompted subsequent efforts
to capture changes to the local kinetic energy as necessary for useful theories of bonding.
These efforts were confounded, however, by the the multiple representations for local kinetic
energy [64, 67]. Among the forms commonly used is one referred to here as the gradient










dτ ′ ∇Ψ∗ · ∇Ψ. (2.1)
An alternative form for the kinetic energy of the same region may be expressed in terms of










dτ ′ [Ψ∇2Ψ∗ +Ψ∗∇2Ψ]. (2.2)
In general TL(Ω) and TG(Ω) differ. It is straightforward to show [67] that






dS(Ω, r)∇ρ(r) · n(r), (2.3)
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where ∇ρ(r) is the gradient of the charge density, S(Ω, r) is the surface bounding the region
Ω and n(r) is the unit vector normal to this surface at r. The integral gives the net flux
of the charge density gradient through S(Ω, r). Where this flux is zero, the two kinetic
energy representations give the same value–as is required if Ω spans an entire molecule or
the unit cell of a periodic solid. Thus, the kinetic energy of a molecule or a crystal’s unit
cell is unambiguous. However, smaller regions contained in a molecule or unit cell may also
possess well-defined energies if the net flux of the gradient of the charge density is zero over
their boundaries [19], which necessarily includes regions bounded by surfaces over which the
flux of ∇ρ(r) is everywhere zero. Such regions are said to be bounded by zero flux surfaces
and it was believed that each possess a well-defined kinetic energy [3].6
Bader noted a unique zero flux surface surrounding the nucleus of every atom of a
molecule, making it possible to associate a kinetic, potential and hence total energy (T (Ω),
V (Ω), E(Ω) respectively) with an atom in a molecule. Consistent with chemical models that
assume energies to be additive, the molecular energy is given as the sum of these atomic ener-
gies. In addition to their well-characterized energies, Bader showed that these atomic regions
(actually all zero flux surface bounded regions) satisfy the virial theorem [3]. Accordingly,




V (Ω) = −T (Ω). (2.4)
The atoms in a molecule (or solid)—called Bader atoms or atomic basins–owe their energetic
significance to the zero flux surfaces that bound and define them. Obviously, The Quantum
Theory of Atoms in Molecules derives its name from this fundamental association.
Explicit atomic boundaries impose a connectivity on the atoms of a molecule. Specifically,
two atomic basins that touch over some finite region of their mutual boundary may be
connected by an observable ridge of maximum charge density that extends from one atomic
nucleus to the other. Bader called this ridge a “bond path.” A necessary condition for
6Anderson et al. [64] have demonstrated that the kinetic energy ambiguity is much broader than embodied
in Eqs. (2.1) and (2.2). We will address the broader implications of kinetic energy ambiguity in Section 2.4
of this paper.
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the existence of such a path is a charge density saddle point of index −1 on their shared
boundary, which Bader named a bond critical point (CP).
For the molecules Bader originally investigated, their sets of bond paths recovered Lewis’
molecular graphs. However, subsequent and ongoing investigations (see for example Refer-
ences 54 and 57) have recovered bond paths and bond CPs between atoms that the Lewis
model does not predict to be “bound.” In some instances bond paths have been discovered
between atoms that are argued to be repulsive [61]. And in still other instances bond paths
are absent between atoms that chemical reasoning predicts to be bound [56, 72–75]. As
mentioned, such revelations have prompted questions regarding the extent to which a bond
path should be taken as an indicator of a bond and the indicated interaction as “bonding”
(see particularly References 53, 54 and 55).
Pendás et al. used a wave function-based interacting quantum atoms approach to inves-
tigate the selection mechanism for bond paths. They showed that bond paths indicate the
channels along which quantum exchange energy is most lowered [63]. A bond path may still
correspond to stable, unstable, or metastable interactions depending on the role played by
exchange, and their work offers a clue as to why bond paths may be found in some instances
but not others.
The larger debate, however, assumes that connections between the atoms of a molecule
must be stabilizing with respect to total energy. For the vast majority of organic molecules,
which conform to the Lewis model, stabilizing effects proceed through electron sharing and
hence connectivity. However, we see no a priori reason that this must be the case and
believe that structures giving rise to stability must be embedded in a space in which energy
is everywhere well defined. This is the space of all charge density volumes bound by zero
flux surfaces called the gradient bundle condensed charge density (P).
2.2.1 Condensed charge density space
As we summarized in an earlier article [76], the space P is constructed through a mapping
of gradient paths of electron charge density (ρ) to points in P . Every gradient path (G) in
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ρ originates from a local minimum called a cage CP or at ∞ and terminates at a maximum,
almost always coincident with a nucleus and hence denoted a nuclear CP. We assume these
Gs to be parameterized by arc length, s.
Sufficiently close to their terminus Gs are radial, making it convenient to imagine every
nuclear CP as the center of a sphere Si of radius dr (in practice dr ≈ 0.2Å). Passing through
every point on the surface of these spheres is a G. The points on such a sphere may be
specified by a polar and an azimuthal angle, so each of the molecule’s Gs may be specified
by a pair of coordinates and the index of the nuclear CP at its terminus, i.e. Gi(θ, φ). In
this reference system, the charge density of the atomic basin i is a function of θ, φ and s,
where θ and φ pick out a unique gradient path in the atomic basin i, and s is the euclidean
distance along this path.
Imagine covering each Si with a set of nonintersecting differential elements of area dA =
dr2 dθ dφ (Figure 2.1(a)). The Gs passing through the points interior to each of these area
elements give rise to a family of infinitesimal volume elements called differential gradient
bundles, dGBi(θ, φ) [7, 77], each of which is bounded by a zero flux surface. Significantly (see
Section 2.4), the cross sectional areas of these dGBi(θ, φ) (Figure 2.1(b)) change throughout
their length and thus dA is a function of s, θ, and φ. The union of all dGBi is equivalent to
the union of all Gs terminating at nuclear CP i and hence recovers Bader’s atomic basin. And
significantly, these are the smallest structures bounded by zero flux surfaces and accordingly
possessing well-defined energies and energy related properties.
Explicitly, for any scalar field, fi, there exists a corresponding condensed scalar field, Fi,
that is a function of θ and φ and a functional of fi, such that
F [fi] ≡ Fi [θ, φ, fi(θ, φ, s)] =
ˆ
Gi(θ,φ)
fi(s) dA(s) ds. (2.5)
In particular, the charge density yields the condensed charge density (F [ρ] = P), the gradient
or Laplacian kinetic energy densities yield the condensed kinetic energy density (F [TG] =
F [TL] = T ), and so forth. For the special case where fi(θ, φ, s) = 1, the gradient bundle
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(a) (b)
Figure 2.1: Differential area element on a sphere (a), and a sampling of differential gradient
bundles (b).
condensed volume is produced (F [1] = V).7
As an illustrative example, Figure 2.2 depicts P for each of the i atoms of vinyl alcohol,
where every point on the sphere surrounding an atom is colored to represent the magnitude of
the integrated electron density in the dGB originating at that point. Borrowing terminology
from differential geometry, each P i is referred to as an atomic chart and the set of all atomic
charts comprising a molecule is termed its molecular atlas.
As an alternative to representing atomic charts on spheres, they may be projected onto
a flat space as in Figure 2.3 where the alcohol carbon (C1) atomic chart is represented with
a stereographic projection centered at the C C bond path.
By construction, every point in P maps to a G in ρ. Hence every trajectory through P
maps to a zero flux surface in ρ, and any closed loop in P maps to a volume in ρ bounded
by a zero flux surface and thus characterized by a well-defined energy. Such volumes are
called gradient bundles [7, 77, 78]. All previously noted zero flux surface-bounded volumes,
e.g. atomic basins, are proper subsets of the space of gradient bundles.
7In open systems a step function–defined to be one inside some charge density isosurface (commonly taken
to be ρ = 0.001 au) and zero outside this region–is used to obtain V.
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Figure 2.2: P for all atoms in vinyl alcohol (i.e. its molecular atlas). Inset: Black, white,
and red spheres respectively indicate carbon, hydrogen, and oxygen nuclear positions, with
black paths and small red spheres denoting bond paths and bond CPs (same scheme used
when appropriate in remaining figures).
Figure 2.3: Stereographic projection with contours of P for the C1 in vinyl alcohol atom with
the C C bond path at the origin. Axes are in units of radians, corresponding to rotation
around the sphere in Figure 2.2. For the remaining figures, contour shading is such that
values increase from blue to white.
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2.3 Bonds in molecules
2.3.1 The topology of the condensed charge density
Maxima in P typically map to bond paths in ρ, as is the case for vinyl alcohol and evident
in Figure 2.2 where each of the molecule’s bond paths (shown as black lines) intersects an
atomic chart at a maximum in P .
Just as all Gs terminating at the same maximum in ρ delineate an atomic basin as a
unique volume, gradient paths in P (G) terminating at the same maximum define a unique
two-dimensional basin in P and hence a unique zero flux surface-bounded volume in ρ.
Continuing with the vinyl alcohol example, Figure 2.4(a) shows stereographic projections
of the C1 atomic chart centered on each of its three maxima (Figure 2.4(b) shows the corre-
sponding regions in a spherical mapping). Also shown are the three sets of Gs terminating
at each maximum and delineating corresponding P-basins. The image of all P-basins of the
molecular atlas partitions ρ into space-filling regions bounded by zero flux surfaces, each
containing a bond path. The energy of each region is well defined and additive to give the
molecular energy. These are the characteristics associated with a chemical bond.
Accordingly, we offer the following definitions: i) A bond wedge is the image in ρ of
gradient paths in P terminating at a common maximum; and ii) a bond bundle is the union
of bond wedges sharing a common intersection with an interatomic surface.8 In the case of
lone electron pairs, the terms lone pair wedge and lone pair bundle can be used. Some of the
bond bundles and lone pair wedges of vinyl alcohol are shown in Figure 2.5.
Bond wedges and bond bundles are attractive in their one-to-one mapping with organic
bonds as understood through valence bond theory, but they are merely the demarcation
of charge density made possible through a gradient bundle decomposition of the system.
The condensed charge and energy distribution within a bond wedge contains vastly more
information, and we anticipate that these distributions will be significant in discovering the
8In the vast majority of cases the general definition provided here recovers the same regions as those resulting
from an earlier bond bundle definition [5, 6].
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charge density structure underlying subtle differences between systems otherwise thought to
operate via the same chemical mechanisms.
(a) Three stereographic projections with contours
of P (colored bands) and gradient paths of ∇P
(black paths with arrows), each centered at a max-
imum and truncated at the P-basin boundary.
(b) Multiple views of a spherical mapping
of contours of P with color-shaded P-basins.
Views are onto each of the three maxima
(middle row), from above, and from below.
Figure 2.4: Stereographic projected (a) and spherical (b) representations of P for the C1
atom in vinyl alcohol, partitioned into three basins that correspond to the C O (red), C C
(blue), and C H (magenta) bonding regions respectively.
2.3.2 Bond formation
Though maxima in P typically map to bond paths, this is not always the case–a feature
that allows one to “see” bond formation during chemical reactions and to assess the relative
energies associated with such processes. Consider for example the Lewis acid base reaction
between borane and ammonia,
BH3 + :NH3−→H3B NH3
Figure 2.6(a) depicts the bond bundles and bond wedges of NH3 and BH3 alongside their
respective Ps.
Ammonia’s nitrogen atom is distinguished by four maxima in P and hence four bond
wedges. Three of the these share bond wedges with those from hydrogen atoms, yielding
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Figure 2.5: Chihulyesque bond bundle surfaces for the C C (blue) and C O (red) bonds
and the oxygen lone pair wedge surfaces (orange) in vinyl alcohol.
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(a) Bond bundle (and wedge) surfaces with
spherical and projected mappings of P.
(b) B N bond bundle surfaces (left) and stereographic
projections of P
Figure 2.6: P for the nitrogen (top) and boron (bottom) atoms before and after ammonia
and borane react to form H3B NH3. Stereographic projections are centered at the south
and north poles of the nitrogen and boron spheres respectively.
three N H bond bundles. The bond wedge centered on what we identify as the nitrogen
atom’s south pole does not share an interatomic surface with another atom, as one would
expect of a lone electron pair. Borane, on the other hand, is characterized by three shared
bond wedges with hydrogen atoms yielding three B H bond bundles. These bond wedges
intersect along gradient paths that map to minima in P located at the boron atomic poles.
The reaction between borane and ammonia molecules was simulated by aligning the south
pole of the nitrogen atom with the north pole of the boron atom at an initial B N distance
of 3.0Å. The reaction was allowed to proceed to the equilibrium B N distance of 1.65Å,
forming the B N bond bundle depicted in Figure 2.6(b).
The evolution of the bond bundle and its associated condensed properties along the
reaction profile are depicted in Figure 2.7. Inspection of this figure reveals that at 3.0Å sep-
aration, while there is a bond CP and a bond path connecting the boron and nitrogen nuclear
CPs, the two atoms do not contribute to a common bond bundle because the B H bond
wedges account for the entirety of P on the boron. The lone pair bond wedge on the nitrogen
atom persists but there is no corresponding bond wedge on boron, which, at its pole, instead
hosts a P minimum–as well as minima for both V , and T .
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Figure 2.7: The sequence of bond bundles and corresponding projections of P , V , and T
centered on the north pole of the boron atom. The same contour values are used across
each row. Note that the absence of three fold symmetry in the condensed properties is a
computational artifact that results from the use of a rectilinear grid of ρ data. This artifact
is particularly evident over regions where a condensed property is nearly flat, e.g. T on boron
in the early stages of bond bundle formation.
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Bond bundle formation begins at a B N distance of approximately 2.70Å with the near
simultaneous development of maxima in P , V , and T at the boron pole. The maximum in
P necessitates a bond wedge on the boron atom and an accompanying B N bond bundle
that continues to evolve over the course of the reaction to encompass a greater portion of
the interatomic region between the boron and nitrogen atoms.
Across all calculations we find a correlation between P , V , and T , hinting at an energy-
charge density structure relationship we will discuss in more detail in Section 2.4. However,
for now recall that when the forces acting on the molecules are small, i.e. when far apart
and at the equilibrium separation, the virial theorem asserts that E(Ω) = −T (Ω). Taking
Ω to be the B N bond bundle, in principle the energy of the region corresponding to B N
bond is given by the integral of T over the appropriate bond wedges on the boron and
nitrogen atoms. Without evaluating the integral, however, it is clear from Figure 2.7 that
the contribution to the total energy from the boron bond wedge is stabilizing, as one would
expect. Moreover, the simultaneous formation of basins in P and T emphasizes that a bond
wedge is also an energetic stabilization basin, in agreement with the common conception of
bonding as the concentration of charge that results in stabilization of the system.
2.4 Condensed charge density and local kinetic energy
Though the local kinetic energy expressed in Eqs. (2.1) and (2.2) are those most dis-
cussed in the literature [67, 79–88], Anderson et al. [64] have shown that these are but two
representations drawn from an apparently infinite number of definitions for the local kinetic
energy and correctly assert that “Regardless of how one partitions the system, it seems that
the kinetic energy of an atom in a molecule is not uniquely defined in quantum mechanics:
for any choice of subsystem partitioning, one can always find two . . . functions that give
different values for the regional kinetic energy.” While the authors go on to comment on the
conceptual utility afforded through the use of Eqs. (2.1) and (2.2), or linear combinations
of the two–constituting the Laplacian class of kinetic energy operators–they conclude, “[We]
cannot think of any physical or intuitive justification for excluding local kinetic energies from
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outside the Laplacian family.”
It is imperative to note that Anderson et al. were commenting on the quantum mechanical
ambiguity associated with defining local kinetic energy and not reflecting directly on the value
of approaches using one or another kinetic energy form. Still, the implicit, and in some cases
explicit [89] expectation that QTAIM must be quantum mechanically rigorous has, in our
opinion, compromised its utility.
Useful models often enlarge an existing conceptual framework, which for models of bond-
ing means enhancing the chemist’s view of charge density expansion and polarization. These
concepts are fundamental to many modern theories of bonding. For example, ab initio basis
sets are specifically designed to capture the response of the charge density–and its underlying
orbital basis–to expansion and polarization [90]. Basis sets are even named in a manner that
allows the user to quickly evaluate their ability to recover these charge density responses,
e.g. double zeta with polarization (DZP). The degree to which ρ expands and polarizes upon
bond formation is often used to categorize bonds as ionic, polar, covalent or polar covalent,
and is frequently illustrated through the depiction of changes to charge density isosurfaces.
It is the central role of charge density isosurfaces in mediating the structure of P that pro-
vides a rationale for representing the kinetic energy within the Laplacian family of energy
operators.
Clearly, P derives it structure most directly from the gradient field. Consider an arbitrary
gradient path G and a point p on this path. Through this point passes a charge density
isosurface with its normal in the direction of the unit tangent vector to G at p, which we







There are an infinite number of planes containing τ (p). Each of these normal planes
intersects the isosurface along a plane curve, and in general each is characterized by a different
curvature (not to be confused with the curvature of ρ). The principal curvatures at p, denoted
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κ1(p) and κ2(p), are the maximum and minimum values of these curvatures. The directions
of these curves in the tangent plane at p are referred to as principal directions, designated
here as e1(p) and e2(p), with e1(p) · e2(p) = 0. An isosurface’s lines of curvature are surface
geodesics that are by definition always tangent to a principal direction. There will be two
orthogonal lines of curvature through every point on the surface that together act as a natural
isosurface coordinate system.
Thus τ , e1 and e2, form an orthogonal moving frame ideally suited to describing charge
density structure from a chemical perspective. The fields e1 and e2 recover the shape of
isosurfaces and τ provides information as to the nesting of these surfaces.
Using the (τ , e1, e2) moving frame, it is possible to derive the form of the differential
area and volume elements introduced in Eq. (2.5). We begin by picking an arbitrary point
a0 on the arbitrary gradient path G0 depicted in Figure 2.8(a). (Here, consider the point
to be located at roughly one third of the distance to the nearest atom.) This point lies
on an isosurface Sa. Around this point construct a planar square patch by placing one of
its vertices at a0 and the remaining vertices at a1 = a0 + ε e1(a0), a2 = a0 + ε e2(a0) and




. This patch is normal to τ (a0) and hence is a tangent plane
to Sa at a0. For sufficiently small ε the edges of this patch are principal curves. Passing
through each vertex ai is a gradient path Gi.
Now pick another point on G0, say b0, which lies on the isosurface designated Sb. A vector
originating at b0 and lying in the direction e1(b0) will intersect G1 at a point designated b1
and in a similar fashion the vectors originating at b0 and lying in the directions e2(b0) and
e1(b0) + e2(b0) will intersect G2 and G3 respectively at points designated b2 and b3. The
planar patch with vertices bi is necessarily a tangent plane to the isosurface Sb at b0 with
edges along principal directions.
At every point s0 along G there exists a coordinate patch (with vertices si) that is normal
to τ (s0) and spanned by the vectors e1(s0) and e2(s0) such that Gi is the union of all si.9
9This construction generates a set of triply orthogonal surfaces. As with any such set, they necessarily
intersect along lines of curvature.
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(a) The set of tangent planes to isosurfaces about
an atom in a molecule. The red arrows de-
note the directions of principal curvature at the
points where G0 intersects the isosurfaces.
(b) A 2D representation of one face of the rectangular
pyramid showing principal curves on evenly spaced in-
crements. The lengths of the principal curves in a face
of the square pyramid obey a recursion relationship
given by Eq. (2.7).
Figure 2.8: Graphical depiction of the construction of the condensed volume. As per the
text, the gradient paths G0, G1, G2 and G3 define the edges of a twisted rectangular pyramid
(or in some cases a bipyramid) with faces formed from the union of the isosurfaces’ principal
curves passing through their point of intersection with G0.
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Through every point in any of these patches there is a gradient path that maps one-to-one
and onto each of these coordinate patches. The differential gradient bundle may be taken as
the union of all such coordinate patches.
The charge contained in a differential gradient bundle can be found by integrating over
the set of volumes formed by coordinate patches separated by ds, yielding a volume element
equal to ds×dl1×dl2 where dl1 and dl2 are the lengths of the edges of the coordinate patch.
Obviously, dl1 and dl2 are functions of s, varying along the extent of the differential
gradient bundle. The form of this functionality may be discerned by considering a set of
coordinate patches separated by a small distance ∆s (Figure 2.8(b)). It is straightforward























Noting that l1(s0) = dθ s0 (see Figure 2.1(a)) we have,















and the area element, dA(s) = l1(s)× l2(s) is,
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/2, of the isosurface at s.
Combining Eqs. (2.5) and (2.12), it is apparent that all gradient bundle condensed prop-
erties depend on the isosurface mean curvature along G. In particular, the gradient bundle





which is a characteristic of the charge density’s extrinsic structure and may be thought of as
measuring the total mean curvature of the isosurfaces along a gradient path. The change in
the magnitude of this quantity provides a direct measure of charge density expansion along
a particular G, while its derivative properties with respect to θ and φ measure polarization.
As an illustration consider the evolution of V through the Lewis acid-base reaction discussed
in Section 2.3.2.
Figure 2.9 depicts the change in the charge density contours of the developing B N bond
bundle through the chemical reaction (recall Figure 2.7). Before the bond bundle forms, the
bond path intersects isosurfaces about the boron atom at points of both positive and negative
mean curvature. In fact, the majority of boron isosurfaces are concave along the bond path.
The fraction of concave isosurfaces decreases along with the B N internuclear distance. At
the equilibrium separation all boron isosurfaces are convex and a noticeable smooth corner
has developed along the full length of the B N bond path.
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Figure 2.9: The same contour levels along the B N internuclear axis near the boron atom
for the same four internuclear separations as in Figure 2.7. Note the internuclear axis linking
the boron and nitrogen atoms intersects contours of negative curvature in frames i-iii. Such
regions cause neighboring Gs to converge and the natural volume element to diminish.
The behavior represented in Figure 2.9 results from an increase in pz admixture from the
boron atom. Initially, the pz atomic orbital is essentially empty, becoming partially occupied
through overlap with the lone pair orbital of the nitrogen atom. Simply, the changing mean
curvature along the bond path results from charge density expansion and polarization, and
the total mean curvature as given by V and P serves as a measure of this response.
2.5 Metallic bonds
Real space models of metallic bonding date back to the earliest days of quantum mechan-
ics. Pauling proposed that interatomic forces and metallic structure could be rationalized
from a resonating-valence-bond perspective [91, 92]. Altmann et al. [93] employed directed
valence bond approaches in an attempt to explain the preferred crystal structure of the
non-magnetic transition metals. At nearly the same time, Engel and subsequently Brewer
[94], based largely on correlations, suggested that the spherically averaged number of va-
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lence s-p–electrons was the determining factor favoring one metal structure over another, an
assertion deemed deficient by none other than Hume-Rothery [95]. Much more recently, Hoff-
mann [48] unfolded band diagrams as a means of explaining the crystal structure preference
of transition metals.
Setting aside the highly focused work of Hoffmann, none of the other investigations pro-
duced insights as useful as the chemical models from which the various researchers took
inspiration. However, it is notable that in all cases the goal was to further chemical under-
standing of crystallographic structure. Historically and practically, the ability of chemical
models to account for molecular and solid state structure has served as an acid test for their
continued exploration. It is for this reason we compare the bond bundles of the BCC metal
Nb with the FCC metal Cu as a way to demonstrate the potential of gradient bundle anal-
ysis. A more complete comparison of bond bundles across the transition metals will be the
subject of an upcoming paper.
(a) P of FCC (left) and BCC (right) Cu and Nb. (b) T of FCC (left) and BCC (right) Cu and Nb.
Figure 2.10: The condensed charge density (P) and kinetic energy density (T ) for Cu (top)
and Nb (bottom). The view is along the [100] direction looking from one atom through the
octahedral hole toward its second neighbor.
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Figure 2.10(a) and Figure 2.10(b) depict P and T for both Cu and Nb in FCC and BCC
crystal structures. Though the stable structure of Nb is BCC and that of Cu is FCC, both
structures of each metal were modeled as a way of comparing stable and unstable gradient
bundle condensed properties.
As with the previous molecular calculations, there is a strong correlation between P
and T . (A weaker correlation with V is not shown.) Remarkably, P appears to reveal the
underling d-orbital character of ρ, with Cu and Nb maxima capturing the nodal character
of atomic orbitals that transform as the irreducible representations T2g and Eg respectively.
Though the magnitude of condensed property features for both P and T change dramatically
with crystal structure, their topologies do not. A fact that is readily explained by the
observation regarding the orbital characteristics of gradient bundles. On the one hand, the
topology of P is principally controlled by the distribution of electrons between Eg and T2g
atomic orbitals–a symmetry property (OH for both BCC and FCC). On the other hand, the
magnitude of T and hence P is controlled by the nature of the σ, π and δ overlap between
these atomic orbitals–a crystallographic property.
With the virial theorem satisfied at every point of the condensed charge density, local
maxima in kinetic energy correspond to regions of low total energy and hence are stabilizing
relative to neighboring regions. Accordingly, Figure 2.10(b) reveals that the Eg-like gradient
bundles stabilize the BCC structure of Nb, while T2g-like gradient bundles stabilize FCC
Cu.
One “lobe” of the high kinetic energy T2g-like gradient bundles most responsible for
stabilizing the FCC structure of Cu is represented in Figure 2.11(a) alongside the gradient
bundles emanating from the same region of FCC Nb. As expected, these gradient bundles
are similar in shape. However, for Nb, with five valence electrons, they emerge from local
minima in P and hence are “under occupied” compared to neighboring gradient bundles.
For Cu, with eleven valence electrons, they emerge from local maxima in P , indicating
that they are preferentially occupied by the valence electrons added when traversing the
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(a) Top: The gradient bundle enclosing the high
kinetic energy region of FCC Cu. Bottom: The
gradient bundle encompassing the same region,
but for FCC Nb this is a low kinetic energy region.
(b) Top: The gradient bundle encompassing the high
kinetic energy region of BCC Nb. Bottom: The gra-
dient bundle encompassing the same region, though for
Cu this is a low kinetic energy region.
Figure 2.11: High and low kinetic energy gradient bundles with contours of ρ on the [110]
plane in FCC and BCC Cu and Nb. Significantly, the gradient bundles have similar shape.
transition metal series from group 5 to group 11. Of course, such preferential occupation
is driven bqy a lower total energy–higher kinetic energy–with respect to all other gradient
bundle occupations for the same number of electrons. All in all, condensed charge density
accumulates in the gradient bundles that will maximally lower the system total energy. The
correlation between P and T merely confirms the well-defined energy of gradient bundles.
In an analogous fashion, the high kinetic energy, Eg-like, gradient bundles most respon-
sible for stabilizing BCC Nb are represented in Figure 2.11(b) alongside those emanating
from the same region of BCC Cu. Again these gradient bundles are similarly shaped though
obviously they are preferentially filled by the first valence electrons of the transition metal
series.
We speculate that the preferential filling of gradient bundles is due to their relative con-
tent of bonding and antibonding character. To illustrate, Figure 2.12(a) and Figure 2.12(b)
shows early and late filling gradient bundles superimposed on representative bonding and
antibonding molecular orbital contour diagrams.10 The variation in the contour curvature
10The orbital contours are from large cluster calculations simulating the FCC and BCC structures. It has
been demonstrated that the central atom of such large clusters possesses an energy within a fraction of an
eV of that from a bulk calculation and that the resulting charge densities are indistinguishable from those
resulting from bulk calculations [96].
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is controlled by orbital nodal character. The contour lines near nodes have a small mean
curvature and experience their maximum mean curvature along gradient paths that are at
greatest distance from nodes.
(a) The stabilizing gradient bundle of BCC Nb su-
perimposed on a representative bonding orbital near
the bottom of the d-band.
(b) The stabilizing gradient bundle of FCC Cu su-
perimposed on a representative antibonding orbital
near the top of the d-band.
Figure 2.12: Illustrations of significant gradient bundles in FCC Cu and BCC Nb overlaid on
contours of representative molecular orbitals on the [110] plane. Background colors indicate
the relative phases of the molecular orbital wavefunctions.
As a consequence, in the case of bonding orbitals it is the orbital gradient paths (dis-
tinct from ρ gradient paths) more or less aligned with orbital antinodes that intersect the
interatomic surface along orbital contours of maximum curvature (Figure 2.12(a)). For an-
tibonding orbitals the situation is quite different. The orbital contours near the interatomic
surface possess low mean curvature, as do those near the orbital’s intrinsic angular nodes.
Such constraints force the formation of a curvature corner along the orbital gradient path
roughly bisecting the interatomic and angular nodes (Figure 2.12(b)).
The gradient field of ρmust reflect the character of its orbital basis. Gradient bundles con-
taining predominately bonding character will approach the interatomic surface along nearly
normal directions, while gradient bundles containing antibonding character will approach
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the surface with a tangential component.
Figure 2.13: The stabilizing gradient bundle for BCC Cu superimposed on an antibonding
orbital similar to that shown in Figure 2.12(b) on the [110] plane. Here, the molecular orbital
contours along the corner of intersection between the angular and interatomic node are less
curved than in the FCC case. The reduced curvature is due to the weakened antibonding
interaction around the more open BCC octahedral hole. With this interaction weakened
the stabilizing gradient bundle cannot harvest sufficient energy and does not curve into the
octahedral hole.
As illustrated in Figure 2.12, the gradient bundles stabilizing BCC Nb intersect regions
that are predominately bonding and actually increase their volumes in these regions by
intersecting orbital contours along paths near high mean curvature maxima. The gradient
bundles stabilizing FCC Cu maximize their volume in antibonding regions. Leading to the
seemingly paradoxical argument that FCC Cu is stabilized by antibonding interactions.
The paradox is easily resolved by noting that the virial theorem requires there be a
corresponding decrease in the potential energy within the stabilizing gradient bundle. This
decrease results from a radial contraction of the charge density in the part of the gradient
bundle closer to the nucleus, which screens that non-radial–curving—part of the bundle and
allows it to expand into the high kinetic energy antibonding region. Basically the gradient
bundle of Figure 2.12(b) is harvesting excess kinetic energy from the antibonding region to
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stabilize the FCC structure.
The previous conjecture is supported by considering the shape of the FCC stabilizing
gradient bundle when Cu is forced BCC, as shown in Figure 2.13. Just as for the FCC
structure, the gradient bundle projects into the crystallographic “octahedral” hole. However,
this interstice is less tightly packed when BCC, and in fact hosts a bond CP and bond path
between second neighbors. Obviously the larger expanse of the BCC versus FCC octahedral
holes diminishes the intensity of antibonding interactions in the former, and accordingly the
amount of kinetic energy that can be harvested from this hole. The effect on the gradient
bundle is evident, it does not curve and expand into the octahedral hole as it does in the
FCC structure.
We conclude that the stability of the FCC transition metals results from maximizing
antibonding interactions, which is why the structure occurs late in the series where anti-
bonding orbitals of the series are being filled. The BCC structure is stabilized by gradient
bundles that contain predominantly bonding character and therefore occurs early in the se-
ries.11 The consequence of each structure is that its respective stabilizing gradient bundles
contain maximal kinetic energy, thus maximizing the redistribution of charge and energy,
yielding the minimum system total energy.
2.6 Summary
We have introduced a projected space that appears to be ideally suited to the investi-
gation and discovery of charge density-property relationships in all classes of molecules and
materials. This space, denoted P , constitutes all volumes bounded by zero flux surfaces in
the gradient of the charge density. As a consequence, when confined to the conventional
Laplacian family of kinetic energy operators, each point of P is endowed with a well-defined
energy. As a subset of the chemically meaningful structures of P , all of those intrinsic to
11The reader may wonder why the HCP structure occurs early (when predominately bonding orbitals are
filled) and also just after the midpoint of the transition metal series when antibonding orbitals are pre-
dominately filled. Though these two groups of transition metals have the same crystal structure, their
charge density topologies are different and hence they possess different gradient fields and gradient bundle
structures. [97]
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the Quantum Theory of Atoms in Molecules are recovered, e.g. Bader atoms. In addition,
we also recover a class of nonstandard QTAIM structures that maximize charge density
concentration and minimize energy, properties commonly associated with chemical bonds.
These structures are called bond bundles. We show that bond bundles are recoverable from
ρ for any class of atomic system, provide more chemical information, and are not subject to
the ambiguities and misgivings that have been associated with the QTAIM bond path. We
argue that the robust properties of bond bundles are rooted in the structure of P , which is
endowed with a natural reference frame that is determined by the system’s charge density
isosurfaces. We demonstrate this fact by successfully analyzing transition metal structure
within the bond bundle construct.
This work should serve to further attempts at approaching traditional metallurgical prob-
lems from a chemical perspective. And also provides a new and possibly fruitful approach
to analyze charge density in terms of its natural reference frame and the variations in this
frame associated with chemical reactions and mechanical perturbations.
2.7 Computational methods
All simulations were performed with the Amsterdam Density Functional [98–100] ab
initio software using the Perdew-Burke-Ernzerhof (PBE) functional [101] and a triple-zeta
with polarization (TZP) all-electron basis set. Calculation of P was performed within the
Tecplot 360 visualization package [102] using the gradient bundle analysis tool of the in
house Bondalyzer package by the Molecular Theory Group at Colorado School of Mines.
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TOPOLOGICAL CHARGE DENSITY ANALYSIS RECONTEXTUALIZED THROUGH
THE CONDENSED CHARGE DENSITY
Modified from a paper published in The Canadian Journal of Chemistry.
Timothy R. Wilson,1 and M. E. Eberhart.2 Can J Chem. 97(11): 757–762, 2019 [76]
3.1 Introduction
Richard Bader’s Quantum Theory of Atoms in Molecules (QTAIM) [3] has been rec-
ognized as the only fully quantum mechanics-based theory that enables the application of
traditional chemical concepts in an unambiguous manner [103]. This achievement stems from
the decomposition of a molecule or solid’s electron charge density (ρ) into non-overlapping
proper open subsystems, each bound by a surface over which the flux in its the charge
density gradient (∇ρ) vanishes [3, 104]. It was assumed that these subsystems possessed a
well-defined energy, though recently, Anderson et al. have questioned this assumption [64].
While there are an infinite number of regions over which this zero flux condition is
satisfied–regions now referred to as quantum divided basins (sQDBs) [19]—Bader realized
that every nucleus is bounded by a unique surface over which the flux of ∇ρ is every-
where zero, denoted as a zero flux surface. These regions Bader recognized as the atoms in
molecules, which he called atomic basins, though they are also referred to as Bader atoms.
Each of these atoms is characterized by a nonarbitray boundary, an unambiguous electron
count, and, mindful of the concerns expressed in ref. 64, a well-defined energy.
With a single insight Bader provided a theoretically defensible framework from which
one can assess and compare atomic properties like size and energy between atomic systems.
Using this framework and within the accuracy of computational or experimental methods,
1Primary research, code development, analysis, author
2Corresponding author, research advisor
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two researchers must arrive at the same conclusion when scrutinizing such properties. Bader
became the leading advocate for the school of thought seeking to reframe all of chemistry
in terms of measurable quantities and his belief was that QTAIM would be the central
framework from which this new chemical perspective would evolve.
The Bader atom is easily represented in terms of ∇ρ and its corresponding critical points
(CPs)—the maxima, minima and saddle points where ∇ρ vanishes. An arbitrary gradient
path (G) originates from a minimum–called a cage CP, which may be located at infinity—
and terminates at a maximum–called a nuclear CP because it is typically coincident with
an atomic nucleus. Equivalent to the zero flux surface-based definition, a Bader atom is
the union of all Gs with a shared terminal nuclear CP. Bader noted that when two atoms
share a polyhedral face, their nuclei are connected by a unique G he called a bond path; a
ridge along which ρ is a maximum with respect to all neighboring paths. Such a path also
necessitates the existence of a saddle point of index −1 located between bound nuclei and
called a bond CP.
Perhaps due to the word “bond” in their designations, in our opinion an unwarranted
amount of attention has been focused on bond paths and bond CPs, as researchers have
repeatedly discovered bond CPs between atoms whose interactions are assumed to be desta-
bilizing [31, 53, 105]. These researchers have argued that such points cannot reflect bonding,
and recently it has been proposed that “bond” should be stricken from their discussion [55].
However, these discussions are antithetical to the premise of QTAIM, because neither a bond
CP nor a bond path constitutes a volume bounded by a zero flux surface, hence they do not
have well defined energies, and taken singularly are not required to provide stability infor-
mation. Still, the shear number and often extensive analyses of CPs, particularly bond CPs
and bond paths, serves to obscure the main focus and strength of QTAIM; the partitioning
of a molecule into proper open subsystems.
The Bader atom was recognized as the sole proper subsystem of a molecule until the
introduction of the repulsive basin of Pendas et al. in 1997 (and later Popelier’s cage in
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2000) [10, 106]. They argued that just as there are nuclear CP centered basins there must
be cage CP centered basins satisfying the zero flux condition. Repulsive basins were defined
as the union of gradient paths that originate at a common cage CP. The zero flux surfaces
bounding repulsive basins must contain a number of nuclear CPs. Bader had originally
discounted the significance of such zero flux surfaces due to the cusp in ρ at nuclear CPs
resulting in undefined points in ∇ρ. However, the nuclear cusp is not real but rather a
manifestation of the coulomb approximation to the Schrödinger equation.
The absence of a nuclear cusp opened the door to an infinity of zero flux surface-bounded
volumes. Eberhart [4] and later Jones and Eberhart [5, 6], introduced one such volume they
called the irreducible bundle, a tetrahedral volume that is the simplex of ρ, incorporating all
four types of CPs–bond, cage, nuclear and ring (a saddle point of index +1). The vertices,
edges, and faces of an irreducible bundle are respectively the four types of CPs, the six
shortest-length Gs connecting them pairwise, and the four least-area zero flux surfaces with
triplets of CPs as their corners. Like Bader atoms, irreducible bundles share vertices, edges
and faces so as to fill space. The union of irreducible bundles sharing a common nuclear CP
gives rise to the Bader atom. The union of irreducible bundles sharing a common cage CP
gives rise to the repulsive basin. And the union of irreducible bundles sharing a common
bond CP gives rise to the bond bundle–a partitioning of the charge density into unique zero
flux surface-bounded volumes, each of which contains a single bond path and bond CP. bond
bundles recover traditional bond properties like bond order [6, 78], and address issues like
spurious bond CPs which have been shown to have tiny bond orders [107].
However, unlike Bader atoms and repulsive basins, which are readily apparent from an
inspection of ∇ρ, all the boundaries of irreducible bundles are not obvious and are often diffi-
cult to locate. In correspondence with Eberhart 3, Bader questioned whether his theory–with
only one zero flux surface and a bond path–would lose its elegance due to extensions such
as the irreducible bundle, and that with boundaries defined as least area surfaces, QTAIM
3R. Bader, personal communication, 2004
49
would become and be perceived as ad hoc, where such definitions arise as but a means to
specify some unique boundary between bonds. His point was, at least philosophically, well
taken. And though Bader has passed away, through our deep respect for him we posthu-
mously answer his question; an answer that points to a possible future research emphasis for
QTAIM.
3.2 Condensed Charge Density Space
Developing a more satisfying means of identifying the special boundaries of QTAIM
involves constructing the space of all volumes bounded by zero flux surfaces, what we call
the gradient bundle condensed charge density (P). Specifically, we will map Gs of ρ to points
in P and show that the bond bundle is the topological analogue in P of the Bader atom in
ρ.
Recall that every G in ρ originates from a cage CP and terminates at a nuclear CP.
Sufficiently close to its terminus, Gs are radial, making it conceptually convenient to imagine
every nuclear CP as the center of a sphere Si of radius dr that lies within the radial region—
in practice, dr ≈ 0.2Å and would never extend beyond the interatomic surface. Passing
through every point on the surface of these spheres is a G. The points on a sphere may be
specified by a polar and an azimuthal angle, so each of the molecule’s Gs may be specified by
a pair of coordinates and the index of the nuclear CP at it terminus, i.e. Gi(θ, φ). Imagine
covering each Si with a set of non-intersecting differential elements of area dA = dθ dφ dr2
(Figure 2.1(a)). The Gs passing through the points interior to each of these area elements
gives rise to a family of differential volume elements whose cross sectional area–equal to
dθ dφ dr2 at Si—changes down their length according to ∇ρ. These differential gradient
bundles, dGBi(θ, φ) [7, 30] (Figure 2.1(b)), are the smallest structures bounded by zero
flux surfaces and that accordingly possess well-defined energies. The union of all dGBi is
equivalent to the union of all Gs terminating at nuclear CP i and hence recovers Bader’s
atomic basin.
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We define the gradient bundle condensed charge density, Pi(θ, φ)4, as the area-normalized







a line integral along Gi(θ, φ) where s is arc length. P is a scalar field with units of electrons
per unit area, and maps ρ within a Bader atom onto a two-dimensional closed surface. As a
visualization tool, this allows one to view what we will show to be the significant features of ρ
at a glance, as in Figure 3.1(a), for a carbon atom in an ethene molecule. and Figure 3.1(b).
Figure 3.1: P for a carbon atom in ethene. Contour band coloring is that of a heat map
throughout this paper when a legend is not present, where red and blue indicate high and
low values respectively. a) Spherical mapping. Inset: Black, white, and red spheres respec-
tively indicate carbon nuclear, hydrogen nuclear, and bond CPs (same scheme used when
appropriate in remaining figures). b) Stereographic projection with C-C bond path at the
origin. Axes are in units of radians, corresponding to rotation around the sphere in (a).
Borrowing terminology from differential geometry, each P i is referred to as an atomic
chart and the set of all atomic charts comprising a molecule is termed its molecular atlas.
As an alternative to representing atomic charts as spheres, they may be projected onto a
flat space as shown in Figure 3.1(b) where a stereographic projection of the atomic chart in
4Not to be confused with the condensed fukui functions
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Figure 3.1(a) is depicted. Every point in P maps to a G in ρ, every trajectory through P
maps to a zero flux surface in ρ, and any closed loop in P maps to a volume in ρ bounded
by a zero flux surface and hence characterized by a well-defined energy. Such volumes are
called gradient bundles [7], and they describe all previously noted zero flux surface-bounded
volumes, e.g. the atomic basin and the bond bundle.
3.3 Computational methods
All chemical simulations were performed with the Amsterdam Density Functional [98,
100] ab initio software using the Perdew-Burke-Ernzerhof (PBE) functional [108] and a triple-
zeta with polarization (TZP) all-electron basis set. Calculation of P was performed using the
gradient bundle analysis (GBA) tool of the in house Bondalyzer package (by the Molecular
Theory Group at Colorado School of Mines) within the Tecpot 360 visualization software
[102].
3.4 The Topology of the Gradient Bundle Condensed Charge Density
Maxima in P typically map to bond paths in ρ, as demonstrated in Figure 3.1(a) where
the three maxima on the carbon atomic chart coincide with the intersections of the carbon-
carbon and two carbon-hydrogen bond paths (black paths) with the sphere. Just as all Gs
terminating at the same maxima in ρ define the atomic basin as a unique volume, all the
gradient paths in Ps (Gs)—i.e. defined according to ∇P—terminating at the same maxima
define a similarly unique gradient bundle, and hence a unique zero flux surface-bounded
volume in ρ.
As an example, shown in Figure 3.2 are stereographic projections for the carbon atomic
chart in ethene centered on each of its three maxima. Also shown are three sets of Gs (black
paths with arrows) each delineating a basin in P . These basins are bounded by zero flux
paths in P (dashed and dot-dashed paths), which necessarily map to zero flux surfaces in ρ.
The union of these zero flux surfaces partitions ρ into space-filling regions. The energy of
these regions is well defined and the sum of these energies gives the molecular energy.
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Figure 3.2: Left) Three stereographic projections of P for a carbon in ethene, centered at
the C C bond path (center) and at each of the C H bond paths (left and right). The three
projections together cover the sphere. Gs are shown delineating the three P-basins. The
C C and the two C H basins are demarcated by a dashed green path, and the two C H
basins by a dot-dashed orange path. Right) Multiple views of the same P mapped onto a
sphere. The middle left view is centered at the C C bond path, top/bottom show the same
region from above/below, and the right shows the opposite side of the sphere. The dashed
green and dot-dashed orange paths demarcate the same regions as in the left side of the
figure.
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These observations invite the following definitions: i) a bond wedge5 is the image in ρ of
Gs terminating at a common maximum in P ; ii) a bond bundle is the union of two (or more)
bond wedges that share an interatomic surface. As the Bader atom is the union of Gs in ρ
terminating at a common nuclear CP, the Bader atom and the bond bundle are conceptually
equivalent; one is a basin in ρ, and the other a basin in P .
For the vast majority of organic systems, the bond bundle definition provided here re-
covers the same regions as those resulting from the earlier definition [5, 6]. This is confirmed
in Figure 3.3, where the bond bundle surfaces identified according to the earlier definition
coincide with those defined by the image in ρ of the zero flux paths of P (the green dashed
lines in Figure 3.2).
Figure 3.3: P for carbon atom in ethene (sphere) shown with C C bond bundle surfaces
(blue) that were identified according to the previously defined special gradient surface crite-
ria. Contours on bond bundle surfaces are only shown to enhance perspective.
5The term “bond wedge” was suggested by Blanco [M. Blanco, personal communication at the 5th European
Charge Density Meeting, 2008].
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3.5 Resolving Criticisms of The Quantum Theory of Atoms In Molecules
3.5.1 Spurious bond points and paths
Note that this definition does not require the presence of a bond path, though in organic
molecules a maximum in P is typically accompanied by a bond path in ρ. There are some
noteworthy exceptions, however, as in the case of H H bonding. One system in which this
occurs is planar biphenyl, where conventional QTAIM analysis reveals bond CPs between
ortho hydrogen atoms that are not found in its twisted, lower energy conformation. The
chemical significance of these (and similar) bond CPs is a subject of debate. Appealing
to total molecular and Pauli repulsion energy, molecular orbital analysis, and energy de-
composition analysis [31, 54], antagonists argue that the higher energy of planer biphenyl
is primarily a result of destabilizing, steric repulsion between ortho H atoms. The other
side argues that the H H bond path in fact lowers the energy of the meta-stable config-
uration, and that ortho H Bader atoms are stabilized relative to the relaxed conformation
[57, 60, 109].
When analyzed within the new bond bundle perspective, the H H bond paths of biphenyl
(Figure 3.4) do not map to maxima in P . The bond paths in question lie within the ortho
C H bond bundles. Obviously the existence of a bond CP and its corresponding bond path
is not a sufficient condition for the formation of a bond bundle. The lack of a H H bond
bundle aside, one could attempt to indirectly scrutinize the energy of the region around the
H H bond path by assessing the energies of the C and H atomic basins or the C H bond
bundles (or their constituent C and H bond wedges). Being faithful to the QTAIM canons,
there are no other unambiguous partitionings that contain the H H interaction.
We can appeal to the virial theorem [66, 110] to assess the energy distribution of the H
bond wedge. As Bader has shown, the virial theorem is satisfied within zero flux surface-
bounded regions [3], e.g. gradient bundles. Hence, in such regions for stable or meta-stable
systems, the total kinetic energy equals minus the total energy. In addition, the noninteract-
ing kinetic energy accounts for the vast majority of the total kinetic energy [111]. Figure 3.4
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Figure 3.4: Planar biphenyl with stereographic projections of P and T for the ortho (cyan
boxes; left) and para (orange boxes; right) H atoms. Center image shows contours of ρ
on the molecular plane (corresponds to the region indicated by a dashed red box in the
inset) with GBA spheres for ortho C and H atoms. Contours of P are mapped onto the
spheres. The red region shows where the ortho C H bond bundle intersects the molecular
plane. Stereographic projections are centered at the C H bond path with the molecular
plane passing horizontally through the projections. The intersection of the ortho H H bond
path with the GBA sphere is indicated by a red dot. The bottom-left projection includes
the boundaries of two gerrymandered districts in T , both of which contain the bond path
intersection point.
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includes stereographic projections of the gradient bundle condensed (noninteracting) kinetic
energy (T ).
Recall that any closed loop in P corresponds to a zero flux surface-bounded region in ρ,
and that its energy is well-approximated by T . For the ortho H atom, two regions have been
defined such that the H H bond path lies within each. Depending on which region is used,
the H H interactions could be argued to have a smaller or a larger energetic contribution to
the system, but this amounts to nothing more than energy gerrymandering. Forgoing this
type of subjective appropriation of energetic significance in discerning chemical phenomena
is fundamental to QTAIM.
Another contested system that demonstrates H H bonding is dibenzene, shown in Fig-
ure 3.5, which is representative of the general complex of two molecules, R H H R, be-
tween which H H bond paths are found within some threshold intermolecular separation
[31]. Here we do find a H H bond bundle, allowing for a quantitative assessment of the
H H interaction.
The electron and kinetic energy counts of the H H bond bundle are approximately
4× 10−3 electrons and 2 kcal/mol (less than 0.1 eV ), which amounts respectively to a 0.20%
and 0.26% share of each hydrogen’s 0.98 electrons and 380 kcal/mol of kinetic energy. The
energies of these bond bundles are on the same order as Van der Waals interactions.
For such weak interactions, it is important to note the relationship between the analysis
resolution, i.e. the number of differential gradient bundles used, and the minimum solid angle
that a P-basin must occupy in order to be resolved. For example, all the calculations for this
work used (approximately) twenty-thousand dGBs, which means that a P-basin whose solid
angle is less than 1/20,000th of a steradian will not be recovered. It is possible that every
bond path will map to a maximum in P if a sufficiently high resolution is used. Drawing
from the H H bond bundle of dibenzene (Figure 3.5), we expect the energy and electron
counts of similar tiny bond bundles to be negligibly small.
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Figure 3.5: H H bond bundle in planar dibenzene superimposed on contours of ρ in the
molecular plane for the region indicated by the red dashed box in the inset. Stereographic
projections of P for two hydrogen atoms, centered opposite the C H bond path (i.e. for
H2, at the H H bond path; indicated by arrows in the inset). The bond wedge contributing
to the H H bond bundle is indicated by a slight maximum present at the center of the H2
projection (in a red dashed circle) that is absent in the H1 projection.
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If all bond paths do map to maxima in P , one could speculate that bond CPs may
function as nucleation sites about which bond bundles grow, not dissimilar to the nucleation
sites in crystal growth. Though this would change nothing about the instantaneous energetic
significance of bond CPs and bond paths associated with very small bond bundles, it would
cast the bond CP itself as a spacial indicator of regions likely to become energetically signif-
icant. The nature and extent of that significance could then be anticipated by the behavior
of P in the regions that correspond to bond paths.
Nothing said here detracts from the relevance of H H interactions in biological systems,
organic crystals, or anywhere else they play a role. However, if one wishes to perpetuate
Bader’s well-articulated original vision, then the unambiguous zero flux surface-partitioning
of the subject region is not optional.
A maximum basin in P requires, in addition to a bond path in ρ,6 constraints on the
relative eigenvalues of the Hessian along and near the bond path and interatomic surface.
The nature of these constraints can be illustrated by considering a bond path’s two nearest
neighboring dGBs, one of which (dGB1) contains the bond path, thus coinciding with the
interatomic surface, as shown in Figure 3.6. If dGB1 is to map to a maximum in P , it must
contain more electrons than dGB2, which in turn will be mediated by the relative charge
densities in these dGBs over two regions. First, the region (I) along the bond path where the
curvature perpendicular to the bond path is negative. Over this region the density contained
in dGB1 is always greater than the density in dGB2—the greater the negative curvature the
more pronounced will be this difference. In the second region (II), which runs along the
interatomic surface, the curvature of the charge density perpendicular to the interatomic
surface is positive. So, in this region the density contained in dGB2 will be greater than
that in dGB1. This difference is minimized by a less curved charge density perpendicular
to the interatomic surface. Combining the two constraints, bond paths will map to maxima
in P when the curvature perpendicular to the bond path is large and negative and that
6Excepting non-bonding cases, e.g. lone electron pair regions.
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perpendicular to the interatomic surface is small and positive.
Figure 3.6: Simple representation of the two closest dGBs to a bond path and a line sepa-
rating the bond path and interatomic surface regions.
To the extent that the charge density Hessian (Hρ) at the bond CP captures the behavior
of ρ over a wider region, a bond bundle will form when the curvature of ρ at the bond CP is
flatter parallel to the bond path and steeper (negatively) perpendicular. Such behavior will
be indicated by a large negative value of the laplacian (∇2ρ) at the bond CP. Bader, arguing
from a totally different perspective, came to this conclusion years ago [67] when he asserted
that bond energy–or the degree of covalence–was given by ∇2ρ at a bond CP.
3.5.2 Missing bond points and paths
Equally disconcerting to those seeking to rationalize molecular properties based on a
QTAIM analysis are instances where bond CPs are absent between atoms that, based on
chemical reasoning, should be bound [56, 72–75].
One such molecule is an iron trimethylenemethane complex represented in Figure 3.7.
Based on simple bond counting schemes, interatomic distances, source function studies,
delocalization indices, and spectroscopic evidence, the Fe atom and the methylene carbon
atoms (C2 in Figure 3.7) should be bound [56]. Yet there is no bond CP between these
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Figure 3.7: Bond bundle in iron-trimethylenemethane for the Fe C2 interactions not ac-
companied by conventional QTAIM bond points and paths. Top-left: Contours of ρ on
the Fe-C1-C2 cut plane, where the intersection of the bond bundle with the plane is shaded
red, and the bond bundle surface intersections are indicated by red paths. Top-right: 3D
rendering of the bond bundle with its intersection with the same cut plane indicated by a
red path. Bottom: Stereographic projections of P for Fe and C2, centered on the Fe C2
maxima and with the Fe C2 P-basins shaded red.
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atoms, and hence no bond path linking their nuclear CPs. As shown in Figure 3.7 and
consistent with the preponderance of the evidence and with chemical intuition, from a bond
bundle perspective there is indeed a bond between these atoms.
3.6 Summary
It is an established consequence of DFT that chemical phenomena are dictated by ρ and
its redistribution through a physical or chemical process, and though the ability to recover
and predict chemical behavior directly from ρ would be transformative, this goal is as yet
unrealized.
QTAIM, as originally formulated, made some progress toward a full charge density repre-
sentation of chemical phenomena by providing a framework through which to quantify charge
redistribution between atoms and to describe the topological changes associated with bond
breaking and rearrangement. However, the development of a quantum mechanically rigorous
and quantitative description of charge rearrangement that couples easily to the traditional
concept of chemical bonding has yet to be achieved.
It seems to us that as we seek the energy mediated traces of chemical behavior, the
natural place to look is within a space over which energy is well-defined. The gradient
bundle condensed charge density is one such space, and consequently, images in P reflect the
energetically constrained behavior of ρ by the full, and only, region to which it corresponds.
The gradient bundle condensed charge density space also allows for a QTAIM-appropriate
definition of the bond bundle by revealing the observable bond as the analog of the observable
(Bader) atom. For where the Bader atom is an attractor in ∇ρ, the bond bundle is an
attractor in ∇P . Together these observations imply that P is an appropriate space in which
to describe the energetics of bond breaking and rearrangement.
Investigation to explore the evolution of P accompanying physical and chemical pro-
cesses, across all classes of materials and molecules, will open the door to explanations of
chemical phenomena as the manifestation of charge density redistribution within and among
observable bonds and atoms.
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CHAPTER 4
THE INTRINSIC CHEMICAL RIDGES OF THE ELECTRON CHARGE DENSITY
4.1 Introduction
Topological analysis of the electron charge density (ρ) has become commonplace, and
Bader’s Quantum Theory of Atoms in Molecules (QTAIM) has emerged as the method of
choice [3]. The centerpiece and etymology of the theory is a charge density volume that
precisely demarcates the atoms in a molecule and, more importantly, quantifies their energy
and other atomic properties.
In addition to the atomic basin, Bader’s theory defines zero-dimensional critical points
(sCPs); maxima, minima, and two types of saddle points. Maxima are called nuclear CPs
because they generally coincide with nuclear positions, and one type of saddle that occurs
between pairs of nuclear CPs is dubbed a bond CP. Lastly, a charge density ridge, called a
bond path, is defined as linking a bond CP to its neighboring pair of nuclear CPs along a
path following the the charge density gradient (∇ρ).
Taken together, these features provide a topological framework for charge density analysis
with substantial conceptual overlap with established chemical theory. For most organic
molecules, bond paths reveal the same connectivity as predicted through valence bond theory.
Perhaps for this reason, and due to their names, bond CPs and bond paths have accrued
much use in chemical investigations. They have also received much scrutiny due to cases
where bond CPs are found between atoms whose interaction is thought to be non-bonding
or even repulsive [31, 54], and others where bond CPs are missing between atoms thought
to be bound [56, 72–75].
We recently addressed these ambiguities, emphasizing that neither points nor paths pos-
sess an energy–a volume bounded by a zero flux surface is necessary in order to compute a
well-defined local energy–so both are equally unqualified as tools for assessing energetic phe-
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nomena such as chemical bonding [25, 76]. We also introduced a new method for identifying
charge density volumes called bond bundles, similar in definition and significance to atomic
basins, that correspond to chemical bonds and that do possess an energy. Demonstrating
the robustness of bond bundles, we showed that bond bundles are recoverable for bonds that
are missing a topological bond path, and that while some disputed bond paths correspond
to bond bundles (typically with negligible energies and electronic populations), others do
not. We argued the energetic significance of a bond path cannot be precisely defined, only
speculated, absent a corresponding uniquely defined zero flux surface-bounded region, i.e. a
bond bundle. Bond paths may, however, have universal significance with respect to exchange
energy.
Pendás et al. showed through wave function-based interacting quantum atoms (IQA)
analysis that a bond path’s presence coincides with a lowering of quantum exchange energy
between the corresponding quantum atom pair [63]. For example, in the reaction
AB + C−→A + BC
the reactant IQA quantum exchange energy between A and B will be lower than that between
B and C (Vxc,AB < Vxc,BC), then switch as the products form (Vxc,AB > Vxc,BC), which is to
be expected based on the simple chemical concept that a system will favor lower-energy
states. Their significant finding, however, was that the exchange energy crossing, where
Vxc,AB = Vxc,BC, coincides precisely with the formation of the B C bond path, when the
A B C complex occurs. This was found to be the case regardless of the stabilizing or
destabilizing nature of the interaction, that is, even the bond paths we have argued are
spurious appear to indicate a preferential exchange energy channel. So bond paths do seem
to have an, at least partial, universal energetic significance, but they are not the only paths
of interest through ρ.
Likewise, there are special surfaces beyond those of atomic basins and bond bundles.
Pendás et al. [106] and Popelier [10] specified a special path and a special surface, one linking
a ring CP to its neighboring cage CPs, and the other precisely demarcating the boundaries
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of a cage structure–the inverses of bond paths and interatomic surfaces respectively. Then
Jones and Eberhart completed the set of special paths (six types linking CPs pairwise) and
surfaces (four types with triplets of CPs as vertices and special paths as edges) in their
formulation of the irreducible bundle [5, 6].
The full set of special paths and surfaces of ρ contains features that are difficult to define
rigorously. Bond paths, for instance, are commonly referred to as ridges, but in what sense?
And what of the more obscure paths, such as those between bond and ring CPs? Here we
will briefly review local and global ridge definitions, then show that local definitions are not
generally applicable to the special paths of ρ—not even to bond paths. We then demonstrate
that gradient bundle decomposition (GBD) [25, 76] can be used to recover the chemically
significant paths and surfaces of ρ, before presenting the general algorithm for GBD.
4.2 Ridges in the charge density: Local and global definitions
Any smooth function has a topology defined according to its critical features that are
in turn defined according to the spatial derivatives of the function. The zero-dimensional
critical features, i.e. critical points (sCPs), of a one-dimensional function, f(x), are the
maxima and minima where df/dx = 0; a local condition whose satisfaction depends on the
function at x and nowhere else. Likewise, the CPs of a two-dimensional function, f(x, y),




= 0 and include saddle points, but in this case there
are also one-dimensional critical features, i.e. ridges and valleys, that possess criticality in
one direction but not the other.
As the dimensionality of a function increases, critical features of higher dimensionality
appear. Specifically, a n-dimensional function has d-dimensional critical features, where 0 ≤
d ≤ n−1. We assume the charge density is smooth, ρ ∈ C∞(R3), and thus has zero-, one-, and
two-dimensional critical features–points, paths, and surfaces. The one- and two-dimensional
features have been described in terms of local or global behavior, but the local ridge condition
is not generally satisfied and global ridge conditions are not mathematically rigorous. We
now briefly review both types of conditions before addressing their shortcomings.
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4.2.1 Global ridges
QTAIM’s original features are easily defined in terms of their global, or extrinsic, behav-
ior. A bond path is the union of the unique pair of gradient paths originating at a bond
CP and necessarily terminating at its neighboring nuclear CPs, an interatomic surface is the
union of all gradient paths that share a common terminal bond CP, and an atomic basin is
the union of all gradient paths sharing a terminal nuclear CP.1 The ring line, ring surface,
and repulsive basin (cage) of Pendás [106] and Popelier [10] are the respective inverses of the
bond path, interatomic surface, and atomic basin.2
The full set of special paths and surfaces necessary to form an irreducible bundle are
not so easily described [4, 5]. For example, there are an infinite number of gradient paths
connecting a neighboring pair of cage and nuclear CPs, so a special bond-ring gradient path
cannot be defined similarly to a bond path. The problem of non-uniqueness extends to any
special zero flux surface that is to have a non-unique path as an edge, e.g. a nuclear-bond-cage
surface that requires bond-cage and nuclear-cage paths, neither of which are unique.
In a closed system, the full set of paths and surfaces respectively were uniquely defined
by Jones and Eberhart as 1) the gradient paths of shortest length connecting a pair of CPs,
and 2) the zero flux surfaces of least area with CPs as their vertices and special gradient
paths as their edges [5]. For molecular systems, however, ring and cage CPs may be located
at ∞, precluding global length or area assessment for such paths and surfaces in a large
number of chemical systems.
4.2.2 Local ridges
Ridges also exhibit local characteristics that are most commonly exploited in ridge de-
tection applications. That is, a hiker knows if they are standing on a ridge or not based on
1Alternatively, an atomic basin is defined as a volume bounded by interatomic surfaces and containing a
single nuclear CP
2The ring line is the gradient path pair union connecting a ring CP to its neighboring cage CPs, the ring
surface is the union of gradient paths sharing a ring CP as their origin, and the repulsive basin (cage) is
the union of all gradient paths sharing a cage CP as their origin–alternatively, a volume bounded by ring
surfaces and containing a single cage CP.
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the local shape of the mountain. This can be done by assessing the magnitude of local slope,
i.e. the steepness, or the alignment of local slope with local curvature.
4.2.3 Local steepness
In extending their definitions to include paths in the absence of their originating CPs,
Jones and Eberhart noted that a gradient path of shortest length connecting a pair of CPs
must necessarily be the path of steepest, least-steep, or “saddle” ascent [6]. This description
of local path behavior is a generalization of the height ridge introduced by Saint-Venant
[112], formalized by Haralick [113], and more recently reformulated by Eberly [114].
4.2.4 Height ridges
A d-dimensional (maximum convexity) height ridge of a function, f : Rn → R, is the set
of points where
∇f · ε1 = · · · = ∇f · εn−d = 0, and (4.1)
λ1 ≤ · · · ≤ λn−d < 0, (4.2)
where εi and λi = ∂2f/∂ε2i are the eigenvectors and corresponding eigenvalues of the charge
density Hessian matrix, ordered such that λ1 ≤ · · · ≤ λn.
In ρ, the disjointed set of points satisfying Eqs. (4.1) and (4.2) for the d = 0 case are
the nuclear CPs of ρ. A contiguous set of such points for d = 1 fits our image of a bond
path, where the two path-normal curvatures are negative. A contiguous set of points for the
d = 2 case would produce the ring surface of Pendás [106] and Popelier [10], e.g. in benzene,
where the surface-normal curvature is negative and, and because a ring surface is a zero flux
surface, ∇ρ · ε1 = 0 only in the surface-normal direction.
The other CPs, special paths, and special surfaces of ρ can be described within the
height ridge framework by loosening the respective constraints of Eqs. (4.1) and (4.2) on
which specific εi must be orthogonal to ∇ρ and on the sign of each λi. For example, if all
λi are positive, then the d = 0, d = 1, and d = 2 cases conceptually correspond to cage
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CPs, ring lines, and interatomic surfaces respectively. Other combinations of λi sign and εi
gradient orthogonality can describe the complete set of special points, paths, and surfaces
of ρ. This extends the height ridge framework, resulting in the relative critical sets of Miller
[115], described in detail in Appendix B.4 as they pertain to ρ.
4.3 Ridges detection in the charge density
Both global and local ridge definitions can be used to find the ridges of ρ. We first limit
the discussion to 1-ridges (paths) before extending the methods to 2-ridges (surfaces).
4.3.1 Computational methods
All simulations were performed with the Amsterdam Density Functional [98–100] ab
initio software using the Perdew-Burke-Ernzerhof (PBE) functional [101] and a triple-zeta
with polarization (TZP) all-electron basis set. Calculation of gradient bundle condensed
charge density (P) was performed within the Tecplot 360 visualization package [102] using
the gradient bundle analysis tool of the in house Bondalyzer package by the Molecular Theory
Group at Colorado School of Mines.
4.3.2 Global ridges
Given sufficient presence of CPs, global ridge detection is trivial to implement. As
mentioned above, bond paths and ring lines are found by first identifying the bond and
ring CPs, then seeding a gradient path in the positive and negative principal curvature
directions respectively.
The shortest-length paths specified by Jones and Eberhart require an iterative approach.
To find the paths around bond CPs, we “scan” around the bond CP by seeding gradient
paths in the −∇ρ direction within its interatomic surface (at points on a circle centered at
the CP and normal to the positive principal curvature direction). Such gradient paths will
terminate at ring or cage CPs, and the resulting path length can be minimized with respect
to the seed angle around the bond CP. The process for ring CPs is identical but opposite
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in sign. Taken together, this recovers all except cage-nuclear paths, which can be found
by seeding gradient paths spherically away from cage CPs, all of which will terminate at
one nuclear CP or another, then minimizing the resulting path lengths with respect to the
spherical seed angles.
4.3.3 Global 2-ridges
Interatomic surfaces can be found by taking the union of all gradient paths seeded about
a bond CP in a plane defined by its two negative principle curvature directions (or the two
positive directions about a ring CP to find a ring surface). The other globally defined 2-ridges
can be found according to the globally defined 1-ridges. In general, global 2-ridges are the
zero flux surfaces of least area whose vertices and edges are respectively 0- and 1-ridges (i.e.
CPs and shortest length CP-connecting gradient paths), and can be found through iteration.
4.3.4 Steepest, least steep, or “saddle” ascent paths
Jones and Eberhart’s notion that the special gradient paths connecting CPs pairwise
are locally the steepest or least steep paths relative to neighboring gradient paths, or that
they are the paths of “saddle” ascent, is easy to implement using what we dub the Saint-
Venant method. The method is simple: Define an isosurface of ρ such that the nuclear CP of
interest is isolated interior to a closed component of the isosurface, and then assess contours
of the gradient magnitude (|∇ρ|) mapped onto the isosurface, as shown in Figure 4.1.3 An
isosurface is used rather than a sphere because gradient paths must penetrate an isosurface
perpendicularly, so the value of |∇ρ| at a point on an isosurface perfectly describes the change
in ρ along the corresponding path.
A gradient path penetrating the isosurface such that |∇ρ| at the intersection point is a
minimum of |∇ρ| relative to neighboring points on the isosurface is, at that point, least steep
with respect to neighboring paths. Likewise, a gradient path penetrating at a maximum is
locally a steepest path. A path penetrating at a saddle point in |∇ρ| is then a path of saddle
3This implementation restricts the analysis to paths terminating at nuclear CPs, so cage-ring, cage-bond,
and ring-bond paths are excluded.
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ascent. At a saddle in |∇ρ| there is one direction of positive curvature and one of negative
curvature. Relative to a path penetrating the saddle point, paths in the positive curvature
direction are steeper, and paths in the negative curvature direction are less steep. Bond
paths are expected to be the least steep paths, cage-nuclear paths to be the steepest, and
ring-nuclear paths to be the paths of saddle ascent.
This correspondence fits perfectly with our intuitive expectations. If a bond path is a
maximum path relative to neighboring paths, then neighboring paths must ascend or descend
more quickly than the bond path, giving the bond path a lower |∇ρ| (change in ρ regardless
of direction). Put another way, if we assume that ρ decreases as we move from nuclear to
bond to ring to cage CP, so that ρncp > ρbcp > ρrcp > ρccp, then ρ must decrease more along
a path from a nuclear to a cage CP then along a path from a nuclear to a bond CP, because
ρncp − ρccp > ρncp − ρbcp. Therefore, |∇ρ| must be maximized for a cage-nuclear path and
minimized for a bond-nuclear path. A ring-nuclear path must then be the saddle, because
neighboring paths in the direction of a cage-nuclear path will be steeper, and those in the
direction of a bond-nuclear path will be less steep.
Figure 4.1 shows the results of this method for a carbon nuclear CP in cubane and
for a copper nuclear CP in FCC copper. In both systems, if an isosurface is chosen that
extends almost to the bond CP nearest the nuclear CP (ρ = 0.28 au for cubane and ρ =
0.04 au for FCC copper), then the shortest length gradient paths penetrate the isosurface
almost precisely according to the description above; bond (black) paths through minima,
cage (cyan) paths through maxima, and ring (orange) paths through saddles. However, this
correspondence breaks down closer to the nuclear CP.
In cubane, as the isosurface contracts from ρ = 0.28 to ρ = 5, the minima no longer line
up with bond paths, and the saddles have moved closer to the cage path intersection with
the isosurface. At ρ = 20, the expected correspondence has been completely lost; only the
cage path maps to a critical point in |∇ρ|, and rather than penetrating at a maximum in
|∇ρ|, it goes through at a minimum.
71
Figure 4.1: |∇ρ| mapped onto isosurfaces defined by successively higher values of ρ around
a carbon nuclear CP in cubane (left) and around a copper nuclear CP in FCC copper
(right). Red, orange, and cyan spheres indicate bond, ring, and cage CPs respectively,
while white, black, and aquamarine spheres indicate hydrogen, carbon, and copper nuclear
CP coordinates. Black, orange, and cyan paths indicate the shortest length gradient paths
respectively connecting bond, ring, and cage CPs to the nuclear CP of interest. For cubane
all shortest length gradient paths terminating at the carbon nuclear CP are shown, while
only a subset of such paths are shown for FCC copper. In copper there are two types of
paths going to cage CPs; one going to the tetrahedral cage (to the upper left) and the other
to the octahedral cage CP. The insets show full and zoomed views of the regions containing
the isosurfaces. The transparent red isosurfaces in the insets are opaque with contours of
|∇ρ| below. Isosurface extent decreases with increasing ρ.
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Similarly, the ρ = 0.04 isosurface in FCC copper yields the expected results, but this
correspondence is lost completely for ρ = 8, though in a different way than in cubane. At
ρ = 8, the octahedral cage path now penetrates the isosurface at a |∇ρ| minimum rather
than a maximum, the bond paths penetrate at saddles rather than minima, and the ring
paths no longer penetrate at saddles.
The largest isosurface (defined by the lowest value of ρ) tends to provide the strongest
correlation between ∇ρ and global 1-ridges, so it can be used for ridge detection absent a
set of shortest-length paths for comparison and validation. This observation comes from our
experience trying to employ this method for ridge detection across a range of organic and
metallic systems; it appears that when this method is effective at all, it is most effective
when used on the largest isosurface available. Simply seed gradient paths from the CPs of
∇ρ on the isosurface, assuming the standard association of minima to bond paths, maxima
to cage-nuclear paths, and saddle points to ring-nuclear paths.
Note that this implementation, while based on local steepness in ρ, is really a semi-local
ridge detection method. The local behavior of ρ only along some isosurface is used to place
gradient paths, while the rest of the paths are simply defined according to ∇ρ. Clearly, the
set of recovered ridges can vary significantly based on the isosurface used for their placement.
4.3.5 Steepness-based 2-ridges
We can easily recover the surfaces of ρ according to the CP-connecting gradient paths
along the isosurface and defined according to |∇ρ| on the surface. That is, we first trace
paths through the gradient of the gradient magnitude (∇|∇ρ|) that connect the neighboring
CPs of |∇ρ| pairwise, then along each such path we seed gradient paths through ρ, the union
of which is a zero flux surface. Because the isosurfaces used are closed surfaces, there cannot
be missing CP types as in ρ.
Each type of CP-connecting path in |∇ρ| corresponds to a type of 2-ridge in ρ; paths
connecting saddle points to maxima correspond to ring surfaces, saddle to minimum paths
recover bond bundle surfaces, and the shortest length maximum to minimum paths, relative
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to neighboring paths, correspond to ring bundle surfaces. This too, is the result of our
observations epmploying this method, where amenable, to locate 2-ridges in ρ. Like 1-ridges
found using this method, the set of 2-ridges recovered depends on the isosurface used, so
they too are defined semi-locally.
4.3.6 A scalar ridge-ness function
Figure 4.2: Side-by-side comparison of the 1-ridge function (R1) to the CP and shortest-
length CP-connecting gradient paths in (from top down) benzene (molecular plane and
normal plane), cubane, and FCC copper. Ball and stick representations in the left column
indicate the plane(s) shown in the other columns. Magenta, red, and blue paths indicate
cage-ring, cage-bond, and ring-bond paths respectively, while other path and sphere colors
are as specified in Figure 4.1. Not all shortest-length gradient paths are shown, though their
presence and approximate positions are evident in R1.
Taken alone, the orthogonality constraints of Eq. (4.1) can be used to construct a scalar
















If the function gradient at r is orthogonal to n−d eigenvectors, then the sum of the smallest
n−d inner product absolute values is equal to zero, indicating the presence of a d-dimensional
ridge point at r. For d = 0, the points where Eq. (4.3) vanishes are precisely the CPs of ρ.
Such correspondence is lost, however, for greater values of d. For example, a point in ρ











If every point is evaluated, the contours of R1 reveal the height ridge structure of ρ, as
shown for benzene, cubane, and FCC copper in Figure 4.2. Clearly, height ridges are not
always gradient paths and do not map one-to-one with the special paths of ρ.
Paths for which the originating and terminal CPs are present and paths that lie along
symmetry axes are mostly recovered, but the special paths leaving the system are only
partially recovered. Even paths for which both CPs are present may not satisfy the height
ridge definition at all points. This occurs for all paths sufficiently close to the nucleus in
benzene and in cubane, along the ring-nuclear paths in benzene, and in many other instances.
Furthermore, there are structural features of R1 that do not seem to correspond with
any presupposed special gradient paths, such as those in the interior ring region of benzene
that occur in and out of the molecular plane, and the concentric ridge circles around the
copper nuclear CP. These deviations from the expected ridge structure vary dramatically
with calculation method: a change in the basis set, level of theory, symmetry, or frozen core
approximation can result in entirely different artifacts.
While the deviations in R1 vary with computational parameters, they are intrinsic fea-
tures of the height ridge definition even for simple analytical fields. Figure 4.3 shows the
height ridges, where R1 = 0, in Himmelblau’s function, f(x, y) = (x2+y−11)2+(x+y2−7)2,
which is a toy function used conventionally in the optimization and testing of various al-
gorithms including those for ridge detection. These ridges were obtained analytically in
Mathematica, so numerical error is not a factor. Even here, the recovered ridges overlap
only partially with those we intuitively expect to see. We see then that this is not a problem
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Figure 4.3: Contours of Himmelblau’s function in the domain −5 ≤ x, y ≤ 5. The height
ridges and valleys (red and cyan paths respectively) are the points where R1 = 0.
confined to the ridges of theoretical charge densities, and that height ridges are often not
gradient paths (sGs), which significantly limits their applicability to charge density analysis.
More examples of R1 for various molecular systems can be found in the SI, and though
we do not include results here, we have found that R2 does not recover the special surfaces
of ρ.
4.3.7 Height 2-ridges
The union of points at which R2 = 0—i.e. Eq. (4.3) with d = 2—recovers the full set of 2-
ridges in a system. As with the 1-ridges recovered from R1, there is much overlap between the
globally defined 2-ridges and those recovered from R2, especially for symmetry-constrained
2-ridges, but also significant deviation.
4.4 Ridges in chemistry should have energetic significance
We can conclude from the above examples that both global and local ridge definitions
are unsatisfactory for recovering or even describing the ridge structure of ρ sufficient for
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quantitative chemical analysis. The global, shortest length, definition is limited to interior
ridges–with both CPs present–making it incomplete for molecular systems. Local definitions
can recover all ridges, including exterior ridges–missing an originating CP–but the resulting
ridges deviate strongly from the expected CP connectors, and are often not even Gs, espe-
cially for exterior ridges. That is, local definitions work best when we don’t need them, and
are not trustworthy when we do.
This is not some mathematical flaw, but rather a reminder that ridges are artificial
delineations only useful insofar as they correspond to the structure or phenomenon of interest.
In hydrology, only the ridges that govern water flow are significant [116, 117]; in medical
imaging, it is the ridges that delineate anatomical boundaries [118]. In both cases, filters are
used to disregard ridges deemed inconsequential despite the satisfaction of local mathematical
ridge constraints. At higher levels of complexity ridges may be accepted or rejected according
to their correlation across mediums, e.g. in self-driving car technology, time-dependent ridges
in a digital video may be qualified via their correlation with features in sonar and lidar data.
In chemistry, all properties and phenomena of interest are mediated by energy. Bader’s
atoms in molecules may be easy to identify and visualize, but their chemical significance
stems from their quantifiable, well-defined energy [3].
As we have emphasized previously, points, paths, and surfaces (0-, 1-, and 2-ridges)
contain no volume and hence cannot be said to possess an energy. Though ridges may still
be associated with regions of energetic significance, the ambiguity in kinetic energy over
arbitrary regions of ρ complicates the task of making such associations [64]. We recently
introduced a derived charge density space, in which energy is everywhere well-defined, that
is suitable for assessing the energetic significance of ridges in ρ [25, 76].
4.4.1 A well-defined energy space
Electronic kinetic energy is a functional of ρ, and typically appears in either the gradient























dτ ′ [Ψ∇2Ψ∗ +Ψ∗∇2Ψ]. (4.5)
For an arbitrary Ω, these values differ according to the behavior of ∇ρ along the surface S
of Ω, such that






dS(Ω, r)∇ρ(r) · n(r), (4.6)
where n(r) is a unit vector normal to S at r.
The boundaries of a Bader atom are such that the flux of ∇ρ through the surface is
everywhere zero. That is, ∇ρ lies tangent to the surface at every point,
ˆ
dS(Ω, r)∇ρ(r) · n(r) = 0, (4.7)
TG = TL, and so the atom’s energy is well-defined. One way to construct the bounding zero
flux surfaces for a Bader atom is by the union of all gradient paths terminating at bond
CPs with which the atom’s nuclear CP shares a bond path. Clearly, a surface composed of
gradient paths must lie everywhere tangent to ∇ρ.
We recently presented a method for decomposing the charge density into an infinite
number of infinitesimal volumes called differential gradient bundles, each bounded by a zero
flux surface and hence possessing a well-defined energy [25, 76].
Gradient paths are seeded about differential area elements on a nuclear CP-centered
sphere–of radius dr, within the radial region of ρ (Figure 2.1(a))—condensing ρ about each
nuclear CP into a two-dimensional function called the gradient bundle condensed charge
density, Pi(θ, φ). P indicates the total amount of charge contained in the differential gradient
bundle passing through the point (θ, φ) on the sphere centered at the nuclear CP of atom i.
Figure 4.4 shows some conceptual differential gradient bundles in benzene and a spherical
mapping of P . Any point, path, or closed loop in P corresponds respectively to a gradient
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Figure 4.4: A sampling of conceptual differential gradient bundles around a carbon nuclear
CP in benzene (left) and the corresponding condensed charge density (right). The regions
shown are indicated in the inset.
path, zero flux surface, or zero flux surface-bounded region in ρ. P is thus a well-defined
energy space, whose behavior is guaranteed to correspond to the energetically significant
behavior of ρ.
4.5 Intrinsic charge density ridges, chemical bonding, and condensed charge
density topology
To summarize our previous explanation [25], maxima in P map to bond paths in ρ.
Analogous to an atomic basin, which is a unique volume taken as the union of all gradient
paths in ρ terminating at a common nuclear CP, the union of gradient paths in P terminating
at a common maximum form a similarly unique two-dimensional basin in P that corresponds
to a unique zero flux surface-bounded region in ρ.
Taken together, all such regions partition ρ into a set of non-overlapping volumes, each
indicative of inter-nuclear (or non-nuclear) charge concentration. Owing to their presence in
the minimum energy charge density for the given external potential (i.e. nuclear coordinates),
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these regions of charge concentration must contribute to system stability. The energies of
these regions also sum to the system energy. These are the expected qualities of a chemical
bond–nonnuclear charge concentration that stabilizes the system–hence a maximum basin in
P is dubbed a bond wedge, and the union of corresponding bond wedges on separate atoms
forms a bond bundle. Figure 4.5 shows the maximum basin partitioning and the resulting
bond bundle for a C C bond in benzene.
Figure 4.5: Partitioning of P for a carbon in benzene and the resulting bond bundle. Left)
Contours of P , mapped onto a carbon nuclear CP-centered sphere, partitioned into three
maximum basins corresponding to C C (red and blue shaded regions) and C H (magenta
shaded region) bonds. Right) Contours of P mapped onto nuclear CP-centered spheres
for every atom of benzene. The C C bond bundle surfaces, that result from the maximum
basin partitioning of P are shown in red.
As the foci of bond wedges, maxima in P have a clear chemical significance, indicating
infinitesimal regions with well-defined energies containing more charge than neighboring
regions. Minima and saddles in P are equally significant, on the one hand because they
determine the extent of bond wedges, and on the other because chemistry is concerned with
the redistribution of charge and energy that depends not only on regions of concentration,
but also on regions of depletion. A minimum basin in P indicates a volumetric region of
charge depletion in ρ—call it a minimum wedge–which function as charge sinks essential
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for understanding chemical reactivity. Previously, we have shown that bond and minimum
wedges appear to correspond with HOMO and LUMO lobe positions [8].
If a ridge is merely a conceptual tool to outline the important features of a larger data
set, then the ridges in ρ we should be looking at are those that map to topological features
in P . Bond and minimum wedge surfaces are the intrinsic, energetically significant, 2-ridges
of ρ. The intrinsic 1-ridges of ρ are the gradient paths that correspond to CPs in P , passing
through the hearts of these energetically significant regions though the paths themselves still
contain no energy.4
Figure 4.6 shows spherical mappings of P contrasted with the shortest length gradient
paths as well as contours of R1. In cubane we see that maximum, saddle, and minimum CPs
in P correlate respectively with bond paths, ring-nuclear, and cage-nuclear shortest length
paths, and that the evident ridges in R1 intersect the sphere in close proximity to CPs on
the sphere. This is the general correspondence for organic molecules where bonding proceeds
primarily through s and p atomic orbital interactions.
In copper, bond and cage-nuclear paths, along with their counterparts in R1, intersect the
sphere at CPs, but otherwise the topology of P does not map onto that of ρ. Cage-nuclear
paths intersect at minima, as in cubane, but bond paths intersect at saddles, while ring-
nuclear paths and the remaining CPs in P are without counterparts. The stark deviation of
the topology of P in copper from both the local and global ridge structure of ρ accentuates
the lack of energetic information contained in the latter, and serves as an example of why
chemical theory loses much of its explanatory and predictive power beyond the p-block of
the periodic table.
4The recovered 1-ridge set may not include certain CP-connecting paths, typically those connecting non-
nuclear CPs. For example, if a bond path corresponds to a maximum in P, then the maximum in P
corresponds to the interatomic surface of the bond path as well, including any present ring-bond and
cage-bond connectors. If a bond path does not map to a CP in P, however, then the bond path and its
accompanying connectors will not be recovered.
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Figure 4.6: Comparison of gradient bundle condensed charge density (P) with both the
shortest length paths and R1 in cubane (above) and FCC copper (below). Contours of P
are mapped onto spheres centered at carbon and copper nuclear CPs. Contours of R1 are
shown on the planes indicated in the ball and stick representations. CP and shortest length
path coloring is as in previous figures.
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4.6 Conclusion
Any attempt at extracting chemical information from the charge density requires a clearly
defined structure to provide the foundational language and conceptual framework for proper
communication and investigation. Here we’ve shown that devising such a structure for ρ is
non-trivial; that the more intuitive global definitions are not generally applicable, and that
the mathematically rigorous local definitions do not recover energetically significant features.
Although the utility of gradient bundle decomposition extends far beyond intrinsic ridge
identification, subsets of ρ, e.g. bond paths, are in common use for their descriptive value
and analytical utility. As we scrutinize chemical bonds via their origins in charge and energy
distributions, these intrinsic ridges provide a geometric framework that is at once easy to
visualize, easy to discuss, and indicative of the natural regions of energetic significance at
which we should focus our attention.
The paths and surface of ρ corresponding to the critical topological features of P re-
produce the expected structure of traditional topological analysis in systems undergoing
well-understood phenomena (e.g. covalent bonding in organic systems). This lends a post-
hoc chemical rationale to the otherwise arbitrary globally and locally defined ridges that
align with P-defined ridges in such cases. Systems where global, local, and P-defined ridges
deviate strongly are those where chemical bonding models tend to break down (e.g. metals).
This is where we are reminded that we have no energetic basis for the significance of the
topological ridge structure of ρ, and where it becomes especially advantageous–imperative




CONCLUSIONS AND FUTURE WORK
Our promising work discovering relationships between chemical properties and the struc-
ture of inter- and intra-atomic electron and energy distributions via gradient bundle analysis
(GBA) continues. Previously we used a simpler method applicable to linear systems to show
that valence electron structure [7], bond dissociation energies [77], and HOMO/LUMO node
locations [119] are all recoverable from static charge densities using gradient bundles. We
have now generalized the gradient bundle decomposition (GBD) method to include systems
with any (or no) symmetry, which necessitated the arduous development of sophisticated
algorithms that have been consolidated into a software package collectively called “Bonda-
lyzer.”
Because every gradient bundle in a GBD of an atom identically shares the nuclear region,
the gradient bundle condensed charge density (P) is not affected by the spike in charge
concentration at the nucleus and instead reveals the subtle redistribution of charge within
an atom as it undergoes interactions with its environment. This quality of “canceling” large
values is shared by interacting quantum atoms (IQA) and restricted space partitioning (RSP)
(see resp. Sections 1.3 and 1.5).
IQA does this by partitioning away the atomic self-energy and classical interaction-
energy, allowing a researcher to 1) focus on the atomic deformation and interaction exchange-
correlation energies that result from chemical bonding, and 2) discern between covalent and
ionic contributions to a bonding interaction.
RSP, like GBD, is a method for infinitesimally partitioning the density in order to create
a new function to analyze and whose results can be mapped/projected back into the den-
sity. RSP overcomes the swamping effect of the nuclear region because more micro-cells are
formed about the nucleus then elsewhere, keeping the integrated values among micro-cells
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comparable as a result of the interplay between the sampling and control functions. The
values of the density and spin density spike at the nucleus, and because the micro-cell volume
is inversely proportional to the control function value, the two large positive values serve to
normalize each other regardless of which is used as the control function and which is used
as the sampling function.
A maximum basin in P corresponds to a precise region in the electron charge density (ρ)
called a bond wedge; a region of charge concentration within the atom where total energy has
been lowered. This can be verified by inspection of an associated gradient bundle-condensed
energy distribution which–owing to the zero flux condition satisfied by gradient bundles—
is well-defined at every point. In the context of two or more interacting atoms, the bond
bundle is defined as the union of bond wedges that share some boundary in ρ. This new
definition recovers the most fundamental conception of the chemical bond: A region where
charge concentrates as a result of atomic interaction such that the energy of the region (and
of the system) is lowered.
Using this new set of tools, we have introduced the gradient bundle condensed charge
density (P) and begun the process of exploring it and other gradient bundle-condensed
properties. We have since shown that bond bundles, as defined through P , can be used to
reconcile previously controversial conclusions of the more typical topological (i.e. QTAIM)
approaches to bonding analysis [76], and that three-dimensional bond formation is readily
observable from topological changes in P [25]. Significantly, we have also shown that the
structure of P reveals the orbital interactions responsible for the preferred crystallographic
structure of pure FCC and BCC transition metals [25], demonstrating that chemical intuition
is applicable beyond the usual problems of chemistry.
My doctoral work included theoretical and computational chemistry research and de-
velopment of the necessary software tools to enable the research. As we expand our circle
of collaboration and broaden our investigative view to an ever diversifying set of chemical,
biological, metallurgical, and materials science applications, my ongoing contribution to this
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effort will remain more heavily focused on the development and implementation of the un-
derlying methods. With that said, what follows is a brief overview of future investigations
to which I expect to contribute. I then elaborate more fully on the software development
hurdles ahead.
On the theoretical front, we are continuing the collaborative investigation of artificial
enzyme design, combining the novel quantum mechanics-discrete molecular dynamics (QM-
DMD) method with our own GBD technique to investigate the subtle effects of electrostatic
preorganization in and around the active sites of enzymes. On the industrial metallurgical
side, we are currently leveraging the GBD technique to understand and predict the energetic
consequences of grain boundary-solute interactions in iron alloys from a charge density per-
spective. We are also expanding our previous work on the charge density origins of transition
metal crystal structures to include the early and late HCP metals, including all first- and
second-row transition metals.
5.1 GBA-based parametrization of the generalized bonding model
As was demonstrated in Chapter 2.5, there is a strong correlation between P and gradi-
ent bundle condensed kinetic energy (T ), which simply indicates that nature preferentially
directs density to regions that lower total energy. Though this was expected, what was not
anticipated was the shape of T , which reveals the underling d-orbital character of ρ (see
Figure 2.10(a) and Figure 2.10(b)). This observation is more apparent from inspection of
Figure 5.1 showing the 3D regions we call “spatulas” and “bats” that are most stabilizing
for BCC Nb and regions called “claws” that stabilize FCC Cu.
Remarkably, the low energy regions do not lie along bond paths (nearest neighbor in-
ternuclear axes) as is the case for most organic molecules where stability is determined
primarily by σ interactions between nearest neighbors. Instead, both Nb and Cu are more
stabilized by interactions with second-nearest neighbors. For Nb stability appears to result
from bonding π and σ interactions while for Cu stability is due to antibonding δ interactions
(see Figure 5.2).
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Figure 5.1: The lowest energy regions and hence most stabilizing for (left) BCC Nb and
(right) FCC Cu. Nb is characterized by two low energy structure we call “spatulas” and
“bats”. The low energy structures of Cu we designate as “claws”.
Figure 5.2: Atomic d-orbitals superimposed on gradient bundles in BCC Nb and FCC Cu.
For Nb, spatulas (upper left) correspond to bonding π interactions between dxz (also dyz and
dxy) orbitals, and bats (lower left) to bonding σ interactions between dz2 orbitals. For Cu,
claws (right) correspond to antibonding δ interactions between dx2−y2 orbitals.
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Having represented the electronic structure of Nb and Cu as gradient bundles, we turn to
establishing relationships between this representation and properties. In particular, consider
elastic anisotropy, A = C44/C ′. This ratio is 0.52 for Nb, which is the lowest of the BCC
transition metals, while Cu possesses the largest elastic anisotropy of the FCC transition
metals with a value of 3.19.
We proceed as in a previous investigation where we argued that single crystal elastic
constants can be rationalized by a set of springs connecting high symmetry points [120].
In BCC metals there are four high symmetry points: the nuclear point where atoms are
located, the cage point in the center of the octahedral hole, the ring point in the center of
the tetrahedral hole, and the bond point midway between nearest neighbor atoms. These
four points can be connected by six springs: atom to bond, atom to ring, atom to cage,
bond to ring, bond to cage, and ring to cage, with respective spring constants designated
kab, kar, kac, kbr, kbc, and krc. As per DFT, the magnitude of these spring constants is mediated
by the electron density.
It is uncomplicated to show that for BCC structures C ′ and C44 are given by,
C ′ = αNb
(




1 kab + 2.4 kar + 0 kac + 10.0 kbr + 2.7 kbc + 1.7 krc
)
,
where α is an element specific proportionality constant that scales inversely with atomic
radius. In a similar fashion the FCC shear constants are given by,
C ′ = αCu
(
1 kab + 2.7 kar + 4 kaoc + 0 katc




2 kab + 5.3 kar + 0 kaoc + 2.7 katc
+ 15.5 kbr + 4 kboc + 9.3 kbtc + 12.9 kroc + 12.9 krtc
)
,
where now there are two cage points, the octahedral cage (oc) in the center of the octahedral
hole and the tetrahedral cage (tc) in the center of the tetrahedral hole. The ring point is
located in the center of the shared octahedral and tetrahedral face.
88
We begin by assuming that only springs contained in low energy–stabilizing—gradient
bundles dominate the elastic constants. For example, there are no low energy regions con-
taining bond points, hence the stiffness of the springs connected to bond points are assumed
to be negligible. Conversely, for the BCC structure only the atom to cage spring is contained
in the bats, while the atom to ring spring forms the spatula handle and the ring to cage
spring forms its blade. Setting all other spring constants to zero yields,
C ′ ≈ αNb(2.6 kar + kac + 6.4 krc)
C44 ≈ αNb(2.4 kar + 1.7 krc).
For other than pathological values of these three spring constants C ′ > C44 and A < 1.
For Cu the claws contain the atom to ring and ring to octahedral cage springs. Setting
all others to zero yields,
C ′ ≈ αCu(2.7 kar + 1.3 kroc)
C44 ≈ αCu(5.3 kar + 12.9 kroc).
For all positive spring constants C ′ < C44 and A > 1.
These results, at the very least, suggest hidden relationships between gradient bundle
energy, T , and elastic properties. Still, the the factors determining the relative energies of
gradient bundles remains open.
In an attempt to shed light on this question, one “talon” of the low energy gradient
bundles most responsible for stabilizing FCC Cu is represented in Figure 2.11(a) alongside
the gradient bundles emanating from the same region of FCC Nb.
These gradient bundles are similarly shaped. However, for Nb, with five valence electrons,
they emerge from local minima in P and as a consequence are “under occupied” compared
to neighboring gradient bundles. For Cu, with eleven valence electrons, they emerge from
local maxima in P , indicating that they are preferentially occupied by the valence electrons
added when traversing the transition metal series from group 5 to group 11.
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In an analogous fashion, the spatula gradient bundles most responsible for stabilizing
BCC Nb are represented in Figure 2.11(b) alongside those emanating from the same region
of BCC Cu. Again these gradient bundles are similarly shaped though obviously they are
preferentially filled by the first valence electrons of the transition metal series.
We speculate that the preferential filling of gradient bundles is due to their relative
content of bonding and antibonding character. To illustrate, Figure 2.12 shows early and
late filling gradient bundles (spatulas and talons) overlaid on representative bonding and
antibonding molecular orbital contour diagrams.1
The variation in the contour curvature is controlled by orbital nodal character. The
contour lines near nodes have a small mean curvature and experience their maximum mean
curvature along gradient paths that are at greatest distance from nodes.
As a consequence, in the case of bonding orbitals it is the orbital gradient paths (dis-
tinct from ρ gradient paths) more or less aligned with orbital antinodes that intersect the
interatomic surface along orbital contours of maximum curvature (Figure 2.12(a)). For an-
tibonding orbitals the situation is quite different. The orbital contours near the interatomic
surface possess low mean curvature, as do those near the orbital’s intrinsic angular nodes.
Such constraints force the formation of a curvature corner along the orbital gradient path
roughly bisecting the interatomic and angular nodes (Figure 2.12(b)).
The gradient field of ρmust reflect the character of its orbital basis. Gradient bundles con-
taining predominately bonding character will approach the interatomic surface along nearly
normal directions, while gradient bundles containing antibonding character will approach
the surface with a tangential component.
As illustrated in Figure 2.12, the spatula gradient bundles stabilizing BCC Nb intersect
regions that are predominately bonding and actually increase their volumes in these regions
by intersecting orbital contours along paths near high mean curvature maxima. The claw
1The orbital contours are from large cluster calculations simulating the FCC and BCC structures. It has
been demonstrated that the central atom of such large clusters possesses an energy within a fraction of an
eV of that from a bulk calculation and that the resulting charge densities are indistinguishable from those
resulting from bulk calculations [96].
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gradient bundles stabilizing FCC Cu maximize their volume in antibonding regions. Leading
to the seemingly paradoxical argument that FCC Cu is stabilized by antibonding interactions.
The paradox is easily resolved by noting that the virial theorem requires there be a
corresponding decrease in the potential energy within the stabilizing gradient bundle. This
decrease results from a radial contraction of the charge density in the part of the claw closer
to the nucleus, which screens that non-radial–curving—part of the claw and allows it to
expand into the high kinetic energy antibonding region. Basically the gradient bundle of
Figure 2.12(b) is harvesting excess kinetic energy from the antibonding region to stabilize
the FCC structure.
The previous conjecture is supported by considering the shape of the FCC stabilizing
gradient bundle when Cu is forced BCC, as shown in Figure 2.13. Just as for the FCC
structure, the gradient bundle projects into the crystallographic “octahedral” hole. However,
this interstice is less tightly packed when BCC, and in fact hosts a bond critical point (CP)
and bond path between second neighbors. Obviously the larger expanse of the BCC versus
FCC octahedral holes diminishes the intensity of antibonding interactions in the former, and
accordingly the amount of kinetic energy that can be harvested from this hole. The effect on
the claw gradient bundle is evident, it does not curve and expand into the octahedral hole
as it does in the FCC structure.
5.2 Future software development milestones
The current set of algorithmic tools known collectively as “Bondalyzer” is a general imple-
mentation of the gradient bundle decomposition (GBD) technique combined with necessary
prerequisite analysis steps–e.g. identification of the critical features of ρ—and an assortment
of post-processing and visualization tools. It includes the ability to import data in a vari-
ety of formats corresponding to popular computational chemistry software including ADF
& BAND [99, 100], VASP [121–124], Gaussian [125], TurboMole [126], and FLAPW [127]
as well as experimentally obtained charge densities in the CUBE file format. This flexibil-
ity allows GBD to be performed on molecular, biological, or solid (i.e. periodic crystalline)
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systems.
While this software currently represents the culmination of decades of research, refine-
ment of methods and definitions, and novel manual and algorithmic implementations incor-
porating such methods and definitions, there are yet many challenges to address in order
for Bondalyzer to establish and best serve its intended multidisciplinary user base. Here we
briefly discuss the major development and implementation steps thus conceived.
5.2.1 Development of open-source library and accompanying command-line tool
for free distribution of software
Before discussing the specific improvements to Bondalyzer, the most impactful change
relates to its dissemination to the scientific community. To accelerate the initial prototyp-
ing and implementation of Bondalyzer, it was developed as an add-on to Tecplot 360, a
commercial data visualization and analysis tool made by Tecplot, Inc. [102]. Having devel-
oped a functional tool, we would like to lower the barrier to adoption and collaboration by
reimplementing Bondalyzer as an open-source project.
This includes the redevelopment of the core Bondalyzer library away from the Tecplot
kernel as a cross-platform, open-source software library. The library would allow for accel-
erated implementation of Bondalyzer tools as standalone executables (as we describe below)
or into existing external code bases.
Also the development of a hybrid parallel command line tool (standalone executable)
for performing topological analysis and gradient bundle decomposition using the Bondalyzer
library–also open-source and cross-platform, but intended for use on HPC clusters and work-
stations. The command line tool would output files that could then be directly imported
into the publicly available release of ParaView (or converted into other formats) for visual-
ization and analysis. These output files will include common formats (e.g. comma-separated
value) containing the most pertinent information such as atomic and bond energies. Basic
visual data will also be outputted in the form of images and perhaps animations, such as
spherical and stereographic representations of differential gradient bundle-condensed prop-
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erties, animated rotations of the system, etc. Even if further visualization and analysis is
not performed, the output from this tool will be useful on its own, and especially useful for
those with basic programmatic post-processing capabilities.
ParaView is assumed to be the visualization environment of choice, so a set of utility
scripts will be developed and distributed alongside the command-line tool. The scripts will:
• simplify the process of importing results into ParaView
• perform typical post-processing calculations on results
• generate graphical and tabulated representations deemed effective for communicating
significant aspects of results pertinent to particular systems and phenomena
A typical workflow for a researcher would be to run the command-line tool on an HPC
cluster immediately following the completion of their simulation. For many, the output files
produced by the command-line tool will be sufficient for preliminary analysis, while others
will continue analysis in ParaView using the provided utility scripts or in a math environment
like Microsoft Excel in order to compare results across multiple systems or simulation time
steps, or to generate specific plots and visuals not already provided.
Taken together, this is the bare-minimum necessary to distribute the software that has
resulted from our research program in a way that allows for its future development without
our further input, minimizes barriers to adoption, and maximizes usability for interested
researchers. It is our hope to form around this project an open-source community so that
GBD can continue to mature and become incorporated into chemical, biological, and mate-
rials science research at large.
5.2.2 Use of analytical functions, adaptive grids, and higher order interpolation
Currently, all algorithm steps, including numerical integration, are performed on regular
(i.e. constant spacing) grids of charge density or other input fields which are used to construct
continuous trilinear interpolants. This introduces grid error that decreases with cell spacing
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and generally approaches machine epsilon at a spacing of 0.05 Bohr radii or less. In particular,
the interpolant is C0 continuous, so its numerical derivative approximations–which in the
case of ρ play a central role in our method–have discontinuities at cell boundaries. For
sufficiently fine grids this introduces negligible error in the geometry of the resulting objects
(e.g. positions of critical points, paths, and surfaces), but the interpolation error presents
a problem during numerical integration owing to the tight concentration of charge density
(and most other properties of interest such as kinetic and potential energy densities, electron
localization function, etc.) about nuclei. Whatever the grid spacing, the resulting error
will be greatest for points interpolated near a nucleus. There are three straightforward
approaches to address this error, depending on the source of charge density data and the
analysis objectives.
An analytical representation of the charge density can be used to query arbitrary points
or to precompute a grid where grids are preferable. Because gradient bundles cluster at
nuclear critical points, so too do the points used in their subsequent numerical integrations.
This is clearly the preferred approach for numerical integration accuracy, but such analytical
representations are only available using wavefunctions from quantum mechanical cluster
calculations. Only grids can be recovered experimentally. The wavefunctions of periodic
systems are exact only at discreet points determined according to the desired integration
accuracy or user specification, so they cannot be queried arbitrarily, although some programs
(e.g. BAND) do allow for the specification of arbitrary grids. Thus, in addition to utilizing
analytical wavefunctions and charge densities where applicable, grids remain necessary and
methods of minimizing grid error are still desired. Methods of minimizing grid error fall into
two categories; the use of higher-order interpolation, and the use of adaptive grids.
First, higher order interpolants–e.g. tricubic, C1 continuous [128]—can resolve the inter-
polant derivative discontinuities mentioned above that occur at cell boundaries. Higher order
interpolation would also reduce the grid error near nuclei for a given grid spacing, although
error would still be sensitive to the grid spacing. This option may also become necessary if
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fine enough grids are not available, e.g. when working with experimentally obtained charge
densities.
Next, the use of adaptive grids could decrease interpolation error regardless of the inter-
polation method, the goal being to have more grid points (decreased spacing) in proportion
to the regional grid error if a regular grid was used. Because the highest concentration of
charge and related properties is at nuclei, the simplest approach would be to have a large,
coarse “outer” grid–for an entire molecule or crystalline unit cell–as well as smaller, finer
subgrids centered at nuclear positions. When querying the value of e.g. charge density at a
point, the point’s Euclidean distance to nuclear positions would first be computed, and if the
point is found to lie within the subgrid radius for a particular nucleus, then the output value
would be interpolated using the corresponding subgrid rather than the outer grid. Nested
subgrids could also be used so that the effective grid spacing and associated error continues
to decrease for points closer to a nucleus. The benefit of this method is that all grids remain
regularly spaced, allowing the use of simpler and faster indexing and interpolation methods.
A drawback is that having discrete regions of higher and lower grid spacing, thus higher and
lower error, will result in computational artifacts in the resulting objects that span multiple
grids. For example, a gradient path may have a slight “kink” where its geometric curvature
experiences a discontinuity as the path crosses the boundary between grids, though this type
of error will likely be negligible.
An alternative implementation for adaptive gridding would be to use grid points de-
termined locally by the charge density to minimize error, not dissimilar in concept to the
generation of Gauss quadrature points. After an analytical form of the charge density, this
would yield the greatest accuracy. Superlinear interpolation is more difficult in non-regular
grids, but also mostly unnecessary given the low error of simple Barycentric linear interpo-
lation in a proper adaptive grid.
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5.2.3 Analysis of spatial derivatives of gradient bundle-condensed properties
The condensed charge density-based definition of the bond bundle necessitates identify-
ing the maximum basins of the condensed charge density. Currently, a simple coarse-grained
implementation is used to identify the basin boundaries, as described in Section A.1.5. The
precise boundaries could instead be identified if the spatial derivatives of the condensed
charge density were computed; spatial second-derivatives allow for precise critical point iden-
tification, and first-derivatives allow for the tracing of gradient paths through the condensed
density. This would allow for the precise identification of maximum basin boundaries and a
corresponding increase in the accuracy of integrations over bond bundles and other regions
of charge density. Additionally, this would allow for the complete topological partitioning of
condensed properties, i.e. into condensed irreducible bundles–regions diffeomorphic to trian-
gles whose vertices are defined by a maximum-minimum-saddle triplet of critical points and
whose “edges” are defined by the gradient paths connecting the critical points pairwise.
In addition to improved resolution of bond bundles via their counterpart maximum con-
densed basins, a great deal of information may be locally present in the spatial derivatives
at condensed critical points. In the early days of QTAIM it was shown that chemical in-
sight can be had by simply inspecting the value of the Laplacian at bond critical points.
It is expected that similar chemical insight can be had by inspecting the condensed (two-
dimensional) Laplacian at condensed maxima as they relate to bonds, and at minima as they
relate to cage or ring regions; thought to play a significant role in crystalline and biological
systems.
5.2.4 A short note on the history of Bondalyzer
Forgive the following digression, necessary as the work presented in this thesis represents
the culmination of decades of original research of what is now called the Molecular Theory
Group. Mark Eberhart, during his doctoral studies at MIT, became convinced that we
should be able to “see” a chemical bond, and that it should be a conceptually simply task
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to do so. The object of his insistence would later be called a bond bundle. While we have
finally arrived at a general solution for bond bundle identification, the intervening decades
of mathematical, methodological, and algorithmic work and revision have reaffirmed that
even the simplest of solutions may necessitate a course of strife, false eureka moments, yet
more false eureka moments that turn out to have been true in concept but not in general,
and otherwise utter complexity.
As a professor, Mark found that the bond bundle in crystalline systems was just as
straightforward as he had hoped, but its definition seemed inapplicable to “open” systems.
At a time when the path to an open bond bundle was unclear, Travis Jones provided new
insight and helped to construct a formal method for bond bundle identification. Working
alongside Scott Imlay and Craig Mackey of Tecplot, Inc., development of a software tool
began. The process was stalled as it was found that the underlying method was untenable
for many chemical systems.
This is where I entered the picture, seven years after development had stalled, to identify
and rectify implementation problems. Within six months, and after a fast-tracked intro-
ductory programming education specific to C++, I had made apparent progress and was
recovering full bond bundles in a number of systems, but the majority of cases still failed
and the process had again stalled. After nearly two years of my involvement, it was becoming
clear that the local identification of bond bundle surfaces may not be possible.2
Amanda Morgenstern’s work on gradient bundle analysis then led to what would become
a natural redefinition of the bond bundle, though the method was limited to one-dimensional
systems, i.e. linear molecules. Generalizing the gradient bundle analysis method to three-
dimensional systems, which included overcoming many technical hurdles, provided what is
now a general method for bond bundle identification in any system, in line with Mark’s
original vision.
2Now we know this to be the case, as demonstrated in Chapter 4.1.
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And now we have embarked on the originally intended journey of discovery; to recontex-
tualize chemical theory in terms of electron charge density structure, to extend the models
and intuition of chemistry to its estranged fields of metallurgy and materials science, and
to enhance our understanding and predictive power regarding interactions of all classes of
matter.
5.2.5 Conclusions
In this thesis I have demonstrated the successful generalization of gradient bundle anal-
ysis from one-dimensional linear systems to three-dimensional systems of any symmetry.
Additionally, I have worked to develop Bondalyzer, software enabling the programmatic
analysis of theoretically and experimentally obtained charge densities using the gradient
bundle decomposition method.
The gradient bundle-condensed charge density has been introduced as a well-defined
energy space, eliminating the dilemma of ambiguous local electronic kinetic energy, alongside
several other gradient bundle-condensed properties. The bond bundle, a volumetric region
in the charge density that precisely corresponds to a bonding interaction, has been naturally
and effortlessly redefined in terms of its unique topological counterpart in the condensed
density.
I have shown that previously controversial aspects of typical topological charge density
analysis (i.e. QTAIM) can be easily and qualitatively resolved using the universal bond
bundle definition and Bondalyzer. We have also made huge strides in the process of demon-
strating that, as bond bundles can be identified in any system, so too can the models and
intuitive power of chemistry be applied to systems where they previously lacked traction.
We are continuing to investigate the nature of the condensed charge density as it relates
to chemical behavior. With ongoing improvements and additions to the Bondalyzer suite
of tools, we look forward its utilization by researchers in chemical, biological, metallurgical,
and materials science investigations.
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APPENDIX A
GRADIENT BUNDLE DECOMPOSITION ALGORITHM
Gradient bundle decomposition presumes the identification of CPs, bond paths, and
ring surfaces. CPs are necessary because GBD is performed nuclear CPs. Bond paths
and ring surfaces are necessary because individual differential gradient bundles (sdGBs) are
constructed by combining neighboring gradient paths (sGs) into triangulated surfaces, and
Gs seeded on opposite sides of either bond paths or ring surfaces will deviate to opposite
directions, breaking the zero flux condition of their resulting triangulated surface.3
A.1 Prerequisite steps
A.1.1 Critical point search
The CPs within a grid are found with a cell-based search using an adaptive 3d Newton-
Raphson (NR) root-finding algorithm in each cell. We define a cell spacing to subdivide the
full ρ grid into a i × j × k length array of cells. In each cell, a NR search [137] is initiated
from the cell center that will either converge at a CP within the cell or leave the cell and
terminate. Each recovered CP is then classified based on the eigenvalues of the diagonalized
charge density Hessian (Hρ) at its position.
A.1.2 Bond paths
At a bond CP there is one positive eigenvalue (λ3) whose associated eigenvector (ε3)
points roughly in the direction of the internuclear axis between the corresponding nuclear
CPs. For each bond CP recovered in the CP search, two Gs are seeded in the direction (and
opposite direction) of ε3 very close to the bond CP, and a bond path is formed by taking
3These prerequisite steps can, with the exception of ring surfaces, be performed in a number of existing
QTAIM software packages (AIMAll [129], MORPHY [130], DGrid [131], TWOE [132, 133], Henkelman’s
Code: Bader Charge Analysis [134], AIM2000 [135], AIM-UC [136]), but they are implemented directly in
our software to have more control over the internal behavior of the algorithms and for historical reasons.
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the union of these two Gs.4
A.1.3 Ring surfaces
A ring CP is indicative of a topological ring structure, i.e. a ring of bond paths. The
identification of ring surfaces is simple in concept but less straightforward than the preceding
steps (see Appendix A.1.5 for a detailed description). Conceptually, a ring surface is obtained
by the union of the infinite set of Gs seeded in both positive and negative directions at points
r
0
θ on a small circle centered at a ring CP and lying in the ε2-ε3-plane (the plane in which
the ring CP is a local minimum of ρ; the ring plane). All resulting Gs will terminate in the
negative direction at the ring CP, and in the positive direction there will be subsets of Gs
terminating at each nuclear CP in the ring, and a single G terminating at each bond CP in
the ring. 5
While a working implementation of ring surface identification is in use, it is yet an
insufficient solution. Geometrically, and for gradient paths moving “downhill” away from
a nuclear CP, a ring surface represents a surface of deviation such that two gradient paths
seeded from points on either side of a ring surface will deviate away from each other and move
in approximately opposite directions until they leave the system or terminate at different
cage CPs. Apart from that prescribed deviation of gradient paths, we have no interest in ring
surfaces. It is then a problem that similar surfaces that prescribe deviation onto neighboring
gradient paths can exist absent a ring surface.
A simple example of a deviation surface absent a ring CP is a cleaved benzene molecule.
If one was to continuing increase one of the C C bond lengths (allowing the rest of the
bonds to relax in response), the ring CP would move closer and closer to the stretched bond
CP until the two CPs meet and annihilate each other in a topological catastrophe. Taking
the molecular geometry right after the annihilation event, one would find that, inside the
ring on the non-cleaved side of the benzene, two gradient paths seeded above and below
4Ring lines (connecting ring and cage CPs [10, 106]) are found by performing the same procedure on the
negative function (−ρ).
5Interatomic surfaces are found by performing the same procedure on the negative function (−ρ)
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the molecular plane in the “downhill” direction will still deviate rapidly as if the ring CP
was present. Similar behavior can in fact be found about the molecular plane of benzene
for gradient paths on the outside of the ring, even with no ring CP present, though the
deviation is less pronounced than in the cleaved example. In cases of less extreme no-ring
deviation, the adaptive placement of gradient paths along what become the faces of the
resulting gradient bundles (see Item 2b below) compensates sufficiently to maintain their
satisfaction of the zero flux condition, though cases such as the cleaved benzene example
still result in error similar to if a ring surface isn’t able to be resolved.
A.1.4 Gradient bundle decomposition
For each nuclear CP:
1. Generate initial triangulated sphere mesh (see Figure A.1)
(a) Define a sphere centered on the nuclear CP
(b) Identify intersections between bond paths and ring surfaces with the sphere
(c) Generate a triangulated sphere mesh–a subdivided regular icosahedron–constrained
such that bond path intersections occur at nodes and ring surface intersections
occur along edges
2. Generate Gs along nodes and edges of triangle mesh elements
(a) Seed nodal Gs from all nodes that do not coincide with bond path intersections—Gs
for ring surface intersection-coincident nodes are constrained to lie in the corre-
sponding ring surface and capped with the two corresponding ring lines
(b) Adaptively seed edge Gs along triangular element edges whose corresponding
nodal Gs experience too large a separation gap, continuing the process until all
Gs along an edge are sufficiently close to their neighbors
(c) For each bond path intersection-coincident node,
i. From the corresponding bond CP, seed a G toward each of the neighboring
nodes using a seed point determined by finding the closest point of a neighbor
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node’s G to the bond CP, and then projecting that point onto the ε1-ε2
plane–if the neighbor node is ring surface intersection-coincident, then the
G in this step is constrained to lie in the ring surface and capped with a
corresponding ring line
ii. Adaptively seed Gs in the ε1-ε2 plane between each pair of Gs found in the
previous step until neighboring Gs are sufficiently close to each other
iii. All Gs are then capped with the intersecting bond path
3. Create a dGB for each triangular element with its edges and faces defined respectively
by the element’s nodal and edge Gs (Figure A.2)
4. Integrate ρ and other scalar properties within each dGB (Figure A.3)
(a) Create a tetrahedral mesh for the dGB
i. Divide the dGB according to a number of ρ isosurfaces
ii. The intersection of each isosurface with the dGB forms a polygon, reducing
the dGB into a set of non-overlapping polyhedra
iii. Triangulate the polygon of greatest area, and apply the same triangulation
to all other intersection polygons; this reduces each polyhedron to a number
of non-overlapping trigonal prisms
iv. Reduce each trigonal prism into eight non-overlapping tetrahedra, using the
midpoint of each prism as an additional point to define tetrahedron vertices.
(b) Numerically integrate the volume and other scalar properties using the tetrahedral
Legendre-Gauss quadrature method
(c) Map the dGB’s integrated property values to the midpoint of its corresponding
triangular element on the sphere
A.1.5 Special gradient bundle identification
Similar to G-union definition of atomic basin, but in 2d using the P—i.e. the union of
all gradient paths in P (G) terminating at a given maximum. Maximum basins correspond
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Figure A.1: A triangulated sphere used for a carbon atomic basin in benzene. The inset
shows bond and ring CPs, carbon and hydrogen nuclear CPs (red, green, black, and white
spheres respectively), and bond paths (black paths) with contours of ρ on the molecular
plane and the zoomed region shaded orange. From top-left clockwise: a) initial triangulated
sphere mesh with the nodes nearest to bond path intersections moved to the intersection
point; b) ring surface (gray surface) intersecting the sphere; c) new nodes and edges added
so that ring surface intersection occurs along mesh edges; and d) the resulting triangulated
sphere mesh. (The orange triangular element in panel (d) corresponds to the differential
gradient bundle of Figure A.2.)
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Figure A.2: Multiple views of the conceptual differential gradient bundle that corresponds
to the orange triangular element in panel (d) of Figure A.1. Views are from above (left)
and below (right) the benzene ring respectively. Middle row shows how differential gradient
bundles are constructed by linear “stitching” of Gs seeded at the nodes and along the edges
of the triangular element (bottom-left). This gradient bundle exemplifies both special cases;
it coincides with both a bond and a ring CP. The Gs defining the gradient bundle are
color coded: lavender paths simply follow ∇ρ until they terminate; yellow paths are those
constrained to the ring surface; orange paths are those added after the bond point and that
lie within the interatomic surface; and the green path is the union of the bond-nuclear path,
the ring-bond path, and the ring line. The bottom row shows more detail in the regions
indicated by the dotted and dashed squares.
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Figure A.3: Graphical depiction of the tetrahedral decomposition and Gaussian quadrature
integration schemes. Left: A gradient bundle, whose edges and faces are defined by (six) Gs
and their linear stitching, partitioned using isosurfaces of ρ (as in Step 4a) into a number of
polyhedra, one of which is indicated in opaque cyan. Top-center: Triangulation is performed
on the “top” polygon, whose vertices are indicated by orange spheres. The same triangulation
is applied to the “bottom” polygon (green spheres), decomposing the polyhedron into four
trigonal prisms, one of which is opaque cyan. Bottom-center: The same trigonal prism
decomposed into eight non-overlapping tetrahedra, each including the prism midpoint (white
sphere) as a vertex, with one indicated in opaque aquamarine. Right: The same tetrahedron
is shown with its Legendre-Gauss quadrature points as blue spheres.
to bond (or lone e− pair) wedges. Minimum basins are defined equivalently, but for the
negative function (−P), and could be thought to correspond to either bond, ring, or cage
CPs depending on the presence of a special G passing sufficiently close to the minimum CP.
The current algorithm for identifying special gradient bundles is rather crude. Instead of
computing gradient of P (∇P) and actually constructing Gs that terminate at one maximum
in P or another, I approximate that process element-wise using the existing triangulated
sphere mesh, as depicted in Figure A.4.
Error results from this approximate method when taking integration totals over the
recovered basins, as the edges of the triangular elements do not perfectly coincide with the
basin boundaries. However, for any given condensed property integration there is positive
and negative error that results from this, and the error is distributed fairly evenly among the
basins. Furthermore, if an arbitrarily high resolution sphere mesh is used, the approximate
basin boundaries would converge on the true boundaries. I attempted to gauge the magnitude
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of the error by seeing how quickly it converged with increasing mesh resolution, but no change
was found, indicating that this error is insignificant compared to error introduced elsewhere
in the program.6
For each element in the mesh, identify the neighboring element with the greatest value of
P and “step” to that element. Continue this process until the current element has a greater
value of P than all neighboring elements; i.e. the current element is a local maximum in
P . This results in a G, discretized to pass through element midpoints. All elements along
a particular G are then associated with the maximum at which it terminates. Repeat the
process for all elements, thereby associating all elements with one maximum or another.
Once the maximum basins are identified, they can be projected through ∇ρ to recover the
surfaces of their corresponding bond (and lone pair) wedges. This simply involves seeding
Gs through ∇ρ along the basin boundaries. Because this is more for visualization, edge
midpoints are used rather than nodes, greatly decreasing the effect of zig-zagging in the
surface. There still remains some folding that can become visually apparent.
6Gridding error from the use of regular volumetric grids is the largest contributor of error, which again is
distributed fairly evenly among dGBs.
121
Figure A.4: Graphical depiction of the special gradient bundle discovery algorithm for max-
imum P-basins within a carbon atomic basin in benzene. Top-left) Sphere-mapped contours
of P showing two maxima, to the left and right, and one apparent minimum above. Top-
center) The triangular sphere mesh shown overlaid on the sphere. An example element-wise
G starts at the solid red triangular element near the center of the sphere and moves down
and to the left along the red-shaded element path, “falling” into the maximum basin. The
orange-shaded elements around the path indicate the elements that are checked as the path
proceeds. Top-right) The three maximum P-basins indicated by mesh color. Bottom row)
Bond wedge surfaces constructed by a linear stitching of Gs along the boundaries of P-basins.
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APPENDIX B
RING SURFACE IDENTIFICATION ALGORITHM STEP DESCRIPTIONS
Ring surface construction from an infinite number of Gs is described conceptually in
Section A.1.3. In practice, a finite number of Gs will be linearly stitched together to create
a triangulated ring surface. Ring surfaces can be highly non-planar, and in addition to the
loss of geometric information due to the linear triangulation of neighboring Gs, any finite
number of Gs used does not even guarantee that Gs connecting to all nuclear and bond CPs
in the ring will be recovered. Figure B.1 depicts the potential contrast between different
rings.
Our algorithm for recovering ring surfaces includes the following steps (indicated in Fig-
ure B.2):
1. Generate initial Gs along ring CP-centered seed circle
2. Discover all participating nuclear and bond CPs in the ring using a G deviation binary
search and recover minimum-length ring-bond Gs
3. Remove Gs too close to their neighbors and add filler Gs between G pairs that expe-
rience too high of a gap
4. Recover minimum-length ring-nuclear Gs
Upon completion, the ring surface is recovered along with subregions of the ring surface
defined by neighboring ring-bond and ring-nuclear Gs, as shown in Figure B.3.
B.1 Initial generation of Gs




θ = rcp + α(ǫ2cosθ + ǫ3sinθ). (B.1)
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Figure B.1: The four ring surfaces incident with the C O bond in the active site (top-right)
of the KSI enzyme (top left; image credit to Reference 1). Some nuclear (a-d) and ring
(e-h) CPs are indicated. The larger black, red, and white spheres indicate carbon, oxygen,
and hydrogen nuclear positions; small red and green spheres indicate bond and ring CPs;
black and black dashed paths indicate bond paths; and orange and green paths indicate
ring-nuclear and ring-bond paths respectively. Logarithmic contours of ρ are mapped onto
each ring surface. Intermolecular rings (e-g) may have flat, highly irregular shapes, while
intramolecular rings (h) are typically more regular (i.e. circular contours about the ring CP).
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Figure B.2: The resulting Gs after each of the main steps of the ring surface algorithm: (a)
initial G generation, (b) nuclear and bond CP discovery, (c) removal of Gs in dense regions,
and (d) filling of sparse regions. The resulting ring-bond and ring-nuclear paths are then
shown in (e).
Figure B.3: Ring surfaces in benzene (left) and the KSI enzyme active site (right). The
orange surfaces indicate individual segments of the ring surface; i.e. a nuclear-bond-ring CP
triplet. The lavender segments in KSI indicate the region that is missing CPs (one bond and
two nuclear CPs). Note that the green path in the lavender segment would terminate at the
missing bond CP if it were present.
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At each r0θ , one G is seeded in the positive direction that will terminate at one of the
nuclear or bond CPs in the ring. Another G is seeded in the negative direction back towards
the ring CP, constrained such that after each step through ∇ρ, the resulting point is projected
back to the ring plane. Because the ring CP is a local minimum in the ring plane, this second
G is guaranteed to terminate at the ring CP.
For a regular ring surface, this step will generally recover most of the ring-nuclear Gs,
but in irregular ring surfaces very few of the participating nuclear CPs may be found, as
shown in Figure B.4.
Figure B.4: The initial Gs seeded about ring CPs in benzene (left) and the KSI enzyme
active site (right). For these two systems, 60 Gs were seeded at regular angular intervals
around each ring CP. Only Gs that do not pass sufficiently close to a bond CP are retained.
In high symmetry rings, like benzene, all nuclear CPs in the ring are typically discovered in
this step. Irregular rings, like the intermolecular rings of KSI, are such that most nuclear
CPs may be missed.
B.2 Nuclear and bond CP discovery
We now look for deviating pairs of Gs that e.g. terminate at two different nuclear CPs.
The two terminal nuclear CPs must at least be linked by a bond path (and a bond CP),
though it may also be the case that multiple bond and nuclear CPs will be discovered between
the deviating G pair, as in Figure B.4.
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When a deviating G pair is found, a bisecting G is seeded between the pair at the point
of deviation. To reduce the loss of geometric information when triangulating a pair of Gs,
it is important to seed the new G before its bounding Gs have deviated too far from each
other. For this purpose we determine the point of deviation by stepping down each G in a
pair, comparing both the current segment angle and the current segment distance, so if the
Gs at the current segment are either too far apart or point away from each other too much,
then the deviation condition has been met Figure B.5 depicts these conditions graphically.
As this process continues between a G pair whose terminal nuclear CPs do not share a bond
path, a bisecting G will eventually terminate at one of the intermediate nuclear or bond
CPs, and the process will then continue such that, at least, all intermediate nuclear CPs
are found between the initial G pair. Figure B.6 visually shows how this algorithm “steps”
towards a bond CP and discovers all the nuclear and bond CPs in the process.
Figure B.5: A graphical depiction of the distance l and angle α deviation criteria used in
the nuclear and bond CP discovery step.
In the eventual case where the G pair terminal nuclear CPs do share a bond path, this
process results in the bisecting Gs passing progressively closer to the associated bond CP.
When a bisecting G passes a bond CP within a set tolerance–around 0.01au in practice–then
the bond CP is considered discovered. The minimum length ring-bond G is then found using
a bounded 1d minimization of G length as a function of seed point, where the seed point lies
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Figure B.6: Steps of the nuclear and bond CP discovery algorithm. Thin red paths are the
initial Gs of Figure B.4. In each frame, the thick red path is the new G, seeded in between
its two deviating neighboring Gs. Thin black paths are paths generated in previous steps of
this process. The sequential numbered frames show the process of seeding new Gs between
deviating pairs of existing gradient paths in a region that contains two CPs and three bond
CP to be discovered. Red outlined frames show the steps where the new G terminates at a
bond CP.
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along a line connecting the two G pair points at which the pair deviate.
In the event that a bond CP is unable to be found, it may be located beyond the extent
of the provided volumetric ρ grid data. This may result in the point of deviation between
algorithm iterations converging. When this happens, the point of deviation is treated as a
bond CP and a non-bond path is constructed that links the nuclear CPs to either side, as
in Figure B.3.
As a post processing step, ring-bond paths in the list are concatenated with the two
halves of their respective bond paths, resulting in a pair of paths sharing the ring-bond CP
portion of the path, and then splitting to terminate at the two nuclear CPs. When this step
of the algorithm has finished, the G list contains paths terminating at all nuclear CPs in the
ring, including those that connect through bond CPs.
B.3 Thinning and filling of ring surface Gs
For irregular ring surfaces Steps 1 and 2 can result in regions of high and low G density,
as in Figure B.2(b). To maintain a regular spacing between neighboring Gs, we remove Gs
that are too close to their neighbors and add Gs–in a process similar to the one described in
Step 2—between G pairs that achieve too large a gap.
B.4 Ring-nuclear CP path recovery
Lastly, we need to find the minimum length paths connecting ring to nuclear CPs. This
process starts by identifying, for a given nuclear CP, the minimum length path connecting
it to the ring CP. The point of maximum separation between the two Gs bounding the
minimum length path is found and used to start a bounded 1d minimization of ring-nuclear
path length as a function of seed point. As in Step 2, the seed point lies along the line
connecting the two bounding Gs at the point of maximum separation.
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APPENDIX C
GENERAL DEFINITION OF THE TOPOLOGICAL PATHS AND SURFACES OF THE
ELECTRON CHARGE DENSITY
C.1 Introduction
In many respects chemistry is a visual science. The iconic image of a molecule, ubiquitous
in textbooks, classrooms, and laboratories, uses balls and sticks to represent the two principle
features of a chemical system; atoms and bonds. For chemists, these visualizations are
simultaneously a form of communication and a source of chemical intuition.
In modern chemistry, we see chemical properties as arising from ρ [2], so understanding
ρ and its structure is of increasing importance. In formulating a method to visualize ρ, it is
desirable to maintain the concepts of atoms and bonds. The QTAIM [3] is one such method,
where Bader introduces an easily visualized, volumetric feature for atoms, and Eberhart [4]
and Jones and Eberhart [5, 6] introduce a similar feature for bonds called the bond bundle.
The power of visualization for qualitative comparison of such features is immense. It is clear
from inspection of the C C bond bundles in ethane, ethene, and ethyne (Figure C.1) that
not all C C bonds are equal. Jones et al. [138] showed that bond bundle shape also contains
information about a bond’s reactivity, while Miorelli et al. [107] showed that the bond bundle
assigns a degree of bonding, addressing a major criticism of QTAIM. These examples show
the intuitive and analytical power that may come with the visualization of ρ.
We are writing software to identify, analyze, and visualize these features with the hope
of popularizing their use. Algorithmic identification necessitates rigorous mathematical def-
inition. No such definition is found in the QTAIM community. Bader defined CPs, a ridge
called a bond path, and a surface called a zero flux surface (ZFS). He described a condition
for ZFSs such that they enclose a volume containing a single nuclear CP, and called the
resulting volume the atomic basin [3]. Eberhart [4] and Jones-Eberhart [5, 6] described the
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Figure C.1: Bond bundle surfaces for the C C bond in (left to right) ethane, ethene, and
ethyne. Surfaces are truncated at 10−3 a.u.. Contour lines on surfaces are provided to
enhance perspective.
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special gradient path (SGP) as the G of shortest distance (or of steepest ascent/descent)
connecting two CPs, and the special zero flux surface (SZFS) as the ZFS of least area with
three CPs as its vertices. While CPs are well-defined, Bader provided no local definition for a
ridge of ρ but described the features of such a ridge. Similarly, Eberhart and Jones-Eberhart
describe SGPs and SZFSs, but do not define them mathematically. In this paper, we intro-
ducing the general definition of the relative critical set (RCS), which applies to all 0-, 1-,
and 2-dimensional special features of ρ, and show that it reveals a previously unrecognized
structure.
C.2 Relative critical sets
RCSs extend the concept of the height ridge [114], which is defined according to the
orthogonality between the eigenvectors (sεi) of Hρ and ∇ρ, but further distinguish points
according to which εi are normal to ∇ρ and according to the signs of the corresponding
eigenvalues (sλi) [115]. In this paper we use d-RCS to denote a RCS of dimensionality d.
What follows is the rigorous mathematical definition. We then move on to discuss what RCS
tells us about the behavior of ρ along 1- and 2-RCSs in a more intuitive fashion.
C.2.1 Mathematical definition
Here we define the d-dimensional RCSs of ρ : R3 → R. This definition follows the work
of Miller [115]. Because Hρ is symmetric it has three real eigenvalues which can be ordered
denoted λ1 ≤ λ2 ≤ λ3 with corresponding orthonormal eigenvectors εi for i ∈ {1, 2, 3}. The
eigenvectors are unique up to the choice of sign if the eigenvalues are unique, but it may
be the case that λi = λj for i 6= j in which case the choice of εi is not well defined. The
following definitions require that ρ ∈ C∞(R3) and that the domain of ρ is an open subset of
R
3. We assume that ρ is smooth and has domain D(ρ) = R3, so this is satisfied.
Definition 1 Let ρ : Ω → R such that ρ ∈ C∞(Ω) for an open subdomain Ω ⊂ Rn. For
a fixed index I = {i1, · · · , in−d} ⊂ {1, · · · , n}, a point r0 ∈ Rn is a d-dimensional relative
I-critical point of ρ if at r0:
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1. The eigenvalues λ1, · · · , λn−d are distinct from each other and the other eigenvalues
(λn−d+1, · · · , λn) of Hρ.
2. The eigenvectors of Hρ satisfy the n− d orthogonality conditions
∇ρ(r0) · εij = 0, for 1 ≤ j ≤ n− d. (C.1)
The I-critical set of ρ denoted CI(ρ) is the set of all such relative I-critical points.
When d = 0 the d-dimensional I-critical points of ρ from this definition are exactly the
critical points of ρ. However, this definition generalizes the notion of a critical point such as
a maximum, minimum or saddle point to higher dimensional sets such as paths and surfaces
in R3.
Definition 2 Let x0 ∈ CI(ρ) for a subset I ⊂ {1, · · · , n} of cardinality n− d. Then x0 is a
d-dimensional
1. ridge point of ρ if I = Ir := {1, · · · , n− d} and λn−d < 0,
2. valley point of ρ if I = Iv := {d+ 1, · · · , 3} and λd+1 > 0,
3. r-connector point of ρ if I = Ir and λn−d > 0,
4. v-connector point of ρ if I = Iv and λd+1 < 0,
5. m-connector point of ρ if I 6= Ir and I 6= Iv.
In the 0-dimensional case, the ridge and valley points are the maxima and minima of
ρ respectively. However, when d = 0 we have I = Ir = Iv, and thus saddle points are
simultaneously r- and v-connector points since λ1 < 0 and λn > 0. Further, 0-dimensional
RCSs cannot be m-connector points. Thus for saddle points we rely on the signature at the
point to further classify the CP.
RCS classification indicate which elements of the eigenbasis of Hρ are orthogonal to
∇ρ. This is described in item 2 of Definition 1 where the inner products of ∇ρ with the
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eigenvalues of Hρ are zero. 0-dimensional RCSs are a special case where ∇ρ is a null vector
and therefore orthogonal to all other vectors. RCSs of dimensionality 1 or greater do describe
this alignment because the gradient magnitude (|∇ρ|) is not zero.
C.2.2 Physical structure
C.2.3 Paths
1-dimensional RCSs are defined by the sets of points where two εi are normal to ∇ρ,
implying that the third is tangent to ∇ρ. Figure C.2 provides a visual representation of 1-RCS
types and extends the concept of ellipticity to paths. The terms path-normal and path-
tangent are used to indicate the direction(s) normal and tangent to a 1-RCS respectively.
Figure C.2: The signs and relative magnitudes of λi and the directions of their associated εi
for the five types of 1-RCS point classifications. The gray line represents the 1-RCS path.
The triplets of signs above each label show the possible signs for λi, as do the arrow colors,
where red, blue, and green stand for negative sign, positive sign, or either sign. λi magnitude
is indicated by arrow length, where λ1 ≤ λ2 ≤ λ3. Each ellipsoid represents one possible
configuration that would satisfy that type of 1-RCS point classification. Figure made in
Mathematica [139].
ridge ε1 and ε2 are path-normal and λ1 and λ2 have negative sign, indicating that ρ has
negative curvature normal to the path. Most bond paths are ridges at all points, as
are all 1-RCSs near a nuclear CP.
r-connector A “ridge-like” connector. Like a ridge, ε1 and ε2 are path-normal, but the
sign of λ2 and maybe also λ1 is positive. λ3 is then the most positive, so that ρ has
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greater positive curvature tangent to the path than in the direction of ε2. ρ has greater
assumed compliance in the direction of ε2 (and maybe also ε1) than in the path-tangent
(ε3) direction.
valley ε2 and ε3 are path-normal and λ2 and λ3 have positive sign, indicating that ρ has
positive curvature normal to the path. ε1 is tangent to the path and λ1 can have
negative or positive sign, so we know that ρ has greater positive curvature in the path-
normal directions than in the path-tangent direction. λ1 has the lowest magnitude, so
we assume ρ is more compliant along the path than it is normal to the path. Most
SGPs connecting cage and ring CPs are valleys.
v-connector A “valley-like” connector. Like a valley, ε2 and ε3 are path-normal, but the
sign of λ2 is negative. ρ then has greater negative curvature in the ε1 direction, tangent
to the path, so ρ is assumed more compliant in the path-normal ε2 (and maybe ε3)
direction than it is along the path. The direction of greatest negative curvature is
tangent to ε1.
m-connector A “middle” connector. ε1 and ε3 are path-normal, unlike the other 1-RCS
classifications. λ3 will have positive sign, which is true for all points in ρ except for local
maxima (e.g. nuclear CPs), but λ1 (and maybe also λ2) can have positive or negative
sign. Because a m-connector classification contains no information about the signs of
λ1 or λ2, their signs must be inspected in order to assess the direction of compliance
of ρ.
All five types of 1-RCS appear frequently in real systems. The paths in benzene, shown in
Figure C.3, suffice to demonstrate their presence. Bond paths (bond-nuclear) and ring lines
(ring-cage) are ridges and valleys, as usual, while nuclear-ring and bond-ring (and nuclear-
cage and bond-cage) paths transition between 1-RCS classification. Figure C.4 depicts the
local curvature at the r- and m-connector regions along the nuclear-ring paths in benzene.
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The variation in 1-RCS classification shown in these figures presents a new structure in the
paths of ρ.
Figure C.3: 1-RCSs in benzene. The molecular graph of benzene where bond, ring, and
carbon and hydrogen nuclear CPs are denoted by red, green, black, and white spheres
respectively (in main figure, only the CPs at path ends are colored). Light gray lines denote
bond paths. The locations of the colored paths are shown in the inlay as black dotted lines.
Colored paths include half of a C C bond path, half of the ring line, a bond-ring path, and
a nuclear-ring path. RCS types are indicated by path color and are labeled as ridge (I),
r-connector (II), m-connector (III), v-connector (IV), and valley (V). Calculate performed
with ADF (see Section C.3.1), analysis with in-house code, figure prepared in Tecplot 360
[102] and InkScape [140].
C.2.4 Surfaces
2-dimensional RCSs are then the sets of points where a single εi is normal to ∇ρ. Unlike
a 1-RCSs, where ∇ρ is aligned with the path itself, in a 2-RCS ∇ρ lies tangent to the surface.
The following summarizes the general behavior of the eigensystem of Hρ in 2-RCSs.
ridge ε1 is surface-normal and λ1 has negative sign. Popelier’s ring surface (that encloses
Pendás et al.’s repulsive basin) is a 2-RCS ridge.
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Figure C.4: Arrows and ellipsoids depicting the principle curvatures of ρ at r- (left) and
m-connector (right) points in a benzene ring. Ring and carbon and hydrogen nuclear CPs
are shown as green, dark gray, and white spheres respectively. The 1-RCS from carbon 1 to
carbon 4 is indicated by a red line. ρ has greater positive curvature along the path at the
r-connector point and normal to the path at the m-connector point. Alternatively, a shorter
arrow signifies that ρ has greater compliance normal to the path at a r-connector point and
along the path at a m-connector point. Figure made in Mathematica [139].
r-connector ε1 is surface-normal and λ1 has positive sign. ε1 is the most compliant direc-
tion of ρ.
valley ε3 is surface-normal and λ3 has positive sign. Bader’s interatomic surface is a 2-RCS
valley.
v-connector ε3 is surface-normal and λ3 has negative sign. ε3 is the most compliant direc-
tion of ρ.
m-connector ε2 is surface-normal and λ2 has either positive or negative sign.
C.3 Examples in chemical systems
All five types of 1-RCS occur in ρ, and bond-nuclear, ring-bond, and cage-ring SGPs
suffice for demonstration. Typically, bond-nuclear SGPs are ridges and cage-ring SGPs are
valleys, as shown in Figs. Figure C.5 and Figure C.6 respectively. The valley classification
137
of the latter is also typical for SGPs that terminate at ring CPs in systems that have no
cage CPs. Ring-bond SGPs often transition between r-, m-, and v-connector regions as
shown in Figure C.7. The remaining three types of SGP also involve transitions between
1-RCS classifications, and for all SGPs the type and location of these transitions indicate
the behavior of ρ along the path.
Figure C.5: O2 bond-nuclear path. In the plot (left), blue squares and red crosses (seen in
later figures) indicate that the two eigenvalues corresponding to the path-normal eigenvectors
have the same or opposite sign respectively. The illustration (right) shows the path as a
dashed red line. Path direction is always left to right in the plot, and in order of increasing
ρ, where ρC < ρR < ρB < ρN (C, R, B, N stand for cage, ring, bond, and nuclear CP
respectively). If initial and terminal CP are the same type, then the path direction is
specified in the figure caption.
C.3.1 Computational methods
A number of covalent, ionic, and charge shift bonds were investigated using the Ams-
terdam Density Functional (ADF) suite [98–100] with B3LYP [141], LDA [142], PBE [101],
and M06 [143] functionals and all-electron DZP, TZP, TZ2P, and QZ4P basis sets [144]
with QTAIM features identified using the method by Rodríquez et al. [145, 146]. F2 was
also investigated using Gaussian09 [125] with B3LYP DFT [141], MP2 [147], CCSD [148],
and CAS-MC-SCF [149] levels of theory with 6-311G [150] and CC-PVTZ basis sets [151].
Molecular illustrations were prepared in Tecplot360 [102], except for Figure C.4 which was
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Figure C.6: Cage-ring path in 1,3,5,7-tetraphenylcubane. Colors as in Figure C.5.
Figure C.7: Ring-bond path in 1,4-dinitrobenzene. Colors as in Figure C.5.
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made in Mathematica [139], and plots were made using MatPlotLib [152] with the Python
Imaging Library [153].
C.3.2 Ring activation
Figure C.8: RCS classifications along the path from carbon 1 through the ring CP to carbon
4 in benzene. Colors as in Figure C.5.
Figure C.9: The path from carbon 1 through the ring CP to carbon 4 in phenolate. Colors
as in Figure C.5.
Activated and deactivated benzene derivatives provide a chemically meaningful example
of RCS classification. Figure C.9 to Figure C.14 show the RCS classifications along the
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Figure C.10: The path from carbon 1 through the ring CP to carbon 4 in aniline. Colors as
in Figure C.5.
Figure C.11: The path from carbon 1 through the ring CP to carbon 4 in biphenyl. Colors
as in Figure C.5.
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Figure C.12: The path from carbon 1 through the ring CP to carbon 4 in nitrobenzene.
Colors as in Figure C.5.
Figure C.13: The path from carbon 1 through the ring CP to carbon 4 in benzonitrile.
Colors as in Figure C.5.
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Figure C.14: The path from carbon 1 through the ring CP to carbon 4 in chlorobenzene.
Colors as in Figure C.5.
path from carbon 1 to carbon 4 for benzene and some of its activated and deactivated
derivatives. Figure C.9 to Figure C.11 show activated rings in order of greater to lesser degree
of activation. Figure C.12 to Figure C.14 show deactivated rings in order of greater to lesser
degree of deactivation. Activated rings have an electron donating group and an increased
reaction rate relative to benzene for electrophilic substitution, and deactivated rings have
an electron withdrawing group and a decreased relative reaction rate. Such differences in
chemical behavior leave traces in ρ and that these traces are evident in the RCS structure
of these systems.
Here we draw attention not to the specific RCS structure of the benzene derivatives, but
to their qualitative differences compared to benzene. Figure C.8 shows the path from carbon
1 to carbon 4 in benzene that is a ridge near either carbon and a r-connector about the ring
CP with small m-connector regions near the r-connector to ridge transition. Note that about
the nuclear CPs the 1-RCS is a ridge due to the radial shape of ρ near nuclei. In the non-
ridge regions we can know the signs of λi and the directions of their εi by symmetry. There
is one negative principal curvature λ1 such that ε1 is normal to the molecular plane. The
other two λi are positive with one εi path-parallel and the other path-normal and in-plane.
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A r-connector with such symmetry indicates greater positive curvature along the path,
e.g. towards the nuclear CP, than in the in-plane direction, so the path is more compliant to
changes in ρ in the path-normal direction. By contrast, a m-connector with this symmetry
signifies greater compliance of ρ along the path than normal to the path. This behavior is
shown in Figure C.4 with λi magnitude indicated by arrow length.
C.3.3 Difluorine bond path
A brief and interesting example of 1-RCS classification is the bond path in F2. Bond
paths are described as the ridges of ρ, and are consistent with the 1-RCS ridge definition. The
F2 bond is unusual as a member of the charge shift bond family [154, 155] and exceptional
in terms of its 1-RCS classification.
Figure C.15: Plot (inlay) shows 1-RCS type of half of the F2 bond path from (left to right)
bond to nuclear CP.a Illustration indicates the ridge (gray) and r-connector (red) regions
of the bond path from the bond CP (red sphere) to the fluorine nuclear CP (green sphere)
with contours of ρ decreasing logarithmically from 10 to 10−3 a.u.b The r-connector region
coincides with the transition from convex to concave contours. (a) ADF calculation; analysis
in Python using Numpy [156]; plot made with MatPlotLib [152] and the Python Imaging
Library [153]. (b) Gaussian calculation with CAS-MC-SCF and a CC-PVTZ basis set;
analysis and illustration with in-house software running in Tecplot 360 [102].
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Of the bonds considered,7 including other fluorine bonds, only the F2 bond path (Fig-
ure C.15) deviates from ridge character with a r-connector region near the fluorine nuclear
CPs where path-normal curvature changes from negative to positive. This sign change is also
visible by inspection of ρ contours about the bond path, where they change from convex to
concave in the r-connector region, and was evident regardless of calculation method. Both
phenomena–the r-connector region and the loss of ρ contour convexity–occur only in F2.
Generally, we would say that positive path-normal curvature reflects “valley” character.
The distinction of r-connector in this case is that the path-normal curvature is of lower
magnitude than in the path-tangent directions, that is, a valley has steeper relative curvature
away from the path, where the r-connector region of the F2 bond path has steeper curvature
along the path.
C.4 Convergence of RCS classification with computation method
RCS classification is based on Hρ (the second spatial derivatives of ρ), and can vary based
on the computational method. For most popular computational methods, ρ is approximated
as a linear combination of basis functions approximating atomic orbitals, so its curvature
is largely dependent on the set of basis functions used. The following plots compare RCS
classification for four functionals (LDA, PBE, B3LYP, and M06) across six basis sets (SZ,
DZ, DZP, TZP, TZ2P, QZ4P) with four sizes of frozen atomic orbital approximations (none
(i.e. all-electron), small, medium, and large). Note that the convergence with respect to
frozen atomic orbital approximations are provided merely to show that 1-RCS classification
is consistent. Frozen orbitals should be treated with caution, as the properties within volu-
metric QTAIM features in the resulting charge densities will no longer be well defined from
a quantum mechanical standpoint.
Figs. Figure C.16 and Figure C.17 show the RCS classification of the ring-bond path in
1,4-dinitrobenzene (see Figure C.7). The choice of functional (Figure C.16) or frozen core
7The following bonds were investigated. The specific bond is indicated with a dash where necessary. Covalent:
H2, N2, O2, CO, CO2, HC N. Ionic: NaF, NaCl, LiCl. Charge shift: Cl2, Br2, FCl, FBr, HF, H3C F,
H3Si F, F2.
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Figure C.16: Comparison plot of the ring-bond path in 1,4-dinitrobenzene (see Figure C.7)
for a range of DFT functionals (columns) and all-electron basis sets (rows). No qualitative
difference occurs for basis sets DZP or larger, and very little change can be seen between
functionals. Colors as in Figure C.5.
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Figure C.17: Comparison plot of the ring-bond path in 1,4-dinitrobenzene (see Figure C.7)
calculated using B3LYP across a range of basis sets (rows) and frozen atomic orbital approx-
imations (columns). Core size seems to have no effect, while the difference between basis
sets is the same as in Figure C.16. Colors as in Figure C.5.
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size (Figure C.17) makes very little difference to the RCS classification of the path, and a
basis set of DZP or larger produces the same qualitative result. This changes depending on
the types of interactions in the chemical system, e.g. you may need a smaller frozen core
approximation for more tightly bound systems.
C.5 Conclusion
We have provided a rationale for extending Hρ-based classification and analysis of CPs
that assigns more structure to the paths and surfaces of ρ based on their local geometric
features. All five 1-RCS classifications appear in calculated charge densities. Ridges and
valleys match our intuitive expectations in ρ, while the other four path types vary between
1-RCS classification. This reveals a deeper structure to paths and surfaces as indicated
by varying RCS classification that we anticipate will lead to a more complete taxonomy of
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