A method for selecting a graphical model for -vector-valued stationary Gaussian time series was recently proposed by Matsuda and uses the Kullback-Leibler divergence measure to define a test statistic. This statistic was used in a backward selection procedure, but the algorithm is prohibitively expensive for large . A high degree of sparsity is not assumed.
I. INTRODUCTION
T HERE has been much interest in recent years in the construction of graphical models from -vector-valued (or multivariate) stationary time series where , and denotes transposition. The purpose of graphical models is to aid visualization of connections between multiple time series: each of the time series is represented by one vertex and it is wished to define connections via edges between the vertices of the graph. The lack of an edge indicates the lack of a connection between the corresponding series.
Formally, a graph consists of vertices and edges , where . (We are considering simple graphs where there are no loops from a vertex to itself, nor multiple edges between two vertices.) To represent the vertices of the graph correspond to the individual series , so . Edges connect ordered pairs of distinct vertices. Edges for which both and are called undirected edges. An undirected graph is one with only undirected edges and it only represents interaction between the series. An edge is called directed if , with
. A directed graph is one in which all edges are directed and it typically encodes directions of influence or of causation between series.
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Digital Object Identifier 10.1109/TSP. 2015.2422679 In this paper we will consider the modelling only of undirected graphs. There are unordered pairs of vertices for the graph and possible distinct graph structures. A high degree of sparsity of edges is not assumed. We are interested in both moderate and large both are practically important and present a challenge to graphical modelling when a high degree of sparsity is not assumed.
The statistical framework for graphical modelling of vectorvalued time series was begun by Brillinger [3] who considered both directed and undirected graphs. Two different nonparametric approaches were subsequently developed, by Dahlhaus [4] for undirected graphs, and by Bach and Jordan [1] for directed graphs. Recent work for directed graphs includes copula-Granger methodology [2] .
In the approach of [4] the absence of an edge in the graphical model between series and is indicated by the corresponding partial coherence, being zero at all frequencies . The partial coherence is a frequency domain version of the partial correlation coefficient and measures, at a frequency , the correlation between series and when all other series involved are held constant. The partial coherence is denoted , where , and the terminology indicates that these series are held constant. The assessment of the interaction between series and thus discounts the indirect effects of the other series. Estimated partial coherencies will include sampling variability and will never be exactly zero, so that hypothesis testing is required to test edge to see if it should be declared to be missing. The problem here is that the partial coherence for edge must be zero-tested for every frequency computed: Dahlhaus [4] suggested a test based simply on the maximum of the nonparametrically-estimated partial coherence over the frequency range, but the exact asymptotic null distribution of his test statistic is not known and only approximations have been used in practice. Nevertheless, this nonparametric approach has seen considerable use [10] , [11] , [26] and some variants have been developed and applied in the context of connectivity of brain signals [8] , [18] , [19] .
The approach of [1] for directed graphs, while inapplicable here, had as a key component the use of the Kullback-Leibler (KL) divergence between stationary processes, formulated earlier by [13] . In this paper we use the KL divergence for determining undirected graphs.
As an alternative to [4] , it was suggested in [7] and [23] to instead use parametric graphical models, known as 'graphical interaction models' which utilise vector autoregressive (VAR) processes to model . Here the VAR parameters are constrained by an associated graph; by then ranging over all the possible graphs and (typically low) orders of the VAR model, an information criterion (IC) can be used to select an appropriate model. However such an exhaustive search procedure is only suitable for small . Instead of using exhaustive searches, a topology selection scheme which uses a more efficient approach was given in [24] . It uses penalized maximum likelihood where the penalty term reflects sparsity constraints. For every pair of series, the resulting partial coherence is then subjected to thresholding to determine whether it can be considered to be everywhere null (for determining the missing edges). Having thus determined the missing edges, the graph is determined and constrained parameters can be estimated. By ranging over a small number of possible VAR orders and penalty weights, and computing an IC in each case, the graph giving the minimum value of the IC is selected. Unfortunately, the correct/optimum level to take for the critical thresholding step is unknown in practice.
The case where a sparse VAR model can be assumed (i.e., many parameters are zero) is considered in [5] . Partial coherence is used in selecting the group structure of the AR coefficients. For a common data set of dimension results were close to those of [23] . The sparse VAR model was also used in the lasso-based method of [22] .
A fully nonparametric approach to graphical modelling has the advantage of avoiding the possibility of model misspecification that can arise with parametric modelling when addressing real-world data. Indeed, Matsuda [16] proposed the identification of a graphical model for based on the use of nonparametrically-estimated Kullback-Leibler (KL) divergence between two graphical models. Matsuda's test statistic is simple to compute and its asymptotic null distribution is standard Gaussian. It allows to test whether a particular nested subgraph is "correct"-in the sense that it contains the true graph-and thus to determine if restricting the set of edges poses a real constraint. Matsuda used an iterative procedure: at each step the null hypothesis that a subgraph with one edge less is correct is tested. At each such iteration the test therefore has to be carried out as many times as there are edges remaining in the graph; this is computationally very costly because of the number of test statistics needing to be computed, especially for large . Moreover, for general non-decomposable graphs the computation of the test statistic employs a second iterative procedure to satisfy the constraints imposed by the currently selected graph.
While still based on Matsuda's test statistic, we introduce a much more efficient approach to identifying the model which is also well-suited to modern distributed processing:
1. We consider only tests that compare the fully connected or complete graph (alternative) with graphs that have exactly one missing edge (null hypothesis). The standard Gaussian test statistic can be calculated without resorting to any time-consuming iterations. 2. These tests are carried out using the well-known Holm method for multiple hypothesis testing. The method provides strong familywise error control which means that the type I error of rejecting any of the tested null hypotheses falsely does not exceed the specified significance level. This contrasts with Matsuda's procedure where it is unclear how the error rate used in the stepwise selection is related to the overall properties of the procedure.
3. The decreased number of tests required in our scheme, as well as the reduced computational burden for evaluating the test statistics themselves, (as iterative fitting algorithms are no longer required), produces large efficiency gains. Indeed, the number of computations for our approach is compared to for Matsuda's implementation. 4. In simulations our algorithm achieves power at least as good as that achieved by Matsuda's original and much slower approach. 5. In contrast to Matsuda's implementation there is no dependency between the calculation of each of the test statistics and so our algorithm can be scaled for higher dimensionality just by using more processors, i.e., it is readily parallelizable for even greater speed gains. In Section II we review background ideas in time series graphical modelling (including the concept of a correct graph). Section III summarizes the construction of Matsuda's test statistic and gives a worked example showing how it is used in his backward stepwise selection procedure. In Section IV we describe our much more computationally efficient multiple hypothesis test (MHT) employing Matsuda's test statistic. The computational efficiencies of the two approaches are contrasted in Section V, justifying the improvement for the MHT algorithm, empirically illustrated in Section VI.A. Statistical powers are compared for the two algorithms in Section VI.B, and the MHT algorithm is seen to do at least as well as Matsuda's algorithm. That the MHT algorithm performs well for higher-dimensional models (large ), and is readily parallelizable for even greater speed gains, is shown in Section VII. The methodology is satisfactorily applied to EEG data in Section VIII. Concluding comments are provided in Section IX.
II. GRAPHS AND VAR MODELS
Throughout the paper, for a matrix refers to the th element of and refers to the th element of , unless otherwise stated. Without loss of generality is taken to have a mean of zero.
A. Time Series Graphical Models
The edges between the vertices represent partial correlation between two series, i.e., there is no connection between nodes & if and only if and are partially uncorrelated given
. To be precise, we remove the linear effects of from to obtain the th residual series defined as , where the filters give the minimum mean square prediction error. The th residual series is defined likewise. The sequence , is called the partial cross-covariance sequence and the two residual series are uncorrelated if it is everywhere zero. If and are partially uncorrelated we write . Let . Then is called a partial correlation graph. For Gaussian time series a null partial correlation equates to independence between the th and th conditioned series, and in this case we have a conditional independence graph.
The Fourier transform of the partial cross-covariance sequence is the partial cross-spectral density function, denoted . The partial coherence is defined as
Since for all for all we see that Let denote the spectral matrix of at frequency , assumed to exist and be of full rank. Denoting the th element of by , the partial coherence can be expressed as, (e.g., [4] ),
, and therefore i.e., if and are partially uncorrelated then there is a zero in the corresponding entry of the inverse spectral matrix [4] . (Partial correlation graphical models for time series are undirected as .)
B. Correct Graphs
An important concept in what follows is that of a correct graph. Such graphs can be used to identify the underlying graphical model for multivariate time series. The following definition is a slightly clarified version of that in [16] .
Definition 1: If is the true graphical model for , then is correct for , if
Note that by this definition, if an edge is missing in it must also be absent in for to be correct. A correct graph , when imposed on top of , will completely cover all its edges as . Also, the complete graph-containing all edges between vertices-is correct for any graphical model. By way of an example, let in Fig. 1 be the true graphical model. Then the complete graph completely covers and is correct for . Likewise, completely covers and is correct for . However, when is imposed over the edge between and in is not covered. So but . Therefore and is not a correct graph for . It should be emphasized that we use the phrasing " is the true graphical model for " and reserve the use of the word correct for the special context of Definition 1.
C. VAR Models
Here we give a very brief summary of some relevant results on VAR processes, useful for understanding ideas in our simulation examples such as "jointly influencing." We stress however that the methodology discussed in the paper is more widely applicable. is a real-valued zero mean -vector-valued autoregressive process of order , or , if it is of the form , where the are coefficient matrices, and is a -vector-valued white noise process with a mean vector of zero and covariance matrix . If , where is a identity matrix, then the process is stationary [15, p. 25] . We define and . Let be the th element of where we are interested in the case . Then is said to be the influence from on [4] . There is no influence from component on if , so that . , is the spectral matrix for where denotes conjugate transpose. Then
. If it follows [4] that if the th and th series do not jointly influence another series (i.e., and/or ), then the th and th series will be partially uncorrelated if and only if and . Later we will make use of the model (2) where , the 5-dimensional Gaussian distribution with mean and covariance matrix . For testing and illustration purposes we will make use of several models, named as follows:
Model A: Here and
By inspection of , we see that the set of missing edges is .
Model B: (Matsuda [16] ). Here and (4) and we consider the cases and 0.1, as used in [16] . For the set of missing edges in our model is , where we note that although entries (3, 4) and (4, 3) are both zero, neither entry (5, 3) nor (5, 4) are zero so that series 3 and 4 jointly influence the 5th, and therefore edge (3, 4) is not missing. When , the set of missing edges is simply . Model C: This consists of of the form (4) with but now with except that entries (1, 2) and (2, 1) of are equal to 0.5. As a result of these two offdiagonal entries being non-zero, instead of missing edges only (2, 3) is missing.
III. TEST STATISTIC

A. Test for Missing Edges
Given with graph and spectral matrix , consider graph and matrix satisfying where a measure of divergence between and is used to build the test statistic.
For example, suppose we want to determine whether two series are partially uncorrelated, or in fact simply uncorrelated in this case. Define (6) the estimated spectral matrix. With being the complete model, with the two vertices connected, we can test against , the model where the vertices aren't connected. The matrix satisfying (5) for is then (7) B. Spectral Estimator Given vector observations , the matrix periodogram estimator of takes the form , where .
has unit periodicity. Let , the th Fourier frequency, then given a symmetric positive weight sequence for , with , the frequency-averaged periodogram is (8) This estimator was used by Matsuda [16] in the derivation of his test statistic. It is necessary and sufficient for to be non-singular that , i.e., we have or more non-zero values in our weight sequence, e.g., [9, p. 3007] . For consistency of the spectral estimator we require such that for the finite sample sizes used in practice we would expect .
can be chosen using, for example, the method of 'window closing' [20] or by cross-validation [16] .
C. Construction of Test Statistic
Estimators and can be found by applying the constraints in (5) to in (8); the recursion of [27] is used for this purpose along with a result from [25] which justifies convergence-see [16, p. 403 ].
To measure the difference between and Matsuda [16] used the estimated Kullback-Leibler divergence, . With assumed even this is Under the following assumptions, Matsuda derived a statistic based on which has an asymptotically standard normal, , statistic: 1.
is a -vector-valued Gaussian stationary process.
2.
is positive definite for . 3 .
is twice continuously differentiable for and . 4.
( is at most of order ) for and the weight sequence is of the form , where is a continuous even function on . Matsuda [16] defined the test statistic as
where , (the number of missing edges in the model), and are constants with values determined by , see [16] . Given assumptions 1-4 it follows that [16] • Under ,
• Under takes the form (11) where is the true spectral matrix, denotes the true Kullback-Leibler divergence, and denotes a term of smaller order in probability than . Under
, the dominant term of the test statistic, the divergence, is positive and it therefore has a one-sided critical region. So for values of the statistic greater than a critical level, is rejected in favour of . Also from (11) the statistic diverges to infinity at rate under , so that the test can be more powerful than other standard tests which diverge at the rate [16] . Remark 1: We draw attention to the fact that Matsuda's statistical results assume that the processes involved are Gaussian. He considered [16, p. 407 ] that this might not be a necessity, but presently this is an open question. Bach and Jordan [1] also assumed Gaussianity in their study for directed graphs.
D. Matsuda's Algortihm
Matsuda [16] used the test statistic (9) and the recursion in [27] 
and if for all , then stop the procedure and select as the graphical model for . Otherwise, set where is the smallest statistic calculated.
Set
and loop back to step 1. Under the assumption that all are standard Gaussian-which they will be asymptotically if is a correct graph-the result means that under the hypothesis that all are correct, the type I error rate is asymptotically less than and the critical region is conservative [16, p. 404 ].
Remark 2: Perhaps a more intuitive definition for the type I error rate, which we use later, would be the probability of not removing an edge when is correct, i.e., it should have been removed. This is because we know the distribution of when ) is correct, so this error rate can be calculated. The error rate used in the stepwise selection is only relevant in 
E. Worked Example
The weight function chosen is with . Numerical evaluation of and when gives and . We consider Model A of Section II.C with missing edges . With for simulations of the VAR process, we ran Matsuda's algorithm with significance level . Let be the complete graph. The test statistics for the potential models and the critical levels at which they are tested are given in Table I . The steps are interpreted as follows:
Not all test statistics are above the critical level, so the process does not stop;
is set to the graph with the edge missing as this had the lowest corresponding test statistic.
Likewise
is set to the graph with the edges missing as (2, 3) had the lowest corresponding test statistic.
is set to the graph with the edges missing as (2, 5) had the lowest corresponding test statistic.
At this step all the statistics are above we stop the process here and take as the estimated graph.
This procedure gave the true final graph for the model.
IV. AN EFFICIENT TESTING PROCEDURE
A. Multiple Hypothesis Testing
We now introduce a new and much more efficient approach for identifying the true graphical model for . While still based on the test statistic defined in (9), our method doesn't update at each iteration. Essentially, we carry out Matsuda's method only for , taking as the complete graph. If the value of the statistic corresponding to graph is below an appropriate critical level, it is deemed a correct graph and the missing edge should also be missing in the estimated graphical model. We construct our estimated model by removing insignificant edges via a MHT.
Our null hypotheses are of the form is correct. The alternative hypothesis in each case is the fully connected or complete graph. Each test is thus concerned with whether an edge exists between two vertices specified by the value of . 
• Step
: if , reject . Remark 3: For each of these tests and has only a single zero constraint so that finding it does not require the iterative scheme in [27] . Consequently, the test statistics may be assembled very easily and efficiently.
B. Critical Levels
The choice of the critical values is related to the idea of the family-wise error rate (FWER). If is the number of true null hypotheses that are falsely rejected, then the FWER is defined as , i.e., the probability that at least one true null hypothesis will be falsely rejected. It is desired that for all possible constellations of true and false hypotheses, the so-called strong error control ( [14] , (9.3)). This 
C. Worked Examples
Using the same observations as in Section III.E, we list our hypotheses:
Edge does not exist between Edge does not exist between . . . . . .
Edge does not exist between
Ordering the test statistics and including the critical levels of (13) gives Table II . We can see that and , so we reject and accept . Note that this means our estimated graphical model is the graph with edges missing, the true graph for the model. We also compared behaviors of Model B of Section II.C using , with Model C, the only parametric difference being that for Model C. The former has missing edges the latter has only (2, 3) missing. Constructing a table like Table II 
test statistics are calculated, where . Setting the ratio of non-edges to total possible edges to , we can write for . Then substituting into (14) , the total number of test statistics needing to be calculated, say, satisfies where denotes terms of smaller order than . For sparsity take , then asymptotically in i.e., . For the MHT, regardless of the number of missing edges in the model, we always calculate statistics, so asymptotically, , i.e., . Clearly the sample size, , and length of weight sequence, , will affect the time it takes to calculate each test statistic. Also, if there is only one missing edge in our model, as is the case in the MHT, we do not need to iterate in order to find the matrix satisfying the constraints in (5) . If there is more than one missing edge, as in all steps of the Matsuda algorithm excluding the first, iteration is required as set out in [27] . As the number of iterations must increase as more edges are removed from the model for a good estimate, we will denote this number at each stage as . ( in the MHT as we only have to iterate once). It can be shown by considering the steps in the construction process that computation time for each statistic is . Combining this with the number of test statistics needed to be calculated above, Matsuda's algorithm has a time and for the MHT,
So the calculation times for the tests would be expected to be for Matsuda's algorithm for the MHT (16)
VI. PRACTICAL COMPARISON FOR SMALL DIMENSIONS
For small values of we are able to make direct practical comparisons of the two algorithms as Matsuda's can still be calculated in a reasonable time period. . Fig. 2(a) plots versus for Matsuda's algorithm, while Fig. 2(b) plots versus for the MHT. In both plots these times increase linearly with as expected. Fig. 2(c) shows the ratio , illustrating the rapid increase in computation time for Matsuda's algorithm with , compared to the MHT approach. These results were derived by randomly generating a model matrix (see Appendix-A) for each value considered, and then recording the completion time of each algorithm-Matsuda's or MHT-for that model. for the MHT, to the one-quarter power, versus , (c) the ratio of computation times versus , and (d) for the MHT versus . Here . Fig. 2(d) shows, for fixed and the MHT, a plot of versus , where and increases from 200 to 9 000. From (15) which for large means that should have a constant gradient with , as seen in Fig. 2(d) . These results were derived by randomly generating a single model matrix , (Appendix-A), and then recording the completion time for the MHT algorithm for that model using the different combinations specified.
A. Timings
B. Power
We will compare the results of the MHT approach against Matsuda's algorithm using two different models. To do this we utilise the concepts of (i) FWER, defined in Section IV.B, and (ii) effective power, the probability of rejecting all false hypotheses [21] .
The first model is the model of (4) and we consider the cases (missing edges ), and 0.1, (single missing edge ), as used in [16] . We considered combinations of (512, 16), (1024, 32), (2048, 64). Results are based on 600 replications for each pair .  TABLE III  AVERAGE AND STANDARD ERROR OF VALUES OF THE MODEL B  TEST  STATISTIC  FOR EACH EDGE TEST WITH For to compare the algorithms, we only consider the edges (2,3), (2, 5) , (3, 4) . This is due to the fact that these produce the three borderline statistics and while others may sometime fall outside the critical region-i.e., we reject them as edges-this is infrequent enough that simply for comparison purposes it is worth saving time by ignoring these. This approach is supported by the results in Table III which used the  values and . (In the computations the test statistics for other edges were essentially taken to be infinity.)
The results displayed in Fig. 3 were constructed as follows. For the multiple hypothesis test, was varied between 0 and 0.5 in steps of 0.00125, and used as in (13) . The MHT was carried out for each of the 600 replications followed by the two steps:
1. the FWER was recorded as the proportion of the replications for which at least one true null hypothesis was falsely rejected; 2. the effective power of the test was recorded as the proportion of replications for which (3, 4) was not included as a missing edge. This is essentially the power of the sub-test on the hypotheses claiming edges (2,3), (2,5), (3, 4) to be missing, since of these the only hypothesis that is false is the (3, 4) one; see Table IV . For Matsuda's algorithm a parameter was created and varied between 0 and 0.5 in steps of 0.00125, and then formed from ; this is the quantity used in (12) . This approach allowed us to concentrate more values near zero, resulting in a more even grid for the resultant FWER. Matsuda's algorithm was carried out for each of the 600 replications and the FWER and effective power recorded. Figs. 3(a) , (c) and (e) show the relationship between the FWER and effective power for the MHT (solid line) and Matsuda's algorithm (dashed line). As can be seen, there is no significant difference in the power of the test for the two methods.
For the case we see from Table IV that the hypotheses stating (2, 3) and (3, 4) to be missing edges are both false. So the same basic procedure is carried out as for but now the effective power is computed as the probability of rejecting both the hypotheses involving (2, 3) and (3, 4) . The results are shown in Figs. 3(b) , (d) and (f) from which it is seen that again the MHT does at least as well as Matsuda's algorithm.
Turning to model A of Section II.C, with given in (3) and missing edges , we can see in Table V that the only other 'boundary edge' is (3, 5). Again we considered combinations of (512, 16), (1024, 32), (2048, 64) and used 600 replications for each pair. The results were calculated using the same method as above, the only difference being the effective power is now the power of the sub-test on hypotheses claiming the edges (2,3),(2,5), (3, 4) , (3, 5) to be missing. Of these, the false hypothesis is that stating (3, 5) to be a missing edge. Fig. 4 compares the FWER and effective power for the MHT and Matsuda's algorithm. Again, there is no significant difference in the power of the test for the two methods.
VII. MHT ALGORITHM FOR HIGHER DIMENSIONS
We have shown that the MHT approach performs well for a relatively small number of dimensions . We now look at higher dimensions.
A. Timings
It might be thought that the inefficiency of Matsuda's algorithm is not of concern for such moderately large , given modern computing power. However Fig. 5 gives timings (see Section VI.A) for the MHT algorithm in seconds for from 10 to 50 (using a 3 GHz processor). Here and . For the time taken was about 220s; if this is scaled up (crudely) for Matsuda's algorithm by we arrive at a time of over 6 days. I percentage error is here the ratio 100(number of edges accepted when missing)/(number missing) and the type II percentage error is the ratio 100(number of edges deleted when present in the true graph)/(number present). Fig. 6 gives the type I and II percentage errors when is fixed at the large value and is varied. These results were derived using a model matrix (see Appendix A) giving rise to a true graphical model with 36% of connections present. The results seem quite satisfactory and behave in the reciprocal way expected.
B. Accuracy
C. Parallelizability
The full algorithm consists of three stages: 1. Compute the weighted periodogram and store it in memory (along with its inverse Parallelization can be used to greatly speed up step 2, the calculation of the test statistics. In contrast to Matsuda's implementation there is no dependency between the calculation of each of the test statistics. On a multicore CPU a test statistic can be assigned to each core, and upon completion the next statistic needing calculation is assigned. Fig. 7 illustrates that the overall timing is close to linear in the reciprocal of the number of cores used.
The projected intercept of the line in Fig. 7 , approximately 33 s, indicates the overheads from the parallelization and calculation of the weighted periodogram, and provides a limit on how fast the algorithm can run. Step 1, contributes to this overhead, and requires care as it can vary enormously in magnitude depending on implementation. For example, with and our CPU optimized implementation for step 1 took 3.4 s while a non-naïve, but nonetheless unoptimized implementation, took over 420 s.
The key message is that our algorithm is perfect for parallelization and consequent huge speed gains.
VIII. APPLICATION TO EEG DATA
We now apply the MHT method to electroencephalogram (EEG) data, (resting conditions with eyes closed), for 33 males, 19 diagnosed with negative-syndrome schizophrenia, and 24 controls. This rare heritage clinical dataset from unmedicated patients was discussed in detail in [19] . Interest is in detecting any differences in patterns of brain connectivity between the groups.
For each individual EEG was recorded on the scalp at 10 sites so that is a vector-valued process. There are possible graph structures, and possible connections between the series (edges to the graph). Each possible connection was assigned a connection index from 1 to 45 as given in [19] .
For illustration purposes, the ten channel time series for one of the negative-syndrome patients is shown in Fig. 8 . For each of the negative-syndrome patients the MHT algorithm was used to determine whether an indexconnection existed, and the percentage of the group of patients exhibiting this connection was recorded. The same was done for the control group. Fig. 9 gives the resulting percentages for each connection and both groups. For 3/4 of the connections the percentage is lower for the controls, suggesting patients exhibit a tendency towards higher connectivity, a result consistent with [19] where completely different methodology was used.
IX. CONCLUDING DISCUSSION
Matsuda's approach to identification of a graphical model involves an appealing Kullback-Leibler statistic but, while improving on exhaustive search approaches, his implementation using a backward stepwise selection is extremely heavy computationally. This paper introduced a multiple hypothesis test implementation using Matsuda's statistic. The number of statistics needing to be calculated is reduced by and the computational burden for evaluating the test statistics themselves is notably reduced as iterative fitting algorithms are no longer required.
The MHT approach allows us to derive a more relevant control on the error rate in contrast to the stepwise procedure where the error rate used in each test step doesn't have a clear link to the total error of the procedure. The type I error rate we are controlling is the probability of failing to delete an edge when it is missing in the true graphical model. It may be more intuitive to define the error as deleting an edge that is contained in the true graph. In order to do this we would have to accurately know the distribution of the test statistic under this alternative, but unfortunately we don't know this.
The conservative nature of the Holm approach can in theory be somewhat offset by using an adaptive approach, (explained in detail by Guo [12] ), particularly for large . The result is a more powerful test than the standard Holm procedure and although the FWER will be higher, Guo showed it still controls the FWER asymptotically. We implemented this methodology but for our examples and the values of utilized, differences were very small; however, this approach is undoubtedly worthy of further investigation.
It is possible using our method to conduct an efficient stepwise approach by running the MHT and keeping all edges that clearly exist (i.e., have a very large test statistic), thus defining a new to that used previously. Much of the work is thus completed. Then the MHT can be re-run to test models differing from by one edge, but such additional steps require the iterative scheme [27] .
Finally, we have shown that the algorithm scales very well-is highly parallelizable-with appropriate computing resources. Future work would involve rendering the algorithm for efficient calculation on high performance computing hardware such as GPUs.
APPENDIX
A. Random Model Construction
For our simulations random models were constructed by randomly formulating matrices with the number of zero entries specified as follows.
For a given value a matrix was constructed with null entries. All diagonal elements and non-diagonal elements in position for which were populated by random values sampled from the distribution. The matrix was then subject to spectral decomposition and any eigenvalues with modulus greater than unity were replaced by their reciprocals and reconstructed using the modified eigenvalues. For such a we know , [15, pp. 15 & 653] and so a stationary process results. The choice of controls the sparsity; our default choice makes approximately 64% of the matrix entries zero for .
