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For a positive integer m where 1  m  n, the m-competition
index (generalized competition index) of a primitive digraph is the
smallest positive integer k such that for every pair of vertices x and
y, there exist m distinct vertices v1, v2, . . . , vm such that there are
directedwalks of length k from x to vi and from y to vi for 1  i  m.
Them-competition index is a generalization of the scrambling index
and the exponent of a primitive digraph. In this study, we determine
an upper bound on the m-competition index of a primitive digraph
using Boolean rank and give examples of primitive Booleanmatrices
that attain the bound.
© 2011 Elsevier Inc. All rights reserved.
1. Preliminaries and notations
For terminology and notation used here, we follow the styles in [2,4,7,8]. A matrix A is called
nonnegative if all its elements are nonnegative, and it is denoted by A  0. A matrix A is called positive
if all its elements are positive, and it is denoted by A > 0. For anm× nmatrix A, we denote its entry in
the (i, j) spot by A(i, j), its ith row by A(i, ∗), and its jth column by A(∗, j). If B is anotherm×nmatrix,
we say that B is dominated by A and write B  A if B(i, j)  A(i, j) for all i and j. We denote anm × n
all-ones matrix by Jm,n (and by Jn ifm = n), anm × n all-zero matrix by Om,n, an all-ones n-vector by
jn, an n× n identity matrix by In, and its ith column by ei(n). Them and n are omitted whenever their
values are clear from the context.
Let D = (V, E) denote a digraph (directed graph) with vertex set V = V(D), arc set E = E(D), and
order n. Loops are permitted but multiple arcs are not. A walk from x to y in a digraph D is a sequence
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of vertices x, v1, . . . , vt, y ∈ V(D) and a sequence of arcs (x, v1), (v1, v2), . . . , (vt, y) ∈ E(D), where
the vertices and arcs are not necessarily distinct. A closed walk is a walk from x to y where x = y. A
cycle is a closed walk from x to y with distinct vertices except for x = y. The length of a walk W is the
number of arcs in W . We use the notations x
k→ y and x k→ y to denote that there is a directed walk
of length k from vertex x and to vertex y and that there is no such walk, respectively.
For an n × n nonnegative matrix A = (aij), its digraph, denoted by D(A), is the digraph with a
vertex set V(D(A)) = {v1, v2, . . . , vn}, and (vi, vj) is an arc of D(A) if and only if aij > 0. Note that
for a positive integerm, the kth power Ak = [bij] of A is a nonnegative matrix such that bij > 0 if and
only if vi
k→ vj in D(A). A digraph D is called strongly connected if for each pair of vertices x and y in
V(D), there exists a walk from x to y. For a strongly connected digraph D, the index of imprimitivity of
D is the greatest common divisor of the lengths of the cycles in D, and it is denoted by l(D). If D is a
strongly connected digraph of order 1, then D has a loop and l(D) = 1. A strongly connected digraph D
is primitive if l(D) = 1. If D is a primitive digraph of order n, there exists some positive integer k such
that there exists a walk of length exactly k from each vertex x to each vertex y. The smallest such k is
called the exponent of D, and it is denoted by exp(D). Equivalently, a square nonnegative matrix A of
order n is called primitive if there exists a positive integer r such that Ar > 0. The minimum such r is
called the exponent of A, and it is denoted by exp(A). Clearly, exp(A) = exp(D(A)).
A Boolean (0, 1)-matrix (or just Boolean matrix) is a matrix with only 0’s and 1’s as its entries. Using
Boolean arithmetic (1 + 1 = 1, 0 + 0 = 0, 1 + 0 = 1) we determine that AB and A + B are Boolean
(0, 1)-matrices if A and B are. The definitions of primitivity and the exponent of a primitive matrix
extend quite naturally to (0, 1) Boolean matrices. In this study, we henceforth restrict our discussion
to (0, 1) Boolean matrices.
Wielandt [9] stated that exp(A)  (n − 1)2 + 1 and that equality is attained byWn, where
W1 = [1] , W2 =
⎡
⎣ 1 1
1 0
⎤
⎦ and Wn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
1 0 · · · 0 1
1 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
when n  3.
For a positive integermwhere 1  m  n, we define them-competition index of a primitive digraph
D, denoted by km(D), as the smallest positive integer k such that for every pair of vertices x and y, there
existm distinct vertices v1, v2, . . . , vm such that x
k−→ vi and y k−→ vi for 1  i  m in D.
Kim [8] introduced them-competition index as a generalization of the competition index presented
in [5,7]. Akelbek and Kirkland [2,3] introduced the scrambling index of a primitive digraph D, denoted
by k(D). In the case of primitive digraphs, the definitions of the scrambling index and 1-competition
index are identical. We have k(D) = k1(D). On the basis of the definitions of them-competition index
and the exponent of D of order n, we can write km(D)  exp(D) when 1  m  n. Furthermore, we
have kn(D) = exp(D) and
k(D) = k1(D)  k2(D)  · · ·  kn(D) = exp(D). (1)
This is a generalization of the scrambling index and exponent. Many studies such as [10] have investi-
gated exponents and their generalization.
An equivalent definition of the m-competition index can be given in terms of Boolean matrices.
For a positive integer m where 1  m  n, the m-competition index of a primitive Boolean matrix
A, denoted by km(A), is the smallest positive integer k such that any two rows of A
k have at least m
positive elements in a coincident position.
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Definition 1. Let A be an n× l primitive Boolean matrix. For integers i and j such that 1  i, j  l, we
denote
Ni(A)= {k|A(i, k) = 1} ,
Ni,j(A)= Ni(A) ∩ Nj(A),
ni,j(A)= |Ni,j(A)|,
n∗(A)=min
i,j
ni,j(A).
If A is an n × n primitive Boolean matrix, then
km(A) = min{k|n∗(Ak)  m}.
If A is the adjacency matrix of a primitive digraph D, then km(D) = km(A). As a result, throughout the
paper, wherever there is no chance of confusion, we use the digraph D and the adjacency matrix A(D)
interchangeably.
We say that a Boolean matrix A is permutationally similar to a Boolean matrix B if there exists a
permutation matrix P satisfying B = PAPt , where Pt denotes the transpose of P.
Proposition 2 [2]. Let A be a primitive matrix of order n (2). Then,
k1(A) 
⌈
(n − 1)2 + 1
2
⌉
.
The equality holds if and only if A is permutationally similar to W2 or J2 when n = 2 and permutationally
similar to Wn when n  3.
Proposition 3 [8]. Let A be a primitive matrix of order n (2). For a positive integer m such that 2 
m  n, we have
km(A)  1 +
⎧⎨
⎩
(
n+m−2
2
)
(n − 1), when n + m is even,(
n+m−3
2
)
n, when n + m is odd.
The equality holds if and only if A is permutationally similar to Wn.
For simplicity, let
hn,m = 1 +
⎧⎨
⎩
(
n+m−2
2
)
(n − 1), when n + m is even,(
n+m−3
2
)
n, when n + m is odd.
Then, we have km(Wn) = hn,m. Note that hn,1 =
⌈
(n−1)2+1
2
⌉
and hn,n = (n − 1)2 + 1.
2. Main results
If anm× n Booleanmatrix A is not a zero matrix, we define its Boolean rank b(A) to be the smallest
positive integer b such that for some m × b Boolean matrix X and b × n Boolean matrix Y , A = XY
under Boolean arithmetic. The Boolean rank of the zero matrix is defined to be zero. A = XY is called
a Boolean rank factorization of A. The term rank of a Boolean matrix A, denoted by t(A), is defined as
H.K. Kim / Linear Algebra and its Applications 435 (2011) 2166–2174 2169
the largest number of 1’s in Awith at most one 1 in each column and at most one 1 in each row. Then,
we have t(A)  b(A) since t(A) is also equal to the minimum number of lines needed to cover the
nonzero entries of A, which is greater than or equals to b(A).
In this study,we give anupper boundon km(A) of a primitivematrixAusing Boolean rank b = b(A) and
characterize Boolean primitive matrices that achieve the upper bound. Since the only n × n primitive
Boolean matrix of Boolean rank 1 is Jn and km(Jn) = 1, we consider the case of b(A)  2.
Lemma 4. Let A be an n × n primitive Boolean matrix and A = XY be a Boolean rank factorization of A
with Boolean rank b(A) = b  2. Let B and C be l × b and b × l Boolean matrices, respectively.
(i) If ni,j(B)  m, then ni,j(BY)  m.
(ii) If n∗(C)  m, then n∗(XC)  m.
Proof. Since t(Y)  b(Y) = b, there exists an n × n permutation matrix Q such that
YQ 
[
Q1 Y1
]
,
where Q1 is a b × b permutation matrix. Then, BYQ 
[
BQ1 BY1
]
. Therefore, ni,j(BYQ)  m since
ni,j(BQ1)  m. This concludes (i).
There are no zero lines (i.e., rows and columns) in X since A = XY is primitive and a Boolean rank
factorization of A. Each row of XC dominates a row of C. This establishes the result. 
Proposition 5 [1,6]. Suppose that X and Y are n × l and l × n Boolean matrices, respectively, and that
neither has a zero line. Then,
(i) XY is primitive if and only if YX is primitive.
(ii) If XY and YX are primitive, then
|exp(XY) − exp(YX)|  1.
(iii) If XY and YX are primitive, then
|k1(XY) − k1(YX)|  1.
Lemma 6. Let A be an n × n(n  2) primitive Boolean matrix with Boolean rank b(A) = b  2 and
A = XY be a Boolean rank factorization of A, where X and Y are n × b and b × n Boolean matrices,
respectively. Let m be a positive integer such that 1  m  n. Then,
(i) YX is primitive.
(ii) If m < b, then
km(XY)  km(YX) + 1.
(iii) If b  m  n, then
km(XY)  kb(YX) + 1.
Proof. Part (i) was referenced in Proposition 5. Suppose m < b and km(YX) = k. By the definition of
them-competition index,
n∗((YX)k)  m.
By Lemma 4, n∗(X(YX)k)  m and n∗(X(YX)kY)  m. Since X(YX)kY = (XY)k+1, we have
km(XY)  k + 1 = km(YX) + 1.
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Part (ii) is proved. Suppose b  m  n. Note that kn(XY) = exp(XY) and kb(YX) = exp(YX). Then, by
Proposition 5 and (1),
km(XY)  kn(XY)  kb(YX) + 1.
This establishes the result. 
In Lemma 6, it is not always true that |km(XY) − km(YX)|  1 if 1 < m < b. See Example 7.
Example 7. Suppose b  4 and consider the matrix A given by
A =
⎡
⎣Wb Wb
Wb Wb
⎤
⎦ .
Since b(Wb) = b,Wb = IbWb is a Boolean rank factorization ofWb. Let
X =
⎡
⎣ Ib
Ib
⎤
⎦ , Y = [Wb Wb ] .
Then, A = XY is a Boolean rank factorization of A. Further,
YX =
[
Wb Wb
] ⎡⎣ Ib
Ib
⎤
⎦ = WbIb = Wb.
Then, we have
k2(A) = k2(XY) = k1(Wb) = hb,1,
k2(YX) = k2(Wb) = hb,2.
Therefore, we have |k2(XY) − k2(YX)| > 1.
The following theorem yields a bound on km(A) that is finer than that in Proposition 3 whenever A
is a primitive n × n Boolean matrix for which b(A) < n.
Theorem 8. Let A be an n × n(n  2) primitive matrix with Boolean rank b(A) = b  2. For a positive
integer m, we have
km(A) 
⎧⎨
⎩ hb,m + 1, when 1  m < b,hb,b + 1, when b  m  n.
Proof. Let A = XY be a Boolean rank of factorization of A, where X and Y are n× b and b× n Boolean
matrices, respectively. If 1  m < b, thenwe have km(A) = km(XY)  km(YX)+1 by Lemma 6. Since
YX is a b × b primitive Boolean matrix,
km(A) = km(XY)  km(YX) + 1  hb,m + 1,
by Proposition 3. If b  m  n, then we have km(A) = km(XY)  kb(YX) + 1 by Lemma 6. Since YX
is a b × b primitive Boolean matrix,
km(A) = km(XY)  kb(YX) + 1  hb,b + 1,
by Proposition 3. This establishes the result. 
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Table 1
b  3.
M1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 J 0 0 · · · 0 0
...
...
. . .
. . .
. . .
...
...
0 0 · · · J 0 0 0
0 0 · · · 0 J 0 J
0 0 · · · 0 0 J 0
J 0 · · · 0 0 0 0
J 0 · · · 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
M2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 J 0 0 · · · 0 0
...
...
. . .
. . .
. . .
...
...
0 0 · · · J 0 0 0
0 0 · · · 0 J 0 J
0 0 · · · 0 0 J 0
J 0 · · · 0 0 0 0
J 0 · · · 0 0 J 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
M3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 J 0 0 · · · 0 0 0
...
...
. . .
. . .
. . .
...
...
...
0 0 · · · J 0 0 0 0
0 0 · · · 0 J 0 J J
0 0 · · · 0 0 J 0 0
J 0 · · · 0 0 0 0 0
J 0 · · · 0 0 0 0 0
J 0 · · · 0 0 J 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Gregory et al. [6] proved Theorem8 in the case thatm = n and have also characterized thematrices
giving equality. Akelbek et al. [1] proved Theorem 8 in the case thatm = 1 and have also characterized
the matrices giving equality. In particular, when 3  b  n − 1, they have shown in [1] that equality
holds for m = 1 in Theorem 8 if and only if A is permutationally similar to one of the matrix types
{M1,M2,M3} in Table 1. In Table 1, the rows and columns ofM1,M2,M3 are partitioned conformally,
so each diagonal block is square, and the top left hand submatrix common to each has b blocks in its
partitioning.
Characterizing the matrices that give equality in Theorem 8 for cases with m  2 appears to be
complicated and difficult. Lemma 9 has proved useful in narrowing the search. For example, using
Lemma 9 and techniques from [1], it can be shown1 that if 2  m < b  n − 1 and equality holds
in Theorem 8, then it is still necessary that A is permutationally similar to one of the matrix types in
Table 1. However, not all matrices in Table 1 give equality in Theorem 8 (see Example 11).
For positive integersm and b such thatm < b, we denote
Sb,m =
{
(i, j)|ni,j
(
W
hb,m−1
b
)
< m and i  j
}
.
The digraph D(Wn) is called aWielandt graph; it is a digraph with a Hamilton cycle 1 → 2 → · · · →
n → 1 together with an arc from n − 1 to vertex 1.
Lemma 9. Let b  3 and m < b. In D = D(Wb),
(i) if b + m is even, then we have
(a) Sb,m =
{(
b−m
2
, b
)
,
(
b−m+2
2
, b
)
, . . . ,
(
b+m−2
2
, b
)}
,
(b) ni,b
(
W
hb,m−1
b
)
= m − 1 for each (i, b) ∈ Sb,m,
1 Proof available on request.
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Fig. 1. Db−1 and Db where only the white vertices have a loop.
(c) i
hb,m−1−→ b and b hb,m−1−→ b − 1 for each (i, b) ∈ Sb,m,
(d) b − 1 ∈ Nb+m−2
2
,b
(
W
hb,m−1
b
)
.
(ii) if b + m is odd, then we have
(a) Sb,m =
{(
b−m+1
2
, b
)}
,
(b) ni,b
(
W
hb,m−1
b
)
= m − 1 for each (i, b) ∈ Sb,m,
(c) i
hb,m−1−→ b − 1 and b hb,m−1−→ b for each (i, b) ∈ Sb,m ,
(d) b − 1 ∈ Nb−m+1
2
,b
(
W
hb,m−1
b
)
.
Proof. We have Db−1 and Db in Fig. 1. We also have
hb,m − 1 =
⎧⎨
⎩
(
b+m−2
2
)
(b − 1), when b + m is even,(
b+m−3
2
)
b, when b + m is odd.
Consider the digraph Db−1 when b + m is even. Consider the digraph Db when b + m is odd. We can
check the result. 
The following example shows that for each i = 1, 2 and each choice of integers b and n with
3  b  n − 1, there is a primitive Boolean n × n matrix Ai of type Mi with b(Ai) = b that attains
equality in Theorem 8 for all m in the range 2  m < b. Matrices A3 of type M3 that attain equality
are also given. Unlike A1 and A2, the construction of A3 depends onm.
Example 10. Let
Y¯ =
[
e1 e2 · · · eb
]
and X¯ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
et2
et3
...
etb
et1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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and
Y˜1 = eb−1jtn−b, X˜1 = jn−bet1;
Y˜2 = eb−1jtn−b, X˜2 = jn−bvt;
where ei = ei(b) for any i ∈ {1, 2, . . . , b} and v = e1 + eb.When 1  q < n − b, let
Y˜3 =
[
eb−1jtq eb−1jtn−b−q
]
, X˜3 =
⎡
⎣ jqet1
jn−b−qvt
⎤
⎦ .
Denote Xi =
⎡
⎣ X¯
X˜i
⎤
⎦ and Yi = [ Y¯ Y˜i ] for i = 1, 2, 3. Let Ai = XiYi for i = 1, 2, 3.We have that Ai is
the type ofMi in Table 1. Then we have b(Ai) = b, YiXi = Wb, and km(Ai)  hb,m + 1. Let
p =
⎧⎨
⎩
b+m−2
2
, when b + m is even,
b−m+1
2
, when b + m is odd.
By (a) of Lemma9,we have np,b
(
W
hb,m−1
b
)
< m. Since only repetition of columns of Yi is eb−1, we have
np,b
(
W
hb,m−1
b Yi
)
< m by (d) of Lemma 9. Then, n∗
(
XiW
hb,m−1
b Yi
)
< m. Therefore, km(Ai) = hb,m + 1
for i = 1, 2, 3.
Example 11. Not all matrices in Table 1 give equality in Theorem 8 when 2  m < b  n − 1. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 1 0
1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then, b(A) = 4 and A is the type ofM1 in Table 1. However, we can check k2(A) = 6 < hb,2 = 8 and
k3(A) = 8 < hb,3 = 10.
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