Computer vision based object tracking has been used to annotate and augment sports video. For automatically and systematically competition data collection and tactical analysis. The proposed project also includes research of data visualization, connected training auxiliary devices, and data warehouse. Deep learning techniques will be used to develop video-based real-time microscopic competition data collection based on broadcast competition video. Machine learning techniques will be used to develop tactical analysis. In addition, training auxiliary devices including smart badminton rackets and connected serving machines will be developed based on the IoT technology to further utilize competition data and tactical data and boost training efficiency. Especially, the connected serving machines will be developed to perform specified tactics and to interact with players in their training.
I. INTRODUCTION
In the high-rank badminton competitions, the outstanding performance of athletes depends on not only the solid training but also the mastery of the opponents' superiority, inferiority, and even tactics and emotion in the games. Hence, supporting systems for real-time tactical information collection and analysis are critical for top athletes to win their games. Possible services during matches may include monitoring of ball type usage and ball accuracy, evaluating players' reaction agility and footwork techniques, alerting happening of continuous loss and analyzing the causes, and detecting modes of defensive or offensive playing. According to the information, coaches can advise players to take corresponding tactics. Furthermore, in the post game review, such a system can provides accurate gaming data for the discussion. Therefore, automatic competition data collection and tactical analysis are turnkey technologies for professional athletes.
Videos can be considered as logs of visual sensors and retain a large amount of information. In most cases, tactical data were manually labeled from video, but this approach is time-consuming. It would be efficient to extract competition ‡ Office of Physical Education, National Chiao Tung University, Hsinchu City 30010, Taiwan.
Department of Electronic and Computer Engineering, National Taiwan University of Science and Technology, Taipei City 106, Taiwan. data from video based on computer vision techniques, and real-time tactical analysis incorporated with big data analysis could be realized. This method not only reduces manual errors, but also improve efficiency and accuracy. In NBA, professional companies deploy high-resolution cameras in arenas incorporated with offline image processing for the tracking of the ball and players. However, these systems are expensive and accompanied high operating cost. In [1] , computer vision incorporated with machine learning are applied to detect the court and players and classify ball types. The data of player positions and ball types are used in the classification of tactics. Most works mentioned require the assistance of experienced coaches. That hinders the development of automatic data collection systems.
In this paper, a project for badminton competition data collection and tactical analysis is introduced. Fig. 1 depicts the scope of this project. The turnkey techniques include deep learning video analysis, machine learning and tactical analysis, wearable sensor and IoT technology, and AR/VR visualization. The data collection sub-project utilizes broadcast videos to efficiently collect microscopic competition data by deep learning video analysis. The tactics sub-project develops ball type classification and spatial and temporal tactical analysis. The visualization sub-project provides graphic user interfaces and data representation for easy understanding and speedy knowledge discovery. The data warehouse sub-project provides the data exchange platform and keeps all microscopic and macroscopic competition data for further analysis. In addition, an IoT-based serving machine system that can be programmed to perform specified tactics will be developed to interact with players in their training.
Overall speaking, we are going to build the capability of microscopic data collection and tactical analysis of badminton competitions. The rest of this paper is organized as below. Section II presents the architecture of the proposed system in the CoachAI project. In Section III, the deep learning network for shuttlecock trajectory tracking is described. Section IV introduces the deep learning networks for player positioning and skeleton detection. Section V provides current implementation status. The conclusion and future works are given in Section VI. 
II. OVERVIEW OF THE COACHAI PROJECT
The scope of the CoachAI project is illustrated in Fig. 1 . The data collection sub-project, Sub-project 1, is going to build the capability of automatic microscopic data collection based on deep learning technology. The videos of top-rank professional badminton competitions, that are available on YouTube, are the subjects to be analyzed. The frame-level microscope data include the position of the shuttlecock, the locations and skeletons of the players. For each frame, a deep learning network, called TrackNet, that can locate high-speed and tiny objects from ordinary broadcast video is adopted to position the flying shuttlecock; and the well known YOLOv3 and OpenPose packages are fine-tuned to segment players and detect the skeletons of players, respectively. More macroscopic data, such as shuttlecock speeds, stroke times, ball types and footworks, can be available based on the microscope data.
The tactical analysis sub-project, Sub-project 2, is going to build the capability of tactical analysis and recommendation based on machine learning techniques and big data analysis. Classifiers will be designed to identify stroke times, recognize ball types and proactive/active modes of playing, and predict the drop point of the shuttlecock. Statistic analysis can be applied to analyze the footwork patterns and to find the reasons of continuous loss. Spatial analysis can help to understand the ability of ball control and to find ball usage patterns. Temporal analysis can be used to estimate physical declination and to detect tactical change. During the matches, the capability of real-time tactical analysis is important in order to provide tactical information for coaches and players.
The visualization sub-project, Subproject 3, provides graphic user interfaces, image processing functionality, and AR/VR capability. By the help of Subproject 3, the data obtained by Subproject 1 and Subproject 2 can be presented in the ways of easy understanding. That not only helps athletes and coaches to quickly catch the insight of the data but also benefits data mining processes. Furthermore, virtual reality (VR) and augmented reality (AR) techniques can help athletes familiar with opponents' ball type usage, footwork, and tactics in immersed ways. That can strengthen psychological quality of players.
In addition to data collect and tactical analysis, training auxiliary devices can directly benefit training efficiency. The training assistant sub-project, Subproject 4, is going to develop a real-time training auxiliary system including smart badminton rackets and connected serving machines. Besides the computer vision based ball type classification, smart rackets are designed to recognize stroke types by utilizing wearable IMU sensors installed at the bottom of the racket handle. The wearable sensors are composed of MPU9250 and Nordic nRF52 chips. An app is developed to collect the IMU data and classify strokes. In addition, IoT-based connected serving machines provide APIs for programmable online operation. Therefore, the serving machines can simulate opponent's ball usage patterns to reinforce pre-match training.
The data warehouse sub-project, Subproject 5, provides database and cloud computing services. It stores a large amount of video data, trajectory data and sensor data to support the development of other sub-projects, especially for tactical analysis. Besides, it provides cloud computing services such as deep learning, big data analysis or other complex operations. Parallel computing will be used to accelerate calculation, and docker technology will be introduced to fully utilize GPU resources.
We cooperate with the school badminton team of NCTU as well as top-ranked athletes in Taiwan through the coordination of the Chinese Taipei Badminton Association. The value of the prototype system will be finally evaluated by the national athletes. We expect to provide players with a big data analysis system that combines real-time strategy analysis and trainingassisted devices. By Strategy Recommendation system, players can adjust their tactic during the game instantly. By realtime training auxiliary devices, players can adjust the training content to improve the training efficiency. The proposed system can enable players to have outstanding performance and provide players a better training environment.
III. SHUTTLECOCK TRAJECTORY TRACKING
It is challenging to track small objects from low resolution or low quality video. Even worse is that for sports like tennis, badminton, and baseball, due to the small size and high flying speed of the balls, the images of the balls in the video are typically blurred, and the ball recognition and positioning become harder. Currently, commercial solutions in the market usually rely on high resolution and high frame rate video. However, the hardware investment and operation cost are also high.
A convolutional neural network (CNN) based framework, called TrackNet [2] , has been proposed to take consecutive frames together to generate a heatmap for ball detection. Fig.  2 depicts the framework of TrackNet. In the figure, TrackNet is designed to process three consecutive frames at once, and to output a ball detection heatmap corresponding to the last frame. Since three frames are input together, not only the appearance but also the trajectory of the shuttlecock could be cues for ball detection and positioning. For training and testing purposes, the resolution of a dataset is 1280 × 720 and then downsampled to 640 × 480 has been prepared. The first 13 layers referring to the design of VGG16 [3] is for the purpose of feature extraction, and the 14th to 24th layers referring to DeconvNet [4] follows to perform upsampling. At the end, a ball detection heatmap is generated by applying pixel-wise softmax. The ground truth of a heatmap is an scaled 2D Gaussian distribution located at the head of the shuttlecock. The ball center is available in the dataset, and the variance of the Gaussian distribution refers to the size of shuttlecock images.
The detection heatmap is not directly used in the calculation of the loss function, and therefore is not considered as part of the deep convolution network. The last second layer that is the one right before the softmax operation has size 640 × 480 and depth 256. The size is the same as the input image size, and the depth is corresponding to the grayscale values from 0 to 255. The pixel-wise one hot encode is used to encode heatmap into the output matrix. The pixel with the largest value on the heatmap is considered as the location of the shuttlecock.
After all, if a detection heatmap is given, the position of the shuttlecock can be decided as follows. First, the heatmap is converted into a black-white binary map by a threshold. If the value of a pixel on the heatmap is greater than the threshold, the output of the pixel is set to 255. Otherwise, the output is set to 0. Then, a circle finding algorithm named Hough Gradient Method is applied to find the center of each spot. If exactly one circle is identified, the center of the circle is reported as the location of a shuttlecock. In other cases, the image is considered as without a shuttlecock.
IV. ATHLETE POSTURE DETECTION
In order to evaluate the movements of players, the posture data are important. The collection of posture data is divided into two stages, the bounding box detection and the skeleton detection. YOLOv3 [5] is used in the player bounding box detection, and OpenPose [6] is used in the player skeleton detection.
The YOLOv3 pre-trained model is used to detect the bounding boxes of players in video. However, YOLOv3 marks all of the people in the pictures including non-players. Therefore, based on the information of the badminton court layout, an homography matrix is calculated to estimate the projection 2D coordinate on the court. The midpoint on the lower boundary of a bounding box is considered as the 2D coordinate of the object that is used to filter out non-plyers' bounding boxes. The bounding box coordinates which are outside the court region will be filtered out. Based on the information collected, we can roughly locate and analyze the player's position on the field.
Besides the bounding boxes that can give the position information, the skeletons of players can tell the movement details of players. The bounding boxes of players are enlarged by 0.5 times to enclose a whole image of the player. Then, OpenPose [6] is adopted to depict the skeleton on the MPII model for the human near the center of the bounding box. Players on both sides are processed separately. Based on the series of skeletons, the player's footwork and physical movements can be understood and analyzed. Furthermore, the playing modes of players in the matches, including defensive playing and offensive playing, could be classified.In summary, combined with the bounding boxes of players obtained by YOLOv3 and the skeletons of athletes obtained by OpenPose, the movements and footwork can be analysis.
V. IMPLEMENTATION
In this section, we introduce some preliminary results of the CoachAI project. In the frame level, the shuttlecock position, bounding boxes of players, and skeletons of players were labeled. In the rally-level, the shuttlecock hit time and ball types were annotated, and the reasons of score or loss were also remark. The rally-level labeling is implemented by the members of the NCTU school badminton team.
The labeling task is quite laborious. A video preprocessing tool helped to mark out non-competition screens, and also provided rough start and finish times of rallies. To increase the efficiency of skeleton labeling, the skeleton data are clustered to identify outliers. Only skeletons considered as outliers are manually labeled. Fig. 3 illustrates the process. The clusters of skeletons detected by the MPII pre-trained model are sketched in the box on the left hand side. If a outlier cluster is selected, many incorrect skeletons with images are displayed. See the pictures in the box at the middle. Only those skeletons will be adjusted. See the pictures in the box on the right hand side. After the skeletons are corrected, the new dataset is used to fine-tune the model. In the future, we will add a keypoint corresponding to the racket neck join in our skeleton model.
For the labeling of shuttlecock, due to the high moving speed, the shuttlecock images in the video may be blur and with afterimage trace. In such cases, the latest ball image is labeled to be the position of the shuttlecock. This method is the same as the method of labeling tennis proposed in the work of TrackNet [2] . The racket keypoint is labeled at the join of the neck and face of the racket. For example, in Fig. 4 , the shuttlecock is flying in the direction from the top-side player to the bottom-side player. Therefore, the shuttlecock is labeled at the red dot. In addition, the racket of the top-side player is labeled at the yellow dot. Tactical analysis and visualization can provide us details and insights of a badminton match. Fig. 5 shows an example of the distribution of stroke types and the statistics of loss reasons in a game. It can be observed that the two players use a slightly different stroke type. More rally-level information is illustrated in Fig. 6 . The left sub-figure shows the stroke count for each rally. The color at the vertices denotes the player who scored this rally. As a vertex is clicked, a radar chart like the right sub-figure will pop up to show the statistics of ball type usage in this rally. 
VI. CONCLUSION
In this paper, a project for badminton competition data collection and tactical analysis has been introduced. Deep learning techniques are adopted to develop video-based competition data collection, including shuttlecock trajectory and players' positions and skeletons. Based on the microscopic data, machine learning techniques are used to develop tactical analysis. Visualization techniques are used to properly and meaningfully represent and display microscopic and macroscopic competition data for easy understanding. Besides, training auxiliary devices including smart badminton rackets and connected serving machines will be developed in order to improve the training efficiency. In the future, besides developing the techniques depicted in the road-map, we would like to develop the capability of 3D data collection and analysis, and extend the research on singles matches to doubles matches.
