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The applicability of the dynamic Monte Carlo method of Fichthorn and Weinberg, in which the time 
evolution of a system is described in terms of the absolute number of different microscopic possible 
events and their associated transition rates, is discussed for the case of thermal desorption 
simulations. It is shown that the definition of the time increment at each successful event leads 
naturally to the macroscopic differential equation of desorption, in the case of simple first- and 
second-order processes in which the only possible events are desorption and diffusion. This 
equivalence is numerically demonstrated for a second-order case. In the sequence, the equivalence 
of this method with the Monte Carlo method of Sales and Zgrablich for more complex desorption 
processes, allowing for lateral interactions between adsorbates, is shown, even though the dynamic 
Monte Carlo method does not bear their limitation of a rapid surface diffusion condition, thus being 
able to describe a more complex "kinetics" of surface reactive processes, and therefore be applied 
to a wider class of phenomena, such as surface catalysis. 
I. INTRODUCTION 
Programmed thermal desorption is one of the basic ex-
perimental methods for the characterization of the interac-
tions of adsorbates on metal surfaces, providing information 
about the different activation energies, the magnitude of the 
adsorption rates, and also the geometric structure of the re-
actions as given by the reaction order. 1 'This information de-
pends, however, upon the proper interpretation by a consis-
tent theory,2 that will account for all the particularities of the 
experimental data. Analytical descriptions in terms of de-
sorption rate equations are limited and suitable only for some 
cases that exhibit well behaved spectra,3.4 and therefore the 
problem is generally handled within the framework of 
lattice-gas descriptions, that in a rigorous way can only be 
solved by Monte Carlo methods.5 
In lattice-gas Monte Carlo problems one main concern is 
how to deal consistently with the time evolution of the sys-
tem and relate it to the computational steps. A general pro-
cedure for desorption problems has been to assume, for each 
time interval, a desorption probability based on the local 
interactions,6-13 in a close resemblance to the macroscopic 
desorption rate equations. Surface diffusion or redistribution 
is made after desorption is performed. Even though these 
simulations have been successful in taking into account lat-
eral interactions between equal and different adsorbates, and 
also on nonequivalent surface sites, they are limited to the 
cases in which surface diffusion or redistribution is rapid in 
comparison with desorption. 
On the other hand, a dynamic Monte Carlo procedure 
was recently proposed by Fichthorn and Weinberg,14,15 in 
which the dynamics of the system is obtained from the local 
microscopic transition rates in terms of a Poisson process. As 
applied to the desorption case, this method handles surface 
diffusion and desorption events on an equal footing, pro-
vided the dynamic hierarchy of their transition probabilities 
is obeyed. 
In this way, at an instant t, given all the possible transi-
tion events that can be partitioned among the k possible tran-
sition rates {r 1 , r 2"'" r k} with multiplicities {N 1 , 
N 2, ... ,N k}' one of the transitions is randomly chosen out of 
the NT=!iNi possible ones, and assuming its transition rate 
being ri' it will be accepted with probability 
Pi=r;frmax , 
where r max is the maximum of {rJ, obeying the dynamic 
hierarchy of the probabilities. This procedure ensures a cor-
rect succession of events as ruled by the ri rates. 
The time evolution is obtained by taking the total tran-
sition rate 
characterizing a Poisson process from which a probability 
density function of the time interval between two successive 
events may be obtained. 16 Therefore, if the transition is ac-
cepted, the time is incremented according to14 
1 
Tinc=( -In p) - , 
r t 
(1) 
where p is a random number between 0 and 1. The accep-
tance of the transition event implies also in an updating of 
the Ni multiplicities. 
In thermal desorption problems, basically two kinds of 
events occur in the process, desorption and surface diffusion 
(assuming that adsorption and readsorption from the gas 
phase may be ignored). Each of these classes will, however, 
in a general case comprise different transition rates, as deter-
mined by the type of species (adatoms), their local neighbor-
ing interactions and/or the surface structure. The pro-
grammed thermal desorption problem is therefore highly 
interesting as a test for the dynamic Monte Carlo method, as 
it involves interrelated processes with time (temperature) de-
pendent transition rates. 
The purpose of this work is to show that the dynamic 
Monte Carlo method is appliable for desorption problems 
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and that it is equivalent to the analytical descriptions in the 
simple cases in which just single desorption and diffusion 
transition rates are present, and equivalent to the Monte 
Carlo method of Sales and Zgrablich for more complex 
cases. This equivalences rely, however, on the constraint that 
the diffusion is rapid in comparison with desorption, what 
may be a strong limitation in some cases. The present 
method is, nevertheless, capable of studying a wider class of 
desorption and other related problems. In the following sec-
tion the connection with the macroscopic differential equa-
tions for the first- and second-orders on a square lattice is 
shown. Section III presents the numerical results for a simple 
second-order temperature-programmed desorption simula-
tion, and Sec. IV shows the equivalence with the method of 
Sales and Zgrablich and related ones. Conclusions and final 
remarks are presented in Sec. V. 
II. CONNECTION WITH THE MACROSCOPIC RATE 
EQUATION 
We now assume a square lattice with Ns sites and peri-
odic boundaries representing the metallic surface, on which 
are adsorbed, i.e., occupying the Ns possible sites, N atoms 
(adatoms), defining a coverage n =NINs ' 
Assuming that the N adatoms are randomly (disorderly) 
distributed among the Ns sites, the number of pairs of 
nearest-neighboring sites_that are both occupied is, as a mean 
value, given by 
2 
Np=N" N2= 2Nsn2. 
s 
(2) 
Also, in the same way, the number of pairs of nearest-






With this in hand, we now proceed in applying the procedure 
for the monoatomic (first-order) or diatomic (second-order) 
desorption cases, presenting in a rough way the basic phi-
losophy of the method. We assume here only equivalent sites 
and adatoms, without lateral interactions. 
A. Flrst-order process 
In a first-order process, single adatoms are desorbed. We 
a'isume that the desorption probability rate for an adatom is 
r~s' At any given instant, the number of possible desorption 
events N~~s is just the number of adatoms present at the 
surface, N~~s=N. The adatoms may also diffuse, and we as-
sume a diffusion probability rate r~\1t, and the number of 
possible diffusion events N~\1t is, as given by Eq. (3), 
N~1t=N~=4N(l- n). 
In the scope of the Poisson process, we may estimate the 
mean time interval of a single desorption event. As a mean 
value, for a single desorption event, there will be 
[r~hN~\1t]l[r~~~N~~s] diffusion events. Applying Eq. (1), and 
assuming that the system is large enough so that the multi-
plicities N~\1t and N~~s can be taken as constant during the 
interval, the expected value of the time interval is 
- I r diff" cliff I 
[ 
(I) !\.T(I)] 
llt= (1) (I) (1) (I) 1+ (1) (I) = (I) (1)' 
r desN des + r dillY diff r desN des r desN des 
Since single adatoms are desorbed, 
lln= -liN" 
and thus 
and this can be directly identifyed with the first-order desorp-
tion equation2 
dn 
- =-k(l)n dt d' 
provided k~l) = r~~s . 
B. Second-order process 
In a second-order process diatomic molecules are de-
sorbed from the recombination of two adatoms located at 
nearest-neighboring sites. We define the transition probabil-
ity rate for a given pair to be r~~s' and its occurrence N~~s is 
given by Eq. (2), N~~s=Np=2N2/Ns. The number of pos-
sible diffusion events is, as previously, given by N~Tk. 
As before, for a single desorption event there will be, as 
a mean value, [r~1ifN~1k]/[r~~sN~~s] diffusion events, and the 
mean time interval for a single pair desorption is 
A pair of particles is desorbed, so that 
lln= -2INs ' 
and therefore, 
what may be directly compared with the macroscopic differ-




In general simple second-order processes, the equiva-
lence in Eq. (5) may vary by a rational factor as a function of 
the surface geometry (i.e., whether square, triangular or hex-
agonal) or the nonequivalence of the sites (e.g., if desorption 
occurs only at given sites). 
Even though we have dealt with very simple processes, 
we see that the use of the independent microscopic de-
sorption and diffusion transition rates within the dynamic 
Monte Carlo method leads naturally to the macroscopic rate 
equations. 
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As for the diffusion, any information about the surface 
diffusion is irrelevant for the first-order case and apparently, 
even for the second-order case. It should be remembered, 
however, that all information about diffusion enters into the 
definition of N d' that was defined considering diffusion rapid 
enough to keep the distribution of adatoms "disordered" 
over the surface. The connection between the microscopic 
process and macroscopic rate equation is thus a "measure-
ment," where the "measured" variable is the variation of the 
total number of adatoms at the surface. 
In more complex situations, the value of N p as given by 
Eq. (2) does no longer hold and a dependence another than 
quadratic on N will arise, depending on the nature of the 
lateral interactions and the local order they will induce. This 
will lead to multiple peak desorption spectra, -dnldt. 
III. NUMERICAL SIMULATION OF THE 
SECOND-ORDER CASE 
In Sec. III B, the second-order desorption equation was 
derived from the microscopic kinetics within a statistical in-
tegration over the Poisson process, assuming the diffusion 
process to be fast enough as to keep the adatom distribution 
disordered. Nevertheless, a real calculation is needed in veri-
fying the arguments used and in testing the accuracy of the 
dynamic Monte Carlo method. 
In doing so, we test a second-order temperature pro-
grammed desorption ("flash desorption") process,2 in which 
the temperature varies linearly with the time, starting from a 
temperature To, 
T=To+{3T. (6) 
A usual Arrhenius or Polanyi - Wigner temperature depen-




where Edes and Ediff are the respective activation energies, 
and Vdes and vdiff their pre-exponential factors. 
In the following calculations we use a square lattice with 
Ns sites and periodic boundaries, occupied by N adatoms. A 
list is kept with all the present N adatoms and their positions, 
and their labels are stored in an integer matrix representing 
the square surface, a given matrix element being zero when 
its corresponding site is empty. For each trial, one of the N 
adatoms is randomly chosen out of the list, and from its 
position in the matrix one of the four possible nearest-
neighboring sites is chosen. This will characterize either a 
possible diffusion event (when the neighboring site is empty) 
or a possible pair desorption event (when the neighboring 
site is occupied). As the latter will overestimate the possible 
desorption events by a factor of 2, only half of them are 
randomly accepted as effective possible events. 
On real systems, the surface diffusion rate, is in general, 
much higher than the desorption rate [by a factor of 1010 in 
the case of Hover Ni, at 450 K (Refs. 17, 18)]. This will 
imply in a too small desorption probability acceptance 
_ (2)1 (2) Pdes- r des r diff' 
and therefore in an absurd computational effort in pursuing 
all the diffusion events before a desorption event effectively 
occurs. Since the basic function of the surface diffusion is to 
keep the adatom distribution disordered, a much slower rate 
may be used without alterating the results, and so we may set 
(9) 
(We will return to this point at the end of this section.) There-
fore, for 1/ > I, a diffusion event is accepted with probability 
I, and a desorption event with probability 1/1/. 
For each successful event, the time t is incremented ac-
cording to Eq. (1), 
1 




) , (10) 
after combining Eqs. (2), (3), and (9). Consequently, the tem-
perature is incremented according to Eq. (6), and new tran-
sition rates are obtained from Eqs. (7) and (9). N p and N are 
also updated if needed. 
In our calculations we used N s = 100 X 100 sites, an ini-
tial temperature To= 300 K, a temperature variation rate 
{3= 1 Kls, the desorption activation energy Edes=23 kcal/ 
mol, and the preexponential factor ~des=1O!3 s-! (these val-
ues correspond to that of Hover Ni at low coverages!7). A 
value of 1/= 10 was used, as it was found to be sufficient (see 
discussion regarding Fig. 3). The simulation runs were pur-
sued until N<2 or nlno<0.5%. The N(t) points were re-
corded every time N decreased by 2, and averages made over 
10 runs. A conventional random number generator was 
used,19 but care was taken in extracting the possibility for 
p=O, as this would allow Eq. (10) to diverge. The program 
code was written in PASCAL language and run on SUN 
SPARC station 2 workstations (typical time of ~350 s for 
the calculations of Fig. 1). On varying the size of Ns ' the 
results were also found to be size independent. 
In Fig. I we plot the results for the temporal evolution of 
the coverage obtained using the dynamic Monte Carlo pro-
cedure outlined above, for initial coverages of no = 0.7 and 
0.3, as a function of the temperature (continuous lines). 
These results may be directly compared with that given by 
the macroscopic rate equation obtained from combining Eqs. 
(4), (5), and (7), 
(11) 
integrated with a fourth-order Runge-Kutta procedure2o 
(dot-dashed lines), for the same initial coverages and param-
eters. It can be seen that the results of both descriptions fully 
correspond to each other, and the inset is needed to distin-
guish both curves, and therefore that the dynamic Monte 
Carlo method provides accurate results. 
In Fig. 2 we present the results for the thermal desorp-
tion spectra, -dnldt, for different initial coverages and as a 
function of the temperature, with the same parameters as 
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FIG. I. Simulation results for the coverage as a function of the temperature 
{T=To+{3t, with To=300 K and {3=1 Kls), ofa second-order desorption 
process, for initial coverages "0 of 0.3 and 0.7. The continuous curves 
represent the Monte Carlo results, and the dashed ones those obtained from 
a numerical integration of the macroscopic second-order desorption equa-
tion (inset). 
before, where a smoothing20 of the original data was per-
formed before the differentiation. It is shown that the ex-
pected Gaussian shapes shifting to the left with increasing 
initial coverage3 are obtained. The smoothing procedure is 
necessary due to the "random noise" in the N(t) data, for a 
direct differentiation would render the curves featureless. 
We now return to the point of discussing the effect of the 
ratio between the desorption and diffusion transition rates, as 





300 350 400 450 
T(K) 
FIG. 2. Simulation results for the thermal desorption spectra for initial cov-
erages "0=0.1,0.3,0.5,0.7, and 0.9, obtained from the time derivation of 














11 = 1 
11 = 10 
500 
FIG. 3. Effect of variation of the diffusion to desorption ratio, T/= r~lIr~~s , 
on the temperature evolution (time dependence) of the total coverage, for an 
initial coverage "0=0.7, with .,,=0.001, 0.01, 0.1, 1, and 10 (the order of 
the curves, from top to bottom order corresponds to the order of the labels). 
The lowest curve (T/= 10) corresponds also to the integrated solution, as in 
Fig. 1. 
for no=0.7 and 71 varying by factors of 10 between 0.001 
and 10 (all other parameters remain unchanged). It is easy to 
see that the conjecture made in the previous section is 
justified-the results obtained converge as 71> 1 [the curve 
for 71= 10 is equivalent to the integrated from the rate Eq. 
(11)]. At the opposite situation (71=0.001), the desorption 
process first depletes the total number of nearest-neighboring 
pairs, while a reasonable number of adatoms is still present 
in a nondisordered situation. Desorption will increase again 
when the adatoms move sufficiently as to increase the num-
ber of neighboring pairs available for desorption. 
IV. EQUIVALENCE WITH OTHER MONTE CARLO 
SIMULATIONS OF DESORPTION PROCESSES 
The discussion presented in Sec. II can be generalized as 
to take into account different transition rates. Assume, at 
first, we have only the previous two types of events, but with 
the difference that each of these will now comprise different 
transition rates depending on the local environment. Given k 
different diffusion transition rates r~iff' and I desorption tran-
sition rates r~es' with multiplicities {N~ff} and {N~eJ, the 
total transition rate is 
k 
r t = ~ N~iff r~iff+ ~ N~es r~es' 
i=i i=i 
Therefore, for each time intervall1t, there will be, as a mean 
value, CZ'iN~iffr~iff . I1t) diffusion events and (LiN~esr~es 
. I1t) desorption events. This is equivalent to say that during 
this time interval a species whose local environment gives it 
a desorption rate of r~es has a desorption probability of 
(r~es . At). Since all the events are independent of each 
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other, the net result would be the same provided the distri-
bution of the adatoms as ruled by the diffusion transition 
rates is obeyed. 
Thus, the final result would not be different if for each 
small time interval at all the possible desorption events were 
tested and accepted with their proper probabilities. Diffusion 
can thereafter be treated apart, accounting for the redistribu-
tion of adatoms, according to its own transition rates hierar-
chy. This latter approach is basically the general one used for 
Monte Carlo simulations of desorption processes, exemplify-
ing that of Sales and Zgrablich.7- 9 This procedure relies on 
the assumption that the surface diffusion is rapid in compari-
son with desorption, and hence, that the adatoms are in an 
equilibrium distribution, so that each desorbing species sees 
just a local environment that is in equilibrium. 
This would not be valid, however, when the desorption 
and diffusion rates are of the same magnitude, for then both 
processes will be competing on an equal footing. In fact, we 
may think that if we have initially a nonequilibrated distri-
bution, adatom diffusion meanwhile desorption also occurs 
may increase or decrease significantly the number of pos-
sible desorption events during a given time interval. We 
would have a somewhat wrong result if we "freeze" the 
initial configuration, perform desorption and then perform 
diffusion. Desorption might be either under- or overesti-
mated, and therefore, in this case, both approaches are not 
equivalent. 
Furthermore, on considering now a more complex pro-
cess, in which besides diffusion and desorption also adsorp-
tion from a gas phase, chemical dissociation and recombina-
tion at the surface are present, each of them with its own 
local environment dependence of the transition rates, it is 
difficult to envisage an equilibrium condition for any of these 
processes, and therefore, simulations a La Sales and Zgra-
blich will not be useful for these problems. This may be, e.g., 
the case of heterogeneous surface catalysis, generally studied 
within the framework of a set of differential equations21 or as 
Monte Carlo simulations without explicit relation to time 
evolution.22- 24 
On the other hand the dynamic Monte Carlo method is 
capable of describing such processes, provided only the in-
dividual transition rates are known. On following the spirit 
underlying Sec. II, we may infer that Eq. (1) and its applica-
bility conditions contain implicitly all the information re-
garding the time evolution of a given system. 
We note, however, that the dynamic Monte Carlo simu-
lations need a precise accounting of all the multiplicities of 
possible events (Nj), and proper algorithms have to be de-
veloped with this purpose, what may increase the computa-
tional cost. In cases of rapid diffusion, in which both ap-
proaches are equivalent, this can make the present method 
somewhat more costly. On the other hand, when handling 
different magnitudes of transition rates, the exigence of pur-
suing all the individual processes will be also demanding, 
and this will give an advantage for the other procedures in 
the case that both are equivalent. The greater computational 
cost above can be lowered by underestimating the faster pro-
cesses (as it was done for diffusion in Sec. III), and if 
needed, in relaxing the accounting procedure for the N j • In 
this way, as our experience from the calculations in Sec. III 
says, the calculations for the more complex cases will be 
realizable. 
v. CONCLUSIONS AND FINAL REMARKS 
We have shown that the dynamic Monte Carlo method is 
appliable for the study of thermal desorption phenomena. In 
the cases where only single transition rates are present and 
diffusion is sufficiently r~pid, the time increment definition 
leads naturally to the macroscopic first- and second-order 
rate equations for desorption. Therefore, in the spirit of Sec. 
II, one may envisage that this procedure allows a connection 
between the description in terms of a Poisson process on a 
lattice-gas and that of differential rate equations, in condi-
tions of distribution equilibrium. This follows from the idea 
of "measuring" one of the processes and its related time 
interval, while the other(s) may be medianly estimated. 
Under numerical testing, the method has shown to be 
stable and reproduces, apart from statistical fluctuations, the 
results for a second-order differential equation when consid-
ering a simple associative desorption case. 
The equivalence with other Monte Carlo methods for 
desorption simulation is discussed, even though these proce-
dures rely on the precondition of an equilibrium distribution 
of the adatoms, what limits them to the cases in which dif-
fusion is rapid in comparison with desorption. 
On the other hand, the dynamic Monte Carlo method 
does not bear this limitation, and may be applied for a wider 
class of problems, involving intricate kinetics and topologies. 
The computational efforts needed are expected to be within 
reasonable limits. 
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