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Necessary and sufficient conditions are found for the exponential Orlicz norm (generated by p (x) = exp(jxj p )01 with 0 < p 2 ) of max 0t jB t j or jB j is finite, where B = (B t ) t0 is standard Brownian motion and is a stopping time for B . The conditions are in terms of the moments of the stopping time .
For instance, we find that max 0t jB t j 1 < 1 as soon as we have:
for some constant C > 0 as k ! 1 ( or equivalently kk 1 <1 ). In particular, if Exp() or jN(0; 2 )j then the last condition is fulfilled, and we obtain: 
Introduction
The main aim of the paper is to investigate and establish necessary and sufficient conditions for the exponential integrability of the supremum of reflecting Brownian motion taken over a random time interval (as well as of stopped Brownian motion itself).
More precisely, let B = (B t ) t0 be standard Brownian motion, let be a stopping time for B , and let k 1 k denote the Orlicz norm generated by the Young function . Thus, if
X is a random variable, then we have: consideration is to find out when the quantities k max 0t jB t j k p ( or kB k p ) are finite, and to obtain sharp estimates of those for 0 < p 2 . In view of the Burkholder-Davis-Gundy (and related) inequalities, where the integrability is usually established for Young functions of a moderated growth, we think that this problem appears worthy of consideration and its solution by itself might be of theoretical and practical interest.
In the very beginning of thinking about this problem, it was not clear to us in what terms the conditions (we should look for) are to be expressed. For this reason we find it convenient here to explain our minding in this direction in more detail. In this context we were firstly motivated with some fundamental (closely related) results in the discrete parameter case. If " = f" k g k1 is a Rademacher sequence of random variables and fa k g k1 is a sequence of real numbers, then the Khintchine inequality states (see [7] ): for all 0 < p < 1 and all n 1 , where the constant A p depends only on p . The best value for A p in (1.2) is known (see [6] ): In particular, taking a 1 = . . . = a n = 1 in (1.2), we obtain:
(1.4) n X k=1 " k p A p p n for all 0 < p < 1 and all n 1 . Having (1.2) with (1.3) for 2 p < 1 , and using Taylor expansion of x 7 ! exp(jxj 2 ) , the passage from the power Orlicz norms ( generated by ' p (x) = jxj p ) in (1.2) to the exponential Orlicz norm generated by 2 is rather smooth (see [11] , [12] , [13] ):
being valid for all a 1 ; . . . ; a n 2 R with n 1 . Moreover, in this way we obtain a very precise information: the constant p 8=3 is the best possible in (1.5). By using exactly the same procedure one could deduce the inequality (see [7] ):
which is valid for all 0 < p 2 and all a 1 ; . . . ; a n 2 R with n 1 , where the constant B p depends only on p . In particular, taking a 1 = . . . = a n = 1 in (1.6), we obtain:
n for all 0 < p 2 and all n 1 .
In view of our main problem stated above, two questions arise naturally in this setting. The first one is: What happens with the right-hand side in (1.4) when n on the left-hand side is replaced by a stopping time for " ? (It would be ideal that p n on the right-hand side may be replaced by
, but this is not true in general as we shall state below). The second one is: Provided that we have an affirmative answer to the first question, is it possible to imitate the passage from (1.2) to (1.5)+(1.6) via Taylor expansion and obtain an analogous inequality in (1.7), with n on the right-hand side being replaced by
? (In view of the negative answer to the first question, this also fails in general.)
The answer to the first question is well-known (see [3] and [5] ):
being valid for any stopping time for " and all 0 < p < 1 , where the constant C p depends only on p . It should be also well-known that this is the best we can in the context of the first question. Thus, in view of the second question, this indicates that in order to pass from (1.8) to an analogue of (1.7) via Taylor expansion, one has to take care about all moments of the stopping time . This observation significantly clarifies what should be our approach towards solution for our main problem stated above. In other words, it becomes clear that our necessary and sufficient conditions should be expressed in terms of all moments of the stopping time , or better to say, in terms of the asymptotic behaviour of the quantity E( k ) when k ! 1 . Still, it does not become clear (and remains to be found), what could be an analogous inequality of (1.7) after the extension of (1.8) via Taylor expansion as explained above. In particular, how large is (and how can be described) the class of stopping times for which the analogue of (1.7) remains valid? We find these questions of interest and leave them worthy of consideration. In this paper we shall focus only to the continuous parameter case, and in this context provide answers to analogous questions. In this process the preceding discussion will serve mainly as a motivation. The preceding conclusion about the necessity of taking into account all moments of the stopping time (in order to gain exponential integrability) becomes particularly transparent in the continuous parameter case, after recalling Burkholder-Gundy's inequality (see [2] ):
which is valid for all stopping times for B and all 0 < p < 1 with some universal constants G p and H p depending only on p . Thus in order to deduce the exponential integrability of max 0t jB t j via Taylor expansion one should have a precise information on the constants H p for 0 < p < 1 . However, the best values for H p 's in (1.9) do not seem to be known by now. Nonetheless, we will see that despite this fact we can approximate these numbers in an accurate way by using Doob's maximal inequality (with best constants) and Davis's best constants for an analogous inequality of (1.9) where max 0t jB t j is replaced by jB j . This leads to the necessity of estimating the (largest and smallest positive) zero of Hermite polynomials and is the approach which is taken in this paper. The details about the procedure just explained will be presented later. Here we find it convenient only to indicate results obtained in this way.
The main result of the paper states that we have (see Theorems 3.4, 3.12 and 3.14):
( 
In the case p = 1 , we have the following estimate (see Theorem 3. 
for some constant C > 0 as k ! 1 , where 0 < p 2 is given and fixed. We note that there is a gap in between sufficient condition (1.11) and necessary condition (1.16), but this was the optimum we could obtain by using our method here (see Problem 3.10).
To conclude the introduction let us mention that the results just indicated extend from the Brownian motion case to cover the case of any continuous local martingale (Ito's integral). This is achieved by applying the standard time change method of Dubins and Schwarz. The results in this context are presented in more detail in Section 4.
Power integrability of stopped Brownian motion
In this section we shall introduce the notation and collect without proof several facts which will be used in the proofs of our main results in the next section.
In this paper we work with a fixed probability space (; F; P ) which is large enough to support all random functions under consideration. Moreover, whenever a filtration (F t ) t0 of (; F; P ) is considered, it is assumed to satisfy the usual conditions: F is P -complete, F 0 contains all P -null sets in F , and F t+ = F t for all t 0 . The main object under investigation in this paper is Brownian motion. We recall that (standard) Brownian motion is the process B = (B t ) t0 defined on (; F; P ) with B 0 = 0 P -a.s. for which there exists a filtration (F t ) t0 such that B t+h 0B t is independent from F t , and has the Gaussian distribution with expectation 0 and variance h whenever t , h 0 . A random variable : ! [0; 1] is said to be a stopping time for B , if f t g 2 F t for all t 0 . If this condition holds for a filtration (F t ) t0 of (; F; P ) which is not necessarily linked with a Brownian motion, we will say that is an (F t )-stopping time.
Let be a stopping time for Brownian motion B such that f B t^ j t 0g is uniformly integrable (which holds if E( p ) < 1 for instance). Then Doob's maximal inequality states:
kB k p for all 1 < p < 1 with the constant p=(p01) being the best possible (see [16] 
where z where He n (x) denotes the Hermite polynomial of degree n : (2.10)
We recall that the parabolic cylinder function D p (x) is defined by (see [1] 
where y 1 (x) and y 2 (x) are linearly independent solutions of the differential equation:
(2.14)
y 00 (x) + (ax 
In view of (2.9), (2.11), (2.12) and (2.15) we see that z 3
2n is the largest positive zero ( z 2n is the smallest positive zero) of the Hermite polynomial He 2n (x) . Our next aim is to state estimates of these numbers. This will be used heavily in the proof of our main result in the next section. where k r = r + ( + 1)=2 .
In order to apply this result in our context, one should note that we have: 
Exponential integrability of stopped Brownian motion
In this section we present the main results of the paper. Throughout B = (B t ) t0 denotes standard Brownian motion defined on the probability space (; F; P ) , and denotes a stopping and only if kB k p is finite. Here we shall concentrate to the quantity (3.1), but the proofs and estimates obtained are easily adapted to cover the case of the quantity kB k p as well. We begin by exploring necessary conditions. In this context the following lemma is shown to be useful.
Lemma 3.1
There exist universal constants " p;k > 0 such that the inequality holds:
whenever X is a random variable and p; k 1 are given and fixed. In fact, one can take:
Proof. Let p; k 1 be given and fixed. It is clear that the problem is reduced to finding the largest constant c > 0 for which the following inequality holds true:
whenever X is a random variable. By Taylor expansion (3.4) can be rewritten in the form: .
where 1=(12m + 1) < r m < 1=12m . This completes the proof of the lemma.
We may now state a necessary condition for the exponential integrability of the supremum of reflecting Brownian motion taken over a random time interval (as well as of stopped Brownian motion itself). 
for some C > 0 as k ! 
The case 0 < p < 1 is treated similarly. This completes the proof of the theorem.
Example 3.3
Let log N(; 2 ) be a stopping time for Brownian motion B = (B t ) t0 with the log-normal density function:
f( where 1=(12k + 1) < r k < 1=(12k) for k 1 . Inserting (3.20) into (3.19), and using Jensen's inequality, we obtain the estimate: This proves (3.16), and hence (3.14) follows as well. The proof is complete.
Remark 3.5
It should be noted that condition (3.13) may be equivalently formulated as follows: (3.13') kk 1 < 1 . This is easily verified by applying Stirling's formula. Thus, in short, the result of Theorem 3.4 may be summarized: If is a stopping time for Brownian motion B = (B t ) t0 such that kk 1 < 1 , then k max 0t jB t jk 1 < 1 as well.
Remark 3.6
Under the hypotheses of Theorem 3.4, let us refine the definition of 1 1 Further applications of Theorem 3.4 are available. We will not pursue this in more detail here, but instead consider another typical example.
Example 3.9
Let the stopping time jN(0; 2 )j for Brownian motion B = (B t ) t0 be from reflecting Gaussian distribution with mean 0 and variance 2 . Thus, if X N(0; 2 ) , then jXj .
It is well-known that we have: 
Problem 3.10
It should be noted that our method above, although optimally performed in accordance with our main idea which relies upon Taylor expansion and best constants in the L p -inequalities, leaves an uncovered gap in between necessary and sufficient conditions which are obtained. To explain this in more detail, note that Theorem 3.2 states that a necessary condition for k max 0t jB t j k 1 < 1
, while by Theorem 3.4 a sufficient condition is E( k ) = O(C k k k ) . We want to make it clear here that no attempt will be made in the paper to single out a common necessary and sufficient condition, due partially to the fact that our sufficient condition is relatively satisfactory (recall Example 3.8 and Example 3.9) and partially to the fact that such an attempt would require a new method (which is far from being evident). Our main aim in this paper was to extract as much as possible from the method which relies upon Taylor expansion and best constants in the L p -inequalities, and it is clear from our proof that this goal is achieved. Anyway, from the general point of view, the following problem appears worthy of consideration. Consider the family of stopping times for Brownian motion B = (B t ) t0 satisfying E( k ) < 1 for all k 1 , and find out the number > 0 such that the condition E( k ) = O(C k k k ) is equivalent to the fact k max 0t jB t j k 1 < 1 . Note that our results above show that such a number belongs to the interval [1; 3] .
In the context of the preceding problem, the following example is of interest.
Example 3.11
Let B = (B t ) t0 be standard Brownian motion, and consider the stopping time for B : = inf f t 1 : jB t j = at g where a > 0 and 0 < < 1=2 are given and fixed. Set n = ^n for n 1 . Note that by Jensen's inequality we have:
EjB n j 2k = a 2k E( n ) 2k a 2k 0 E( n ) k 1 2 for all n , k 1 . On the other hand, by (2.4)+(2.6) and (2.22) we have:
for all n , k 1 . From (3.27) and (3.28) by letting n ! 1 , we obtain: for some C > 0 as k ! 1 . In view of (2.1) it is clear that k max 0t jB t jk 1 < 1 if and only if kB k 1 < 1 , which is by Stirling's formula easily verified to be equivalent to E( k ) = O(C k k k= ) for some C > 0 as k ! 1 . Thus, putting 1=(1 02) 1= , or equivalently 1=3 , by (3.29) we see that E( k ) = O(C k k k= ) , showing that: It is not known to us is the estimate (3.29) optimal, which if so would show (take = 1=3 ) that there exists a stopping time for B with E( k ) C k k 3k such that k max 0t jB t jk 1 < 1 ( recall Theorem 3.2 with p = 1 ). This sort of argument would pass through in the case of any optimal improvement upon (3.29) (by taking another as above). Note, however, that the estimate (3.29) is asymptotically efficient in the following sense. The case # 0 corresponds to the hitting time of the point a > 0 given by = inf f t1 : jB t j=a g . By the i.i.d: increments we have P f > n+1 g = P f max 1tn+1 jB t j < a g P f jB 2 0B 1 j<2a , jB 3 0B 2 j<2a , . . . , jB n+1 0B n j<2ag = 0 P fjB 1 j<2ag 1 n for all n 1 . Thus P f >n g " n for all n 1 with some " > 0 , which easily implies that E 0 exp( =c) 1 < 1 for some c > 0 . This is equivalent to kk 1 < 1 , or in other words E( k ) = O(C k k k ) which suits with (3.29) when # 0 . The case " 1=2 corresponds to the case of the hitting time of the square root stopping boundaries (2.26), for which we know by (2.28) ( and (2.24) with z p # 0 as p ! 1) that only finitely many moments are finite, thus again agreeing with (3.29) when " 1=2 .
In the next theorem we generalize and extend the result of Theorem 3.4 to the case 1 < p 2 .
Theorem 3.12
Let B = (B t ) t0 be standard Brownian motion, and let be a stopping time for B satisfying the following condition:
for some C > 0 as k ! 1 , where 1 < p 2 is given and fixed. Then we have:
Moreover, let us define the function: This proves (3.34), and hence (3.32) follows as well. The proof is complete.
Remark 3.13
It should be noted that the scope of Theorem 3.12 is rather limited, since 1 > (20p)=p # 0 as p " 2 . It indicates that the real power of the method which is used throughout in this paper belongs to the cases when p is small. This is stated more explicitly in the next theorem. Finally, it is clear that the analogues of Remark 3.6 and Problem 3.10 can be formulated in the context of Theorem 3.12 as well. The details in this direction are left to the reader. Proof. The case p = 1 is proved in Theorem 3.4, while the case 1 < p 2 is proved in Theorem 3.12. Consider the case 0 < p < 1 . For this, let J denote the smallest k 2 such that kp > 1 . Then by Taylor expansion, Jensen's inequality, and (2.2) ( with p = 1 ), we have: 
Exponential integrability of continuous local martingales
The results obtained in Section 3 for Brownian motion will be extended in this section to continuous local martingales (and Ito's integral). First we want to display the facts which make this extension possible. Recall that a process M = (M t ) t0 is called a local martingale (with respect to the filtration (F t ) t0 of (; F;P) ), if M 0 is F 0 -measurable and there exists an increasing sequence of (F t )-stopping times (T n ) n1 with T n " 1 as n " 1 , such that each "stopped" process The extension mentioned above relies upon a well-known fact that every continuous local martingale is a time-changed Brownian motion. This result is due to Dubins and Schwarz [4] , and more precisely may be stated as follows. Let M = (M t ) t0 be a continuous local martingale (with respect to the filtration (F t ) t0 of (; F; P ) ) such that M 0 = 0 and [M] t " 1 as t " 1 . Define the stopping time: and denote G t = F t for t 0 . Then B t = M t with t 0 defines a standard Brownian motion B with respect to the filtration (G t ) t0 . Moreover, for any given and fixed t 0 , the random variable [M] t is a (G t )-stopping time, and we have:
for all t 0 . The result remains valid without the restriction that [M] t " 1 as t " 1 , but at the expense of an enlargement of the underlying probability setting (; F; (F t ) t0 ; P ) (for more details see [14] ).
The preceding result has its analogue for Ito's integral as follows (see [9] ). Let B = (B t ) t0 be standard Brownian motion, and let Z =(Z t ) t0 be a non-anticipating random process satisfying In order to apply the results from Section 3 in the context of a continuous local martingale (M t ) t0 , it is enough to recall that [M ] clear that many of the facts from Section 3 (which are stated in the remarks and examples) carry over in an obvious way to cover the continuous local martingale case. We will not pursue this in more detail here, but instead concentrate to the Ito's integral as a particular example.
The generalization and extension of the results from Section 3 to the Ito's integral follow immediately by use of (4.3) and (4.4) . This is formulated in the following theorem. 
