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LASCAR GROUPS AND THE FIRST HOMOLOGY
GROUPS OF STRONG TYPES IN ROSY THEORIES
JUNGUK LEE
Abstract. For a rosy theory, we give a canonical surjective ho-
momorphism from a Lascar group over A = acleq(A) to a first
homology group of a strong type over A, and we describe its kernel
by an invariant equivalence relation. As a consequence, we show
that the first homology groups of strong types in rosy theories have
the cardinalities of one or at least 2ℵ0 . We give two examples of
rosy theories having non trivial first homology groups of strong
types over acleq(∅). In these examples, these two homology groups
are exactly isomorphic to their Lascar group over acleq(∅).
1. Introduction
In model theory, strong types and Lascar types are important objects
to understand invariant equivalence relations in a theory. Let T = T eq
be a theory and C be a monster model of T . Let A be a small set
in C. We say that an equivalence relation E is finite if it has finitely
many E-classes, bounded if the number of E-classes are less than the
cardinality of C, and A-invariant if for a, b and f ∈ AutA(C), (a, b) ∈
E implies (f(a), f(b)) ∈ E. We say finite tuples a, b have the same
strong(or Shelah) type over A, written a ≡sA b if for any A-definable
finite equivalence relation E over C|a|, (a, b) ∈ E. It is well known that
a ≡sA b if and only if a ≡acl(A) b. Thus we take stp(a/A), the strong
type of a over A as tp(a/ acl(A)), and it is the orbit of a under the
action of Autacl(A)(C). So, it makes sense to consider a strong type of
an infinite tuple over A. The Lascar types over A are defined as follows
: We say tuples a, b possibly infinite length have the same Lascar type
over A, written a ≡LA b if for any A-invariant bounded equivalence
relation E over C|a|, (a, b) ∈ E. Like strong types, a well known fact
is that a ≡LA b if and only if there is a finite sequence (a0, a1, . . . , an)
in C|a| such that a0 = a, an = b, and ai ≡Mi ai+1 for a submodel Mi
of C containing A for each i = 0, . . . , n − 1. So Ltp(a/A), the Lascar
type of a over A is the orbit of a under the action of AutfA(C) which
is the group of automorphism fixing a submodel containing A, and
AutfA(C) is a normal subgroup in AutA(C). So, it is well defined the
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group GalL(C;A) = AutA(C)/AutfA(C), called the Lascar group over
A. One asks when stp = Ltp in T and it is determined by GalL(C;A)
for A = acl(A).
Two notions of strong and Lascar types are also important in the
context of classification theory. In stable theories, each type over a
model A is stationary; it has only one of unique non-forking exten-
sion over each B containing A. And this stationarity over a model
is a characterization property of stable theories. In the case when a
theory has a ternary invariant independence relation satisfying symme-
try, transitivity, extension, finite and local characters, and stationarity
over a model, it is well known that the theory is stable. In simple theo-
ries, the stationarity over models is substituted by type amalgamation
over a model( or 3-amalgamation); for a model A and a1, a2, b1, b2 with
a1 ≡A a2, if {ai, bi} for i = 1, 2 and {b1, b2} are independent over A,
then there is a3 ≡Abi ai for i = 1, 2 such that {a3, b1, b2} is independent
over A. One generalizes 3-amalgamation to n-amalgamation for n ≥ 3,
called generalized amalgamation properties. We assume T = T heq in
the case that T is simple. It is well known that each strong type over A
which is a type over acl(A) is stationary in a stable theory T , and if T
is simple, a ≡LA b if and only if a ≡bdd(A) b and each types over bdd(A)
satisfies 3-amalgamation, where bdd(A) is the set of elements in C1
whose the cardinality of orbit under AutA(C) is less than |C|. In [4],
J. Goodrick, B. Kim, and A. Kolesnikov introduced homology groups
related with generalized amalgamation property for strong types in the
context of rosy theories. They computed the first homology groups for
some cases in [4](which were all zero), and in stable theories(of course,
3-amalgamation holds in this case), they gave an explicit description
of higher homology groups in [3][5]. It was not known much about the
first homology groups in general. We supposed that the first homology
group for a strong type p in a rosy theory is related with a Lascar group.
Indeed, in [8], B. Kim, S. Kim, and the author showed that for a Lascar
strong type p, the first homology group for p is always zero, so even
though in a rosy theory, Lascar strong type has no 3-amalgamation
still it satisfies a kind of complicated form of amalgamation.
In this paper, instead of the original definition of the first homology
group in [4], we work with a restricted one, called a first homology
group over A in a strong type over A for A = acl(A) and we give a
canonical surjective homomorphism from the Lascar group over A into
these first homology groups in strong types over A in rosy theories. We
describe its kernel by an invariant bounded equivalence relation whose
classes are described by some subgroup of the automorphism group.
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From this description of the kernel, we deduce that the cardinality of
this first homology group for a strong type is always one or at lest 2ℵ0.
At last, we give two examples of rosy theories having a strong type
over acleq(∅) with a non trivial first homology group exactly isomor-
phic to their Lascar groups over acleq(∅). From known examples in
[4][8] and our two examples, we conjecture that these first homology
group in strong types over A are isomorphic to the abelianization of
Lascar group over A = acl(A) under the assumption that the algebraic
closures of non-empty small sets are again models in a rosy theory T .
We review some notions and facts from [3],[4] and [8]. First we recall
the definitions of simplices and the corresponding homology groups in-
troduced in [3],[4]. Throughout we work with a large saturated
model C(= Ceq) whose theory T (= T eq) is rosy with the thorn-
independence relation ⌣| on the small sets of C. For a small
A ⊂ C, we denote the algebraic closure and definable closure
in the home sort as aclC(A) and dclC(A), and in the imaginary
sort as acleqC (A) and dcl
eq
C (A). If there is no risk of confusion, we
shall write acl(A) and dcl(A) in both cases. We fix a small alge-
braically closed set A = acl(A) and p(x) ∈ S(A) (with possibly
infinite x). When we say T is simple, we consider T = T heq.
Let SA denote the category, where
(1) The objects are small subsets of C containing A, and
(2) The morphisms are elementary maps which fix A pointwise.
And for a finite s ⊂ ω, the power set of s, P(s) forms the category as
an ordered set :
(1) Ob(P(s)) = P(s), and
(2) For u, v ∈ P(s), Mor(u, v) = {ιu,v}, where ιu,v is the single
inclusion map for u ⊆ v, or = ∅ otherwise.
For a functor f : P(s) → CA and u ⊆ v ∈ P(s), we write f
u
v :=
f(ιu,v) ∈ Mor(f(u), f(v)) and fuv (u) := f
u
v (f(u)) ⊆ f(v).
Definition 1.1. A functor f : P(s)→ SA for some finite s ⊂ ω is said
to be a closed independent (regular) n-simplex in p if
(1) |s| = n+ 1
(2) f(∅) ⊇ A; and for i ∈ s, f({i}) is of the form acl(Ca) where
a(|= p) is independent with C = f ∅{i}(∅) over A.
(3) For all non-empty u ∈ P(s), we have
f(u) = acl(A ∪
⋃
i∈u
f {i}u ({i}));
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and {f {i}u ({i})| i ∈ u} is independent over f ∅u(∅).
We say f is over A if f(∅) = A(so for any u ⊂ s, f ∅u(∅) = A). We shall
call a closed independent n-simplex simply by an n-simplex. The set s
is called the support of f , denoted by supp(f).
In this paper, we only consider simplices over A. We fix an enu-
meration of acl(aA) for each a ∈ C|x| such that a, b ∈ C|x|, a ≡A b
if and only if acl(aA) ≡ acl(bA) because in [7], there is a counterex-
ample which fails generalized amalgamation properties without fixing
enumeration of bounded closed set.
Definition 1.2. Let Sn(p;A) denote the collection of all n-simplices
over A in p and Cn(p;A) the free abelian group generated by n-simplices
in Sn(p;A); its elements are called n-chains over A in p.
A non-zero n-chain c is uniquely written (up to permutation of i’s) as
c =
∑
1≤i≤k
nifi, where ni is a non-zero integer and f1, . . . , fk are distinct
n-simplices. We call |c| := |n1| + · · · + |nk| the length of the chain c,
and define the support of c as the union of supp(fi)’s.
We use a, b, c, . . . , f, g, h, . . . , α, β, . . . to denote simplices and chains.
Now we define the boundary operators and using the boundary opera-
tors we will define homology groups.
Definition 1.3. Let n ≥ 1 and 0 ≤ i ≤ n. The i-th boundary operator
∂in : Cn(p;A)→ Cn−1(p;A) is defined so that if f is an n-simplex with
domain P(s) with s = {s0 < · · · < sn}, then
∂in(f) = f ↾ P(s \ {si})
and extended linearly to all n-chains in Cn(p).
The boundary map ∂n : Cn(p;A)→ Cn−1(p;A) is defined by the rule
∂n(c) =
∑
0≤i≤n
(−1)i∂in(c).
We write ∂i and ∂ for ∂in and ∂n, respectively, if n is clear from
context.
Definition 1.4. The kernel of ∂n is denoted Zn(p;A), and its elements
are called (n-)cycles over A. The image of ∂n+1 in Cn(p;A) is denoted
by Bn(p;A) and its elements are called (n-)boundaries over A.
Since ∂n◦∂n+1 = 0, Bn(p;A) ⊆ Zn(p;A) and we can define simplicial
homology groups in p.
Definition 1.5. The n-th (simplicial) homology group over A in p is
Hn(p;A) := Zn(p;A)/Bn(p;A).
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In [4], original simplicial homology groups in p were defined using not
only simplices over A in p but also other simplices in p. But in this
paper, we consider the homology groups over A in p.
Notation 1.6. We shall abbreviate Sn(p;A), Cn(p;A), . . . as Sn(p), Cn(p), . . .
and we shall also abbreviate Hn(p;A) simply as Hn(p).
Definition 1.7. For n ≥ 1, an n-chain c is called an n-shell if it is in
the form
c = ±
∑
0≤i≤n+1
(−1)ifi,
where f0, · · · , fn+1 are n-simplices such that whenever 0 ≤ i < j ≤
n+ 1, we have ∂ifj = ∂
j−1fi. Specially, a 1-shell c is of the form
c = f0 − f1 + f2.
Remark 1.8. The boundary of an 2-simplex is a 1-shell, and the
boundary of any 1-shell is 0.
Definition 1.9. For n ≥ 0, we say p has (n + 2)-amalgamation if
any n-shell in p is the boundary of some (n + 1)-simplex in p, and p
has (n + 2)-complete amalgamation (or simply (n + 2)-CA) if p has
k-amalgamation for every 2 ≤ k ≤ n + 2. By extension axiom of the
independence relation, whenever f : P(s)→ CA, g : P(t)→ CA ∈ S(p)
and f ↾ P(s ∩ t) = g ↾ P(s ∩ t), then f and g can be extended to
a simplex h : P(s ∪ t) → CA in p. This property is called strong
2-amalgamation.
The following fact shows why the notion of shells is important.
Fact 1.10. [3],[4] If p has (n+ 1)-CA for some n ≥ 1, then
Hn(p) = {[c] : c is an n-shell over A with supp(c) = {0, . . . , n+ 1} }.
Thus the first homology group in p is generated by 1-shells in p with its
support {0, 1, 2}.
So, we have that H1(p) is trivial iff any 1-shell of its support {0, 1, 2}
in p is the boundary of some 2-chain in p. Therefore, if T is simple,
due to 3-amalgamation H1(p) is trivial. The following shows that the
same result holds in any rosy theory.
Fact 1.11. [8] Suppose that p is any Lascar strong type in a rosy theory.
Then H1(p) = 0.
We introduce a notion of type homologies in [4]. We call types with
possibly infinite sets of variables ∗-types. We fix a set V of variables
which is large enough so that all variables in ∗-types come from the set
V and |C| > 2|V|. For any X ⊂ V, any injective function σ : X → V,
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and any ∗-type p(x¯) with x¯ ⊂ X , we let σ∗p := {φ(σ(x¯)) : φ(x¯) ∈ p}.
For A = acl(A), let TA be the category, where
(1) The objects of TA are all the complete ∗-types in T over A,
including a single distinguished type p∅ with no free variables;
(2) MorTA(p(x¯), q(y¯) is the set of all injective maps σ : x¯→ y¯ such
that σ∗p ⊂ q.
Definition 1.12. Let A = acl(A) and p ∈ S(A). A closed independent
type-n-smplex in p is a functor f : P(s)→ TA for s ⊂ ω such that
(1) |s| = n+ 1.
(2) Let w ⊂ s and u, v ⊂ w. Set fuw := f(ιu,w). Write x¯w as
the variable set of f(w). Then whenever a¯ realizes the type
f(w) and a¯u, a¯v, and a¯u∩v denote subtuples corresponding to
the variable sets fuw(x¯u), f
v
w(x¯v), and f
u∩v
w (x¯u∩v, then
a¯u ⌣
|
A∪a¯u∩v
a¯v.
(3) For all non-empty u ⊂ s and any a¯ realizing f(u), we have
a¯ = acl(A ∪
⋃
i∈u a¯{i}.
(4) For i ∈ s, f({i}) is the complete ∗-type of acl(AC ∪ {b}) over
A, where C is some realization of f(∅) and b is some realization
of a nonforking extension of p to AC.
We say f is over A if f(∅) = A.
Using closed independent type-functors in p we define the n-the type
homology groups over A in p, denoted by H tn(p;A). We shall write
H tn(p;A) as H
t
n(p). Then for each n, the n-homology groups Hn(p;A)
and H tn(p;A) are non-canonically isomorphic, which is depending on
the choice of enumerations of each ∗-types of closed independent sim-
plices in p.
We see a notion of chain-walk notion, which is motivated from di-
rected walk in graph theory, in [8][9]. The chain-walk was used to
reduce a given a 2-chain of 1-shell boundary to one of simple form of
2-chain having the same 1-shell boundary and it is useful to compute
the first homology group of a strong type. Two fundamental operations
were used in reducing 2-chains to the forms of chain-walks : crossing
and renaming support operations. We refer the reader to [8] for the def-
initions of crossing and renaming support operations and to [8][9] for
the detail of classification of 2-chains. In [9], one defined the chain-walk
using notion of direct walk in graph theory, here we give the definition
of chain-walk in terms of simplces.
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Definition 1.13. Let α be a 2-chain having the boundary f12−f02+f01.
A subchain β =
m∑
i=0
ǫibi of α (where ǫi = ±1 and bi is a 2-simplex, for
each i) is called a chain-walk in α from f01 to −f02 if
(1) there are non-zero numbers k0, . . . , km+1 (not necessarily dis-
tinct) such that k0 = 1, km+1 = 2, and for i ≤ m, supp(bi) =
{ki, ki+1, 0};
(2) (∂ǫ0b0)
0,1 = f01, (∂ǫmbm)
0,2 = −f02; and
(3) for 0 ≤ i < m,
(∂ǫibi)
0,ki+1 + (∂ǫi+1bi+1)
0,ki+1 = 0.
Any 2-chain having a 1-shell boundary is reduced to a chain-walk 2-
chain having the same boundary of the support {0, 1, 2}.
Fact 1.14. [8][9] Applying crossing and renaming support operation to
a 2-chain α with the 1-shell boundary f12 − f02 + f01, it is reduced to
a 2-chain α′ =
2n∑
i=0
(−1)iai with |α′| ≤ |α|, which itself is a chain-walk
from f01 to −f02, and supp(α′) = {0, 1, 2}.
2. Lascar groups and the first homology groups
In this section we show that there is a canonical epimorphism from
the Lascar group GalL(C;A) over A into the first homology groupH1(p)
in p.
Let f : P(s) → CA be a n-simplex in p. For u ⊂ s with u =
{i0 < . . . < ik}, we shall write f(u) = [a0 . . . ak]u, where aj |= p,
f(u) = acl(A, a0 . . . ak), and acl(ajA) = f
{ij}
u ({ij}), or we write f(u) ≡
[a0 . . . ak]u by changing ’=’ to ’≡’. In both cases, {a0, . . . , ak} is inde-
pendent over A.
2.1. Representations of 1-shells. Given two 1-shells sk = f
k
01+f
k
12−
fk02 with k = 0, 1, if f
0
ij({i, j}) ≡A f
1
ij({i, j}) for 0 ≤ i < j ≤ 2, then the
homology classes of s0 and s1 are same in H1(p) since H
t
1(p)
∼= H1(p).
From this, we introduce a notion of a representation of a 1-shell and
we describe the first homology group in p using this notion.
Definition/Remark 2.1. Let s = f01+f12−f02 be a 1-shell such that
supp(fij) = {i, j} for 0 ≤ i < j ≤ 2. There is a quadruple (a0, a1, a2, a3)
in p(C)4 such that f01({0, 1}) ≡ [a0a1]{0,1}, f12({1, 2}) ≡ [a1a2]{1,2}, and
f02({0, 2}) ≡ [a3a2]{0,2}. We call this quadruple a representation of s.
Note that a representation for a 1-shell need not be unique and it
is possible that the same quadruple represents different 1-shells even
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though they have the same support because given a, b |= p, the enu-
meration of acl(aA) is fixed but the enumeration of acl(abA) is not
fixed.
Definition 2.2. Let s be a 1-shell and (a, b, c, a′) be a representation
of s. We call a an initial point, a′ a terminal point, (a, a′) an endpoint
pair of this representation.
In the next theorem, we’ll see that the endpoint pairs of representa-
tions determine the classes of 1-shells in H1(p), and the group structure
of H1(p) can be described by endpoint pairs.
Theorem 2.1. Let s0 and s1 be 1-shells of the support {0, 1, 2}. Sup-
pose they have some representations of a same endpoint pair. Then
s0− s1 is a boundary of a 2-chain, that is, they are in the same homol-
ogy class in H1(p)
Proof. We assume that A = ∅. Consdider two 1-shelss sk = fk12− f
k
02 +
fk01 for k = 0, 1. Suppose s0 and s1 have representations (a, b0, c0, a
′)
and (a, b1, c1, a
′) respectively. Take two independent elements b, c |=
p such that bc⌣| ab0b1c0c1a
′ and consider a 1-shell s of its support
{0, 3, 4} which is represented by (a, b, c, a′). Then there is a 2-chain
α = (a001+a
0
12− b
0−a002)− (a
1
01+a
1
12− b
1−a102) where for each k = 0, 1
and 0 ≤ i < j ≤ 2, akij and b
k are 2-simplices satisfying the followings :
(1) If j − i = 1, supp(akij) = {i, j, 3}, otherwise, supp(a
k
02) =
{0, 2, 4}. And supp(bk) = {2, 3, 4};
(2) akij ↾ P({i, j}) = f
k
ij ; and
(3) ak01({0, 1, 3}) = [abkb]{0,1,3}, a
k
12({1, 2, 3}) = [bkckb]{1,2,3}, a
k
02({0, 2, 4}) =
[a′ckc]{0,2,4}; and b
k({2, 3, 4}) = [ckbc]{2,3,4}.
and ∂(ak01+a
k
12−b
k−ak02) = sk−s. So ∂α = (s0−s)−(s1−s) = s0−s1,
and s0 and s1 are in the same homology class. 
Theorem 2.2. Let s0 and s1 be 1-shells of a support {0, 1, 2}, and
let a, a′, a′′ |= p be such that (a, a′) and (a′, a′′) are endpoint pairs of
representations of s0 and s1 respectively. Then there is a 1-shell s
of a support {0, 1, 2} having an endpoint of representation (a, a′′) and
[s] = [s0] + [s1] in H1(p).
Proof. Assume A = ∅. Consider two 1-shells of a support {0, 1, 2},
s0 = f
0
01 + f
0
12 − f
0
02, s1 = f
1
01 + f
1
12 − f
1
02. Suppose there are rep-
resentations of s0, s1 such that the terminal point of one of s0 and
the initial point of one of s1 are same. Let a
′ |= p be the com-
mon element and a, a′′ |= p be elements so that (a, a′) and (a′, a′′)
are endpoint pairs of s0 and s1 respectively. Let b0, b1, c0, c1 |= p
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elements such that two quadruples (a, b0, c0, a
′) and (a′, b1, c1, a
′′) are
representations of s0 and s1 respectively. Consider two independent
elements d, e |= p with de⌣| aa′a′′b0b1c0c1. Then there is a 2-chain
α = (a001 + a
0
12 − a
0
02) − b + (a
1
01 + a
1
12 − a
1
02), where for k = 0, 1 and
0 ≤ i < j ≤ 2, akij and b are 2-simplices satisfying the followings :
(1) supp(akij) = {i, j, 3 + k} and supp(b) = {0, 3, 4};
(2) akij ↾ P({i, j}) = f
k
ij ;
(3) a001({0, 1, 3}) = [a, b0, d]{0,1,3}, a
0
12({1, 2, 3}) = [b0, c0, d]{0,2,3},
a002({0, 2, 3}) = [a
′, c0, d]{0,2,3}, a
1
01({0, 1, 4}) = [a
′, b1, e]{0,1,4},
a112({1, 2, 4}) = [b1, c1, e]{1,2,4}, a
1
02({0, 2, 4}) = [a
′′, c1, e]{0,2,4},
and b({0, 3, 4}) = [a′, d, e]{0,3,4}.
and ∂(a) = s0+s1−s′, where s′ = −a001 ↾ P({0, 3})+b ↾ P({3, 4})+a
1
12 ↾
P({0, 4}) is a 1-shell of a support {0, 3, 4}. Using the proof of Theorem
2.1, we get a 1-shell s of a support {0, 1, 2} having an endpoint (a, a′′)
and [s] = [s′] in H1(p). Thus, there is a 2-chain α
′ having a 1-chain
s0 + s1 − s as its boundary and so [s] = [s0] + [s1]. 
Next we consider an action of AutA(C) on each Cn(p) and this action
induces an action of AutA(C) on Hn(p). From the theorem 2.1, this
action becomes trivial on Hn(p). But this triviality is very crucial in
finding a connection between the Lascar group over A and the first
homology group in p.
Definition/Remark 2.3. We define an action of AutA(C) on each
Cn(p). Let σ ∈ Aut(C). For a n-chain c =
k∑
i=0
nifi, we define
σ(c) :=
k∑
i=0
niσ(fi),
where for a n-simplex f : P(s)→ CA with s = {s0 < s1 < · · · < sn}, a
n-simplex σ(f) is defined as follows :
(1) σ(f)(u) := σ(f(u)) for each u ⊂ s; and
(2) σ(f)(ιu,v) := σ ◦ f(ιu,v) ◦ σ−1 for each inclusion map ιu,v.
Furthermore, this action commutes with ∂, i.e.,
∂(σ(c)) = σ(∂(c)).
So this action induces an action of AutA(C) on H1(p) as follows : for
each [s] ∈ H1(p), σ([s]) := [σ(s)].
Note 2.4. Let s be a 1-shell in p and let (a, b) be an endpoint pair of
s. For each σ ∈ AutA(C), (σ(a), σ(b)) is an endpoint pair of σ(s).
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Since the n-th type-homology group and the n-th homology group in
p are isomorphic, the action of AutA(C) on H1(p) is trivial.
Corollary 2.5. Let s be a 1-shell and let σ ∈ AutA(C). Then there is
a 2-chain α having the boundary of s− σ(s).
We denote the ordered bracket [a, b] for the class of 1-shell s in H1(p)
which has an endpoint pair (a, b) for a, b |= p. By Theorem 2.1, this
bracket notion is well-defined. We can summarize Theorems 2.1, 2.2,
and Corollary 2.5 as follows : For a, b, c ∈ p(C) and σ ∈ AutA(C), in
H1(p),
(1) [a, b] + [b, c] = [a, c];
(2) [a, a] is the identity element;
(3) −[a, b] = [b, a]; and
(4) σ([a, b]) = [σ(a), σ(b)] = [a, b].
2.2. Lascar group and the first homology groups. Here, using
the ordered bracket notion of endpoint pairs, we define a map ψa from
the automorphism group over A into the first homology group in p for
each a |= p. This map is proven to be a surjective homomorphism(or
epimorphism) and this map does not depending on the choice of a |= p.
Thus we get a canonical epimorphism from AutA(C) into H1(p) and we
study about its kernel.
For each a |= p, we define a map ψa from AutA(C) to H1(p) by
sending σ into [a, σ(a)].
Theorem 2.3. (1) Each ψa is a epimorphism;
(2) For a, b |= p, ψa = ψb. So we get a canonical map ψ from
AutA(C) into H1(p).
Proof. (1) Fix a |= p. At first, surjectivity of ψa comes from the fact
that for b |= p, there is a σ ∈ AutA(C) such that σ(a) = b. It is enough
to show that ψa is a homomorphism. For σ, τ ∈ AutA(C),
ψ(στ) = [a, στ(a)]
= [a, σ(a)] + [σ(a), στ(a)]
= [a, σ(a)] + σ[a, τ(a)]
= [a, σ(a)] + [a, τ(a)]
= ψa(σ) + ψa(τ).
So ψa is a homomorphism.
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(2) Choose a, b |= p. Then there is τ ∈ AutA(C) such that b = τ(a).
For σ ∈ Aut(C),
ψb(σ) = ψa(τ
−1στ)
= ψa(τ
−1) + ψa(σ) + ψa(τ)
= ψa(σ).
Thus ψa = ψb and we get a canonical epimorphism ψ(= ψa) : AutA(C)→
H1(p) for some a |= p. 
SoH1(p) is isomorphic to AutA(C)/Ker(ψ) and it is need to understand
the kernel of ψ. In [8], it was shown that if p is a Lascar strong type,
then the first homology group is zero. This fact can be restated using
endpoint notion as follows :
Fact 2.6. [8] Let a, b |= p be such that a ≡LA b. Then any 1-shell having
endpoint pair (a, b) is a boundary of a 2-chain, i.e., [a, b] = 0 in H1(p).
Definition 2.7. (1) Let AutB(C) be the set of elements σ ∈ Aut(C)
fixing B pointwise.
(2) For a group G, the commutator of G is the subgroup of G
generated by {ghg−1h−1| g, h ∈ G}, denoted by [G,G] and this
is the smallest normal subgroup between normal subgroups N
of G making G/N abelian.
Theorem 2.4. Let N be the normal subgroup of AutA(C) generated by
automorphisms in AutfA(C), or in Autacl(Aa) for some a |= p, let G =
AutA(C)/N , and consider the canonical quotient map Ψ′ : AutA(C) →
G. Let ψ : AutA(C)→ H1(p) be the canonical map. Then the kernel of
ψ contains the followings :
(1) Autacl(Aa)(C) for each a |= p;
(2) AutfA(C); and
(3) (Ψ′)−1([G,G]).
Specially, from the second one, ψ induces a canonical epimorphism Ψ
from GalL(C;A) into H1(p).
Proof. (1) For any a |= p, [a, a] is the identity element in H1(p), and
since we fix an enumeration of acl(aA), Autacl(Aa)(C) is contained the
kernel of ψ.
(2) It comes from Fact 2.6
(3) It comes from the fact that H1(p) is always abelian. 
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We define an A-invariant equivalence relation on p(C)2, and using
this equivalence relation we describe the kernel of ψ. By Fact 1.14, we
can describe 1-shells which are boundary of 2-chains as follows :
Theorem 2.5. A 1-shell s is a boundary of 2-chain if and only if
there is a representation (a, b, c, a′) such that for some n there is a
finite sequence (di)0≤i≤2n+1 of elements in p(C) satisfying the following
conditions :
(1) d0 = a, d2n+1 = c and d2i0 = a
′ for some 0 < i0 ≤ n;
(2) {d2i, d2i+1, b} is independent for each 0 ≤ i ≤ n; and
(3) There is a bijectionm from {0, 2, · · · , 2n}\{2i0} to {1, 3, · · · , 2n−
1} such that d2id2i+1 ≡ dm(2i)+1dm(2i) for 0 ≤ i 6= i0 ≤ n, and
d2i0d2i0+1 ≡ a
′c.
Proof. Let s = f01 + f12 − f02 be a 1-shell and let α =
2n∑
i=0
(−1)iai be a
2-chain with supp(α′) = {0, 1, 2} and ∂(α) = s, which is a chain-walk
from f01 to −f02. Then there are a representation (a, b, c, a′) and a
finite sequence (di)0≤i≤2n+1 of elements in p(C) satisfying the following
conditions :
(1) d0 = a, d2n+1 = c and d2i0 = a
′ for some 0 < i0 ≤ n;
(2) {d2i, d2i+1, b} is independent for each 0 ≤ i ≤ n; and
(3) There is a bijectionm from {0, 2, · · · , 2n}\{2i0} to {1, 3, · · · , 2n−
1} such that d2id2i+1 ≡ dm(2i)+1dm(2i) for 0 ≤ i 6= i0 ≤ n, and
d2i0d2i0+1 ≡ a
′c.

Now we define an A-invariant equivalence relation on p(C) representing
the kernel of ψ. For m ≥ 1, define a partial type p⊙m(x1, . . . , xm) over
A as ∧
i≤m
p(xi) ∧
∧
j<m
xi⌣
| xi+1.
Next define a relation ∼ on p⊙4(C) as follows : for (ai, bi, ci, a′i) ∈ p
⊙4(C)
and i = 0, 1, (a0, b0, c0, a
′
0) ∼ (a1, b1, c1, a
′
1) if a0b0 ≡A a1b1, b0c0 ≡A
b1c1, and a
′
0c0 ≡A a
′
1c1. Note that for (a0, b0, c0, a
′
0) and (a1, b1, c1, a
′
1)
in p⊙4(C), (a0, b0, c0, a′0) ∼ (a1, b1, c1, a
′
1) if and only if both quadruples
represent a same 1-shell. This relation is an A-type-defianble equiva-
lence relation. And for each n ≥ 0, the (1), (2) and (3) conditions of
(a, b, c, a′) and (d0, d1, . . . , d2n+1) in Theorem 2.5 is A-type-definable.
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We define a partial type Fn(x, y, z, w; v0, v1, . . . , v2n+1) as∧
0≤i≤2n+1
p(vi) ∧ v0 = x ∧ v2n+1 = w
∧
∧
0≤j≤n
{v2j , v2j+1, z} is independent over A
∧
∨
0≤i0≤n
[d2i0 = y
∧
∨
m
(
∧
0≤i 6=i0≤n
v2iv2i+1 ≡A vm(2i)+1vm(2i))
for each bijetion m : {0, 2, · · · , 2n} \ {2i0} → {1, 3, · · · , 2n− 1}
∧ v2i0v2i0+1 ≡A yw].
At last, for each n ≥ 0, we define a partial type E ′n(x, y) over A as
p(x) ∧ p(y)
∧ ∃zwx′y′z′w′ [(p⊙4(x, z, w, y) ∧ p⊙4(x′, z′, w′, y′) ∧ (x, z, w, y) ∼ (x′, z′, w′, y′))
∧ ∃v0v1 . . . v2n+1 Fn(x′, y′, z′, w′; v0, v1, . . . , v2n+1)].
The relation E ′n(x, y) says that (x, y) is an endpoint pair of a 1-shell
which is a boundary of 2-chain which is a chain-walk of length 2n+ 1.
Take En(x, y) ≡ E ′n(x, y) ∧ E
′
n(y, x). So, for each n ≥ 0, En is A-
type-definable symmetric relation. At last, define the binary relation
E(x, y) as
x = y ∨
∨
n≥0
En(x, y).
This relation is A-invariant, reflexive, and symmetric. By Theorem 2.2,
it is transitive and by Theorem 2.5 E(a, b) if and only if [a, b] = 0 in
H1(p) for a, b |= p. So this relation E is a desired A-invariant equiva-
lence relation.
Next, we define a distance-like notion on p(C) as follows : For a, b |=
p,
dE(a, b) :=
{
min{n|En(a, b)} if E(a, b)
∞ otherwise.
This distance-like notion is not necessary to satisfy triangle inequality,
i.e., for a, b, c |= p, dE(a, b) ≤ dE(a, c) + dE(c, b). But it does hold that
for a, b, c |= p, dE(a, b) ≤ dE(a, c) + dE(c, b) + 8 since in the proof of
Theorem 2.2 for two 1-shells s0 and s1, there is a 1-shell s such that
s0+s1−s is a boundary of 2-chain of length of 15(= 2×8−1). So we can
apply the results in [11] and we know that if E is not type-definable,
then the cardinality of H1(p) is at least 2
ℵ0. And, in the Appendix A,
we prove that for any bounded (type-)definable equivalence relation on
a strong type, the possible cardinality of the set of equivalence classes
in the strong type is one or at least 2ℵ0. In [10], an invariant equivalence
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relation E on a type-definable setX is called orbital equivalence relation
if there is a subgroup Γ of Aut(C) such that Γ preserves classes of E
setwise and acts transitively on each class. By Theorem 2.3, E(a, b) if
and only if there is σ ∈ Ker(ψ) such that σ(a) = b for a, b |= p. So, our
equivalence relation E is a orbital equivalence relation.
Theorem 2.6. (1) E is an orbital equivalence relation.
(2) The cardinality of H1(p) is zero or ≥ 2
ℵ0.
Next section, we give two examples and in two examples, we compute
two first homology groups, which are non trivial and their cardinalities
are exactly 2ℵ0 .
3. Examples
In simple theories including stable theories, the first homology group
of a strong type is always zero by 3-amalgamation. In [4], the first
homology groups of strong types were computed for some cases and
they were all zero, and they showed that in o-minimal theories, the
first homology group of a strong 1-type is always trivial. Here, we
give two examples of rosy theories having a non trivial first homology
group in a strong type. They are the first cases to give a non trivial
first homology group in a strong type. In [8], B. Kim, S. Kim, and the
author considered the structures in [1], M1,n = (M ;S; g1/n) for each
n ∈ N \ {0} where
(1) M is a saturated circle;
(2) g1/n is a rotation (clockwise) by 2π/n-radian; and
(3) S is a ternary relation such that S(a, b, c) holds if a, b, c are
distinct and b comes before c going around the circle clockwise
starting at a.
and it was shown that the unique strong 1-type pn in S1(∅) has the
trivial first homology group for every n, which is actually a Lascar
strong type. Here we consider two structure M1 = (M ;S; g1/n : n ∈
N\{0}) expanding the structuresM1,n by adding all rotation functions
of 2π/n-radian for each n ∈ N \ {0} at the same time. When we write
gr for r = m/n in Q∩ [0, 1), it means gm1/n, andM2 = (M ;U<r, U=r|r ∈
(0, 1/2] ∩ Q), where U<r(x, y) says the smallest length between x and
y along the arc is less than 2πr, and U<r(x, y) says the smallest length
between x and y along the arc is exactly equal to 2πr.
3.1. Rosiness of Th(M1) and Th(M2). In this subsection, we mainly
show that two theories ofM1 and M2 are rosy. In [2], C. Ealy and A.
Onshuus gave a sufficient condition for being a rosy theory.
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Fact 3.1. Any theory T which geometrically eliminates imaginaries
and for which algebraic closure defines a pregeometry is rosy of thorn
U-rank 1.
For rosiness of Th(Mi)(i = 1, 2), we show that Th(M1) has weak
elimination of imaginaries and Th(M2) has geometric elimination of
imaginaries. In [12], B. Poizat defined for a theory T to have weak
elimination of imaginaries if for every definable set has a smallest al-
gebraically closed set which it is definable over. And T has a geomet-
ric elimination of imaginaries, a weaker notion of weak elimination of
imaginaries, if for each imaginary e ∈ Meq |= T , there is a real tuple
a¯ ⊂ M such that e ∈ acleq(a¯) and a¯ ∈ acleq(e). We give a sufficient
condition of weak elimination of imaginaries for ℵ0-categorical theory,
used in [8] :
Theorem 3.1. Let T be ℵ0-categorical and letM = (M, . . .) be a satu-
rated model of T . Suppose that for all A, acl(A) = dcl(A). Suppose for
a subset X of M1, if X is A0(= acl(A0))-definable and A1(= acl(A1))-
definable, then X is B(= A0 ∩ A1)-definable. Then for a subset Y
of Mn, if Y is A0-definable and A1-definable, then Y is B-definable.
Furthermore, in this case, T has weak elimination of imaginaries.
Proof. Let A0 = acl(A0), A1 = acl(A1), and B = A0 ∩ A1. We use
induction on n. If n = 1, it holds by assumption. Let’s show this
holds for the case n + 1 with inductive hypothesis for the case n. Let
A0 = acl(A0), A1 = acl(A1), and B = A0 ∩ A1. We may assume
A0 and A1 are finite, and so is B. Let Y ⊂ Mn+1 be Ai-definable,
defined by formula φi(x0, . . . , xn; a¯i) for a¯i ⊂ Ai respectively. Then
for each c ∈ M , the fiber of Y over c, Yc := {x¯ ∈ Mn| φi(x¯, c; a¯)} is
cB-definable by induction. By ℵ0-categoricity, there are only finitely
many formulas over ∅ modulo T , and it easily follows that for each y,
φi(x0, . . . , xn−1, y, a¯i) is B-definable. Thus Y is B-definable.
And since there is no infinite descending chain of algebraically closed
sets generating by finitely many elements, it makes for any definable set
to have a smallest algebraically closed set where it is definable. Thus
T weakly eliminate imaginaries. 
As a corollary of Theorem 3.1, we showed that for each n ≥ 2, Th(M1,n)
has weak elimination of imaginaries.
Fact 3.2. [8] For each n ≥ 2, Th(M1,n) weakly eliminates imaginaries.
Next we will see that the theory of M1 has quantifier-elimination.
Definition 3.3. LetM be the underlying set ofM1 andM2, so it is a
saturated circle. For A ⊂ M , let cl(A) := {gr(a)| a ∈ A, r ∈ Q∩[0, 1)}.
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Later, we will see that cl(A) = dclM1(A) = aclM1(A) in the home sort
of M1 and cl(A) = aclM2 in the home sort of M2. It is also easy to
see that cl(A) is a substructure of M1 and M2.
Theorem 3.2. The theory of M1 has quantifier-elimination.
Proof. Take two small subset A,B ⊂ M such that A = cl(A) and B =
cl(B) inM . Take a ∈M \A. We will find b ∈M \B such that the map
f ∪ {(a, b)} is extended to an embedding from cl(Aa) to cl(Bb) inM1.
Then, the quantifier-elimination of Th(M1) comes from a standard
argument. We divide A into two parts A0 := {x ∈ A| S(a, x, g1/2(a))}
and A1 := {x ∈ A| S(g1/2(a), x, a)}. Then B is also divided into two
parts B0 = f(A0) and B1 = f(A1). Take arbitrary b ∈ M such that
for all y0 ∈ B0, y1 ∈ B1, S(y1, b, y0). Then b is a desired element. 
Theorem 3.3. The theory of M1 weakly eliminate imaginaries, and
is rosy of thorn U-rank 1.
Proof. In the structure M1, there is no infinite descending chain of
algebraical closure of finite sets by quantifier elimination. It is enough
to show that ifX ⊂Mn is A0(= acl(A0))- and A1(= acl(A1))-definable,
then X is A0∩A1(= B)-definable. Then X has a smallest algebraically
closed set definingX , and Th(M1) has weak elimination of imaginaries.
Let Ai = acl(Ai) = cl(Ai) for i = 0, 1 and let B = A0 ∩A1. Let X ⊂
Mm be Ai-definable in M1. Then X is definable over Ai for i = 0, 1
in some reduct M1,n. Since M1,n weakly eliminates imaginaries, X is
definable over B in M1,n, defined by a formula ψ(x¯, b¯). Then by the
same formula ψ(x¯, b¯), X is B-definable in M1.
By quantifier elimination, it is easily verified that the algebraic clo-
sure in M1 gives a trivial pregeometry. Thus by Fact 3.1, Th(M1) is
a rosy theory having thorn U -rank 1. 
There is only one 1-strong type over empty set p0(x) = {x = x} inM1.
Next we show that Th(M2) has geometric elimination of imaginar-
ies. We consider an expansion of M2, N2 = (M,U<r, U=r, g1/n)|r ∈
(0, 1/2] ∩Q, n > 0) by adding rotation functions g1/n, and the reducts
of N2, N2,k = (M,U<r, U=r, g1/k| r ∈ (0, 1/2]k), where (0, 1/2]k =
{i/k| 0 < i/k ≤ 1/2, i ∈ N}, for each k ≥ 1.
Theorem 3.4. (1) For each k ≥ 3, Th(N2,k) has quantifier-elimination,
and weak elimination of imaginaries, and it is ω-categorical.
(2) Th(N ) has weak elimination of imaginaries.
Proof. (1) Fix k ≥ 3. Each binary relations U<r and U=r for r ∈
(0, 1/2]k are ∅-definable in M1,k by quantifier-free formulas. So, by
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Fact 3.2, it is enough to show that the ternary relation S(x, y, z) is
∅-definable in N2,k by a quantifier-free formula. Denote gi/k(x) < y <
g(i+1)/k(x) for the formula U<1/k(gi/k(x), y)∧U<1/k(g(i+1)/k(x), y)). Con-
sider the following quantifier-free formula
S ′k(x, y, z) ≡
k−1∨
i=1
[z = gi/k(x)→ (
i−1∨
j=1
y = gj/k(x)
∨
i−1∨
j=0
gj/k(x) < y < g(j+1)/k(x))]
∨
k−1∨
i=0
[gi/k(x) < z < g(i+1)/k(x)→
(gi/k(x) < y < g(i+1)/k(x) ∧ g−1/k(z)(z) < y < z)
∨
i−1∨
j=0
gj/k(x) < y < g(j+1)/k(x)],
and this formula defines S(x, y, z) in N2,k.
(2) Consider the ternary relation S ′k for some k ≥ 3. Then S
′
k also
defines the ternary relation S in N . Thus, as the relation between N2,k
and M1,k, by Theorems 3.2 and 3.3, the theory of N has quantifier-
elimination and weakly eliminate imaginaries. 
Theorem 3.5. The theory ofM2 geometrically eliminate imaginaries.
Proof. At first, we define some equivalence relations En on M
n, which
are ∅-definable in M2. Let n ≥ 1. Define a formula
Cn(z1, . . . , zn) ≡
∧
1≤i<j≤n
zi 6= zj ∧
∧
1≤i<j≤n
¬U<1/n(zi, zj)
so that it defines the set {z, g1/n(z), . . . , g(n−1)/n(z)}. Next, we define
the following formula
In(x, y; z1, . . . , zn) ≡ Cn(z¯)
∧ [
n∨
i=1
(y = zi)→ (U<1/n(zi, x) ∧ U<1/n(zi+1, x))]
∨ [
n∨
i=1
(U<1/n(zi, x) ∧ U<1/n(zi+1, x))→
∃y2 · · · yn(Cn(y, y2, . . . , yn)
∧ (U<1/n(zi+1, y2) ∧ U<1/n(zi+2, y2))
∧ (U<1/n(y, x) ∧ U<1/n(y2, x))]
,where zn+1 = z1 and zn+2 = z2, which defines the sets {(a, b)| b < a <
g1/n(b)} or {(a, b)| g−1/n(b) < a < b} up to zi = g(i−1)/n(z1) or zi =
g−(i−1)/n(z1) respectively. At last, consider the following equivalence
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relation En on M
n defined as follows
En(z¯, z¯
′) ≡ ∀xy(In(x, y; z¯)↔ In(x, y; z¯
′)).
Then |Mn/En| = 3 and each classes represents one of the following
tuples : 
(z, g1/n(z), . . . , g(n−1)/n(z))
(z, g−1/n(z), . . . , g−(n−1)/n(z))
other wise
Let L(M2) = {U<r, U=r} be the language ofM2 and L(N2) = L(M2)∪
{g1/n}n≥1 be the language ofN2. ExpandM2 toM ′2 = (M,U<r, U=r, an, bn, cn)n≥1
by adding imaginary elements such that {an, bn, cn} = Mn/En, where
an = [z, g1/n(z), . . . , g(n−1)/n(z)]En , and bn = [z, g−1/n(z), . . . , g−(n−1)/n(z)]En ,
for each n ≥ 1, and the language ofM2, L(M2) is the union of L(M2)
and {SEn, fEn}n≥1, where SEn is interpreted as the sort for M
n/En
and fEn is as the canonical function from Mn into SEn such that for
a¯, b¯ ∈Mn, fEn(a¯) = fEn(b¯) if and only if En(a¯, b¯).
Claim 3.4. Each function g1/n is definable in M
′
2.
Proof. Two functions g1 and g1/2 are already definable in M2 and so in
M ′2 also. Let n ≥ 3. For each a ∈ M , there is only one element a
′ in
M such that ∃x3, . . . , xn(Cn(a, a
′, x3, . . . , xn) ∧ fEn(a, a
′, x3, . . . , xn) =
an), and thus a
′ = g1/n(a). Therefore, the graph of g1/n is defined
by the formula ∃x3, . . . , xn(Cn(x, y, x3, . . . , xn)∧fEn(x, y, x3, . . . , xn) =
an). 
Claim 3.5. (M′2)
eq = N eq2 .
Proof. For each e ∈ (M′2)
eq, since Mn/En ⊂ M
eq
2 , e is in (M
eq
2 )
eq =
Meq2 . By the way,M2 is a reduct of N2, and e ∈ N
eq
2 . Conversely, each
e′ ∈ N eq2 is clearly in (N
′
2)
eq, wehre N ′2 = (M,U<r, U=r, g1/n, an, bn, cn).
By Claim 3.4, (N ′2)
eq = (M′2)
eq and e′ ∈ (M′2)
eq. 
Take e ∈ Meq2 arbitrary. Since M2 is a reduct of N2, e is in N
eq
2 .
By weak elimination of imaginaries of Th(N2), there is a finite tuple
b¯ ⊂M such that
e ∈ dcleqN2(b¯) and b¯ ∈ acl
eq
N2
(e).
By Claim 3.5,
e ∈ dcleqM′
2
(b¯) and b¯ ∈ acleqM′
2
(e).
Since Mn/En ⊂ acl
eq
M2
(∅),
e ∈ acleqM2(b¯) and b¯ ∈ acl
eq
M2
(e).
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Therefore, each imaginaries in Meq2 is inter-algebraic with a finite tu-
ple in the home sortin M2 and Th(M2) has geometric elimination of
imaginaries. 
Now we show that Th(M2) is a rosy theory having thorn-U rank 1.
Theorem 3.6. The theory of M2 is a rosy theory of thorn-U rank 1.
Proof. By Fact 3.1 and Theorem 3.5, it is enough to show that the
algebraic closure in the home sort gives a trivial pregeometry in M2.
For any A ⊂ M , it is clear that cl(A) ⊂ aclM2(A). By the way,
from Theorem 3.4, aclN2(A) = cl(A). Since M2 is a reduct of N2,
aclM2(A) ⊂ aclN2(A), and thus cl(A) = aclM2(A). So, the algebraic
closure in M2 gives a trivial pregeometry. 
The theory of M2 does not eliminate quantifier but there is only one
1-type over acleq(∅)( 6= ∅), q0(x) = {x = x}.
3.2. Computation of H1 in M1. In the section 2, we see that the
first homology groups are determined by end-point pairs of 1-shells. In
M1, for a fixed a ∈M , we observe that S1(a) looks like a circle with a
rotation. From this observation, we compute the first homology group
of p0 in M1 :
Theorem 3.7. In M1, the first homology group of p0 is isomorphic to
R/Z.
We start with defining a distance-like notion between two points on
M . For a subset A in R, we denote AQ for A ∩Q.
Definition 3.6. Let a, b ∈ M be two elements. We define the S-
distance of b from a, denoted by Sd(a, b) as follows : For r ∈ Q and
s < t ∈ [0, 1)Q,
(1) Sd(a, b) = r if b = gr(a);
(2) s < Sd(a, b) < 1 if M1 |= S(gs(a), b, a);
(3) 0 < Sd(a, b) < t if M1 |= S(a, b, gt(a)); and
(4) s < Sd(a, b) < t if M1 |= S(gs(a), b, gr(a)).
For r ∈ [0, 1) \ Q, we write Sd(a, b) = r if for s < t ∈ [0, 1)Q and
s < r < t, s < Sd(a, b) < t. Let r ∈ (0, 1)Q. We write Sd(a, b) = r − ǫ
if for s ∈ (0, 1)Q with s < r, s < Sd(a, b) < r. We write Sd(a, b) = r+ǫ
if for t ∈ (0, 1)Q with r < t, r < Sd(a, b) < t. We write Sd(a, b) = ǫ if
for all s ∈ (0, 1)Q, 0 < Sd(a, b) < s. We write Sd(a, b) = 1 − ǫ if for
all s ∈ (0, 1)Q, s < Sd(a, b) < 1.
For a subset A ⊂ Q, we define A∗ := A∪{x±ǫ|x ∈ A}. This S-distance
has the values in [0, 1)∪[0, 1)∗Q∪{1−ǫ}. In Appendix B, using Dedekind
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cut, we develop multivalued operations +∗,×∗,−∗ to make R ∪ Q∗ a
ring-like structure. Now we extend the values of S-distance to R∪Q∗.
Since gk = id for all k ∈ Z, we write Sd(a, b) = r for r ∈ R ∪ Q
∗
if Sd(a, b) = r′ where r′ is the unique number in [0, 1) ∪ [0, 1)∗Q such
that r ∈ r′ +∗ n for some n ∈ Z. Then this values depends only
on the type of (a, b), that is, for a0, a1, b0, b1 ∈ M , if a0b0 ≡ a1b1,
then Sd(a0, b0) = Sd(a1, b1) of the values in [0, 1) ∪ [0, 1)∗Q. Then the
following fact is easily verified :
Fact 3.7. Let a, b, c ∈M .
(1) Sd(b, a) = 1−∗ Ŝd(a, b).
(2) Sd(a, c) = Ŝd(a, b)+∗ Ŝd(b, c) modulo Z∪Z∗, that is, Sd(a, b)+∗
Sd(b, c)−∗ Sd(a, c) ⊂ Z∗.
By (1), Sd is not symmetric, that is, for a, b ∈ M , Sd(a, b) 6= Sd(b, a)
and so it is called a directed distance.
Now we assign each 1-simplex f a value nf in R ∪ Q∗ as follows :
There are a, b ∈ M such that [a, b] = f , and we define nf as Sd(a, b).
Then nf is well-define, that is, it does not depend on the choice of a, b
because if ai, bi ∈M satisfy [a0, b0] = [a1, b1] = f , then a0b0 ≡ a1b1 and
Sd(a0, b0) = Sd(a1, b1). We also assign each 1-shell s = f01 + f12 − f02
to a multivalue ns in R ∪ Q∗ as follows : ns = nf01 +
∗ nf12 −
∗ nf02 .
This value is also related with the distance of end points. Let (a, a′)
be an endpoint pair of s, then Sd(a, a′) = ns modulo Z
∗. Using this
assignment of 1-shells, we give a necessary and sufficient condition for
a 1-shell to be a boundary of a 2-chain :
Theorem 3.8. A 1-shell s = f12− f02+ f01 is a boundary of a 2-chain
in p if and only if
ns = n01 +
∗ n12 +
∗ n20 ⊂ Z∗,
where n01 = nf01 , n12 = nf12 , n20 = −
∗nf02. Moreover it is equivalent
to that the two end points of s are Lascar equivalent over ∅.
Proof. (⇒) Let α be a 2-chain having the boundary s. By Fact 1.14,
we may assume α =
2n∑
i=0
(−1)iai be a chain-walk from f01 to −f02 with
supp(α) = {0, 1, 2}. Let [3] = {0, 1, 2}. From Theorem 2.5, there are
independent elements d0, d1, · · · , d2n+2 such that
• ai([3]) ≡ [d0, d2i+1, d2i+2][3] if i is even, and ai([3]) = [d0, d2i+2, d2i+1][3]
if i is odd;
• For some even number 0 ≤ i0 ≤ 2n, [d2i0+1, d2i0+2]{1,2} =
f12({1, 2, }); and
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• For each even number 0 ≤ jo 6= i0 ≤ 2n, there is an odd number
0 ≤ j1 ≤ 2n such that [d2j0+1, d2j0+2]{1,2} = [d2j1+2, d2j1+1]{1,2}.
Then Sd(d1, d0) +
∗ Sd(d0, d2n+2) = −∗n01 −∗ n20 and by Fact 3.7 (1),
Sd(d1, d2)+
∗Sd(d2, d3)+
∗ · · ·+∗Sd(d2n+1, d2n+2) = n+∗n12. By Fact 3.7
(2), Sd(d1, ddn+2) ∈ (−
∗n01−
∗n20)∩(n+
∗n12). Since {0}
∗ = (−∗n01−
∗
n20)+
∗(n01+
∗n20) and (n+
∗n12)+
∗(n01+
∗n20) = n+
∗(n01+
∗n12+
∗n20),
these two equations imply n+∗ (n01 +
∗ n12 +
∗ n20) ⊂ {0}∗. Therefore,
n01 +
∗ n12 +
∗ n20 ⊂ {0}∗ −∗ {n}∗ = {−n}∗ for n ∈ N ⊂ Z.
(⇐) Suppose n01 +∗ n12 +∗ n20 ⊂ {n}∗ for some n ∈ Z. Then there
are independent elements a, b, c, a′ such that
[a, b]{0,1} = f01({0, 1}), [b, c]{1,2} = f12({1, 2}), [a
′, c]{0,2} = f02({0, 2}).
So, Sd(a, b) = n01, Sd(b, c) = n12, Sd(c, a) = n20, and Sd(a, a
′) ∈
n01 +
∗ n12 +
∗ n20. Thus Sd(a, a
′) ∈ {n}∗ and Sd(a, a′) ∈ {0}∗. Since
{a, a′} is independent, Sd(a, a′) ∈ {0}∗ \ {0}, that is, Sd(a, a′) = ǫ or
Sd(a, a′) = 1− ǫ.
We will find d ∈ M such that a ≡d a
′ and d⌣| abca′. Consdier a
partial type Σ(x) = {s < Sd(x, a) < t ↔ s < Sd(x, a′) < t}s<t∈[0,1].
Consider finitely many pairs (si, ti) with si < ti and a formula∧
(si < Sd(x, a) < ti ↔ si < Sd(x, a
′) < ti).
We may assume si ≤ s0 < t0 ≤ ti. It is enough to show that
s0 < Sd(x, a) < t0 ↔ s0 < Sd(x, a
′) < t0
is satisfiable. Suppose s0 < Sd(x, a) < t0 is satisfiable. Then there is a
pair (s, t) such that s0 < s < t < t0 and s < Sd(x, a) < t is satisfiable.
Let e ∈ M be independent from a such that s < Sd(e, a) < t holds.
Since Sd(a, a′) ∈ {0}∗ \ {0}, there is is a pair (s′, t′) such that s′ < t′,
s0 < s+ s
′ < t+ t′ < t0, and s
′ < Sd(a, a′) < t′. Then, s < Sd(e, a) < t
and s′ < Sd(a, a′) < t′ imply s + s′ < Sd(e, a′) < t + t′. Since s0 <
s + s′ < t + t′ < t0, s0 < Sd(e, a
′) < t0 and s0 < Sd(x, a
′) < t0 is
satisfiable. By the same way, s0 < Sd(x, a
′) < t0 → s0 < Sd(x, a) < t0.
Therefore, there is d ∈ M such that Σ(d) and Sd(d, a) = Sd(d, a′).
Moreover we may assume that {a, b, c, a′, d} is independent by taking
d⌣| aa′ bc. Then, there is a 2-chain α = a0 + a1 − a2, where
• supp(a0) = {0, 1, 3}, supp(a1) = {1, 2, 3}, and supp(a2) =
{0, 2, 3};
• a0({0, 1, 3}) = [a, b, d]{0,1,3}, a1({1, 2, 3}) = [b, c, d]{1,2,3}, and
a2({0, 2, 3}) = [a′, c, d]{0,2,3};
• a010 = f01, a
12
1 = f12, and a
02
2 = f02; and
• a030 = a
03
2 , a
13
0 = a
13
1 , and a
23
1 = a
23
2 .
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Then ∂α = f0,1 + f1,2 − f02 + (a032 − a
03
0 ) and ∂α = f0,1 + f1,2 − f02.
Now we show moreover part. Let a, a′ be end points of s. If a ≡L a′,
then s is a boundary of 2-chain and ns ⊂ {n}∗ for some n ∈ Z. Con-
versely, we assume that ns ⊂ {n}∗ for some n ∈ Z. In the proof of
right-to-left, we found d ∈ M such that a ≡d a′. Consider a substruc-
ture generated by d. cl(d) = dcl(c) = acl(c). Then a ≡cl(d) a
′ and
a ≡L a′. 
Now we are ready to prove Theorem 3.7. Define a map Φ : H1(p0)→
(R ∪ Q∗)/Z∗ as sending [s] into ns +∗ Z∗, and (R ∪ Q∗)/Z∗ ∼= R/Z in
Appendix B. It is easy to see this map is surjective. Since for an
endpoint pair (a, b) of s, ns+
∗Z∗ = Sd(a, b)+∗Z∗, this map Φ depends
on the endpoint pairs of 1-shells. By Theorem 2.2, given 1-shells s0 and
s1 and endpoint pairs (a, b) and (b, c) with respect to s0 and s1, there
is an 1-shell s such that [s] = [s0]+ [s1] and (a, c) is an endpoint pair of
s, thus this map Φ is a group homomorphism. Moreover by Theorem
3.8, it is injective, and therefore it is an isomorphism.
Therefore, we show that the first homology group in p0 is isomorphic
to R/Z, and it is interesting that from Theorem 3.8, this first homology
group is exactly isomorphic to the Lascar group GalL(M1; ∅).
3.3. Computation of H1 in M2. In this subsection, we compute the
first homology group of q0. Since q0 is over acl
eq(∅), we work in Meq2
with constant elements in acleq(∅). Since each elements inMn/En is al-
ready in acleq(∅), and by Theorem 3.4, we may work in (M′2)
eq = N eq2 .
But already noted in the proof of 3.4 (2), the ternary relation S(x, y, z)
is definable in N2 and thus we work in M
eq
1 . So, by the previous sub-
section, the first homology group of q0 is same with one of p0 and it is
isomorphic to R/Z, which is also Lascar group over acleq(∅) in M2.
We conjecture that there are only automorphisms described in The-
orem 2.4 in the kernel of the canonical epimorphism in Theorem 2.3.
Question 3.8. Let T = T eq be a rosy theory, and C |= T . For A =
acl(A), for a strong type p over A, let Ψ : AutA(C) → H1(p) be a
canonical epimorphism. Then, is the kernel of Ψ exactly generated by
automorphisms in the following :
(1) Autacl(aA)(C) for a |= p;
(2) Autf(C); and
(3) (Ψ′)−1([G,G]), where G and Ψ′ are in Theorem 2.4,
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so, is H1(p) ∼= (GalL(C;A)/ < σ¯ : σ ∈ Autacl(Aa), a |= p >)
ab?
Furthermore if any algebraic closure is again a substructure, then is
H1(p) ∼= GalL(C;A)
ab?
Fortunately, the answer for Question 3.8 is yes for known examples in
[4][8] and our two examples.
4. Appendix
4.1. Appendix A. We show the possible number of bounded type-
definable equivalence classes on a strong type is 1 or at least 2ℵ0. Let
T (= T eq) be any theory of a language L and let C be a monster model
of T . Fix a small subset, A = acl(A) and choose a strong type p(x¯)
over A(with x¯ of possibly infinite length). We shall denote x¯ as x
conventionally.
Theorem 4.1. Let E(x, y) be a bounded A-type-definable equivalence
relation on p(x) and denote p/E for the set of E-classes on p. Then,
|p/E| = 1 or ≥ 2ℵ0.
Proof. For a convention, we assume A = ∅. We divide two cases that
p/E is finite and p/E is infinite.
Case 1. p/E is finite : Suppose p/E is finite. Let a0, · · · , an |= p be
representatives of all distinct classes in p/E, and let a¯ = (a0, a1, . . . , an).
At first, we show that E is relatively definable on p. Consider two type-
definable formula E(x, a0) and
∨
i>0E(x, ai) partitioning p, and by
compactness, p(x) |= E(x, a0)↔ φ(x, a0) for some formula φ(x, z) such
that E(x, a0) |= φ(x; a0). Since a0 ≡ ai, p(x) |= E(x, ai)↔ φ(x, ai) for
all i ≤ n. Thus, p(x) ∧ p(y) |= E(x, y)↔ ψ(x, y; a¯), where ψ(x, y; z¯) =∨
i[φ(x, zi)∧
∨
j 6=i φ(y, zj)]. Since E is invariant, p(x)∧p(y)∧ψ(x, y; z¯)∧
tp(a¯)(z¯) |= ψ(x, y; a¯)(↔ E(x, y)). By compactness, there is a formula
ψ′(z¯) in tp(a¯)(z¯) such that p(x)∧ p(y)∧ψ(x, y; z¯)∧ψ′(z¯) |= ψ(x, y; a¯).
Take θ(x, y) ≡ ∃z¯(ψ′(z¯) ∧ ψ(x, y; z¯)). Then p(x) ∧ p(y) |= θ(x, y) ↔
ψ(x, y; a¯). Therefore E is relatively definable on p by the formula θ.
Moreover, we may assume θ(x, y) is a reflexive and symmetric relation
by taking x = y ∨ (θ(x, y) ∧ θ(y, x)).
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Next, we find a finite ∅-definable equivalence relation E ′ such that
p(x) ∧ p(y) |= E(x, y)↔ E ′(x, y). Since E is an equivalence relation,
p(x) ∧ p(y) ∧ p(z) |=
∨
i
θ(x, ai) ∧
∨
i
θ(y, ai) ∧
∨
i
θ(z, ai)
∧
∧
i
(θ(x, ai)→
∧
i 6=j
¬θ(x, aj))
∧
∧
i
(θ(y, ai)→
∧
i 6=j
¬θ(y, aj))
∧
∧
i
(θ(z, ai)→
∧
i 6=j
¬θ(z, aj))
∧ (θ(x, y) ∧ θ(y, z)→ θ(x, z)). (∗)
Again by compactness, there is δ(x) ∈ p(x) such that
δ(x) ∧ δ(y) ∧ δ(z) |= (∗).
Define a definable equivalence relation E ′(x, y) ≡ [¬δ(x) ∧ ¬δ(y)] ∨
[δ(x) ∧ δ(y) ∧ ∀z(δ(z) → (θ(z, x)↔ θ(z, y)))].
Claim 4.1. The equivalence relation E ′ is finite.
Proof. First, ¬δ(x) is a E ′-class. We show that on δ, the E ′-classes are
of the form of θ(x, ai) ∧ δ(x). By the choice of δ, it is partitioned by
{θ(x, ai) ∧ δ(x)}i≤n.
1) We show that |= θ(x, ai)∧δ(x)→ E ′(x, ai) : Choose b |= θ(x, ai)∧
δ(x). Take c |= δ(x) ∧ θ(x, ai). Since θ is transitive on δ and θ(b, ai)
holds, θ(c, b) holds. Conversely, if d |= δ(x)∧ θ(x, b), then by transitiv-
ity of θ on δ, θ(d, ai) holds. Therefore, E
′(b, ai) holds.
2) For i 6= j, ¬E ′(ai, aj) : Suppose for some i 6= j, E
′(ai, aj) holds.
Then θ(ai, aj) holds but it is impossible since ai, aj |= p and θ and E
are same on p× p.
By 1) and 2), the E ′-classes are of the form of θ(x, ai) ∧ δ(x) or ¬δ(x)
and E ′ is a finite equivalence relation. 
From the proof of Claim 4.1, E ′ and E are the same equivalence rela-
tion on p×p. Since E ′ is finite and p is a strong type, p/E = p/E ′ and
there are only one E-class in p.
Case 2. p/E is infinite : Suppose p/E is infinite. Let κ = |p/E|. If
E is definable, then by compactness, |p/E| ≥ κ′ for any κ′ < |C| and
E is not bounded. So E is type-definable and E(x, y) ≡
∧
i<λ
φi(x, y),
where φi(x, y) is a formula and λ is an infinite cardinal. We may assume
φi(x, y) is reflexive and symmetric by taking x = y∨(φi(x, y)∧φi(y, x))
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instead of φi(x, y) for each i < λ, and that for i < j < λ, |= φj(x, y)→
φi(x, y) (†) by taking φj(x, y)∧φi(x, y). Moreover, by compactness, we
may assume that for |= ∃z(φi+1(x, z) ∧ φi+1(z, y)) → φi(x, y) (‡). Let
{ak |= p}k<κ be the set of representatives of E-classes.
Claim 4.2. For each i < λ and k < κ, φi(x, ak)(C) contains infinitely
many E-classes.
Proof. Fix i < λ. By compactness, there are finitely many k0 < k1 <
· · · < kn such that p |=
∨
j φi(x, akj ). By Pigeonhole Principle, some
φi(x, akl) contains infinitely many ak’s. By (†) and (‡), φi(x, akl) con-
tains infinitely many E-classes. Since an ≡ am for n,m < κ and E is
invariant, each φi(x, ak) contains infinitely many E-classes. 
Claim 4.3. For each i < λ and k < κ, there are i < j < λ and
k0, k1 < κ such that
|= [(φj(x, ak0) ∨ φj(x, ak0))→ φi(x, ak)] ∧ [¬∃x(φj(x, ak0)∧ φj(x, ak1))].
Proof. Fix i < λ and k < κ. By Claim 4.2, φi(x, ak) contains infinitely
many E-classes. Choose two E-classes in φi(x, ak) and let ak0 and ak1
be representatives of two classes respectively. Since E(x, ak0)(C) and
E(x, ak1)(C) are disjoint, by compactness, for some j > i, φj(x, ak0)(C)
and φj(x, ak1)(C) are disjoint and we are done. 
From Claim 4.2, 4.3 and the fact that the cofinality of λ is at least ℵ0,
we get a binary tree B : 2<ω → ω × κ such that for each b ∈ 2<ω,
B(
⌢
b0) = (j, k0) and B(
⌢
b1) = (j, k1) where if B(b) = (i, k), then j < ω
and k0, k1 < κ satisfies Claim 4.3 for (i, k). Then for each τ ∈ 2ω,
we get a set of formula {φi(τ↾n)(x, ak(τ↾n))}, where B(τ ↾ n) = (i(τ ↾
n), k(τ ↾ n)) for each n ∈ ω. By the choice of B, for τ0 6= τ1 ∈ 2ω,⋂
n φi(τ0↾n)(x, ak(τ0↾n))(C) and
⋂
n φi(τ1↾n)(x, ak(τ1↾n))(C) are disjoint, and
each contains E-classes. Thus, p/E has at least 2ℵ0 many elements. 
4.2. Appendix B. We see how to recover a real ordered group (R,+)
from a dense linear order extending (Q, <) using Dedekind cut. Con-
sider a language Lod,Q = {<}∪{r}r∈Q and a Lod,Q-structure U = (U,<
, r : r ∈ Q) which is a saturated dense linear order extending (Q, <).
Then Th(U) has quantifier elimination.
Consider the 1-types over empty set, S1(∅)(= S1). Then by quantifier
elimination, any 1-type p has one of the following forms : For r ∈ Q
and r′ ∈ R \Q,
(1) {x = r};
(2) {l < x < r| l < r};
(3) {r < x < u| r < u}; and
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(4) {l < x < u| l < r′ < u}.
For a subset S ⊂ Q, we write S∗ := S ∪ {s ± ǫ| s ∈ S}, where we
consider ǫ as infinitesimal. So we can identify S1 with the set R ∪ Q∗
in the following way : For r ∈ Q and r′ ∈ R \Q,
(1) {x = r} ↔ r;
(2) {l < x < r| l < r} ↔ (r − ǫ);
(3) {r < x < u| r < u} ↔ (r + ǫ); and
(4) {l < x < u| l < r′ < u} ↔ r′.
Next we define a group-like structure on S1. Define a plus-like operation
+∗ : S1 × S1 → P(S1) as follows :
p1 +
∗ p2 := {p| p |= (l1 + l2 < x < u1 + u2), pi |= li < x < ui},
and define a minus-like operation −∗ : S1 → S1 as follows :
(−∗p) := {−u < x < −l| p |= l < x < u}.
We define a composition of plus operation as follows :
(p1 +
∗ p2) +
∗ p3 :=
⋃
p∈p1+∗p2
p+∗ p3,
and
p1 +
∗ (p2 +
∗ p3) :=
⋃
p∈p2+∗p3
p1 +
∗ p.
Then +∗ and −∗ is commutative, associate, and distributive. And for
any p1, · · · , pk ∈ S1 and k ≥ 1,
|p1 +
∗ · · ·+∗ pk| ≤ 3
We write p1 −∗ p2 for p1 +∗ (−∗p2). These two notions are naturally
assigned to R ∪Q∗ and they are defined as follows :
(1) (a) If both r1 and r2 are in R and let r = r1 + r2, then
r1 +
∗ r2 :=
 r if {r} ∈ R \Qr if {r} ∈ Q and r1, r2 ∈ Q{r − ǫ, r, r + ǫ} if r ∈ Q and r1, r2 /∈ Q
;
(b) If r1 ∈ R\Q and r2 = q± ǫ ∈ Q∗, then r1+∗ r2 := {r1+ q};
(c) If r1 ∈ Q and r2 = q±ǫ ∈ Q∗, then r1+∗r2 := {(r1+q)±ǫ};
(d) If r1 = p ± ǫ and r2 = q ± ǫ ∈ Q∗, then r1 +∗ r2 :=
{(p+ q)± ǫ};
(e) If r1 = p ± ǫ and r2 = q ∓ ǫ ∈ Q∗, then r1 +∗ r2 :=
{(p+ q)− ǫ, (p+ q), (p+ q) + ǫ}.
(2) (a) If r1 ∈ R, then −∗r1 := −r1;
(b) If r1 = p± ǫ ∈ Q
∗, then −∗r1 := −p∓ ǫ.
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Now we induce a group structure from (S1,+
∗,−∗). Define a equiva-
lence relation ≡0 on S1,
p1 ≡0 p2 iff p1 −
∗ p2 ⊂ {0− ǫ, 0, 0 + ǫ},
and denote [p]0 for p ∈ S1 for the equivalence class. Since {0−ǫ, 0, 0+
ǫ} is closed under +∗ and −∗, +∗ and −∗ are extended on S1/ ≡0.
Then (S1/ ≡0,+∗,−∗, [tp(0)]0) is a group. Actually it is isomorphic to
(R,+,−, 0).
Theorem 4.2. (S1/ ≡0,+∗,−∗, [tp(0)]0) ∼= (R,+,−, 0).
And define a equivalence relation ≡Z on S1,
p1 ≡Z p2 iff p1 −
∗ p2 ⊂ Z
∗,
and denote [p]Z for the equivalence class. As same as ≡0, Z∗ is closed
under +∗ and −∗ and +∗ and −∗ are extended on S1/ ≡Z. And (S1/ ≡Z
,+∗,−∗, [tp(0)]Z) is isomorphic to (R/Z,+,−, 0) as groups.
Theorem 4.3. (S1/ ≡Z,+∗,−∗, [0]Z) ∼= (R/Z,+,−, 0).
These two equivalences ≡0 and ≡Z are defined on R ∪Q∗ and
(R ∪Q∗)/ ≡0∼= R and (R ∪Q
∗)/ ≡Z∼= R/Z.
Moreover we can define a multiplication-like operation ×∗ on S1 as
similar as the plus-like operation +∗. Note that for r0 ∈ Q and r ∈
R ∪Q∗,
tp(r0)×∗ tp(r) := tp(r0r) if r ∈ R
tp(r0q + ǫ) if r = q + ǫ, q ∈ Q
tp(r0q − ǫ) if r = q − ǫ, q ∈ Q
These plus-, minus-, multiplication-like operations make
(S1/ ≡0, [tp(0)]0, [tp(1)]0,+
∗,−∗,×∗) ∼= (R, 0, 1,+,−,×),
and
(S1/ ≡Z, [tp(0)]Z, [tp(1)]Z,+
∗,−∗,×∗) ∼= (R/Z, 0, 1,+,−,×).
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