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a b s t r a c t
For n = 2k, we know that the size of a smallest AND/OR/NOT formula computing the
Boolean function Parity(x1, . . . , xn) = Odd(x1, . . . , xn) is exactly n2: For any n, it is at least
n2 by the classical Khrapchenko bound, and for n = 2k we easily obtain a formula of size
n2 by writing and recursively expanding
Odd(x1, . . . , xn) = [Odd(x1, . . . , xn/2) ∧ Even(xn/2+1, . . . , xn)]
∨ [Even(x1, . . . , xn/2) ∧ Odd(xn/2+1, . . . , xn)].
We show that for n = 2k the formula obtained above is an essentially unique one that
computes Parity(x1, . . . , xn) with size n2. In the equivalent framework of the Karchmer–
Wigderson communication game, our result means that an optimal protocol for the parity
of 2k variables is essentially unique.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and summary
A formula is anAND/OR/NOT circuit inwhich each gate has fan-out 1, i.e., the underlying graph is a tree. SuchAND/OR/NOT
formulas are sometimes called De Morgan formulas. The size of a formula F is the number of leaves in F , which equals the
number of ANDs and ORs in F plus 1. We assume, without loss of generality for our purposes, that all the NOT gates appear
as negated input literals¬xi. For a Boolean function f , let L(f ) denote the minimum possible size of a formula computing f .
The largest known lower bound for L(f ) for an explicit function f is due to Hastad [2], and it is n3−o(1).
For x ∈ {0, 1}n, Parity(x) = Parity(x1, . . . , xn) is 1 if∑ xi is odd, and 0 otherwise. We also use Odd(x) and Even(x) to
respectively denote Parity(x) and its negation. Khrapchenko’s theorem [3] (also explained in [6–8]) asserting that L(Parity)
≥ n2 is a nice classic in combinatorial complexity.
A formula F computing a Boolean function f bijectively corresponds to a two-party communication protocol P solving
the Karchmer–Wigderson communication game for f [4,5] (also explained in, e.g., [6,7,9]). In this game Bob and Alice are
respectively given x, y ∈ {0, 1}n such that f (x) = 0 and f (y) = 1. The task is to agree on some i ∈ {1, . . . , n} such that xi 6= yi.
A leaf of a formula F corresponds to a leaf of a protocol P , or equivalently, to amonochromatic rectangle [7, Chapter 5] in the
partition induced by P; thus the size of F equals the number of leaves of P , which also equals the number of monochromatic
rectangles in the partition induced by P .
We can obtain a formula for Parity(x1, . . . , xn) = Odd(x1, . . . , xn) by writing and recursively expanding
Odd(x1, . . . , xn) = [Odd(x1, . . . , xn/2) ∧ Even(xn/2+1, . . . , xn)] ∨ [Even(x1, . . . , xn/2) ∧ Odd(xn/2+1, . . . , xn)].
For n = 2k, this yields a formula of size n2 and depth 2 log2 n. We can also use the following dual expression:
Odd(x1, . . . , xn) = [Odd(x1, . . . , xn/2) ∨ Odd(xn/2+1, . . . , xn)] ∧ [Even(x1, . . . , xn/2) ∨ Even(xn/2+1, . . . , xn)].
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For n = 2k, using the two forms above alternately yields a formula of size n2 and depth 2 log2 n in which the number of
AND/OR alternations along each path from the root to a leaf is log2 n. The number of AND/OR alternations corresponds to the
number of rounds in a Karchmer–Wigderson protocol.
Thus for n = 2k we know the formula size complexity exactly; it is n2. In this paper we show that the formulas obtained
above are essentially unique smallest ones: We can partition the set {1, . . . , n} into two sets of size n/2 in an arbitrary way;
we can use either one of the dual forms above, andwe can ‘‘syntactically shuffle and rotate’’ gates of the same type (AND/OR)
appearing at consecutive levels. But up to these variations, a smallest formula is unique.
While most important questions in computational complexity are only meaningful in asymptotic forms of O(·), Ω(·),
and Θ(·), when an underlying model is a simple natural one such as a formula, comparator network, or arithmetic
formula/circuit, determining the exact complexity is an interesting problem. In somewhat rare cases where we can
determine the exact complexity, we can further raise the question of the uniqueness of an optimal solution. A famous
example is Borodin’s result [13] in arithmetic complexity that Horner’s rule for evaluating a polynomial is uniquely optimal
(also explained, e.g., in [14, p. 498]). But there are very few results establishing such uniqueness. Our result suggests that
uniqueness can sometimes be established if one focuses on special nice cases, e.g., for n a power of 2, or if one appropriately
defines essential uniqueness. We hope that our result encourages people to keep in mind questions of this type.
We mention some more previous works related to this one. Zwick [10] gave an extension of Khrapchenko’s bound by
considering the formula size in which variables have different costs. Koutsoupias [11] gave an extension and an alternative
proof of Khraphcheko’s bound by considering the eigenvalues of a certain matrix associated with a formula. Through a line
of research on quantum query complexity of Boolean functions, Laplante, Lee, and Szegedy [12] have given a new method
for establishing size lower bounds for (classical) formulas; the new method yields an interesting alternative proof for
Khrapchenko’s bound.
1.1. Results
Throughout the paper we do not want to distinguish, e.g., F ∧ G and G ∧ F ; all our statements are up to the interchange
of left and right. Consider the formula F obtained by connecting k subformulas F1, . . . , Fk by (k − 1) AND gates for k ≥ 3;
for example, consider
F0 = [[[F1 ∧ F2] ∧ F3] ∧ F4].
We say that, e.g., F0 is of the form [F1 ∧ F2] ∧ [F3 ∧ F4] up to AND rearrangements. Similarly we speak of OR rearrangements.
Note that AND rearrangements and OR rearrangements do not change the number of AND/OR alternations along any path
from the root to a leaf. For a set S ⊆ {1, . . . , n} and x ∈ {0, 1}n, the function OddS(x1, . . . , xn) is 1 if∑i∈S xi is odd, and 0
otherwise; we also use EvenS(x1, . . . , xn) to denote ¬OddS(x1, . . . , xn). We state our main result in the following form.
Theorem 1. Assume that n = 2k.
(A) Let F be a formula of size n2 that computes Odd(x1, . . . , xn). Then, the following hold: If n = 1, F is a single literal x1. For
n ≥ 2:
(A-1) If the top gate is OR, its two children at depth 1 must be AND gates, and up to AND rearrangement at depth 1, F is of the
following form for some S ⊆ {1, . . . , n} with |S| = n/2: F = [F1 ∧ F2] ∨ [F3 ∧ F4], where
F1(x) = OddS(x), F2(x) = EvenS(x), F3(x) = EvenS(x), F4(x) = OddS(x).
(A-2) If the top gate is AND, its two children at depth 1 must be OR gates, and up to OR rearrangement at depth 1, F is of the
following form for some S ⊆ {1, . . . , n} with |S| = n/2: F = [F1 ∨ F2] ∧ [F3 ∨ F4], where
F1(x) = OddS(x), F2(x) = OddS(x), F3(x) = EvenS(x), F4(x) = EvenS(x).
(B) Similar statements hold for a size-n2 formula computing Even(x1, . . . , xn).
Ourmain result above immediately yields some new quantitative results concerning simultaneous optimality such as the
following.
Corollary 2. For n = 2k, the minimum number of AND/OR alternations in a smallest formula for Parity(x1, . . . , xn) is log2 n.
Equivalently, for n = 2k, the minimum number of rounds in an optimal Karchmer–Wigderson protocol for Parity(x1, . . . , xn) is
log2 n.
1.2. Proof outline
The outline of our proof of Theorem 1 is as follows. Our proof first closely follows the simplified proof of Khrapchenko’s
bound due to Mike Paterson (see [6]). In each inductive step, we analyze properties of a subformula whose size equals the
lower bound; the notion of certificatewill play a key role. Thenwe further analyze awhole formula. A proof of Khrapchenko’s
theorem appears as part of our analysis, making this paper self-contained.
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2. Proof of Theorem 1
FollowingWegener [8], for a, b ∈ {0, 1}n say that a and b are neighbors if the Hamming distance between a and b is 1. For
A, B ⊆ {0, 1}n, define the set A⊗ B as follows:
A⊗ B = {(a, b) : a ∈ A, b ∈ B, a and b are neighbors}.
We will consider A⊗ B in the case where A and B are disjoint nonempty sets; for such A and B, define K(A, B) as follows:
K(A, B) = |A⊗ B|
2
|A| · |B| .
In otherwords, consider the averages, respectively over a ∈ A and b ∈ B, of the numbers of neighbors in B and A. The product
of these two averages is K(A, B). For disjoint sets A, B ⊆ {0, 1}n and a formula F , say that F separates A and B if F is constant
on A and B taking different 0/1 values, i.e., f (A) = {0}, f (B) = {1} or f (A) = {1}, f (B) = {0}.
For a ∈ {0, 1}n and i ∈ {1, . . . , n}, let a(i) denote the n-bit vector obtained by flipping the i-th bit of a. For x ∈ {0, 1}n, a
formula F , and a set S ⊆ {1, . . . , n}, say that set S is a certificate of x for F if for any x′ ∈ {0, 1}n such that x′i = xi for all i ∈ S,
F(x′) = F(x). Say that a formula F separating A and B is K-optimal for A and B if size(F) = K(A, B).
Lemma 3. Let F be a formula separating disjoint nonempty A, B ⊆ {0, 1}n.
(I) [Khrapchenko–Paterson] size(F) ≥ K(A, B).
(II) Let s = |A ⊗ B|/|A| and t = |A ⊗ B|/|B|. Assume that F is K-optimal for A and B, i.e., size(F) = K(A, B) = st. Then, each
a ∈ A has s neighbors in B and each b ∈ B has t neighbors in A. Furthermore, for each a ∈ A, if a(i1), a(i2), . . . , a(is) are the s
neighbors of a in B, then the set {i1, i2, . . . , is} is a certificate of a for F . Similarly, for each b ∈ B, if b(j1), b(j2), . . . , b(jt ) are the t
neighbors of b in A, then the set {j1, j2, . . . , jt} is a certificate of b for F .
Proof. The proof is by induction on the size of a formula F . Assume that F separates nonempty disjoint sets A and B.
Base: size(F) = 1 and F is a single literal xi or xi: Each a ∈ A has at most one neighbor in B; the only candidate is a(i).
Similarly each b ∈ B has at most one neighbor in A; the only candidate is b(i). Thus (I) holds since we have
K(A, B) = |A⊗ B||A| ×
|A⊗ B|
|B| ≤ 1× 1 = 1 = size(F).
Formula F is K -optimal, i.e., K(A, B) = 1 if and only if each a ∈ A and each b ∈ B respectively has one neighbor a(i) in B and
one neighbor b(i) in A. In this case the set {i} is a certificate for a and for b and (II) holds.
Induction: Assume that F = F1∨ F2 and F(A) = {0}, F(B) = {1}. The other dual case F = F1∧ F2 is similar; we omit a proof.
Put B1 = {b ∈ B : F1(b) = 1} and B2 = B \ B1. Then, (I) holds since we have
size(F) = size(F1)+ size(F2) ≥ K(A, B1)+ K(A, B2) ≥ K(A, B). (1)
The first equality is by definition of formula size and the first inequality is by induction. The second inequality is by the
following calculation: Let
a = |A|, b1 = |B1|, b2 = |B2|, c1 = |A⊗ B1|, c2 = |A⊗ B2|,
s1 = c1a , s2 =
c2
a
, t1 = c1b1 , t2 =
c2
b2
, s = c1 + c2
a
= s1 + s2, t = c1 + c2b1 + b2
so that
K(A, B1) = s1t1 = c
2
1
ab1
; K(A, B2) = s2t2 = c
2
2
ab2
; K(A, B) = st = (c1 + c2)
2
a(b1 + b2) .
We can obtain the second inequality in (1) by writing a series of equivalent inequalities:
c21
ab1
+ c
2
2
ab2
≥ (c1 + c2)
2
a(b1 + b2) .
(b1 + b2)(b2c21 + b1c22 ) ≥ b1b2(c1 + c2)2.
b22c
2
1 + b21c22 ≥ 2b1b2c1c2.
(b2c1 − b1c2)2 ≥ 0.
Note that the equalities hold in place of the inequalities above if and only if
c1/b1 = c2/b2 = |A⊗ B|/|B|, i.e.,t1 = t2 = t. (2)
To see that (II) holds, assume that F is K -optimal for A and B. Then, the equalities hold in place of the inequalities in (1).
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Since the equality holds in place of the first inequality in (1), size(F1) = K(A, B1) and size(F2) = K(A, B2), i.e., F1 is
K -optimal for A and B1 and F2 is K -optimal for A and B2.
By induction, each a ∈ A has s1 neighbors in B1 and s2 neighbors in B2 and these s1 indices and s2 indices respectively form
a 0-certificate of F1 for A and a 0-certificate of F2 for A. The sets B1 and B2 are disjoint, and thus each a ∈ A has s = s1 + s2
neighbors in B = B1 ∪ B2 and these s indices form a 0-certificate for F = F1 ∨ F2 for A.
Since the equality holds in place of the second inequality in (1), condition (2) holds. By induction and by the fact that
t1 = t2 = t , each y1 ∈ B1 (resp., each y2 ∈ B2) has t neighbors in A and these t indices form a 1-certificate of F1 (resp., F2),
and thus for F = F1 ∨ F2. 
Remark. Assume that A, B ⊆ {0, 1}n are disjoint and nonempty. Consider a partition of A × B into rectangles that are
monochromatic in the sense of Karchmer and Wigderson. The number of monochromatic rectangles is at least K(A, B);
see [7, Section 5.1]. This assertion is more general than Lemma 3-(I) since partitions properly contain protocol-induced
partitions, which correspond to formulas. Call a partition K-optimal if the number of monochromatic rectangles equals
K(A, B). By inspecting the arguments in [7, Section 5.1] we can also see that in a K -optimal partition of A × B, all the
monochromatic rectangles must be squares of the same size and each a ∈ A and each b ∈ B has the same number of
neighbors in B and in A respectively. But one cannot define certificates for general partitions. In fact, we do not know the
answer to the following question: For n = 2k, is there a size-n2 partition of Odd×Even that is not induced by a protocol?
The following is a strengthened version of an exercise in Wegener’s book [8, Chapter 8, Exercise 1, p. 263]. (The exercise
is to show that L(H) = L(f )+ L(g) for H, f , g below.) We include a proof in the Appendix.
Lemma 4. Suppose that X = {x1, . . . , xs} and Y = {y1, . . . , yt} are disjoint sets of variables and f (x1, . . . , xs) and g(y1, . . . , yt)
are nonconstant Boolean functions. Let H be a smallest formula that computes f (x1, . . . , xs) ∧ g(y1, . . . , yt). Then, up to AND
rearrangements, H is of the form H = F ∧ G, where F is a smallest formula that computes f and G is a smallest formula that
computes g. The dual statement with OR rearrangements holds for a smallest formula computing f ∨ g.
Proof of Theorem 1. Let n = 2k ≥ 2 and let F be a size-n2 formula computing Odd(x1, . . . , xn). Let A = Odd−1(0) and
B = Odd−1(1), i.e., A is the set of even vectors in {0, 1}n and B is the set of odd vectors in {0, 1}n. Clearly, F is a K -optimal
separation of A and B.
Assume that F is of the form F = F1∨F2. The other dual case is similar; we omit a proof. Put B1 = {b ∈ B : F1(b) = 1} and
B2 = B\B1. By Lemma 3 and by the explanations in the proof of Lemma 3, F1 is K -optimal for A and B1 and F2 is K -optimal for
A and B2, and there exist s and t such that n = s+ t and that each a ∈ A has s neighbors a(i1), . . . , a(is) in B1 and t neighbors
a(j1), . . . , a(jt ) in B2 with the set {i1, . . . , is} being a 0-certificate of a for F1 and the set {j1, . . . , jt} being a 0-certificate of a
for F2.
Consider a0 = (0, 0, . . . , 0) ∈ A. The point a0 has s neighbors a(i1)0 , . . . , a(is)0 in B1. Let S = {i1, . . . , is} and S ={1, . . . , n} − S.
Claim. Formula F1 computes the function OddS ∧ EvenS and formula F2 computes the function EvenS ∧ OddS .
Proof of Claim. Renaming indices, if necessary, assume that S = {1, . . . , s}. The set S = {1, 2, . . . , s} is a 0-certificate of a0
for F1 and the set S = {s+ 1, . . . , n} is a 0-certificate of a0 for F2. Thus F1 is 0 for any n-bit vector of the form
(0, 0, . . . , 0︸ ︷︷ ︸
s
, ∗, ∗, . . . , ∗︸ ︷︷ ︸
n−s
),
and F2 is 0 for any n-bit vector of the form
(∗, ∗, . . . , ∗︸ ︷︷ ︸
s
, 0, 0, . . . , 0︸ ︷︷ ︸
n−s
).
Consider n-bit vectors of the form
a = (0, 0, . . . , 0︸ ︷︷ ︸
s
, as+1, . . . , an︸ ︷︷ ︸
n−s
) ∈ A.
Since a is in A, as+1 + · · · + an is even. For each such a, S = {1, . . . , s} is a 0-certificate of a for F1 since a agrees with a0 on
those coordinates in S and S is a 0-certificate for a0. Each such a has a 0-certificate for F2 of size n − s; but that certificate
must be S because if a size-(n− s) set T other than S is a 0-certificate for F2, the set S ∪ T of size less than n is a 0-certificate
of a for F = F1 ∨ F2, contradicting the assumption that F computes Odd(x1, . . . , xn).
Thus, for every (n− s)-tuple as+1, . . . , an such that as+1 + · · · + an is even, (∗, . . . , ∗, as+1, . . . , an) is a 0-certificate for
F2. Therefore, for each b ∈ B such that bs+1 + · · · + bn is even, F2(b) = 0; but F(b) = F1(b) ∨ F2(b) = 1; so F1(b) = 1. By
similarly arguing with a = (a1, a2, . . . , as, 0, . . . , 0) ∈ A, we conclude that for each b ∈ B such that b1 + · · · + bs is even,
F2(b) = 1. This completes the proof of the claim. 
We continue the proof of Theorem 1. Recall that |S| = s and |S| = n − s. By Lemma 4 and Khrapchenko’s bound
(Lemma 3-(I)), formula F1 computing OddS ∧ EvenS has size at least s2+ (n− s)2 and the same applies for formula F2. Hence
size(F1)+ size(F2) ≥ 2(s2 + (n− s)2). But the sum of two sizes equals n2 by assumption, and thus we must have s = n/2.
Now we know what F1 and F2 compute. By Lemma 4 we conclude that they are of the form claimed in Theorem 1. 
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Appendix. Proof of Lemma 4
Let X = {x1, . . . , xs} and Y = {y1, . . . , yt} be disjoint sets of variables and let f (x1, . . . , xs) and g(y1, . . . , yt) be non-
constant functions. Suppose that smallest De Morgan formulas computing f and g have size l andm respectively. Let H be a
smallest formula computing f ∧ g .
Claim 1. The formula H contains l X-variables and m Y-variables.
Proof. Since f is a nonconstant function, there is a 0/1-assignment a for X-variables that makes f be 1. Fixing all the
X-variables in H according to the assignment a yields a formula that computes g; thus the number of Y -variables in H
is at leastm. Similarly, the number of X-variables in H is at least l. 
Claim 2. Let P = QR be a subformula of H, where  is a connective, the formula Q contains only X-variables, and the
formula R contains at least one Y-variable. Then the connective  must be ∧, and for every assignment a of X-variables,
f (a) = 1 H⇒ Q (a) = 1.
Proof. To get a contradiction, assume that the connective is∨. Further assume, for the sake of contradiction, that for every
assignment a to X-variables, f (a) = 1 H⇒ Q (a) = 0. Then, it is easy to see that the formula that we obtain by fixing Q to
be constant 0 in H still computes f ∧ g; this contradicts the minimum size assumption for H . Thus there is an assignment a
to X-variables such that f (a) = 1 and Q (a) = 1. Fixing all X-variables in H according to a yields a formula for g; but since
the connective is ∨ and Q (a) = 1, this formula contains less than m Y -variables; a contradiction. Hence the connective 
must be∧. Suppose that there is an assignment a such that f (a) = 1 and Q (a) = 0. Then, fixing all X-variables as in a yields
a formula computing g with size less thanm; a contradiction. Thus the last assertion of Claim 2 holds. 
Say that a subformula Q of H is pure if it is a maximal subformula containing only X-variables or only Y -variables. From
Claim 2 and the symmetry, it follows that whenever f ∧ g = 1, all pure subformulas evaluate to 1. To get a contradiction to
the assertion of Lemma 4, assume that there is a subformula P such that P contains both X and Y variables and has the form
P = Q ∨ R. Then the smaller formula obtained by setting Q (or R) to be 0 must still compute f ∧ g since when f ∧ g = 1,
all the pure subformulas evaluate to 1, and thus R = 1; this contradicts the minimum size assumption. Thus H connects all
the pure subformulas by the connective ∧. 
References
[1] J. Tarui, Smallest formulas for parity of 2k variables are essentially unique, in: Proc. of COCOON08, in: LNCS, vol. 5092, 2008, pp. 92–99.
[2] J. Håstad, The shrinkage exponent of De Morgan formulae is 2, SIAM Journal on Computing 2719 (1) (1998) 48–64.
[3] V.M. Khrapchenko, A method of determining lower bounds for the complexity of Π-schemes, Matematicheskie Zametki 10 (1) (1971) 83–92
(in Russian); English translation in: Mathematical Notes 10 (1) (1971) 474–479.
[4] M. Karchmer, A. Wigderson, Monotone circuits for connectivity require super-logarithmic depth, SIAM Journal on Discrete Mathematics 3 (2) (1990)
255–265.
[5] M. Karchmer, Communication Complexity: A New Approach to Circuit Depth, MIT Press, 1989.
[6] R. Boppana, M. Sipser, The complexity of finite functions, in: J. van Leeuwen (Ed.), Handbook of Theoretical Computer Science Volume A Algorithms
and Complexity, MIT Press, 1990.
[7] E. Kushilevitz, N. Nisan, Communication Complexity, Cambridge University Press, 1997.
[8] I. Wegener, The Complexity of Boolean Functions, Wiley, 1987 (on-line copy available at the web site of ECCC under Monographs).
[9] S. Arora, B. Barak, Complexity Theory: A Modern Approach, Cambridge University Press, 2009.
[10] U. Zwick, An extension of Khrapchenko’s theorem, Information Processing Letters 37 (1991) 215–217.
[11] E. Koutsoupias, Improvements on Khrapchenko’s theorem, Information Processing Letters 116 (1993) 399–403.
[12] S. Laplante, T. Lee, M. Szegedy, The quantum adversary method and classical formula size lower bounds, Computational Complexity 15 (2) (2006)
163–196.
[13] A. Borodin, Horner’s Rule is uniquely optimal, in: Z. Kohavi, A. Paz (Eds.), Theory of Machines and Computations, Academic Press, 1971, pp. 45–58.
[14] D. Knuth, The Art of Computer Programming: Vol. 2 Seminumerical Algorithms, 3rd ed, Addison-Wesley, 1997.
