INTRODUCTION
Several publications have appeared in which the general methods of analysing high-resolution n.m.r. spectra are described 1 -4 , and the literature on the details of the subject is very large-not to say too large-in view of the sizeable frequency of duplicated efforts. The progress made since 1960 is certainly sufficient to warraut the writing of an up-to-date treatise on the subject, andin the meantime a cursory appraisal of the present situation may perhaps serve some useful purpose.
Any high-resolution n.m.r. spectrum may (apart from line width considerations) be analysed in terms of the simple spin Hamiltonian:
(1) i<j where J(i) is the spin operator [with components lx(i), ly(i) and lz(i)] operating on particle i.
The Larmor frequencies ( chemical shifts) Vi and the spin coupling constants Jii are often referred to as the phenomenological constants (or parameters). This nomenclature is appropriate because (i) the Hamiltonian (1) was originally derived phenomenologically 5 -8 , and (ii) whereas a strictly quantitative analysis of a given spectrum in terms of the phenomenological param.eters is entirely realizable, the further analysis of the parameter values in term:s of morefundamental entities must usually take the form of empirical conelations or approximate semi-empirical calculations.
The use of a phenomenological Hamiltonian is commonplace in many branches of spectroscopy. The form of the Hamiltonian may always be justified by incorporating in the quantum mechanical treatment a larger number of variables than those considered to be the primary agents in generating the spectrum. (In high-resolution n.m.r. the primary variables are the nuclear spin coordinates, and the additional variables required for the full treatment are-in the absence of medium effects-the space and spin Coordinates of the electrons in the rnolecule to which the observed nuclei belang. Even the latter approach will, however, yield a spectrum ofi[nfinitely sharp lines as long as the calculations are based on the assumptions of a closed, stationary system. The broadening of the spectral lines is caused by interactions which were 1eft out from the Hamiltonian. We shall in the following discussion disregard all prob1ems concerning line widths.)
Although high-resolution n.m.r. spectra may become very complex, the form ofthe Hamiltonian (1) is simple enough to make algebraic calcu1ations -by operator or matrix techniques-seem worthwhile. An outstanding feature of the spin Hamiltonian is that it operates in a finite dimensional space (the number of dimensions is 2N if the system comprises N spin 1/2 nuclei). The eigenvalue-problem for a not too !arge spin system may therefore be solved with any desired accuracy by means of numerical diagonalization. The demands on computer capacity are in fact further relaxed by the universal factorization of the secular determinant according to the total magnetic quantum number M [eigenvalue of .L>z(i)]. Additional factorizai tion is obtained (i) if the spin system displays symmetry, (ii) if it contains groups of magnetically equivalent nuclei 2 , or (iii) if it contains groups of weakly coupled nuclei (cf below). Thus, the task of calculating the n.m.r. spectrum for a given set rif phenomenological parameters represents no problern: the transition frequencies are obtained as eigenvalue differences and the transition probabilities are obtained as the squares of the matrix elements of 2 Ix(i) in the representation that diagonalizes the spin Hamiltonian (the i eigenvector representation). The experimentalist is, however, faced with the converse problem, viz., that ofdetermining the set (or sets) ofparameters that is consistent within experimental error with a given spectrum. This is a far more difficult problern and may be tackled by two essentially different methods.
The direct methods of analysis are attempts at actually reversing the procedure so as to calculate the parameters from the observed spectrum; the procedure in the indirect or iterative methods is to produce a sequence of calculated spectra starting with a set of trial parameters, the values of which are subsequently adjusted by successive approximations until the calculated spectrum finally agrees with the experimentally observed one.
The significance of the words "direct" and "indirect" as used here is different from that intended by Primas et al. 9 -11 , who call any method "indirect" which associates the spectrum with the eigenvalues of the Hamiltonian. In the "direct" approach of Primas et al.J the whole spectrum is considered as a single entity described analytically by its correlation function 9 -ll, BanweH and Primas make abundant use of operator methods and denounce the traditional methods of analysis as not being the most natural ones 11 • It cannot be denied that methods based on operator algebra are unparalleled in power when it comes to demonstrating general properties of spectra (cf. for example the elegant proof of Kummer 12 for an intensity sum rule which had been derived independently by several other authors with considerable labour 13 -15 , or the short-cut to treatments of symmetry properties of spectra pointed out by Ernstand Anderson 16 ,  or the proof 8 • 17 that spin couplings within a group of magnetically equivalent nuclei 2 cannot produce observable featuresinan n.m.r. spectrum). It does not seem likely, however, that the methods indicated by Primas et al. 9 -11 will become very popular for the actual analysis of experimental spectra, and it is not entirely obvious if this application was ever intended.
DIRECT METHODS OF ANALYSIS-SPECTRAL ASSIGNMENT
When the theoretically calculated transition frequencies and transition probabilities can be given a simple analytical form, an obvious direct analysis method is to work backwards through the formulae. This a.pproach is practicable in small spin systems, especially spin systems displaying symmetry, where the order of the secular equation may be reduced by factorization into 2 X 2 determinants 1 • 3 • Slight transcriptions of the formulae are often helpful1 8 • Arrwng the methods which would here be called direct, the moment methods of Anderson and McConnell 19 is the one which most rightfully deserves the designation. Basically, the moment method requires for its applic.ation no information other than that provided by the spectrum itself.
This information can be used directly in raw data form, i.e., in the form of transition frequencies and line intensities. In principle, one could measure enough moments to determine all of the chen1ical shifts and the spin coupling constants of even a very complex molecule. The limitations are howeve:r two-fold. Firstly, the equations which relate the phenomenological pararneters to the measured moments are implicit in the parameters and beconae more and more complex with increasing order of moments, thus making the value of the direct approach doubtful. Secondly, the experimental accuracy of the higher moments will be low because the values of these moments depend strongly on the extreme lines of the spectrum which will usually be weaker than the centrallines and often so weak as not to be detectable above the noise; while these extreme lines may be of little importance for the lower moments they make an appreciable contribution to the higher moments. In fact the moment method has been used rather sparingly, mainly on account ofthe difficulty ofacquiring sufficiently accurate intensity data to make it comparable in precision with analysis methods based on the transition frequencies alone. Nevertheless the method is quite useful because some chemical information can be obtained directly; infonnation gained from a moment analysis can be very helpful .in establishing orders of magnitude, in determining relations between the parameters and as an aid in spectral assignment. Also the moment method may provide useful checks on solutions obtained by other methods of analysis.
Anderson and McConnell derived formulae for the four lowest moments of a high-resolution n.m.r. spectrum by the use of operator algebra ( commutation rules and trace relations); the technique was essentially the same as that used earlier by van Vleck for relating the moments of broad electron or nuclear magnetic resonan<,:e lines to the dipole and exchange couplings between the spins in a solid 20 • Anderson and McConnell refined the analysis to n1ake it applicable not only to a whole spectral band but also to submultiplets based on symmetry or (in the case of magnetic equivalence 2 ) on spin. However, the sub-multiplet moments are only good for the analysis of experimental n.m.r. spectra ifthe different sub-multiplets can be identified as to representation (spin or symmetry); this is tantamount to requiring a partial assignment of the observed lines to transitions between specified energy Ievels and deprives the moment method of one of its principal merits.
The problern of spectral assignment, i.e.~ the construction of an energy level diagram of the correct topological structure, is one that enters into almost a.ny method of analysis. Traditionally, this represented the most difficult part in the analysis procedure, but recently methods have been introduced which employ double resonance spectra and multiple quantum spectra to reduce the assignment problern almost to triviality. However, even the original spectrum itself contains a considerable wealth of information, that may be put to good use in the process. This information is commonly collected in the form of sum rules.
One sum rule, that is immediately apparent from the very nature of spectroscopy is the rule of repeated spacings:
VaVb = Vc -Vd (2) or, in a sum rule form :
Va + Vd = Vb + Vc which will be fulfilled für any four lines, the corresponding transitions of which form a closed quadrangle in the energy Ievel diagram (Figure 1) . It is apparent from Figure 1 that the assignment of the four lines is not unique Two energy levels of different topological structure which may both give rise to a repeated line spacing but corresponds to two partial level arrangements of different topological structure. As will be shown presently, the ambiguity can easily be resolved by the use of double irradiation methods. The structure of the Hamiltonian ( 1) is such as to make repeated spacings possible in certain cases even for groupings of four lines other than those which satisfy the quadrangle criterion of Figure 1 . The corresponding sum rules may then be derived by making use of the trace invariance of the submatrices of the Hamiltonian ( 1) as was first demonstrated by Waugh et al,l 4 • 21 • Sum rules exist not only for the line frequencies but also for the intensities. Intensity sum rules which depend explicitly on the properties of the spin Hamiltonian 12 -15 cannot, as a rule, be applied in other branches of spectroscopy but sum rules based on invariance under unitary transformations (such as the principle of spectroscopic stability 22 • 23 ) apply to any kind of spectrum, and were in fact often applied in other fields long before they were rediscovered by n.m.r. spectroscopists. Sum rules have been derived by 24 have shown that partial moments of spectrallines corresponding to transitions between different pairs of sub~matrices are also invariants that 1nay be usefully employed both for s·pectral assignment and for the direct evaluation of the phenomenological parameters.
Whitman 15 maintains that a computer assignment technique is the only effective method that will ensure the inclusion of every possible assignment in the analysis. To keep the number of acceptable assignments manageable, Whitman used both frequency and intensity sum rules, each \·veighted according to the precision of the experimental measurements. Validity Iimits were imposed on the sum rules to make up for deviations caused by experimental error. The method has the advantage of eliminating any bias, but may become impracticable for large spin systems, not least because ofthe difficulties caused by "missing" (unresolved or weak) lines.
One of the most ambitious attacks on the problems of spectral assignment and of direct analysis ofa spectrum isthat reported in the paper by Castellano and vVaugh on the exact analysis of three~spin spectra 14 • Castellano and Waugh have evaluated the number of energy Ievel arrangements that are consistent with a given set of transition frequencies and the number of parameter sets that are consistent with the energy Ievel information. The phenoJmenological parameters are given as explicit functions of the energy Ievels and may thus be evaluated without recourse to any iterative procedure. The irnportant point about this is that the convergence properties of the iterative programmesarenot known in detai1; with an exact analysis method at hand one is in a much better position to investigate the different calamities that m.ay befall the iterative procedures. The unsymmetrical three~spin system has in fact become the touchstone for methods of analysing spectra: the number of references pertaining to this subject is quite respectable (see references 14, 21 and 25-42 for some of the more important ones). There are several good reasons for this. Firstly, the number of expected lines (15) is low enough to give the experimentalist a reasonable chance of resolving them; secondly, the problern is complex enough to make the test realistic and yet the exact solution is known; third1y, the problern is not as overdetermined as would be the case for !arger spin systems if most of their allowed transitions could be resolved.
Whitraan 42 has suggested an alternative method for the direct analysis of three~spin spectra, and extended the method to more complex spin systems as well. vVhitman's approach is to establish algebraic relationships between the phenomenological para1neters and the experimental energy eigenvalues. These expressions are derived 42 by identifying the coefficients of the subdeternlinant secu1ar equations with the symmetric functions of the roots of the equa.tions (i.e.~ the experimental energy eigenvalues). The same approach was indicated by Brügel, Ankel and Krückeberg 29 and has earlier been applied in other branches of spectroscopy by, for example, Brown and Parker 43 -46 • The same equations may alternatively be derived by making use of the trace invariance of the Hamiltonian and of its square, cube and higher powers as has been demonstrated by Parkerand Brown 46 • Obviously, what is required is a sufficient number of independent relationslüps; any invariant of the sub-determinants may be employed in the search for these relationships14, 29,42,47,48. It is significant that the equations derived by Whitman 42 become more and more involved with increasing complexity of the spin system, and that the functional relationships tend to become implicit in the phenomenological parameters, thus necessitating an iterative method of solution. It appears to be in the nature of the problernthat the approachwill become less and less "direct" the higher the order ofthe secular equation, and it seems likely that the indirect methods of analysis will continue to be in demand also for solving analysis problems where analytical (but complex) solutions have been derived by the direct method. The prime reason for this is that an iterative computer programme based on the indirect approach rnay be made very flexible so as to cover a very large dass of spcctra. The direct methods will yield a different solution procedure for every new type of spectrum and if a computer analysis is intended this will entail the writing of a new prograrnme for every new symmetry arrangemen t and separate programmes for two-spin systems, three-spin systems, etc.
Miscellaneous aids in spectral assign1nent
So far we have only dealt with the information contained in a single spectrum. In dealing with complex problems the spectroscopist will seldom be content with this since many aids are available to provide supplementary information. First, the n.m.r. spectrum may be recorded at another spectrometer frequency. Secondly, spectra of isotopically substituted molecules may be obtained; these spectra are related to the original spectrum by well-known rules 1 and although they introduce the complication of an increase in the number of parameters, the additional information obtained is usually worth the effort, not least because the new parameters can more often than not bc evaluated almost on inspection. The words isotopic substitution make one think of some lengthy synthesis work. This is not necessarily implied, however, since most of the elements occur as isotopic mixtures. For example, the isotope 13 C has a natural abundance of ca one per cent and this is often sufficient to yield quite acceptable proton resonance spectra from molecules containing 13 C atoms in unenriched samples. The method of isotopic substitution again is a method which is applicable in many branches of spectroscopy but the ease with which the spectra from molecules of different isotopic composition may be recorded and identified in n.m.r. is not paralleled in many other fields. Accordingly, the method of isotopic substitution-in particular the recording of the "satellite" spectra obtained from naturally occurring species of low abundance-has been very popular ever since its introduction some seven years ago 49 • 50 • It probably represents one of the safest methods for obtaining a unique set of parameters in strongly coupled spin systcms 40 ,41. Less reliable information may be obtained by the use of specific medium effects (i.e.J by change of solvent 51 ) and by comparison with structurally related model compounds. The theorctical basis for estimating the phenon1enological parameters is not strong enough to permit very wide extrapolations and one is weil advised to try to make the changes in composition by degrees so as to allow the precise correlation with the original spectrum tobe ma.de. Double and multiple irradiation techniques 52 • 63 are very powerful aids to the spectroscopist. Not many kinds of spectroscopy can heuefit from such techniques to the same extent as n.m.r. and the development ofthis particular brand of n.m.r. spectroscopy during the last few years is best characterized by the word explosive. A fair appraisal of the achievements is impossible within the limitations of the present communication, and only the most fundamental applications for spectral analysis will be considered. The original use of double resonance was for spin decoupling and many examples, e.g., the use of spin decoupling as an aid in analysing spectra, could be given.
Freernan and Anderson 37 have introduced a double irradiation method ( colloquially referred to as "tickling") in which the perturbing r[ field is weak enough to affect only a single line in the spectrum. This will produce a coheren1: mixing of the states involved in the transition and any line that has an energy Ievel in common with the irradiated line will be split by the perturbation. Consequently, the "tickling" technique may be employed for spectral assignment and it was with this particular application in mind that the technique was introduced. The observed double resonance pattern depends not only on whether or not the observed line has a level in common with the irradiated line but also on how the energy of this common level is placed with respect to the interval demarcated by the two other levels involved. (Figure 2a) , when the transitions are referred to as progressive) or whether the energy ofthe common Ievel falls outside the interval den1arcated by the two other Ievels (Figure 2b ), when they are referred to as regressive. Not only the variations in the double resonance pattern obtained by slightly varying the irradiation frequency but also the line shapes in the observcd doublet at a given irradiation frequency depend on whether the lines are connected in a progressive or in a regressive arrangement. Either of these characteristics may therefore be used to determine the kind of connection (progressive or regressive). By means of "tickling" experiments one may unambiguously draw the network of energy Ievels and transitions connecting these Ievels without recourse to the whole apparatus of frequency and intensity sum rules. These rules may be used as a check after the initial assignment has been made and will still be required if the observed energy Ievels are to be correlated with the diagonal elements of the Hamiltonian matrix in the original basis representation, as required in most of the direct methods of analysis.
Double resonance methods which are based 0n population transfer have been suggested by Kaiser 54 53 • It appears however that the "tickling" technique will prove tobe the most universally applicable double resonance method for spectral assignment. A draw-back of the "tickling" methodisthat its proper use requires the facilities of a frequency-sweep n.m.r. spectrometer; however this is not a forbidding restriction because frequency-sweep spectrometers are now commercially available and furthermore, as has been shown by Whippie and Chiang 38 , even field-sweep "tickling" experiments may be quite helpful in the assignment process. Field-sweep "tickling" experimentswill produce simple splittings similar to those in frequency-sweep experiments only in the progressive case, however.
The identification of progressively connected lines can be achieved with still simpler apparatus by the use of double-quantum transitions 39 if the spectrum is that of a strongly coupled spin system (as it will usually be if the assignment should cause any difficulties). This identification is based on a frequency sum rule, since the double-quantum transition will have a frequency equal to the arithmetic mean of any two frequencies that correspond to a pair of progressive transitions which tagether span the interval between the Ievels involved in the double-quantum transition.
ITERATIVE METHODS OF ANALYSIS
The amount ofprocessed information obtainable by the various assignment procedures outlined above will normally be more than sufficient to ensure the convergence of the iterative programmes to the correct solution. If sufficiently accurate estimates ofthe phenomenological parameters are available, even the assignment procedures can be left out because a line by line comparison between the calculated trial spectrum and the observed one will yield an assignment which may be used for the ensuing iterative calculations 57 • The foregoing statement immediately brings up a number of questions. Firstly, how close to the correct solution must the first estimate be in order to ensure that the process converges? Secondly, suppose that the root mean square deviation ( or whatever criterion you may have) has several minima, as it must generally have when only transition frequencies are considered 14 then what are the risks that a set of parameters that was originally in the proximity of the correct set will start drifting away towards one of the spurious solutions? Thirdly, can one really be sure that the programmewill always converge?
Theseare questions that arise in all methods based on successive approximations and full answers cannot be given in very general terms. A good deal can be learnt, however, from specific examples and a few general statements can probably be made. In his thesis 12 , Kummer raised the question whether any idealized (perfect) spectrum is ever in exact agreement with more than one set of parameters and reached the conclusion that the only variables left undetermined are (i) the Iabels of the nuclei (i.e., the structural assignment) and (ii) the absolute signs of the spin couplings. The mathematical apparatus used by Kummer 12 to demonstrate the correctness of thils theorem is rather esoteric and most n.m.r. spectroscopists (including 1nyself) will probably have to accept it on the strength of his words.
Castellano and Waugh 14 and others refer to cases where convergence ofan iterative solution could not be obtained at all, and to other cases where two entirely different sets were found by accident, which were all consistent with the observed spectrum within ordinary experimental error. Which set is actually obtained is an accidental result of the particular set of trial parameters originally chosen and the criteria used to effect convergence. In any indirect method there is a very real possibility that the correct solution may be missed if it happens to be different from the one expected. However, Cavanaugh 34 has drawn attention to the fact that a similar misfortune could be encountered even with a direct approach. Cavanaugh presented the spectral data for 2-iodo-thiophene (at 40 Mcfs) as an illustration of this. The spectrum was analysed by the direct method of Castellano and Watigh 14 and a ~.et of parameterswas obtained that reproduced the intensities of the 11 observed lines to within an average deviation of 1·5 per cent of the total intensity. (It is in the nature of the Castellano-Waugh approach that the calculated frequencies agree exactly with the input data which appear in the form of adjusted frequencies.) In the case referred to, the amount of adjustment was very modest giving an average mean deviation between observed and adjusted frequencies of only 0·016 cfs as compared with the three times larger uncertainty in the experimental values 34 • By using a different .set of adjusted frequencies, which fitted the experimental values equally well, Cavanaugh obtained only complex parameter values, all having a minor imaginary part. Such solutions would normally be rejected for obvious reasons, but Cavanaugh found that these complex parameters were actually closer to the correct solution than the ones first obtained 34 • Since an experimental spectrum will always be subject to random errors no matter how refined the techniques can become, the questions just raised may perhaps most properly be reformulated as follows: how ill-behaved (from the nmnerical analysis point of view) can the matrices of the spin Hamiltonian bec01ne in actually encountered situations? Experience alone can provide the anwer* (see the Addendum, p. 558).
t Some of thc experience already acquired is rather disheartening. Swalen has found that as many as 1000 itcration cycles may be required to effect convergence to an acceptable solution. In a series of test calcu1ations on the spectrum of a fictitious three-spin system (with The task of actually setting up an iterative scheme may be tackled in several different ways, most of which boil down to a linearization of the problem. That a linearization is in general possible follows from the fact that a well-behaved solution to the eigenvalue problern will be a linear function of the parameters in a neighbourhood of the original set of trial parameters 58 • The pedestrian approach would be to solve the eigenvalue problern for one set oftrial parameters and then for all sets obtained from the original one by a small variation in one of the parameters. In this manner one obtains the eigenvalue variation tl.Et upon the variation of parameter p by tl.p and the difference quotient D..Ei/D..p, which is a first approximation to the partial derivative that occurs as the coefficient of parameter p in the linearized equation. If n parameters are involved, the pedestrian approach will require n full diagonalizations to evaluate all the partial derivatives. Although this involves a large waste of computation time, the pedestrian approach may have the merit of giving a morerapid convergence than the methods to be described presently, when the linear approximation becomes ins ufficien t.
The problern faced in any indirect method of analysis is that of solving the eigenvalue problern under variation of the paran1eters. This problern is related 59 to the problems ofperturbation theory, and the approach indicated by Hoffman 58 , and Hoffman and Gronowitz 60 is nothing more than a first order perturbation expansion in the parameter variations. Only one full diagonalization is required to obtain the linearized equations in this method: the coefficients are obtained from the eigenvectors belonging to the first trial set of parameters.
Bothner-By et al. 61 -63 derived independently the same set of equations by calculating the partial derivatives of the matrix equation:
retammg only the diagonal elements. In equation (3), A represents the diagonal energy matrix, H the Hamiltonian matrix in the basis representation and S the transformation matrix, composed of the eigenvectors of H, that reduces H into the diagonal form A. Both Hoffman 5 8 and Bothner-By et al. 63 solve the iterative equations for the transition frequencies, i.e., for the eigenvalue differences.
In the approach developed independently by Swalen and Reilly
23 and by Alexander 64 the iteration procedure involves only the eigenvalues. It has been demonstrated by Hoffman 58 that the two methods are in principle equivalent, butthat the approach which utilizes the eigenvalues should offer possibilities for economizing the actual computationallabour.
Bothner-By et al. 63 and Swalen and Reilly 23 have written widely used FORTRAN programmes (designated LAOCOON II and NMRIT, respectively) which translate their ideas into computer language. Several other authors have described alternative computer programmes for iterative analysis procedures, usually however in far less detail.
In the approaches described so far, the actual iteration cycles are based on only that part of the experimental information which is derived from the observed transition frequencies. The intensity information may have been used in the assignment procedure and will always have tobe used in the final assessment of the soundness of the fit, but it is virtually lying idle during the crucial step in the parameter evaluation. The same weakness is inherent in almost every direct analysis procedure. Allegedly, this truncation is to protect rhe evaluated parameters from being detrimentally influenced by inaccurate data, but it seems more than likely that the decision was largely dictated by considerations of computational convenience.
Arata: Shimizu and Fujiwara 36 have outlined an iterative scheme which employs all the opserved transition frequencies and line intensities, each observable being weighted according to the precision with which it is known. Unfortunately the computer they used did not have sufficient capacity to cope with the problem, and they had to leave out the intensities in the iteration cycles. I t seems, therefore, that thc possibility of using the intensity information for iteration cycles has not yet been exploited in any practical case.
FACTORIZATION AND SYMMETRY
The largest sub-matrix of the spin Hamiltonian ( 1) will In the simple product representation of an N spin -1 /2 system have a dimension of (~2). It is therefore obvious that the solution ofthe eigenvalue problern for a system composcd of even a moderate number of coupled spinswill be timeconsurning and costly, notwithstanding the impressive capacity of a modern high-speed computer. Therefore all possibilities for factorization in addition to the universal factorization according to M should be exploited.
Two recurring examples are the factorization according to symmetry and the factorization caused by large chemical shifts (weak coupling). The word symrnetry here implies the symn'letry of the Hamiltonian ( 1) rather than the symrnetry of the molecule. What matters therefore, is the group of spin permutations which leave the Hamiltonian invariant. (It may be noted, however: that the factorization according to M may be derived by considering the fact that a rotation around the Z-axis leaves the Hamiltonian invariant). A particular kind of symmetry is that displayed by a group of magnetically equivalent nuclei 2 • This will yield a factorization according to the total spin of the group, as may be obtained by using symmetry adapted product :functions 65 • The matrix elements involved are, however, calculated with n1uch less effort by making use of the general properties of angular momentum operators
(the "composite particle" approach
• 68 ).
That this simple stratagern is apparently still unknown to many n.rn.r. spectroscopists n1ust be ascribed to an unfortunate lapse by Pople, Scheider and Bernstein in their otherwise excellent presentation of analysis methods 1 • However, the use of a symmetry-adapted basis set will always effect the factorization, and probably represents the most fool-proof method.
The f<:tctorization of the Hamiltonian is the basis for any sub-spectral analysis method 1 -3 • 8 • 19 • 66 -76 • Diehl and others 72 -76 have gone to great lengths in exploiting this approach. The procedure is to pick out from the total spectrum certain groups of lines, which together form a sub-spectrum. A sub-spectrun1 will often display a pattern identical in appearance to the entire spectrum of a simpler spin system. If the sub-spectrum is analysed according to one of the methods applicable to the simpler system, a set of parameters may be evaluated, which by a so-called sub-spectral transformation is related to the parameter set of the actual system. The n.m.r. study of symmetrical molecules has been exceedingly popular in recent years and only one more aspect of the problern will be dwelt upon, vi:::,._, the occurrence of deceptively simple spectra 35 • 77 • 78 • Such spectra may also be encountered with spin systems which display no symmetry whatsoever. but they are particularly prevalent in the study of symmetrical molecules for reasons that may be illustrated by the example of p-difluorobenzene. The spectrum of this compound, which has been studied by Patersan and Wells 79 , and also by Rodmar, Gestbiom and Hoffmann 80 , consists essentially of a fluorirre quintet and a proton triplet. Thus the spectrum closely resembles that of two groups of magnetically equivalent nuclei one containing two spin 1/2 nuclei and the other containing four spin 1/2 nuclei. Now, magnetic equivalence can occur only if the ortho and meta proton-fluorine spin couplings are equal, and it is known that they are not. The strong ortho proton-proton spin couplings create, however, a tendency for the protons to act as a single unit 35 • 57 , and hence to overcome the magnetic non-equivalence. In fact, any spectral structure additional to that reported must rest on the non-vanishing magnitude of J HF-ortho -J HF-meta and, as Patersan and Wells point out 79 , "a n.m.r. spectrum which avoids degeneracy by dependence on the finite value of a single parameter collapses more rapidly than the parameter tends to zero". Their observation can be rationalized by consideration of the fact that a finite value of the parameter in the present case implies a finite degree of mixing between states with different total proton spin. Without this mixing no additional structure could arise; hence such additional structure must be of second order in the parameter. The rule just quoted is obviously not applicable to such first order features as long-range coupling in weakly coupled spin systems.
The ubiquitous second power of the parameters in the denominators of the Abraham-Bernstein conditions 78 for deceptive simplicity is symptomatic, and it is characteristic also that the dependence on the finite value of a single parameterwas encountered only in the A 2 X 2 case, i.e._, the case in which the Hamiltonian displayed symmetry.
Symmetry factorization is only one of the possible factorization schemes. The most general approach to the problern is by group theory and consists in finding the group of all operators that commute with the Hamiltonian.
The division of an observed spectrum into sub-spectra according to symmetry is seldom a very Straightforward procedure because the appearance of the spectrum will not reveal the symmetry representation to which the different lines belong except in very particular cases 81 .s 2 • On the other hand, the spectroscopist is always alert towards regularities in the spectrum and one particularly striking regularity is the symmetry of an observed spectrum. Such symmetries can generally be traced to the existence of an operator which anti-commutes with the Hamiltonian 16 • 83 • A (linear or anti-linear) operator which anti-commutes with the Hamiltonian ( or with one term HA of the Hamiltonian if this term HA commutes with the Hamiltonian) will always teil us that a symmetric grouping of energy levels exists.
If, in addition, the operator is either unitary or anti-unitary, then the observed spectrum will also show a corresponding symmetric grouping of lines. This theorem has proved particularly useful for discussions of the dependence of n.m.r. spectra on the signs of spin coupling constants 53 • 
PERTURBATION METHODS
Where exact factorization of a sub-determinant is no Ionger obtainable, a perturbation expansion may be the answer as long as the degree of mixing is low. Perturbation calculations in n.m.r. have been confined almost exclusively to large-shift (weak coupling) approximations, and this has led Banweiland Primas to pointout that there are several perturbation methods which do not rely on the smallness of a coupling constant. The success of the iterative schemes may, in view ofwhat has been said earlier, betakenas a demonstration of this.
Nevertheless, if a complete theoretical spectrum is to be given in closed forn1 by expressions derived from perturbation expansions, it seems that some assumptions concerning the magnitudes of the phenomenological parameters will have tobe made. This does not necessarily mean, however, that one has to work along the traditional lines. To find suitable alternatives one will probably have to Iook for basic sets of a different type than that of symmet:rized simple product functions, which is almost exclusively used at present. One radically different set has been suggested by Waugh and Dobbs 69 , and their approach will most likely be suitable for perturbation app:roximations in strongly coupled spin systems.
In certain cases, the most suitable approach will be suggested by the appearance of the spectrum. This is definitely true for the large shift approximation and is also the case for spectra of the so-called (AB) 2 type studied in some detail by Gestblom, Hoffmann and Rodmar 84 • Figure 3 shows one of their spectra, i.e., that of thieno [3,2-b] thiophene 84 • It is seen that: this spectrum has an appearance, which strongly resembles that of an AB spectrum with some additional fine structure. This suggests the use of the AB eigenfunctions as a basis for the pertur ba tion expansion. A similar structure may be discerned in the spectra of para-disubstituted benzenes, though less obviously so, indicating that here the perturbationexpansionwill converge more slowly 8 4, If a Epectrum consists of several independent but interpenetrating subspectra, the best approach to a perturbationexpansionwill not be so obvious fron1 the appearance of the spectrum. This is weil illustrated by the work of Gestblom and Rodmar 85 on the n.m.r. spectra of para-substituted ftuorobenzenes (see the spectrum of p-chloro fluorobenzerre in Figure 4) .
To sum up, one is probably correct in saying that the possibilities of the perturbation methods have been far from fully exploited.
FUTURE PROSPECTS
The bne of future development which is most likely to yield reward is that conce:rned with data handling and data processing. As it is at present, only a small fraction of the information content of an observed spectrum. is ever used. This is as it should be in cases where more is not needed, but often a pressing problern is incapable of solution because the spectrum is either not resolved well enough, or too complex to be dealt with, or because some relevant part may be lost in the noise. Many of these obstacles can be surmounted by the use of more powerful techniques recently developed or still in the course of development. Firstly, the actual information content may be substantially increased. At the cost of considerable spectrometer time the signal-to-noise ratio can be greatly enhanced by the use of time-averaging techniques 86 • For practical reasons an enhancement factor ofthe order of 100 probably represents the absolute upper Iimit to this method when applied to a high-resolution n.m.r. (proton resonance) spectrum, but preliminary investigations ofmore sophisticated methods have been reported 87 • Secondly, the information from a given spectrum may be supplemented with other spectral data obtained by slight variations in the experimental conditions. The methods of varying spectrometer frequency, specific medium effects, isotopic substitution and, last but certainly not least, double and multiple resonance, already discussed in connection with problems of spectral assignment, are allrelevant in this context. Thirdly, the information at hand could be made more manageable so as to allow the processing of it to the stage of a complete analysis. Signal-to-noise improvement by computer smoothing 88 • 89 represents a technique in which the actual information content is reduced, but cast in a form which s.implifies the extraction of the remainder.
Resolution enhancement is often badly needed and is in fact obtainable both by digital and analogue devices 90 • 91 • The traditional approach to the problern has not been very satisfactory. From the appearance of an unresolved line (its "knees" and "shoulders") an educated guess a:s to the number of component lines, their frequencies and intensities is made; the correctness of the estimate is then checked by comparison with a theoretical spectrum calculated from trial parameters. This is obviously a highly subjective approach, in particular if the theoretical data are represented in "needle" diagrams that take no. account of the experimental line widths. Several spectroscopists have refined the technique and present their output data in the fo:t;m of Lorentz-shaped curves 23 • 92 • 93 • Even so the procedure is impaired by subjectivity as long as the soundness of the fit is judged by inspection. A more satisfactory approach is to convert the observed data into digital form. Ideally, these would be given as a list of centre frequencies and normalized intensi_ties of all the lincs in the spcctrum that contribute significantly to its structurc. In high-resolution n.m.r. the component lines have more often than not all the same wid th, and this makes the programme outlined possible provided that the line shapes are reproducible enough, i.e., provided that the signal-to-noise ratio is high and that the non-repro- Figure 5 shows the digital fit obtained by Lusebrink and Sederholm to one band of overlapping lines in the spectrum of 3-chlorothiethane. The line shape function employed in the procedure was a step function obtained by digitalizing the observed profile of a weil resolved line. One might think that the number of overlapping lines in each unresolved band must be known in advance, or else the computer would improve the fit by adding more and more lines. However, this is not necessarily so. Lusebrink and Sederholm report that the improvement of the fit after the correct nurober of lines has been found becomes only marginal and arises in part through the introduction of new lines with negative intensities 90 • On the whole, no difficulties were encountered in asserting the correctness of the solution, at least not in the moderately complex cases studied so far.
ADDENDUM
Some recent studies of very strongly coupled unsymmetrical three-spin systems have shed new light on the problern of the uniqueness of analysis procedures.
Castellano and Bothner-By 94 have observed a spectrum which could be fitted with any set of n.m.r. parameters that belong to a particular curve in the five-dimensional parameter space of an ABC spin system. This behaviour is in generaltobe expected in very strongly coupled three-spin systems as may be inferred from recent work by Bishop 95 • In his analysis of very strongly coupled ABC spectra, Bishop uses basis functions which are appropriate to a spin system with vanishing chemical shift differences and he introduces the small but finite chemical shifts as a perturbation term. Bisbop found by carrying the perturbation expansion up to second order that the transition frequencies of all the 15 theoretically possible transitions are given by only four independent auxiliary parameters, these being simple algebraic functions of the five phenomenological n.m.r. paran1eters. From Bishop's results one may draw the following conclusion: If the spectrurn of an unsymmetrical three-spin system does not reveal structural features ofhigher order than the second in the chemical shift differences, then the set ofn.m.r. parameters used to fit the spectrum must remain arbitrary to within one degree of freedom.
The foregoing result is not altogether unexpected since it is well-known that: the spectrum obtained with vanishing chemical shift differences is collapsed into a single line; the loss of structural information as the spectrum approaches this limit might be expected to be gradual on the grounds of physical continuity. What is new and somewhat unexpected about the result is that even a spectrum in which the frequencies of all 15 transitions are known 1nay contain insufficient information for the establishment of a unique parameter set. Hence this lack of uniqueness may not be referred to one of the well-known categories of spectra with "missing lines" or "deceptively simple" spectra. Work is now in progress in this Institute to explore whether similar situations are to be encountered in n.m.r. spectra of other spin systems also. Figure 5 from an unpublished rnanuscript. Helpful linguistic criticism from Dr. R. E. Carter is gratefully acenowledged.
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