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An algorithm for finding maximal chordal subgraphs is developed that has worst-case time 
complexity of O(IE(B), where IEI is the number of edges in G and d is the maximum vertex degree 
in G. The study of maximal chordal subgraphs is motivated by their usefulness as computational- 
ly efficient structures with which to approximate a general graph. Two examples are given that 
illustrate potential applications of maximal chordal subgraphs. One provides an alternative for- 
mulation to the maximum independent set problem on a graph. The other involves a novel split- 
ting scheme for solving large sparse systems of linear equations. 
I. Introduction 
Let G = (V,E) be a fmite, undirected, loopless graph without multiple edges, 
where Vis the vertex set and E is the edge set. Denote an edge of E by {u, v} where 
U, v E V. A graph G is chordal (triangulated, rigid circuit) if it does not contain any 
cycle of length greater than three as an induced subgraph [lo]. For a given graph 
G = (KE) we consider the problem of finding a spanning subgraph G’= (V, E’) of 
G, where p is a maximal subset af E such that (V, E’) is chordal. Alternatively, one 
can view the problem as determining a minimal set of edges to delete from E so that 
the resulting graph is chordal. 
The motivation for considering this problem stems from a general approach of 
approximating arbitrary graphs by subgraphs (or supergraphs) having special struc- 
ture. Chordal subgraphs provide one instance of this approach. There are frequently 
graph optimization problems for which efficient algorithms (and data structures) 
exist for chordal graphs, but which are NP-hard for general graphs. Thus given a 
difficult instance of such an optimization problem, exact computations on chordal 
subgra.phs can yield useful approximations tothe solution for the given graph. Two 
well-known problems in discrete mathematics are examined in which chordal ap- 
proximations lead to new solution approaches. Further evidence of the usefulness 
of chordal subgraphs i provided in a recent paper by Balas and Yu [2]. They present 
an algorithm, with worst-case time complexity O(l VI + IE I), for finding a maximal 
induced chordal subgraph, which they then use in a branch and bound algorithm 
for finding maximum cliques in a general graph. recent paper b 
how (edge) maximal chordal subgraphs can be used in solving the 
clique problem. 
0166-218X/88/$3.50  1988, Elsevier Science Publishers B.V (NorthSHolland) 
182 P.M. Dearing et al. 
In Section 3 we present an algorithm for finding a maximal chordal subgraph of 
an arbitrary graph G, and in Section 4 we show that this algorithm can be imple- 
mented with a worst-case time complexity bound of O(IEld) where A is the max- 
imum degree of any vertex in G. In Section 5, the maximum independent set 
problem is formulated using maximal chordal subgraphs. This formulation is 
stronger than the customary edge-vertex formulation and leads to a Lagrangian 
relaxation approach. In Section 6, maximal chordal subgraphs are used to define 
a splitting for the coefficient matrix of a large sparse system of linear equations. 
This splitting is then used to produce iterative schemes for solving the original 
system of equations. Because of chordality, these iterative schemes can be im- 
plemented so that no additional storage is required beyond that needed to store the 
original system. 
2. Background 
The relationship between chordal graphs and Gaussian elimination in solving 
systems of linear equations i well documented [13,14]. We briefly review that rela- 
tionship in order to introduce notation and motivate the consideration of maximal 
chordal subgraphs. 
For a graph G = (KE), with n = 1 VI, an ordering aof Vis a bijection of { 1,2, .. . , n} 
onto V. For each v in V, the neighborhood of v is the set N(v) = {u E VE {u, v) E E}. 
A vertex v is simplicial in G if N(v) is complete. It is well known [6,9, lo] that every 
chordal graph has a simplicial vertex (in fact at least wo) and any induced aubgraph 
of a chordal graph is likewise chordal. Thus if a simplicial vertex and its incident 
edges are removed *,rom a chordal graph, the resulting chordal subgraph as a 
simplicial vertex. For a chordal graph, let a be defined by the order in which simpli- 
cial vertices are successively removed in this process. Then a is called a perfect 
elimination ordering (pea). Alternatively, given an ordering a of V, define the 
monotone adjacency set of v as 
M(v)={u~N(v): a-‘(v)Cd(u)}. 
Then a is a peo if and only if M(v) is complete for all v E V. Rose 113,141 and Dirac 
[6] have shown that a graph is chordal if and only if it possesses a peo. Algorithms 
for finding perfect elimination orderings in chordal graphs have been given by 
Fulkerson and Gross [9], Rose, Tarjan and Leuker [15], Shier [17], and Tarjan and 
Yannakakis [ 181. 
For a subset S of V, let E(S) = ({x; y} E E: XE S, y E S} and let G(S) = (S,E(S)) 
denote the subgraph of G induced by S. For any v in V, define the deficiency of v by 
D(V)={{.r;y}: (x,v}EE~ {y,v)~E and {%y}$E). 
The vertex elimination operation for vertex v removes v and its incident edges 
from G and adds the edges in D(v), yielding the graph (V- {v}, E( V- {vi jUD(v)). 
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For some ordering a, suppose this vertex elimination operation is repeatedly applied 
to the graph G = (V, E), using the vertices a(1) , . . . , a(n) in turn. Then the resulting 
set of deficiencies i the fl&&z, denoted by 
F(a) = i D(a(i)). 
i=l 
The ekrnination graph is defined by G, = (V; E UF(a)). Clearly Q is a peo of the 
chordal graph Ga _ Of course, if a is a peo of 6, then F(a) = 0 and Ga = G. Chor- 
dal graphs are particularly attractive for certain applications because they suffer no 
fill-in. 
Let A = [a&] be an n x n matrix with symmetric nonzero structure. A graph 
G=(V;E) can be associated with A by taking Y={l,2,...,n} and E= 
((4)): a@), 1 Si<jSn}. It is well known [13] that if i&k is chosen as a pivot ele- 
ment for Gaussian elimination, the new nonzero elements created by the pivot 
operation correspond to the deficiency of vertex k, and if pivots are performed 
according to the ordering a of V, the resulting set of nonzero elements created cor- 
responds to the fill-in F(a) of G. Thus if G is chordal and a is a peo, no fill-in will 
result if the indices of the pivot elements are chosen as a(l), . . . , a(n). 
Attempts to preserve sparsity in large systems of equations have led to a search 
for orderings that generate ‘small’ fill-in. Rose, Tarjan and Lueker [ 151 describe an 
algorithm for finding an ordering a with minimal fill-in; this algorithm has a com- 
plexity bound of O(l VI (E!). Yannakakis [21] has shown however that the problem 
of finding an ordering with minimum fill-in is NP-complete. 
If a is an ordering which gives minimal fill-in, then one may think of the graph 
G, as a minimal chordal supergraph of G. That is, F(a) represents a minimal set 
of edges that can be added to E to make G chordal. We now turn this problem 
around and ask instead for a maximalchorda~~tdgraph. Namely, we seek a minimal 
set of edges that can be deleted from E to make G chordal. Because chordality is 
not preserved under graph complementation, finding maximal chordal subgraphs i
separate from and is not reducible to finding minimal chordal supergraphs. 
The computational complexity of fmding a maximum chordal subgraph isstill an 
open question. Yannakakis [20] has demonstrated the NP-completeness of several 
related problems, in which a minimum set of edges is to be deleted to obtain a sub- 
graph with a certain property. 
3. A maximal chordal SI 
The algorithm described here for finding a maximal chordal subgraph of an ar- 
bitrary graph builds upon the maximu 
finding a peo of a chordal gr 
order a(n), a(n - 1), . . “, a( 1). 
vertices ordered thus far. A vertex uQ in V- Sk is chosen so that N(~o)n& has 
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maximum cardinality, and the algorithm sets cr(k- 1) = uo. Because vertices ~0 are 
chosen in this fashion, it follows that N(u)n& is complete for all u E V-Sk. In- 
deed, since a peo is actually constructed by this procedure [ 181, M(U) is complete 
and so then is N(v)(‘)& c M(v). 
The algorithm proposed for finding a maximal chordal subgraph of an arbitrary 
graph G = (V,E) likewise constructs ets Sk by adjoining one vertex at each stage. 
A subset of edges E’, with E’ c E, is generated by adjoining edges to E’ at each stage 
so that chordality is always maintained. For each u E V-S’, we r;tintain a set C(U) 
of vertices in Sk that are adjacent to u and form a complete set with respect to the 
edges in E’. A crucial step is to choose a vertex uo, whose set C(u,) has largest car- 
dinality, to enter Sk at each stage. The sets C(U) and E’ are then updated appro- 
priately. 
The algorithm below is claimed to produce a maximal chordal subgraph G’= 
(V,E’) of any graph G=(V;E). 
1. For all vtz V set C(u):=0. 
Define k := 1 VI, E’ :=0. 
Select my uoe V, set Sk := {ug} and a(k) := uo. 
2. For all u E V-S, with {u, ug} EE 
if C(u) C_ C(U,) then 
C(U) :=C(u)U{&)}, 
E’ :=E’W{~R,~~}. 
3. Select uo~ V-Sk such that 
jC(uo)l L IC(u)l for all u E V-Sk. 
4. Set cr(k-l):=uo, Sk_,:=S&{u,}, k:=k-1. 
If k> 1 then go to Step 2, else STOP. 
We now prove that MAXCHORD produces amaximal chordal subgraph of the 
given graph G = (V, E). 
Lemma 1. If G= (V; E) is chordal, then MAXCHORD pro&ces G’= G, and 
MAXCHORD and MCS produce the same peo for G. 
roof. We use induction on n = I VI. Clearly the conclusions hold for n < 2. Assume 
the lemma is true for all graphs with ken vertices. 
Let G = (V; E) be a chordal graph with ] VI = n, and let a be the peo produced by 
AXCHORD produces the subgrap G’=(V;E’) with E’cE. We 
CHORD also produces the peo a a whence G = G’. 
be the subgraph of G induced by is chordal and 
a(n) , ..*, a(2) is a peo for El produced by MCS. P,y the inductive assumption, 
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MAXCHORD also produces the peo a(n), . . . , a(2) for t;i and 
duces the graph H, so E’(H)=E(H). 
CHORD pro- 
Under the peo a produced by MCS for 6, the vertex = a(l) is a simplicial vertex 
of G. Let N(x)={or, . . . . u,} and suppose the ui are ordered so that a- ‘(br) > l > 
a-r&). Note that E=E(H)W { (x, Q}, . . . , {XI u,}}. 
By die inductive assumption, MCS and MAXCHORD both choose u1 to enter Sk 
at the same stage. At this stage C(X) =0, so C(X) E C(Q), and the edge (x, or} is 
added to E’. When o2 is chosen to enter Sk, C(X) = { ur }. Since { ur, 02} &Z’(H) we 
have that u1 E C(0,). Thus C(X) c C(4) and edge {s v2} is added to E’. Continuing, 
we see that all edges {&vi}, i=l,=.a, r are added to E’. Thus EC E’, so G’= G. 
Also the peo a is produced by MAXCHORD. 0 
Lemma 2 [15]. If Gr = (V, El) and G2 = (V, E2) are both chordal with El c E2, then 
there is some edge e E E2 -El such that G2 -e = (V, E2 - {e}) is chordal. 
Lemma 3. If Gr = (V, El) and G2 = (V, E2) are both chordal with El c E2, then there 
is some edge eE E2 -El such that G, + e = (V, El U (e}) is chordal. 
Proof. Lemma 3 follows by successively applying Lemma 2. Cl 
Tibeorem 1. MAXCHORD produces a maximal chordal subgraph G’= (V, E’) of 
G=(V;E). 
Proof. a the ordering produced by MAXCHORD when applied to G = (V, E). 
At each stage k and for each vertex v in V- Sk, C(v) is a complete set of vertices 
in G’(&). Thus at each stage k the vertex a(k- 1) is a simplicial vertex of the sub- 
graph of G’ induced by Sk_ 1 ci Consequently the ordering a is a peo of G’ and G’ 
is chordal. 
To show that G’is a maximal chordal subgraph, it suffices by Lemma 3 to show 
that for any edge e E E- E’, the graph G’+ e is not chordal. Suppose G’+ e is chor- 
dal. Let e = {p, Q} and suppose k= a- l(p)> a-*(q). Then the induced subgraphs 
[G’+e](&) and G’(&) are identical, are both chordal, and have as their edge sets 
E’(&). By applying MAXCHORD to G(&), the ordering a(n), a(n - 1), .. . , a(k) 
produced is a peo for [G’+ e](&) = G’(&). When vertex p is added to form Sk, 
edge {p, q} is considered for addition to E’. We remark that edge {p, q} can only 
be included at this step. When processing 6, edge (p, q} was not included in E’, SO 
C(q) cannot be a subset of C(p). However, when processing G’+ e, 
must produce G’+ e by Lemma 1, so that {p, 9) is included in 
C(q) c C(p). This contradiction implies that G’+ e is not chord 
Fig. 1 shows an example of a grap graph generate 
bY ORD. The algorithm was initialized at node a and deleted edges are 
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Fig. 1. A maximal chordal subgraph generated by MAXCHORD. 
indicated by dashed lines. The numbers adjacent o the vertices correspond to the 
perfect elimination ordering produced by MAXCHORD. 
A careful examination ofthe proofs given in Lemma 1 and Theorem 1 reveals that 
a more general result has in fact been established. Namely, suppose that we con- 
struct the subgraph G’= (V, E’) of G by iteratively applying a veti= selectjon s?ep 
(VSS) and then an edge inclusion step (EIS). Then such an algorithm will also be 
guaranteed to produce a maximal chordal subgraph G’ under the following condi- 
tions. First, the VSS should be based exclusively on edges currently in E’ and it 
should produce a peo with G’=G when run on a chordal graph G. (For example, 
selecting vertices according to the lexicographically argest label [lo] relative to the 
current subgraph G’ would be a valid choice.) Second, the EIS should ensure that 
the neighborhoods Nqu)n& remain complete for all u E V- Sk. 
4. Implementation 
Algorithm MAXCHORD can be implemented to run in O(lEld) time, where b 
is the maximum degree of any vertex in G. It is assumed that the graph is represented 
in forward star format [lo, p. 371 in which the vertices adjacent o a given vertex 
occupy consecutive storage locations. There are two main data structures used in 
this implementation. First, each complete set C(X) is maintained as a singly-linked 
list, where vertex y E C(JC) is represented by CT- l(y) and the linked list a- ‘(yl)+ 
~-qj+..I) -b a-*(y,)is keptinincreasingorder: a-l~l)<a-l~~)~=~~~a-‘~~). 
Second, each vertex u E v- Sk is associated with the jth element of an array% where 
j= IC(u)i. Vertices u having the same lC(u)l are chained together using a doubly- 
linked list. This structure nables an element u. of maximum cardinality to be 
found quickly, via an address calculation sort 141. 
In Step 2 of CHORD, chicb;ing for C(u) 5 C(u,) can be carried out in at 
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most O(d) time by a modified merge sort, since the linked lists for C(U) and C(u,) 
are ordered. This step must be carried out for each edge in E. Hence the time com- 
plexity of the entire implementation (which is dominated by Step 2) is at most 
O(IE Id). Moreover, space requirements are linear, O(l VI + IE I), for this implemen- 
tation. 
5. An application to discrete optimization 
The maximum independent set problem provides an application of maximal chor- 
dal subgraphs in a discrete optimization setting. Given a graph G = (V;E) with 
I VI = n, a set of vertices IE Vis an independent set if no two vertices in I are adja- 
cent in G. A ma;rsimum independent set has maximum cardinality over all indepen- 
dent sets in G. 
The maximum independent set problem on a graph is an important problem oc- 
curring in discrete optimization. It arises as a nztural formulation for many com- 
binatorial problems, and a wide class of discrete optimization problems can be 
transformed into maximum independent set problems. The problem has been 
studied extensively [12] and is known to be HP-hard. 
The following formulation of the problem exploits the structure of chordal sub- 
graphs. Let G’= (V, E’) be a maximal chordal subgraph of G. Recall that a clique 
of G’ is a maximal complete subgraph of G’. Let C be the clique-vertex incidence 
matrix of G’ and let N be the edge-vertex incidence matrix for all edges in E-E’. 
(Hate that C is easily obtained from the output of MAXCHORD.) The maximum 
independent set problem can then be written as the following 
P: maxa 
s.t. Cxle, 
Nxse, 
x=0,1 
where x is an n-vector, each component xi corresponds to a vertex Di in V, and e 
is a vector of ones with appropriate dimension. 
Problem P has some advantages over the edge-vertex formulation, say P’, of 
l’dernhauser and Trotter [ 121, in which each constraint corresponds to an edge of the 
graph G. Let R and PQ’ be the linear programming relaxations of problems P and 
P’, respectively: i.e., the constraint x= 0,l is replaced by xl 0. Let v(Q) denote the 
optimal objective function value of a problem Q. Then problem JZ provides an upper 
bound for problem P that is at least as good as R’: namely, u(P) 5. u(R)= u(R’). 
Another advantage of problem P is that it has a useful Lagrangian relaxation 
[7,14], which for any nonnegative vector u with dimension IE - E’I is given by 
LR: max ex+ u(e- Nx) =z(u) 
s.t. 6x&e, 
x=0,1. 
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Problem LR may be interpreted as finding a maximum weighted independent set 
on the chordal subgraph G’. The vertex weights are given by the components of the 
vector (e - UN). It is well known [7,16] that z(u), for azy u ~0, provides an upper 
bound on the objective function value of P; moreover, for the Lagrangian dual 
D: min{z(u), ~20) =z(u*), 
we have z(P) = v(R)2 u(P). 
Efficient solution procedures exist for problem LR for any ~20. Since chordal 
graphs are perfect [lo], the linear programming relaxation of LR with x = 0,l replac- 
ed by ~20 produces integer optimal solutions. Alternatively, Frank [8] gives a 
linear-time algorithm for solving LR based on a perfect elimination ordering of G’ 
(which is generated by MAXCHORD). 
These observations suggest an enumeration scheme using problem LR to compute 
upper bounds. At each node of the branching tree, an upper bound is obtained by 
co_mputing anapproximate solution to D using a subgradient approach to iterate on 
the vector u; see [7,16]. 
6. An application to sparse systems of linear equations 
We consider the problem of solving the system of linear equations Ax= b where 
A is large and sparse. Let A be an n xn matrii, sot necessarily symmetric, with 
diagonal matrix D = diag(ar ,,aa, . . . , a,&. Let G = (I’,&‘) be the graph associated 
with the zero-nonzero structure of A -D, and let G’= (V, E’) be a maximal chordal 
subgrqh of G. We define C to be the negative of the matrix associated with G’: that 
is, the nonzeros of C are given by cii= - a@ for {i, j} E I?. Also N denotes the 
remainder matrix defined by the expression A = D- C-N. The decomposition 
A = D- C-N is termed a maximal chordal splitting of the matrix A, where D- C 
is the corresponding maximal chordal submatrix of A. 
A maximal chordal splitting can be used as the basis for a number of iteration 
,srhemes tosolve Ax= b. For example, the simplest i eration is based on the linear 
system 
(D-C)xk+*=Nxk+b. (1) 
Since D - C corresponds to a chordal graph we can find a perfect elimination order- 
ing so that (1) can be solved without introducing fill-in. This implies that by using 
maximal chordal subgraphs we can build iteration schemes for solving Ax = b which 
will never equire more storage than ;hat necessary to store A in the first place. 
Two practical questions immediately arise. First, what conditions guarantee that 
the linear system (1) can be solved stably using the perfect elimination ordering? 
Second, what conditions guarantee that the iteration scheme, based on a maximal 
chordal splitting, will converge? One natural case to consider is when 
matrix. Recall that an n x n matrix A is a nonsingular matrix if A =sI 
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~4, BzO and s>@(B), where Q(B) is the spectral radius of B. 
If A is a nonsingular M-matrix, then the matrices C and N will be nonnegative 
and&I-D+C)sg(sl-D+C+N). Consequently the matrix D-Cis also anon- 
singular -matrix. This has two important consequences. First, D - C is 
similar to a strict diagonally dominant matrix [3] and hence Gaussian elimination 
with a perfect elimination ordering is a stable algorithm for solving the linear system 
in (1). Second, since D- C is an M-matrix and N is a nonnegative matrix, the split- 
ting is ‘regular’ and the iteration defined by (1) converges 1191. Thus maximal chor- 
dal splittings yield an interesting class of storage-efficient iterative methods for 
M-matrices. Extensions to more general matrices are possible using techniques ana- 
logous to the shifted incomplete Cholesky factorization [l 11. 
If a nonsingular M-matrix is also symmetric, then it is a Stieltjes matrix. It is a 
nontrivial fact that Stieltjes matrices are positive definite [3]. Since the maximal 
chordal splitting preserves symmetry, D - C is a Stieltjes matrix whenever A is. Thus 
such a splitting can be used with the generalized conjugate gradient algorithm of 
Concus, Golub and O’Leary [5]. An interesting feature of their algorithm is that in 
infinite precision arithmetic the algorithm will terminate in a finite number of steps. 
With a maximal chordal splitting, the number of steps equals the rank of the re- 
mainder matrix N. Combining the extraction of maximal chordal subgraphs with 
such a scheme may then prove to be computationally attractive. 
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