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Directed by: Randall J. Swift, Daniel C. Biles, and David K. Neal 
Department of Mathematics Western Kentucky University 
In this thesis, the author considers the exponential and the predator-prey 
population models. A comparison of the deterministic and stochastic versions of 
each is made. The author shows that on average a stochastic model is precisely 
its corresponding deterministic model. 
The first model considered is the exponential model. A solution is provided 
for both the deterministic and the stochastic versions. A predator-prey model is 
also analyzed. A solution of the stochastic predator-prey model is shown to be 
intractable. Analysis of this model is performed through numerical simulation. 
v 
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I. Background and Overview 
In this thesis, the author studies two population models. Population models 
have been around for almost two hundred years. Some of the founders of these 
models, according to Edelstein-Keshet, were Malthus (1798), Verhulst (1838), 
Pearl and Reed (1908), and then Lotka and Volterra (1920's and 1930's). Lotka 
and Volterra arrived at several population models including the predator-prey 
model, which is the subject of this project. Lotka and Volterra were credited with 
making assumptions in order to simplify these models into solvable equations. 
(Edelstein-Keshet, [1] p.210) 
Population models can be divided naturally into two categories; determinis-
tic and stochastic models. The primary difference between the two is that the 
deterministic model has no chance effects. (Tuckwell, [7] p. 184). 
Deterministic models assume that the model's behavior is completely deter-
mined by the present status of the population. We can forecast the population 
actions if we know everything about that population at a particular instant. These 
deterministic models have given us much of our understanding of physical systems. 
The success of these physical models led to deterministic models in the social and 
biological sciences (Olinick, [6] p. 11). 
There are some limitations to the deterministic model. One limitation was 
discovered by Werner Heisenberg. He found that purely deterministic models 
are not worthy even to study physical systems. The problem is that one cannot 
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exactly describe a physical system at any given instant. Deterministic models 
serve to deliver an average population behavior (Feynman, [2] p.1-11). The idea 
of average population behavior being represented by the deterministic model is 
the result of the thesis. This shortcoming of the deterministic model led to the 
development of probabilistic or stochastic models (Olinick, [6] p. 11). 
Stochastic models, which are also predictive models like the deterministic, are 
based on the assumption that each population can occupy several different states 
at each time step, with the appropriate probabilities. If, however, we know the 
probability distribution which the population follows, we can use this distribution 
to predict the population's future actions (Olinick, [6] p. 11). 
Deterministic models, however, provide a good approximation of a population 
and are the easier models with which to work. They are usually easily solved 
using calculus or differential equations. These models are still used in physical, 
social, and life sciences (Olinick, [6] p. 11). 
When we consider the exponential model, we are considering a "pure birth 
process." We consider a population of identical individuals which reproduce at 
the same rate. We assume each individual lives forever and does not interfere 
with other individuals. Further, we assume that there is sufficient food to sustain 
life. If all these conditions are met, then this situation constitutes a pure birth 
process. This process has been used to study yeast cells growing by fission, the 
propagation of new ideas, the increase in the number of scientists, as well as 
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population growth (Olinick, [6] p.54). 
The exponential model is not very realistic in that there is no limit on the 
number of individuals in a population. However, this model may be viable for 
certain populations over limited time periods. For example, the United States' 
population followed an exponential growth pattern from 1790 to 1860. While the 
model works for the above time period, it is not realistic forever. If we continued 
with the model found for 1790 to 1860 we would now have 800 million people in 
our population (Olinick, [6] pp.56-57). 
Lotka was the first to study interacting populations by way of mathemati-
cal models. Volterra followed when asked by a zoologist who had been studying 
populations of fish. The simple predator-prey model devised by the two predicts 
oscillation in the numbers of the two species. These oscillations have been ob-
served in some complex experiments. One recurring outcome is that the predator 
consumes all the prey and then dies out. However, in 1957, C. B. Huffaker used 
mites and oranges as his predator and prey, respectively. His observations com-
pared well with the model created by Lotka and Volterra (Olinick, [6] p. 105). 
Population oscillation has also been seen in the real world. In 1969, a study 
conducted by E. R. Leigh concluded that the populations of Canadian lynx and the 
hare were periodic. This observation was done by keeping track of animals trapped 
by the Hudson's Bay Company between 1847 and 1903 (Olinick, [6] p. 105). 
The removal of a number of each species proportionate to its population size 
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provides an interesting result of the predator-prey model. For example, if the 
pesticide used eliminates both species, there will be a decrease in the number of 
predators and an increase in the prey population. In other words, an insecticide 
is not necessary if there is a natural predator (Olinick, [6] p. 105). 
This outcome occurred in the United States with the introduction of Aus-
tralia's cottony cushion insect which threatened the citrus crop. A natural preda-
tor, the ladybird beetle, was imported to combat the insect population. These 
beetles were able to hold the insect population down to a low level. Then DDT 
was discovered and applied in hope of wiping out the cottony cushion insect. But 
the DDT also killed the beetle, and the overall effect was to increase the number 
of the insect (Olinick, [6] pp. 105-106). 
In this thesis, we compare stochastic population models and the corresponding 
deterministic versions. We begin in Chapter 2 with the most simplistic of these 
models, the exponential. Then in Chapter 3 we move on to the predator-prey 
model. For both of these models, we first consider a deterministic version. We are 
able to solve both deterministic models. We next consider corresponding stochas-
tic versions of these models. These models are difficult analytically. We then 
generate a Stella model to simulate the deterministic model. This deterministic 
Stella model is then modified so that we may simulate the stochastic version. Fi-
nally, the deterministic and stochastic models are compared. The result is that 
the average of the stochastic model is precisely the deterministic model. This 
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result was pointed out earlier by Heisenberg (Olinick, [6] p. 11). 
The numerical approach to the problem of this thesis was successful. The Stella 
application was used to simulate both the deterministic and stochastic models. 
Then a statistical software package, Data Desk, along with Excel was used in 
order to find an average for these simulations. The averages of the stochastic 
numbers were then compared to the deterministic at each time step to reveal that 
the two were equivalent. Also, some special cases of the predator-prey model were 
simulated and compared and the conclusions were the same - that is, numerically 
the stochastic average and the deterministic model are the same. This result was 
shown analytically. 
II. Deterministic and Stochastic 
Exponential Growth 
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1. A Deterministic Exponential Model 
We begin with a deterministic exponential model. An exponential model is 
obtained from the assumption that the rate of change of a population is propor-
tional to the population size - that is, if R(t) is the population size at time t, 
then 
dR
 T, „, . 
n = K B ® -
The constant K is called the "growth rate" of the population. It is assumed 
that there are no other factors affecting the population. In this deterministic 
model each individual in the population reproduces with certainty (that is, with 
probability 1). The solution to the above differential equation is called the "de-
terministic exponential growth model." The solution is obtained using separation 
of variables as so that 
Integrating both sides yields 
In R = Kt + D 
so that 
R(t) = CeKt. 
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Finally using the initial condition that the population at time t = 0 is r0, we 
obtain 
R(t) = r0eKt. 
The behavior of this model depends on the sign of K. If K is positive, then R(t) 
is an unbounded increasing function. If K is negative, it is a decreasing function 
that approaches zero as time t goes to infinity. If K is zero, then it is a constant 
function equal to tq. A graph with ro = 1 is shown in Figure 1. 
Figure 1: Exponential eKt, with K positive, zero and negative. 
8 
2. Stochastic Exponential Growth 
In the previous section we considered a population model in which each indi-
vidual reproduced with certainty. In this section we will consider an analogous 
stochastic model. This model is based on several assumptions. 
1. Individuals have a probability of reproducing which is the same for every 
individual and does not vary with time. 
2. Each organism does not die nor does it interfere with any other member of the 
population. 
3. There is sufficient space and food to sustain all members. This situation is 
referred to as a "Pure Birth Process." To model the probability of a birth, we let 
B/\t be the event that a birth occurs in an extremely small time interval of length 
At. Then we assume that the probability of this event is proportional to At, that 
is 
P[Bm] = bAt, (1) 
where b > 0 is the proportionality constant. 
The probability of no births in At is 
P[B'At] = 1 - bAt, 
since this event is the complement of 
To obtain the probability of a birth occurring in time interval At in a popu-
lation of size n, denoted by the event Bn^u we shall first consider the case of a 
population of size n = 2. If we assume that births occur independently, then the 
probability of no births occurring in a population of size n = 2 is 
P[B'2At] = (.P[B'M]f 
= {I-bAt)2 
= l-2bAt + b2(At)2. 
Now since (At)2 < At, (At)2 can be considered negligible; so we shall assume 
that 
m , A t ] = 1 - ^At. 
This result implies, using complements, that the probability of one birth occurring 
in a population of size n = 2 is 
P[B2At] = 2bAt. 
This argument can generalized by applying the Binomial Theorem to obtain the 
result for a population of size n. Thus 
P[BnAt] = (l-bAt)n 
= 1 - nbAt + (nC2)b2(At)2 - (nC3)b3(At)3 + ...- (nCn)bn (At)n. 
Now for any positive n, 
(At)n < (At)11-1 < . . .< (At)2 < At, 
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where (At)71, ( A t ) n - \ ..., (At)2 are all less than At, thus (At)n, (At)""1,..., (At)2 
can be considered negligible. So using complements we obtain 
P[Bn,At] = nbAt. (2) 
We shall further assume that the interval At is sufficiently small so that only one 
birth may occur in this time interval. 
Let R(t) be the population size at time t. If we assume an initial population 
of r0 then 
R{ 0) = ro. 
Since there is now a probability of a birth at each instance of time, R(t) is a time-
dependent random variable. Since there are no deaths in this model population, 
R(t) has possible values ro, r0 + 1, ro + 2 , . . . To facilitate the analysis, we let 
Pr(t) = P[R(t) = r]. 
We consider the possible events at time t + At. There are two distinct events 
which can occur in mutually exclusive ways: 
1. At time t there were r — 1 individuals and one birth occurred. 
2. At time t there were r individuals and no births occurred. 
The sum of the probabilities of these two mutually exclusive events yields the 
following equation: 
Pr(t + At) = P(r_!)(i)6(r - l )At + Pr(t)( 1 - rbAt). 
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Rearranging this equation implies 
Pr(t + At) - Pr(t) = P(r_i)(t)6(r - l)At - Pr(t)rbAt. 
Letting At go to zero, we obtain 
= (r — l)6P(r_!)(£) — rbPr(t) 
rbPr(t) + (r — l)6P(r_i)(t). (3) 
For r = ro, we have 
p;o(t) = -v0bpro(t)- (4) 
We are now able to present a method of solution of the pure-birth process. 
Equation (4) is the exponential differential equation with the initial condition 
R(0) = ro which is Pro(0) = 1. This equation gives 
This equation is an exponential distribution. Equation (5) gives the probability 
that there are no births during the interval [0 ,t]. It predicts the probability that 
the population is still at size ro at time t. The probability decreases to zero as 
time t increases to infinity, which indicates the probability of population growth 
increases over time. 
Substituting (5) in Equation (3) we obtain 
Pro(t) = e~^bt. (5) 
Pro+i W = robe~robt - (r0 + l)6Pro+1(*) (6) 
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which is a first order differential equation. We multiply by the integrating factor 
e6(r0+i)t t 0 obtain 
e
b{ro+1)tP;o+1(t) + (r0 + 1 ) 6e^ + 1 ^P r o + 1 ( t ) = r0bebt, (7) 
which is equivalent to 
ft[eb^Pro+1(t)] = r0bebi. 
integrating gives 
e
b
^
tPro+1(t) = r0bebt + c, 
where c is a constant. The initial condition -R(O) = r0 implies that 
P ( ro+1)(0) = 0, 
which gives c = 0. Hence the solution to (6) is 
Pro+1(t) = r0be-r°bt( l-e~bt). (8) 
We use P ro+i(£) to find P ro+2(t). Using (8) in (3) with r = r0 + 2 gives 
P(r0+2)(0 + (ro + 2)6P(ro+2)(t) = (ro + 1 ) ^ - ^ ( 1 - e~bt). (9) 
Multiplying by the integrating factor e6(Vo+2^, and integrating with the initial 
condition that Pro+2(t) = 0 gives 
Continuing this procedure we hypothesize a general solution 
Pr(t) = ( r o_1C r_1)e- r o W(l - (10) 
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We shall now verify (10), as the general solution, by induction. We know the 
result to be true for r = r0 + 1 by Equation (9). Let us then assume the solution 
to be true for r = k\ that is, 
Pk{t) = {r-lCk-1)e~r°ht{ l-e-bt)k~r°. 
We then must show it is true for r = k + 1 - that is, we must show that 
Pk+1(t) = U_iC f c)e- r o 6 t(l - e~bt)^-ro\ 
We consider the differential equation (3) for r = k + 1 which gives 
PL+iW = + l)bPk+i(t) - kbPk(t). 
That is 
PL+i(t) ~(k + 1)WW*) = -kbPk(t). 
Now multiply by the integrating factor
 e~(k+1)bt and simplify to obtain 
jt[e-{k+1)btPku(t)} = -kbPtfte-W* 
Using the induction hypothesis gives upon integration that 
e-(fc+i)wPfc+iW = jfc(ro_1Cfe_1)e-^1+fc+r)t(l - e"6t)(fc+1~ro) 
which simplifies to 
Pk+1(t) = (ro-iCk)e~Tobt(l - (H) 
as desired. 
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Equation (11) is the probabilistic model for a pure birth process; it gives the 
probability distribution of the size of the population at time t. We summarize 
these observations in the following theorem. 
Theorem 1 The Pure Birth Process is given by 
p;0(t) = -r0bPro(t) 
and for n > r0 + 1 
P'n(t) = (n- l)6P(„_i)(t) - nbPr(t). 
The pure birth process has solution 
Pr(t) = ( r o _ia_ i )e" r o W ( l - e~bt)(r - r0) for r > r0. 
This solution is a negative binomial distribution with p(t) = e~bt and m = ro-
It is of interest to determine the relationship between the probabilistic and the 
deterministic models. This relation can be deduced from the expected value of 
the stochastic model, 
m(t) = E(R(t)) 
where E(R(t)) is the expected value of the discrete random variable R(t). That 
is, 
oo 
m(i) = J > P r ( * ) . 
T = 0 
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Differentiating gives, 
oo 
m \ t ) = Y,rP' r{t). (12) 
r = 0 
Now, substituting (3) in for Pr'(i) gives 
m\t) = ErPr(t) (13) 
r=0 
= ^r((r — l)6P(r_i)(t) — rbPr{t)) 
r=0 
= b^r(r-l)P{r-i)(t)-r2Pr(t). 
r=0 
Expanding the above sum (13) and using Pr(t) = 0 for r < r0 gives 
m'(i) = b{-r20Pro(t) + (r0 + l)r0Pro(t)) 
- (r0 + l)2P(n,+i)W + (^ 0 + 2)(r0 + l)P(r0+i)(*) 
- (r0 + 2)2P ( ro+2) (*) + . . . ) 
= b{r0Pro(t) + (r0 + l)P(r0+l) (0 + (r° + 2)P(r0+2 )(t) + • • •) 
oo 
= b^rPrit) 
r=0 
= bm(t). (14) 
Equation (14) is the exponential differential equation. The initial condition for 
this differential equation follows from the initial population size being r0. Since 
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Pro (0) = 1, we have m(0) = r(). The solution to the equation (14) with the initial 
condition is then 
m{t) = r0ebt. (15) 
The variance can be obtained similarly by finding the second moment and using 
it to compute the variance. However, one may also note, as was done earlier, that 
the solution to the pure birth process is a negative binomial random variable with 
p = e~ht and q — 1 — e~bt. The variance of a negative binomial random variable 
X is 
Var(X) = M 
P1 
(Freund [3], p. 198) which in this case would give 
v(t) = r 0 ( l - ebt)e2bt. 
We summarize these observations in the following theorem. 
Theorem 2 The expected value of the Pure Birth Process is 
m(t) = r0ebt. 
The variance of the Pure Birth Process is 
v(t) = r 0 ( l - ebt)e2bt. 
We have connected the stochastic and deterministic models of exponential growth 
and we state this result as 
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Corollary 3 The mean of the Pure Birth Process is the Deterministic Exponen-
tial Growth model. 
3. The Probability Generating Function Method 
An alternate technique of solution for the pure birth process is given by the 
probability generating function method. Probability generating functions have 
many of the same properties as moment generating functions and the reader is 
referred to Tuckwell [7] for further treatment. Probability generating functions 
are defined as follows: 
Definition 4 The probability generating function (p.g.f.) of a non-negative in-
teger valued random variable X is 
oo 
= Y , P[X = k]sk. 
k=0 
We shall make use of probability generating functions to analyze stochastic pop-
ulation models. Consider the following p.g.f. 
oo 
t) = Y Pr(t)sr = Pl(t)s + P2(t)s2 + Ps(t)s3 + . . . + Pk(t)sk + ... 
r=0 
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where the Pk{t)'s are from the Pure Birth Process. That is, Pk(t) satisfy: 
P{(t) = -bP^t) 
F2{t) = -2bP2{t) + bP1(t) 
(16) 
F3(t) = -3bP3(t) + 2bP2(t), 
Fn{t) = -nbPn{t) + {n- 1 )&P(n_D(*). 
We can obtain a differential equation in if we multiply by an appropriate power 
of s, that is 
sP{(t) = —bP]_(t)s 
s2P>(t) = - 2 bP2{t)s2 + bP^s2 
s3P>(t) = -3bP3(t)s3 + 2 bP2(t)s2 
snPn(t) = —nbPn(t)sn + (n - l ^ P ^ . ^ s ^ l 
Summing these expressions we obtain 
d*(s,t)
 = bcd*(s,t) + bc2dV(s,t) 
dt ds ds 
which is 
( 1 7 ) 
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We can solve Equation (17) to obtain the p.g.f. of the Pure Birth Process. We 
shall use the separation of variable technique to obtain the solution. 
Suppose 
9>(s,t) = S(s)T(t). 
Then differentiation of both sides gives 
S(s)T'(t) = b(s - l)S'{s)T(t). 
We separate the variables to obtain 
T
'
{t)
-b(s DS'{S) (18) 
We shall first consider the left side. Setting it equal to a constant and solving for 
T(t), we obtain 
T'(t)_ 
T(t)~ • 
Integrating both sides, we obtain 
In T(t) = -kt + c, 
which yields 
T(t) = Ae~kt. 
Similarly, we set the right side of Equation (25) to the same constant —k, 
which implies 
S'(s) k S(s) bs(s-l)' 
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Integrating both sides, we obtain 
S'(s)J_ r k 
S(s) J bs(s-l) 
S \ k / b 
ds 
In 5 = In 
1 
which is equivalent to 
where B is a constant. The general solution is thus of the form 
k/b / c \K/° 
= / ( e " 6 t ( — ) ) 
where / is some function. 
We now use our initial conditions to determine the function / . Since R(0) = 1, 
then 
oo 
rX tt(a,0) = J2Pr(0)sr 
r=1 
= P^S + p2{t)s2 + P3(t)s3 + . . . 
= s. (19) 
This result implies 
/ s \k/b 
We now obtain the function / from this relation. We let 
k/b 
s- 1 
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and solve this equation for s to obtain 
zb/k 
S = 
zb/k _ !' 
hence, 
~b/k 
zb/k _ I' 
This result implies that 
*(8,t) = /(^(-i^))*/* 
(20) 
Now letting p(t) = e~bt and q(t) = 1 — e~bt, (s, t) becomes 
t) = Sp(t) 
As expected, ^(s , i) is the probability generating function of a negative binomial 
random variable (Freund [3], p. 198). So the general solution is 
pn{t) = (i - e-Ky-^-hK 
The expected value of a negative binomial variable is 
E(N(t)) = 1 /P(t) = l/e~brt = ebrt, 
which is the deterministic exponential growth model. Now we have presented an 
alternative and useful method of solution. We shall make further use of the p.g.f. 
method in Chapter III. 
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4. A Simulation of the Stochastic Exponential Model 
In this section we shall simulate the stochastic exponential model. We shall 
use a birth rate of 0.5 for the individuals in our population and shall assume an 
initial population of 10 individuals. 
To begin with we shall consider the deterministic version of the model. Figure 
2 is a state diagram for our population. 
population births 
Figure 2: State diagram of the deterministic exponential model. 
As shown in Figure 2, individuals enter the population through births. How-
ever, no individuals leave the population since there are no deaths. We write this 
equation using the difference equation 
population 
X(n) — X(n — 1) = births in population, 
or the recurrence relation 
X(n) = X(n - 1) + .bX(n - 1) = 1.5X(n - 1) (21) 
Equation (21) has a closed form solution (see [5]) given by 
X(n) = (1.5)nX(0). 
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The Table 1 and graph, Figure 3, of the population prediction show that the 
population is growing exponentially. 
t i m e 
Figure 3: Graph of the exponential model. 
We shall now consider the effects of stochasticity on this exponential model. 
We will again assume an initial population of 10 individuals that have an average 
birth rate of 0.5. To determine whether or not a birth will occur, we shall generate 
a random number between 0 and 1. If this number is larger than our average birth 
rate, then a birth will occur. Otherwise no births will occur. Each simulation will 
run for a period of 25 years. Figure 4 shows 25 simulation runs of our stochastic 
model. Each simulation run has the basic shape of an exponential curve. 
The following is a table comparing the average of the stochastic exponential 
24 
Time Population 
.00 10.00 
2.00 10.10 
4.00 10.20 
6.00 10.30 
8.00 10.41 
10.00 10.51 
12.00 10.62 
14.00 10.73 
16.00 10.83 
18.00 10.94 
20.00 11.05 
22.00 11.16 
24.00 11.27 
Final 11.00 
Table 1: Population for 25 time steps 
25 
Figure 4: 25 simulations of the stochastic exponential model. 
model to the deterministic model. It contains a column that gives the percentage 
difference between the two. Note that all the percentage differences are substan-
tially less than one percent. 
26 
Time Average of Stochastic Deterministic % Difference 
1 10.00 10.00 0.00% 
2 10.0508 10.05 -0.01% 
3 10.0988 10.1 0.01% 
4 10.1468 10.15 0.03% 
5 10.204 10.2 -0.04% 
6 10.2564 10.25 -0.06% 
7 10.3076 10.3 -0.07% 
8 10.3592 10.36 0.01% 
9 10.408 10.41 0.02% 
10 10.4596 10.46 0.00% 
11 10.5056 10.51 0.04% 
12 10.562 10.57 0.08% 
13 10.6172 10.62 0.03% 
14 10.678 10.67 -0.07% 
15 10.7324 10.73 -0.02% 
16 10.782 10.78 -0.02% 
17 10.8416 10.83 -0.11% 
18 10.8872 10.89 0.03% 
19 10.9448 10.94 -0.04% 
20 11.0008 11.00 -0.01% 
21 11.0524 11.05 -0.02% 
22 11.1084 11.11 0.01% 
23 11.1636 11.16 -0.03% 
24 11.2172 11.22 0.02% 
25 11.2808 11.27 -0.10% 
final 11.3412 11.33 -0.10% 
Table 2: Comparison of the numerical stochastic exponential model to the deter-
ministic model. 
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III. A Stochastic Predator-Prey Model 
Thus far we have considered a population with only one species. In this chapter 
we will consider a competing populations model, which in our case (for concrete-
ness) will consist of rabbits and foxes. One common model of competing species 
is known as the predator-prey model. 
1. A Deterministic Predator-Prey Model 
The assumptions of this model are as follows: 
1. There are two interacting populations. The prey species, which is the rabbit 
population the size of which at time t is denoted r(t), and the predator, which is 
the fox population of size /(£) at time t. 
2. In the absence of foxes, the rabbits have deterministic exponential growth. In 
particular, 
dr 
- J t = a r ' 
where r > 0 and a is the rabbit birth rate. We will assume there is always 
sufficient food for the rabbits to grow. 
3. In the absence of rabbits, the foxes will die exponentially. In particular, 
dt u 
where 7 > 0 is the fox death rate. We assume there is other food for the predators, 
but it is not sufficient to sustain the population. 
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4. When both populations are present, foxes will prey on rabbits proportional to 
the product of the populations (i.e. r(t)f(t)). 
The term r(t)f(t) is borrowed from chemistry models of rates of reaction where 
molecules in solution interact by randomly bumping into one another. 
There are some concerns about this term as addressed by Mooney and Swift 
[5]. The biggest problem with the rf term is that the foxes never get satiated. 
The fox population will kill one rabbit over some time period whether there are 
1,000 or 100,000 rabbits. Even though this assumption has some flaws, there may 
be some situations where it is reasonable, at least over some range of values. The 
following is a discussion of these reasonable conditions. 
We will measure interaction between populations, some proportion of which 
will result in death of a rabbit. We will define an interaction as follows: 
a. The predator species has some territory, and any prey individual that lies 
within that territory constitutes an interaction. 
b. The animals will reside in some fixed region. Doubling prey over an infinite 
extent would not have any effect on the number of interactions. 
c. The predators are never satiated. 
Using our assumptions, if the fox territories do not intersect and the rabbits 
are uniformly distributed over the region, then if we double the number of rabbits 
we will double the number of interactions on average (if there are r rabbits and 
/ foxes the interaction term is r f ] if we now have 2r rabbits then the interaction 
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term is 2 r f ) . Similarly, if we double the fox population the interactions also 
double. What is the affect if we allow the fox regions to intersect? There are two 
extreme cases. 
Case 1. The rabbits lying in the intersection of two regions (in this region there 
are two foxes who will hunt for food) are twice as likely to be killed as the rabbit 
lying in only one region. If there is a plentiful prey population or if prey are hard 
to find, the two predators are likely to eat twice as much as one. 
Case 2. If prey is scarce or easy to find then one fox might kill all the rabbits in 
its territory; so two foxes do not double the chances of being killed. 
If a rabbit is twice as likely to be killed when it is in the intersection of two 
fox territories and 100 time more likely to be killed when it is in the intersection 
of 100 fox territories, then it does not matter if the regions intersect or not. The 
reasoning is that if a rabbit is in a fox territory, then it counts as an interaction. 
So there is no difference between one rabbit in n territories or n rabbits in n 
separate territories. With this assumption, the rf term is valid. With a fixed 
number of prey as the number of predator increases, the number of interactions 
must asymptotically approach the number of prey. The rf term in this case is 
not valid. This situation requires a fourth assumption. 
d. If a prey lies in the territory of n predators, then it is n times more likely to 
be killed. 
In summary, we now have two populations, rabbits (prey) and foxes (preda-
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tors). If there are no foxes, rabbits will follow exponential growth. However, if 
there are no rabbits, foxes will die exponentially. Finally, a rabbit in a region with 
n predators is n times more likely to be killed. 
Now rabbits enter the population through births, so we must multiply the 
rabbit birth rate by the rabbit population (ar). Rabbits however may die of 
natural causes or be eaten by the predator (foxes), so we must multiply the death 
rate by both populations (firf) . Foxes enter the population through births. Since 
their only real sustenance is rabbits, the occurrence of a birth is dependent also 
on that population. So we multiply the fox birth rate by the rf term. Foxes die 
only of natural causes, thus we multiply the death rate by the fox population. 
The predator-prey model, with the assumptions discussed above, yields the 
following system of equations: 
nr 
— = a r - M (22) 
ft = 
where a, (3,7, a are all non negative constants. By factoring, we have, 
f t = 
f = f ( S f - l f ) . (23) 
We shall now determine the behavior of the predator-prey model by considering 
the fixed points of the system. We determine the fixed points of the system in 
(22) by considering where dr/dt = 0 and where df /dt = 0. Now dr/dt — 0 along 
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the lines r = 0 and / = a/P, while df/dt = 0 on the lines / = 0 and r = 8/7. 
Thus the critical points are (0,0) and ( 6 / j , a / P ) . 
The lines r = <5/7 and / = a / P divides the first quadrant into four rectangles. 
The (0, 0) solution is not important since if there are 0 individuals in the popu-
lations then nothing can occur. The solution ( 6 / 7 , a / P ) has trajectories circling 
about it. 
By using Jacobian analysis we can determine if the solutions are spiraling in 
or out. Here 
g(r,f) = ar-Prf 
h(r,f) = 7 r f - 6 f , (24) 
(ct-Pf 7 / 
J(r, f ) = 
\ ~Pr 7r — 5
 y 
so that at (0, 0) we have 
/a 0 \ 
<7(0,0) = 
V0 -6) 
which gives the trace as 
Tr(J(0 ,0)) = oc -6 . 
The determinant of the Jacobian matrix at (0, 0) is 
Det(J( 0,0)) = -aS. 
Since a and 6 are both positive, Det(J(0, 0)) < 0 so that (0, 0) is a saddle point. 
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At f ) we have 
c / 0 
J(- - ) = 
Si 0 
7 
Then Tr(J(f)) = 0 and Det(J{^, §)) = a<5 > 0. 
Using the following theorem found in Mooney and Swift [5], we see that the 
solution is a center point. 
Theorem 5 Let S = a +6 and D = a8 — 
a. If D > 0, then the fixed point is a saddle. 
b. If D > 0 and S < 0, then the fixed point is a sink. 
c. If D > 0 and S > 0, then the fixed point is a source. 
d. If D > 0 and S = 0, then the fixed point is a center. 
e. If S2 — 4D < 0 then a sink or a source is a spiral. 
The Figure 5 shows a graph of the solution. 
We will consider the phase plane graphs of the two populations as a function 
of time. Looking at both graphs, we observe the same behavior. When the 
fox population is low, the rabbit population increases. This increase causes the 
fox population to increase to a point that the rabbit population declines. Even 
though the rabbits are decreasing, for a while the foxes will still rise. At some 
point, the rabbit population drops so low that the fox population can no longer be 
maintained and it starts to drop. Both populations drop until the fox population 
is low enough that the rabbits begin to grow again and the cycle repeats. 
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Figure 5: Graph of the solution as a center point. 
2. A Stochastic Predator-Prey Model 
As we did in Chapter 1 for the deterministic exponential growth model, we 
shall now consider a stochastic version of the predator prey model. 
Let R{t) be the number of rabbits at time t and F(t) be the number of foxes at 
time t. There is now a probability of a rabbit birth or death as well as a probability 
of a fox birth or death. Thus R(t) and F(i) are time dependent random variables. 
The stochastic predator-prey model has the following assumptions. 
1. The probability of a rabbit death with r rabbits and / foxes can be expressed 
as PrfAt. 
2. The probability of a fox birth in time dt is yr fAt. 
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3. The probability of a fox death in time dt is 5fAt. 
4. The probability of rabbit births is arAt. We denote the probability of there 
being r rabbits and / foxes at time t by 
PrJ(t) = P[R(t) = r,F(t) = f}. 
We seek to find Prj(t). The probability Prj(t + At) is the sum of the probabilities 
of the following mutually exclusive events: 
i. There are r rabbits and / foxes by time t and no birth or deaths occur in 
(t, t + At). 
ii. There are r — 1 rabbits and / foxes by time t and a rabbit birth occurs in 
(t,t + At). 
iii. There are r rabbits and / — 1 foxes by time t and a fox birth occurs in 
(t,t + At). 
iv. There are r + 1 rabbits and / foxes by time t and one rabbit death occurs in 
{t,t + At). 
v. There are r rabbits and / + 1 foxes and one fox death occurs in (t, t + At). 
So, summing the probabilities of each of the events i - v we obtain 
PrJ(t + At) = (1- (3rf + Sf + ra + rf1)AtPrJ(t) 
+ a(r - 1)AtiVi,/)(£) + t(/ - l)rAtP^j^it) 
+ /3{r + l) /A*P ( r + l i / )(*) + S(f + 1)A tP(rJ+1)(t) 
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for r = 0 , 1 , 2 . . . a n d / = 0 ,1 ,2 . . 
Letting At —• 0, we obtain 
= PrJ(t + A ^ P r A t ) 
r , / v
 ' At—>0 At 
= —{(3rf + Sf + ra + r f i ) P r J { f ) + a(r - l)P{r-ij)(t) 
+
 7 ( / - l)rP(ri /_i)(t) + /?(r + l)/i> (r+i,/)(f) 
for r = 0 ,1 ,2 . . . and / = 0 ,1 ,2 . . . . 
As was done earlier for the pure birth process, we shall consider the p.g.f. 
method of solution. Let 
Z2, = E E Pr,f(t)z[Z2 1
 rJ\^)A.zi 
r = 0 f=0 
Then, 
E E K j m d = E E ( - W + Sf + ra + rf-Y))Pr,f(t)z[zi (25) 
r=0 /=0 r=0 /=0 
oo oo 
r = 0 / = 0 
oo oo 
r = 0 / = 0 
oo oo 
r=0 /=0 
oo oo 
+ + (26) 
r = 0 / = 0 
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Expanding by distributing the summation through the first term in (26), we obtain 
_ j+urj 
dt r=0 / = 0 
r=0 /=0 
r = 0 / = 0 
/ 
+ E E ^ H 1 ) / ^ / ^ ) ] ^ 
r=0 /=0 
oo oo 
r = 0 / = 0 
Recognizing partial derivatives of (25), we see that 
d<j> d2(j) d(f)
 0 d2<\> c d4> 
— =
 a Z l - p Z l Z — 
at 0Z2OZ1 ozi 0Z10Z2 0Z2 
, , 2 , ^ , , 2<92(^  
+ Pz a a + + • OZ2OZ1 OZ2 OZi OZ-2 
Simplifying we obtain 
di = w ^ w 
OZ2 OZi 
It is of interest to solve the differential equation (28). However, equation (28) is 
particularly nasty. It seems to be intractable. We state this result in the following 
theorem. 
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Theorem 6 The stochastic predator-prey process has a system of differential equa-
tions 
P'rJ(t) = -(prf + 6f + ra + rf7)Pr>f(t) + a(r-l)P(r.1>f)(t) 
+
 7 ( / - 1 )rP ( r , /_1)(i) + P(r + 1 )fP{r+hf)(t) 
for r — 0,1, 2 . . . and f — 0,1, 2 . . . with a corresponding probability generating 
function which is the solution to the partial differential equation 
— = p[z2{l - zi) -7ziz2(l - z2)\-dt dz2dzi 
, xri ft \ 
It remains an open problem to find the analytic solution of the equation 
t - / ^ a - ^ - ^ a - * ) ] ^ P8) 
I Xfl f-1 \ d</> 
We can, however, analyze this p.d.e. by computing the expectations for the rabbit 
and fox populations. Since we have the probability generating function we can take 
the appropriate derivative and evaluate at z\ = z2 = 1 to obtain the expectations. 
So for the rabbit expectation we will take the derivative with respect to z\. 
d d<b . dd> , d2d> 
dzi dt dzi dz2 
+ [z2(l~
 Zl)P + ZIZ2{Z2- 1)7] 
dz2dzi dz2dzi 
d2(f> 
dz2dz2' 
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We first evaluate with z\ = z2 = 1, which gives 
5 <90 „ 
dt v wy dz2dz\ 
= aE(R) - pE(RF). (29) 
That is, 
^E[R(t)] = aE[R(t)] - pE[R(t)F(t)], (30) 
where E (•) is the expectation. 
Similarly we find the expectation for the foxes. We first have 
d dct> d2cf> d<f> 
= zl(zl-l)a-—--6-dz2 dt dzidz2 dz2 
+ (l-z2)S^ + [(l-z1)P+(2z1z2-z1)1} 920 dz2 dz2dz\ 
+ [(z2( 1 - Zl)P) + ziz2(z2 - 1)7] q -
Then evaluating with Z\ = z2 = 1, we obtain 
d(f)
 c d</) d2(j> 
= - O q h 7: dz2 dt dz2 dz2dz\ 
= SE(F)+-fE(RF), 
which is 
jtE[F(t)} = 7E[R(t)F(t)} - 6E[F(t)]. (31) 
Since R(t) is a time dependent random variable, E[R(t)] is a time dependent 
deterministic quantity. The same is true for F(t). Thus in this context, (30) and 
(31) are the predator- prey model obtained in (22). 
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3. A Simulation of the Stochastic Predator-Prey Model 
Due to the intractable nature of equation (28), we shall consider a simulation 
of the stochastic predator-prey model. We shall use an average rabbit birth rate 
of a = 5, an average rabbit death rate of f3 = 3, an average fox birth rate of 7 = 2, 
and an average fox death rate of 6 = 6. We will assume an initial population of 3 
rabbits and 1.6 foxes. These population sizes, birth and death rates are borrowed 
from Olinick's book [6] in which he considers the deterministic model. Again we 
shall start with the deterministic version in order to have a guide. 
Figure 6 shows a graph of the two populations plotted against each other. 
Note the cyclic relationship. 
Figure 6: Graph of the deterministic predator-prey model. 
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For the stochastic version, we shall use the same initial population sizes as 
well as the same birth and death rates as in the deterministic case. To determine 
whether or not a birth or death occurs, we will again generate a random number 
between 0 and 1. 
Each simulation will run for a period of 25 years. Figure 7 is an example of 
the graph of the fox population for 25 simulations of the stochastic predator- prey 
model. 
2 . 5 t 
1 
0 . 5 
0 —I 1—I 1—I—I—I—I—I—I—I—I—I—I—I—I 1—l—I—l—l 1—I t-
I - I - I - T - t - C M < N C M 
t i m e 
Figure 7: Fox population for 25 simulations of the stochastic predator-prey model 
Figure 9 is the rabbit population plotted against the fox population. Even in 
the stochastic version one can see the circular tendencies. 
Observation of the above graphs supports our claim that the deterministic 
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t i m e 
Figure 8: Rabbit population for 25 simulations of the stochastic predator-prey 
model 
foxes 
Figure 9: Stochastic predator prey model. 
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predator-prey model is simply the average of the stochastic predator-prey model. 
We use simulation data to further support this claim. Each simulation modeled 
25 predator-prey populations. There are 15 of these simulations. So for each time 
step we have 375 data points. Using Data Desk, a statistical software package, and 
Excel, a spreadsheet, an average was found for each time step and then compared. 
Tables 3 and 4 compare the average of the stochastic model versus the deter-
ministic model. The comparison verifies that the average of the stochastic model 
is numerically close to the deterministic model. 
Four additional cases of this model were considered. The cases were no rabbit 
births, no fox births, no rabbit deaths, and no fox deaths occurring in the model. 
These were run several times and were compared with the deterministic version 
with the same conditions (i.e., no rabbit births, no fox births, no rabbit deaths, 
and no fox deaths.) The results of these four cases verify that the averages of 
the stochastic runs were all numerically close to the corresponding deterministic 
version. 
Tables 5 and 6 compare the populations for the case of no rabbit births oc-
curring. Logically, one expects the rabbits to die out since no new ones were 
being born. Also, one would expect the fox population to die as a result of the 
decreasing rabbit population. 
Tables 7 and 8 compare the populations for the case of no fox births occurring. 
Since there is a fixed fox population, one expects the rabbit population to grow. 
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Time Average number Deterministic model % Difference 
of Rabbits of Rabbit population 
1 1.60000 1.6 0.00% 
2 1.59765 1.62 0.02% 
3 1.59867 1.67 0.07% 
4 1.60000 1.72 0.12% 
5 1.60304 1.74 0.14% 
6 1.60051 1.71 0.11% 
7 1.60587 1.66 0.05% 
8 1.60619 1.61 0.00% 
9 1.61011 1.6 -0.01% 
10 1.61269 1.63 0.02% 
11 1.61688 1.68 0.06% 
12 1.61707 1.72 0.10% 
13 1.61797 1.73 0.11% 
14 1.62421 1.7 0.08% 
15 1.62707 1.65 0.02% 
16 1.63195 1.61 -0.02% 
17 1.63315 1.6 -0.03% 
18 1.63397 1.64 0.01% 
19 1.63531 1.69 0.05% 
20 1.63576 1.73 0.09% 
21 1.63968 1.73 0.09% 
22 1.64019 1.69 0.05% 
23 1.64109 1.64 0.00% 
24 1.64616 1.6 -0.05% 
25 1.65253 1.61 -0.04% 
final 1.65499 1.65 0.00% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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Time Average number Deterministic model % Difference 
of Foxes of the Fox population 
1 3.00000 3 0.00% 
2 3.00787 2.92 -0.09% 
3 3.01315 2.89 -0.12% 
4 3.02152 2.92 -0.10% 
5 3.02731 3.01 -0.02% 
6 3.02728 3.09 0.06% 
7 3.03149 3.11 0.08% 
8 3.03677 3.07 0.03% 
9 3.03843 2.98 -0.06% 
10 3.04675 2.91 -0.14% 
11 3.04984 2.89 -0.16% 
12 3.05787 2.94 -0.12% 
13 3.06152 3.03 -0.03% 
14 3.06560 3.1 0.03% 
15 3.06619 3.11 0.04% 
16 3.07021 3.05 -0.02% 
17 2.86491 2.96 0.10% 
18 3.08021 2.9 -0.18% 
19 3.08365 2.9 -0.18% 
20 3.08803 2.96 -0.13% 
21 3.09099 3.04 -0.05% 
22 3.09429 3.11 0.02% 
23 3.09581 3.1 0.00% 
24 3.09469 3.03 -0.06% 
25 3.10240 2.95 -0.15% 
final 3.10413 2.89 -0.21% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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Time Average number Deterministic model % Difference 
of Rabbits of Rabbit population 
1 3 3 0.00% 
2 2.85736 2.86 0.00% 
3 2.72376 2.73 0.01% 
4 2.59552 2.6 0.00% 
5 2.47408 2.48 0.01% 
6 2.3616 2.37 0.01% 
7 2.25688 2.26 0.00% 
8 1.72744 2.16 0.43% 
9 2.06272 2.06 0.00% 
10 1.9768 1.98 0.00% 
11 1.89216 1.89 0.00% 
12 1.81424 1.82 0.01% 
13 1.74416 1.74 0.00% 
14 1.67368 1.67 0.00% 
15 1.6132 1.61 0.00% 
16 1.55496 1.55 0.00% 
17 1.49856 1.49 -0.01% 
18 1.44632 1.44 -0.01% 
19 1.3948 1.39 0.00% 
20 1.35048 1.35 0.00% 
21 1.31032 1.3 -0.01% 
22 1.27016 1.26 -0.01% 
23 1.23864 1.23 -0.01% 
24 1.2028 1.19 -0.01% 
25 1.16752 1.16 -0.01% 
final 1.13704 1.13 -0.01% 
Table 5: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no rabbit births occurring. 
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Time Average number Deterministic model % Difference 
of Foxes of Fox population 
1 1.6 1.6 0.00% 
2 1.60024 1.6 0.00% 
3 1.59832 1.59 -0.01% 
4 1.58816 1.58 -0.01% 
5 1.5728 1.57 0.00% 
6 1.55128 1.55 0.00% 
7 1.53128 1.53 0.00% 
8 1.50384 1.5 0.00% 
9 1.47792 1.48 0.00% 
10 1.44664 1.45 0.00% 
11 1.41528 1.42 0.00% 
12 1.37776 1.38 0.00% 
13 1.3436 1.35 0.01% 
14 1.30984 1.32 0.01% 
15 1.2716 1.28 0.01% 
16 1.23936 1.25 0.01% 
17 1.20192 1.21 0.01% 
18 1.16872 1.17 0.00% 
19 1.14096 1.14 0.00% 
20 1.10144 1.1 0.00% 
21 1.06584 1.06 -0.01% 
22 1.04504 1.03 -0.02% 
23 0.996 0.99 -0.01% 
24 0.96176 0.96 0.00% 
25 0.9252 0.92 -0.01% 
final 0.89464 0.89 0.00% 
Table 6: Comparison of the fox population from the deterministic predator-prey 
and stochastic predator-prey models with no rabbit births occurring. 
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Time Average number Deterministic model % Difference 
of Rabbits of Rabbit population 
1 3.00000 3 0.00% 
2 3.15688 3.15 -0.01% 
3 3.32120 3.32 0.00% 
4 3.48856 3.49 0.00% 
5 3.67008 3.66 -0.01% 
6 3.86080 3.85 -0.01% 
7 4.05600 1.05 -0.01% 
8 4.26000 4.26 0.00% 
9 4.47808 4.48 0.00% 
10 4.70216 4.7 0.00% 
11 4.93736 4.95 0.01% 
12 5.19256 5.2 0.01% 
13 5.44952 5.47 0.02% 
14 5.72920 5.75 0.02% 
15 6.02728 6.04 0.01% 
16 6.33032 6.35 0.02% 
17 6.65888 6.68 0.02% 
18 6.99944 7.02 0.02% 
19 7.35640 7.38 0.02% 
20 7.74528 7.76 0.01% 
21 8.13768 8.15 0.01% 
22 8.55120 8.57 0.02% 
23 8.99592 9.01 0.01% 
24 9.39064 9.47 0.08% 
25 9.94992 9.96 0.01% 
final 10.46296 10.47 0.01% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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Time Average number Deterministic model % Difference 
of Foxes of Fox population 
1 1.60000 1.6 0.00% 
2 1.60208 1.6 0.00% 
3 1.61408 1.61 0.00% 
4 1.62512 1.62 -0.01% 
5 1.64256 1.64 0.00% 
6 1.66328 1.67 0.01% 
7 1.69728 1.7 0.00% 
8 1.73888 1.74 0.00% 
9 1.78352 1.79 0.01% 
10 1.83224 1.84 0.01% 
11 1.90776 1.91 0.00% 
12 1.99008 1.99 0.00% 
13 2.09848 2.09 -0.01% 
14 2.20584 2.2 -0.01% 
15 2.33760 2.33 -0.01% 
16 2.49984 2.49 -0.01% 
17 2.67944 2.67 -0.01% 
18 2.89288 2.88 -0.01% 
19 3.15040 3.13 -0.02% 
20 3.45304 3.43 -0.02% 
21 3.80472 3.79 -0.01% 
22 4.23776 4.22 -0.02% 
23 4.74720 4.74 -0.01% 
24 5.34088 5.36 0.02% 
25 5.97048 6.14 0.17% 
final 6.58304 7.09 0.51% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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Time Average number Deterministic model % Difference 
of Rabbits of Rabbit population 
1 3.00000 3 0.00% 
2 3.15688 3.15 -0.01% 
3 3.32120 3.32 0.00% 
4 3.48856 3.49 0.00% 
5 3.67008 3.66 -0.01% 
6 3.86080 3.85 -0.01% 
7 4.05600 4.05 -0.01% 
8 4.26000 4.26 0.00% 
9 4.47808 4.48 0.00% 
10 4.70216 4.7 0.00% 
11 4.93736 4.95 0.01% 
12 5.19256 5.2 0.01% 
13 5.44952 5.47 0.02% 
14 5.72920 5.75 0.02% 
15 6.02728 6.04 0.01% 
16 6.33032 6.35 0.02% 
17 6.65888 6.68 0.02% 
18 6.99944 7.02 0.02% 
19 7.35640 7.38 0.02% 
20 7.74528 7.76 0.01% 
21 8.13768 8.15 0.01% 
22 8.55120 8.57 0.02% 
23 8.99592 9.01 0.01% 
24 9.39064 9.47 0.08% 
25 9.94992 9.96 0.01% 
final 10.46296 10.47 0.01% 
Table 9: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no rabbit deaths occurring. 
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Time Average number Deterministic model % Difference 
of Foxes of Fox population 
1 1.60000 1.6 0.00% 
2 1.60208 1.6 0.00% 
3 1.61408 1.61 0.00% 
4 1.62512 1.62 -0.01% 
5 1.64256 1.64 0.00% 
6 1.66328 1.67 0.01% 
7 1.69728 1.7 0.00% 
8 1.73888 1.74 0.00% 
9 1.78352 1.79 0.01% 
10 1.83224 1.84 0.01% 
11 1.90776 1.91 0.00% 
12 1.99008 1.99 0.00% 
13 2.09848 2.09 -0.01% 
14 2.20584 2.2 -0.01% 
15 2.33760 2.33 -0.01% 
16 2.49984 2.49 -0.01% 
17 2.67944 2.67 -0.01% 
18 2.89288 2.88 -0.01% 
19 3.15040 3.13 -0.02% 
20 3.45304 3.43 -0.02% 
21 3.80472 3.79 -0.01% 
22 4.23776 4.22 -0.02% 
23 4.74720 4.74 -0.01% 
24 5.34088 5.36 0.02% 
25 5.97048 6.14 0.17% 
final 6.58304 7.09 0.51% 
Table 10: Comparison of the fox population from the deterministic predator-prey 
and stochastic predator-prey models with no rabbit deaths occurring. 
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Time Average number Deterministic model % Difference 
of Rabbits of Rabbit population 
1 3.00000 3 0.00% 
2 3.00736 3 -0.01% 
3 3.00216 2.99 -0.01% 
4 2.98240 2.98 0.00% 
5 2.95488 2.95 0.00% 
6 2.91488 2.91 0.00% 
7 2.87280 2.86 -0.01% 
8 2.81640 2.81 -0.01% 
9 2.74168 2.74 0.00% 
10 2.66816 2.66 -0.01% 
11 2.58384 2.57 -0.01% 
12 2.49728 2.48 -0.02% 
13 2.39824 2.38 -0.02% 
14 2.28032 2.27 -0.01% 
15 2.16784 2.16 -0.01% 
16 2.05312 2.04 -0.01% 
17 1.93240 1.92 -0.01% 
18 1.82552 1.8 -0.03% 
19 1.71224 1.69 -0.02% 
20 1.59736 1.57 -0.03% 
21 1.47672 1.45 -0.03% 
22 1.36984 1.34 -0.03% 
23 1.26224 1.23 -0.03% 
24 1.16456 1.13 -0.03% 
25 1.06112 1.03 -0.03% 
final 0.96776 0.94 -0.03% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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Time Average number Deterministic model % Difference 
of Foxes of Fox population 
1 1.60000 1.6 0.00% 
2 1.70040 1.7 0.00% 
3 1.79952 1.8 0.00% 
4 1.91344 1.92 0.01% 
5 2.02688 2.03 0.00% 
6 2.15000 2.15 0.00% 
7 2.27784 2.28 0.00% 
8 2.40640 2.42 0.01% 
9 2.54352 2.55 0.01% 
10 2.68128 2.7 0.02% 
11 2.82688 2.84 0.01% 
12 2.97144 2.99 0.02% 
13 3.12080 3.14 0.02% 
14 3.27488 3.29 0.02% 
15 3.42376 3.43 0.01% 
16 3.56888 3.58 0.01% 
17 3.71344 3.73 0.02% 
18 3.856.08 3.87 0.01% 
19 3.99440 4.01 0.02% 
20 4.12688 4.14 0.01% 
21 4.25728 4.27 0.01% 
22 4.38128 4.39 0.01% 
23 4.49952 4.5 0.00% 
24 4.60936 4.61 0.00% 
25 4.71448 4.71 0.00% 
final 4.81272 4.8 -0.01% 
Table 11: Comparison of the rabbit population from the deterministic predator-
prey and stochastic predator-prey models with no fox deaths occurring. 
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4. Future Research Directions 
A natural extension to consider is the addition of another population to this 
predator-prey model which would serve as a predator of our fox predators. For 
example, one may add a population of coyotes which would eat foxes. There are 
two different cases to consider. Case 1 is that this new population of coyotes 
eats only foxes and does not interact at all with the original prey population of 
rabbits - that is, coyotes eat foxes and foxes eat rabbits. Case 2 is that this new 
population of coyotes is a predator of both rabbits and foxes. The rabbit fox 
interaction stays the same as in Section 3 for both these cases. 
The analysis that follows is for case 1. This case puts the fox population in 
the unique position of being both a predator and a prey concurrently. This model 
is very complicated and requires further study. There are two forces on the fox 
population: the rabbits which can enhance their population and the coyotes which 
serve only to eliminate the foxes. When looking at the simulation runs it is unclear 
which population is affecting the fox population. So the model was simplified by 
making the coyote population constant. Figure 10 is an example of one of the 
simulations. There is plenty of work to be done on this "double predator-double 
prey" model or "predator-(predator-prey)-prey" model. 
The simulation shown in Figure 10 has the same birth and death rates for the 
rabbits and foxes as in the predator-prey model in Section 3; however, the initial 
population sizes have changed. This particular simulation has an initial coyote 
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Figure 10: One simulation of the double predator- double prey model. 
population of 3, an initial fox population of 6.4, and an initial rabbit population 
of 12. 
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