In this paper, we prove that for p > 1 the problem ∆u = a(x)u p in a bounded C 2 domain Ω of R N has a unique positive solution with u = ∞ on ∂Ω. The nonnegative weight a(x) is continuous in Ω, but is only assumed to verify a "bounded oscillations" condition of local nature near ∂Ω, in contrast with previous works, where a definite behavior of a near ∂Ω was imposed.
Introduction and results
This work is concerned with the uniqueness issue of positive solutions to the boundary blow-up elliptic problem
where p > 1, Ω is a bounded C 2 domain of R N and a ∈ C(Ω) is a nonnegative weight function. As usual in problems of this type, the boundary condition is to be understood as u(x) → +∞ as d(x) = dist(x, ∂Ω) → 0+. This particular problem has been widely considered in the recent literature. Its study seems to have been started in [21] , where the case a(x) = 1, p = (N + 2)/ (N − 2) was analyzed, and later continued in [19] , [1] , [2] , [25] , [24] (see also [10] for the p-Laplacian analogue), where a(x) ≥ a 0 > 0 in Ω and a linear term −λu is added in the equation in some cases. In all of them, uniqueness was obtained by means of precise boundary estimates, which took the form u ∼ Ad −α as d → 0, where A is given in terms of p and α = 2/(p − 1). We refer the interested reader to [13] for an extensive list of references with more general nonlinearities f (u) in (1.1). We only mention the pioneering works [3] and [17] .
Some time later, this problem was reconsidered to allow more general weights a(x). In the first place, they were permitted to vanish on ∂Ω, with a precise rate of the form a ∼ Cd γ , for positive constants C, γ, for instance in [12] and [14] (the constants C and γ were replaced by positive continuous functions in [22] , and a further generalization to the p-Laplacian setting was considered in [11] ). Uniqueness was also obtained there by using estimates of all possible solutions near the boundary (the second term in the asymptotic behavior of the solution near ∂Ω was also obtained in [14] , extending previous results of [9] ). The next step was allowing the weight a(x) to be singular on ∂Ω. In this regard, problem (1.1) was analyzed in [26] , under the assumption a(x) ≤ Cd(x) −γ , for some γ ∈ (0, 2), although only existence was shown there. This study was completed later to also achieve uniqueness and global estimates in [5] , complementing previous results in the radial case obtained in [4] . The essential hypothesis on the weight there was
for positive constants C 1 , C 2 and γ ∈ (0, 2). We remark at this point that, although the existence issue has been clarified to allow very general (nonnegative) weights a(x) which can even vanish in points of Ω (see [20] ; on the other hand it is known that no solutions exist if a vanishes in a neighborhood of a point on the boundary; see [15] ), the uniqueness is not completely understood. More precisely, assume (1.1) admits a positive solution. The important question is: which is the optimal condition on a(x) ∈ C(Ω) so that the solution is unique?
Some work on this direction has recently been done, although only for weights verifying a ∈ C(Ω). An improvement in the previous boundary behavior of a(x) was obtained in [7] and [8] . It was shown in [8] 
then (1.1) admits a unique positive solution, and its boundary behavior was precisely determined. The exact behavior (1.3) was later relaxed in [6] to a condition similar to (1.2), namely
and k still verifying (1.4) . Uniqueness also holds in this case.
A further step was given in [23] : if a > 0 in Ω is such that a ∈ C(Ω) ∩ C 1 (Ω δ ) for some δ > 0, where Ω δ = {x ∈ Ω : 0 < d(x) < δ}, and the functions f x (t) = a(x−tν(x)), where ν(x) is the outward unit normal and x ∈ ∂Ω, verify f
uniformly on ∂Ω, then (1.1) admits a unique positive solution, whose boundary behavior can be explicitly given. Our intention in the present work is to give a simple sufficient condition on a(x) to ensure uniqueness of the positive solution. Our proof does not make use of boundary estimates, but of a refinement of an iterative procedure due to Safonov, which has been previously used in [18] , [5] , [11] and [13] . This is why we do not need a definite behavior of a(x) near ∂Ω, nor do we require any further regularity than continuity. First we are assuming that a > 0 in Ω δ for some small positive δ (this condition is enough to obtain existence; see [15] and [20] ), and we are imposing a "bounded oscillations" property on a(x), which can be stated as follows:
Condition (A): For every x 0 ∈ ∂Ω, there exists a positive constant C such that for every two sequences ξ n , η n ⊂ Ω with ξ n , η n → x 0 , a(η n ) > 0 and
We also remark that the regularity of the domain is not essential to obtain our theorem, and that an exterior sphere condition would suffice. However, we have preferred to stay in the C 2 setting to make the proofs more clear.
After introducing our main hypotheses, we come to the statement of the results. Observe that, thanks to standard regularity theory for elliptic equations, positive weak solutions u to (1.1) belong to W 2,q loc (Ω) for all q > 1, and the Sobolev imbedding gives u ∈ C 1,ν (Ω) for all ν ∈ (0, 1) (cf. [16] ). Therefore, they are indeed strong solutions.
Theorem 1.
Assume Ω is a bounded C 2 domain of R N , and a ∈ C(Ω) is strictly positive in Ω δ for some δ > 0 and satisfies condition (A). Then problem (1.1) has a unique positive strong solution u ∈ C 1,ν (Ω) ∩ W 2,q loc (Ω) for every ν ∈ (0, 1), q > 1. The essential ingredient to prove Theorem 1 is the obtention of local estimates of the solutions in terms of a negative power of the distance d(x). We achieve them by a rescaling argument similar to the one used in [5] , by comparing the solutions with solutions in balls and annuli.
These estimates also give bounds for the boundary behavior of the solution without further restrictions on a(x). We believe that this behavior cannot be completely elucidated unless some stronger conditions are placed on a.
Theorem 2.
Assume Ω is a bounded C 2 domain of R N , and a ∈ C(Ω) is strictly positive in Ω δ for some δ > 0 and satisfies condition (A). Then the unique solution u to (1.1) verifies
Remarks 1. (a) We point out that the weight a(x) is not required to vanish identically on ∂Ω, as in most of the previous results in the literature (for instance [6] or [23] ). However, condition (A) is only meaningful at a point x 0 ∈ ∂Ω when a(x 0 ) = 0; otherwise it is trivially satisfied.
(b) The uniqueness result contained in Theorem 1 is complementary to those in [6] or [23] . However, it has the advantage to require mere continuity to the weight a(x).
(c) We remark that condition (A) is not optimal. Indeed, there are functions like a(x) = e −d(x) −γ for which uniqueness holds thanks to Theorem 1.1 in [6] , but do not verify condition (A).
(d) The proof of Theorem 1 can be extended to cover some more general nonlinearities f (u), as in [13] . It suffices that f (u) ∼ u p as u → ∞, with f (u)/u increasing.
The paper is organized as follows: Section 2 deals with some existence results for the problem with a constant weight in balls and annuli, and some comparison lemmas. Section 3 is devoted to the proof of the key local estimates, and of Theorems 1 and 2.
Preliminary results
As already stated in the introduction, the key to the local estimates for solutions to (1.1) is a rescaling argument based in solutions in balls and annuli. We collect in this section the results needed. Although we are stating more general results than needed, we are only sketching the proof of existence, which is the principal feature we are using.
We begin by recalling a by now well-known result on problem (1.1) when a(x) = 1 and the domain Ω is the unit ball B of R N . Lemma 3. The problem
, which is radially symmetric. Moreover,
where α = 2/(p − 1).
Proof. As already claimed, we only show existence. For n ∈ N, consider the problem
Since u = 0 is a subsolution while u = n is a supersolution, it follows that (2.3) admits a solution u. According to regularity theory, u ∈ C ∞ (B) (cf. [16] ). This solution is moreover unique thanks to the maximum principle, since the right-hand side in (2.3) is increasing. It will be denoted by u n . Uniqueness also implies that u n is radially symmetric, and increasing in n.
We now claim that the solutions are uniformly bounded in compacts of B. To show this, it suffices with constructing a suitable supersolution. It is not hard to see that u = C(1 − |x| 2 ) −α where C is large enough is a convenient supersolution, and a comparison argument gives u n ≤ u for all n. This shows the claim.
Since the solutions are uniformly bounded in compacts of B, it is standard to pass to the limit and obtain that u n → U in C 2 (B), where U is a positive solution to (2.1). By regularity theory it follows again that U ∈ C ∞ (B). 
Proof. To prove existence, consider for a positive integer n, the problem
This problem has a positive solution v n ∈ C ∞ (A), since u = 0 is a subsolution while u = n is a supersolution. The maximum principle implies that v n is unique, and uniqueness implies also that v n is radially symmetric and increasing in n. It is also not hard to check that the function v = C(|x| 2 − 1) −α is a supersolution for large C. Thus v n ≤ v, and this implies that v n is locally bounded independently of n. Thus v n → V in C 2 loc (A∪Γ ), where V is a solution to (2.4), which is in addition radially symmetric. Finally, standard elliptic regularity gives V ∈ C ∞ (A ∪ Γ ), as we wanted to show.
We finally consider for their use in Section 3 two comparison results which are easily obtained by means of a rescaling.
Proof. It is easily seen that u = C 1 p−1 w is a subsolution to (2.1). Also, since w ∈ L ∞ (B), it follows that u ≤ n in B for large n, and thanks to uniqueness of solutions to (2.3) we have u ≤ u n for large n. The conclusion is clear once we let n → ∞.
Lemma 6. Let Q be a subset of A, and set
where V is the unique solution to (2.4) given by Lemma 4.
Proof. It goes essentially as in Lemma 5. The function v = C 1 p−1 v is a supersolution to ∆z = z p in Q. Since v > v n on ∂Q, where v n is the unique solution to (2.6), we arrive at v ≥ v n in Q. The lemma is proved by letting n → ∞.
Proofs
In this section, we are finally proving Theorems 1 and 2. As remarked in the introduction, the key to their proofs is the obtention of local estimates for solutions. We begin with the upper estimate, which is an interior one, and does not depend on the regularity of the domain or even on a(x) on ∂Ω (this estimate is also valid for unbounded weights; see [5] ). For x ∈ Ω, we let B x = B(x, d(x)/2). Notice that for x ∈ Ω δ/2 , we have B x ⊂⊂ Ω δ , and hence inf B x a > 0. Then: Lemma 7. Let u be a positive strong solution to (1.1) . Then there exists a constant C > 0 such that for every x ∈ Ω δ/2 we have 1) , and C is a constant which depends only on p. Proof. Fix x ∈ Ω δ/2 , so that B x ⊂⊂ Ω δ , and introduce the function
where U is the unique positive solution to (2.1). Taking y = 0, we arrive at u(
This completes the proof.
For the lower estimate, we need some regularity of the domain. It turns out that an exterior sphere condition is enough, although we are also assuming -to simplify the presentation -that Ω is smooth enough to have an outward pointing unit normal field ν. For a point x ∈ Ω δ/2 we denote by x 0 its projection onto ∂Ω and set y 0 =
Notice that the annulus A x is tangent to ∂Ω at x 0 , while x ∈ A x (see Figure 1 ). Then we have: Lemma 8. Let u be a positive strong solution to (1.1). There exists a positive constant C such that for every x ∈ Ω δ/2
, while v > 0 on ∂Q ∩ Γ (we are using the notation of Section 2). Hence, by Lemma 6 we arrive at
In particular, take y = −2ν(x 0 ), so that y 0 + d(x)y = x. Then we have u(
Remark 2. We observe for subsequent use that 1 2 
As a byproduct of the estimates contained in Lemmas 7 and 8, we can now prove the boundary estimates in Theorem 2.
Proof of Theorem 2. It suffices to prove that for every sequence {x n } ⊂ Ω such that x n → ∂Ω, we have
Without loss of generality, assume x n → x 0 ∈ ∂Ω. According to Lemma 7 we have
where B n = B x n and C does not depend on n. By the continuity of a, there exist points η n ∈ B n such that a(η n ) = inf B n a. Moreover, η n → x 0 , and d(η n )
where C 2 does not depend on n. This proves the rightmost inequality in (3.1). The leftmost inequality is proved similarly, but with the use of Lemma 8 instead.
We can finally proceed to the proof of Theorem 1. We first remark that, thanks to the proof of Theorem 2, given any two positive strong solutions u, v to (1.1), it follows that u/v is bounded and bounded away from zero.
Proof of Theorem 1. Existence is a consequence of Theorem 1 in [20] , although the solutions are not classical, as stated there, but only strong. Thus we only show uniqueness.
The proof is a refinement of the iterative argument in [18] (see also [5] ). Let u, v be positive solutions to (1.1). As already pointed out, the function w = u/v is bounded from above. Let θ = sup w, and assume θ > 1.
We claim that for every sufficiently large positive integer n, there exists x n such that x n ∈ Ω δ and u(x n ) > θ n v(x n ), where we are denoting θ n = θ − 1/n. Indeed, it is not hard to see that w verifies the equation
If we denote by Ω 0 = {x ∈ Ω : w(x) > θ n } and assume that Ω 0 ⊂⊂ Ω, we obtain by means of the maximum principle that w ≤ θ n in Ω 0 , which is a contradiction. Thus, ∂Ω 0 ∩ ∂Ω = ∅, and the claim follows. Notice that this proof also shows that we can select x n so that d(x n ) → 0.
With no loss of generality we may assume x n → x 0 ∈ ∂Ω. Now introduce the set D = Ω 0 ∩ B n , where B n = B x n , and denote r = d(x n )/2 (we are not expressing the dependence of r on n, since it is only a temporary variable). In D we have
where C will denote during the rest of the proof a positive constant which is bounded away from zero for large n. We now use the estimates provided by Lemma 8, and obtain that
in D, where Q n = Q x n . Let φ be the unique solution to −∆φ = 1 in B n , φ = 0 on ∂B n . It is well known that φ is radially symmetric with respect to x n , and given by φ(x) = C(r 2 − |x − x n | 2 ), for some determined positive constant C. It follows from (3.2) that
in D, and thanks to the maximum principle, there exists y n ∈ ∂D such that u(x n ) − θ n v(x n ) +Cθ n (inf B n a)(sup Q n a) − p p−1 r −αp φ(x n ) < u(y n ) − θ n v(y n ) + Cθ n (inf B n a)(sup Q n a) − p p−1 r −αp φ(y n ).
Observe that ∂D = (∂Ω 0 ∩ B n ) ∪ (Ω 0 ∩ ∂B n ). If y n ∈ ∂Ω 0 ∩ B n , that is, u(y n ) = θ n v(y n ), we obtain φ(x n ) < φ(y n ), which is impossible, since φ is radially decreasing. Thus u(y n ) > θ n v(y n ), and hence y n ∈ ∂B n . In particular, φ(y n ) = 0 and Thanks to the continuity of a, there exist ξ n ∈ Q n , η n ∈ B n such that a(ξ n ) = sup Q n a, a(η n ) = inf B n a, and clearly a(ξ n ), a(η n ) > 0, while ξ n , η n → x 0 . Moreover, d(ξ n ) ≤ 2d(x n ), d(η n ) ≥ 3 4 d(x n ), so that d(ξ n )/d(η n ) ≤ 8/3. Thus by Condition (A) we finally have from (3.4) that u(y n ) > θ n (1 + C)v(y n ), for a constant C which is bounded away from zero for large n. Taking into account that u(y n ) ≤ θv(y n ), we achieve θ > θ n (1 + C). After letting n go to infinity, we have θ ≥ θ(1 + C), which is a clear contradiction.
This contradiction proves that θ ≤ 1, that is, u ≤ v, and the symmetric argument gives u = v. This concludes the proof.
