Abstract. We prove the existence of an effective power structure over the Grothendieck ring of geometric dg categories. Using this power structure we show that the categorical zeta function of a geometric dg category can be expressed as a power with exponent the category itself. This implies a conjecture of Galkin and Shinder relating the motivic and categorical zeta functions of varieties. We also deduce a formula for the generating series of the classes of derived categories of the Hilbert scheme of points on smooth projective varieties. Moreover, our results show that the Heisenberg action on the derived category of the symmetric orbifold is an irreducible highest weight representation.
Introduction
A power structure over the Grothendieck ring of varieties K 0 (V ar) was defined in [17] . It has turned out to be an effective tool in expressing certain generating functions associated to varieties, see e.g. [18] . Power structures have a deep connection with λ-ring structures. K 0 (V ar) has a well-known λ-ring structure induced by the symmetric powers of variaties. These imply that the motivic zeta function of a variety has a particularly nice expression as a power with exponent the motive of the variety.
The derived category of coherent sheaves on a variety has been proposed as an analogue of the motive of a variety for a long time now [6] . In this analogy, semiorthogonal decompositions are the tools for the simplification of this "motive" similar to splitting by projectors in Grothendieck motivic theory. It has since then turned out that it is better to work with dg enhancements of these triangulated categories. In [10] it was shown that there is a motivic measure, i.e. a ring homomorphism µ : K 0 (V ar) → K 0 (gdg-cat) to a certain ring K 0 (gdg-cat), which is the Grothendieck ring of geometric dg categories.
On the other hand, symmetric powers in K 0 (gdg-cat) do not induce a λ-ring structure, but instead a 2-λ-ring structure [16] . For example, in a λ-ring Sym n (1) = 1 for any integer n, whereas in a 2-λ-ring Sym n (1) = p(n), the number of partitions of n. A natural question is: does the 2-λ-ring structure on K 0 (gdg-cat) imply the existence of a power structure on it? Our first main result is that this is indeed the case. Theorem 1.1. There exists an effective power structure over the Grothendieck ring K 0 (gdg-cat) of geometric dg categories.
This power structure is defined as a categorical analogue of the power structure on K 0 (V ar), and shares many nice properties of it.
One of the difficulties with defining this power structure is that, contrary to a the case of varieties, the power of a dg category does not decompose trivially to strata indexed stabilizers under the action of the symmetric group. In particular, this makes it difficult to understand µ(X n \ ∆), where X is a variety and ∆ ⊂ X n is the big diagonal in the product where at least two coordinates coincide. Our solution is to use the destackification method developed in [1] , which realizes µ(X n \∆) as a semiorthogonal summand in a larger category.
The categorical zeta function of an object in K 0 (gdg-cat) collects the symmetric powers of the object into a generating function. The ring homomorphism µ turns out not to be a λ-ring homomorphism, and this implies that the expression of the categorical zeta function associated to a variety as a power is different from that of the motivic zeta function. Our second main result is that using our power structure on K 0 (gdg-cat), the categorical zeta function of a geometric dg category M can be expressed as a power with exponent the category itself. .
Galkin and Shinder in [15] proved a relation between the motivic and the caregorical zeta functions of varieties of dimensions 1 and 2, and they conjectured the same relationship to hold in any dimension. As an immediate corollary of Theorem 1.2 we get Corollary 1.3. The Galkin-Shinder conjecture is true. Namely, for any variety X Z cat (µ(X), t) = n≥1 µ(Z mot (X, t n )).
This result implies also a formula for the generating series of the classes of dg categories of the Hilbert scheme of points associated to a fixed smooth projective variety. Furthermore, our result also implies that the dg version of the categorical Heisenberg action of [22] on the derived category of the symmetric orbifold is an irreducible highest weight representation.
As the final draft of this paper was being prepared, the preprint [3] of Bergh, Gorchinskiy, Larsen, and Lunts appeared on the arXiv also proving the conjecture of Galkin and Shinder. Our proof seems to be different than theirs although it also uses Bergh's destackification method as well as several results from [4, 2] .
The structure of the paper is the following. In Section 2 we summarize the necessary notions and results about pretriangulated dg categories and actions of finite groups on them. In Section 3 we discuss semiorthogonal decomposition and specialize to the case of geometric dg categories. In Section 4, after recalling the definition of a power structure and the main properties of destackifications, we prove Theorem 1.1. In Section 5 we prove Theorem 1.2 and Corollary 1.3. The implications for Hilbert scheme of points and for the Heisenberg action on the derived category of the symmetric orbifold are given in Section 6.
The tensor product of dg categories V and W is defined as follows.
(1) Ob(V ⊠ W) = Ob(V) × Ob(W); for A ∈ Ob(V) and B ∈ Ob(W) the corresponding object is denoted as A ⊗ B; (2) Hom(A ⊗ B, A ′ ⊗ B ′ ) = Hom(A, A ′ ) ⊗ Hom(B, B ′ ) and the composition map is defined by (
. A dg functor between dg categories is a functor preserving the enrichment, i.e. inducing morphisms of Hom-complexes. A dg functor F : V → W is called a quasi-equivalence if
is an equivalence of categories. Given dg categories V and W the set of covariant dg functors V → W form the objects of a dg category Fun dg (V, W).
Let DG(k) = C(k-mod) be the dg category of complexes of k-vector spaces, or dg kmodules. We denote the dg category Fun dg (V op , DG(k)) by mod-V and call it the category of dg V-modules. This is a dg category with shift and cone functors, which are inherited from DG(k). The Yoneda-embedding realizes the original dg category V as s full dg subcategory of mod-V.
The pretriangulated hull Pre-Tr(V) of V is the smallest full dg subcategory of mod-V that contains V and is closed under isomorphisms, direct sums, shifts, and cones. The perfect hull Perf(V) of V is the full dg subcategory of mod-V consisting of semi-free dg modules that are homotopy equivalent to a direct summand of an object of the category Pre-Tr(V). The homotopy category H 0 (Pre-Tr(V)) is denoted as Tr(V).
A dg category V is called pretriangulated, if the embedding V → Pre-Tr(V) is a quasiequivalence. A dg category V is called strongly pretriangulated, if the embedding V → Pre-Tr(V) is a dg equivalence. A dg category is called perfect, if V → Perf(V) is a quasiequivalence.
If V is a pretriangulated category, then H 0 (V) is naturally a triangulated category. Given a triangulated category T , an enhancement of T is a pretriangulated category V with an equivalence ǫ :
is an enhancement of a triangulated category T then any strict full triangulated subcategory S ⊂ T has an enhancement given by the full dg subcategory of V of objects that go to objects of S under ǫ together with the restriction of ǫ to the 0-th cohomology of this subcategory.
Example 2.1.
(1) If V is any dg category, then Pre-Tr(V) is pretriangulated, and hence Tr(V) is triangulated. (2) If A is any k-linear abelian category, then C(A), the category of complexes over A is pretriangulated.
Example 2.2.
(1) Let X be a scheme of finite type over k. Let O X -mod be the abelian category of all sheaves of O X -modules. Let I(O X -mod) be the full dg subcategory of C(O X -mod) consisting of h-injective complexes of injective objects. Then I(O X -mod) is pretriangulated, and the composition
(2) It is known that the subcategory D qc (X) ⊂ D(O X -mod) of complexes with quasicoherent cohomology is thick. In fact, D qc (X) is known to be equivalent to D(QCoh(X)), where QCoh(X) is the category of quasi-coherent O X -modules. Denote by I qc (X) ⊂ I(O X -mod) the appropriate enhancement of D qc (X). (3) Similarly, the subcategory D pf (X) ⊂ D qc (X) consisting of perfect complexes is thick. Its enhancement is I pf (X) ⊂ I qc (X). When X is smooth, then D pf (X) = D b (Coh(X)), where Coh(X) is the category of coherent O X -modules.
Example 2.3. Throughout the paper we will need to work with stacks and derived categories associated to them. We will restrict our attention to algebraic stacks of Deligne-Mumford type. Most importantly, we will investigate quotient stacks of the form
, where M is a scheme and G is a finite group acting on it. In this case a sheaf on X is the same as a G-equivariant sheaf on M . The derived categories D qc (X ) and D pf (X ) can be defined analogously to Example 2.2. These have the enhancements I qc (X ) and I pf (X ) respectively. A good summary about the details of these constructions can be found in [4] .
Remark 2.4. In the rest of the paper, except when noted otherwise, we will use the perfect version of the derived categories and their dg enhancements both for schemes and for DM stacks. To ease the notation, we will drop the subscript and write only D(X) = D pf (X) and I(X) = I pf (X) (resp., D(X ) = D pf (X ) and I(X ) = I pf (X )).
The main advantage of working with dg enhancements is that there is a very-well behaving product for them.
Definition 2.5. The completed tensor product of two pretriangulated categories V and W is defined by
Again, to ease the notation, we will drop the hat from the notation of the completed tensor product and just write V ⊠ W.
Example 2.6. By [10, Theorem 5.5], if X 1 , . . . , X n are smooth projective varieties, then
With exactly the same proof as in [10, Theorem 5.5 ] one can get the analogous result for DM stacks.
2-representations.
Suppose that G is a finite group such that |G| is invertible in k. A 2-representation of G on a linear category V consists of the following data:
(1) for each element g ∈ G, a linear functor ρ(g) : V → V; (2) for any pair of elements (g, h) of a G an isomorphism of functors;
an isomorphism of functors
such that the following conditions hold: (4) for any g, h, k ∈ G we have
Definition 2.7. Suppose we are given a 2-representation of
, where A ∈ Ob(V) and (ǫ g ) g∈G is a family isomorphisms
satisfying the following compatibility conditions: (1) for g = 1,
is commutative.
A morphism of equivariant objects from (A, (ǫ g ) g∈G ) and (B, (η g ) g∈G ) is a morphism f : A → B compatible with the G-action. That is, a morphism for which all the following diagram is commutative:
The category of G-equivariant objects in V is denoted as V G .
For a pretriangulated category V with a G-action the category V G is not necessarily pretriangulated. But for a strongly pretriangulated category V, the category V G is always strongly pretriangulated [29, Proposition 3.7] . This is the case for the category I(X) associated to scheme.
Example 2.8. One can equip every linear category V with the trivial G-action. That is, all ρ(g) and φ g,h , as well as φ 1 are defined to be the identities. In this case a Gequivariant object in V is the same as a representation of G in V, i.e. an object V ∈ V and a homomorphism G → Aut V (V ).
Example 2.9. Let X be a scheme of finite type over k equipped with an action of G. Let I G (X) be the dg category of equivariant objects in I(X). Then I G (X) is pretriangulated, and the composition [12, Theorem 9.6] , I G (X) = (I(X)) G , the category of G-equivariant objects in I(X).
2.3. Symmetric powers. Let V be a pretriangulated category. The n-th tensor power of V is V ⊠n = V ⊠ · · · ⊠ V where there are n factors in the tensor product. The symmetric group S n acts on V ⊠n by the transformation
on the objects, and similarly on the Hom complexes. The n-th symmetric power Sym n (V) is defined in [16] as the category of S n -equivariant objects in V ⊠n :
Example 2.10. If X is a smooth projective variety, then Sym n (I(X)) is the dg category of S n -equivariant complexes of injective O-modules on X n which are bounded below and have bounded coherent cohomology.
is the (bounded) derived category of S n -equivariant complexes of coherent sheaves on X n .
Semiorthogonal decompositions
3.1. Semiorthogonal decomposition of triangulated categories. Let T be a triangulated category. The triangulated envelope of a class of objects E = (E i ) i∈I is the smallest strictly full triangulated subcategory of T that contains E. The right orthogonal E ⊥ is the full subcategory of T whose objects A have the property Hom(E i [n], A) = 0 for all i and n. Similarly, the left orthogonal ⊥ E is the full subcategory of T whose objects A have the property Hom(A, E i [n]) = 0 for all i and n.
Let A ⊂ T be a strictly full triangulated subcategory. A is called right admissible (resp. left admissible) if for every A ∈ T there exists an exact triangle A A → A → A A ⊥ (resp. A⊥ A → A → A A ) with A A ∈ A and A A ⊥ ∈ A ⊥ (resp. A⊥ A ∈ ⊥ A). A subcategory is called admissible if it is both left and right admissible. (a) A is right (resp. left) admissible in T ; (b) the embedding functor i : A → T has a right (resp. left) adjoint i ! (resp. i * ). If these hold, then the compositions i ! · i and i * · i are isomorphic to the identity functor on A.
A semiorthogonal sequence in T is a sequence of admissible triangulated subcategories A 1 , . . . , A n of T such that A j ⊂ ⊥ A i for j > i. In addition, a semiorthogonal sequence is said to be full if it generates T . In this case we call such a sequence a semiorthogonal decomposition of T and denote this as
Lemma 3.2 ([8]).
If T = A, B is a semiorthogonal decomposition, then A is left admissible and B is right admissible. Conversely, if A ⊂ T is left admissible, then T = A, ⊥ A is a semiorthogonal decomposition, and if B ⊂ T is right admissible, then T = B ⊥ , B is a semiorthogonal decomposition.
There are some cases when a semiorthogonal decomposition is induced automatically on the category of equivariant objects.
Proposition 3.3 ([24, Proposition 3.3]).
Let T be a triangulated category with a trivial action of a finite group G. If T G is also triangulated, then there is a completely orthogonal decomposition
where V 0 , . . . , V n is a list of the finite-dimensional irreducible representations of G.
Let G be a finite abelian group which acts on a Karoubian linear category C. Let G ∨ = Hom(G, k * ) be the dual group to G. G ∨ acts on the category C G by twisting: for
For χ, ψ ∈ G ∨ , the equivariant objects ρ(χ) (ρ(ψ)((A, (ǫ g ) g∈G ))) and ρ(χψ)((A, (ǫ g ) g∈G )) are the same. Let the isomorphisms
be the identities.
Theorem 3.4 ([14, Theorem 4.2])
. Let G be a finite abelian group. Suppose that C is a Karoubian linear category and G acts on C. Then
The following is a very important descent result for semiorthogonal decompositions.
Theorem 3.5 ([13, Theorem 6.2]).
(1) Let X be a quasi-projective variety, G a finite group acting on X, and let p 2 and a be the projection and action morphisms from G × X to X. Suppose a semiorthogonal decomposition
Then there is a semiorthogonal decomposition
(2) The same result is true when X is replaced by a gerbe over a quasi-projective variety.
Version (2) is not mentioned in [13, Theorem 6 .2] but the proof therein gives this stronger version as well.
For a scheme X and a closed subscheme Z ⊂ X we denote by D Z (X) the full subcategory of D(X) of complexes whose cohomology sheaves have their support contained in Z. Proposition 3.6. Let X be a quasi-projective variety, Z ⊂ X be a closed subvariety and j : U = X\Z ֒→ X be the embedding of the complement of Z. Suppose that D Z (X) ⊂ D(X) is a right admissible subcategory. Then (1) there is a semiorthogonal decomposition
(2) there exists a functor j * :
Proof.
(1) follows from Lemma 3.2.
To prove (2) and (3) we have to work with the quasi-coherent categories D qc (X) and D qc (U ). It follows from (1) and [13, Lemma 4 .2] that there also exists a semiorthogonal decomposition
Moreover, in the quasi-coherent case there always exists a right adjoint j * :
. This functor has D qc,Z (X) as its kernel [28, Section 3] . By adjunction, for any two objects
Consider the natural morphism F → j * j * F . This is an isomorphism on U . Therefore, the cone M of this morphism is supported set theoretically on Z. It follows that each cohomology sheaf of M is supported set theoretically on Z, i.e. M ∈ D qc,Z (X). Then, we have the following exact triangle in D qc (X):
and F ∈ D qc,Z (X) ⊥ the first morphism can only be 0. In particular, j * j * F = F ⊕ M . Composing j * j * with the projection onto the first component yields to the identity. By definition, j * • j * = id as well. By the uniqueness of adjoints, the composition j * • j * , when restricted to D qc,Z (X) ⊥ , has to be the identity too, and
It also follows that perfect complexes are mapped to perfect complexes under j * . Therefore, the adjoint also exists in the perfect case and
Remark 3.7.
(1) We will often identify D(U ) with its image under j * in D(X), and we will just write shortly the semiorthogonal decomposition as
(2) The statements of Proposition 3.6 are also valid in the equivariant setting when X is a variety with a G-action, and Z ⊂ X is a closed G-invariant subvariety. Even more generally, we can replace X (resp., Z) with a Deligne-Mumford stack X (resp., closed substack Z).
The Grothendieck ring of geometric dg categories.
A pretriangulated dg category is called geometric, if it is a dg enhancement of a semiorthogonal summand in D(X) for some smooth projective variety X. Let S 0 (gdg-cat) (resp. K 0 (gdg-cat)) be the Grothendieck semigroup (resp. group) of geometric dg categories with relations coming from semiorthogonal decompositions [10, Section 4] . Namely, S 0 (gdg-cat) (resp. K 0 (gdg-cat)) is the free abelian semigroup (resp., group) generated by quasi-equivalence classes of geometric pretriangulated dg categories V modulo the relations
where (1) A and B are dg subcategories of V; (2) H 0 (A) and H 0 (B) are admissible subcategories of V;
The (completed) tensor product makes S 0 (gdg-cat) (resp. K 0 (gdg-cat)) into an associative and commutative semiring (resp. ring) (see Example 2.6 ). 
The homomorphism µ associates to the class of a smooth projective variety X the class of the category I(X).
The proof of this theorem is based on the following two facts.
(1) By the results of [25, 5] there is a presentation of K 0 (V ar) as follows. It is generated by the isomorphism classes of smooth projective varieties with the defining set of relations
, where Y is the blowup of X along Z with exceptional divisor E. Let K 0 (DM ) be the Grothendieck group of Deligne-Mumford stacks. K 0 (DM ) is the group freely generated by equivalence classes [X ] of (generically tame) Deligne-Mumford stacks X subject to the scissor relations
where Z ⊂ X is a closed substack. K 0 (DM ) can be equipped with a product induces by the product of stacks. It follows from the scissor relations that when Y is a variety with a G-action, and W ⊂ Y is a closed G-invariant subvariety, then in
A DM stack is called projective if it admits a closed embedding to a smooth DM stack which is proper over Spec(k) and has a projective coarse moduli space. Smooth projective stacks play a similar role in K 0 (DM ) as smooth projective varieties in K 0 (V ar).
Theorem 3.9. There exists a ring homomorphism
The homomorphism µ ′ associates to the class of a smooth projective Deligne-Mumford stack X the class of the category I(X ). In particular, for a smooth projective variety X with the action of a group G µ
We postpone the proof of this theorem until Section 4.2. By an abuse of notation we will also write µ instead of µ ′ , but it will be always clear from the context which homomorphism µ is used out of the two possibilities. 
(1 + t) m = 1 + mt+ terms of higher degree; (7) (A(t k )) m = (A(t)) m t →t k . A power structure over the ring K 0 (V ar) was defined in [17] by the following formula:
Here
. . and the exponent M are quasiprojective varieties. The index k is taken from the set
∆ is the large diagonal in M k i which consists of ( k i )-tuples of points of M with at least two coinciding one, and the permutation group S k i acts by permuting the corresponding
Geometrically this means that the coefficient of the monomial t k in the series (A(t)) [M ] is represented by the set whose element is a finite subset K of points of the variety M with positive multiplicities such that the total number of points of the set K counted with multiplicities is equal to k, and the set K is endowed with a map ϕ : K → ∞ i=0 A i such that a point with multiplicity j goes to the component A j .
When each
Here S k k M is the stratum of S k M where for each i there are exactly k i points of multiplicity i. It follows from (1) and (2) that
For sequence of integer k such that
Destackification. Let X be an algebraic stack in the sense of Deligne-Mumford. We will need two basic operations, which can be performed on X . First, one can take a blow-up along a smooth center. Second, one can form root stacks over it, i.e. a root constructions along smooth divisors. These two operations are called smooth stacky blow-ups.
We will restrict our attention to the case of global quotients X = [M/G]. Since G is finite, there is a canonical map X → X cs = M/G to the coarse moduli space. In general, the quotient X cs = M/G is not smooth. As a remedy, the concept of destackifications was developed in [1] . The following results are valid in the much more general setting of tame algebraic stacks with diagonalizable stabilizers, but, for simplicity, we specialize to the case of DM stacks. For further calculations it is important to investigate how the derived category of a stack behaves under the two stacky blow-up operations.
Let X be a DM stack and Z ⊂ X an effective divisor. Fix a positive integer n and let f : Y → X be the n-th root construction of X along Z. Let V k be the k-th irreducible representation of the cyclic group Z n . For a triangulated category T , let T Zn be the category of equivariant objects with respect to the trivial Z n -action, and let
The preimage E of Z in Y as a stack is equivalent to [Z/Z n ], i.e. Z equipped with a trivial action of Z n . Denote by i : E ֒→ Y the embedding of E as the ramification divisor. Let U = Y \ E and and let j : U ֒→ Y be the embedding morphism. We have the induced functors •
Moreover, there is a semiorthogonal decomposition
Proof. The group Z n acts on Z trivially. By Proposition 3.3 there is a semiorthogonal decomposition
Suppose that F ∈ D E (Y). That is, each cohomology sheaf of F is supported settheoretically on the space underlying Z. Then it admits a filtration by sheaves supported on the space underlying Z scheme-theoretically. This filtration can also be chosen Z n -equivariantly. By (4) any Z n -equivariant sheaf scheme-theoretically supported on the space underlying Z can be written as the direct sum of sheaves contained in the categories
. , i (n−1) * D(Z) . Due to Proposition 4.4 the subcategory D E (Y) is admissible in D(Y).
The statement then follows from Proposition 3.6 and the remark after it.
To compute the derived category of the destackification of an orbifold one has to consider also the derived category of an iterated root construction. The details of this are developed in [4] . Here we give a brief summary. Suppose that X is a DM stack and Z = (Z i ) i∈I is a snc divisor on X for some index set I. This means that for each subset J ⊂ I and each element i ∈ J the morphism ∩ j∈J Z j → ∩ j∈J\{i} Z j is the inclusion of a smooth, effective Cartier divisor. The divisors Z i are the components of Z.
Let n = (n i ) i∈I be a multi-index with positive integer entries. Let Y i → X be the the root stack over X of degree n i and branch divisor Z i . The n-th root stack over X with branch divisor Z is defined as the fiber product
is the k i -th irreducible representation of Z n i . Let moreover I k be the support of k, Z(I k ) = ∩ i∈I k Z i , and E(I k ) be the preimage of 
are fully faithful and admit left and right adjoints. Moreover, for n > k, l ≥ 0
Here 1 i denotes the vector which is 1 at position i, and zero everywhere else.
Let again U = Y \ E and and let j : U ֒→ Y be the embedding morphism. 
where the multi-indices k with n > k ≥ 0 are arranged into any sequence k 1 , . . . , k m such that k s ≥ k t implies s ≥ t for all s, t ∈ {1, . . . , m} where m = i∈I n i .
The statement of the following lemma is encoded in the proof of [4, Theorem 4.9] , but it can also be obtained with an induction argument. 
The other stacky blowup operation is the blowup along a smooth center. In this case the open part away from the center does not appear in general as a semiorthogonal summand. But a weaker result is still true in this case.
Proposition 4.11. Let X be a smooth projective DM stack and f : Y → X be its blowup along a smooth closed substack Z ⊂ X of codimension n. Let E ⊂ Y be the exceptional divisor. Then, there is a semiorthogonal decomposition
Proof. For schemes this result was proved in [27] . 
We are now ready to give the Proof of Theorem 3.9. In analogy with Theorem 3.8, the proof follows from the following two statements. is satisfied for stacky blowups of smooth projective DM stacks along a smooth centers in K 0 (gdg-cat).
Stratification of categorical powers.
Recall that for sequence of integer k such that
is the natural projection and S k k M is the stratum of S k M where for each i there are exactly k i points of multiplicity i. One of our key results is that for smooth projective varieties the strata M k k have a particularly nice behaviour with respect to the map µ. Theorem 4.13. Let M be a smooth projective variety and k a sequence of nonnegative integers such that i ik i = k.
(
is geometric, and therefore
Proof. Part (1):
Let D k be a connected component of M k k . D k can also be described as the fixed point set of an element of S k of conjugacy type described by k, which are not fixed by any other element in the same conjugacy class. Each point in D k has stabilizer
. X k is a smooth projective DM stack and X k ⊂ X k is an open substack. Let f k : Y k → X k be the destackification of X k . Then the coarse space Y k,cs is a smooth variety and the coarse map Y k → Y k,cs is a root stack (possibly precomposed with a gerbe). Y k being obtained from X k with stacky blowups is itself a smooth projective Deligne-Mumford stack. Thus,
The coarse space (X k ) cs = D k /H has smooth locus (X k ) cs = D k /H = D k . Therefore, each center of the stacky blowups in the composite mapping f k avoids the preimage of X k . Moreover, the substack
Again, since the destackification algorithm removes the stackiness only from E k , the gerbe part of the coarse map Y k → Y k,cs is trivial over U k . By Proposition 4.8, there is a semiorthogonal decomposition
It follows that I(U k ) is geometric and µ(U k ) = I(U k ). On the other hand, by Corollaries 4.10 and 4.12
The morphism f k | U k : U k → X k is a (composition of) regular covering(s) without branch locus. Thus,
We continue to use the notations from the proof of Part (1).
Step 1: Assume first that k = (k, 0, . . . , 0). Then, by the definition of a destackification, the coarse map Y k → Y k,cs is an (iterated) root stack and has no gerbe part. It follows that we have the diagram
where A is the finite abelian covering group of the root stack, and W k is the underlying variety of the root stack, and V k is the part of W k away from the ramification divisor. Applying Theorem 3.4 we obtain that
Y k was obtained from X k with stacky blowup operations, so Y k is itself a smooth projective DM stack. Let us investigate the stacky blowup sequence f k : Y k → X k . V k is obtained from the quasi-projective variety D k with the stacky blowup operations. It follows that f k induces a regular covering map V k → D k with covering group a finite Abelian group A ′ acting freely on V k . So we get that D k = V k /A ′ , and
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The action of A ′ on Y k also preserves the substacks U k and E k . Theorem 3.5 combined with (5), (6) and (7) gives
[W k /A ′ ] is a smooth projective Deligne-Mumford stack. It follows from [4, Theorem 6.6] that I([W k /A ′ ]) = I(W k ) A ′ is geometric, and therefore I(D k ) is also geometric. M k k is a disjoint union of a finite number of connected components, each of which is isomorphic D k . We obtain that I(M k k ) is also geometric.
. Again, because M k k is a disjoint union of a finite number of connected components, each of which is isomorphic D k , this implies that I(M k k ) is geometric.
Let M be an arbitrary geometric dg category. Then,
is a semiorthogonal summand for some smooth projective variety M . Let
Proposition 4.14. For every integer sequence k such that i ik i = k, the dg category M k k is geometric. Proof. For simplicity, we prove the statement first for the sequence k = (k, 0, . . . , 0). 
This means that the func-
On the level of quasi-coherent sheaves the restriction functor j * :
is right adjoint to the embedding
) is right admissible. Moreover, the above composition maps perfect complexes to perfect complexes. So it restricts to a functor
..,0) ), which is right adjoint to the embedding
..,0) ) whose enhancement is geometric by Theorem 4.13 (2).
The proof of the statement for an arbitrary sequence k is the same except that M k has to be replaced by the smooth projective variety M k k 
It is not true in general that
Proof. For any variety M there is a decomposition
In general, for a geometric dg category
. Applying the restriction functor I(M ) → M on each component on the above sum we obtain the required decomposition of [M k ].
Power structure over
. . , where the coefficients are (represented by) dg categories A i , i = 1, 2, . . . . Let further M be a pretriangulated category. We want to define (A(t)) [M] in analogy with the formula (1). For a general pretriangulated category M the difficulty is that for the tensor power M k there is no obvious diagonal component, i.e. a semiorthogonal summand in M k representing tensors with "coinciding components". However, for geometric dg categories we can induce such a summand from the decomposition of the underlying space.
From now on we will use the convention that a single number k, when appears in the subscript of a category or a space, means the sequence k = (k, 0, . . . , 0). For example,
Let us define a power structure over the Grothendieck semiring of geometric dg categories S 0 (gdg-cat) by the following formula:
where A i is a smooth projective variety. Then, the coefficient of the monomial t k in the series (A(t)) [M] is represented by the (prefect hull of the) category with objects (injective complexes of perfect) sheaves F = F k 1 ⊗ . . . satisfying any of the following equivalent descriptions:
whereas in the third description p k i is the induced map on the quotients.
Proof. Description (I) follows directly from the definition (8). The group S k i acts freely on
i . This gives us description (III). Description (II) follows from description (III) taking into account the description of (( 
The coefficient of the monomial t k on the left hand side (LHS) of equation (3) is represented by a category whose objects are sheaves on
Each such sheaf can be written as F = F k 1 ⊗ . . . , where
The coefficient of the monomial t k on the right hand side (RHS) of equation (3) is represented by a category whose objects are sheaves on
Here the sheaves are of the form
The fact that the two underlying spaces of the categories on the LHS and on the RHS are canonically isomorphic follows from the proof of Property 3 for the power structure on K 0 (V ar) in [17, Theorem 1] . Then, the identity functor for the sheaves on one space to the other is an equivalence of categories between LHS and RHS.
Proof of Property 4. An object of the coefficient of the monomial t k on the LHS is sheaf on
where k is a partition of k. An object of the coefficient of the monomial t k on the RHS is sheaf on
Again, the canonical isomorphism of the underlying spaces of the categories on the LHS and on the RHS follows from the proof of Property 4 for the power structure on K 0 (V ar) in [17, Theorem 1] .
Proof of Property 5. Again, an object of the coefficient of the monomial t k on the LHS is sheaf on
for some partition k of k. An object of the coefficient of the monomial t k on the RHS is sheaf on
As above, a canonical isomorphism of the underlying spaces of the categories on the LHS and on the RHS is given in the proof of Property 5 for the power structure on K 0 (V ar) in [17, Theorem 1] .
A more precise version of Theorem 1.1 is Theorem 4.18. There exists a unique power structure over the Grothendieck ring K 0 (gdg-cat) which extends the one defined over the semiring S 0 (gdg-cat).
Taking into account Theorem 4.17, the proof of this theorem is the same as that of the analogous [17, Theorem 2] for the power structure on K 0 (V ar) except for replacing varieties by categories. We do not reproduce it here.
The categorical zeta function
The categorical zeta-function of a geometric dg category M was defined in [15] as Following [22] we define the following functors. For 1 ≤ n ≤ N and A ∈ D(X) let 
F := Id I .
Finally, let Q (n)
F : I → I be the right adjoint of P (n)
F . These functors are the dg enhancements of the derived functors defined in [22] (see also [11] ). In fact, the statement and the whole proof of [22, Theorem 1.4] copies word-by-word to the dg enhancements giving It is instructive to compare this result to [26, Corollary 8.16 ].
