Abstract-Driver-assistance systems that monitor driver intent, warn drivers of lane departures, or assist in vehicle guidance are all being actively considered. It is therefore important to take a critical look at key aspects of these systems, one of which is lane-position tracking. It is for these driver-assistance objectives that motivate the development of the novel "video-based lane estimation and tracking" (VioLET) system. The system is designed using steerable filters for robust and accurate lane-marking detection. Steerable filters provide an efficient method for detecting circular-reflector markings, solid-line markings, and segmented-line markings under varying lighting and road conditions. They help in providing robustness to complex shadowing, lighting changes from overpasses and tunnels, and road-surface variations. They are efficient for lane-marking extraction because by computing only three separable convolutions, we can extract a wide variety of lane markings. Curvature detection is made more robust by incorporating both visual cues (lane markings and lane texture) and vehicle-state information. The experiment design and evaluation of the VioLET system is shown using multiple quantitative metrics over a wide variety of test conditions on a large test path using a unique instrumented vehicle. A justification for the choice of metrics based on a previous study with human-factors applications as well as extensive ground-truth testing from different times of day, road conditions, weather, and driving scenarios is also presented. In order to design the VioLET system, an up-to-date and comprehensive analysis of the current state of the art in lane-detection research was first performed. In doing so, a comparison of a wide variety of methods, pointing out the similarities and differences between methods as well as when and where various methods are most useful, is presented.
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I. INTRODUCTION

W
ITHIN the last few years, research into intelligent vehicles has expanded into applications that work with or for the human user. Human-factors research is merging with intelligent-vehicle technology to create a new generation of driver-assistance systems that go beyond automated control systems by attempting to work in harmony with a human operator. Lane-position determination is an important component of these new applications. Systems that monitor the driver's state [1] , predict driver intent [2] , [3] , warn drivers of lane departures [4] , and/or assist in vehicle guidance [5] , [6] are all emerging [7] . With such a wide variety of system objectives, it is important that we examine how lane position is detected and measure performance with relevant metrics in a variety of environmental conditions. There are three major objectives of this paper. The first is to present a framework for comparative discussion and development of lane-detection and position-estimation algorithms. The second is to present the novel "video-based lane estimation and tracking" (VioLET) system designed for driver assistance. The third is to present a detailed evaluation of the VioLET system by performing an extensive set of experiments using an instrumented-vehicle test bed. To this end, the paper is arranged in the following manner. In Section II, we will first explore the system objectives, environmental variations, and sensing modalities involved in creating a lane-position tracker. In Section III, we will introduce a common framework for lane-position-tracking systems, which we will use to provide comparisons between existing systems based on the objectives, conditions, and sensing systems described in the introduction. Next, in Section IV, we will present the VioLET system, a lane-position detection and tracking system with its design based upon a driver-assistance system for use in a highway road environment. Finally, in Section V, we will evaluate the VioLET system with both: a) a wide variety of performance metrics that are relevant to the system objectives; and b) a wide range of environmental variations and driving contexts.
The contributions of this research extend to five areas.
1) The introduction of a fully integrated lane-estimationand-tracking system with specific applicability to driver-assistance objectives. By working closely with human-factors groups to determine their needs for lane detection and tracking, we developed a lane-tracking system for objectives such as driver-intent inferencing [8] and behavioral analysis [9] . 2) The introduction of steerable filters for robust and accurate lane-marking extraction. As will be described in Section IV, steerable filters provide an efficient method for detecting circular-reflector markings, solid-line markings, and segmented-line markings under varying lighting and road conditions. They help to provide robustness to complex shadowing, lighting changes from overpasses and tunnels, and road-surface variations. generate robust estimates of lane curvature, as described in Section IV-C. By using the vehicle-state information to detect an instantaneous road curvature, we can detect a curvature in situations where roadway lookahead is limited. 4) The experiment design and evaluation of the VioLET system. This experimentation was performed using multiple quantitative metrics over a wide variety of test conditions on a large test path using a unique instrumented vehicle. We also present a justification for our choice of metrics based on our work with human-factors applications as well as extensive ground-truth testing from different times of day, road conditions, weather, and driving scenarios. 5) The presentation of an up to date and comprehensive analysis of the current state of the art in lane-detection research. We present a comparison of a wide variety of methods, pointing out the similarities and differences between methods as well as for what objectives and environmental conditions various methods are most useful.
II. LANE-POSITION DETECTION: OBJECTIVES, ENVIRONMENTS, AND SENSORS
A. System Objectives
In this paper, we will look at three main objectives of laneposition-detection algorithms, as illustrated in Fig. 1 . These three objectives and their distinguishing characteristics are the following.
1) Lane-Departure-Warning Systems:
For a lane-departurewarning system, it is important to accurately predict the trajectory of the vehicle with respect to the lane boundary [10] , [11] .
2) Driver-Attention Monitoring Systems: For a driverattention monitoring system, it is important to monitor the driver's attentiveness to the lane-keeping task. Measures such as the smoothness of the lane following are important for such monitoring tasks [1] . 3) Automated Vehicle-Control Systems: For a vehiclecontrol system, it might be required that the lateralposition error at a specific lookahead distance, as shown in Fig. 1(c) , be bounded so that the vehicle is not in danger of colliding with any object [12] . For each objective, it is important to examine the role that the lane-position sensors and algorithms will take in the system and design the system accordingly. Also, the evaluation of these sensors and algorithms must be performed using the proper metrics. Components of lane-position sensors and algorithms that work well for certain objectives and situations might not necessarily work well in others. Examples of these situations will be shown in Section III.
B. Environmental Variability
In addition to the system objective in which the lane-position detection will be used, it is important to evaluate the type of environmental variations that are expected to be encountered. Road markings and characteristics can vary greatly not only between regions, but also over nearby stretches of road. Roads can be marked by well-defined solid lines, segmented lines, circular reflectors, physical barriers, or even nothing at all. The road surface can be comprised of light pavement, dark pavement, or even combinations of different pavements. An example of the variety of road environments can be seen in Fig. 2 . All of the images in the figure were taken from roads within a few miles of each other to show the environmental variability even within small regions. Fig. 2(a) shows a relatively simple scene with both solid-and segmented-line lane markings. Lane-position detection in this scene can be considered relatively easy because of the clearly defined markings and uniform road texture. Fig. 2(b) shows a more complex scene in which the road surface varies and markings consist of circular reflectors as well as solid lines. Fig. 2(c) shows a road marked solely with circular reflectors. Fig. 2(d) shows a combination of circular and segmented-line markings as well as a physical barrier. Fig. 2 (e) and (f) shows complex shadowing obscuring road markings. Along with the various types of markings and road, weather conditions and time of day can have a great impact on the visibility of the road surface, as seen in Figs. 2(e) and (f) and 3.
C. Sensing Modalities
Various sensors have been studied to perform lane-position determination. Examples of these include: 1) camera and vision sensors; 2) internal vehicle-state sensors; 3) line sensors; While LASER RADAR, line, and GPS sensors can perform extremely well in certain situations, vision sensors can be utilized to perform well in a wide variety of situations. LASER RADAR sensors are useful in rural areas for helping to resolve road boundaries [13] , but fail on multilane roads without the aid of vision data. Line sensors, while accurate for current lateral position, have no lookahead and cannot be used well for trajectory forecasting, which is needed to compute metrics such as time to lane crossing (TLC) [10] . GPS, especially differential GPS (dGPS), can provide accurate position resolution, but this requires infrastructure improvements to achieve these accuracies, and to rely on map data that may be outdated and inaccurate. Vision sensors can provide accurate position information without the need for external infrastructure or relying on previously collected map data. In the situations where vision sensors do not perform well (i.e., extreme weather conditions or off-road conditions), the vision data can be fused with other sensor modalities to provide better estimates. This makes vision sensors a good base on which to build a robust laneposition sensing system. Because of these reasons, this paper will focus mainly on vision sensors augmented by vehicle-state information obtained from the in-vehicle sensors.
III. SURVEY OF LANE-POSITION DETECTION AND TRACKING SYSTEMS
In this section, we will take a look at the current state of the art in lane-position detection and tracking as well as provide a critical comparison between algorithms. Broad surveys of intelligent vehicles have examined many of the lane-position sensing algorithms available [14] , [15] . While these papers are useful for broad examinations of vision research for intelligent vehicles, they are limited in the detail they can provide on laneposition sensing because of their broad nature. It is our intent to provide a more in-depth survey of the current methods for lane-position sensing. In order to cover such a large expanse of research that has taken place in the last 15 to 20 years, we will group the algorithms discussed here into categories related to the contributions of the algorithms.
After taking an extensive look at the types of lane-positiontracking algorithms that have been developed, we have noticed similarities in the way that they are structured. Namely, almost all lane-position-tracking algorithms follow a similar flow. This common system flow is diagramed in Fig. 4 . First, a model for the road and vehicle is proposed. This can be something as simple as straight lines or more complex clothoid [16] or spline models [17] . Next, a sensing system is used to gather information about the vehicle's environment. Others have used GPS and other sensors to augment lane-position estimates [18] and fuse the sensor modalities to work in difficult-to-interpret situations like city driving [5] . However, in this article, we will focus on vision sensors combined with vehicle data for reasons described in Section II-C. Features are then extracted from the sensing system. A few examples of these features are edges, motion vectors, and textures. These features are then used in combination with the road model to create an estimate of the lane position. Finally, a vehicle model can then be used to refine these estimates over time given the vehicle data and vision-sensing data. This general flow can vary slightly between systems as objectives of these systems change. For example, Taylor et al. [12] propose various control strategies that are tightly coupled with the lane-position tracking. Certain exceptions to this flow also exist. Most notable is the autonomous land vehicle in a neural network (ALVINN) system [19] in which the neural network directly incorporates the feature detection into the control algorithm with no tracking feedback.
A. Road Modeling
Road modeling can greatly increase system performance by helping to eliminate false positives via outlier removal. A variety of different road-modeling techniques have been used. This variety of techniques stems from the wide variety of roads. Bertozzi and Broggi [20] assumed that the road markings form parallel lines in an inverse-perspective-warped image. Others have used approximations to flat roads with piecewise constant curvatures [16] , [21] . More recently, deformable contours such as splines have been used to parameterize roads [17] , [22] . Maps constructed using dGPS systems have also been used to provide detailed road models in urban environments [5] .
The best choice of road model depends on the type of system and intended environment in which the lane-position tracker will be used. For example, complex road models such as splinebased road models might not be a suitable choice for a laneposition control system designed to work on highways, which have a relatively simple structure. Furthermore, a stable control system might only require about a 10-m lookahead [12] , making a simple linear road model satisfactory. In a lane-departurewarning system, it is required to calculate the trajectory of the vehicle a few seconds ahead. At freeway speeds, this can require accurate road modeling for 30-40 m or more ahead of the vehicle to catch a TLC of around 1 s. In this situation, a parabolic or spline-based road model would be better. This is because an accurate curvature model is necessary for vehicletrajectory forecasting.
B. Road-Marking Extraction
Road-marking extraction is a key component to lane-position detection. Road and lane markings can vary greatly, making the generation of a single feature-extraction technique difficult. Edge-based techniques can work well with solid and segmented lines, and can even be extended to attempt to compensate for circular reflectors [23] . However, edge-based techniques can often fail in situations such as those in Fig. 2(b) , (e), and (f), which contain many extraneous lines. Frequency-based techniques, such as the Lane-finding in ANother domAin (LANA) system [24] , have been shown to be effective in dealing with extraneous edges, but may still be confused by complex shadowing, as seen in Fig. 2 (e). The LANA system, in particular, is restricted to diagonal edges, limiting its effectiveness during lane-change maneuvers when the camera is directly above the lane. Other techniques, such as the rapidly adapting lateral position handler (RALPH) system [25] , base the lane position on an adaptive road template. These methods generally assume a constant road-surface texture, and therefore can fail in situations such as in Fig. 2 
(b).
Similar to road modeling, a good choice of a road-marking detection also depends greatly on the type of system and environment in which the lane-position detection is to be performed. If the system is to be used only on certain types of roads only in specific regions, it might not be necessary to detect all possible variations of road markings. For certain system scenarios, such as autonomous vehicle control, it might not be necessary to find specific road markings at all as long as a safe path or lead vehicle to follow [25] can be found.
C. Postprocessing
Postprocessing is necessary to improve estimates based on a priori knowledge of the road and extracted features. One of the most common postprocessing techniques used is the Hough transform [26] , [27] , but other techniques used include enhancing or attenuating features based on orientation [23] or likelihood [21] , [24] and culling features based on elevation using stereo vision [22] . Dynamic programming has also been used on extracted line segments to help remove outliers more effectively than Hough transforms [28] . Apostoloff and Zelinsky [29] performed cue scheduling to help determine which of the multiple features should be extracted, processed, and fed into the position-tracking module.
In general, postprocessing is one of the most important steps as it ties together the feature-extraction stage with the tracking stage by generating a robust estimate of actual lane position based on the extracted features. Most postprocessing techniques make assumptions about the road and the vehicle. We will examine these assumptions later in Section III-E
D. Vehicle Modeling and Position Tracking
The two most common tracking techniques used in laneposition-detection systems are Kalman filtering [12] , [16] and particle filtering [29] , [30] . More complex nonlinear systems have also been used with success [31] . In these systems, feature extraction and position tracking are often combined into a closed-loop feedback system in which the tracked lane position defines an a priori estimate of the location and orientation of the extracted features.
Similar with road models, the choice of vehicle models can vary depending on the primary system objective. For objectives such as vehicle control, complex vehicle models might help to improve stability and perform precise movements. Lanedeparture-warning systems are often designed for high-speed low-curvature highways. In these situations, a linear approximation to the vehicle model does not significantly affect performance.
E. Common Assumptions and Comparative Analysis
A significant improvement to the accuracy of lane-position estimation can be made by applying a few assumptions based on the structured nature of road surfaces. These assumptions include the following.
1) The road/lane texture is consistent.
2) The road/lane width is locally constant.
3) Road markings follow strict rules for appearance or placement. 4) The road is a flat plane or follows a strict model for elevation change. Existing algorithms tend to use at least one or more of these assumptions. These assumptions improve overall results; however, it is important to understand where these assumptions might fail, as the lane-position tracking is likely to be used for one of the objectives explored in Section II-A. Any sort of critical failure in these systems could prove disastrous.
The assumption of constant road texture can greatly improve results as the entire road surface is usable as a feature rather than just road markings. In situations in which road markings are scarce or missing, road texture can provide an estimate for lane position [25] . As stated above, roads that have been modified to add lanes or exits [as in Fig. 2(b) ] can cause erroneous position estimates.
The assumption that the road or lane width is locally constant can greatly enhance performance by allowing the fusion of leftand right-hand-side boundaries. Three-dimensional (3-D) reconstruction can be performed based on a known constant road width [32] . This assumption is usually valid for most stretches of highway road. However, this is generally not a good assumption for city driving or highways near merging lanes or off ramps. Unfortunately, merging lanes are often critical situations in which you would like to have a robust lane-position estimate.
Road markings are often assumed to be light solid lines on a dark road surface. However, this is not always the case, as can be seen in Fig. 2(d) , which contains dark lines on a light road surface as well as circular reflectors. Making assumptions about lane-marking appearance can greatly degrade performance in places where those assumptions about the road infrastructure are not valid.
Often, it is assumed that the road surface is a flat plane or follows a constant-curvature elevation model. This is accurate most of the time and allows monocular vision systems to easily transform points on the image plane to 3-D points in world coordinates. However, for situations such as changing elevations on curves, these road-model assumptions can lead to an incorrect estimation of road curvature. It is important to examine the amount of error in curvature the system can handle before choosing a road model.
Up to this point, we have examined the various modules that make up a lane-position-tracking system, previous research related to each of these modules, and the importance of the modules and the assumptions made about them to the primary objective of the system. It is also important to take a look at systems as a whole and how they compare in performance based on their objectives, environments, and sensing systems. Table I serves to help summarize and compare various lane-position detection and tracking algorithms in relation to the objectives of the system in which they are deployed.
The objectives of many systems, especially the earlier developed systems, were geared towards autonomous vehicle control. The VaMoRs system [16] uses multiple processors and both wide-angle and telephoto lenses for vehicle guidance. A linear vehicle model and 3-D road model were used. The system was tested on a rural road with hills. For autonomous control, the systems can adjust vehicle speed, allowing more time for computation; this is a valid assumption unique to the autonomous control objective. The yet another road follower (YARF) system [33] uses multiple features and robust estimation to help improve performance of the autonomous driving task. Differences in the detected versus expected features are used to identify situations in which the road structure is changing. Taylor et al. [12] show a vehicle-control system that they analyzed using a variety of control schemes. Using these different control schemes, they tested their system on an oval test track and measured performance based on the vehicles offset from the centerline. The Driver Assistance using Realtime Vision for INnercity areas (DARVIN) system [5] fuses dGPS information with vision information for supervised autonomous driving in an urban environment. The use of a higher accuracy GPS system provides the benefit of having more exact knowledge of the road structure. dGPS also provides a good a priori knowledge about the vehicle's location, which can be improved upon using vision algorithms. However, the use of dGPS makes the system more reliant on a constantly updating infrastructure system and only provides up-to-the-minute knowledge on the vehicle's position. Changes in the road structure, such as construction zones, would need to be relayed to the vehicle for the road model to retain its accuracy. The generic obstacle and lane detection (GOLD) system [20] combined lane-position tracking with obstacle detection for autonomous freeway driving. A special function finds lane markings in an inverse-perspective road image based on brightness differences between a pixel and its neighbors to the left and right. A 3000-km test run was performed and images were shown demonstrating robustness to occlusions and shadows. More recently, the Springrobot [26] used an adaptive randomized Hough transform for processing detected edges.
While the systems mentioned above have focused mainly on the autonomous control objective, others have focused on the lane-departure-warning and driver-assistance objectives. Kwon and Lee [4] developed a system for lane-departure warning based on a modular architecture that allowed fusion of multiple features. The lane position and rate of departure was then fed into a heuristic departure-warning function. Testing was performed based on the overall system performance and quantified in a number of metrics including the detection rate, false-alarm rate, missed-detection rate, and alarm triggering time. The likelihood of image shape (LOIS) system [34] was also used in a lane-departure-warning system. In this system, edge magnitude and orientation was used along with a maximum a posteriori estimator to provide lane position. They showed results from a test run with a standard deviation of error of around 13 cm. Risack et al. [35] demonstrate a lane-departure-warning system based on the TLC measure. As with most of the other systems, performance was measured for the system as a whole, with little quantitative results related to the lane-position tracking.
Another major difference between the various systems that have been developed stems from the types of environments for which these systems were designed. Ma et al. [13] present a system that fuses RADAR information with vision to navigate rural roads. The RADAR images improved performance for weather conditions such as snow, which obstructs the camera view. The DARVIN system mentioned above used GPS to allow navigation through urban areas. The vast majority of systems, however, are designed for highway environments. This is important for the commercial sector, in which a large amount of research has been performed [7] .
This analysis and comparison of these systems with respect to their primary objective and intended environment enables us to see some of the merits and deficiencies of these systems. We have seen that improvements to performance can be made by applying feature extractors that use multiple cues or can be used to extract multiple types of road markings. Assumptions about the road and vehicle models have also been shown to greatly increase performance. However, care needs to be taken that assumptions made about the road environment, which are assumed to apply to a wide range of environments, are not actually limited only to specific regions. Often, testing is performed by the examination of a few key frames or simple tests taken in only a few environments. It was these realizations that led us to develop a lane-tracking system designed for driver-assistance functions capable of performing well under a wider variety of environments. It is also important to provide a thorough evaluation of the system to enable a better comparison of performance between various environments. This includes evaluating the system at different times of the day with varying road markings and textures, as well as taking a close look at special-case scenarios, such as tunnels, to get an accurate quantitative measure of performance.
IV. VIOLET SYSTEM FOR DRIVER ASSISTANCE
Breaking down the design into the sections illustrated in Fig. 4 helps to create a lane-position detection and tracking system focused on one or more of the system objectives described in Section II-A and capable of handling a variety of the environmental conditions explored in Section II-B. By examining the system one piece at a time and understanding how that choice might affect overall system performance, we can optimize our system for our objective of driver assistance.
The primary objective of the VioLET system is driver assistance. This is a rather broad objective, so some clarification is necessary. It is our intention for the system to provide accurate lateral position over time for the purposes of lane-departure warning and driver-intent inferencing. The intended environment for the lateral-position detection is daytime and nighttime highway driving under a variety of different roadway environments. These environments include shadowing and lighting changes, road-surface-texture changes, and road markings consisting of circular reflectors, segmented lines, and solid lines. The VioLET system follows a similar flow to the generic system flow described in Section III. The system specific flowchart is diagramed in greater detail in Fig. 5 . In this section, we will describe each of the system modules and the motivation behind their development.
A. Vehicle and Road Modeling
Our system objective requires a road and vehicle model that retains accuracy for distances of at least 30-40 m. This is required because in critical situations in which driver-assistance systems are useful, a prediction of the vehicle trajectory at least 1 s ahead of the vehicle is necessary. A simple parabolic road model, as shown in Fig. 6 , incorporates position, angle, and curvature while approximating a clothoid model commonly used in the construction of highway roads [16] . In the figure, X s represents the lateral offset along the center of the road, Z s represents the distance in front of the vehicle, φ represents lateral position, θ represents the lane angle, C represents lane curvature, Ψ represents the steering angle, and W represents the lane width. Equation (1) describes the road down the center of the lane, while (2) describes the road at the lane boundaries. l takes the value of 1 for the left lane and −1 for the right lane. Lane width is assumed locally constant, but is updated via a Kalman filter described in Section IV-E. The vehicle dynamics are approximated using a bicycle model similar to that used in [12] .
B. Road-Feature Extraction
Road-feature extraction is a difficult problem for a variety of reasons. For our objective and intended environment, it is necessary to have a robust estimate of road features given a variety of road-marking types and road environments. Making the problem even more difficult is the necessity for fast algorithms for feature extraction. To this end, we have found that features extracted by using steerable filters provide robust results for multiple types of lane markings and are able to be decomposed into simple convolutions and arithmetic capable of being implemented in a digital signal processor.
1) Formulation of Steerable Filters:
Steerable filters have a number of desirable properties that make them excellent for a lane-position-detection application. First, they can be created to be separable in order to speed processing. By separating the filters into X-and Y -components, the convolution of the filter with an image can be split into two convolutions using the X-and Y -components separately. Second, a finite number of rotation angles for a specific steerable filter are needed to form a basis set of all angles of that steerable filter. This allows us to see the response of a filter at a given angle, and therefore, to tune the filter to specific lane angles or look at all angles at once. This property is useful because circular reflectors will have high responses in all directions, while line markings will have high responses in a single direction.
The steerable filters used for the circular reflectors and lane detection are based on second derivatives of two-dimensional Gaussians.
It has been shown that the response of any rotation of the G xx filter can be computed using (6) [39] .
Taking the derivative of (6), setting it equal to 0, and solving for θ, we can find the values that correspond to the minimum and maximum responses. These responses can be computed by the formulas given in (7) and (8).
where
2) Application of Steerable Filters to Road-Marking Detection:
Using (6)- (8), we can find the values and angles of the minimum and maximum responses, or the response at a given angle. This is useful for detecting circular reflectors because, for small circular objects, the minimum and maximum responses will be very similar. In order to detect circular reflectors, we can therefore threshold the filtered image for minimum responses that are above a certain value as well as within a certain range of the maximum value. For detecting lanes, the response in the direction of the lane should be near the maximum, and the minimum response should be low. Also, applying a threshold to the difference between the response in the direction of the lane marking and the minimum response, we can detect lanes of a specific angle. Fig. 7(a) shows a typical highway scene with lane markings consisting of both circular reflectors and solid lines. Fig. 7(b) shows the image after being filtered and thresholded by the minimum response value. Fig. 7(c) shows the response to lines in the orientation of the current lane parameters. The filter kernel size was chosen to be roughly three times the expected lane-marker width. Filtering on the inverse-perspective-warped image allows a single kernel size to be used over the entire area of interest.
These results show the usefulness of the steerable filter set for relatively normal highway conditions. This filtering technique is also very useful for dealing with shadowed regions of road. Fig. 8 below shows a road section that is shadowed by trees and the filter response for the lane when it is tuned for that lane angle.
C. Road-Curvature Estimation
Some sections of road within our intended environment are marked solely by circular reflectors, as is seen in Fig. 2(f) . These circular reflectors are too small to be seen with the cameras used in our configuration at distances greater than about 20 m. In these situations, an adaptive template is used to measure curvature beyond the range of what is detectable by road markings alone. Curvature detection is performed by matching a template of the current road to the road ahead, then fitting the detected results to the lane model described in Section IV-A. The adaptive template is generated per pixel using a weighted average of the intensity values of the previous template and the intensity values of the lane area for the current image. The intensity values for the lane area are found by applying an inverse-perspective warping to the image and cropping a rectangular area centered around the current estimate of the lane position a few meters ahead of the vehicle. The weighting can be adjusted to allow faster or slower response times and is initialized using the intensity values of the initial frame. The template is then matched to the road ahead by minimizing the squared error in intensity values of the inverseperspective-warped image. The error is minimized laterally at equally spaced distances ahead of the vehicle to get an estimate of the lateral position of the road at specific distances ahead of the vehicle. The final curvature estimate is generated by minimizing the squared error between the parabolic road model and the measured road positions. While this method works well on most roads with little traffic, template-matching techniques such as these fail in cases of poor road texture and occlusion. For this reason, curvature is also estimated using the vehicles yaw rate and the second derivative of position. These are estimated using the Kalman-filtering equations described in Section IV-E. This provides a robust estimate on lane curvature by combining the vehicle-state information with visual cues from the lane-tracking system to determine instantaneous curvature when road lookahead is not sufficient. Fig. 9 shows the results of the curvature-detection system. Fig. 9(a) shows a forward-looking view with the detected lane positions overlaid onto the image. Fig. 9(b) shows aerial photography for that specific section of road. The vehicle's trajectory is depicted in this figure using a green curve for future trajectory and a red curve for past trajectory. Fig. 9(c) shows the inverse-perspective warping of the forward-looking camera with the detected lane points shown as small white circles. The template is shown in the lower left-hand corner of Fig. 9(c) .
D. Postprocessing and Outlier Removal
In order to perform robust tracking in situations such as in Figs. 2 and 3 , postprocessing on the filter results is performed. First, only the filter candidates within the vicinity of the lanes are used in updating the lanes. This removes outliers from other vehicles and extraneous road markings. Because the algorithm uses a local search about the lanes for candidates, it requires initialization. In testing, it was sufficient to initialize the lanetracker position and trajectory to 0 (corresponding to the center of the lane). Second, for each lane, the first and second moments of the point candidates are computed. Straight lane markings should be aligned so that there is a high variance in the lane heading direction and a low variance in the other direction. Outliers are then removed based on these statistics. Finally, for circular reflectors, the speed of the vehicle is used to calculate the expected location of the reflector. This is performed using the inverse-perspective equations described in (10) . T and R represent the transformation and rotation of the camera, respectively. The world coordinate Y is assumed 0 because of the flat-plane road model. Circular-reflector detections that do not move as predicted by the ground plane are removed as they generally correspond to false detections. These false detections commonly stem from things such as specular highlights on vehicles and other small circular textures that do not move with the ground plane.
E. Position Tracking
Position tracking for our objective of driver assistance is vitally important. Position tracking can provide improved results in noisy situations and generate other useful metrics important for the primary system objective. Kalman filtering provides a way to incorporate a linearized version of the system dynamics to generate optimal estimates under the assumption of Gaussian noise. Kalman filtering also provides estimates of state variables that are not directly observable, but may be useful for the system. It is important to have metrics such as rates of change of position robustly estimated not only from lane angles, which may contain errors for vehicle pitch or camera calibration, but also from lane-position estimates over time.
The Kalman filter state variables are updated using the lane-position and angle estimates along with measurements of steering angle and wheel velocity. These measurements are then used to update the discrete-time Kalman filter for the road and vehicle state. The system and measurement equations as well as the Kalman update equations at time k are detailed in (11)- (16) . The variables used in these equations are the same as those described in Section IV-A and Fig. 6 . Curvature is currently calculated and filtered separately. Φ is the yaw rate relative to the road. This is calculated separately using the steering angle and road curvature. The initial values for the estimationerror covariance and state-noise covariance were determined by empirical testing. Adding a control input to the Kalman equations allows us to effectively use steering and yaw-rate information from the vehicle similar to that described in [30] .
The measurement vector y k (12) consists of the vehicle position, the lane angle, and the lane width. These measurements are found using a combination of a Hough transform and the lanemarker detection statistics. For solid lane markings, the Hough transform provides a robust means of determining the location and angle of individual lane markings. When a valid line cannot be found using a Hough transform, as in the case of lanes marked with circular reflectors, the statistics of the lane markings are used to determine the position and angle of the lanes. These statistics are described in Section IV-D. This estimation is performed for both the left and right lane markings. These estimates are then used to determine estimates of the lane position, angle, and width using a weighted sum.
V. EXPERIMENTS AND PERFORMANCE EVALUATION
Lane-detection systems have been studied quite extensively and several metrics for the evaluation of lane-position error have been proposed [11] , [40] . However, most proposed algorithms have shown limited numerical results or simply selected images of the algorithm results. While these images provide information on the performance on road-marking extraction in specific contexts, they fail to account for errors involved in transforming image coordinates to world coordinates, and cannot be used to quantitatively compare different algorithms. In order to adequately measure the effectiveness of a laneposition detection and tracking system in a specific context or system, specific metrics must be used. In this section, we will explore the usefulness of a variety of performance metrics and show how the algorithm described in this paper performs based on these metrics in a variety of test conditions.
A. System Test-Bed Configuration and Test Conditions
The video input to the system is taken from a forwardlooking rectilinear camera for our test results, but can be taken from any number of cameras on our test-bed vehicle. The test bed is shown in Fig. 10 . Some of the key capabilities of the Laboratory for Intelligent and Safe Automobiles Infiniti Q45 (LISA-Q) intelligent-vehicle test bed include: 1) eight National Television Standards Committee (NTSC) hardware video compressors for simultaneous capture; 2) controller-area-network (CAN) interface for acquiring steering angle, pedals, yaw rate, and other vehicle information; 3) built-in five-beam forward-looking LASER RADAR range finder; 4) wide-area augmentation system (WAAS)-enabled GPS; 5) integration into car audio and after-market video displays for feedback and alerts.
For more information on this test bed, please refer to [41] . Information about the vehicle's state, including wheel velocities and steering angle, are acquired from the car via the internal CAN bus.
Testing was performed on highways in southern California. These highways contained road conditions shown in Figs. 2 and 3 , which include 1) lighting changes from overpasses; 2) circular, solid-line, and segmented-line lane markers; 3) shadowing from trees and vehicles; 4) changes in road-surface material.
A camera directed downward at the road on the side of the vehicle provided a good view for generating positional groundtruth data. The cameras used in the system were calibrated for their intrinsic parameters using the Matlab camera calibration toolbox [42] .
B. Choice of Metrics for Objective-Specific Performance Evaluation
One of the most common metrics for lane-position performance evaluation is mean absolute error. While this provides a good estimate of the performance of a lane-position tracker for system objectives such as control and driver intent, it lacks usefulness in quantifying the accuracy for other objectives like road-departure warning, in which the TLC and rate of approach to the road boundary are important. For this reason, it is important to use a variety of performance metrics when evaluating a system, rather than just one.
Other statistical metrics that are based on examining the distribution of the detected markings have been proposed [11] . These include the angular-deviation entropy and angulardeviation histogram fraction and their magnitude-weighted counterparts. While these serve as good online metrics for evaluating relative system performance for different stretches of road, they are not as useful for determining system performance relative to a known ground truth. Several metrics have been proposed to evaluate the performance of driver lane-change intent and road-departure-warning systems. These systems are related because they deal with forecasting the vehicle's trajectory. Most of these involve looking at the system as a whole and measuring false positives, false negatives, or the time it takes to trigger an alarm [2] , [4] , [40] . However, because the systems involve the collection of data other than just the lateral position, it is difficult to decouple the lane-position performance from the system performance using these types of metrics. In order to generate an accurate prediction of performance in a trajectory-forecasting objective, it is necessary to examine the accuracy of the parameters used to generate this forecast. In this situation, we expect the metrics of error distribution of the rate of change of lateral position to provide good indicators of system performance. The rate-of-change-of-the-lateral-position metric was chosen over the time-to-lane-crossing metric for two reasons. First, the rate-of-change metric has been shown to be useful in driverassistance [38] and driver-intent [8] applications. Second, the time-to-lane-crossing metric is prone to large errors stemming from small errors in vehicle position and lateral velocity. Furthermore, generating a ground truth for the TLC is complicated by the need for a well-known road and vehicle model for the entire stretch of road on which the testing is being performed.
C. Evaluation and Quantitative Results
In order to provide a more complete test of our system, we chose to quantify the error using three different metrics. The three metrics we chose are mean absolute error in position, standard deviation of error in position, and standard deviation of error in rate of change of lateral position. Results were analyzed according to the metrics discussed in Section V-B under the environmental variations described in Section V-A. More specifically, data were collected from portions of the roughly 65-km route at four different times of the day: dawn, noon, late afternoon/dusk, and night. Scenes from each of these, corresponding to the points A, B, C, and D in Fig. 11 , along with an aerial view of the individual points, are shown in Fig. 12 . Section A consists of solid-line and segmented-line markers, while sections B and C contained a mixture of segmented lines and circular reflectors. Section D is marked by circular reflectors. Ground truth for 1000 frame sequences was found for each of these locations on the route and each of the four times of the day, making a total of 16 000 testing frames covering many different highway types heading in different directions at different times of the day. These results are shown in Tables II-IV . Per-frame outputs and ground truth for selected data sets can be seen in Figs. 13-15 After examining the results, it is interesting to note that the system actually performs better at night and dawn than during day and dusk. At night, this can be attributed to the larger contrast in road markings due to their reflective nature as well as the lack of complex shadows formed by trees and vehicles during the daytime. Complex shadows hamper the system's ability to detect circular reflectors in scenes such as that shown in Fig. 8 . At dawn, a morning fog reduced contrast somewhat, but also helped eliminate shadows. The low contrast of the dawn run require a change in the thresholds used in feature extraction. Future work will include making the system more adaptive to general lighting changes.
Furthermore, the difference in departure-rate performance between daytime and nighttime driving would point to increased number of successful detections (i.e., those not eliminated by outlier removal). The comparatively smaller gain in standard-deviation performance over mean absolute error might suggest that the tracking at night performed better overall, but still contained cases where the tracking was off. This is because the mean-absolute-error metric is less influenced by the small amounts of data points that contain a larger amount of error.
Comparing performance for different types of lane markings, we can see that section A, which contained solid and segmented-line markings, performed better than the other sections, which at points were marked only with circular reflectors. However, this difference is less noticeable than the variations caused by lighting and traffic.
As the system's intended use is in a driver-safety system, it is critical that we analyze the situation in which the lane tracking did not perform well. Section C can be seen to be the most difficult section of road based on the results. Looking deeper into the cause of these errors, we can see points where the tracking is lost for a period of time and then catches back on again. An example of one of these events occurs near frame 82 900 of Fig. 14. Fig. 16 shows this tracking error resulting from occlusion of the road by a vehicle. This section of road is near the intersection of three different freeways, and therefore generally contains more traffic and more people merging and changing lanes. In most of the situations where the tracking was lost, vehicles changed lanes directly in front of the test bed. The specular highlights and lines of the vehicles caused false positives in the feature extraction. Another important event occurred near frame 24 650 of Fig. 13 . At this point, the video signal was lost due to saturation of the charge-coupled device (CCD) while exiting a tunnel, causing the vertical sync to be misaligned. It is also important to note that while these types of failures might be critical for an autonomous vehicle, a driverassistance system can warn the driver when the current lane detections do not fit well with previous data and the system is not functioning properly.
D. Lane-Keeping Versus Lane-Changing Performance
Furthermore, the different driving scenarios require different performances for different types of driving. Specifically, lanedeparture-warning systems need to accurately detect when the driver is close to the edge of the lane. This makes it important to test the performance during lane changes. Lane-keeping control systems might require good performance only near the center of the lane, where the system is designed to operate. We therefore also measured performance during lane-change maneuvers and compared this with performance during lane keeping. Figs. 17 and 18 . From the table, we can see that there is a performance degradation when changing lanes. This is also evident in the relative higher errors at the peaks and troughs of Fig. 18 , which correspond to higher lateral velocities during lane changes. These types of errors are possibly associated with errors in the vehicle model, errors in yaw-rate sensing, and delays associated with Kalman filtering.
E. Special-Case-Scenario Testing
Often, the case is that the situations that can be considered the most critical are less likely to occur. Fig. 19 shows cut scenes from a situation in which the road surface is obfuscated by complex shadows and a tunnel sequence that contains tight quarters and extreme lighting changes. In this section, we will analyze the performance of our lane-position tracker in these two situations. 18 . Detected departure rate (solid black) in meters per second superimposed on ground truth (dashed gray) plotted versus frame number, with dashed line marking the abscissa for the same sequence shown in Fig. 11 . Fig. 19 . Scenes from the special-case scenarios of complex shadowing (top row) and tunnels (bottom row). These scenes highlight the extreme variability that can occur within short sections of the road.
First, we will examine the performance while traveling through tunnels. Unfortunately, tunnels are not common in the area where testing was performed so only one tunnel in a more urban setting was used in the testing. The results from the evaluation are quantified in Table VI . At the end of the tunnel was a sharp left-hand turn for which tracking failed as our road model was not designed for such use. Fig. 15 shows the detected position superimposed on ground truth.
The second special case was traveling through complex shadows. Often, trees, overpasses, cars, and other objects can cast shadows with sharp edges and complex shapes. These can pose problems for lane-tracking systems because they form extraneous edges, obscure the road texture, and otherwise complicate feature detection. The results from the evaluation can be seen in Table VI . This obscuring of the lane markings by complex shadows only slightly degrades performance. In this paper, we have presented a detailed analysis of the use of lane position in a variety of system objectives, road environments, and sensing systems. We then presented a framework for comparative discussion and evaluation of existing lane-tracking systems. This led to our presentation of the novel VioLET lane-tracking system, a system designed for driverassistance vehicles operating in a wide range of environments. The VioLET system introduces steerable filters to the lanedetection-and-tracking problem by allowing greater robustness to complex shadowing and lighting changes, while at the same time maintaining a computational simplicity necessary for fast implementations. Using both vehicle-state information as well as visual cues (lane markings and lane texture), we created robust estimates of lane curvature both with and without lookahead visibility. Finally, we provided a detailed analysis of our system with an extensive set of experiments using a unique instrumented-vehicle test bed. This evaluation allowed us to compare performances between different types of road markings at different times of the day, different types of driving situations, and special-case scenarios, which can be critical points in driver-assistance systems.
Along with providing metrics for evaluating system performance, it is also important to note the dependence of various driver-assistance systems to the metrics provided by the underlying sensing algorithms. An example of this is providing the departure rate to a lane-departure-warning system, which can enhance the performance of such systems. Systems have been designed to provide good performance based on a subset of data that is required to accurately predict the exact motion of the vehicle within the lane [38] . With this in mind, we plan on identifying and exploring further the types of metrics useful for various driver-assistance systems. An example of this work can be seen in [1] and [8] .
Specific examples of the types of system objectives that this lane-position tracker was designed to be used on are those described in [43] - [45] . These systems are designed to capture the complete vehicle context including vehicle surround, vehicle state, and driver state. By capturing the complete vehicle context, we open the possibility of developing driverassistance systems focused on the driver and his or her intended actions [8] .
