ABSTRACT In recent years, with the rapid deployment of various Internet of Things (IoT) devices, it becomes a crucial and practical challenge to enable real-time search for objects, data, and services in the Internet of Everything. The IoT data prediction model can not only provide solutions for the real-time acquisition of the IoT sensor data but also provide more meaningful applications than the traditional IoT event detection model. In this paper, we use the complex time series formed by various types of sensors to establish a multi-dimensional feature selection model and a dynamic sensor-data prediction model. Compared with the traditional data prediction model, our model improves the accuracy and stability of the long-term prediction results of the IoT sensor data. Finally, we evaluate our prediction model using the Intel Berkeley Research Lab sensor data with an accuracy of over 98% and 92% accuracy on the Chicago Park District weather&water data.
I. INTRODUCTION
With the gradual deepening of the Internet of Things(IoT) applications and the improvement of people's life requirements, people's demand for real-time and reliable access to physical world entity information is growing. However, IoT application environment has the characteristics of distributed, high heterogeneity, multi-modality and high dynamics. At the same time, due to the volatile nature of the IoT data and opportunistic presence of devices, these characteristics have caused IoT applications to be unable to retrieve sensor data for each node in the IoT network in real time [1] . Establishing a data prediction model can provide an effective solution for real-time sensor information acquisition. Further, in many applications, prediction of a forthcoming event is more useful than detecting it after it has already occurred. The sensor data prediction model has opened new opportunities for innovative applications across different fields; supply chain management systems [2] , intelligent transportation systems (ITSs) [3] , and smart building [4] are few of them. For example, through
The associate editor coordinating the review of this manuscript and approving it for publication was Chun-Wei Tsai. using the predict model to predict the traffic congestion rather than detecting it, the traffic administrators will be more likely to take effective measures. Besides, in the fault detection of industrial equipment [5] , [6] , accurately predicting the degree of wear and tear of the equipment, will reduce more losses. Therefore, designing a prediction model of sensor real-time data with high accuracy and stability will be an important research hotspot for comprehensive utilization of IoT data information resources.
Prediction models can be used to sketch the future readings of the sensors, and analyze data streams to infer patterns and correlations. However, the traditional sensor-data prediction models often use the auto-regressive moving average model (ARMA) and the auto-regressive integrated moving average (ARIMA) model [7] only based on the historical data time series of the target sensor to predict the time series of the sensor data. As machine learning methods grow popular gradually, more researchers focused on the studies to establish nonlinear prediction model based on a large scale of historical data. Typical models such as the support vector regression (SVR) [8] based on kernel methods and the artificial neural networks (ANN) [9] with strong nonlinear function VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ approximation ability and the k-Nearest Neighbor (K-NN) regression [10] and some tree-based ensemble learning methods, for instance, the random forests (RF) regression [11] and the gradient boosting regression tree (GBRT) [12] . The literature [13] proposes a match forecasting method for entity search in resource-limited scenario of Internet of Things, MFMES based on LSSVM model. The literature [14] uses the historical data quantified by each sensor in WoT to construct a lightweight prediction model which is based on fuzzy set theory to estimate the probability of the sensor matching the search query. The literature [15] constructs a prediction model based on Bayesian network theory. The model reduces the communication overhead in the sensor query process by estimating the probability that the current position state of the sensor satisfies the query requirement. The literature [16] analyzes the dynamic properties and regularity of sensor data, and establishes a periodic prediction model of sensor objects, which improves the real-time performance of IoT data search and reduces the communication overhead of the search process. Literature [17] proposes a sensor similarity matching algorithm that can match the search for entities similar to those described by one-dimensional sensor data. The literature [18] presents a model named AgriPrediction, which combines a short and medium wireless network range system with a prediction engine based on ARIMA predict model to anticipate potential crop dysfunctions proactively, so notifying the farmer for remedial actions as soon as possible. The literature [19] proposes a prediction method based on the LSTM neural network model to predict power station working conditions from data collected from sensors. This model can reduce the cost of maintenance and increase safety of the equipment by predicting its running status. The literature [20] explores the use of ARIMA forecasting on the time series data collected from various sensors from a Slitting Machine, to predict the possible failures and quality defects. The literature [21] discusses the feasibility of having a home refrigerator performing temperature forecasts, using information provided by both internal and external sensors. At the same time, this paper uses linear correlations and ARIMA model to predict the temperature of home refrigerator and evaluates the precision and computational cost of these models. These models that use the single-dimensional historical time series of the target sensor to predict the data of the sensor are often reliable when predicting the adjacent period value (short time span). However, if the prediction of the sensor data is long-term, the prediction effect will produce a large bias as the time span increases.
Data generated from different sensors in IoT is often form complex time series. This complex data model is a description of the overall situation of environmental information and the data information has certain relevance and complementarity. They can be applied in the joint decision of IoT events. For example, in order to predict complex events, an IoT event processing method is proposed, which combines sensor time series with a complex event processing (CEP) system, providing solutions to deal with data streams in near realtime. The literature [22] combines time series with CEP and proposes a method to find the optimal size of the training window by using the spectral components of time series data. However, this method needs to consider compatibility issues with the CEP system. In order to convert large-scale sensing data generated in the IoT into decisions for real-world applications, the literature [23] considers a novel problem called Activity Prediction, whose goal is to predict future activity occurrence times from sensor data. The literature [24] introduces a feature selection approach based on potential entropy evaluation criteria (FMPE). The FMPE method considers the distribution of the data itself when measuring the importance of the feature. Compared with single-dimension sensor time series, the complex time series of IoT have more context, such as the heterogeneity of the sampling period and correlation between data. Adding these sensor characteristics to the prediction model can increase the amount of information when predicting the target sensor data. It makes the prediction model more stable in sensor sample values over large time span prediction. Therefore, how to make reasonable use of the complex time series in the IoT to improve the accuracy of sensor prediction will be the focus of this paper.
According to the characteristics of the IoT, this paper proposes a sensor correlation feature selection algorithm to dynamically predict the future values of the sensors. The following contributions are made in this paper. a) In this paper, we propose a novel method to find the relationship between the readings of different types of sensors at different times, based on feature importance of each sensor time series. b) We validate the effect of isomorphic time series data and heterogeneous time series data on information gain in long-period prediction of sensors and propose a multi-dimensional dynamic prediction model of sensor data, which can improve the accuracy of long-period prediction of sensor time series.
The remainder of this paper is organized as follows. Section II proposes the sensor data adaptive feature selection algorithm and prediction model. The simulation results and conclusions are provided in Sections III and IV, respectively.
II. PREDICTION MODEL CONSTRUCTION A. APPROXIMATION METHOD
The sensor network in IoT is often composed of a large number of isomorphic types and heterogeneous types of sensors. The types, frequencies, and reporting periods of the data collected by these sensors show significant differences. For example, the temperature sensor ST 1 ,the humidity sensor SH 1 at point A, the temperature sensor ST 2 and the humidity sensor SH 2 at point B. The adjacent location of A is B as shown in Figure 1 . ST 1 and ST 2 are isomorphic type data formed by sensors that collect environmental data of the same nature. ST 1 and SH 1 are heterogeneous type data formed by sensors that collect environmental data of different nature. These sensors show significant differences in the frequency of data acquisition and the reporting period. Assuming that the reporting period of sensors are different(e.g. The reporting periods of sensors ST 1 , SH 1 , ST 2 , and SH 2 are 30s, 20s, 15s, and 10s, respectively). The reporting start time of these sensors is 00:00:00, when a user queries the value of temperature sensor ST 1 at the next moment at 00:15:47. If the sensor SH 1 , the sensor ST 2 , and the sensor SH 2 are the associated sensors of the sensor ST 1 , the historical data using these sensors in combination will provide a closer information to the query time than the historical data of single sensor. Further, the variation trend and sensitivity of different sensor parameters often have some differences. The comprehensive utilization of multi-dimensional complex time series data will help to improve the accuracy and robustness of model prediction.
We will introduce some notations and the definition of sensor-data demand prediction below.
n are the report time of sensor i, which collects the state of the entity information.
Definition 2 (Sensor Time Series):
The ordered time series set of data collected by the sensor i is S i which composed of m observations. It can be define as The ordered time series of the target sensor i and its associated sensor time series set X contain information about the future readings of the predicted target sensor. In order to analyze the correlation between time series of various types of sensors, it is necessary to reconstruct each type of sensor time series. The one-dimensional sensor time series is transformed into a time series correlation matrix X .
We can use the sensor data time series to obtain the one-step predicted valueŶ = F (X , Y ) with the following formulation. Where X is the input feature matrix of the multi-dimensional sensor time series and Y is the desired output matrix of the sensor readings and mapping F is the nonliner mapping function we take for making prediction.
Typically, a multi-step ahead (also called long-term) time series forecasting task usually uses a historical sequence of values as the input data to predicte the next H values of the time series [25] , [26] . Given a set of historical sensor data VOLUME 7, 2019 [27] and learn H nonlinear mapping functions by using the historical sensor feature X to obtain the target sensor next H values with the following formulation:
However, noting that the embedding size (sensor feature sliding window size) m of different type sensors is not the same for all the horizons. Its size changes according to the sensor feature sliding window adjustment strategy (detailed in Section II-B). We have implemented our approach using SVR as nonlinear mapping functions F (detailed in Section II-C).
B. CORRELATION FEATURE SELECTION MODEL BASED ON MULTI-DIMENSIONAL SENSOR TIME SERIES
Because the random forest algorithm has the advantages of fast operation speed and good robustness, it is good at identifying the main related features from the feature set with small marginal effects and complex interactions. In this paper, the degree of importance between features in random forest theory [28] and regression tree theory [29] is used as the evaluation criterion for multi-dimensional sensor time series correlation feature selection. Since the sensor data in the historical data is too long to predict future readings, with the type of sensor increasing, the range of historical data characteristics of the required sensors is difficult to confirm. We identify a subset of features that are highly correlated with the predicted value of the target sensor through the sensor periodic sliding window feature search strategy. Furthermore, an algorithm called adaptive sensor feature sliding window is designed, which is suitable for the data association mining task of the IoT sensor. It can ensure the accuracy of the prediction model while reducing the computational resources required by the model.
Each column in matrix X represents a feature value of the predicted target sensor reading. The feature subspace is randomly extracted from the total feature space of the training set D as a candidate feature subspace of the sensor reading prediction regression tree node. A sensor reading prediction regression tree model on training set D is
where R 1 , R 2 , · · · , R m are the M units into which the sensor feature space is divided. c m is the fixed output on unit R m . The predicted squared error of the sensor reading prediction regression tree model is
Minimize the square error to get the parameter
Finally, the sensor's future numerical prediction regression tree model is
Bootstrap random resampling is performed on training set D to generate a Bootstrap sample set
Where B is the number of regression trees in the random forest. The data outside the bag, which is not drawn each time, is recorded as L oob b . The number of sample features is n tree and the number of randomly extracted features of each node of each sensor prediction regression tree is m try (m try < n tree ).
Training a set of sensor reading prediction regression tree model called h 1 (x), h 2 (x), · · · , h b (x) on the Bootstrap sample set D. The T b is used to predict the future reading of the sensor on the data L oob b outside the bag, and the prediction error of the sensor value prediction is calculated as
Randomly disturb the i−th feature x i of the out-of-bag data L oob b , where i = 1, 2, · · · ,and generate the perturbed data set as L oob bi . Here, T b is used to predict the data and calculate the prediction error E bi of the sensor readings. If feature x i is related to the target variable, the predictor's performance is significantly degraded. By calculating the feature x i before and after the disturbance, the average error predicted by the model is the importance score of the variable x i .
The importance score of each sensor time series feature in the feature sliding window is S = {s
where the importance score of the x i (t i 1 ) column feature is s 
The multi-dimensional sensor time series feature window adaptive process is shown in Figure 3 . The sensor's associated feature selection algorithm is shown in Algorithm 1. An algorithm for automatically adjusting the size of the multi-dimensional sensor feature sliding window according to the initial value of different types of sensor feature importance scores is shown by Algorithm 2.
Algorithm 1
Update D (n) using Algorithm 2; In L oob bi calculate the prediction error E b i of T b from eq(5); 9: Calculate the importance score s i of the feature variable x i from eq (6); 10: Obtain the importance score of the sensor feature vector S = {s 
Reduce the size of the window to m = m − q;
q > λ then 7: Expand the window size to m = m + m × min(s
C. PREDICTION METHOD
Recent research trends in time series regression prediction models are beginning to focus on more complex ML 
where J is the cost function and α means the punishment coefficient. x i ∈ X and y i ∈ Y . The e i represents the prediction error. n is the number of training data points. Gaussian radial basis kernel function used in the kernel function of this model. The sensor time series prediction function is trained on the training set D Filter . The output predicted by the model is Y = [y 1 , y 2 , · · · , y H ] T . By comparing the prediction matrix Y with the sensor reading expectation output matrix Y , the parameters of the prediction method can be autonomously trained to minimize the prediction error and improve the generalization ability of the prediction method. After the training process is completed, the sensor's future cycle readings are sequentially predicted.
III. PERFORMANCE EVALUATION
In this section we use two real-world datasets Intel Berkeley Research lab data [24] and Chicago Park District weather&water data [28] to evaluate the performance of our prediction model. IntelLab dataset has 54 sensors deployed in the Intel Berkeley Research Lab. IntelLab data includes: temperature, humidity, illumination, and sensor voltage of 54 sensors. Chicago Park District weather&water data are recorded by 3 weather station and 6 water sensors located at beaches along Chicago's Lake Michigan lakefront, VOLUME 7, 2019 containing air temperature, wet bulb temperature, relative humidity, rain intensity, wind speed, wind direction, barometric pressure, water temperature, transducer depth, wave height and wave period. The details of them are shown in Table 1 and sensor position map are shown in Figure 4 . In the experimental simulation, we predict the temperature value of target sensor 7(moteid = 7) using multi-dimensional sensor data formed by a sensor group near the target sensor 7, which contains sensors 4, 5, 6, 7, 8, 9, and 10 deployed in the Intel Berkeley Research lab. In Chicago Park District weather&water data, we predict the air temperature of 63rd Street Weather Station using multi-dimensional sensor data formed by a sensor group near the it, which contains Oak Street Weather Station, 63rd Street Beach and Rainbow Beach sensor data. 
Isomorphic & Heterogeneous Types Sensor Data:
The isomorphic type data formed by sensors that collect environmental data of the same nature. The heterogeneous type data formed by sensors that collect environmental data of different nature. For example, if we predict the value of a temperature sensor in IntelLab dataset, its isomorphic type sensor data are the temperature data collected by other sensors in different moteid and heterogeneous type sensor data are the humidity, illumination, and sensor voltage collected by sensors.
Multi-dimensional Data Pre-processing: Pre-processing takes the target sensor own time series data, its isomorphic type data, and its heterogeneous type data as input, and performs the following two tasks: 1) Data Cleaning, which removes invalid sensor data; and 2) Feature Selection, which applies adaptive sensor feature sliding window method to find other sensor time series related to the target sensor values(detailed in Section II-B).
In the experimental simulation, the R2 coefficient of determination is used as the accuracy measurement method of the model. Its expression is as follows:
where y i is prediction, y i is real value, y − i is the average of the real values in testing samples and n is the number of testing samples.
A. MULTI-DIMENSIONAL SENSOR DATA AND SINGLE-DIMENSIONAL SENSOR DATA PREDICTION INFORMATION GAIN
Compared with single-dimensional sensor data, multidimensional isomorphism and heterogeneous sensor data will increase the information gain of the prediction model and reduce the instability in the prediction when the long-term prediction of the sensor time series is performed. As shown in Figure 5 , long-term prediction of the sensor time series using multi-dimensional sensor data has a certain improvement in the accuracy of the prediction. The accuracy of the Lasso regression model based on single-dimensional sensor data, multi-dimensional isomorphic and heterogeneous sensor data in the long-term prediction of sensor values is shown in Figure 5 . The accuracy of the long-period prediction is the result of the ten-fold crossvalidation on the test set.
In the figure, the abscissa indicates the period value of the sensor and the ordinate indicates the accuracy of the prediction model with the period variation. When we use different sizes of sliding windows, these three models have different prediction accuracy. It can be seen from the graph that the accuracy of the prediction model will decrease as the period span extends. Both the single-dimensional and multi-dimensional sensor time series have higher accuracy when the model predicts near-period of the sensor. However, as the prediction span of the sensor increases, the accuracy of the prediction model based on the single-dimensional sensor time series decreases rapidly. The accuracy is approximately zero after predicting the 40th period.
Because of the different types of data, different frequency of the collected data and different reporting period, it can be seen that the requirements of the isomorphic and heterogeneous sensor data on the size of the sliding window are also different. With the addition of multiple types of sensor data, the model can obtain a valid information in the time dimension and the numerical correlation dimension. Different window sizes contain different information, and some of the information increases the predictive information gain. The addition of isomorphic and heterogeneous sensor data improves the accuracy of the model to some extent. When we use the appropriate window size model, the prediction accuracy of the 50th period of the sensor can reach more than 40%. Figure 6 (a) shows the model variation of the prediction accuracy based on the single-dimensional and the multi-dimensional sensor time series data under the optimal feature sliding window condition with the hyperparameter λ being 0.01. It can be seen that the accuracy of the model based on multi-dimensional sensor time series long-period prediction is basically stable above 98%, while the sensor reading based on single-dimensional time series predicts that the prediction accuracy decays faster as the prediction period increases. When predicting the 50th period of the sensor, the predictive model based on the single-dimensional sensor time series simply does not provide valid sensor readings at all. It can be concluded that the multi-sensor based time series has a great improvement in the prediction performance. Figure 6 (b) shows the comparison of model accuracy based on multi-dimensional isomorphic and heterogeneous sensor time series data with multi-dimensional heterogeneous sensor time series data under the optimal feature sliding window condition with a superparameter λ of 0.01. Based on the figure, we can get the accuracy which can be maintained above 94%. The reason of this result may be that the environmental information collected by sensors in the IoT has local diffusibility characteristics. For example, when the temperature of adjacent locations is rising, these trend information will affect the readings of the neighboring predictive sensors after some time period. Therefore, through adding more isomorphic sensor features associated with the predicted target sensor, the accuracy and stability of the prediction is further increased. Increasing the isomorphic sensor characteristics of adjacent locations as shown in Figure 6 (b) will further increase the predicted correctness of sensor readings over the next 50 period to around 98%. Figure 7 shows the variation of prediction accuracy in different prediction models based on multi-dimensional sensor time series data under different feature thresholds λ. We take λ equal to 0.1 and 0.01 for the feature importance threshold λ in the sensor correlation feature selection model, as shown in Figure 7 (a) and Figure 7(b) . Ridge, Lasso and SVR regression prediction models are used as contrast models to simulate the prediction accuracy of the sensor in the next 50 period. It can be seen from Figure 7 that the sensor time series feature importance threshold λ has a relatively small influence on the Lasso model. Because the cost function of the lasso model is a penalty term for the L1 norm, it contains a preliminary assessment of the input features. If the degree of correlation between the input features and the model predictors is not strong, the model will filter this feature. Therefore, different λ has less influence on the prediction result of the Lasso model. The effect of setting different λ pairs on the Ridge model is obvious. As the hyperparameter λ decreases, the input characteristics of the model will increase correspondingly, which results in a small increase at the accuracy of the model. However, Lasso and Ridge are linear review models of which the learning space is limited, so that the long-term prediction accuracy fluctuating is within the range of 70%-90%. The nonlinear SVR model has higher prediction accuracy and stability when the parameter λ is 0.01. When predicting the readings of the sensor in the next 50 period, the accuracy of the model can reach about 98%. This long-period high-precision sensor time series prediction model can provide stable prediction of sensor reading information over a time period. This provides a solution to the highly dynamic problem of sensor parameter query in the IoT.
B. ACCURACY COMPARISON BASED ON SINGLE-DIMENSIONAL AND MULTI-DIMENSIONAL SENSOR TIME SERIES PREDICTION MODELS

C. INFLUENCE OF DIFFERENT λ VALUES ON PREDICTION RESULTS OF DIFFERENT REGRESSION PREDICTION MODELS
D. COMPARING METHODS
We compare our method with two other time series prediction model Autoregressive Integrated Moving Average (ARIMA) and The Long Short Term Memory (LSTM) on two real-world data. As a typical time series model, ARIMA can transform any non-stationary process into a stationary process through the differential time series. On the other hand, The LSTM neural network is a special kind of Recurrent Neural Network (RNN). LSTM is a representative and widely adaptable machine learning method, which generates very good results in many application scenarios. In recent years, many researchers have used these two methods to forecast the sensor time series in IoT [18] - [21] . Therefore, we compare our model with ARIMA and LSTM in our comparison studies. We train ARIMA and LSTM model using a single sensor's own time series. We train three models to predict the temperature of sensor 7 in Intel Berkeley Research Lab data and the air temperature of 63rd Street Weather Station in Chicago Park District weather&water data. As shown in Figure 8 , the predicting results show that our multi-dimensional prediction model outperforms ARIMA and LSTM with above 98% accuracy on the Intel Berkeley Research lab data and 92% accuracy on the Chicago Park District weather&water data. Figure 8a shows that the three models can achieve good prediction accuracy in the first few period. This is because the data collected by the sensor is less variable when it is reported frequently. However, with the expansion of forecasting horizon, the accuracy of the LSTM and ARIMA models using single-dimensional sensor time series learning will be significantly reduced. Our model will provide more stable long-term predictions. As shown in Figure 8b , the three models are more prone to instability when long-term predictions are made on the data reported by the sensor during the large period. The LSTM and ARIMA models lose the ability to predict when forecasting the air temperature for the tenth hour in the future, and our multi-dimensional prediction model can extend the stability of long-term sensor prediction. Depending on the noise present in the time series and the forecasting horizon, the LSTM and ARIMA may suffer from low performance in sensor time series long-period forecasting tasks. The reason for the potential inaccuracy is that the LSTM and ARIMA are sensitive to the accumulation of errors with the forecasting horizon. Errors presented in intermediate forecasts will propagate forward as these forecasts are used to determine subsequent forecasts. Our model has good performance which is better than ARIMA and LSTM, because ARIMA and LSTM are good at modeling the short-term temporal relationship while them lack a deep analysis of the complex and complicated multi-dimensional sensor data. The results verify again the multi-dimensional sensor time series data can increase information gain in the long-term forecasting problem. Our model fully considers the multi-dimensional sensor time series data and integrates both adaptive feature selection and DirRec strategy prediction methods, so it has better forecasting performance.
IV. CONCLUSION
In this paper, we propose an adaptive feature selection algorithm and a multi-dimensional sensor data prediction model for dynamic IoT data which can improve the accuracy of sensor time series long-period prediction. In contrast to conventional methods, our model utilizes a moving sensor feature sliding window for training ML model enabling it to perform accurately for dynamic IoT data. We perform extensive experiments on two real-world datasets and demonstrate the effectiveness of our proposed multi-dimensional sensor data prediction model with above 98% accuracy on the Intel Berkeley Research lab data and 92% accuracy on the Chicago Park District weather&water data. Finally, we compare the prediction performance of the proposed model with existing models, including ARIMA and LSTM approach. The results show that our model has a superior performance for sensor time series prediction, especially in long-term predictions. In summary, it can be expected that our model with satisfactory performance will play an essential role in dynamic data prediction in many IoT scenarios such as monitoring goods in supply chain, intelligent transportation systems, smart health care, Smart Grid or smart buildings, etc. As future work, we plan to utilize the Semantic Web technologies to better improve the practicability of our prediction model. 
