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Abstract
In this article we explore the current avenues and future applications of visual attentional models that have a significant bearing
on the fields of computer vision and cognitive robotics. Computational modelling of visual attention is among the active areas
of research which are being pursued by diverse communities like computer science, systems biology, psychology and electrical
engineering. An efficient model for visual attention is shown to have interesting applications to many real-life problems. We explore
these ideas and point to some more plausible and useful applications of visual attention which could impact positively on our lives.
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1. Introduction
Visual attention is one among the “hot” topics which are being extensively investigated by biology, psychology,
and computational science communities. The physio-psychological nature of visual attention warrants experts from
diverse fields to collaborate, in order to obtain a better understanding of this phenomena. Biologists and psychologists
make an in-depth study on autism and amnesia afflicted patients to understand the lobes of brain which causes the
attentional disorder and possible remedial drugs which could ameliorate this condition. Marketing gurus also are
quite keen to understand visual attention, but from a different perspective. What makes a publicity poster and a ten
second advert more attractive? Which specific font, color, layout combination, shading and illumination would assure
more eyeballs? These questions are context dependent and are mostly answered by design experts. But public relation
and marketing specialists are interested in having an automated computer system which could offer some objective
quality ratings. The computer science community has been investigating and attempting to simulate human visual
attention since the seminal work of Koch and Ulmann in 1985 [1]. With three decades of research behind, the first
commercial product1 based on a computational model of visual attention is released by 3M Technologies, a US based
multinational. Several potential applications involving visual attention can be envisaged. Automatic image resizing
for smaller displays like Apple iPhones and iPads is among the recent ones. Conversion of color images and movies
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conference organizers and published by Elsevier B.V. Open access under CC BY-NC-ND license.into black and white versions without compromising the aesthetics, is yet another interesting application which is
being researched. Visual attention models are able to capture the salient and the interesting regions, colors in case of
images and salient actions as an addition in videos. Projects are being pursued in different labs in order to ascertain
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1 A software tool which indicates those design elements of a poster are most likely to noticed in the first 3 to 5 seconds of viewing
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[igure 1. Illustration of our saliency system in highlighting the region of interest. The image2 at the left being a scene from a cricket match. The
ssociated saliency map is shown in the middle which is derived from our model proposed in [2], and the detected salient regions with redundant
ackground supressed is shown in the image at the right.
he capabilities of visual attentional models in summarizing salient actions in sports videos. Visual attention systems
ould also be deployed in choke points of the city like metro stations and major junctions in order to detect accidents,
namolic crowd behavior, terrorist sabotages etc. Though the aforementioned ideas are enamoring, the possibility of
aving such systems work in real world is constrained by two things. Firstly, the computational power of the processors
nd, secondly the complexity of the visual attention model. A simpler and more efficient model of visual attention
ould make these futuristic systems a reality and improve the quality of our lives.
. Illustration of Our Work
We have published two state-of-the-art biologically inspired visual saliency systems [2,3], which could be employed
or either eye gaze prediction or salient region detection. As it can be observed from Fig. 1, our saliency system
ighlights the players and supresses the background regions effectively. We hope to integrate our works into existing
obotic systems which could lead to a multitude of applications. In the context of the RobotDoC [4] project, we would
ike to investigate the suitability of visual saliency systems in the process of automatic learning. We have been able to
ealize from the literature survey carried out in [2,3] that visual attentional systems on humanoid robots are in a very
ascent stage with very limited capabilities. As a first step, we would like to deploy our saliency system on the iCub
latform and investigate its impact on its ability to improve the interaction process. In this context, we envisage to
odify our proposed methods which could help a humanoid robot in learning how and where to fix eye gaze which is
he first step in establishing a dialogue with an user. Further, we would like to employ reinforcement learning techniques
o learn important cues, which help re-weight the visual saliency map. These features would make a positive impact
n the cognitive capabilities of the robot and make them more user and interaction friendly. We would like to further
ntegrate emotion detection and recognition to our visual saliency systems, which will enable the robots to respond to
uman vibes. To realize this, we propose to integrate our saliency system with the emotion and motivation modelling
pproach proposed by Ziemke et al. [5]. This would enable the personalization of robots, which could be specific to
ach user with which it interacts.
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