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Abstract
Convolutional neural networks (CNNs) are widely used for classification problems.
However, they often require large amounts of computation and memory which
are not readily available in resource constrained systems. Pruning unimportant
parameters from CNNs to reduce these requirements has been a subject of intensive
research in recent years. However, novel approaches in pruning signals are some-
times difficult to compare against each other. We propose a taxonomy that classifies
pruning signals based on four mostly-orthogonal components of the signal. We
also empirically evaluate 396 pruning signals including existing ones, and new
signals constructed from the components of existing signals. We find that some of
our newly constructed signals outperform the best existing pruning signals.
1 Introduction
Deep neural networks (DNNs) offer great accuracy for many problems. But they require very large
amounts of computation and memory. These resources may not be available on mobile and embedded
devices, where much inference is performed. One way to reduce the resource requirements of trained
DNNs is to replace some of the values in weight tensors by zero. Three of the most important ways
to do this are: (1) Weight pruning: use a pruning signal (or saliency metric) to select weights that can
be pruned with little effect on accuracy of the DNN. (2) Penalty term: add an additional term to the
training objective function that penalizes non-zero weights. (3) Factorization: the weight tensors are
factorized into lower-dimensional matrices and vectors that approximate the original tensors.
We focus on weight pruning, and in particular on the pruning signal . Replacing values in the weight
tensors with zero usually (but not always) damages the accuracy of the output of the DNN. The
pruning signal is used to identify the weights that are least likely to degrade DNN accuracy. Weight
pruning can be performed at different levels of granularity from individual weights to large blocks
of the weight tensors. We focus in particular on pruning entire channels from convolution layers of
convolutional neural networks (CNNs). Channel pruning results in a smaller weight tensor that is
nonetheless dense, which allows existing dense DNN libraries and hardware accelerators to be used.
Many pruning signals have been proposed, from simply considering the value of each weight, to
complex methods that require running the DNN to compute activations and gradients. Each signal
has typically been presented within the context of a larger pruning algorithm, and as a result it is
difficult to isolate the effect of the signal as compared to other algorithmic design choices. In this
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paper, we evaluate different pruning signals with a single, canonical channel pruning algorithm for
CNNs. We make the following contributions.
• We propose a taxonomy that classifies pruning signals based on four mostly-orthogonal
components of the signal.
• We empirically evaluate 396 pruning signals including existing ones, and new signals
constructed from the components of existing signals. Some of our newly constructed
pruning signals outperform the best existing published schemes.
• We confirm that gradient-based approaches are usually better than using weight alone, but
we also find the non-obvious result that reduction and scaling schemes have a large impact.
• We show that the best pruning signals can be surprisingly effective without retraining, and
greatly reduce the number of required retraining iterations.
2 Taxonomy
c3
H
WW
H
c1W
H
c0
k
k
c0
k
k
c0
c1
Convolution Layer 1 Convolution Layer 2
k
k
k
k
c1
c1
c2
W
H
c2
Convolution Layer 3
k
k
k
k
c2
c2
c3
Figure 1: Convolution layers in a CNN with three layers in the feature extraction part of the CNN.
For the sake of brevity, some layers (such as ReLu, pooling or batch norms) are not illustrated.
We introduce some notation to facilitate the description and comparison of the different saliency
measures. We consider a CNN with loss function, L, and trained weights W . W denotes all the
weights (and biases) of the network vectorized. W˜ represents the vectorized parameters that results
from pruning. lCi denotes the ith convolution channel of the lth convolution layer of the CNN with i
in 0...lm− 1.
Table 1: Taxonomy of channel saliency measures. Each component of the columns can be paired with
any combination of components from the other columns to construct a channel saliency measure.
Base Input, X Pointwise Metric, f Reduction, R Scaling, L
weights, lWi x
∑
x∈X x 1
outputs, lAi dLdx
∑
x∈X |x| card(X)
−xdLdx
∣∣∣∑x∈X x∣∣∣ lm−1∑
j=0
|S˜(lCj)|
−xdLdx + x
2
2
d2L
dx
∑
x∈X(x)
2
√
lm−1∑
j=0
(S˜(lCj))2
x2
2
d2L
dx
(∑
x∈X x
)2
number of weights removed{
1, if x > 0
0, else
√∑
x∈X (x)
2
The saliency of a channel is given by Equation 1 with the choices of X , F , R and L given in Table
1. To keep the expression of the scaling factor, L, concise we introduce an extra notation S˜ with
S˜ : Rp → R, S˜(X) = R ◦ F (X) with p the cardinality of X. If the saliency is dependent on batches
of inputs, an average is used [23] [20] [6].
S(lCi) =
1
L
·R ◦ F (X) (1)
2
2.1 Classification of existing pruning signals
Table 2 summarises the channel saliency metrics that have been used for pruning convolution channels.
Table 2: Classification of existing pruning signals for convolution channels
Method
Base
Input,
X
Pointwise
Measure,
f(x)
After Reduction,
S˜(Ci)
Scaling, L
L1-norm of weights [19] lWi x
∑
x∈X |f(x)| 1
Min-Weight [20] lWi x
∑
x∈X f(x)
2 card(X)
APoZ [9] lAi
{
1, if x > 0
0, else
∑
x∈ f(x) card(X)
Fisher Information [23] lAi xdLdx
(∑
x∈X f(x)
)2
2
1st Order Taylor [20] lAi xdLdx
∣∣∣∑x∈X f(x)∣∣∣ card(X)
1st Order Taylor, w.
norm [20]
lAi x
dL
dx
∣∣∣∑x∈X f(x)∣∣∣
√
lm−1∑
j=0
(S˜(lCj))2
Average of gradient [18] lAi dLdx
∑
x∈X f(x) card(X)
L2 norm of activations
[6]
lAi x
√∑
x∈X f(x)2 1
2.2 Weights or output feature maps
Most pruning methods use information about the weights to determine their saliency. However, as
illustrated in Figure 1, the removal of an output channel from a convolution results in the removal of
a feature map. Hence, the saliency of a channel can also be regarded as how salient its outputs are [9]
[6] [1] [22], i.e, in Equation 1 X can be either the weight (lWi of shape lc×l k ×l k) or the outputs
(lAi of shape lheight×l width) of a channel lCi.
It is difficult to choose definitively between output features or weights. Most published saliency
metrics are presented using either the weights or the outputs despite being applicable to both. LeCun
et al. [15] and Hassibi and Stork [7] were originally defined using weights (as they were used to
prune individual weights), but work inspired from them Molchanov et al. [20] and Theis et al. [23]
use the outputs instead.
2.3 Pointwise saliency
The most common channel saliency measure is the L1-norm of its weights [19]. This saliency metric
has been used in conjunction with simple and more sophisticated pruning schemes. However the
core idea is that weights with smaller magnitudes are more likely to be less important to the network.
Hence the saliency of each weight is given by a function of its value. This notion is extended to
channels. Channel pruning heuristics are typically based the pointwise saliency of the channel’s
weights or outputs. To produce the set of saliencies used to construct the channel saliency from X , a
function F (X) is defined such that if p is the cardinality of the vector X , then F : Rp → Rp with
F (X) = FX and for j in 0...p− 1, FXj = f(xj), where FXj and xj are the jth element of FX and
X respectively. f, f : R→ R is the pointwise saliency measure.
2.3.1 Other value based saliency measures: APoZ
Similarly to how the value of the weights is used as a measure of how salient a weight is, values of
outputs can also be used [22] [6]. A coarser use of the value of outputs is used by Hu et al. [9] for
APoZ where the saliency of an output is either 1 or 0 based on its sign.
3
2.3.2 Gradient-based saliency measures and Taylor expansion
A simple gradient-based saliency heuristic is given by Liu and Wu [18] where the average of the
gradients of a parameter is used as its saliency. However, most gradient-based approaches are more
elaborate. They are based on a Taylor expansion to approximate the sensitivity of a parameter. The
sensitivity of a parameter is the change induced in the error of the network due to its removal[21].
A Taylor expansion is used to estimate the change in loss, L for the pruned weights W˜ using
information about the unpruned network. A second order Taylor expansion around the trained
weights W is given in Equation 2, where JL(W ) and HL(W ) are respectively the Jacobian and
Hessian of the loss function at trained parameters W . The equivalent saliency measure for a single
weight is −w dLdw + w
2
2
d2L
dw2 .
S(W˜ −W ) = L(W˜ )− L(W ) ≈ +JL(W )(W˜ −W ) + 1
2
(W˜ −W )THL(W )(W˜ −W ) (2)
2.4 First and/or second order terms of the Taylor Expansion
Multiple approximations of Equation 2 have been used to derive saliency measures. Molchanov et al.
[20] neglect the second order terms and simply use a first order expansion as a saliency measure, the
pointwise saliency is then simply −xdLdx . LeCun et al. [15] and Theis et al. [23] instead neglect the
term involving the first order derivative which results in a pointwise saliency of x
2
2
d2L
dx2 .
2.5 Approximations of the second order derivatives, Hessian
LeCun et al. [15] and Theis et al. [23] both assume that the Hessian is purely diagonal but use
different approximations for the second order derivatives. LeCun et al. [15] backpropagate the second
order derivatives assuming that the Hessian is diagonal for each layer and a Levenberg-Marquardt
approximation. Theis et al. [23] use the Fisher Information as the Hessian. OBD [15] has also been
extended to CNNs with the Hessian approximated by a method inspired from Bekas et al. [3] and
Dauphin et al. [4] by Molchanov et al. [20].
2.6 Reduction
Once the pointwise saliencies, F (X), are obtained, a reduction is used to obtain a channel saliency
measure from the pointwise saliency vector and is denoted R with R : Rp → R with p the cardinality
of the input of R.
If we go back to the example of the L1-norm of weights, the reduction from pointwise saliency to
channel saliency can be viewed as either a simple summation or an L1-norm depending on how the
pointwise saliency is posed. The L2 norm is another popular reduction method [8][6]. Other than
offering a more pessimistic estimation of a channel’s saliency, using the absolute values or the squares
of the value also change the optimisation target. Instead of choosing weights that cause the loss to be
minimised, weights that individually cause least change (positive or negative) in the loss are chosen.
The impact of the reduction method can be stretched further with a comparison of the pruning signal
given by Theis et al. [23] and Molchanov et al. [20] which use outputs with the same pointwise
saliency but obtain their channel saliencies using different reductions.
2.7 Scaling
If the L1-norm of the weights is used as a pruning signal, channels that have the same weight
distribution but higher number of parameters are more likely to have higher L1 norms. However,
there is a greater benefit from pruning larger channels. Therefore if two channels have similar impacts
on the CNN, one should favour pruning the larger channel. For better comparison of channels, a
scaling coefficient, 1L is introduced.
One solution is to scale the channel saliency using the cardinality of the set of its pointwise saliency
as used by Molchanov et al. [20] for both “min-weight” and their 1st-order Taylor expansion. This
nomalizes the result of the reduction so that channels with many weights are more likely to be
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pruned, leading to greater sparsity. Another solution is perform a layerwise normalisation to scale the
magnitudes of saliencies across layers [20].
3 Experimental setup
3.1 Pruning scheme
We want to evaluate the impact of solely changing the channel saliency measure, so we therefore
embed the different pruning signals within two canonical pruning algorithms. Our pruning algorithms
always start with a fully-trained CNN. In our first algorithm, we iteratively prune the “globally” least
salient channel from any convolution layer of the network. We perform additional retraining steps if
the train accuracy falls below a threshold until either (a) the maximum number of retraining steps
per pruning iteration is attained or (b) the train accuracy has recovered to its target level, and finally
measure the test accuracy. The iterative pruning process is stopped when the test accuracy is too
degraded. In our second algorithm we iteratively prune the least salient channel without retraining.
3.2 Models and datasets
We test the saliency measures on LeNet-5[14], CIFAR-10, NIN[17], AlexNet[13], and
SqueezeNet[10]. The networks are trained from scratch with Caffe [11] using the original train set
of the CIFAR-10 dataset[12]. Their final accuracies are given in Table 6.
As the CIFAR-10 dataset does not inherently contain an evaluation set, we split the images of the
original train set into two disjoint sets to obtain an evaluation set and a retraining set. The evaluation,
train, and test sets are respectively used only for evaluating saliencies, retraining, and testing accuracy.
3.3 Approximation of the Hessian
We use two approaches to approximate the diagonal of the Hessian. The first approximation propa-
gates, d
2L
dx2 app.1
, the second order derivatives assuming that the Hessian of each layer is diagonal, in a
similar way to [15] but without a Levenberg-Marquardt approximation. The diagonal terms of the
Gauss-Newton Matrix are used as the second approximation, d
2L
dx2 app.2
.
4 Results
4.1 Exploring the design space of pruning signals
Our taxonomy classifies each pruning signal according to four characteristics: base input, pointwise
metric, reduction and scaling. Existing published methods constitute a very small subset of the
design space of signals in our taxonomy. The four characteristics are mostly orthogonal, and we can
construct new signals by combining choices from each category. We constructed 396 such signals,
including existing published methods (see Table 2) and new ones, the results of pruning using these
signals are shown in Figure 2
Table 3 shows the signal that was most effective at pruning each CNN. In each case the best signal
is different, but they share similar characteristics. Second order Taylor expansion using activations
are very effective. The best observed signal for AlexNet and LeNet-5 are almost identical (under
the Gauss-Newton approximation d
2L
dw2 ≈
(
dL
dw
)2
). It is notable that in all cases the best performing
signals were new combinations of components rather than existing published signals.
4.2 Base input information to the pruning signal
Different saliency measures need different amounts of information and effort to implement. We
identified three categories of saliency measures: weight only, output feature map only, and gradients-
based. These three categories use information that are available during different phases of the network:
(1) static values of the trained weights; (2) the output feature maps from running the CNN on real
data; and (3) the loss function from running the CNN on labelled data.
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(a) Top-1 test accuracy vs sparsity in convolution layers without retraining
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(b) Top-1 test accuracy vs sparsity in convolution layers with retraining
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(c) Number of retraining steps required vs sparsity in convolution layers with retraining
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Figure 2: Pruning results for SqueezeNet with pareto optimal points of top-1 test accuracy and
sparsity in convolution layers.
Table 4 shows the best attainable sparsity levels using weight, output feature map, and gradient-based
methods. Static weight-based methods can be surprisingly effective. However, to achieve the best
sparsity ratios it is necessary to run the network with labelled data and compute the loss and gradients.
We observe that some weight-only-based saliency metrics regularly outperform other weight-only-
based metrics, most notably those using
∑
x∈X(x)
2 as reduction provide the best pruning choices.
The choice of a scaling, on the other hand, seems to depend on the network. We find that on average
the use of the summation of the weights squared with a layerwise L2 normalisation, S(lCi) =
1√√√√lm−1∑
j=0
(
∑
w∈lWj (w
2))2
∑
w∈lWi(w
2), gives good results.
4.3 Pointwise metric: Second order Taylor expansion and its approximations
Several papers neglect the first order terms when constructing a pruning signal based a second
order Taylor expansion [15] [7] [23]. The justification is that training brings the network to a local
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Table 3: Summary of maximum achievable sparsity in convolution layers for a maximum drop in
initial test accuracy of 1%.
Network
Parameters
Sparsity
Pruning Signal
Initial Afterpruning S˜(
lCi) Scaling
LeNet-
5 26.6K 3.1K 88.1%
∑
w∈lWi
w2
2
d2L
dw2 app.2
√
lm−1∑
j=0
(S˜(lCj))2
CIFAR10 79.3K 48K 39.5%
(∑
a∈lAi −adLda + a
2
2
d2L
da2 app.1
)2
1
NIN 967K 467K 51.7%
∑
a∈lAi
(
−adLda + a
2
2
d2L
da2 app.1
)2 number of
weights removed
AlexNet 3.7M 340K 90.8%
∑
w∈lWi
(
−w dLdw
)2 √lm−1∑
j=0
(S˜(lCj))2
Squeeze-
Net 1.2M 66.7K 94.6%
(∑
a∈lAi −adLda + a
2
2
d2L
da2 app.1
)2
1
Network Weights Outputs Gradient
Based Based Based
LeNet-5 76.7% 69.9% 88.1%
CIFAR10 34.6% 38.0% 39.5%
NIN 37.6% 28.0% 51.7%
AlexNet 85.9% 79.5% 90.8%
SqueezeNet 90.9% 91.5% 94.6%
Table 4: Summary of maximum achiev-
able sparsity in convolution layers for
each category of pointwise saliency mea-
sure for a maximum drop in initial test
accuracy of 1%.
minimum where the gradients are zero, and therefore the first order term is zero. Depending on the
approximation that is used for the second order terms we observe that including the first order terms
significantly improves results and provides the best saliency metric for some networks. Empirically,
zero gradients are rarely observed for CNNs, hence the first order terms cannot be safely neglected.
We found that on average the use of S(lCi) =
∣∣∣∑a∈lAi −adLda + a22 d2Lda2 app.1∣∣∣ consistently give good
results.
We also note that in most cases the use of d
2L
dx2 app.1
to approximate the Hessian yields better results.
This approximation is particularly effective for shallower network and with less discernible improve-
ment on deeper networks probably due to the assumption that layerwise Hessians are diagonal.
Future work will investigate whether including more terms from the Hessian [5] or the full Hessian [7]
(or even other methods of including dependance between parameters [2] [16]) significantly improves
the pruning signal.
4.4 Reduction and scaling methods
Once we have computed the saliencies of each weight or output belonging to a channel, we reduce
these saliences down to a single value. There are two major classes of these reduction functions:
summation of the raw saliency values, or summation of absolute saliencies. Summing the raw values
causes individual positive and negative values to cancel, and may yield a positive or negative sum.
Figure 3 shows that a mixture of positive and negative channel values yields a ranking of channels
that poorly reflects the effect of pruning each channel, and should not be used. All our other reduction
methods make the pointwise saliencies or their sum positive using the absolute value or square. On
average the sum of squares performs a little better than the others, but none is consistently bad.
4.5 Pruning without retraining
Retraining recovers accuracy after pruning and by doing so allows more weights to be pruned away.
However, pruning with a good saliency measure can also result in good sparsity levels (see 6). Being
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Table 5: Best weight-only based saliency that produces highest sparisty in convolution layers for a
maximum drop in initial test accuracy of 1%.
Network Best weight only based saliency
Sparsity given by
best weight only
based saliency
Sparsity given by∑
w∈lWi(w
2) and
layerwise L2 normReduction Scaling
LeNet-5
∑
w∈lWi(w)
2
lm−1∑
j=0
∣∣∣S˜(lCj)∣∣∣ 76.7% 74.2%
CIFAR10
∑
w∈lWi(w)
2 card(lWi) 34.6% 20.2%
NIN
∑
w∈lWi(w)
2
√
lm−1∑
j=0
(S˜(lCj))2 37.6% 37.6%
AlexNet
∑
w∈lWi(w)
2 1 85.9% 79.6%
SqueezeNet
∑
w∈lWi(w)
2 1 90.9% 89.5%
Figure 3: Distribution of improvement in sparsity by replacing the reduction method from a summa-
tion to other reductions for different pruning signals. The mean values are indicated with markers.
able to prune a network without retraining can be beneficial to pruning schemes that prune multiple
channels at a time.
Figure 4 shows only the pruning signals that resulted in good sparsity ratios. Despite having similar
sparsity ratios (between ∼ 90%− ∼ 95%) after retraining, they required different number of
retraining steps. The pruning signals that performed well without retraining required less retraining
steps when retraining is added to the experiment.
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consumed in experiment with retrain-
ing against sparsity achieved without
retraining. Only pruning signals that
were able to achieve at least 89.6% spar-
sity after retraining are shown.
5 Conclusion
We propose a taxonomy of saliency metrics for pruning channels in CNNs using four components:
base input, pointwise metric, reduction and scaling. When existing pruning signals are placed within
the taxonomy, it becomes clear that there are many combinations of the four categories that have
not previously been evaluated. We study 396 pruning signals including existing and ones and find
that each of the best signals for the five CNNs we evaluate is a new combination of features. We
confirm that gradient-based methods outperform purely weight-based approaches. Contrary to some
previously published work [15], we show that assuming that training has reached a local minimum
and that it is therefore safe to assume that gradients are zero does not yield the best pruning signals.
Reduction and scaling methods can have a remarkably large effect on the quality of pruning signals,
but the effect can be data dependent, although using L2 norm reduction is generally good. Finally,
we show that the best pruning signals can be surprisingly effective without retraining, and greatly
reduce the number of required retraining iterations with retraining.
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Network Sparsity withoutretraining
Sparsity with
retraining
LeNet-5 20.0% 88.1%
CIFAR10 22.3% 39.5%
NIN 27.1% 51.7%
AlexNet 65.4% 90.8%
SqueezeNet 69.3% 94.6%
Table 6: Summary of maximum test accuracy
and maximum sparsity in convolution layers
with and without retraining for a maximum
drop in initial test accuracy of 1%.
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