3 ) ) , a n d A 3 ( 1 2 , and T /S− > 0, respectively, where T denotes the actual data sample size and S is the length of the simulated sample). For the case where S = T , we set l1 = 2, l2 = 5 and l3 = 10. For all other cases, where S = aT , say, we set li equal to "a" times the corresponding value of li when S = T . All statistics are based on use of 20 uniformly distributed values for u across the range of the actual data; and bootstrap empirical distributions are constructed using 100 bootstrap replications. In addition to test statistics and critical values, various summary statistics constructed using the simulated data are given in the remaining columns of the table, for simulated output growth. Corresponding values based on the actual data (70 annual U.S. per capita output growth observations for the period 1933-2002) are: %<0 = 21.3; min = -0.128; max = 0.158; and stderr = 0.044. We illustrate that the test has power against unreasonable alternatives in Part II. Under the benchmark scenario (Sim1), the errors driving the model are assumed to follow Student's t distributions with unit variance, while under the alternatives, the errors are normally distributed (with variances 0.039 and 0.077 in Sim2 -see Christiano (1988) -and with variances estimated as discussed above in Sim3). See above for further details. 
