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Abstract. The Euler gamma function is closely connected with the theory of zeta-functions. We
prove a new inequality for the modulus of the ratio of two complex gamma functions   .s/=  .2 
s/, arising in problems of the size of Selberg zeta-functions at places symmetric with respect to
the critical line. This inequality, used together with technics of estimation, allows us in a different
way re-prove and extend the result of R. Garunksˇtis and A. Grigutis for the modified Selberg
zeta-function.
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1. INTRODUCTION
The Euler gamma function is closely connected with zeta-functions, and its prop-
erties are of great importance to the theory of zeta-functions and applications. E.g.,
the Riemann zeta-function satisfies the well-known functional equation [3]
.s/D 2ss 1 sin s
2
  .1  s/.1  s/; (1.1)
the Selberg zeta-function associated with the modular group PSL.2;Z/ satisfies the
functional equation [4]
ZPSL.2;Z/.s/DZPSL.2;Z/.1  s/ .2s/
.2.1  s//
  .2s/
  .2.1  s//.2/
1 2s
 exp
 

3
Z s 1=2
0
v tanvdv  
2
Z s 1=2
0
dv
cosv
  4
3
p
3
Z s 1=2
0
cosv=3
cosv
dv
!
:
It is known [1] that
j.1  s/j> j.s/j; (1.2)
where s D C i t , is true for  > 1=2 and t > 6:8 except where .s/D 0 (note that,
if the inequality is valid without exceptions, then the Riemann hypothesis is true and
vice versa).
c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In [2] R. Garunksˇtis and A. Grigutis have proved a similar theorem for the modified
Selberg zeta-function
W.s/DZPSL.2;Z/.s/=.2s/: (1.3)
Theorem 1 (R. Garunksˇtis and A. Grigutis). If 1=2 <  < 1 and t > 6:053, then
jW.1  s/j> jW.s/j: (1.4)
In the proof of the theorem R. Garunksˇtis and A. Grigutis established and used two
lemmas for ratios of complex gamma functions [2].
Lemma 1 (R. Garunksˇtis and A. Grigutis). For t 2 R the following inequality
holds: ˇˇˇˇ
  .2C i t/
  .i t/
ˇˇˇˇ
<
ˇˇˇˇ
ˇ
p
2
2
C i t
ˇˇˇˇ
ˇ
2
: (1.5)
Lemma 2 (R. Garunksˇtis and A. Grigutis). For 1=2 <  < 1 and t 2 R the follow-
ing inequality holds: ˇˇˇˇ
  .2s/
  .2.1  s//
ˇˇˇˇ
6
ˇˇˇˇ
ˇ2s 2 
p
2
2
ˇˇˇˇ
ˇ
4. 1=2/
: (1.6)
However, in order to obtain more subtle results, the following lemma has to be
proved.
Lemma 3. Let s D C i t . For 1 <  < 2 we haveˇˇˇˇ
  .s/
  .2  s/
ˇˇˇˇ
6 jsj2. 1/: (1.7)
We can prove this statement using the theorem of Phragme´n and Lindelo¨f.
Theorem 2 (Phragme´n-Lindelo¨f). Let f .´/ be analytic in the strip
S.˛;ˇ/D f´j´D xC iy;˛ < x < ˇg : (1.8)
Let us assume jf .´/j6 1 on the boundaries x D ˛ and x D ˇ, and moreover
jf .´/j< Ceekjyj
for some C > 0 and 0 < k < 
ˇ ˛ . Then jf .´/j6 1 throughout the strip S.˛;ˇ/.
Proof. See Rademacher [5] for the proof. 
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2. PROOF OF LEMMA 3
Proof. Let s D 2 w,  D 2 . Then the statement of the theorem is equivalent
to ˇˇˇˇ
  .2 w/
  .w/
ˇˇˇˇ
6 j2 wj2.1 /; (2.1)
here 0 <  < 1. Let us denote
f .w/D   .2 w/
  .w/.2 w/2.1 / : (2.2)
First consider the left boundary D 0, w D i t . We obtain
f .w/D   .2C i t/
  . i t/.2C i t/2 : (2.3)
Hence, since   .´/D   .´/,
jf .w/j D j  .2C i t/jj  .it/jj2C i t j2 D
j.1C i t/.i t/j
4C t2 D
D
p
t4C t2
t2C4 D
s
t4C t2
t4C8t2C16;
(2.4)
yielding us jf .w/j< 1.
Now consider the right boundary D 1, w D 1  i t . We obtain
f .w/D   .1C i t/
  .1  i t/ : (2.5)
Hence,
jf .w/j D j  .1C i t/jj  .1  i t/j D 1 : (2.6)
Next, let us consider the modulus of the function f .w/. Since j  .´/j 6   .<´/
and   .2 /D   ./6 1, we obtain
jf .w/j D j  .2 w/jj  .w/jj2 wj2.1 / 6
  .2 /
..2 /2C t2/.1 /
ˇˇˇˇ
1
  .w/
ˇˇˇˇ
6
ˇˇˇˇ
1
  .w/
ˇˇˇˇ
: (2.7)
It is known [5], that if t is sufficiently large (i.e. jt j > 1), then the reciprocal gamma
function
1
  .w/
DO.e 2 jt jjt j 12 /: (2.8)
Since the reciprocal gamma function is an entire function, it is bounded in every
compact subset of the complex plane (in particular, for 0 6  6 1 and 0 6 t 6 1 the
modulus of the reciprocal gamma function j1=  .w/j6 2).
Thus, jf .w/j DO.eejtj/ for t 2 R, which yields us the statement of Lemma 3. 
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3. THEOREM FOR THE MODIFIED SELBERG ZETA-FUNCTION
The inequality (1.7) of Lemma 3, used together with technics of estimation, allows
us (see Theorem 3) in a different way re-prove and extend the result of R. Garunksˇtis
and A. Grigutis for the modified Selberg zeta-function (cf. Theorem 1).
Theorem 3. For 1=2 <  < 1 and t 2 Œ0; t1/[ .t2;1/ we have
jW.1  s/j> jW.s/j: (3.1)
Here t1 D 1:740440::: and t2 D 6:088036::: are the roots of the function
L1.t/D log
 
1C t2
 coshlog
 
2sinh t
6
! : (3.2)
By the definition of the modified Selberg zeta-function (1.3) and Lemma 3 we
have ˇˇˇˇ
W.s/
W.1  s/
ˇˇˇˇ
D
ˇˇˇˇ
  .2s/
  .2.1  s//.2/
1 2seQ.s/
ˇˇˇˇ
6
 j2sj2
2
2 1
e<.Q.s//; (3.3)
here
Q.s/D
Z s 1=2
0

3
v tanv  
2cosv
  4
3
p
3
cosv=3
cosv
dv: (3.4)
Integral (3.4) can be evaluated using triangular contour with vertices atA.0;0/,B. 
1=2; t/ and C.  1=2;0/: RAC CRCBCRBA D 0. Hence,
<.Q.s//„ ƒ‚ …
<RAB
D I1./„ƒ‚…R
AC
CR.; t/„ƒ‚…
<RCB
: (3.5)
Here
I1./D
Z  1=2
0

3
 tan   
2cos
  4
3
p
3
cos=3
cos
d (3.6)
and
R.; t/D<
8<:
Z t
0
i
3
 
   1
2
C i
cot
 

 
   1
2
C i  
i
2
C 4i
3
p
3
cos
 

3
 
   1
2
C i
cos
 

 
   1
2
C i d
9=; :
(3.7)
Let us denote
L.; t/D .2  1/ log 
2C t2
=2
CI1./CR.; t/: (3.8)
Hence (cf. (3.3) and (3.5)),
log
ˇˇˇˇ
W.s/
W.1  s/
ˇˇˇˇ
6 L.; t/: (3.9)
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Calculating function I1./ (3.6), we obtain
I1./D
Z  1=2
0

3
 tan   
2cos
  4
3
p
3
cos=3
cos
d D
D  1
6
Cl2.2/  2  1
6
log2  2  1
6
logsin 
 1
2
log tan

2
C 2
3
log
 p
3
2
cot

3
  1
2
!
:
(3.10)
Here Cl2.x/ is the Clausen function of order 2,
Cl2.x/D 
Z x
0
log
ˇˇˇˇ
2sin
t
2
ˇˇˇˇ
dt: (3.11)
Noticing that (cf. (3.7))
<

i.  1=2C i/
cot..  1=2C i//

D  sin2C .1=2 /sinh2
cosh2   cos2 ; (3.12)
<

i=2
cos. .  1=2C i//

D cos sinh
cosh2   cos2 (3.13)
and
<
(
i cos
 

3
 
   1
2
C i
cos
 

 
   1
2
C i
)
D cos
 
2
3
C 
6

sinh 4
3
C cos 4
3
  
6

sinh 2
3
cosh2   cos2 :
(3.14)
we calculate function R.; t/ (3.7), obtaining
R.; t/D 
3
sin2
Z t
0

cosh2   cos2 d„ ƒ‚ …
DI2.;t/
C
C 
3

1
2
 
Z t
0
sinh2
cosh2   cos2 d„ ƒ‚ …
DI3.;t/
C
C cos
Z t
0
 sinh
cosh2   cos2 d„ ƒ‚ …
DI4.;t/
C
C  4
3
p
3
Z t
0
cos
 
2
3
C 
6

sinh 4
3
C cos 4
3
  
6

sinh 2
3
cosh2   cos2 d„ ƒ‚ …
DI5.;t/
:
(3.15)
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Note that R.; t/ is even function by t , thus, it suffices to consider non-negative t
values. Calculating summands of the function R.; t/ (3.15), we obtain
I2.; t/D 
3
sin2
Z t
0

cosh2   cos2 d; (3.16)
I3.; t/D 2  1
12
log.cosh2t   cos2/C
C2  1
6
logsinC 2  1
12
log2;
(3.17)
I4.; t/D 1
2
log tan

2
  1
4
log
cosht   cos
coshtC cos ; (3.18)
I5.; t/D 2
3
log
 p
3
2
cot

3
  1
2
!
 
 1
3
log
cosh 2t
3
  cos 2
3
cosh 2t
3
  cos 2. 1/
3
:
(3.19)
Expressions (3.16)-(3.19) allow us to calculate function L.; t/ (3.8),
L.; t/D .2  1/ log

2

.2C t2/

  .2  1/ log2
12
 
  1
6
Cl2.2/C 
3
sin2
Z t
0

cosh2   cos2 d 
  2  1
12
log.cosh2t   cos2/C 1
4
log
coshtC cos
cosht   cos C
C 1
3
log
cosh 2t
3
  cos 2. 1/
3
cosh 2t
3
  cos 2
3
:
(3.20)
Next we will establish several auxiliary lemmas concerning the behaviour of the func-
tion L.; t/.
4. THE DERIVATIVES OF THE FUNCTION L.; t/
Lemma 4. For 1=2 <  < 1 and fixed 1=2 6 t <1 the function L.; t/ (3.20) is
convex by  .
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Proof. Let us calculate partial derivatives of the function L.; t/ with respect to
the variable  ,
L
0
 .; t/D 2 log
2C t2
=2„ ƒ‚ …
DF1.;t/
C 2.2  1/
2C t2„ ƒ‚ …
DF2.;t/
C t
3
sinh2t
cosh2t   cos2„ ƒ‚ …
DF3.;t/
C
C 
6
.2  1/  sin2
cosh2t   cos2„ ƒ‚ …
DF4.;t/
C   sin cosht
cosh2t   cos2„ ƒ‚ …
DF5.;t/
C
C 
3
p
3
1 2cosh 2t
3
cos
 
2
3
  
3

cosh 2t
3
  cos 2. 1/
3
 
cosh 2t
3
  cos 2
3
„ ƒ‚ …
DF6.;t/
:
(4.1)
L
00
 .; t/D
12  2
2C t2  
42.2  1/
.2C t2/2 C
C  
3
sin2C.2  1/cos2C3 cos cosht
cosh2t   cos2„ ƒ‚ …
DG1.;t/
C
C 
2
3
sin2
.2  1/sin2C6sin coshtC2t sinh2t
.cosh2t   cos2/2„ ƒ‚ …
DG2.;t/
C
C 2
2
9
p
3
sin
 
2
3
  
3

cosh 2t
3
  cos 2. 1/
3
2  
cosh 2t
3
  cos 2
3
2„ ƒ‚ …
DG3.;t/



2cos

2
3
  
3

  cosh 2t
3

7
2
C cos

4
3
  2
3

C2cosh3 2t
3

„ ƒ‚ …
DG4.;t/
:
(4.2)
First consider the interval 1=26 t 6 2. Let us give a lower bounds of the functions
Gk.; t/, which are defined in (4.2). Denote
v1.; t/D cosh2t   cos2;
u1.; t/D sin2C.2  1/cos2C3 cos cosht:
Note that v1.; t/ is positive for t 2 R and 1=2 <  < 1. Next, u1.; t/ is negative for
t 2R and 1=2<  6 3=4. For 3=4<  < 1, we have 0< cos2 < 1 and cos < 0.
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Hence,
u1.; t/6 sin2C.2  1/C3 cos„ ƒ‚ …
Dw1./
:
The function w1./ is convex, because
w
00
1./D 42 sin2„ ƒ‚ …
60
 33 cos„ƒ‚…
60
> 0;
for 3=4 <  < 1. With w1.3=4/ < 0 and w1.1/ < 0 it yields us u1.; t/ < 0 for t 2 R
and 1=2 <  < 1. Thus,
G1.; t/D 
3
u1.; t/
v1.; t/
> 0 (4.3)
for t 2 R and 1=2 <  < 1.
The function
G2.; t/ >
22
 3
.3C2t sinht/cosht
.cosh2t  1/2„ ƒ‚ …
Du2.t/ increasing
> u2.1=2/ > "D 0:8; (4.4)
for t > 1=2 and 1=2 <  < 1.
The function G3.; t/ is positive for 1=2 <  < 1.
Next let us show that G4.; t/ is increasing by  and by t . Indeed, consider the
derivatives
.G4/
0
 D 
4
3
sin

2
3
  
3

C 4
3
cosh
2t
3
sin

4
3
  2
3

D
D 4
3
sin

2
3
  
3

„ ƒ‚ …
>0
0BBB@2cos

2
3
  
3

„ ƒ‚ …
2.1;2/
cosh
2t
3„ ƒ‚ …
>1
 1
1CCCA> 0:
.G4/
0
t D
2
3
sinh
2t
3

6cosh2
2t
3
 

7
2
C cos

4
3
  2
3

> 0
for t > 0. Thus G4.; t/>G4.1=2;1=2/ > 0. Hence,
L
00
 .; t/>
12  2
2C t2  
42.2  1/
.2C t2/2  0:8„ ƒ‚ …
DB.;t/
:
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Note that the function B.; t/ is decreasing by t . Consider
B 0t .; t/D .12  2/
 2t
.2C t2/2 C .8
3 42/ 4t
.2C t2/3 D
D 4t
.2C t2/3
0@.2  3/„ ƒ‚ …
<0
2  .6  1/t2
1A< 0
for t > 0. Thus, B.; t/> B.;2/D B2./ and
B2./D 12  2
2C4  
42.2  1/
.2C4/2  0:8D 4
3.1 0:2/C .12  1:12 5:2/
.2C4/2 > 0
for 1=2 <  < 1, yielding us the statement of the lemma for 1=26 t 6 2.
Next consider the interval t > C . Let C D
r
1
2
C
q
11
12
D 1:20724: : : . Let us
consider the second partial derivative L
00
 (4.2). We have shown that the function
G1.; t/ (4.3) and the product G3.; t/G4.; t/ are positive for t > 0. Hence, using
(4.4), we obtain
L
00
 .; t/>
12  2
2C t2  
42.2  1/
.2C t2/2  
2
6
.3C2t sinht/cosht
sinh4t„ ƒ‚ …
DD.;t/
:
Let us show that D.; t/ is increasing by  . Indeed, consider the derivative
D0 .; t/D 4
P.; t/
.2C t2/3 ;
here
P.; t/D 4 3 6t22C3t2C3t4:
For 1=2 <  < 1 the polynomial P.; t/ is concave by  , because the second deriv-
ative
P
00
 D 122 6  12t2 < 0:
The function is nonnegative at the endpoints of the interval,
P.1=2; t/D 3t4 3=16> 0
for t > 1=2, and
P.1; t/D 3t4 3t2 2> 0
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for t > C . Hence, P.; t/ > 0 and D0 .; t/ > 0 for t > C , yielding us D.; t/ >
D.1=2; t/. Consider
D.1=2; t/D 4
t2C1=4  
2
6
.3C2t sinht/cosht
sinh4t
D
D 4
t2
1
1C1=.4t2/  
42
3
te 2t .1C3e
 t=t   e 2t /.1C e 2t /
.1  e 2t /4 >
>4H
t2
 4Ate 2t D 4
t2
.H  At3e 2t /„ ƒ‚ …
DE.t/
:
Here
H D 1
1C1=.4C 2/ D 0:854: : : ; AD
2
3
.1C3e C =C /.1C e 2C /
.1  e 2C /4 D 3:483: : : :
The function E.t/ is increasing for t > C and E.C/ is positive, yielding us the
statement of the lemma. 
Lemma 5. For 1=2 <  < 1, the derivative L0t .; t/
(1) is positive for t 2 .0;3:53,
(2) is negative for t 2 Œ3:77;1/.
Proof. Let us calculate the first partial derivative
L
0
t .; t/D .2  1/
2t
2C t2„ ƒ‚ …
DN1.;t/
C 
3
t sin2
cosh2t   cos2„ ƒ‚ …
DN2.;t/
C
C 
6
.2  1/  sinh2t
cosh2t   cos2„ ƒ‚ …
DN3.;t/
C   cos sinht
cosh2t   cos2„ ƒ‚ …
DN4.;t/
C
C 2
9
sinh 2t
3

cos 2. 1/
3
  cos 2
3


cosh 2t
3
  cos 2. 1/
3
 
cosh 2t
3
  cos 2
3
„ ƒ‚ …
DN5.;t/
:
(4.5)
Estimating functions in (4.5) we obtain N5.; t/ > 0, N1.; t/ > 0. Now let us show
that N2.; t/CN3.; t/CN4.; t/ > 0. It is sufficient to prove that
1
3
t sin2   2  1
6
sinh2t   cos sinht„ ƒ‚ …
DN.;t/
> 0:
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Consider the derivative
N
0
t .; t/D
1
3
sin2   2  1
3
 cosh2t   cos cosht D
D  1
3
.2.2  1/cosh2tC3 cos cosht   .sin2C .2  1///:
The positive root of the quadratic equation
r./D  3 cosC
p
92 cos2C8.2  1/sin2C82.2  1/2
4.2  1/ :
For 1=2 <  < 1,
3Cp17
4
< r./ <
3
4
:
For 0 < t 6 0:37
1 < cosh2t 6 1:755 < 3C
p
17
4
:
Hence, N
0
t .; t/ > 0 and N.; t/ > N.;0/ D 0, yielding us the statement of the
lemma for t 2 .0;0:37.
Consider the first partial derivative in the interval t 2 Œ0:37;3:53,
L
0
t .; t/D .2  1/
2t
2C t2 C

3
cos.2t sin  3sinht/
cosh2t   cos2„ ƒ‚ …
DH2.;t/
C
C 
6
.2  1/  sinh2t
cosh2t   cos2„ ƒ‚ …
DH3.;t/
C
C 2
9
sinh 2t
3

cos 2. 1/
3
  cos 2
3


cosh 2t
3
  cos 2. 1/
3
 
cosh 2t
3
  cos 2
3
„ ƒ‚ …
DH4.;t/
:
(4.6)
Estimating H2.; t/ and H4.; t/ we obtain H2.; t/ > 0 and H4.; t/ > 0 for 1=2 <
 < 1. Thus,
L
0
t .; t/ >.2  1/
2t
2C t2 C

6
.2  1/  sinh2t
cosh2t   cos2 >
>.2  1/

2t
2C t2  

6
sinh2t
cosh2t  1

D
D.2  1/

2t
2C t2  

6
cotht

„ ƒ‚ …
DM.;t/
:
126 I. BELOVAS AND L. SAKALAUSKAS
The function M.; t/ is decreasing by  , hence
M.; t/> 2t
1C t2  

6
cotht > 2t
1C t2  

6
Ak„ ƒ‚ …
DMk.t/
:
Here
Ak D
(
coth0:37 for 0:376 t < 2:77;
coth2:77 for 2:776 t 6 3:53:
Now
M 0k.t/D 2
1  t2
.1C t2/2 :
For 0:37 6 t < 2:77 the function M1.t/ increases in the interval .0:37;1/ and
decreases in the interval .1;2:77/. At endpoints the function is positive,M1.0:37/> 0
and M1.2:77/ > 0.
For 2:77 6 t 6 3:53 the function M2.t/ decreases. At the endpoint the function
is positive, M2.3:53/ > 0, yielding us the statement of the lemma for the interval
0:376 t 6 3:53.
Estimating functions Nk.; t/ in (4.5) for t > 3:77 we obtain (note that N2.; t/ <
0)
L
0
t .; t/ <
2t.2  1/
2C t2  
.2  1/
6
   cos
2sinht
C 2
3
p
3
coth t
3
sin
 
2
3
  
3

cosh 2t
3
  cos 2
3
<
<.2  1/
0BBBB@ 2t2C t2 C
 
 
6
C 
2
4sinht
C 2
2
9
p
3
coth t
3
cosh 2t
3
  1
2
!
„ ƒ‚ …
D.t/
1CCCCA
„ ƒ‚ …
DK.;t/
:
Consider the derivative of the function .t/
0.t/D 
3
 4
cosht
sinh2t„ ƒ‚ …
<0
C 2
3
27
p
3
sinh 2 t
3
 
cosh 2t
3
  1
2
C2coth t
3
sinh 2t
3 
cosh 2t
3
  1
2
2„ ƒ‚ …
<0
:
Hence,
K
0
t .; t/D .2  1/
0BB@2.2  t2/.2C t2/2„ ƒ‚ …
<0
C 0.t/„ƒ‚…
<0
1CCA< 0
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the function K.; t/ is decreasing by t and K.; t/ 6K.;3:77/ < 0, yielding us the
statement of the lemma. 
5. AUXILIARY LEMMAS
Let us denote
L1.t/D L.1; t/: (5.1)
Lemma 6. The function L1.t/
(1) is negative for t 2 .0; t1/[ .t2;1/,
(2) is positive for .t1; t2/,
(3) has unique maximum point at t 2 .t1; t2/.
Here t1 D 1:740440::: and t2 D 6:088036::: are the roots of the function.
Proof. By (5.1) and (3.20) we obtain
L1.t/D log

2

.1C t2/

  log2
12
  1
12
log.cosh2t  1/C
C1
4
log
cosht  1
coshtC1C
1
3
log
cosh 2t
3
 1
cosh 2t
3
  1
2
D
D log
 
1C t2

sinh t
6
sinh2 t
6
C  1
2
2
!
D log
 
1C t2
 coshlog
 
2sinh t
6
! :
(5.2)
Note that
lim
t!0CL1.t/D 1; limt!C1L1.t/D 1: (5.3)
Next, L1.t/D 0 iff
cosh log

2sinh
t
6

„ ƒ‚ …
>1
D 1C t
2

: (5.4)
Hence, there are no zeros in the interval .0; t0/. The function L1.t/ is negative in the
interval (cf. (5.3)). Here t0 D
p
  1D 1:463418:::. By (5.2),
L1.t/D log
0B@ 2

.1C t2/e t6 1
1C e 
2t
3
1 e t3
1CAD
D log 2

C log.1C t2/  t
6„ ƒ‚ …
D	1.t/
C log

1  1
e
2t
3   e t3 C1

„ ƒ‚ …
D	2.t/
:
(5.5)
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The function 	1.t/ is concave for t > 1. Indeed, consider the second derivative,
	
00
1 .t/D 2
1  t2
.1C t2/2 < 0: (5.6)
Next, consider the second derivative of 	2.t/,
	
00
2 .t/D
 2e 2t3
9

e
2t
3   e t3 C1
2
e
t
3  1
2 4e 2t3  7e t3 C4„ ƒ‚ …
>0
< 0: (5.7)
Combining (5.6) and (5.7) we obtain, that the function L1.t/ is concave for t >
1. Thus, the concave function on an open set takes negative, then positive (e.g.
L1..6=/ log3/ > 0), then again negative values (cf. (5.3)). Hence, it has unique
positive maximum in the interval .t1; t2/. Here t1 and t2 are the roots of the func-
tion L1.t/. The values of the roots we obtain numerically with any sufficient accur-
acy. 
Next, let us denote
L0./D L.;0/: (5.8)
Lemma 7. For 1=2 <  < 1, the function L0./ is negative.
Proof. By (3.8) and (3.15) we have
L0./D .2  1/ log 2

2CI1./:
Calculating the derivative of the function (cf. (3.10)) we obtain
L00./D 2 log
2

2C 2  2
„ ƒ‚ …
DQ1./
C 
6
.2  1/cotC  
2sin„ ƒ‚ …
DQ2./
C
C 4
3
p
3
1
1 2cos 2
3
  
3
C2„ ƒ‚ …
DQ3./
:
(5.9)
Let us estimateQk./ functions from above. For 1=2 <  < 1 the functionQ1./ is
negative since the derivative
Q01./D
4

C 2
2
> 0
and Q1.1/ < 0.
For 1=2 <  < 1 the function
Q2./D  
6sin„ ƒ‚ …
<0
..2  1/cosC3/„ ƒ‚ …
Dq2./
:
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The derivative
q02./D 2cos   .2  1/ sin < 0;
while q2.1/D 2 > 0, hence q2./ > 0, and Q2./ is negative.
For 1=2 <  < 1 the function
Q3./D 4
3
p
3
1
1 2cos 2
3
  
3
C2 < 0:
Hence, L00./ < 0 with L0.1=2/D 0, yielding us the statement of the lemma. 
6. PROOF OF THE THEOREM FOR THE MODIFIED SELBERG ZETA-FUNCTION
Now we can prove the Theorem 3.
Proof. Consider max value of the functionL.; t/ in the rectangle .; t/2 .1=2;1/
.0; t1/. By Lemma 5, the function L.; t/ has no stationary points in the interior of
the rectangle, so it suffices to investigate the behaviour of the function on vertices
of the rectangle. By Lemma 4, the function L.; t/ is convex by  and the derivat-
ive by t is positive, hence we must consider the first zero of the function L1.t/ (cf.
Lemma 6). Note that
lim
!1=2C
L.; t/D 0: (6.1)
Next let us consider max value of the functionL.; t/ in the strip .; t/2 .1=2;1/
.t2;1/. By Lemma 5, function L.; t/ has no stationary points in the interior of
the strip, so it suffices to investigate the behaviour of the function on vertices. By
Lemma 4, the function L.; t/ is convex by  and the derivative by t is negative,
hence we must consider the second zero of the function L1.t/ (cf. Lemma 6). By
Lemma 7 and (6.1), it gives us L.; t/ < 0. Consequently (cf. (3.9))
log
ˇˇˇˇ
W.s/
W.1  s/
ˇˇˇˇ
< 0;
yielding us the statement of the theorem. 
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