The Dynamic State Index (DSI) is a scalar diagnostic eld that quanti es local deviations from a steady and adiabatic wind solution and thus indicates non-stationarity as well as diabaticity. The DSI-concept has originally been developed through the Energy-Vorticity Theory based on the full compressible ow equations without regard to the characteristic scale-dependence of many atmospheric processes. But such scaledependent information is often of importance, and particularly so in the context of precipitation modeling: Small scale convective events are often organized in storms, clusters up to "Großwetterlagen" on the synoptic scale. Therefore, a DSI index for the quasi-geostrophic model is developed using (i) the Energy-Vorticity Theory and (ii) showing that it is asymptotically consistent with the original index for the primitive equations. In the last part, using meteorological reanalysis data it is demonstrated on a case study that both indices capture systematically di erent scale-dependent precipitation information. A spin-o of the asymptotic analysis is a novel non-equilibrium time scale combining potential vorticity and the DSI indices.
Introduction
Meteorological observations and numerical ow simulations are often interpreted in terms of "anomalies" of dynamic variables. Typically, these are obtained as local deviations from large-scale space, time, or ensemble mean states, [see, e.g., 1, 12, 19] , and their structure is taken to be indicative of ongoing dynamic processes. A somewhat unsatisfactory aspect of this approach is that the meteorological interpretation of the underlying mean states is generally rather di cult: Neither can the time series of such mean states be expected to constitute ow solutions all by themselves, nor does any instantaneous mean state have particular meteorologically distinct features that would justify its use as a reference for measuring anomalies. Hence, although such analyses of anomalies have undoubtedly proven useful in pragmatic terms, a theoretically interesting question remains: What is the proper physical interpretation of the distance between an observed or simulated state on the one hand, and such an averaged but otherwise not really distinct state on the other?
The Dynamic State Index (DSI), the de nition of which is given in (13) below, is a quantitative scalar indicator for ongoing nonstationary, diabatic, and dissipative processes that avoids this uncertainty of interpretation. It is a parameter based on rst principles of uid mechanics that locally quanti es non-stationarity, diabaticity, and viscous dissipation in a solution of the primitive equations without relying on a reference eld [see, e.g., 14, 16] . From meteorological point of view, zero DSI-values comprise a state of simultaneous vanishing advection-induced tendencies of the potential vorticity, the Bernoulli function, which is related to the energy, and the potential temperature Θ. While the index thus has a mathematically precise de nition and physically clear interpretation, it has at least two shortcomings in comparison with the, generally multivariate, anomalies: First, it melds three process properties into a single scalar, leaving unaddressed the question which of the properties is how important in any given situation. Secondly, being a local quantity obtained from pointwise evaluated gradients of the primary ow variables, it does not reveal any information on the scale-dependence of the indicated processes. In the present paper we begin to address the second issue by demonstrating how scale-dependent versions of the index reveal features of organization of precipitation on di erent spatio-temporal scales.
So far, the DSI based on the primitive equations (DSI PE ) has been applied to data sets with di erent resolutions for di erent scales [6, 8, 9] . On synoptic scales, using ECMWF's ERA-40 Reanalysis data set, it has been shown that the DSI indicates waves and vortices caused by baroclinic instability. On the meso-scale, the DSI eld can be applied to detect hurricanes as discussed in [24] . On this scale cyclones, hurricanes and storms become visible as DSI dipole structures. As an example, these authors illustrated the dipole structures of the storm Lothar in December 26, 1999 and of hurricane Andrew in August 1992. Finally, on convective scales the DSI indicates cumulonimbus clouds with strong updrafts within the associated elongated frontal precipitation bands. Thus, Claussnitzer et al. [7] and Weijenborg et al. [25] found that the DSI is strongly correlated with intense convective precipitation processes. By combining the DSI concept with ideas of scale analysis, one can derive new scale-dependent DSI-like indicators that distinguish the di erent levels of organization in precipitation systems.
Thus, there is clear evidence that the DSI PE highlights di erent processes on di erent scales in data that are scale-ltered by limited numerical resolution. Yet, the interesting question of whether DSI-like quantities could be used to identify di erent processes that are simultaneously active on di erent scales in high resolution simulations or observations remains open. The present paper documents our rst steps towards resolving this issue. In section 2 we recall the derivation of the DSI for the primitive equations based on arguments of the Energy-Vorticity Theory. In section 3 we apply the same concepts to de ne a Dynamic State Index, DSI QG , for the quasi-geostrophic (QG) model which, by the nature of the QG theory, is indicative of non-stationarity, diabaticity, and dissipation in geostrophically balanced synoptic scale ows.
In section 4 we consider, in contrast, the asymptotics of the DSI PE in the quasi-geostrophic ow regime. The reassuring result is that its leading-order approximation is equivalent to the DSI QG derived in section 3, so that the DSI PE inherits the clear physical interpretation of the DSI QG when applied to geostrophically balanced ows. An interesting additional aspect of the asymptotics is the extreme rescaling of the DSI PE amplitude with increasing spatio-temporal scales: If the DSI PE evaluated on the meso-gamma scale of ∼ km is taken as a reference, and ε is the synoptic ow Rossby number, then the DSI PE evaluated on synopticscale geostrophically balanced data scales as ε ! While this can be traced back to straightforward scaling properties as explained in section 4, this extreme scaling implies that quite sophisticated data analysis techniques will have to be invoked (in future work) to robustly extract scale-dependent DSI-information from high-resolution multiscale ow elds. In section 5, in turn, we consider COSMO-DE Reanalyses data of precipitating ow elds, compare the output of the DSI PE with that of its quasi-geostrophic analogue, the DSI QG , and interpret the results based on the foregoing analytical insights. Section 6 provides conclusions and an outlook to future work.
The Dynamic State Index for the primitive equations
Hitherto, the Dynamic State Index (DSI PE ) has been derived and analyzed only for the most comprehensive case, the system of primitive equations. This parameter quanti es how far local ow conditions deviate from stationarity, adiabaticity, and inviscid behavior [14] . A physically intuitive interpretation of the index in terms of Schär's steady wind expression [21] is given here as follows: First, we will follow [24] and derive the steady wind in terms of the Energy-Vorticity Theory (EVT). The EVT for adiabatic, inviscid uids treats the globally conserved quantities, energy and Ertel's PV, equally. Second, we will motivate the DSI in terms of this steady wind and the conservation of mass. And third, we will relate the DSI, respectively the steady wind, to other meteorological elds commonly used in atmospheric dynamics and show that this index provides a tool to measure energy-vorticity imbalances.
. Derivation of the DSI PE from the Energy-Vorticity Theory The total energy of an ideal uid H is given by the sum of the kinetic, potential and internal part:
with density ρ, 3D velocity v, potential of the external gravity eld ϕ and speci c internal energy e(v, s) that depend on the speci c volume v and the speci c entropy s. Ertel's potential enstrophy E reads:
where ξ a = ∇ × v + Ω is the absolute 3D vorticity vector with angular velocity Ω of the earth. To derive the steady wind, we recall from the work of Claussnitzer [5] , who used the functional derivative introduced by Névir [17] , that a stationary uid dynamical state can be expressed by minimizing the energy functional under the constraint of a prescribed total potential enstrophy. This idea goes back to Arnold who studied the stability for two-and three-dimensional incompressible ows (summarized e.g. in [2] ) and Salmon who examined the stability in an approximated QG-model with varying bottom topography and Coriolis parameter [20] . He also studied the stability of the perfect uid equations. Independently, we use this concept to nd the steady solution of the model equations. Technically, this may be expressed as
where λ is the Lagrange multiplier corresponding to the constraint. Using the functional derivatives
the variational problem from (3) with respect to ρ leads to
See appendix A for the functional derivative of the energy and the resulting Bernoulli funcion. Moreover, for the variational problem (3) with respect to v we obtain:
[14]. The last equation was also used by Blender (see [3] ). Inserting (5) in (6) for the Lagrangian multiplier, λ, and noticing that the entropy is a function of potential temperature, leads to the 3D steady wind condition
The steady wind was introduced by Schär [21] in the context of a generalized Bernoulli-Theorem. Here, we have derived the steady wind (9) by minimizing the energy functional under the constraint of the potential vorticity. Expressing the potential vorticity in terms of the potential temperature Θ: and using the relation ∇s = cp ∇Θ Θ leads to the following formulation of the steady wind (7) in terms of potential temperature :
To derive the Dynamic State Index, we recall the laws of conservation of Ertel's potential vorticity Π and of the potential temperature Θ along Lagrangian trajectories,
For steady ows, the local time derivatives ∂/∂t vanish identically, so that the advection of the potential vorticity and the potential temperature vanishes under adiabatic, steady, inviscid conditions, i.e. v st · ∇Π = v st · ∇Θ = . This leads to
with some scalar factor of proportionality α. The two stationary velocity representations (9) and (11) allow for a geometric interpretation on isentropic surfaces: Both the Bernoulli function and Ertel's PV are stream functions of stationary ows in the sense that the stationary wind blows along the isolines of these two scalar elds within isentropic surfaces, Θ = const., see g. 1.
Obviously, (9) implies that in a steady ow the Bernoulli function, B, is also constant along particle trajectories, i.e., v st · ∇B = as well. Using the second expression for v st from (11) in this latter equation, we obtain a non-trivial local condition
This expression with α = −ρ − is the Dynamic State Index de ned by Névir [14] , where α denotes the negative speci c volume and is chosen such that the conservation of mass in Lagrangian coordinates (a, b, c) is included, i.e. dm = ρ dxdydz = dadbdc:
According to (12) and (10) the DSI PE is zero under stationary, adiabatic, and inviscid ow conditions, and it implies that the advection terms for the potential temperature, for the Bernoulli function, and for the potential vorticity all vanish. In contrast, non-zero values of the DSI PE quantify deviations from these conditions, albeit without allowing the user to distinguish how much of the deviation is due to non-stationarity, diabaticity, or viscous dissipation without further information.
. Derivation of the DSI PE from the steady wind eld Considering adiabatic, inviscid uids an interesting interpretation of the DSI PE follows by the vanishing of the divergence of Schär's steady wind (9) . Regarding the conservation of mass via the continuity equation we obtain for the steady state:
Thus, inserting the expression of Schär's steady wind v st , given in (9), we obtain:
This shows that the DSI PE is zero for adiabatic, inviscid and steady ows. Moreover, we note that the conservation of mass, now in Eulerian representation, is implicitly integrated in the de nition of the Dynamic State Index.
. Illustration of the DSI PE from the synoptic point of view
We recall that the Energy-Vorticity Theory is based on Nambu's formulation for the rotating rigid body [13] which was extended for continuous uid dynamical elds by Névir [15] . Using this approach, the energy and the vortex-related quantities have equal status. The functional derivatives of both quantities lead to basic states that re ect the balance (5) between Ertel's PV and the Bernoulli function. Calculating the functional derivatives leads to a change in the perspective from global quantities that are independent of the space coordinates to elds depending on the space coordinates. For illustration, the spatial structure of the DSI on the K isentropic surface of some typical reanalysis eld is shown in g. 1, lower panel. It shows that the DSI can diagnose the North Atlantic storm track by a band of DSI-dipoles [24] . The gure shows how the diabatic, non-steady processes associated with the storm tracks lead to non-alignment of the PV and the Bernoulli function isolines within the Θ = K surface. In the present case, the ow passes through a PV anomaly leading to negative and positive DSI values on the upstream and downstream of the ow. In typical frontal zones, the wind crosses the PV isolines leading to DSI-signals indicating high correlations of the DSI with precipitation processes [7] .
One can ask which additional bene t is provided by the DSI, in particular in comparison to the PV. On the one side, the PV is a constitutive quantity describing only the rotational part of the velocity eld, whereas the DSI also incorporates energetic information through the Bernoulli function. Applying the Helmholtz theorem we can decompose a velocity eld into a rotational and divergent part. By the incorporation of the kinetic energy via the Bernoulli function, the kinetic energy of the divergent velocity component is included, whereas the PV contains only the rotational part of the velocity. Furthermore, PV analysis in many cases requires the extraction of PV anomalies as deviations from a climatological mean state that depends on the considered time period and is therefore not uniquely de ned. In contrast, the DSI is a local, deterministic quantity that is independent of such a background eld. It quanti es deviations from the steady wind conditions of the primitive equations.
The DSI alone is expressive when it is non-zero or not near-zero. Then it tells us that there is de nitely some kind of imbalance in the ow. On the other hand, we could use near-zero DSI signals in a larger domain to indicate where it is reasonably safe to use the usual interpretation of the PV via the classical PV thinking. This requires some balance between atmospheric elds such as the geostrophic balance appropriate for the large scale synoptic processes. Thus, DSI and PV emerge as entirely complementary bits of information.
We remark, however, that we cannot conclude that (locally) vanishing values of the DSI imply stationary, adiabatic, and non-dissipating ow. For example, at the center of a DSI-dipole there is a small set of zero DSI values related to the change of the sign. The set of these DSI values can be interpreted as set of measure zero. Such a set should be excluded in interpretations of the DSI eld. The size of the nullset depends on the horizontal grid resolution. If a set is to be not of measure zero, it has to have nite volume in 3D and nite area in 2D. Suppose the DSI vanishes at one grid point in a 2D simulation. Then this grid point gets tagged and I would check all next neighbors for zeros of the DSI as well. If there is a next neighbor with vanishing DSI, then this grid point get tagged. If there are at least two distinct next neighbors to the tagged point, such that those three points span a triangle with positive area, the set of points with vanishing DSI is not considered as a nullset. In a 3D simulation, the same criterion with a tetrahedron instead of a triangle applies.
We notice in passing that the physical dimension of the Dynamic State Index is [DSI] = [Π /T] (Π: potential vorticity, T: time), so that the combination Π /|DSI| of both elds can be interpreted as a local intrinsic time scale of a ow eld. We leave an exploration of this aspect and a discussion of its implications for ow data analysis to future work.
A Dynamic State Index for the QG-Theory . The DSI-concept for models other than the primitive equations
The concept of the DSI can be generalized such that a DSI can be designed for arbitrary uid mechanical models that describe the evolution of vortices. Regarding the di erent scales of atmospheric motion, it is of interest to consider especially the well-known reduced models. In general, di erent models lead to di erent stationary velocities and to di erent stream functions and vorticity related conserved quantities, so that establishing relations between the respective model-speci c DSI-type quantities calls for some analytical effort. As a common property, if the adapted stream function and vorticity related quantity share their isolines within surfaces of constant entropy, the DSI for the investigated model should vanish. Moreover, the degree of deviation from such alignment of the isolines represents a measure for deviations from a stationary state. Any model-speci c DSI-type eld should be designed to reproduce this property.
To derive the DSI for some reduced model in terms of the energy-vorticity concept, the following steps are required: (i.) Derivation of the stream function, B red , related to the model's steady wind solution; (ii.) Determination of the adapted potential vorticity, Π red ; (iii.) Identi cation of some advected scalar η red that de nes the material surfaces on which the dynamics takes place. Then, the DSI is given by the advection of the potential vorticity evaluated with the steady wind eld, and this is represented as the Jacobi-determinant of the surface η red , the stream function B red , and the potential vorticity Π red with respect to the Lagrangian, or mass-weighted, coordinates, (a, b, c), which imply mass conservation, i.e.,
Therefore, the DSI red can be formulated by the speci c volume multiplied by the Jacobi determinant that mediates between volume increments of the Lagrangian coordinates (a, b, c) and the xed reference cartesian coordinates (x, y, z).
. Application of the concept to the QG-model
The benchmark theory for understanding the evolution of baroclinic waves and vortices on the synoptic scale leads to the quasi geostrophic model [see, e.g., 18], which lters all acoustic and gravity wave modes from the dynamics. In this section we adapt the DSI-concept to this model and label the resulting parameter by DSI QG .
In developing a DSI-type index for the QG-model, we rst replace Ertel's potential vorticity Π by the quasigeostrophic potential vorticity,
with variable Coriolis parameter f depending on the latitude and constant Coriolis parameter f . To derive DSI QG in the framework of the Energy-Vorticity Theory under the general condition that the Brunt Väisälä frequency Nz(z) and the density ρ (z) are non-trivial functions of the height coordinate z, we reformulate the Π QG and use an adapted scalar product and spatial gradient
where f denotes the Coriolis parameter, ζa = ζ + f the absolute vorticity, ϕ the geopotential perturbation eld, Nz the Brunt Väisälä-frequency as strati cation parameter and ∇ || the horizontal gradient [see 11, 18 , and Appendix C. 
In the next step, we de ne the scalar product of two vectors a, b ∈ R and the gradient∇ as follows:
Using (19), (20) and (21) the total energy reads as
with the mass element dm =ρ dτ = ρ dτ. This expression was also derived by Pedlosky [18] . Thus, for QG-ows, the total energy is given by the sum of the kinetic and potential energy. In the framework of Energy-Vorticity Theory, we consider the functional derivatives of two globally conserved quantities, the energy:
and the vorticity-related potential enstrophy:
where Π QG,r = Π QG − f denotes the relative potential vorticity. The functional derivatives of the energy and the potential enstrophy with respect to the relative potential vorticity are given by
See appendix B for the calculation of the functional derivative of the total energy. Using these functional derivatives, the quasi-geostrophic potential vorticity equation can be formulated in Nambu-representation:
where vg denotes the geostrophic wind. Here, the z-dependence of the density and the Brunt Väisälä-frequency is included. Therefore, it is a generalization of the Nambu representation introduced by Sommer [16] . Finally, we observe that advection in the QG model is de ned by the leading order horizontal ow, so that z may take the role of the advected variable η red in (16) . Then, according to (16) , the Dynamic State Index for the QG-model can be de ned with respect to the advected quantity η red = η QG = z, the "poor man's stream function" B red = B QG = −ϕf − and Π red = Π QG , and up to some scalar factor µ by
with da db dc = ρ dx dy dz. Owing to (18) , this representation of the DSI for QG-ows only depends on the geopotential height eld ϕ and its derivatives, i.e., DSI QG = DSI QG [ϕ] , which is a characteristic property of the QG-model. We observe that it is proportional to the advection of the quasi-geostrophic PV with respect to the geostrophic wind, which takes the role of the steady wind v st in the QG-model (see also the discussion in section 4.4, however). For DSI QG = the potential vorticity depends on the stream function with respect to a function f , i.e. Π QG = f (ϕ). Here, the function f describes the balance between the geopotential height eld and the quasi-geostrophic PV.¹ But the exact expression for f depends on the selected models. Regarding the diagnosis of atmospheric elds f can be di erent for the QG-model and for ow elds based on the primitive equations. The relationship Π QG = f (ϕ) has already been discussed in the 80's, for example in the context of blockings [4] .
Asymptotic analysis of the DSI in the QG regime
Here we demonstrate that the DSI QG as de ned on the basis of the energy-vorticity concept in the previous section is the leading-order asymptotic approximation of the full DSI PE in the quasi-geostrophic ow regime. Following established derivations of the QG model equations, we adopt the β-plane approximation and work with Cartesian coordinates to match the de nition of the DSI PE in (13).
. Characterization of the quasi-geostrophic flow regime
Following Pedlosky and Klein [10, 18] , the quasi-geostrophic ow regime is de ned by a coupled limit of the external and internal wave Froude and Rossby numbers such that
where uref is a typical horizontal ow velocity magnitude,
are characteristic values of the external and internal wave speeds with Nref a tropospheric reference value of the Brunt-Väisälä frequency, and 
. Asymptotic scaling of the DSI PE and comparison with the DSI QG
Here we utilize existing results of asymptotic analysis to describe which physical processes contribute predominantly to the DSI PE in the quasi-geostrophic ow regime. In the sequel, dimensional quantities will be tagged by a * superscript while dimensionless variables are denoted by plain letters. Following [10] , we introduce dimensionless variables based on upon the universal reference quantities pref , Tref , ρref, and uref = u th as de ned in tables 1 and 2, and we introduce a small expansion parameter ε through the following distinguished limit coupling the Mach, external and internal wave Froude, and Rossby numbers,
where
hsc is the reference buoyancy frequency and Lsyn = N Ω hsc denotes the characteristic synoptic scale. We note in passing that this is precisely the coupled limit also considered in the textbook derivation of the quasi-geostrophic theory by Pedlosky [18] . Assume asymptotic expansions of the Exner pressure, π, potential temperature, Θ, horizontal velocity, u, and vertical velocity, w, so that
where the Landau symbol O φ(ε) ("little oh") denotes rest terms that vanish faster than φ(ε) as usual. Furthermore, κ is the isentropic exponent
where cp and cv are the heat capacities at constant pressure and volume, respectively. Considering (32), except for Θ ≡ , the background state variables (π , π , Θ ), which we label by subscripts in counting their expansion orders, depend on the vertical coordinate z only. The super-scripted quantities π
are functions of the dimensionless independent variables
We will use this notation in the sequel to distinguish between purely z-dependent variables Ψ i (z) and variables that depend on the full set of coordinates Ψ (i) (τ, ξ , z). Below, ∇ ξ = (∂ ξ , ∂ ξ ) denotes the horizontal gradient with respect to the ξ -coordinates. Since the vertical (z) and horizontal (ξ , ξ ) coordinates are scaled by di erent reference lengths hsc and Lsyn = hsc/ε , respectively, the time derivative and the the dimensional gradient operator used in expressing the DSI PE in section 2 read
in terms of the dimensionless coordinates. Based on these scalings we assess the asymptotics of the DSI PE . To this end we rst identify, for each of the contributing elds Θ, Π, and B their leading z-dependencies and the perturbations with full variations. This yields
where the temperature functions T i , T (i) result from the expansion of the identity T = Θπ. Note that, up to the order considered here, the kinetic energy does not contribute to the Bernoulli function, because in dimensionless terms it is of order The leading two contributions to Ertel's potential vorticity (PV) are
where Θ ≡ dΘ /dz, ξ = ε y, and where 
where we have momentarily dropped the lower index notation for purely z-dependent functions for convenience of notation. Note the leading contribution to the Bernoulli function, B = κ κ− T + z ≡ Θ = const., such that the expansion of ∇B starts at order O (ε) just as that of ∇Θ. Note also that ∇Π = O ε instead.
We insert the expressions from (39) in the de nition of the DSI PE , observe that any expression a · (b × c) in which two of the three vectors are collinear vanishes, and then nd
Using T ( ) = π Θ ( ) + π ( ) Θ + π Θ , the expression in (41) can be simpli ed further to yield the leading term of the DSI in the classical QG limit. We recall (41) and collect
This yields
From (42) we nd for the second square bracket of (41)
Finally from (41)
is the classical potential vorticity variable from QG theory, i.e., the dimensionless version of (18) . See the appendix for a detailed derivation. Thus, the asymptotic scale analysis results in a dimensionless representation of the DSI PE in the quasi-geostrophic regime. We formulate (45) in terms of the Jacobi-determinant, recalling that Θ is a constant and that, by hydrostatic balance,
Θ , non-dimensionalization, and asymptotic expansion, the second-order perturbation of the geopotential height reads
With this replacement,
This is to be compared with the representation of DSI QG in (27) as derived by the energy-vorticity concept. To do so, we re-dimensionalize (48) by multiplication with ε DSIref, where
is the DSI-unit. We obtain the following representations of the Dynamic State Index:
where the superscripts are dropped for convenience of notation and Θ denotes the horizontally averaged mean strati cation of the potential temperature. The term on the right hand side of the last equation is the nal dimensional representation of the DSI for the quasi-geostrophic model and the term on the left hand side includes the scaling aspect with respect to the meso-gamma scale of ∼ km. Furthermore, the multi-scale asymptotic-approach determines the factor µ in the representation of the Dynamic State Index DSI QG,µ from (27), derived via Energy-Vorticity Theory in section 3:
Thus, DSI QG,µ represents precisely the leading-order term in an asymptotic expansion of the DSI PE as derived originally from the full compressible ow equations. It seems reassuring that the DSI-theory is asymptotically self-consistent in this way. A remark is in order as regards the factor of ε appearing in (40). According to (45), the dominant contributions to the DSI in the QG-regime result from the cross product of the horizontal gradients of the Exner pressure and Ertel's potential vorticity and from the vertical derivative of the potential temperature. According to the asymptotic expansions in (39), these terms are of orders ε , ε , and ε, respectively, and this explains the very high total power of ε appearing in (40).
Note also that in SI units, [DSIref] ∼ K m /kg s = (PVU) s − , the latter being a natural unit for the DSI based on the primitive equations and established scalings for the potential vorticity.
. Interpretation of DSI QG
Non-zero DSI QG values indicate local imbalance of state in these points with respect to either non-stationarity, diabaticity or dissipativity, similarly to what we concluded for the DSI PE . The function f (ϕ) = f (ϕ(x, y, z)), which describes the spatial dependence of Π QG and ϕ (see sec. 3.2), can be interpreted as a determining parameter of a basic state leading to a vanishing DSI QG value at each point.
To interpret the index in the quasi-geostrophic limit, we recall that the leading-order QG ow velocity u ( ) satis es geostrophic balance, i.e., f k × u ( ) + κ κ− Θ ∇ ξ π ( ) = , and that the QG potential vorticity is a conserved scalar, such that
With this information we can replace
and nd that, indeed, the DSI naturally captures the advection-induced nonstationarity encoded in the QGdynamics. It can be seen as an advantage of the DSI-concept that neither the information about the forcing nor the mathematical representation in terms of frictional forces and diabaticity is needed to diagnose these nonconservative e ects, which are usually included by parameterisations. Evaluating the DSI for atmospheric data sets, we note that the dissipative and diabatic processes in uence the data sets of the wind, geopotential height and temperature. Therefore, the DSI calculated from data sets has a "dissipative, diabatic footprint".
The last DSI expression (53) is proportional to the partial time derivative of Π QG . This shows explicitely that the DSI vanishes for steady conditions. However, because of the Lagrangian conservation of Π QG , the DSI QG can also be interpreted as advection of the Π QG . Thus, both interpretations are possible. The formulation of the DSI in terms of the determinant represents the advection with the appropriate model-depending steady wind.
Moreover, as we have already emphasized in the introduction, the statement DSI PE = comprises a state of simultaneously vanishing advections concerning the potential vorticity, the Bernoulli function, and the potential temperature Θ. In the quasi-geostrophic model, this property for zero DSI QG values is associated with the vanishing advection of the Π QG and the vanishing advection of the stream function, where the latter is rather trivial in this quasi-geostrophic setting .
. The DSI QG derived from zero steady wind mass flux divergence Going back to section 2.2, we consider here the leading-order asymptotics of the steady wind eld (9) in the QG-regime. Recalling (36), (37), (39) and (43), keeping only those terms that ultimately count for the leadingorder contributions to the DSI QG , and using the present dimensionless representation we nd
Thus, at leading order the stationary wind matches the geostrophic wind. Note that the scaling factor of ε − in the rst line of (54) results from the product of the units of measure that de ne the stationary wind. Denoting dimensional variables by an asterisk again, we have
and, collecting all terms from the de nition of the stationary wind,
With ( 
This may seem puzzling at rst, because clearly ∇ · ρ v qg st ( ) ≡ by construction, and thus the corresponding "leading order DSI" would vanish identically. The resolution of the puzzle lies in the fact that the two calculational steps involved do not commute. The divergence of the leading order eld does generally not equal the leading order divergence of the full eld. To arrive at the DSI QG as derived in (48) along a di erent path as before, we carefully expand the divergence of the expression in the rst line of (54). This yields
after some straightforward manipulations. As expected, this is the same expression we obtained for DSI ( ) in (41) above, up to the scalar prefactor (κ − )ρ − .
To summarize, the DSI PE encodes balancing information in an easily computable local manner. The relevant theoretical argument was reiterated and it states that nonzero values of DSI PE indicate the occurrence of nonstationary, diabatic, or dissipative processes. We have investigated scale-dependencies of the DSI PE . We found that in the ow regime characterized by the QG model, the DSI PE reduces asymptotically to a quantity DSI QG that can also be derived directly from the QG model utilizing Energy-Vorticity Theory, as sketched in g. 8. The DSI QG inherits the encoding property of the DSI PE in that a ow in the QG regime has nonzero DSI QG when it is nonstationary, diabatic or dissipative.
Scale dependent analysis of precipitation in terms of the two DSI parameters
The DSI for the primitive equations as well as the DSI for the quasi-geostrophic model describe deviations from a steady, adiabatic and inviscid basic state. However, the basic states are given by di erent steady wind solutions depending on the model approximation of the atmospheric ow eld. Especially the strength and spatial structure of diabatic processes related to precipitation processes can be compared by the two Dynamic State Indices. Therefore, we will analyze the two indices |DSI PE | and |DSI QG | with the focus to evaluate the skill to diagnose precipitation processes. For the calculation of the di erent DSI's as well as for the precipitation elds hourly COSMO-DE data of the German Weather Service in June, July and August 2007 with a horizontal resolution of 2.8 km is used [22] . Applying central di erences, the Dynamic State Indices are determined on 11 pressure surfaces (200, 250, 300, 400, 500, 600, 700, 850, 950, 975 and 1000 hPa) for each grid box.
. Comparing the horizontal structures of DSI PE and DSI QG
In the following we will examine the two parameters |DSI PE | and |DSI QG | based on the COSMO-DE data set. Previous works have shown high correlation of the |DSI PE | with precipitation (see e.g. [7] ). In g. 2 the time series of |DSI PE | (red curve) and precipitation (blue curve), hourly averaged over Germany in June, July and August 2007 is illustrated. For this time period that is characterized by numerous convective precipitation events with high intensity a Spearman's rank coe cient of the DSI with precipitation of 0.82 was found. Moreover, in g. 3 the time series of |DSI QG | (green curve) and precipitation (blue curve) is shown. Here, the spearman's rank coe cient reads 0.76, which is slightly less than the correlation of |DSI PE | and precipitation.
The spatial structure of both DSI parameters for July 20th 2007 and the corresponding radar image provided by the German Weather Service (DWD) is shown in g. 4 and g. 5. On this day, a frontal precipitation band was crossing Germany. The numerical evaluation of both DSI parameters depict the elongated structure of the front. The DSI PE -eld shows a connected band of smaller scale cellular structures with negative values on the front side and positive values on the back side of the front. In contrast, the structure of the DSI QG depict more disconnected, larger areas of precipitation. DSI QG provides deviations of the geostrophic wind only based on geopotential height eld uctuations re ecting larger scale diabatic processes. The DSI PE is based on the uctuations of geopotential height eld but additionally of the variables of the three wind compo- nents and the temperature eld and thus it can describe the smaller scale structures characterized by higher intensity of precipitation.
A direct comparison of the DSI for the quasi-geostrophic model and the DSI for the primitive equations with respect to precipitation is illustrated in the scatter plot in g. 6. Hereby 6 hourly COSMO-DE data for June and July 2007 was used to calculate the two DSI indices that are divided by their standard deviation to draw a better comparison. The red dots show the time steps with a precipitation threshold of 1 mm/h which is equivalent to the 88th percentile and the blue dots mark the DSI-parameters below this threshold. All val- ues are located near the bisecting line. Small values of both DSI parameters are related to less precipitation, whereas high DSI values occur on time steps with precipitation above the precipitation threshold of 1 mm/h. For strong precipitation there are more events above the bisecting line indicating higher DSI PE -values compared to DSI QG values. The opposite holds for events characterized by less precipitation. Thus we notice that the DSI PE provides the possibility to capture extreme precipitation events.
. Comparing the vertical structure of |DSI PE | and |DSI QG | with respect to precipitation
To evaluate the vertical structure of the Dynamic State Index with respect to precipitation, we divide the domain into regions with and without precipitation and compare the two DSI parameters for these regions. In g. 7 the vertical pro les of the two Dynamic State Indices are investigated for July 20th 2007 using 3-hourly COSMO-DE data set. On this day a cold front of the low pressure system Dietmar II passed Germany which lead to high precipitation. The radar image and the horizontal structure of the DSI are shown in g. 4 and g. 5. This case has also been analyzed during the intensive observation period (IOP-9c) of the convective and orographically-induced precipitation study (COPS), see [23] . The DSI values of both indices with precipitation (solid lines) are higher than the DSI values without precipitation (dashed lines), where the enclosed area between the curves with and without precipitation decreases for the QG-model. Enclosing the largest area between 600 hPa and 400 hPa the DSI PE has the best skill to diagnose precipitation processes. It has to be noted that we calculated the two DSI parameters with the data set of the COSMO-DE model which is based on the primitive equations and explicitly resolves deep convection. Even though the order of magnitude of DSI QG is small and might be numerical subtle, we obtain a Spearman rank correlation of . with precipitation. Thus, the analysis of the vertical structure of the two Dynamic State Indices shows the height where the generation of precipitation is predominant.
Conclusions
In this paper, we have shown that the concept of the Dynamic State Index (DSI) can be transferred to different uid mechanical models starting with the original primitive equations through two complementary approaches. For all scales, the DSI describes non-stationary, diabatic, and dissipative processes by capturing local deviations from a steady and adiabatic wind solution. However, which eld is to be considered as a steady adiabatic wind depends on the considered ow model. Using two di erent theoretical approaches we have derived the DSI QG for the quasi-geostrophic model which is a benchmark model for the understanding of large scale atmospheric dynamics. One derivation is based on ideas provided by the Energy-Vorticity Theory for ideal uid mechanics, in the second we have analyzed the structure of the original DSI PE based on the primitive equations in the quasi-geostrophic limit by asymptotic techniques. While the derivation of the DSI QG by the Energy-Vorticity Theory provides the general physical representation of the DSI QG , using asymptotic scale analysis corroborates the result and even determines a scalar factor providing the same dimension as the DSI PE . In order to give a meteorological interpretation of our results we relate the asymptotic expansion parameter, ε, to the non-dimensional Rossby number. Starting with the DSI PE on the meso-gamma scale of ∼ km as a reference and using the synoptic ow Rossby number Ro = ε , the DSI PE evaluated on synoptic-scale geostrophically balanced data scales as ε . Thus, through two conceptually independent procedures, we have established the DSI index for QG-ows that is both the asymptotic leading order approximation to the DSI PE and a proper Dynamic State Index in the sense of the Energy-Vorticity Theory.
Regarding the numerical implementation, the absolute smallness of DSI values can well be captured by standard oating point arithmetic. But the numerical approximation of the DSI can be very subtle on realistic terrain-following grids, where orthogonality and alignment of vectors are obtained only up to the usual truncation errors of numerical discretizations. This issue will have to be payed attention to in future applications of the index.
Comparing DSI PE and DSI QG with respect to precipitation, the DSI PE signal re ects small scale cellular structures characterized by higher intensity of precipitation on the convective scales. Moreover, the consistent separated positive and negative DSI PE values can be used to prognose the direction of the moving front, because negative DSI values are on the face side of the front and back side of the front, see g. 5.
The DSI QG shows meso-scale clusters related to extended precipitation structures. With respect to future work, we note that the unit measure for the DSI which results from nondimensionalization implies a novel, non-equilibrium time scale combining the potential vorticity, PV, and the DSI. The statistics of this implied time scale across the spatial scales of the atmosphere may provide interesting new guidelines for the interpretation of observational data. We note that, in general, not all deviations of the steady, adiabatic state are related to precipitation. For example, the DSI can also re ect gravity waves or ows over mountain ranges.
To summarize, the DSI parameter re ects model dependent deviations of non-linear balanced states of atmospheric dynamics. The DSI concept provides interesting information beyond PV thinking and it is therefore justi ed to study its (scaling) properties in some depth. The DSIs of di erent avor can be combined to gain even more information concerning the balanced and non-balanced states on the di erent scales. Therefore, the DSI is a promising dynamical concept that provides a scale-dependent diagnosis of irreversible processes and helps for a better understanding of diabatic atmospheric phenomena which dominate the non-resolved scales.
