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GLOBAL WELL-POSEDNESS FOR A MODIFIED 2D DISSIPATIVE
QUASI-GEOSTROPHIC EQUATION WITH INITIAL DATA IN THE
CRITICAL SOBOLEV SPACE H1
RAMZI MAY
Abstract. In this paper, we consider the following modified quasi-geostrophic equations
(MQG) ∂tθ + Λ
α
θ + u~∇θ = 0, u = Λα−1R⊥(θ)
wher α ∈]0, 1[ is a fixed parameter. This equation was recently introduced by P. Constantin,
G. Iyer and J. Wu in [4] as a modification of the classical quasi-geostrophic equation. In this
paper, we prove that for any initial data θ∗ in the Sobolev space H
1(R2), the equation (MQG)
has a global and smooth solution θ in C
`
R
+,H1
`
R
2
´´
.
1. Introduction and statement of results
In this paper, we are concerned with the modified 2D dissipative quasi-geostrophic equation:
(MQG)

∂tθ + Λ
αθ + u~∇θ = 0
u = Λα−1R⊥(θ)
θ|t=0 = θ∗.
Here, α ∈]0, 1[ is a fixed real number, the unknown θ = θ(t, x) is a real-valued function defined
on R+ × R2, θ∗ is a given initial data, R⊥ is the operator defined via Riesz transforms by;
R⊥(θ) = (−R2θ,R1θ) ,
and Λγ is the non-local operator defined through the Fourier transform by:
Λ̂γf (ξ) = |ξ|γ fˆ (ξ).
The equation (MQG) was recently introduced in [4] by P. Constantin, G. Iyer and J. Wu as a
modification of the 2D dissipative quasi-geostrophic equation
(QG)

∂tθ + Λ
αθ + u~∇θ = 0
u = R⊥(θ)
θ|t=0 = θ∗.
In [4], the autors proved that if the initial data θ∗ belongs to L
2(R2) then the equation (MQG)
has a global solution θ ∈ C∞ (]0,+∞[×R2) .
Date: 3 October 2009.
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Very recently, C. Miao and L. Xue in [10] have proved that for any initial data θ∗ ∈ Hm(R2),
withm ∈ N andm > 2, there exists a unique global solution θ ∈ C(R+,Hm(R2)) to the equation
(MQG). Moreover,the solution θ satisfies the following regularity property:
∀γ ≥ 0, tγθ ∈ L∞(R+,Hm+γσ(R2)).
One of the main properties of the equation (MQG) is the following scaling invariance property:
If θ is a solution to (MQG) with initial data θ∗ then, for all λ > 0, the function θλ ≡ θ(λαt, λx)
is a solution to (MQG) with initial data θλ∗ ≡ θ∗(λx). This leads us to introduce the notion of
critical space: a functional space X is called a critical space for the equation (MQG) if for all
f ∈ X and λ > 0, we have
‖f(λ.)‖X = ‖f‖X .
For instance, the homogenous Sobolev’s space H˙σ(R2) is a critical space if and only if σ = 1.
Therefore, following the classical approach of Fujita-Kato [8], it is natural to ask if the equation
(MQG) is well-posed if the initial data θ∗ belongs to the critical space H˙
1(R2). In this paper, we
give a slightly weaker result. In fact, we prove the global well-posedness of the smooth solution
to the equation (MQG) when the initial data is in the inhomogeneous Sobolev’s space H1(R2).
Precisely, our result states as follows
Theorem 1.1. Let θ∗ ∈ Hσ(R2) with σ ≥ 1. Then there is a unique solution θ in
C1
(
R
+, L2
(
R
2
)) ∩ C (R+,Hσ (R2)) ∩ L2loc (R+,Hσ+α2 (R2))
to the equation (MQG). Moreover, for all σ′ ≥ σ we have
θ ∈ C∞
(
R
+
∗ ,H
σ′
(
R
2
))
.
In particular, θ ∈ C∞ (R+∗ × R2) .
The proof of this theorem relies essentially on the following two propositions. The first one
is a local well-posedness result.
Proposition 1.1. Let θ∗ ∈ Hσ(R2) with σ ≥ 1. Then the equation (MQG) has a unique maximal
solution θ belonging to the space
C1
(
[0, T ∗[, L2
(
R
2
)) ∩ C ([0, T ∗[,Hσ (R2)) ∩ L2loc ([0, T ∗[,Hσ+α2 (R2)) .
Moreover, the time T ∗ is bounded from below by
sup{T > 0 : K(θ∗, T ) ≥ εσ}
where εσ > 0 is a constant depending only on σ, and
K(θ∗, T ) =
∥∥∥∥∥∥
([
1− e−2ν2αqT
2ν
]1/2
2σq ‖∆qθ∗‖2
)
q
∥∥∥∥∥∥
l2(Z)
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where ν > 0 is an absolute constant and (∆q)q denotes the family of the Littlewood-Paley oper-
ators (for the definition, see the section 2).
The second result concerns the propagation of the initial regularity.
Proposition 1.2. Let θ∗ ∈ H1(R2) and let θ be a solution to the equation (MQG) belonging to
the space
C1
(
[0, T ], L2
(
R
2
)) ∩ C ([0, T ],H1 (R2)) ∩ L2 ([0, T ],H1+α2 (R2)) .
If there exists t0 ∈ [0, T [ and σ ≥ 1 such that θ(t0) belongs to Hσ(R2), then the solution θ belongs
to the space
C
(
[t0, T ],H
σ
(
R
2
)) ∩ L2 ([t0, T ],Hσ+α2 (R2)) .
2. Notations and preliminaries
In this preparatory section, we shall introduce some functionals spaces and prove some ele-
mentary lemmas that will be used in the proof of Theorem 1.1.
2.1. Notations.
(1) Throughout this paper, we will denotes various constants by C. In particular, C = C∗,∗,...
denotes constants depending only on the quantities appearing in the index.
(2) Let A and B be two reals functions. The notation A . B means that there exists a
constant c > 0 such that A ≤ cB. We write A ≃ B if A . B and B . A.
(3) For p ∈ [1,∞], we denote by Lp the Lebesgue space Lp(R2) endowed with the usual
norm ‖.‖p .
(4) Let T > 0, r ∈ [1,∞] and X be a Banach space. We frequently denote the mixed space
Lr([0, T ],X) by LrTX.
(5) If P and Q are two operators, we denote by [P,Q] the commutator operator defined by
[P,Q] = PQ−QP.
(6) 〈., .〉 denotes the usual inner product in the Hilbert space L2(R2).
(7) For k ∈ N, we denote by CkB(R2) the space of real-valued functions f ∈ Ck(R2) such
that
‖f‖CkB(R2) ≡ sup
β∈N2,|β|≤k
∥∥∥Dβf∥∥∥
∞
<∞.
We set C∞B (R
2) = ∩k∈NCkB(R2).
2.2. Sobolev’s spaces and Chemin-Lerner’s spaces. We first recall the definition of the
nonhomogeneous and homogenous Soblev’s spaces.
Definition 2.1. Let s in R.
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(1) The space Hs(R2) = Hs consists of all distributions f ∈ S′(R2) such that
‖f‖Hs ≡
(∫
R2
(
1 + |ξ|2
)s ∣∣∣fˆ(ξ)∣∣∣2 dξ)1/2 <∞.
(2) The space H˙s(R2) = H˙s is the set of f ∈ S′(R2)/P(R2) satisfying
‖f‖H˙s ≡
(∫
R2
|ξ|2s
∣∣∣fˆ(ξ)∣∣∣2 dξ)1/2 <∞
where P(R2) is the space of polynomials functions defined on R2.
Remark 2.1. Let k ∈ N, s ∈ R and σ ∈ R+. By using the Plancherel formula, one can easily
verify:
‖f‖H˙s ≃ ‖Λsf‖2(2.1)
‖f‖Hσ ≃ ‖f‖2 + ‖Λσf‖2(2.2)
‖f‖Hk ≃
∑
β∈N2,|β|≤k
∥∥∥Dβf∥∥∥
2
.(2.3)
Notation 1. Let p ∈ N ∪ {+∞} and I ⊂ R. In the sequel, we will use frequently the followings
notations:
H∞ ≡ ∩k∈NHk
Cp(I,H∞) ≡ ∩k∈NCp(I,Hk).
Next, we recall the notion of the Littelwood-Paley decomposition that will allow us to define
the Chemin-Lerner spaces. Let φ ∈ S(R2) such that φˆ ≡ 1 on the unit ball B(0, 1) of R2 and
φˆ ≡ 0 outside the ball B(0, 2). For q in Z, we denote by Sq and ∆q the operators defined by
Sqf = φq ∗ f
∆qf = Sq+1f − Sqf
where the star ∗ denotes the convolution on R2 and φq = 22qφ(2q.). For any f in S′(R2), the
identity, called the Littelwood-Paley decomposition of f ,
(2.4) f =
∑
q∈Z
∆qf
holds in S′(R2)/P(R2). Moreover, if f ∈ Lp with 1 ≤ p < ∞ then the equality (2.4) holds in
S′(R2).
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It is well-known that the Littlewood-Paley decomposition provides an equivalent definition to
the Sobolev spaces. Namely, we have
‖f‖Hσ ≃ ‖S0f‖2 +
∑
q∈N
22σq ‖∆qf‖22
1/2(2.5)
‖f‖H˙σ ≃
∑
q∈Z
22σq ‖∆qf‖22
1/2(2.6)
Now we recall the definition of Chemin-Lerner’s spaces [2]
Definition 2.2. Let T > 0, r ∈ [1,∞] and s ∈ R.
(1) The space L˜r([0, T ], H˙s(R2)), abbreviated by L˜rT H˙
s, is the set of all tempered distribution
v satisfying
‖v‖L˜rT H˙s ≡
∑
q∈Z
22sq ‖∆qv‖2LrTL2
1/2 <∞.
(2) If s ≥ 0, we denote by L˜r([0, T ],Hs(R2)), abbreviated by L˜rTHs, the space LrTL2 ∩ L˜rT H˙s
endowed with the norm
‖v‖L˜rTHs ≡ ‖v‖LrTL2 + ‖v‖L˜rT H˙s .
Using the estimate (2.6) and the Minkowiski inequality one can can easily obtain the following
estimates
‖v‖L˜rT H˙s . ‖v‖LrT H˙s if r ≤ 2(2.7)
‖v‖LrT H˙s . ‖v‖L˜rT H˙s if r ≥ 2(2.8)
‖v‖LrT H˙s ≃ ‖v‖L˜rT H˙s if r = 2.(2.9)
In the sequel we will often use the following notation.
Notation 2. Let σ ≥ 0 and T > 0. We set
XσT ≡ L˜∞T Hσ ∩ L2THσ+
α
2(2.10)
ZσT ≡ C1([0, T ], L2) ∩ C([0, T ],Hσ) ∩ L2THσ+
α
2 .(2.11)
2.3. Preliminaries results. In this subsection, we state and prove some elementary and useful
lemmas.
The first lemma is a particular case of the well-known Bernstein inequality [9].
Lemma 2.1. Let γ ∈ R, β ∈ N2 and 1 ≤ p ≤ r ≤ ∞. The followings assertions hold true:
(1) There exists a constant ν = ν(γ) > 0 such that for all f ∈ S′(R2) and q ∈ Z we have
(2.12) ‖Λγ∆qf‖p ≥ ν2γq ‖∆qf‖p .
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(2) There exists a constant C = C(γ, β, p, r) > 0 such that for all f ∈ S′(R2) and q ∈ Z we
have
(2.13)
∥∥∥ΛγDβ∆qf∥∥∥
r
≤ C2q(γ+|β|)+2q
“
1
p
− 1
r
”
‖∆qf‖p .
The next lemma will be repeatedly used in this paper
Lemma 2.2. Let γ ∈]0, 1[, k ∈ N and m ∈ N\{0, 1, 2}. We have the following assertions:
(1) For all f ∈ Hk(R2) and g ∈ CkB(R2),
(2.14) ‖fg‖Hk . ‖g‖CkB(R2) ‖f‖Hk .
(2) For all f ∈ L2(R2),
(2.15)
∥∥∥Λγ−1R⊥(f)∥∥∥
2
γ
. ‖f‖2 .
(3) For all f ∈ Hm(R2),
(2.16)
∥∥∥Λγ−1R⊥(f)∥∥∥
Cm−2B (R
2)
. ‖f‖Hm .
In particular, if f ∈ H∞(R2) then ΛγR⊥(f) ∈ C∞B (R2).
(4) For all f ∈ CkB(R2) ∩ L2(R2),
(2.17)
∥∥∥Λγ−1R⊥(f)∥∥∥
CkB(R
2)
.
(
‖f‖2 + ‖f‖CkB(R2)
)
.
Proof. (1) obvious. (2) is a direct consequence of the Sobolev embedding H˙1−γ
(
R
2
) →֒ L 2γ (R2)
and the continuity of the Riesz transforms on L2(R2). Let us prove the assertion (3). Let
f ∈ Hm(R2) and set g ≡ Λγ−1R⊥(f). According to (2.15), g ∈ L 2γ (R2). Consequentlty,
g =
∑
q∈Z
∆qg in S
′(R2).
Hence, for all β ∈ N2 with |β| ≤ m− 2, we have, thanks to (2.13),∥∥∥Dβg∥∥∥
∞
.
∑
q≤0
2q(γ+|β|) ‖∆qf‖2 +
∑
q>0
2q(γ−1)
∥∥∥∆qDβf∥∥∥
∞
. ‖f‖2 +
∥∥∥Dβf∥∥∥
∞
. ‖f‖Hm .
In the last inequality, we have used the embedding Hm(R2) →֒ Cm−2B (R2). The proof of the
assertion (4) is similar to that of the assertion (3) and thus it is omitted. 
The next lemma is classical. For the proof see for instance [12] or [9]
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Lemma 2.3. Let σ1 and σ2 be two real numbers such that σ1 < 1, σ2 < 1 and σ1 + σ2 > 0.
Then there exists a constant C = Cσ1,σ2 ≥ 0 such that for all f ∈ H˙σ1
(
R
2
)
and g ∈ H˙σ2 (R2)
we have
(2.18) ‖fg‖H˙σ ≤ C ‖f‖H˙σ1 ‖g‖H˙σ2
where σ = σ1 + σ2 − 1.
The following result on differential inequalities will be useful.
Lemma 2.4. Let T > 0 and h, f : [0, T ] → R+ two continuous functions. Assume that h2 ∈
C1 ([0, T ]) and there exists c ∈ R such that for all t in [0, T ](
h2
)′
(t) + c h2(t) ≤ f(t)h(t).
Then
(2.19) ∀t ∈ [0, T ], h(t) ≤ e− c2 th(0) + 1
2
∫ t
0
e−c(t−s)f(s)ds.
Proof. For ε > 0, we define the function hε =
√
ε+ h2. Clearly, hε is C
1 on [0, T ] and satisfies
the differential inequality
h′ε +
c
2
hε ≤ cε
2
√
ε+ h2
+
fh
2
√
ε+ h2
≤ c
√
ε
2
+
1
2
f.
Then for all t in [0, T ] we have
hε(t) ≤ e−
c
2
thε(0) +
c
2
√
ε
∫ t
0
e−c(t−s)ds+
1
2
∫ t
0
e−c(t−s)f(s)ds.
Hence, we get the desired estimate (2.19) by sending ε→ 0. 
We now state and prove a version of the well-known maximal principle.
Lemma 2.5. Let T > 0, θ ∈ C1([0, T ], L2) ∩ C([0, T ],H1) and f, v ∈ C([0, T ], L2) such that
∂tθ + Λ
αθ + u~∇θ = f
where u = Λα−1R⊥(v). Then, for all t in [0, T ], we have
(2.20)
1
2
d
dt
‖θ(t)‖22 +
∥∥∥Λα/2θ(t)∥∥∥2
2
= 〈f(t), θ(t)〉
and
(2.21) ‖θ(t)‖2 ≤ ‖θ(0)‖2 +
∫ t
0
‖f(τ)‖2 dτ.
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Proof. Let t in [0, T ]. We have
1
2
d
dt
‖θ(t)‖22 = 〈∂tθ(t), θ(t)〉
= −〈Λαθ(t), θ(t)〉︸ ︷︷ ︸
=I(t)
− 〈u(t)~∇θ(t), θ(t)〉︸ ︷︷ ︸
=J(t)
+ 〈f(t), θ(t)〉.
By Plancherel’s formula,
I(t) =
∥∥∥Λα/2θ(t)∥∥∥2
2
.
On the other hand, by virtue of the density, there exists two sequence (vn)n and (θn)n in C
∞
c (R
2)
such that
vn → v(t) in L2 and θn → θ(t) in H1.
Consequently, the estimate (2.15) and the Sobolev embedding H1 →֒ L 21−α imply that
un ≡ Λα−1R⊥(vn)→ u in L
2
α and θn → θ(t) in L
2
1−α .
Hence, Holder’s inequality yields
Jn ≡ 〈un~∇θn, θn〉 → J(t).
Now, a simple integration by parts using the fact that un is divergence-free gives
Jn = −Jn
Thus Jn = 0 and consequently J(t) = 0. This finishes the proof of (2.20). Finally, the estimate
(2.21) is an immediate consequence of (2.20) and Lemma 2.5. 
The following lemma is simple, hence its proof is omitted.
Lemma 2.6. Let T > 0, σ ∈ R and r ∈ [1,∞]. Assume that a sequence (θn)n converges to a
function θ in the space L∞([0, T ], L2(R2)) and that
M≡ sup
n
‖θn‖L˜rT H˙σ <∞.
Then θ ∈ L˜rT H˙σ and satisfies
‖θ‖L˜rT H˙σ ≤M.
Lemma 2.7. Let T > 0 and σ ∈ R. If a function θ belongs to the spaces C([0, T ], L2(R2)) and
L˜∞
(
[0, T ], H˙σ
)
then it belongs to the space C
(
[0, T ], H˙σ
)
.
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Proof. For N ∈ N define θN =
∑
|j|≤N ∆jθ. The sequence (θN )N is in the space C
(
[0, T ], H˙σ
)
;
in fact, for every t, t′ ∈ [0, T ] we have∥∥θN (t)− θN (t′)∥∥2H˙σ = ∑
|j|≤N
22σj
∥∥∆j [θ(t)− θ(t′)]∥∥22
≤ ∥∥θ(t)− θ(t′)∥∥
2
∑
|j|≤N
22σj.
On the other hand, (θN )N converges to θ in the space L
∞
(
[0, T ], H˙σ
)
; indeed, for every t in
the interval [0, T ] we have
‖θ(t)− θN (t)‖2H˙σ ≤ 4
∑
|j|>N
22σj ‖∆jθ‖2L∞T L2
and
∑
|j|>N 2
2σj ‖∆jθ‖2L∞T L2 → 0 asN →∞ since θ ∈ L˜
∞
(
[0, T ], H˙σ
)
. Finally, since C
(
[0, T ], H˙σ
)
is closed sub-space of L∞
(
[0, T ], H˙σ
)
, we conclude that θ is in C
(
[0, T ], H˙σ
)
. 
Now we state and prove the main result of this sub-section.
Proposition 2.1. Let α ∈]0, 1[, T > 0, θ∗ ∈ H∞(R2) and v ∈ C([0, T ],H∞(R2)). Set u =
Λα−1R⊥(v). Then there is a unique solution θ ∈ C1([0, T ],H∞(R2)) to the linear initial value
problem
(IVPL)
{
∂tθ + Λ
αθ + u~∇θ = 0
θ|t=0 = θ∗.
Moreover,
(2.22) sup
0≤t≤T
‖θ(t)‖2 ≤ ‖θ∗‖2
and, for every r ≥ 2 and s ≥ 0 there exists a constant Cr,s > 0 depending only on r and s such
that
(2.23) ‖θ‖
L˜rT H˙
s+αr
≤ Kr,s(θ∗, T ) + Cr,s
(
‖v‖
L2T H˙
1+α
2
‖θ‖
L˜rT H˙
s+αr
+ ‖θ‖
L2T H˙
1+α
2
‖v‖
L˜rT H˙
s+αr
)
where
(2.24) Kr,s(θ∗, T ) =
∥∥∥∥∥
(
1− e−νr2αqT
νr
)1/r
2sq ‖∆qθ∗‖2
∥∥∥∥∥
l2(Z)
if r <∞,
and
(2.25) K∞,s(θ∗, T ) =
∥∥2sq ‖∆qθ∗‖2∥∥l2(Z) .
ν is the real given by Lemma 2.2.
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The proof of this proposition is based on the following commutator estimate which can be
easily proved by following the arguments used for instance in [1], [3], [7], [11] or [13] .
Lemma 2.8 (Commutator estimate). Let α ∈]0, 1[, T > 0 and f, g two functions in the space
C([0, T ],H∞(R2)). Set u = Λα−1R⊥(f). Then for all r ≥ 2 and s ≥ 0 there exists a constant
Cr,s depending only on r and s and a sequence (εq)q ∈ l2(Z) with
∑
q ε
2
q ≤ 1 such that for all
q ∈ Z we have
(2.26)∥∥∥[∆q, u] ~∇g∥∥∥
LρTL
2
≤ Cr,s2−q(s+
α
r
−α
2
)εq
(
‖f‖
L2T H˙
1+α
2
‖g‖
L˜rT H˙
s+αr
+ ‖g‖
L2T H˙
1+α
2
‖f‖
L˜rT H˙
s+αr
)
where 1ρ =
1
2 +
1
r .
Proof of Proposition 3. We first notice that thanks to Lemma 2.2, the function u belongs to the
space ∩k∈NC([0, T ], CkB(R2)). Hence, for all m ∈ N,
(2.27) Mm(u) ≡ sup
|β|≤m
∥∥∥Dβu∥∥∥
L∞([0,T ]×R2)
<∞.
Let us prove the existence of the solution θ. To do so, we will make use of the classical Fredireck’s
method. For n ∈ N, we consider the linear ODE
(Sn)
{
∂tθ = Fn(t, θ)
θ|t=0 = Jnθ∗
where the operator Jn is defined by
Ĵnf(ξ) = 1B(0,n)(ξ) fˆ(ξ)
and Fn : [0, T ]× L2(R2)→ L2(R2) is the function defined by
Fn (t, g) ≡ −ΛαJng − Jn(u~∇Jnθ).
Clearly, Fn belongs to C([0, T ],L
(
L2(R2)
)
). Hence the Cauchy-Lipschitz Theorem ensures that
(Sn) has a unique global solution θn belonging to the space C
1([0, T ], L2(R2)). Now, since J2n =
Jn, then Jnθn is also a solution to (Sn). Therefore, θn = Jnθn which implies in particular that
θn ∈ C1([0, T ],H∞(R2)). Now we will estimate the norm of θn in the spaces L∞T Hm where
m ∈ N. Let m ∈ N and β ∈ N2 such that |β| ≤ m. Clearly, the function Dβθn satisfies the
equation
∂tD
βθn + Λ
αDβθn + u~∇Dβθn = Jn
([
u,Dβ
]
~∇θn
)
+ J˜n
(
u~∇Dβθn
)
where J˜n is defined by
(2.28) ̂˜Jnf(ξ) = (1− 1B(0,n)(ξ)) fˆ(ξ).
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Hence, Lemma 2.5 implies
d
2dt
∥∥∥Dβθn(t)∥∥∥2
2
≤ 〈Jn
([
u,Dβ
]
~∇θn
)
,Dβθn〉+ 〈J˜n
(
u~∇Dβθn
)
,Dβθn〉
= 〈
[
u,Dβ
]
~∇θn,Dβθn〉
≤
∥∥∥[u,Dβ] ~∇θn∥∥∥
2
∥∥∥Dβθn(t)∥∥∥2
2
≤ Cβ Mm(u) ‖θn(t)‖2Hm
where in the second equation we have used the fact JnD
βθn = D
βθn and J˜nD
βθn = 0. We then
deduce that there exists a constant Cm > 0 depending only on m, such that
d
dt
‖θn(t)‖2Hm ≤ CmMm(u) ‖θn(t)‖2Hm
Invoking Gronwall’s inequality, we then infer that the sequence (θn)n is bounded in the space
C([0, T ],Hm(R2)). That is,
(2.29) ∀m ∈ N, Γm ≡ sup
n
‖θn‖L∞T Hm <∞.
Next we will show that (θn)n is of Cauchy in the space C([0, T ], L
2(R2)). Let p, q ∈ N such that
p ≤ q. The function ω = θq − θp satisfies the equation
∂tω + Λ
αω + u~∇ω = (Jq − Jp)
(
u~∇θp
)
+ J˜q
(
u~∇ω
)
where J˜q is defined by (2.28). Using Lemma 2.5 and the fact that J˜qω = 0, we easily get the
following estimates
d ‖ω(t)‖22
2dt
≤
∥∥∥(Jq − Jp)(u~∇θp)∥∥∥
2
‖ω(t)‖2
.
1
p
∥∥∥(u~∇θp)∥∥∥
H1
‖ω(t)‖2
.
1
p
M2(u) ‖θp‖H2 ‖ω(t)‖2
.
1
p
‖ω(t)‖2 .
In the last inequality, we used (2.27)-(2.29). Hence, Lemma 2.4 implies that there exists a
constant C independent on p and q such that
sup
0≤t≤T
‖θq(t)− θp(t)‖2 ≤ ‖(Jq − Jp) θ∗‖2 +
C
p
,
which leads the required result. Let θ be the limit of the sequence (θn)n in the space C([0, T ], L
2(R2)).
Now thanks to the interpolation inequality
‖f‖Hm ≤ Cm
√
‖f‖2 ‖f‖H2m
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and the uniform boundness (2.29), we infer that the sequence (θn)n converges to θ in the space
C([0, T ],Hm(R2)) for all m in N. Moreover, since
∂tθn = −Λαθn − Jn
(
u~∇θn
)
then by using the first assertion of Lemma 2.1 and the continuity of the operators Λα and
~∇ from Hm into Hm−1, we easily deduce that, for all for all m in N, the sequence (∂tθn)n
converges to −Λαθ− u~∇θ in the space C([0, T ],Hm(R2)). We therefore conclude that θ belongs
to C1([0, T ],H∞(R2)) and it is a solution to (IVPL).The uniqueness can be easily proved, indeed
if θ′ is another solution to (IVPL) then the difference function δ = θ − θ′ satisfies{
∂tδ + Λ
αδ + u~∇δ = 0
δ|t=0 = 0,
which en virtue of Lemma (2.5) implies δ = 0 and consequently, θ = θ′.
Once again the estimate (2.22) is a consequence of Lemma 2.5. Finally, let us prove the
estimate (2.23) in the case r ∈ [2,∞[, the proof in the case r = ∞ is similar and even more
simpler.
Apply the operator ∆q (q ∈ Z) to the first equation of (IVPL), we get
∂t∆qθ +Λ
α∆qθ + u~∇∆qθ = [u,∆q] ~∇θ.
Therefore, Lemma 2.5 implies
d
2dt
‖∆qθ(t)‖22 +
∥∥∥Λα/2∆qθ(t)∥∥∥2
2
≤ Fq(t) ‖∆qθ(t)‖2
where
Fq(t) =
∥∥∥[u,∆q] ~∇θ∥∥∥
2
.
Thanks to the first assertion of Lemma 2.1, we deduce that there exists a pure constant ν > 0
such that
d
2dt
‖∆qθ(t)‖22 + ν2αq ‖∆qθ(t)‖22 ≤ Fq(t) ‖∆qθ(t)‖2 .
Invoking Lemma 2.4, we obtain
‖∆qθ(t)‖2 ≤ e−ν2
αqt ‖∆qθ∗‖2 +
∫ t
0
e−ν2
αq(t−s)Fq(s)ds.
Let r ∈ [2,∞[ and set ρ = (12 + 1r )−1. Using the Young inequality, we deduce from the above
inequality that
‖∆qθ‖LrTL2 ≤
(
1− e−ν2αqT
νr
)1/r
2−
α
r
q ‖∆qθ∗‖2 +
∥∥e−ν2αqt∥∥
L2(R+)
‖Fq‖Lρ([0,T ])
≤
(
1− e−ν2αqT
νr
)1/r
2−
α
r
q ‖∆qθ∗‖2 + Cν2−
α
2
q ‖Fq‖Lρ([0,T ]) .
Multiplying the both sides of the last inequality by 2(s+
α
r
)q, using the commutator estimate
(2.26) and then taking the l2(Z) norm, we obtain the desired estimate (2.23). 
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Lemma 2.9. Let (xn)n∈N be a non negative real sequence. Assume there exists two constants
A and B ≥ 0 such that {
x0 ≤ 2A
∀n, xn+1 ≤ A+Bxnxn+1.
If 4AB ≤ 1, then
(2.30) ∀n, xn ≤ 2A.
Proof. This lemma can be easily proved by induction. 
Lemma 2.10. Let (xn)n∈N be a non negative real sequence. Assume there exists two constants
A and δ ≥ 0 such that
∀n, xn+1 ≤ A+ δxn.
If δ < 1, then the sequence (xn)n∈N is bounded.
Proof. Obvious. In fact, for all n we have
xn ≤ A
n∑
k=0
δk + δnx0
≤ A
1− δ + x0.

Lemma 2.11. let (xn)n∈N be a sequence in a normed vectorial space (E, ‖.‖) Assume, there
exists a real sequence
(
γn,p
)
n,p
and a real number δ such that for all (n, p) in N2,
(2.31) ‖xn+1+p − xn+1‖ ≤ γn,p + δ ‖xn+p − xn‖ .
If
δ ∈ [0, 1[ and
(
sup
p∈N
γn,p
)
n
→ 0 as n→∞
then, the sequence (xn)n is of Cauchy in (E, ‖.‖).
Proof. Define un = supp∈N ‖xn+p − xn‖ and γn = supp∈N γn,p. According to (2.31), we have
∀n, un+1 ≤ γn + δun.
This implies
∀n, un ≤
n∑
k=0
δkγn−k + δ
nu0.
Hence, for all n > n0 in N, we have
un ≤ 1
1− δ
(
sup
0≤k≤n0
γn−k
)
+
(
sup
k≥0
γk
)
δn0+1
1− δ + δ
nu0.
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Fixing n0 and taking the limn, we obtain
lim
n
un ≤
(
sup
k≥0
γk
)
δn0+1
1− δ .
Letting n0 → +∞, we get
lim
n
un = 0.
That is (xn)n is a Cauchy sequence in (E, ‖.‖). 
3. Proof of Proposition 1.1
This section is devoted to the proof of Proposition 1.1. This proof is motivated by the work
[3].
Proof of Proposition 1.1. Set θ0 ≡ 0. Proposition 2.1 enables us to construct by induction the
sequence of functions θn ∈ C1(R+,H∞) solutions to the systems
∂tθn+1 + Λ
αθn+1 + un~∇θn+1 = 0
θn+1|t=0 = Sn+1θ∗
un = Λ
α−1R⊥(θn)
and satisfying, for all r ≥ 2, s ≥ 0 and T > 0, the following estimates:
(3.1) sup
t≥0
‖θn(t)‖2 ≤ ‖θ∗‖2
(3.2)
‖θn+1‖L˜rT H˙s+αr ≤ Kr,s(θ∗, T ) + Cr,s
(
‖θn‖L2T H˙1+α2 ‖θn+1‖L˜rT H˙s+αr + ‖θn+1‖L2T H˙1+α2 ‖θn‖L˜rT H˙s+αr
)
where Kr,s(θ∗, T ) is defined by (2.24)-(2.25) and Cr,s is a constant depending only on r and s.
Let εσ > 0 to be determined later and assume that for some T > 0 we have
K(θ∗, T ) = K2,1(θ∗, T ) ≤ εσ,
(T exists since K(θ∗, T ) → 0 as T → 0+). Then, applying the estimate (3.2) with s = 1 and
r = 2 yields
‖θn+1‖L2T H˙1+α2 ≤ εσ + 2C2,1 ‖θn‖L2T H˙1+α2 ‖θn+1‖L2T H˙1+α2 .
Hence, according to Lemma 2.9, we have
(3.3) ∀n, ‖θn‖L2T H˙1+α2 ≤ 2εσ
provided that
(3.4) 8εσC2,1 ≤ 1.
Using now the estimate (3.2) with s = σ and r ∈ {2,+∞}, we get
‖θn+1‖L˜rT H˙σ+αr ≤ Kr,s(θ∗, T ) + 2εσCr,σ
(
‖θn‖L˜rT H˙σ+αr + ‖θn+1‖L˜rT H˙σ+αr
)
.
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Therefore, Lemma 2.10 ensures that the sequence (θn)n is bounded in the spaces L˜
2
T H˙
σ+α
2 and
L˜∞T H˙
σ provided that
(3.5) 4εσmax{C2,σ, C∞,σ} ≤ 1.
We claim now that if εσ is small enough then the sequence (θn)n is of Cauchy in the space
C([0, T ], L2(R2)). Let n ∈ N and p ∈ N∗. Define ωn+1 = θn+1+p − θn+1, ωn = θn+p − θn and
vn = Λ
α−1R⊥(ωn). Clearly, we have the equation
∂tωn+1 + Λ
αωn+1 + un+p~∇ωn+1 + vn~∇θn+1 = 0.
Hence, Lemma 2.5 implies that for all t in [0, T ],
(3.6)
d
2dt
‖ωn+1(t)‖22 +
∥∥∥Λα/2ωn+1(t)∥∥∥2
2
≤ κn(t) ≡
∣∣∣〈vn~∇θn+1, ωn+1〉∣∣∣ .
Now a simple calculation gives the following estimates
κn(t) ≤
∥∥∥vn~∇θn+1∥∥∥
H˙−α/2
‖ωn+1‖H˙α/2(3.7)
. ‖vn(t)‖H˙1−α
∥∥∥~∇θn+1(t)∥∥∥
H˙α/2
∥∥∥Λα/2ωn+1(t)∥∥∥
2
(3.8)
. ‖ωn(t)‖2 ‖θn+1(t)‖H˙1+α/2
∥∥∥Λα/2ωn+1(t)∥∥∥
2
≤ C ‖θn+1(t)‖2H˙1+α/2 ‖ωn(t)‖22 +
∥∥∥Λα/2ωn+1(t)∥∥∥2
2
(3.9)
where to obtain (3.8) from (3.7) we have used Lemma (2.3) with σ1 = 1− α and σ2 = α/2.
Substituting (3.9) in (3.6), integrating with respect to time and taking the supremum over all
t ∈ [0, T ] yield
sup
0≤t≤T
‖ωn+1(t)‖22 ≤ ‖ωn+1(0)‖22 + C sup
0≤t≤T
‖ωn+1(t)‖22
∫ T
0
‖θn+1(t)‖2H˙1+α/2 dt.
Recalling the estimate (3.3) and using the the fact
∀a, b ∈ R+,
√
a2 + b2 ≤ a+ b,
we infer from the above inequality that
(3.10) ‖θn+1+p − θn+1‖∗ ≤ δn,p + Cεσ ‖θn+p − θn‖∗
where ‖.‖∗ denotes the norm of the space L∞([0, T ], L2(R2)) and
δn,p ≡ ‖Sn+p+1θ∗ − Sn+1θ∗‖2 .
Now since θ∗ ∈ L2(R2) then
(
supp δn,p
)
n
→ 0 as n → +∞. Hence, according to Lemma 2.11,
the sequence (θn)n is of Cauchy in the space C([0, T ], L
2(R2)) provided
(3.11) Cεσ < 1.
In conclusion, there exists a constant εσ > 0 depending only on σ such that if K(θ∗, T ) ≤ εσ
for some T > 0 then the sequence (θn)n is bounded in the space X
σ
T ≡ L˜∞T Hσ ∩ L2THσ+
α
2 and
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converges in the space C([0, T ], L2(R2)) to a function θ. Hence, according to Lemma 2.6 and
Lemma 2.7, the function θ belongs to the space XσT ∩ C([0, T ],Hσ(R2)). On the other hand,
using the embedding L˜∞T H
σ ⊂ L∞T Hσ and the interpolation inequality
∀0 ≤ s ≤ σ, ‖f‖H˙s ≤ ‖f‖
1− s
σ
2 ‖f‖
s
σ
H˙σ
,
we deduce that (θn)n converges to θ in C([0, T ], H˙
σ′(R2)) for all σ′ < σ which implies in partic-
ular that
Λαθn → Λαθ in C([0, T ], L2(R2))
θn → θ in C([0, T ], H˙σ∗(R2))
un → u ≡ Λα−1R⊥(θ) in C([0, T ], H˙σ∗+1−α(R2))
where σ∗ =
1+α
2 . Thus, using the fact that un
~∇θn+1 = ∇.(θn+1un) and Lemma 2.3 with σ1 =
σ∗ + 1 − α and σ2 = σ∗, we deduce that un~∇θn+1 converges to u~∇θ in C([0, T ], L2(R2)). We
then conclude that the function θ belongs to the space ZσT and satisfies
∂tθ + Λ
αθ + u~∇θ = 0
u = Λα−1R⊥(θ)
θ|t=0 = θ∗.
Finally, it remains to prove the uniqueness. Assume that θa and θb ∈ ZσT are two solutions to the
equation (MQG) with the same data θ∗. Set ua = Λ
α−1R⊥(θa), ub = Λα−1R⊥(θb), ω = θa − θb
and u = ua − ub. We have the equation
∂tω + Λ
αω + ua~∇ω + u~∇θb = 0
which implies, by Lemma 2.5,
(3.12)
1
2
d
dt
‖ω(t)‖22 +
∥∥∥Λα/2ω(t)∥∥∥2
2
≤ κ(t) ≡
∣∣∣∣∫
R2
u~∇θbωdx
∣∣∣∣ .
Following the same argument leading to (3.9), we obtain
κ(t) ≤ C ‖θb(t)‖2H˙1+α/2 ‖ω(t)‖22 +
∥∥∥Λα/2ω(t)∥∥∥2
2
.
Inserting this estimate in the inequality (3.12), we get
d
dt
‖ω(t)‖22 . ‖θb(t)‖2H˙1+α/2 ‖ω(t)‖22 .
Thereby, the Gronwall inequality implies ω = 0 that is θa = θb. This completes the proof of the
proposition. 
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4. Proof of Proposition 1.2
The proof of Proposition 1.2 is based on the following blowup criterion.
Lemma 4.1. Let θ∗ ∈ Hσ(R2) with σ ≥ 1 and let
θ ∈
⋂
T<T ∗
ZσT
be the maximal solution to the equation (MQG) with initial data θ∗. Assume T
∗ < ∞. Then
there is a constant cσ > 0 depending only on σ such that
(4.1) ∀0 ≤ t < T ∗, ‖θ(t)‖
H˙1+
α
2
≥ cσ√
T ∗ − t .
In particular, ∫ T ∗
0
‖θ(t)‖2
H˙1+
α
2
dt = +∞.
Proof. Let t in [0, T ∗[. Firstly, according to the last assertion of Proposition 1.1, we must have
(4.2) K(θ(t), T ∗ − t) ≥ εσ.
Secondly, for every f ∈ H1+α2 and T > 0, we have the following estimates
K(f, T ) ≤
√
T sup
q∈Z
(
1− e−2ν2αqT
2ν2αqT
)1/2 ∥∥∥∥(2(1+α2 )q ‖∆qf‖2)q
∥∥∥∥
l2(Z)
≤ C∗
√
T ‖f‖
H˙1+
α
2
(4.3)
where C∗ = supx>0
√
1−e−x
x . Hence, combining the estimates (2.14)-(2.15) yields (4.1) with
cσ =
εσ
C∗
. 
Now we are in position to prove our proposition:
Proof of Proposition 1.2. In view of Proposition 1.1, the modified quasi-geostrophic equation
corresponding to the initial data θ˜∗ ≡ θ(t0) has a unique maximal solution
θ˜ ∈ ∩T<T ∗ZσT .
On the other hand, one can easily verify that the function θt0 ≡ θ(.+ t0) is also a solution to the
same (MQG) equation. Hence uniqueness in the space Z1T implies that θt0 = θ˜ on the interval
[0, τ ∗[ where τ∗ = inf{T ∗;T∗−t0}. Therefore, since θt0 belongs to the space L2([0, T∗−t0[,H1+
α
2 )
then the preceding lemma ensures that T ∗ > T∗ − t0. Thus we deduce that θt0 ∈ ZσT∗−t0 which
implies the required result. 
18 RAMZI MAY
5. Proof of the main Theorem
Firstly, Proposition 1.1 ensures the existence of a unique maximal solution θ ∈ ∩T<T ∗ZσT to
the equation (MQG). Now let a < T be a two fixed real-number in the interval ]0, T ∗[. successive
application of Proposition 2, allows us to construct an increasing sequence (tn)n∈N ∈]0, a[ such
that for all n, θ(tn) ∈ Hσn and
θ ∈ C([tn, T ],Hσn) ∩ L2([tn, T ];Hσn+1)
where σk ≡ σ+kα2 . Consequently, the solution θ belongs to the space C([a, T ],H∞). Now, since
a and T are arbitrary chosen in ]0, T ∗[ then θ is in the space C (]0, T ∗[,H∞) . On the other hand,
the equation
∂tθ = −Λαθ − u~∇θ,
combined with the continuity Λα and ~∇ on the space H∞ and Lemma 2.1, enable us, via a
standard Boot-strap argument, to convert the space regularity of θ to time regularity. We then
deduce that
θ ∈ C∞ (]0, T ∗[,H∞) .
Now, we will establish that the solution θ is global in time, that is T ∗ = ∞. We will argue by
opposition: we suppose that T ∗ <∞. First, from Lemma 2.5, we easily see that θ is a Leray-Hopf
solution to the (MQG) equation, that is
θ ∈ L∞T ∗L2 ∩ L2T ∗H˙
α
2 .
Hence, from the papers [4] and [6] we deduce that for all t0 in ]0, T
∗[
sup
t0≤t<T ∗
‖θ(t)‖C2B(R2) <∞.
Therefore, the last assertion of Lemma 2.2 implies
Mt0 ≡ sup
t0≤t<T ∗
‖u(t)‖C2B(R2) <∞.
Fix t0 in ]0, T
∗[ and let β ∈ N2 any multi-index with |β| ≤ 2. The function Dβθ satisfies
∂tD
βθ + ΛαDβθ + u~∇Dβθ =
[
u,Dβ
]
~∇θ.
Thus, Lemma 2.5 implies that for all t in [t0, T
∗[
d
dt
∥∥∥Dβθ(t)∥∥∥2
2
.
∥∥∥[u,Dβ] ~∇θ(t)∥∥∥
2
∥∥∥Dβθ(t)∥∥∥
2
. Mt0 ‖θ(t)‖2H2 .
Summing on β, we get for all t in [t0, T
∗[
d
dt
‖θ(t)‖2H2 .Mt0 ‖θ(t)‖2H2 .
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Thanks to The Gronwall inequality, this inequation implies that
sup
t0≤t<T ∗
‖θ(t)‖H2 <∞
which contradicts Lemma 4.1, since H2 →֒ H˙1+α2 . We then conclude that T ∗ =∞.
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