Properties of mixed fractional Brownian motion has been discussed by Cheridito (2001) and Zili (2006) . We have proposed an estimator of volatility parameter for a model driven by MFBM. In our article we have shown that the estimator has some desirable asymptotic properties.
Introduction
In recent literature mixed fractional Brownian motion (MFBM), as a substitute for Brownian motion, has been used to construct finance models. Loosely speaking MFBM is linear combination of Brownian motion and fractional Brownian motion. Classical Black Scholes stock price model uses Brownian motion as ingredient stochastic process. Brownian motion has a crucial property that it's increment process has independence structure. But in reality it is not very appropriate assumption having independent stock price increment. So several attempts have been made to address this issue. Among many other attempts one of the method is to replace Brownian motion in Black Scholes model by other stochastic processes like fractional Brownian motion or MFBM and then find the desirable properties suitable for financial applications. In this context Sun (2013) has discussed about the option pricing for Black Scholes market with MFBM. In that paper an estimator for volatility has also been proposed. defined on same complete probability space (Ω, F , P) and are independent, α ∈ R, β ∈ R, (α, β) = (0, 0), H ∈ (0, 1) is Hurst parameter, t ∈ (0, ∞).
Recapitulation of properties of mixed fractional Brownian motion (MFBM)
Take α = 1. Then Cheridito has shown the following: M H t is not weak semimartingale if see Cheridito (2001) . From Cheridito's work we also know that for H ∈ (0, 1 2 ) probability limit of quadratic variation of MFBM upto fixed time is infinity where as for H ∈ ( 1 2 , 1) the same limit is finite.
The moments and other properties of M H t can be found in Zili (2006) and Sun (2013) . Here we are restating some of those properties of MFBM which will be needed for our purpose. E(M First we will set µ = 0 in the model. For 0 = t 0 < t 1 < · · · < t N = 1 the observed values of the process be S tj , j = 0, · · · , N and t j+1 − t j = 1 N ∀ j = 0, · · · , N − 1. We note that this is high frequency data as sample size increases the time difference between two consecutive data points decrease. Let us propose the estimator of volatility σ 2 based on the observation set {S tj , j = 0, · · · , N } as follows:
Note that the normalising factor N ( 1 N + 1 N 2H ) is dependent of both N and H where H ∈ (0, 1).
For H > We will see that this estimator converges almost surely and asymptotically normally as sample size N increases. We also find the rate of convergence for the distribution. For 0 ≤ T 1 ≤ T 2 , if we have observed S t , T 1 = t 0 < t 1 < · · · < t N = T 2 , then volatility estimator,
For this estimator no statistical properties has been discussed.
Let us look at estimator proposed by Sun (2013) . Take special case as follows. Assume the time
For simplicity take T 1 = 0 and T 2 = 1. We note that for this particular choice of T 1 , T 2 the normalising
proposed by Sun (2013) will be 2 which is just a constant. For this special choice of time points, essentially for high frequency data case,
So the estimator proposed by Sun (2013) can be obtained after a constant adjustment in our estimator. As we have derived the asymptotic properties for our estimator, using that one can get asymptotic properties of the estimator proposed by Sun (2013) too. 
Proof. See Appendix: Asymptotic normality
Proof. See Appendix: Berry Esseen Bound 
Simulation Studies
In this section We present the simulation result for MFBM driven model and it's estimator. We use somebm and dvfbm packages from R to simulate Brownian and fractional Brownian motion. We keep drift parameter µ = 0. We generate each sample paths with N = 1000 points and replicate 200 times to find the mean and variance. We repeat the simulation for different values of σ 2 and for H ∈ (0, 1). Simulation shows that estimators are excellent for both H < 1 2 and H > 1 2 for high frequency data with 1000 values in the time scale 0 to 1.
As we know that for H > 1 2 the normalising factor 1
shown simulation for estimators without normalising factor in case of H > 1 2 . We see there is bias for estimators but we add mean squared error along with variance to check how wide the bias is.
Numerical study says they are close in terms of variance and mean squared error as H is far from 0.5, near 0.5 the estimators are bad as expected. 
Conclusion
We have shown that the estimator for volatility for high frequency data from model driven by MFBM converges almost surely i.e. strongly consistent and is asymptotically normally distributed. In the process of doing that we have shown the central limit theorem for quadratic variation of MFBM, H ∈ (0, 1) too. We have also found the rate of convergence for the distribution through Berry Esseen bound. Note that unlike quadratic variation of pure fractional Brownian motion, where one get asymptotic normality for H ∈ (0, 
Appendix Notations and Background
In this section we introduce only those notations and established results which will be needed for derivation of our results. 
For φ, ψ ∈ E let us define inner product φ, ψ E = φ, ψ H1 + φ, ψ H2 . Define H be the Hilbert space given by closure of E with inner product φ, ψ E for φ, ψ ∈ E. So we get φ, We also note that H can be written as L 2 (R, B, ν) where ν is non atomic measure.
Let H n be n th Hermite polynomial satisfying
Take φ ∈ H such that φ H = 1. Consider random variables H n (M (φ)) and take the closure of the span of these random variables as a subspace of L 2 (Ω, F ). This subspace is the n th order Wiener chaos W n .
I n , the multiple stochastic (Wiener Ito) integral with respect to isonormal Gaussian process M , is a map from H ⊙n to W n , H ⊙n being symmetric tensor product of H.
H ⊗n is tensor product of H.
Then for f ∈ H ⊙n , we also have 
Now for f ∈ H
⊙n and g ∈ H ⊙m we have followings:
is contraction is defined as
This definition does not depend on the choice of orthonormal basis and f, e i1 ⊗ · · · ⊗ e ir H ⊗r ∈ H ⊙(n−r) , g, e i1 ⊗ · · · ⊗ e ir H ⊗r ∈ H ⊙(m−r) . f ⊗ r g is not necessarily symmetric. Let f⊗ r g is symmetrization of f ⊗ r g. Then by proposition (8.5.3), Peccati (2011)
Also for n = m = r we have
The following is the hypercontractivity property for multiple Wiener Ito integrals, see equation 8.4 .18, Peccati (2011) or lemma 2.1, Nourdin (2014).
[
Let F be a functional of the isonormal Gaussian process M such that E(F (M ) 2 ) < ∞ then there is unique sequence f n ∈ H ⊙n and F can be written as sum of multiple stochastic integrals as
I n (f n ) with and I 0 (f 0 ) = E(F ) where the series converges in L 2 , by Proposition 8.4.6, Peccati (2011).
with g smooth compactly supported and S is the collection of all smooth cylindrical random variables of the form F defined above. Then Malliavin derivative D is H valued random variable defined as follows:
denote the closure of S with respect to following norm
I n−1 (f (., t)) means n − 1 multiple stochastic integral is taken with respect to first n − 1 variables
Let us introduce the divergence operator δ as adjoint of
Orstein Uhlenbeck operator L is defined as LF = −δDF and for F = I n (f ) with f as before, LF = −nF .
For the ease of readability we are reproducing the following theorems with references.
To prove asymptotic normality we will use the following two theorems 
) be a sequence of square integrable random variables in the nth Wiener chaos of an isonormal process
D is the Malliavin derivative with respect to M .
To prove Berry Esseen bound we will use the following two theorems from Nourdin and Peccati (2009).
If
Theorem 7. Let F n , n ≥ 1 be sequence of centered and squared integrable functional of Gaussian process M = {M (φ); φ ∈ H} such that E(F 
(a) ψ(n) is finite for every n;
.
Proof for main results
This part is required for the proof of the theorems mentioned in sec 4. Let us calculate the typical term present in the summand of the estimator as follows.
For simplicity set µ = 0,
where U 1 , U 2 , U 3 are the terms respectively. Now the first term is
Note that even if we have kept µ as it is we would still get U 1 → 0 as N → ∞. For our next step calculation we set α = 1, β = 1 in M H t . For simplicity again we may use M t instead of M H t . The second term is
We note that EU 2 = 0.
The variance of the increments of M H t is as follows:
The variance of the second term is E(U 2 2 ) which is equal to
Where
The third term is
Let us denote
so E(T 3 ) = σ 2 and define S 3 = T 3 − σ 2 so that E(S 3 ) = 0.
Let us write (M
2 as multiple integral of order 2 with respect to isonormal Gaussian process M corresponding to MFBM M t . We have
where, f j (s) = 1 ( 
and
So, substituting in the expression of U 3 we get
This leads E(V 3 ) = 0 and we observe that
We note that the expectation ES 3 = 0. Now E(V 2 3 ) is equal to
And further
So, we see that lim
can see why we should choose normalising constant as 1
. This is interesting because for pure Brownian motion we do not need any normalising factor depending on N . Also for Pure fractional Brownian motion we need normalising factor depending on N but with the restriction H < 3 4 to ensure finiteness for similar variance term. But for MFBM, H ∈ (0, 1), normalising constant turns out to be dependent on both N and H. Let
Appendix: Almost sure convergence H ∈ (0, 1)
. So,σ 2 converges in probability to σ 2 .
To get almost sure convergence let us use Chebyshev inequality, Cauchy Schwartz inequality and hypercontractivity property (11) . We recall That U 1 ≤ c 1H N , c 1H is constant depends on H and σ,
and lastly
And from previous calculation we have for constants c 2H , c 3H
depends on H and σ,
and for constants c 4H , c 5H depends on H and σ
Let us calculate the above probability for H ∈ (0, 1 4 ), so
We need r(δ − 1) + r(
Let us calculate the same probability for H ∈ [ 1 4 , 1 2 ), so
Here we need r(δ − 1)
Let us again calculate the same probability for H ∈ [ 1 2 , 1).
For H ∈ [ 1 2 , 1) fix δ < 1 2 and choose r > 1
We apply Borel Cantelli lemma above all cases to get almost sure convergence.
Appendix: Asymptotic normality
From our previous calculations we see that
So here we will show
is asymptotically normally distributed and then by Slutsky's theorem F N will be asymptotically normal. To show G N is asymptotically normal we will use Theorem 4 and 5.
We recall E(
Now let us recall T 3 as multiple Wiener Ito integral
So S 3 as multiple Wiener Ito integral as
Using theorems stated in section (6) we want to show that
For that matter we first show lim
where A, B, C are respective terms. Now EC = 0, B → 0 as N → ∞. For most purpose we will be interested in A.
Using (14) we get
We have previously shown that E( √ N S 3 ) 2 = c = 2σ 4 , and similar calculation leads to lim
Let us calculate the following
And then
So, our target quantity is
Let us denote the adjusted normalising constant, adjusted for the terms
, ignoring the constant 16σ
To calculate contribution from terms in (25) let us introduce partition of 4 as {{4}, {3, 1}, {2, 2}, {2, 1, 1}, {1, 1, 1, 1}}. This is required as there are four indices j, j ′ , k, k ′ in the summation (25).
Case : all index same
there are N terms in the sum and value of
So total contribution due to i) is
Case : three index same, one different: one-apart
For ii) j = k = j ′ and |k ′ − k| = 1, there are 2(N − 1) terms in the sum and value of
the contribution is same as that of the case j = k = j ′ and |k ′ − k| = 1.
Case : two pairs of same index: one-apart
So total contribution due to ii) to vii) is 12(N − 1)(
For viii) j = k ′ , j ′ = k and |j − j ′ | = 1 there are 2(N − 1) terms in the sum and value
Case : three index same, one different: more than one apart
For ix) j = k = j ′ and |k ′ − k| > 1 the sum becomes
We note that above contribution is due to (N 2 − 3N + 2) many terms.
the contribution is same as that of the case j = k = j ′ and |k ′ − k| > 1, and each contribution is due to (N 2 − 3N + 2) many terms.
Case : two pairs of same index: more than one apart
the contribution is same as that of the case j = k = j ′ and |k ′ − k| > 1. Here each contribution is due to (N 2 − 3N + 2) many terms.
So total contribution due to ix) to xiv) is 6 1
For xv) j = k ′ , j ′ = k and |j − j ′ | > 1 the sum becomes
From now onwards let us consider the cases but we will calculate the contribution corresponding to those at the end.
Case : two same index, third index: one apart, fourth index: one apart There are 8 cases like following have same contribution.
There are 4 cases like below have same contribution.
Case : two same index, third index: one apart, fourth index: more than one apart
There are 8 cases like below.
There are 4 cases like below.
Case : two same index, third index: more than one apart, fourth index: more than one apart
There are 8 cases like following have same contribution.
Case : all four indices / indexes different There are several (but finite) cases as follows: all four one apart, three of them one apart and one of them more than one apart, two pairs are more than one apart and each pair one apart, two of them one apart and third and fourth both more than one apart and lastly all fore more than one apart. Let us note that contribution from the last case will be highest and all other cases mentioned above have contribution less than that. As there are finitely many cases it is enough to consider the following case.
For j = k = j ′ = k ′ and all are more than one units apart the the sum becomes
Now we observe that for each of the above cases the contribution due to
when divided by K tends to zero. As an example let us show this calculation for last case. As there are finitely many cases and each normalised term tends to zero. So we get the asymptotic normality for the estimator.
Berry Esseen bound
First recall that E(G N ) = 0 and E(G To get the result for F N we note that F N = I 2 + I 1 + I 0 where I n is multiple integral of order n. Using DI 1 is I 0 , D being Malliavin derivative; correlation between I 0 , I 1 , I 0 , I 2 and I 0 , I 2 are zero; and result we have proved forG N which is I 2 ; we can get Berry Esseen bound for F N and hence the result.
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