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On the Bayesian Approach to Image Reconstruction 
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The State University of New York at Buffalo, Amherst, New York 14226; and 
* General Electric Company, Research and Development Center, Schenectady, New York 
A new iterative method is proposed for finding the optimal Bayesian estimate 
of an unknown image from its projection data (experimentally obtained integrals 
of its grayness over thin strips). Convergence of the method is proved and its 
performance is illustrated. The method compares favorably with previously 
proposed procedures. 
1. INTRODUCTION 
The problem of recovering an image (a function of two variables) from 
experimentally available integrals of its grayness over thin strip is of great 
importance in a large number of scientific areas. An important version of the 
problem in medicine is that of obtaining the exact density distribution within 
the human body from x-ray projections. Many methods have been proposed 
for solving this problem. For a review of early algorithms, as well as many 
of the application areas, see Gordon and Herman (1974). Programming systems 
incorporating such algorithms exist, see, e.g., Herman and Rowland (1977). 
The Bayesian approach to image reconstruction was first proposed by Hurwitz 
(1975) and then by Tasto (1977). A computer implementation was reported by 
Herman and Lent (1976a). The present article reports on continuation of this 
work. Although it is mathematically self-contained, we refer the reader to our 
previous work for motivation and background. 
Let the vector x represent a digitized image to be reconstructed and let y 
be the vector of measurements. Then 
y = Mx + E, (1) 
where e is a vector of errors. The reconstruction problem is to find methods for 
estimating the image vector x from the measurement vector y. 
The Bayesian approach selects the image X which has the largest a posteriori 
probability, where the a posteriori probability distribution depends on assumed 
a priori probability distributions of the images x and the errors e. Previously, we 
have assumed that both these a priori distributions are multivariate Ganssian. 
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Rockmore and Macovski (1976) stated that "there seems to be no justification 
for such a step". For that reason they advocated maximum likelihood estimation, 
rather than Bayesian estimation. We shall return to this point below. In this 
paper we shall in fact make even stronger assumptions, which we now state. 
Assumption 1. 
There is a picture (x} such that the components ofx -- (x} are not correlated 
and each component x -- (x} is an element of a zero mean Gaussian distribution 
with a fixed standard eviation t. 
Assumption 2. 
The components of the error vector e are not correlated, and each component 
of e is an element of a Gaussian distribution with standard eviation s. 
It  follows from our previous work cited above that under these assumptions 
the Bayesian estimate X satisfies 
(I + r2MrM)(X -- (x}) = r2MT(y -- M(x}),  (2) 
where r = t[s. Note that a small value of r indicates that a priori knowledge of 
the expected value of the image is important relative to the measured ata, 
while a large value of r indicates that the opposite is true. 
Herman and Lent (1976a) gave an iterative algorithm for finding the solution 
of Eq. (2). (An iterative approach is advisable because of the size and sparsity 
of M. In the example discussed in detail by Herman and Lent, 1976a, M is 
6300 × 3969; this is smaller than what is usual in many practical applications of 
the image reconstruction problem.) They proved that the algorithm is geometri- 
cally convergent. In fact, under our assumptions in this paper, Eq. (26) of 
Herman and Lent (1976a) translates into 
t[ x - xn II < ~" I1X - -  <x)l!, 0) 
where x n denotes the nth vector produced by the iterative process, [tx I] denotes 
the 2-norm (Euclidean orm) of the vector x and 
AmaxMrM-  AminMTM 
iz = AmaxMTM -~ AminMrM q- 2/r 2 • 
(4) 
Here AmaxMrM and AminMrM denote the maximum and minimum eigenvalues 
of MTM (c.f. Eq. (8) of Herman and Lent, 1976a). 
There appear to be two problems with the algorithm as implemented by 
Herman and Lent (1976@ The first is that in applications of interest/x may be 
very nearly 1. Thus the geometric onvergence indicated in Eq. (3) does not 
necessarily translate into an inexpensive procedure. The second problem is due 
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to the choice of (x)  in Assumption 1 above. This was taken by Herman and 
Lent (1976a) to be a vector all of whose components are the same. The resulting 
reconstruction procedure was tried on a medically realistic example, and it 
produced a reconstruction which was inferior to that produced by an alternative 
iterative procedure (ART3 with selective smoothing, as described by Herman, 
Lakshminarayanan d Rowland, 1975) even though the cost of the Bayesian 
method was about ten times greater than the cost of ART3. 
Herman and Lent (1976b) classify iterative reconstruction algorithms as being 
either SIRT-type or ART-type. They point out that SIRT-type algorithms 
usually require 2-10 times more computer time and 2-3 times more computer 
storage than ART-type algorithms to do the same problem. The algorithm of 
Herman and Lent (1976a) for finding the solution of Eq. (2) is a SIRT-type 
reconstruction method. In the next section we propose an ART-type method 
to solve the same problem, and prove its convergence to the required solution. 
This method substantially reduces the time and storage required to find the 
Bayesian estimate. 
In Section 3 we discuss the validity of Assumption 1. It was illustrated by 
Hunt and Cannon (1976) that in certain situations Assumption 1 is valid, 
provided that (x)  is a blurred version of x. In image reconstruction it is easy 
to produce from the data a blurred version of the image to be reconstructed: 
such is provided by the so called summation (alternative name: backprojection) 
reconstruction method (see, e.g., Gordon and Herman, 1974). I t  has been 
suggested to the authors by S. J. Wernecke that one should use the output of 
the summation method as (x)  in Eq. (2). (See also Wernecke and D'Addario, 
1977). In Section 3 we investigate the validity of Assumption 1 when (x) is 
chosen in this fashion. We find that this choice of (x) very badly violates 
Assumption 1. We propose an alternative way of choosing (x). 
In Section 4 we report on some experiments investigating the efficacy of our 
new Bayesian reconstruction algorithm with (x) chosen as proposed in Section 3. 
The data used are simulated x-ray data of images representing a cross-section 
of the human head. 
We state our conclusions in Section 5. 
2. AN ART-TYPE BAYESIAN RECONSTRUCTION ALGORITHM 
The essential idea of our method is to look at Eq. (1) as an equation in k + l 
unknowns; namely all the components of x and ~. Looked at this way, Eq. (1) 
is a consistent system of equations, and we can apply techniques which were 
found useful for consistent systems. We first describe one such technique and 
then show how it can be altered to provide us with the optimum Bayesian estimate 
of x in Eq. (1). 
Let AZ =- y be a consistent system of k equations in the unknown vector Z. 
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For 1 ~ i ~< k, let ai denote the transpose of the ith row of A and let Yi denote 
the ith component of y. Consider the following algorithm. 
Algor i thm L 
z ° is arbitrary, 
zn+I ~ z s @ p(n) Yi  - -  ai Tzn 
II ai ]l s ai ' (5) 
where i = (n mod k) + 1 (i.e., the sequence of i's is 1, 2,..., h, 1, 2,...), and 
p(n) is a scalar multiplier called the relaxation parameter. 
For p(s) --- 1, this is the algorithm proposed by Kaczmarz (1937). Herman, 
Lent and Lutz (1978) proved that, provided 0 < l imp <~) ~< 1]-mp (s) <2,  
the sequence z °, z 1, z2,.., of Algorithm I converges to a solution of AZ = y.  
Algorithm I is one of the basic ART-type algorithms (Herman and Lent, 1976b). 
Suppose now that in Eq. (1) M is an k × I matrix. Let E denote the k × k 
identity matrix. (Note that the I in Eq. (2) is the l ?< I identity matrix.) Consider 
the following consistent system of equations in the nnknown vectors U and V. 
U + rMV = y. (6) 
I f  we let A be the k × (k + l) matrix which partitions as (E rM)  and Z be the 
(k -~/)-dimensional vector which partitions (~), then iterative step of Algorithm 
I above gives rises to 
()  v n+l] ~_ v n @p(n) Y i - - (u i  s+rmi  rvn) ei 
1 + r 2 II m, [I 2 rmi ' 
(7) 
where mi and e~ are transposes of the ith row of M and E, respectively. By the 
theorem quoted above, for any choice of u ° and v °, the sequences of u s and v ~ 
converge to vectors U and V which satisfy Eq. (6). 
The sequences u s and v s have a further property which makes possible their 
use for producing a Bayesian estimate. Namely, for all n ~ 0, 
- - r2MTu s + rv n = - - r2MTu o + rv °, (8) 
This is easily proved by induction on n. 
For the choices u ° = 0 and v ° = (1/r) (x},  Eq. (8) implies that if u n and v s 
converge to U and V, respectively, then 
- - r2MrU + rV  = (x} .  (9) 
This, and the fact that V and U are solutions of Eq. (6), implies that 
- - r2Mr(y  - -  rMV)  + rV  = (x ) .  (lo) 
643/42/I-5 
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By rearrangement of the terms in Eq. (10) it is trivial to show that if X = rV,  
then X satisfies Eq. (2). 
This discussion justifies the following algorithm and theorem. 
where 
Algorithm I I .  
u°=0 
xO = (x>,  
(the k-dimensional zero vector), 
xn+l ~ x n -}- r2d(~)mi, 
un+l = u n @ d(n)ei , 
d(~) = p(~) Yi - -  (ui ~ -t- miTx '~) 
1 + r ~ 11 mi ]j2 
i=(nmodk)+l ,  
and p(n) is a relaxation parameter. 
THEOREM. Provided 0 < l imp (~) ~< ~--mp(~) < 2, the sequence x °, x I, x ~ .... 
converges to the solution X of Eq. (2) (i.e. the Bayesian estimate of the solution of 
Eq. (1)), and the sequence u°, u 1, u s .... converges to y - -  MX (i.e., to the error in 
Eq. (1) when X is the Bayesian estimate). 
3. THE CHOICE OF THE EXPECTED VALUE 
In  this section we investigate how to choose the expected value (x)  so that 
Assumption 1 is satisfied, or at least not too badly violated. 
Hunt and Cannon (1976) illustrated that in certain situations a blurred version 
2 of the picture x has the property that each component of x --  2 is an element 
of a Gaussian distribution. I f  we could use our projection data y to estimate 
a blurred ~, then we could apply our algorithm with ~ in place of (x).  
One method of doing this was suggested to the authors by S. J. Wernecke. 
There is a family of reconstruction methods which are known to produce blurred 
versions of the objects whose measurements are used as input to the reconstruc- 
tion method. These methods are commonly referred to as "summation" or 
"backprojection" reconstruction techniques, (see, e.g., Gordon and Herman, 
1974, Herman and Rowland, 1977). Wernecke's suggestion was to use the output 
of such a method as 2. However, we have found that using such an ~ as (x )  
very badly violates Assumption 1, and the Bayesian estimate so produced is 
very different from the original picture x. We now discuss an example illustrating 
this point. 
For the example we have used a mathematically described phantom repre- 
senting a cross-section of the human head, originally proposed by Shepp and 
Logan (1974). A 39 × 39 digitized representation of the phantom is shown in 
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Figure 3. This is the image we wish to reconstruct. Thus, the size of the vector 
x is 1521. 
We have mathematically collected projection data for 60 different views using 
parallel strips, with 79 strips in each view. Thus the size of the vector is 4740. 
In the calculation of the components of the measurement vector y we have 
simulated the stochastic processes associated with x-radiation and transmission. 
We have used a number of different versions of the summation method to 
see whether any of them produces a picture which could be used as {x) in 
Assumption 1, but the answer was clearly negative in all cases. Figure 1 reports 
on the outcome of one such experiment. 
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The version of the summation method reported on in Figure 1 is the con- 
tinuous backprojection with linear interpolation and additive correction. (For 
definition of these terms see Herman and Rowland, 1977.) The picture produced 
by this method is shown in the bottom left panel of Figure 3. Let 2 denote the 
1521 dimensional vector representing this reconstruction. Figure 1 reports on 
the statistical distribution of the components of £ --  x. Let D denote the set 
of these components. The histogram in Figure I shows the distribution of the 
values of the elements of D. The continuous curve shows a Gaussian distribution 
with the same mean and standard deviation. It is clear that one cannot use 
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in place of (x) in Assumption 1. Not surprisingly, the Bayesian reconstruction 
based on this expected value (bottom right panel in Figure 3) is not very good. 
The major reason for the difference between the histogram in Figure 1 and 
its Gaussian approximation appears to be the high values on the left side of 
the histogram. These are due to the blurring out of the skull, which is substan- 
tially denser than anything else in the original. It appears that one could produce 
a histogram which is more nearly Gaussian by choosing a reconstruction 
technique which reproduces the skull (and possibly everything else) more 
accurately than the summation method. 
A family of reconstruction methods which have been found both reasonably 
accurate and efficient in computer time is the family of convolution methods 
(see, e.g., Gordon and Herman, 1974, Shepp and Logan, 1974, Herman and 
Rowland, 1977). Figure 2 has been produced in the same way as Figure 1, but 
using the output of a convolution method (Hamming filter with ~ = 0.75 and 
linear interpolation, see Herman and Rowland, 1977, for precise definition) 
as ~. The histogram is still very different from the Gaussian curve, but it is more 
symmetric than it was before. Note also that it has a smaller spread (see labels 
on the abscissa), indicating the superior accuracy of the convolution method over 
the summation method. 
It appears that Assumption 1is rahter badly violated with all methods we have 
tried for estimating (x) from the data. It must be said that even if we found 
a way of estimating an g from the data such that the components ofx -- 2 form 
a Gaussian distribution, choosing (x) to be 2 would not be a step justified by 
the theory. This is because for true Bayesian optimization (x) is supposed to 
depend on the ensemble of all pictures we are interested in and not on an indivi- 
dual picture. 
4. IMPLEMENTATION AND EVALUATION 
In spite of the last remark in the last section, for practical implementation 
it is reasonable toestimate the expected value (x) of the ensemble (of which the 
unknown picture x is a typical clement) from the measurements y of x. In this 
section we report, in particular, on what happens when (x) is taken to be the 
output of a summation or a convolution method. 
In addition to estimating (x) ,  we need to estimate the t of Assumption 1. 
In practice, this can be done by creating anumber of representative phantoms x, 
simulating the data collection for them, reconstructing from the data to produce 
(x) and estimating t as the standard eviation of the set of all components of all 
the x -- (x) so obtained. 
For our examples in this section we have used the head phantom and data 
collection we have discussed in the last section. The standard eviations for the 
summation method (denoted by ts) and for the convolution method (denoted by 
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to) were taken to be the standard eviations of the histograms in Figures 1 and 2, 
respectively. Thus our estimates of t are as accurate as can possibly be obtained 
by the method described in the last paragraph, since the ensemble of pictures 
used contains only the picture we wish to reconstruct. The actual values we have 
found were t,, _~_ 0.27 and t c _~ 0.09. 
Similarly, the standard eviation .~ of the components of the error in Assump- 
tion 2 can be estimated by the simulation of a typical ensemble. For our examples 
we have again only, used the single phantom x and projection data y described 
in the last section, and estimated s to approximate the standard eviation of the 
components of 3 . . . .  Mx. We have found the value of s to be approximately 0.06. 
Hence the value of r in Algorithm II was 4.5 when / "\ \x / was taken to be the 
output of the summation method, and 1.5 when (x)  was taken to be the output 
of the convolution method. Wc have chosen p{") to be equal to l for all n. The 
pictures so produced are on the right side of Figure 3, with the bottom row 
corresponding to the case when/~x~ is the output of the summation method and 
Fie. 3. 39 × 39 digitized displays: top left--phantom; top right -reconstruction by
the Bayesian method with tricks; middle left--reconstruction hy a convolution method; 
middle right --reconstruction by the Bayesian method with the output of the convolution 
method as expected value (x); bottom left---reconstruction by a summation method; 
bottom right-.-reconstruction by the Bayesian method with the output of the summation 
method as expected value (x). 
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the middle row to the case when (x) is the output of the convolution method. 
These pictures correspond to x ak in Algorithm II, where k is the size of the 
vector y. (In our case k is 4740). If (x) is the output of the convolution method, 
this is a reasobable point to stop the iterative procedure, since change at this 
stage in an iterative step becomes negligible. For example, if we define the 
variance v(x), of a vector x to be the variance of the set of its component, hen 
] v(x 8k) --  v(x2k)l < v(x~k)/lO0. I f  (x) is the output of the summation method, 
the change from x 2~ to x 3~ is more noticeable, but we wished to report on the two 
applications of Algorithm I I  using the same number of iterations. 
We may conclude from Figure 3 that the output of the summation method 
is much improved by using it as the initial vector for Algorithm II. The image 
produced after a reasonable number of iterative steps is much better if the 
initial vector is the output of the convolution method than if the initial vector 
is the output of the summation method. 
It is less clear, based on visual evaluation alone, whether the output of the 
convolution method is improved by using it as the initial vector for Algorithm II. 
However, more quantitative measures (an example will be given below) certainly 
so indicate. Such measures are strongly influenced by the accuracy of the values 
assigned to the skull. In the reconstructions in the middle row of Figure 3 the 
values assigned to the skull are more accurate in the Bayesian reconstruction 
(on the right) than in the convolution reconstruction (on the left). This is not 
noticeable in Figure 3, since in order to display the fine grayness differences 
inside the skull, the range between the number below which values are repre- 
sented by black and the number above which values are represented by white 
has been kept narrow. Hence both accurate and relatively inaccurate values for 
the skull appear as white in Figure 3. We feel that this is an appropriate repre- 
sentation, since in medical applications it is nearly always the contents of the 
skull, rather than the skull itself, which is of interest. Note the smoother 
appearance of the output of the convolution method (a consequence of using 
a Hamming filter with ~ ---- 0.75), but at the expense of the disappearance of 
the "tumor" in the lower half of the phantom. 
Bearing in mind the differences between the outputs represented in the second 
row of Figure 3, we have looked at the possibility of further improvements by 
the use of what have been called "tricks" by Herman and Lent (1976b). In 
producing the image in the top right panel of Figure 3 we have used the output 
of the convolution method as the expected value and applied Algorithm II  until 
n = 3k with the following "tricks". 
Underrelaxation. The value of p(~ was chosen to be 0.75. This "trick" is 
quite justified by the theory. In view of our Theorem in Section 2, the change 
ofp (~) from 1.0 to 0.75 does not influence th e limiting behavior of Algorithm II. 
However the initial behavior, especially when combined with other tricks, can 
be improved by underrelaxation. 
70 HERMAN ET AL. 
Constraining. Since the phantom is known not to contain any negative 
values we aim at an image vector all of whose components are nonnegative. This 
is done by replacing any negative components of x n by 0 prior to the iterative 
step of producing x~+1 from x% 
Selective smoothing. At three stages of the iterative process, namely at the 
points x e, x ~k and x 3k, the image has been smoothed in such a way that smoothing 
is not performed across what appear to be sharp boundaries. This is done by 
the method proposed and described by Herman and Lakshminarayanan d 
Rowland (1975), with the threshold for smoothing chosen to be 0.015. 
As can be seen from Figure 3, the image produced using the tricks is superior 
to the images produced without tricks. Note that the extra computational cost 
for these tricks is negligible. 
Finally, we report on some numerical evaluation on the goodness of these 
reconstructions. The following table gives the values for the quantity 
R = Z~=~ I~ - xjI 
where x is the original image vector and 2 is the reconstruction. 
Reconstruction method R 
Summation 1.29 
Bayesian based on summation 0.48 
Convolution 0.37 
Bayesian based on convolution 0.34 
Bayesian with tricks 0.21 
These values reflect well the visual quality of the reconstructions. 
5. CONCLUSIONS 
We have proposed an ART-type iterative procedure for finding the optimal 
Bayesian estimate of an unknown image and proved its convergence. We have 
shown that, even though the physical assumptions on which the estimate is 
based are not necessarily satisfied in practice, the procedure can be used, 
especially in conjunction with "tricks", to improve the output of standard 
non-iterative image reconstruction methods, such as the convolution method. 
BAYESIAN IMAGE RECONSTRUCTION 71 
ACKNOWLEDGMENTS 
The research of three of the authors (Herman, Lent and Lung) is supported by the 
National Institutes of Health under grants HL18968, HL4664, CB84235, and RR7. 
RECEIVED: June 2, 1978; REVISED: November 17, 1978 
RErERENCZS 
GORDON, R., AND HERMAN, G. T. (1974), Three dimensional reconstruction from 
projections: a review of algorithms, in "International Review of Cytology" (G. H. 
Bourne and J. F. Danielli, Eds.), Vol. 38, pp. 111-151, Academic Press, New York. 
HERMAN, G. T., LAKSHMINARAYANAN, A. V., AND ROWLAND, S. W. (1975), The reconstruc- 
tion of objects from shadowgraphs with high contrasts, Pattern Recognition 7, 157. 
HERMAN, G. T., AND LENT, A. (1976a), A computer implementation f a Bayesian analysis 
of image reconstruction, Inform. Contr. 31,364. 
HERMAN, G. T., AND LENT, A. (1976b), Iterative reconstruction algorithms, Comput. 
Biol. Med. 6, 273. 
HERMAN, G. T., LENT, A., AND LUTZ, P. H. (1978), Relaxation methods for image 
reconstruction, Comm. ACM 21, 153. 
HERMAN, G. T., AND ROWLAND, S. W. (1977), "SNARK77: A Programming System for 
Image Reconstruction from Projections," Technical Report No. 130, State University 
of New York at Buffalo, Amherst, New York. 
HUNT, B. R., AND CANNON, T. M. (1976), Nonstationary assumptions for Gaussian 
models of images, IEEE Trans. Systems Man Cybernetics SMC-6, 876. 
HI:RWlTZ, H., JR. (1975), Entropy reduction in Bayesian analysis of measurements, Phys. 
Rev. A 12, 698. 
KACZMARZ, S. (1937), Przyblizone Rozwiqzywanie Ukladow Rownan Liniowych- 
Angeniiherte Aufl6sung yon Systemen Linearer Gleichungen, Bull. Int. Acad. Polon. 
Sci. Lett. A, 355. 
ROCKMORE, A. J., AND MACOVSKI, A. (1976), A maximum likelihood approach to emission 
image reconstruction from proejections, IEEE Trans. Nucl. Sci. NS-23, 1428. 
SHEPV, L. A., AND LOGAN, B. F. (1974), The Fourier reconstruction of a head section, 
IEEE Trans. Nucl. Sci. NS-21, 21. 
TASTO, M. (1977), Reconstruction of random objects from noisy projections, Computer 
Graphics Image Processing 6, 103. 
WERNECKE, S. J., AND D'ADDARIO, L. R. (1977), Maximum entropy image reconstruction, 
IEEE Trans. Computers C-26, 351. 
