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a b s t r a c t
In this paper oscillators with a restoring force which is the function of a non-integer power
exponent of deflection are considered. The oscillatory motion is described by a differential
equation with a rational-power term. The equation is first analyzed qualitatively. The new
analytical methods are developed for solving the differential equation with a non-integer
order term. Themethods are based on the assumption that the vibration of the non-integer
oscillator has to be close to that of integer order one. The new perturbation method based
on variation of the order of the non-linearity is developed. The unperturbed system is
the integer order non-linear oscillator. One of the methods uses the perturbation of the
amplitude and phase, and the following two techniques introduce the straightforward
expansion using the known values for the pure integer order oscillators. The first order
approximate solutions are obtained. Their accuracy is checked on several examples. The
results obtained are comparedwith the exact numerical solution, showing good agreement.
The vibrations are widely discussed.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Elastic elements can have a force–deflection relationship which is linear only over a limited range of deflection or just for
some values of the system parameters. However, sometimes the restoring force decreases or increases more rapidly than
the deflection, i.e. it depends non-linearly on the deflection. In case of a spring, for example, the non-linearities may be
caused by physical effects such as the contacting of coils in a compressed coil spring, or by excessively straining the spring
material [1]. Then, the non-linear dependence of the restoring force on the deflection is usually modelled as a polynomial
whose exponents are integers. There are examples of systems, however, for which these exponents can be of non-integer
order. Among them are, for instance, the flexible elements of vibration isolators made of wire-mesh and felt materials [2]
and cable isolators [2,3]. A deformation characteristic of a radially loaded rubber cylinder is of that form, too [4].
Motivated by this type of a non-integer order force–deflection relationship, we consider the oscillator governed by
x¨+ c21x |x|α−1 = 0, α > 1, (1)
with the initial conditions
x(0) = A, x˙(0) = 0. (2)
The parameter c1 in Eq. (1) is a positive constant that need not to be small, while the parameter α is assumed to be a mixed
number, i.e., it is the sum of a whole number and a proper fraction. The absolute value of the displacement is used in order
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to ensure the periodicity of the system, i.e., that the sign in front of the corresponding non-linear term changes in a correct
way even when the non-linearity is even.
The differential equation (1) with (2) has an exact analytical solution [5] in the form of the Ateb cam function
x = Acam
t

c21 |A|α−1 (α + 1)
2
 , (3)
which is the inverse incomplete Euler Beta function [6]. The exact period of the oscillation is (see [7])
T = 4
2c21 |A|α−1 (α + 1)
B

1
α + 1 ,
1
2

= 20
 1
α+1

0

3+α
2(α+1)
 2π
c21 |A|α−1 (α + 1)
(4)
where B is the complete Beta function and 0 is the Euler gamma function [8]. For the sake of the readers, some properties of
the Ateb functions are given in the Appendix. Due to the complexity of the Ateb functions and the difficulties ofmanipulating
with them, the solution (3) is not suitable for practical applications and analysis. The intention is to obtain the approximate
solution for Eq. (1), which will be more suitable for the applications by technicians.
In this paper the qualitative analysis of the vibrations of non-integer oscillator is considered. The phase trajectories are
obtained and discussed. The conditions for periodic motion are determined. These results are proved quantitatively. The
new approximate analytical methods are developed for solving the strong non-linear differential equation of non-integer
order (1), (2). For all of the suggested methods it is common that the assumption is that the vibration of the non-integer
order oscillator has to be close to that of the neighboring integer order one. Namely, it is expected that the properties of the
non-integer order oscillatory motion are between those corresponding to one of the oscillators which have an n or (n+ 1)
integer power order term where n < α < n + 1. It gives us the idea to transform the non-integer power systems into
the ones with integer powers. The usual approach is to extend the differential equation by an additional term in order to
introduce a dummy perturbation parameter. In this paper a new perturbation method is developed, where the order of
non-linear term is varied for a small value. This type of perturbation is not done yet. If the perturbation parameter is zero,
the differential equation of motion is of integer order for which the analytical solution is known. Based on this result the
solution of the perturbed differential equation is introduced. The amplitude and the phase angle are varied as it is suggested
by Krylov and Bogolubov [9]. Two additional approximate methods are also given in the paper. The methods are based on
the known procedures of straightforward expansion [10] and represent the adopted Lindstedt–Poincaré (LP)method [11,12]
and the modified Lindstedt–Poincaré (MLP) method [13,14]. The advantage of these methods is that the non-linear
differential equation (1) is transformed into a system of homogeneous and non-homogeneous linear differential equations
whose solutions give the approximate solution. The methods require the extension of Eq. (1) with a linear term as it was
previously done in another type of non-linear differential equation (see [11,13], for example).
The aforementioned methods are applied to solve a few examples. The approximate analytical solutions are compared
with the exact numerically obtained solutions. The approximate frequencies of vibrations are compared with the exact
analytically obtained ones [7], too.
The paper is divided into seven sections. After the Introduction, in the Section 2 the qualitative analysis is done. In
Section 3 the new perturbation method based on the Krylov–Bogolubov method is developed. In Sections 4 and 5 the LP
and the modified MLP methods are adopted for solving the vibrations of the pure non-integer order oscillator. It is believed
that the methods presented in Sections 3–5 represent a contribution in solving non-integer order oscillator equations. After
comparing the asymptotic solutions, obtained analytically, with numerical ones in Section 6, the section Conclusion follows.
2. Qualitative analysis
The system described by Eq. (1) has the following energy-type first integral
x˙2 = 2c
2
1
α + 1 (|A|
α+1 − |x|α+1). (5)
The corresponding phase trajectories are bounded
−A ≤ x ≤ A, (6)
−

2c21 |A|α+1
α + 1 ≤ x˙ ≤

2c21 |A|α+1
α + 1 . (7)
The extremum of the coordinate depends only on the initial amplitude A, while the extreme value of the velocity depends
on the initial amplitude A, as well as on the internal parameters of the system: the fraction value α and the parameter c1.
The dependence of the maximal velocity on the parameter c1.
2618 L. Cveticanin et al. / Computers and Mathematics with Applications 60 (2010) 2616–2628
Fig. 1. The phase trajectories for α = 1; 4/3; 5/3; 2 and: (a) A ≤ 1, (b) A > 1.
Since α > 1, the velocity is also limited by the value c1A. Two different cases can be distinguished. If α−1

α+1
2 > A, then
2c21 |A|α+1
α + 1 ≤ |x˙|max < c1A. (8)
In case α−1

α+1
2 < A, one has
c1A < |x˙|max ≤

2c21 |A|α+1
α + 1 . (9)
The limiting phase trajectories are shown for both cases in Fig. 1(a) and (b) as solid lines (α = 1) and dotted line (α = 2).
In addition, the phase trajectories corresponding to α = 4/3 (dashed line) and α = 5/3 (dashed–dotted line) are also
plotted.
If α −→∞ and A ≤ 1, the lower limit of the velocity tends to zero, i.e. the dotted phase trajectory in Fig. 1(a) compresses
along the vertical axes.
For α −→ ∞ and A > 1, the upper limit of the velocity tends to infinity, which means that the dotted phase trajectory
in Fig. 1(b) extends along the vertical axes.
It should be noted that
inf(|x˙|max) −→ c1A, (10)
if α −→ 1 and A ≤ 1. In other words, the dotted phase trajectory in Fig. 1(a) approaches then the outer limit depicted by a
solid line.
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Fig. 2. |A|(α−1)/2–A diagram for: α = 1; 1.5; 5/3; 2; 3; 4.
On the other hand
sup(|x˙|max) −→ c1A, (11)
for α −→ 1 and A > 1. Under these conditions, the dotted phase trajectory in Fig. 1(b) becomes closer to the inner limit
given by a solid line.
In Fig. 2 the |A|(α−1)/2 –A diagram for various values of the parameter α is plotted. The diagram proves the previously
obtained results.
3. The new perturbation method
Let us assume that the fraction α differs for a small amount ε from the integer n
α = n+ ε, (12)
where ε ≪ 1 and n = 1, 2, . . . . For such a case it is expected that the vibration properties of Eq. (1) slightly differ from
those of the equation with the n-th order deflection. Let us modify the differential equation (1) by introducing the terms of
integer order n. For the dummy parameter p ∈ [0, 1] the adopted version of Eq. (1) is
x¨+ c21xn = p(c21xn − c21x |x|(n−1)+ε). (13)
Eq. (13) is suitable for consideration as for p = 0 it describes the motion of the pure integer order non-linear oscillator and
for p = 1 it transforms into Eq. (1). This mathematical model is a proper one, as the main assumption of the method is that
the solution of Eq. (1) has to be ‘close’ to the n-integer order one when ε = 0.
The solving procedure is as it follows:
1. For p = 0 the analytical solution of Eq. (13) is determined. The solution is assumed in the form of a periodical function,
usually, as the Jacobi elliptic function. The analytical solution need not be the exact one.
2. The solution of Eq. (13) is assumed in the same form as for p = 0, but it is supposed that the amplitude and phase of
vibration are time variables.
3. Using the assumed solution and its time derivatives Eq. (13) is rewritten into two first order differential equations where
the amplitude andphase are thenewvariables. Usually, the exact solution of this systemof couplednon-linear differential
equations is not possible to be obtained.
4. This is at this point the approximation is introduced. The averaging over the period of the periodic function is done.
The averaging of the periodic function of the small non-integer order is not an easy task. It is suggested to introduce
the Fourier series expansion for the function of non-integer order, and to integrate over the period of the function. The
averaged system of two differential equations is obtained.
5. Solving the system of two averaged differential equations, the amplitude and phase variation are obtained. Substituting
into the initial solution, the approximate solution of Eq. (13) is obtained.
6. For p = 1 the solution of the averaged differential equations represent the approximate solution of Eq. (1).
Remark. The suggested method represents a modified version of the Krylov–Bogolubov method [9], which is adopted for
solving the non-integer differential equations which differ for a bit from an integer order one.
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For p = 0, the solution of the differential equation with integer order non-linear term (13) has the form
x = acp(ω(a)t + γ ) ≡ acp(θ), (14)
where cp is a periodic function, θ = ω(a)t + γ , ω(a) is a function dependent on the initial amplitude and a and γ are
arbitrary constants. The solution of Eq. (13) is assumed in the same form as (14), but it is supposed that a and γ are time
dependent
x = a(t)cpθ(t) ≡ acp (15)
where
θ(t) =
∫
t
ω(a)dt + γ (t). (16)
(For a = const. and γ = const., as it is the case for p = 0 the relation (16) simplifies into (14).) The following constraints
are introduced:
1. The relation (16) is the solution of (13).
2. The first time derivative of (15) is
x˙ = a(t)ω(a)[cpθ(t˙)] ≡ aω(cp˙), (17)
for
a˙cp+ aγ˙ (cp˙) = 0. (18)
Substituting (15) and the time derivative of (17) into (13), we obtain
a˙(ω + aω′)(cp˙)+ aωγ˙ (cp¨) = p[(acp)n − acp |acp|(n−1)+ε]c21 , (19)
where (•)′ ≡ d(•)/da. The differential equations (18) and (19), i.e.,
a˙{(ω + aω′)[(cp˙)]2 − ωcp(cp¨)} = p(cp˙)[(acp)n − acp |acp|(n−1)+ε]c21 , (20)
aγ˙ {(ω + aω′)[(cp˙)]2 − ωcp(cp¨)} = −pcp[(acp)n − acp |acp|(n−1)+ε]c21 , (21)
represent the transformed version of the second order differential equation (13) into two first order coupled non-linear
differential equations. To find the close form analytical solution of the system (20), (21) is not an easy task, and very often
it is impossible. It is at this point that the averaging procedure is introduced. The averaged Eqs. (20), (21) of the cp function
over the period T are
a˙

(ω + aω′)[(cp˙)]2 − ωcp(cp¨) = pc21 (cp˙)[(acp)n − acp |acp|(n−1)+ε] , (22)
aγ˙

(ω + aω′)[(cp˙)]2 − ωcp(cp¨) = −pc21 cp[(acp)n − acp |acp|(n−1)+ε] , (23)
where ⟨•⟩ ≡  T0 (•)dθ . Solving the averaged system of differential equations (22), (23) and setting p = 1 the approximate
solution of Eq. (1) is obtained. In order to check the accuracy of the solutions obtained, they are compared with the exact
one. In paper [7], the exact frequency of vibration for the system described by Eq. (1) is given as
ωe = qec1 |A|(α−1)/2 , (24)
where
qe =

α + 1
2
√
π0

3+α
2(α+1)

0
 1
α+1
 . (25)
Two special cases will be considered: (1) α = 1+ ε and (2) α = 3+ ε.
1. For n = 1 the left-hand side of Eq. (54) is a linear one with the circular solution
x = a cos(c1t + γ ). (26)
Applying the previously mentioned procedure, the following two first order differential equations are obtained
a˙ = −1
2
pc1a sin 2θ + 12pc1a sin 2θ |a|
ε |cos θ |ε , (27)
γ˙ = −pc1 cos2 θ + pc1 cos2 θ |a|ε |cos θ |ε . (28)
By using Eqs. (65), (69) and (12), one can approximate
|cos θ |ε ≈ a0
2
+ a1 cos θ, (29)
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where
a0 = 40(1+ ε)
21+ε0
 2+ε
2
2 ≈ 2, a1 = 40(1+ ε)21+ε0  3+ε2   1+ε2  ≈ 4π . (30)
Substituting this approximation for |cos θ |ε into the Eqs. (27), (28) and introducing the averaging process ⟨•⟩ ≡
1
2π
 2π
0 (•)dθ , the following equations are obtained
a˙ = 0, θ˙ = c1 − pc12 +
pc1
2
|a|ε . (31)
The initial conditions (2) imply that a(0) = A and θ(0) = 0. After integrating Eq. (31), one finds
a = A = const., θ =

c1 − pc12 +
pc1
2
|A|ε

t. (32)
Using Eq. (32), the solution (26) for p = 1 is
x = A cos
[
1
2
+ 1
2
|A|ε

c1t
]
. (33)
Comparing the approximate frequency
ωAK = 0.5(1+ |A|ε)c1, (34)
with the exact one (24), it is seen that the relative error
ω%AKerror = 100
ωAK − ωeωe
 = 100
 12 + 12 |A|εqe |A|ε/2 − 1
 , (35)
depends on ε, i.e., perturbation to the linear case and the initial amplitude A, but it is independent of the coefficient c1.
The absolute error, however, depends also on c1
ωAKerror = |ωAK − ωe| = c1
12 + 12 |A|ε

− qe |A|ε/2
 . (36)
The higher the value of c1, the higher the difference between the approximate and the exact frequency, and the smaller
the difference between the periods of vibration.
In Fig. 3 the approximate solution (33) and the numerically obtained solution of Eq. (1) are plotted. They correspond to
the case A = 0.5, c1 = 1 and α = 1.1 (Fig. 3(a)), α = 1.2 (Fig. 3(b)) and α = 1.01 (Fig. 3(c)). It is seen that the accuracy of
the approximate solution is higher for smaller values of the parameter α. The approximate solution is valid for a relatively
short time interval, as there is a superposition of the error in the long time interval.
2. For n = 3 the left side of Eq. (13) is a pure cubic second order differential equation with the solution in the form of the
Jacobi elliptic function cn (see the Appendix)
x = acn(ωt + γ , k2) = acn, (37)
with the parameters
ω = a

c21 , k
2 = 1
2
= const. (38)
Applying the result (37)with (38) and the newperturbationmethod, the transformed differential equations for the oscillator
with a non-integer order non-linearity
α = 3+ ε, (39)
are given by
aa˙ = −pc1a3sndncn3[1− |acn|ε], (40)
γ˙ = −pacn4[1− |acn|ε]c1, (41)
where sn and dn are also the Jacobi elliptic functions. Let us introduce the Fourier series expansion [15]
|cn|ε =
2πkK
∞−
m=0
qm+
1
2
1+ 2q2m+1 cos(2m+ 1)
πθ
2K

ε
, (42)
where q = exp(−πK ′/K), K is the complete elliptic integral of the first kind and K ′ is the associated complete elliptic
integral of the first kind [15]. For m = 0 the first term of series expansion of (42) is |cn|ε ≈
 2πkK √q1+2q cos πθ2K ε . Using the
2622 L. Cveticanin et al. / Computers and Mathematics with Applications 60 (2010) 2616–2628
Fig. 3. The time history diagrams for A = 0.5, c1 = 1 : xN − t obtained numerically, xA− t obtained analytically, for (a) α = 1.1, (b) α = 1.2, (c) α = 1.01.
first two terms of the Fourier series expansion, as it is suggested in Eq. (28), with approximate values of constants a0 ≈ 2
and a1 ≈ 4/π (see Eq. (29)), the approximate value of (42) is obtained
|cn|ε ≈

2π
kK
√
q
1+ 2q
ε 
1+ 4
π
cos
πθ
2K

. (43)
Substituting Eq. (43) into Eqs. (40) and (41) and averaging it over the period 4K of the Jacobi elliptic functions, it follows
a˙ = 0, γ˙ = −pac1 (2− 3k
2)(1− k2)K + 2(2k2 − 1)E
3k2K
[
1− |a|ε

2π
kK
√
q
1+ 2q
ε]
, (44)
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where E is the complete elliptic integral of the second kind. Substituting the numerical values of the parameters and
integrating for the initial conditions a(0) = A and θ(0) = 0, it yields
a = A, θ = Ac1t

1− p
6

1− |A|ε

π
√
2
K
csc h
πK ′
2K
ε
. (45)
For K(1/2) = K ′(1/2) = 1.854075 and p = 1 the solution in the first approximation is
xA = Acn

Ac1t

5
6
+ 1
6
|0.91701A|ε

, 1/2

. (46)
The period of vibration is
TA = 4K(1/2)
ω
= 7.4163
Ac1
 5
6 + 16 |0.91701A|ε
 , (47)
and the corresponding frequency of vibration is
ωAC = 0.7061Ac1(1+ 0.2 |0.91701A|ε) = c1A |A|ε/2 qaC , (48)
where
qAC = 0.14122(0.91701ε |A|ε/2 + 5 |A|−ε/2). (49)
Using the Eq. (24), we express the exact frequency of vibration for the oscillator of the order (39). For α = 3 + ε, the
relations (24) and (25) transform into
ωeC = c1A |A|ε/2 qeC , (50)
with
qeC =

4+ ε
2
√
π0

6+ε
2(4+ε)

0
 1
4+ε
 . (51)
Comparing Eqs. (48) and (50), it is evident that the frequency depends linearly on the coefficient c1 and directly on A |A|ε/2.
The correction factor qAC is a function of the small parameter ε, and qAC is a function of the initial amplitude A, too. For
the initial amplitude equal or slightly different from unity, the correction factors are very close to each other and also the
frequencies of vibration. In Fig. 4 the approximate solution (46) and the numerically obtained solution of Eq. (1) are plotted.
They correspond to the case A = 1, c1 = 0.5 and α = 3.1 (Fig. 4(a)) and α = 2.9 (Fig. 4(b)). It can be seen that the accuracy
of the approximate solution is satisfactory.
Remark. The method is applicable to the case when ε > 0 and also to the case when ε < 0.
4. The adopted LP method
Eq. (1) is not appropriate for the application of the standard perturbation techniques since it contains neither a linear
term nor a small parameter. Hence, this equation should be transformed appropriately so that the LP method (see [11]) can
be applied. At this point we rewrite Eq. (1) in the form
x¨+ c21x = c21x− c21x |x|α−1 , (52)
as it was done by Belendez et al. [12] for the pure non-linear differential equation with the fractional power 1/3. For
Eq. (52), we establish the following mapping
x¨+ c21x = p(c21x− c21x |x|α−1), (53)
where p ∈ [0, 1] is the dummy parameter. For p = 0, Eq. (53) transforms into a linear equation that corresponds to the
original one (1) with α = 1
x¨+ c21x = 0. (54)
For p = 1, Eq. (53) becomes the original one (1). The solution in the first approximation is assumed as
x = A cos(ωt), (55)
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Fig. 4. The time history diagrams for A = 1, c1 = 1 : xN − t obtained numerically, xA − t obtained analytically, for: (a) α = 3.1 and (b) α = 2.9.
where ω is the unknown frequency that need to be determined. The parameter p is used to expand the solution x and the
square of the unknown angular frequency ω as follows
x = x0 + px1 + · · · (56)
and
ω2 = c21 + pω21 + · · · , (57)
i.e.
c21 = ω2 − pω21 − · · · , (58)
whereω1 is an unknown constant. Substituting Eqs. (56) and (58) into Eq. (53) and separating the termswith the same order
of the parameter p, the system of linear differential equations is obtained
p0 : x¨0 + ω2x0 = 0, (59)
p1 : x¨1 + ω2x1 = ω21x0 + c21x0 − c21x0 |x0|α−1 , (60)
· · ·
with the initial conditions
p0 : x0(0) = A, x˙0(0) = 0, (61)
p1 : x1(0) = 0, x˙1(0) = 0, (62)
· · · .
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The exact solution of Eq. (59) with the conditions (61) is
x0 = A cos(ωt). (63)
Substituting Eq. (63) into Eq. (60), we obtain
x¨1 + ω2x1 = (ω21 + c21 )A cos(ωt)− c21A |A|α−1 cos(ωt) |cos(ωt)|α−1 . (64)
Using the Fourier series expansion for a rational order circular function [16], as well as the fact that cos θ is an even function,
leads to
|cos θ |α−1 = a0
2
+
∞−
n=1
an cos(nθ), (65)
where
an = 4
π
∫ π/2
0
|cos θ |α−1 cos(nθ)dθ = 4
(2α)αB

α+n+1
2 ,
α−n+1
2
 , n = 0, 1, 2, . . . , (66)
while θ = ωt and B  α+n+12 , α−n+12  is the Euler beta function [17], which can be defined in terms of the gamma function 0
B

α + n+ 1
2
,
α − n+ 1
2

= 0

α+n+1
2

0

α−n+1
2

0(α + 1) . (67)
Introducing Eq. (67) into Eq. (66), one obtains that the coefficients of the Fourier series are the functions of the fraction α
an = 40(α + 1)
(2α)α0

α+n+1
2

0

α−n+1
2
 , n = 0, 1, 2, . . . . (68)
Using the fact that 0(α + 1) = α0(α) (see [8]), this expression transforms to
an = 40(α)
(2α)0

α+n+1
2

0

α−n+1
2
 , n = 0, 1, 2, . . . . (69)
Substituting Eq. (69) into Eq. (64) yields
x¨1 + ω2x1 = (c21 + ω21)A cos(ωt)− c21A |A|α−1 cos(ωt)

a0
2
+
∞−
n=1
an cos(nωt)

. (70)
Eliminating the secular terms on the right-hand side of Eq. (70), i.e., the terms with cos(ωt), the correction of the frequency
in the first approximation is obtained
ω21 = c21 |A|α−1
a0 + a2
2
− c21 , (71a)
where
a0 = 40(α)
(2α) (α−1)24

0

α−1
2
2 , a2 = 40(α)
(2α) α
2−1
4

0

α−1
2
2 = α − 1α + 1a0. (72)
The comparison of Eqs. (57) and (71a) for p = 1 gives
ω2 = c21 |A|α−1
a0 + a2
2
, (73)
i.e., the corrected version of the vibration frequency in the first approximation is
ω = c1 |A| α−12

αa0
α + 1 . (74)
Thus, the solution in the first approximation for α > 1 takes the form
x = A cos

qc1t |A| α−12

, (75)
where
q =

(24−α)α0(α − 1)
(α − 1)2 0  α−12 2 . (76)
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For the sake of simplicity and computational reasons, let us express the Euler gamma function as the product series [17]
and re-express the approximate values of the frequency as
ωA = qAc1 |A| α−12 , (77)
where
qA = 6.9643 1
α − 1

α
2α(α + 1)10
−3


10∏
k=0

k+ α−12
2
10∏
k=0
(k+ α)
, (78)
represents the first eleven terms of the series expansion of the Euler gamma function which is enough for technical reasons.
5. The adopted MLP method
The LP method, which gives uniformly valid asymptotic expansions for the periodic solutions of weakly non-linear
oscillators [10] is modified by Cheng et al. [18] and He [13], so that the strongly non-linear differential equations can be
studied. It is also adopted to the non-linear systemswith the elastic restoring forceswhich are the non-polynomial functions
of displacement by Ozis and Yildirim [14].
To apply the MLP method, we express Eq. (1) in the form
x¨+ ω20x+ px |x|α−1 = 0, (79)
where c21 ≡ p and the introduced parameter ω20 is equal to zero. This parameter is assumed to be the first term of the series
expansion of the frequency ω
ω2 = ω20 + pω21 + · · · . (80)
Assuming the solution in the form (56), Eq. (79) transforms to
(x¨0 + px¨1 + · · ·)+ (ω2 − pω21 − · · ·)(x0 + px1 + · · ·) = −p(x0 + px1 + · · ·) |x0 + px1 + · · ·|α−1 . (81)
Separating the termswith the same order of the parameter p, the following systemof linear differential equations is obtained
p0 : x¨0 + ω2x0 = 0, (82)
p1 : x¨1 + ω2x1 = ω21x0 − x0 |x0|α−1 , (83)
· · ·
with the initial conditions (61), (62). Substituting (63) which is the exact solution of (82) into the right-hand side of Eq. (83)
we obtain
x¨1 + ω2x1 = ω21A cos(ωt)− A |A|α−1 cos(ωt) |cos(ωt)|α−1 . (84)
Using the Fourier series expansion (65) and substituting it into Eq. (84), we have
x¨1 + ω2x1 = ω21A cos(ωt)− A |A|α−1 cos(ωt)

a0
2
+
∞−
n=1
an cos(nωt)

, (85)
where the Fourier constants are given by Eq. (69). Eliminating the secular terms on the right-hand side of Eq. (85), the
correction to the frequency is obtained
ω21 = |A|α−1
a0 + a2
2
. (86)
For p = c21 , ω20 = 0 and ω21 given with (86), the frequency (80) in the first approximation corresponds to Eq. (73) and the
solution in the first approximation to Eq. (75). In the first approximation the LP and the MLP method give the same results.
6. Comparison of the results
To make a comparison between the approximate frequencies (73) and (77) with the exact one (24), the relative error is,
respectively, defined, as
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Table 1a
The frequencies ω given by Eq. (73), ωA defined by Eq. (77) and ωe given by Eq. (24) as a function of various values of the parameter α.
α ω, Eq. (73) ωA , Eq. (77) ωe , Eq. (24)
1 c1 c1 c1
4/3 0.97013c1|A|1/6 0.95452c1|A|1/6 0.96916c1|A|1/6
3/2 0.95671c1|A|1/4 0.93298c1|A|1/4 0.95469c1|A|1/4
5/3 0.94418c1|A|1/3 0.91212c1|A|1/3 0.94081c1|A|1/3
2 0.92130c1|A|1/2 0.87214c1|A|1/2 0.91468c1|A|1/2
Table 1b
The relative errors (87), (88) of the frequencies ω and ωA with respect to the exact frequency ωe and the absolute errors (89), (90).
α ω%error , Eq. (87) (%) ω%Aerror , Eq. (88) (%) ωerror , Eq. (89) ωAerror , Eq. (90)
1 0 0 0 0
4/3 0.10000 1.5106 0.00097c1|A|1/6 0.01464c1|A|1/6
3/2 0.21159 2.2740 0.00202c1|A|1/4 0.02171c1|A|1/4
5/3 0.35820 3.0495 0.00337c1|A|1/3 0.02869c1|A|1/3
2 0.72375 4.6508 0.00662c1|A|1/2 0.04254c1|A|1/2
ω%error = 100
ω − ωeωe
 = 100 q− qeqe
 , (87)
ω%Aerror = 100
ωA − ωeωe
 = 100 qA − qeqe
 . (88)
The absolute error is the difference between the approximate and the exact frequency
ωerror = |ω − ωe| = c1 |A|(α−1)/2 |q− qe| , (89)
ωAerror = |ωA − ωe| = c1 |A|(α−1)/2 |qA − qe| . (90)
In Tables 1a and 1b, the frequency obtained by using the LP andMLPmethodsω (73), the approximate valueωA (77) derived
by using the first eleven terms of the series expansion of the Euler gamma function, the exact frequency (24) given in [7]
and the corresponding relative errors (87), (88), and absolute errors (89), (90) are given for various values of the fraction
order α.
The relative error (87) i.e. (88) depends only on α and it is independent on the coefficient of non-linearity c1 and the
initial amplitude A. On the contrary, the absolute error depends not only on α, but also on c1 and A. In Fig. 2, the curve,
|A|(α−1)/2 − A, is plotted for various values of α. The following is observed:
1. For all A < 1 and independently on α, it is |A|(α−1)/2 < 1. This term makes the absolute error smaller.
2. For A > 1 and all values of α, it is |A|(α−1)/2 > 1. This term makes the absolute error higher. The higher the A, the larger
the term |A|(α−1)/2.
3. Forα = 3, the curve |A|(α−1)/2−A transforms into a linear functionwhich represents a ‘boundary’. Namely, for 1 < α < 3
and the constant initial amplitude A < 1, the term |A|(α−1)/2 increases as α increases. In contrary, for 1 < α < 3 and
the constant initial amplitude A > 1, the term |A|(α−1)/2 decreases for an increase of α. For α > 3, the term |A|(α−1)/2
increases with α for all the values of the initial amplitude A.
It should be noted that although the analyses given above are carried out to the first approximation only, the analytical
results are in good agreementwith the corresponding exact values. However, all the procedures shown have the potential to
be applied for finding higher approximations if necessary. The authors have checked the possible accuracy gained by finding
the second approximation by means of the method given in Section 5. As expected, the obtained value of the frequency is
closer to the exact values, and the absolute error between this value and the exact frequency is less than 0.1% for α smaller
than 4.5, approximately.
7. Conclusion
The results of the qualitative analysis have shown that themotion of the oscillatorwith a pure non-integer order restoring
force is periodical. The amplitude of vibration is equal to the initial one. The maximal velocity of vibration depends on the
fractional power, the coefficient of non-linearity and the initial amplitude.
The adopted LP method and the adopted MLP method give the same result for motion in the first approximation. The
approximate solution is the function of a cosine trigonometric function. The frequency of vibration depends on the initial
amplitude, the coefficient of non-linearity and the value of the fractional power. For technical reasons, it is recommendable
to replace the Euler gamma functions with the series of products in the frequency solution. Analyzing the absolute error
and the influence of the initial amplitude, it is concluded that the approximate solutions are valid for 1 < α < 3. From
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the viewpoint of accuracy, the approximations found in this paper are appropriate for the interval 1 < α < 2, when the
influence of the initial amplitude is minimal. The standard LP and the MLP technique use the linear differential equation as
the generating one. It is the reason that the approximation is satisfactory only for 1 < α < 2. This limitation is eliminated
with the new technique introduced in the paper.
The new perturbationmethod gives the appropriate approximate solution for the non-integer order differential equation
which is close to the neighbor n-integer one. The results obtained for the cases when the non-integer power is close to unity,
agree very good with the exact analytical results for |A| ≈ 1 and c21 ≤ 1, but also with those obtained by the LP method and
the MLP method. The solution obtained for the non-integer differential equations close to the cubic one shows also a good
agreement with the exact one.
A further investigation will be directed to developing new analytical solving methods for differential equations with
non-integer order terms based on the results obtained for pure non-linear differential equations with integer order terms
(see [19]) which have to eliminate the constraints of the methods suggested in this paper.
Appendix
The Ateb cam function is defined as [5]
cam(nu) ≡ cos1/n(amp nu), (A.1)
which is the inversion of
nu = −
∫ 0≤ϕ≤π/2
0
cos(1−n)/n θdθ, (A.2)
where n = (α + 1)/2 and
ϕ = amp nu. (A.3)
Two special cases are well known:
1. When n = 1, which is equivalent to α = 1, the cam function (A.1) transforms into the cosine trigonometric function
with the amplitude u. The solution for the linear oscillator is evident then.
2. When n = 2, which corresponds to α = 3, Eq. (A.2) becomes
u = −1
2
∫ 0≤ϕ≤π/2
0
cos−1/2 θdθ = −1
2
∫ 0≤ϕ≤π/2
0
1√
cos θ
dθ
= − 1√
2
∫ 0≤ϕ≤π/2
0
[
1− 1
2
sin2 θ
]−1/2
dθ = − 1√
2
F(ϕ, k), (A.4)
which reduces to an elliptic integral of the first kind F(ϕ, k)where k2 = 1/2 [8]. Therefore, the inversion is the cn elliptic
function, in which the parameter has the value 2−1/2 and
cn−1(sinϕ, k) = F(ϕ, k) = u. (A.5)
The Jacobi elliptic cn function is the solution for the pure cubic oscillator [20].
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