Abstract. Motivated by the well-known conjecture of Andrews and Curtis [1], we consider the question of how, in a given n-generator group G, any ordered n-tuple of ''annihilators'' of G, that is, with normal closure all of G, can be transformed by standard moves into a generating n-tuple. The recalcitrance of G is defined to be the least number of elementary standard moves (''elementary M-transformations'') by means of which every annihilating n-tuple can be transformed into a generating n-tuple. We obtain upper estimates for the recalcitrance of n-generator finite groups-thus quantifying a result from [2]-and of a wide class of n-generator solvable groups, thus extending and correcting a result from [3] .
Introduction
We shall say that a group G is of rank n, if it can be generated by n elements but no fewer. A generating n-tuple for G is then an ordered n-tuple ðg 1 ; . . . ; g n Þ of elements of G that generate G-in symbols hg 1 ; . . . ; g n i ¼ G. On the other hand, an annihilating n-tuple (or normal-generating n-tuple) for G is an ordered n-tuple ðr 1 ; . . . ; r n Þ of elements of G whose normal closure is G-in symbols hr 1 ; . . . ; r n i G ¼ G. (Note that if we have an annihilating m-tuple for G with m < n, then we can always augment it to an n-tuple by inserting repetitions.)
This paper represents a continuation-and a correction of one result-of the investigation begun in [3] . Thus again the question of interest here is whether, and if so then with what degree of di‰culty, a given annihilating n-tuple ðr 1 ; . . . ; r n Þ of a given group G of rank n can be transformed via natural elementary moves into a generating n-tuple. The ''elementary moves'', as defined by Andrews and Curtis [1] , are elementary Nielsen transformations supplemented by the transformations replacing an r i by any conjugate r successive such transformations can be achieved by means of a sequence of transformations of the form ðs 1 ; . . . ; s n Þ ! ðs 1 ; . . . ; s i w; . . . ; s n Þ; w A hs 1 ; . . . ; s iÀ1 ; s iþ1 ; . . . ; s n i G ;
perhaps followed by a permutation of the n-tuple, and conversely. We call such a transformation an M-transformation (M for ''modulo'' since s i is replaced by any element congruent to it modulo the other s j ). For some purposes-see [3, 4] -the latter transformations are more convenient than those of Andrews and Curtis, and it is these that we shall take as our ''elementary moves''. In particular, they would seem to lend themselves more readily than elementary AC-transformations to quantifying the di‰culty of transforming a given annihilating n-tuple of a group into a generating n-tuple, since in general a single M-transformation is equivalent to several successive elementary AC-transformations. As in [3] , we define the recalcitrance of an annihilating n-tuple of a group G of rank n to be the least number of M-transformations needed to transform that n-tuple into a generating n-tuple for G. We then define the recalcitrance of the group G (recðGÞ) to be the supremum of the recalcitrances of all of its annihilating n-tuples.
Our results are as follows. In Section 2 we obtain upper bounds on the recalcitrance of finite groups. (The approach here is that of [2] .) Except in one case, the bounds we obtain are all in terms of n, the rank of the finite group, alone (see Remark 3 below). In Section 3 we prove that recðGÞ c 2n À 1 for a wide class of solvable groups G of rank n. The argument used here is largely a modification of that used in [3, Section 4], which, as used there, did not in fact establish as much as was claimed. Thus Section 3 represents in part a correction of [3, Theorem 2].
Remarks. 1. In the original paper [1] of Andrews and Curtis they conjectured, in e¤ect, that in the free group F n of rank n every annihilating n-tuple has finite recalcitrance. Their conjecture remains unsettled. See [4, 5] for potential counterexamples.
2. Although in [3] the n-tuples were unordered, it seems preferable to use ordered n-tuples since, as noted in [3, Remark 4] , the least number of annihilating elements needed by the group then becomes unimportant.
3. There is one case where we have not been able to obtain an upper bound on the recalcitrance of a finite group G depending only on rankðGÞ, namely when rankðGÞ ¼ rankðG=½G; GÞ and G is not solvable. In this case the best we could manage was Corollary 2.1, where the bound also involves the principal length of G.
Finite groups
In [2] it is proved-among other things-that every finite group has finite recalcitrance. Here we use the approach of that paper to quantify that result, that is, to obtain upper estimates for the recalcitrance of a finite group.
For any group G we denote by W ¼ W ðGÞ the N-Frattini subgroup of G, that is, the intersection of all maximal normal subgroups of G. The following basic property of the N-Frattini subgroup-the analogue of the property of the Frattini subgroup that it consists of nongenerators-will be crucial.
Proposition 2.1. The N-Frattini subgroup W of a group G consists of the elements that are omissible from every normal generating subset of G, that is, if hX ; gi G ¼ G for some subset X of G and element g A W , then hX i G ¼ G.
We call G=W the N-Frattini quotient of G. We shall also make use of the following well known fact. Proposition 2.2. For a finite group G, the N-Frattini quotient G=W is a direct product of the form S 1 Â Á Á Á Â S m Â A, where the S i are non-abelian simple groups and A is abelian.
Our main result is as follows. (Part (iii) is proved separately as Theorem 3.1 in Section 3 below.) Theorem 2.1. Let G be a finite group of rank n, and write k :¼ rankðG ab Þ, where G ab :¼ G=½G; G, the abelianization of G.
(ii) If 1 c k < n, then recðGÞ c 2n þ 2k À 1 ðc 4n À 3Þ.
(iii) If G is solvable, then recðGÞ c 2n À 1.
It will be observed that there is a case not covered by this theorem, namely where G is a non-solvable finite group with W ðGÞ 0 f1g and rankðG ab Þ ¼ rankðGÞ. We have been unable to find a uniform upper bound in this case, that is, dependent only on rankðGÞ. The most we have been able to achieve is the following theorem, which at least has the advantage that it applies not just to finite groups, but to many finitely generated groups G with a principal series, that is, a finite series
of normal subgroups of G, with no proper refinements. The number l, a characteristic of the group G, is called its principal length. Theorem 2.2. Let G be any group of rank n with a principal series and for which the abelianization epimorphism is coessential (that is, any generating n-tuple of G ab can be naturally lifted to a generating n-tuple for G-see [6] ). If l is the principal length of G, then recðGÞ c nðl À 1Þ þ 2.
Since the abelianization homomorphism is coessential if G is finite (this follows from the so-called ''Gaschü tz Lemma''-or see [6] ), we infer Corollary 2.1. If G is a finite group of rank n and principal length l, then recðGÞ c nðl À 1Þ þ 2.
For each element g A G, we denote by g its image under the natural homomorphism G ! G :¼ G=W . We shall need the concept, introduced in [2] , of the ''support'' of an element g A G ¼ G=W with respect to the direct decomposition of G=W given in Proposition 2.2 above. Define the support of g, suppðgÞ, as the set fi j p i ðgÞ 0 1g, where p i is the projection of
Proof of part (i) of Theorem 2.1. We first consider the case that G is perfect. By Proposition 2.2, we have G :¼ G=W ¼ S 1 Â Á Á Á Â S m , with the S i non-abelian simple groups. (The abelian factor A is trivial in this case.) Write S :¼ S 1 Â Á Á Á Â S m . Let ðu 1 ; . . . ; u n Þ be any annihilating n-tuple for G. Since hu 1 ; . . . ; u n i G ¼ S, we must have 6 n i¼1 suppðu i Þ ¼ f1; . . . ; mg. Now consider any element s A S with suppðsÞ ¼ fi 1 ; . . . ; i r g, say, and the subgroup ½s; S (defined as usual to be the subgroup generated by all commutators of the form ½s; s, s A S). It is well knownand not di‰cult to check-that ½s; S t S. Since the S i are non-abelian simple, it follows readily that
Hence there is an element v A P m i¼2 ½u i ; G such that suppðu 1 vÞ ¼ f1; . . . ; mg, whence
. . . ; u n i G , it follows that the move
However, since W is finite and consists of elements omissible from normal generating sets for G, this implies that hu 1 vi G ¼ G. Now let ðx 1 ; . . . ; x n Þ be any generating n-tuple for G. We then have, in particular, that the elements u
G , so we can e¤ect the transformation
by means of a further n À 1 M-transformations. Now 6 n i¼2 suppðx i Þ ¼ f1; . . . ; mg, since if there were a j A f1; . . . ; mg not in the support of any x i , i A f2; 3; . . . ; ng, then S j would be generated by the projection of x 1 on S j , contradicting the fact that S j is a noncyclic simple group. Hence hx 2 ; . . . ; x n i S ¼ S, whence
and, again since W is finite and its elements are ''normally omissible'', we infer that hx 2 ; . . . ; x n i G ¼ G. In particular, the element ðu 1 vÞ À1 x 1 is in the normal closure of fx 2 ; . . . ; x n g, so one more M-transformation will change ðu 1 v; x 2 ; . . . ; x n Þ to ðx 1 ; . . . ; x n Þ. r
We now turn to the case W ¼ f1g. By Proposition 2.2, we then have
where the S i are non-abelian simple groups and A is an abelian group, in this case actually central in G. As before, write S ¼ S 1 Â Á Á Á Â S m . Let ðu 1 a 1 ; . . . ; u n a n Þ be any annihilating n-tuple for G, with the u i in S, and the a i in A. Our first M-transformation has the form ðu 1 a 1 ; . . . ; u n a n Þ ! ðu 1 va 1 ; . . . ; u n a n Þ; where v A ½hu 2 a 2 ; . . . ; u n a n i; G ¼ ½hu 2 . . . ; u n i; G c hu 2 a 2 ; . . . ; u n a n i G ; ð2Þ
is defined, much as in the preceding argument (the case A ¼ f1g), so that suppðu 1 vÞ ¼ f1; 2; . . . ; mg. Now let ðx 1 ; . . . ; x n Þ be any generating n-tuple for S. Then since
we have x 2 ; . . . ;
Hence by applying n À 1 appropriate M-transformations, we obtain ðu 1 va 1 ; u 2 a 2 ; . . . ; u n a n Þ ! ðu 1 va 1 ; x 2 a 2 ; . . . ; x n a n Þ:
Now hx 1 ; . . . ; x n i ¼ S implies that 6 1cicm suppðx i Þ ¼ f1; . . . ; mg. In fact 6 2cicm suppðx i Þ ¼ f1; . . . ; mg by the same argument as was used in the preceding proof for the elements x 1 ; . . . ; x n there. Hence ½hx 2 ; . . . ; x n i; S ¼ S, whence, in particular, ðu 1 vÞ À1 x 1 A hx 2 a 2 ; . . . ; x n a n i G . Hence the move
. . . ; x n a n Þ ! ðx 1 a 1 ; x 2 a 2 ; . . . ; x n a n Þ represents one further M-transformation. The desired conclusion is then immediate from the following lemma, whose proof is a relatively easy exercise.
Lemma 2.1. With G ¼ S Â A as above (S perfect, A central), if ðx 1 ; . . . ; x n Þ generates S and ðx 1 a 1 ; . . . ; x n a n Þ annihilates G ða 1 ; a 2 ; . . . ; a n A AÞ, then ðx 1 a 1 ; . . . ; x n a n Þ generates G.
We now turn to the proof of part (ii) of Theorem 2.1. We shall need the following lemma.
Lemma 2.2. Let n d 2, A be a finite, (additively written) abelian group of rank k < n, and ða 1 ; . . . ; a n Þ be any generating n-tuple for A. The following statements hold:
(i) There exist integers r ij , i A f1; . . . ; kg, j A fi þ 1; . . . ; ng, such that the k elements
r kj a j generate A.
(ii) The generating n-tuple ða 1 ; . . . ; a n Þ can be transformed to a generating n-tuple ðb 1 ; . . . ; b k ; a kþ1 ; . . . ; a n Þ such that hb 1 ; . . . ; b k i ¼ A, using at most k M-transformations.
Part (ii) of this lemma is an immediate consequence of part (i) since ða 1 ; . . . ; a n Þ ! ða 1 þ P n j¼2 r 1j a j ; a 2 ; a 3 ; . . . ; a n Þ is an M-transformation, and so on. For the proof of part (i) of the lemma we need the following proposition. Proposition 2.3. If C is a finite cyclic group, and x 1 ; . . . ; x n ðn d 2Þ generate C, then there exist integers r 2 ; . . . ; r n , such that C is generated by
Proof. Let C G Z=mZ ¼: Z m . We work in the ring Z m , and use the same notation for an element x A Z m and its unique representative in the set f0; 1; . . . m À 1g. We use induction on n. Let n ¼ 2, and hx 1 ; x 2 i ¼ Z m . The case when x 1 ¼ 0 or x 2 ¼ 0 is trivial, so we may assume that x 1 ; x 2 0 0. We must have ðx 1 ; x 2 Þ ¼ d for some d < m, with ðd; mÞ ¼ 1. Let a 1 ¼ x 1 =d, a 2 ¼ x 2 =d; then a 1 and a 2 are relatively prime. Let P ¼ fp A N j p prime and p j m but p F a 1 g, and define
In other words, r 2 is the product of the prime factors dividing m but not dividing a 1 , if such exist, and 1 otherwise. Let q be a prime dividing m. If q divides a 1 , then q does not divide a 2 (since ða 1 ; a 2 Þ ¼ 1), and either r 2 ¼ 1, (if all the prime factors of m are also prime factors of a 1 ), or r 2 ¼ Q p i A P p i and q B P. In either case, q does not divide r 2 . It follows that q does not divide a 1 þ r 2 a 2 . On the other hand, if q does not divide a 1 , then we necessarily have q A P 0 q, so q must divide r 2 by construction, and again q does not divide a 1 þ r 2 a 2 . Thus ða 1 þ r 2 a 2 ; mÞ ¼ 1, so x 1 þ r 2 x 2 ¼ dða 1 þ r 2 a 2 Þ is also relatively prime to m and therefore generates Z m . This establishes the lemma in the case n ¼ 2.
Now assume inductively that the lemma is true for some n d 2, and suppose that x 1 ; . . . ; x n ; x nþ1 generate Z m . By the inductive assumption, the subgroup hx 1 ; . . . ; x n i of Z m is generated by an element y of the form y ¼ x 1 þ r 2 x 2 þ Á Á Á þ r n x n . Hence Z m is generated by ð y; x nþ1 Þ, whence, by the case n ¼ 2 already proven, it is also generated by y þ r nþ1 x nþ1 for some integer r nþ1 . r ¼ ða 1 ; . . . ; a n Þ be the given generating n-tuple of A (n > k), written in the form of a n Â k matrix Thus b 1i ¼ a 1i þ P n j¼2 r 1j a ji . In the second column of the right-hand side matrix, the n À 1 elements a 22 ; . . . ; a n2 generate a subgroup C 2 of Z 2 , so again by Proposition 2.3 there exist integers r 23 ; . . . ; r 2n , such that
Proof of part
Write b 22 :¼ a 22 þ r 23 a 32 þ Á Á Á þ r 2n a n2 . Then b 12 ; b 22 generate Z 2 . Repeating this procedure for the following columns in succession, after a total of k steps we obtain a matrix The matrix P has entries b ij ¼ a ij þ P n l¼iþ1 r il a lj for 1 c i; j c k, and b ij ¼ a ij for k < i c n, 1 c j c k. Of course, the matrix P represents a generating n-tuple of A since it is obtained by applying M-transformations-which in the abelian case are just Nielsen transformations of a special type-to the generating n-tuple Y . It represents the generating n-tuple
r kj a j ; a kþ1 ; . . . ; a n
:
We show that in fact the k Â k submatrix Q obtained from the first k rows of P, considered as a k-tuple of elements of A, generates A, so that the k-tuple
r kj a j generates A. We proceed as follows: in the first column of P, the entry b 11 generates Z 1 , so we change the last n À k entries of the first column to zero by applying appropriate Nielsen transformations (in the form of elementary row operations) to the n-tuple represented by the rows of P. We then move on to the second column, where the first two entries generate Z 2 , and in the same way change the last n À k entries in column 2 to zero. We continue in this way: since the first i entries in column i generate Z i , we can reduce the last n À k entries of column i to zero by means of Nielsen transformations, up to and including the k-th column.
Thus we have used Nielsen transformations to change the matrix P into a n Â k matrix Q with its last n À k rows zero, and with its first k rows the same as those of the initial matrix P. Since Nielsen transformations preserve generation, and the rows of P generate A, it follows that the rows of Q generate A. r Proof of part (ii) of Theorem 2.1. Our proof of part (ii) of Theorem 2.1 is along the same lines as that of part (i), though somewhat more complicated. We use the earlier notation: W ¼ W ðGÞ for the N-Frattini subgroup of G, and G=W ¼ S Â A where A is abelian and S ¼ S 1 Â Á Á Á Â S m where the S i are non-abelian simple groups. And as before, for each g A G we denote by g its image in G=W ¼ S Â A. It is not di‰cult to prove that rankðAÞ ¼ rankðG ab Þ, so rankðAÞ ¼ k < n. Note also that each element g A G can be written (non-uniquely, in general) as g ¼ ua with u A S and a A A, for some u; a A G.
Now let ðu 1 a 1 ; u 2 a 2 ; . . . ; u n a n Þ be an arbitrary annihilating n-tuple of G, with u i A S, a i A A. Since the N-Frattini subgroup of G ¼ G=W is trivial, we can argue as in the proof of part (i) in the case W ¼ f1g (see (2)) to infer the existence of an element v A S V hu 2 a 2 ; . . . ; u n a n i G with the property that suppðu 1 vÞ ¼ f1; . . . ; mg, whence ½u 1 va 1 ; S ¼ S, so that
Hence, working in G, by means of one M-transformation we can e¤ect the transformation
. . . ; u n a n Þ ! ðu 1 va 1 ; u 2 a 2 ; . . . ; u n a n Þ: ð4Þ
By (3) we can transform the n-tuple on the right-hand side of (4) into the n-tuple ðu 1 va 1 ; a 2 ; . . . ; a n Þ by means of at most n À 1 M-transformations, and then by Lemma 2.2, by means of a further k (at most) M-transformations we can bring that n-tuple into the form ðu 1 vb 1 ; b 2 ; . . . ; b k ; a kþ1 ; . . . ; a n Þ; ð5Þ
where b 1 ; . . . ; b k generate A. Thus so far we have used at most n þ k M-transformations in getting from our annihilating n-tuple ðu 1 a 1 ; . . . ; u n a n Þ to the n-tuple (5).
Here we interrupt the line of argument for a moment to introduce an appropriate generating n-tuple for G. Note first that since the b i generate A, we can now reduce the entries a kþ1 ; . . . ; a n to 1 (by means of n À k M-transformations at most, but this will not be pertinent), obtaining the n-tuple is annihilating for G. This being so, its image under the abelianization homomorphism is generating for G ab , and then since that homomorphism is coessential for G (see the remark preceding Corollary 2.1 above), it follows that there is a generating n-tuple ðx 1 ; . . . ; x n Þ for G and elements c 1 ; c 2 ; . . . ; c n A ½G; G such that
We now resume from where we left o¤ above (that is, from (5)). Note that c i A S since ½G; G ¼ ½S; S ¼ S, whence, invoking (3), we can, by means of a further k À 1 M-transformations, e¤ect the change ðu 1 vb 1 ; b 2 ; . . . ; b k ; a kþ1 ; . . . ; a n Þ ! ðu 1 vb 1 ; b 2 c 2 ; . . . ; b k c k ; a kþ1 ; . . . ; a n Þ:
This brings to n þ 2k À 1 the total number of M-transformations so far applied.
By lifting to G the M-transformations applied thus far to n-tuples of elements of G, we infer that we can transform our initial n-tuple ðu 1 a 1 ; u 2 a 2 ; . . . ; u n a n Þ to one of the form ðu 1 vb 1 w 1 ; b 2 c 2 w 2 ; . . . ; b k c k w k ; a kþ1 w kþ1 ; . . . ; a n w n Þ ¼ ðu 1 vb 1 w 1 ; x 2 w 2 ; . . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a n w n Þ; w 1 ; . . . ; w n A W ; ð7Þ by means of at most n þ 2k À 1 M-transformations. Now since ½u 1 vb 1 ; G ¼ S, hb 1 ; . . . ; b k i ¼ A, and c 2 ; . . . ; c k A S, it follows that
(Note here that b 1 A hu 1 vb 1 i G , since b 1 is central in G, and ½u 1 vb 1 ; G ¼ S.) Hence the set fu 1 vb 1 w 1 ; b 2 c 2 w 2 ; . . . ; b k c k w k g U W is annihilating for G and it follows that in fact
Hence the change ðu 1 vb 1 w 1 ; x 2 w 2 ; . . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a n w n Þ ! ðu 1 vb 1 w 1 ; x 2 w 2 ; . . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a nÀ1 w nÀ1 ; x 2 Þ (replacing a n w n by x 2 ) can be e¤ected by an M-transformation. (Note that here we are using the fact that k < n). For clarity, we reorder the last n-tuple (switching the second and n-th elements of the n-tuple), obtaining ðu 1 vb 1 w 1 ; x 2 ; x 3 w 3 ; . . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a nÀ1 w nÀ1 ; x 2 w 2 Þ: ð8Þ
Now again the set consisting of the first k elements of (8), namely
annihilates G, so we can replace x 2 w 2 (in the last position of (8)) by x 3 by means of another M-transformation. For clarity, we again reorder, obtaining ðu 1 vb 1 w 1 ; x 2 ; x 3 ; x 4 w 4 ; . . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a nÀ1 w nÀ1 ; x 3 w 3 Þ:
Continuing in this way, we ultimately obtain the n-tuple
with the number of M-transformations used to change the n-tuple (8) into the n-tuple (9) at most k À 1. The set fu 1 vb 1 w 1 ; x 2 ; x 3 ; . . . ; x k g consisting of the first k entries in (9), annihilates G, so we continue, replacing a kþ1 w kþ1 by x kþ1 , a kþ2 w kþ2 by x kþ2 , and so on, finally replacing a nÀ1 w nÀ1 by x nÀ1 , using another n À k À 1 M-transformations at most. In this way
. . . ; x k w k ; a kþ1 w kþ1 ; . . . ; a n w n Þ has been changed to ðu 1 vb 1 w 1 ; x 2 ; . . . ; x k ; x kþ1 ; . . . ; x nÀ1 ; x k w k Þ by means of at most n À 2 M-transformations. We now apply the further M-transformation
. . . ; x k ; x kþ1 ; . . . ; x nÀ1 ; x k w k Þ ! ðu 1 vb 1 w 1 ; x 2 ; . . . ; x k ; x kþ1 ; . . . ; x nÀ1 ; x 1 Þ:
Reordering the last n-tuple, we have that our original n-tuple ðu 1 a 1 ; u 2 a 2 ; . . . ; u n a n Þ has been transformed into ðx 1 ; x 2 ; . . . ; x kþ1 ; . . . ; x nÀ1 ; u 1 vb 1 w 1 Þ ð 10Þ using a total of at most 2n þ 2k À 2 M-transformations. We claim that the set consisting of the first n À 1 entries in the latter n-tuple is annihilating for G, that is,
To see this, consider our generating n-tuple x 1 ; x 2 ; . . . ; x n . Observe first that the quotient of G by the normal subgroup N :¼ hx 1 ; . . . ; x nÀ1 i G is cyclic since generated by the coset Nx n , whence ½G; G c N. However x n ¼ c n A ½G; G, so in fact x n A N.
(Note that at this point we are again using the assumption k < n.) Thus we have
Hence by means of one last M-transformation we can change (10) into ðx 1 ; x 2 ; . . . ; x n Þ. The total number of transformations required is thus at most 2n þ 2k À 1. r Finally, we turn to the proof of Theorem 2.2. We need the following lemma. Lemma 2.3. Let G be a group of rank n such that the natural epimorphism G ! G ab is coessential (that is, every generating n-tuple for G ab lifts naturally to a generating n-tuple for G ), and let N be a minimal normal subgroup of G. If recðG=NÞ c r, then recðGÞ c r þ n. Now since ðx 1 ; x 2 ; . . . ; x n Þ is annihilating for G, its image ðx 1 ; . . . ; x n Þ is generating for G ab . Since, by assumption, the abelianization epimorphism G ! G ab is coessential, there exists a generating n-tuple ðy 1 ; y 2 ; . . . ; y n Þ for G such that x i ¼ y i c i , where c i A ½G; G, 1c i c n. Since hx 1 ; . . . ; x nÀ1 i G d ½G; G, we can transform ðx 1 ; x 2 ; . . . ; x n Þ to ðx 1 ; x 2 ; . . . ; x nÀ1 ; y n Þ by means of an M-transformation. We now repeat this procedure using the fact that
and so on, until after at most n À 2 more M-transformations replacing x i ð¼ y i c i Þ with y i for 1 < i c n, we arrive at the annihilating n-tuple
The last transformation, giving ðy 1 ; y 2 ; . . . ; y n Þ, is then immediate since ½G; G c h y 2 ; . . . ; y n i G . r
Proof of Theorem 2.2. We use induction on the principal length l of G. If l ¼ 1, then G is simple, and so recðGÞ c 2. Assume inductively that the bound ðl À 1Þn þ 2 holds for the recalcitrance of groups satisfying the assumptions of the theorem and of principal length l, and let G be such a group of principal length l þ 1. Then if N is a minimal normal subgroup of G, we have by the inductive assumption that recðG=NÞ c ðl À 1Þn þ 2. Hence by Lemma 2.3, we have recðGÞ c n þ ðl À 1Þn þ 2 ¼ nl þ 2, completing the inductive step. r
Solvable groups
In this section we establish a general upper estimate on the recalcitrance for a wide class of solvable groups. Recall from earlier that for any group G of rank n the abelianization homomorphism f : G ! G ab is called coessential if every generating n-tuple of G ab can be lifted along f to a generating n-tuple for G.
Theorem 3.1. Let G be a solvable group of finite rank n. If the abelianization homomorphism of G is coessential, then recðGÞ c 2n À 1.
From the Theorem of [6] , giving conditions for a group to have coessential abelianization homomorphism, we immediately infer the following corollary. Corollary 3.1. A solvable group G of rank n has recalcitrance at most 2n À 1 if G ab is torsion-free, or rankðG ab Þ < n, or ½G; G is periodic. In particular, a finite solvable group of rank n has recalcitrance at most 2n À 1.
In [3] a proof was o¤ered of the claim that a solvable group of rank 2 with commutator quotient free of rank 2 has recalcitrance at most 3. However, the proof given there is flawed; what it actually establishes is only that an abelian-by-nilpotent such group has recalcitrance at most 3. The proof we give here corrects and extends that of [3, Theorem 2] , while at the same time using the same general approach, namely via M-transformations.
We give a detailed proof of the above theorem in the case n ¼ 2, and then indicate how it generalizes to arbitrary n d 2. Thus to begin with we prove the following special case of the theorem. Theorem 3.2 (The case n ¼ 2 of Theorem 3.1). A solvable group G of rank 2 with coessential abelianization morphism (in particular, for which G ab is torsion-free, or rankðG ab Þ c 1, or ½G; G is periodic) has recalcitrance at most 3.
We recall the definition of the derived series ½xy; z ¼ ½x; z½½x; z; y½ y; z; ½x; yz ¼ ½x; z½x; y½½x; y; z;
that every element of the commutator subgroup of ha; bi can be expressed as a product of finitely many commutators of weights d 2 in a and b. (Note that for each w > 1 the identity element is a commutator of weight w, since, for instance, 1 ¼ ½a; a ¼ ½½a; a; a ¼ Á Á Á .)
Lemma 3.1. If c is (expressible as) a commutator in a and b involving a G1 , say c ¼ cða; bÞ, and g is any element of G ðiÞ , the ith term of the derived series of G, then c c :¼ cðg; bÞ, the result of replacing all occurrences of a in c by g, is also in G ðiÞ .
Proof. We use induction on the weight w of c. For w ¼ 1 we must have c ¼ a G1 , whence cðg; bÞ ¼ g G1 A G ðiÞ . Suppose inductively that the statement of the lemma is true for w d 1, and that c ¼ cða; bÞ is a commutator in a and b of weight w þ 1. Then since c has weight d 2 in a and b, it must have the form ½d; e where d and e are expressible as commutators in a and b of weights summing to w þ 1.
