I. INTRODUCTION
Groups of possibly many uninhabited air vehicles (UAVs) of different types, connected via a communication network to implement a "vehicle network," are technologically feasible and hold the potential to greatly expand operational capabilities at a lower cost (e.g., due to the economies of scale gained by manufacturing many simpler vehicles). Cooperative control for navigation of such vehicle groups involves coordinating the activities of several agents so they may work together to complete tasks in order to achieve a common goal. The coordination can occur via a communication network and the goal could be to optimize the task completion rate. Cooperative control can be useful in a variety of applications including multi-processor computing systems, networked flexible manufacturing systems, and multiple electronic receivers being coordinated to locate multiple radar emitters in an uncertain environment. Here, we study the use of "cooperative scheduling strategies" [1] for coordinating UAVs to perform tasks in a way that tries to minimize the time it takes to complete them, while at the same time trying to perform especially quickly the most important tasks. A mission scenario is provided in which this approach has direct applicability; however, we also explain how the problem we solve arises as a key component of more general scenarios. We provide a theoretical analysis of the properties of the cooperative control system and also provide insights into the effects of communication imperfections on the ability to cooperate effectively. Our simulations compliment these insights and give design guidelines for tuning the controller. An early abbreviated treatment of this work appeared in [2] .
There is a significant amount of current research activity focused on cooperative control of UAVs. Solutions to general cooperative control problems can be obtained via solutions to vehicle route planning (VRP) problems [3] . While VRP methods can be used to allocate UAVs to tasks in order to minimize the mission completion time, generally the methods are only applicable when uncertainties are not present in the environment. Moreover, VRP formulations generally consider a finite number of tasks to be completed in a finite time (unlike here). Receding horizon control approaches are studied in [4] - [7] . Work focusing on cooperative search and coordinated sequencing of tasks include [6] - [11] and the "map-based approaches" in [12] - [19] . Using such approaches, significant mission performance benefits can be realized via cooperation in some situations, most notably when there is not a high level of uncertainty. Here, we show how to cope with a type of uncertainty that enters in the form of imperfect communications modeled as random but bounded delays on messages communicated to coordinate activities. Due to the presence of so much uncertainty it is generally not possible to accurately predict far into the future, and hence generally not useful to employ optimization approaches to develop long sequences of planned coordinated operations either off-or on-line (as in many of the above-mentioned studies). It is well known that the complexity of coordinated sequencing/planning is significant when there are, for instance, many UAVs and tasks (e.g., consider the complexity analysis of VRP problems in [3] ); however, with significant uncertainty arising from communications, coordinated sequencing/planning of long sequences of tasks is not useful anyway so in this case the challenge should often not even be confronted (predictions can be so inaccurate and result in such poor decisions that it is simply better not to predict ahead). Instead, the challenge is to overcome the effects of uncertainty so that benefits of cooperation can still be realized. Hence, when uncertainty dominates we are not able to achieve the high level of coordination achieved in many of the above-mentioned studies; we simply seek to achieve some benefit from cooperation. Moreover, all the above techniques assume perfect communications. This differs from the approach taken here since our goal is to implement cooperative scheduling strategies that can cope with imperfect communications. Furthermore, this paper pays attention to the amount of information shared through the communication network, scalability issues when the number of UAVs and tasks are high, and real-time implementation of the scheduling strategies. Recent work, however is beginning to focus on the case where there are communication imperfections. In this respect three notable studies are in [20] where the authors consider the problem of dynamic reassignment of tasks among a cooperative group that communicates relevant information asynchronously with arbitrarily finite delays, [21] where the authors study the synchronization of information for cooperative control, and [22] where the authors study a task load balancing approach to cooperative control when there are network delays.
There is an important connection between collective robotics and the work here that could be useful for manufacturing systems. The design of collective autonomous agents has received significant attention and an overview of the research directions in this field can be found in [23] . Studies of the behavior of robot teams communicating over a network are found in [24] , [25] . In [26] , the authors study how optimality, stability, and communication network issues in autonomous agents working in an uncertain environment (i.e., uncertainties in the system states due to communication delays, in the strategies, and in the pay-off resulting from the agent choices) affect the group performance metric.
Of all the current work in cooperative control, the most closely related to this study is the "persistent area denial (PAD)" problem studied in [27] . In [27] , pop-up targets are modeled as Markov chains and cooperative control strategies are implemented to reach all targets in the shortest time. The allocation of UAVs to targets depends on both the distance to the targets and the remaining time of the target's appearance. Our problem is a type of PAD problem. Here, our N tasks need to be revisited by M UAVs (M < N) as quickly as possible in a coordinated manner in spite of communication imperfections (in [27] perfect communication is assumed). Although our work does not consider probabilistic pop-up targets exactly as in [27] , the theoretical analysis of the cooperative scheduling strategy defined here still holds for the processing of pop-up tasks under certain special conditions. For instance, suppose that for each task, if it is not present at the current time, it will pop up within a fixed number of time units. Delays in task appearance could be due to environmental characteristics, the UAV's sensing limitations, or delays in getting task information from other sources (e.g., a sensor on a high-flying platform). If we know lower and upper bounds on the amount of time between each task's appearance, then we can use this information in our theoretical analysis to derive stability results for the case of pop-up tasks.
The scheduling strategies proposed here provide what is generally a suboptimal solution that seeks to pay attention to high priority tasks and the inter-task travel times at the same time. However, a "global optimal solution" is not likely to be feasible, even if we had perfect communication capabilities, since it requires the solution to a high-dimensional nonlinear optimization problem to pick vehicle paths over an infinite time horizon. Moreover, since we consider the case where there are imperfect communications and the possibility of pop-up tasks, a global optimization approach to design is infeasible. The strategies defined here are inexpensive from a computational point of view since the distributed decisions are only based on the computation of either a maximum or an average value of both the ignored time of processing tasks and inter-task travel times. The cooperative scheduling strategies can easily be utilized independent of the number of UAVs. In fact, there is always just one computation involved in the decision-making process (i.e., a maximum or average value) and the number of the elements considered in the computation on each UAV 1) decreases when the number of the UAVs increases (since for a fixed number of tasks, if there are more UAVs, then typically the number of elements considered in the strategy is smaller), and 2) increases when the number of tasks increases. Hence, the computations needed for real-time implementation of these cooperative scheduling strategies do not expand exponentially when the number of UAVs or tasks increases (i.e., our approach is "scalable").
In this paper, our focus is on modeling a cooperative control problem that has communication imperfections (Sections II and III) and then introducing some strategies (Section IV) that seek to schedule the next task a UAV should perform to avoid ignoring high priority tasks for too long and yet minimize travel time to perform tasks. We then prove in Section V that for such a strategy, even in the presence of delays in communications, we can find a bound on the longest time that the UAVs will ignore any task. This bound, which is a function of the cooperative control problem parameters, provides insights into how, for example, inter-task distances, the number of UAVs, and communication delays will affect the dynamics of cooperation and mission performance objectives. Simulations in Section VI are used to evaluate the performance of the approach and to provide some design guidelines. Section VII explains how the problem arises as a key component of other cooperative control problems and concluding remarks are provided in Section VIII.
II. COMMUNICATION IMPERFECTION SOURCES AND UNCERTAINTIES IN THE ENVIRONMENT
Since our work represents a significant departure from cooperative control based on perfect information, in this section we overview a number of sources of communication imperfections and environmental uncertainties for networked UAVs. This will help to justify some of the details of our problem formulation in the next section, and motivate the importance of explicitly taking into account communication imperfections for cooperative control. Moreover, it shows why it is important to perform comparative analysis with a noncooperative controller, something we do in our simulations.
First, the network may have a communication topology that is not fully connected in the sense that each UAV may not be able to directly communicate with every other UAV. Also, each inter-vehicle communication "link" may be imperfect in that there may be delays or bandwidth constraints in sending or receiving information, misordering of messages/information, or noise that corrupts the information. Centralizing the information gathered by the group of UAVs for the purpose of coordinating their actions is a natural approach in networked UAVs; however, centralization of information (e.g., via one special UAV) does not overcome the problem of the presence of imperfect communications since a centralized location would have to be communicated with anyway in order to share information and coordinate actions. Moreover, it may not be possible to have one central place to keep all information as if this central place is one special UAV there is a delays could be on the order of 10 min or more. More money can be invested to alleviate some of the limitations of the physical communication network, but these other problems can be more significant and difficult to solve.
Uncertainty in the environment arises from having imperfect information about the tasks that need to be processed by the UAVs or malfunctioning of the UAVs' devices. For instance, once a UAV is pursuing a task, it may need to travel to where the task is; however, if this UAV only knows that the task to process is within a specific area (due to imperfect sensor information), then this UAV may spend more time trying to search for the task location than what the UAV originally estimated. Another clear example related to the environment is the pop-up type task. In this case the UAV can be ready to process the task but it needs to wait for the appearance of the task in order to start the processing of it. Thus, there is a time delay related to these uncertainties. There may be cases where the UAVs need to have their local clocks synchronized by a global clock. Desynchronization of the local clocks, which could be viewed as a malfunctioning device, could lead the UAVs to incorrect decisions that would affect the performance of the whole group of UAVs.
In summary, we see that there can be significant uncertainties in communications and the environment. Cooperation requires shared information, either via a priori information or communication of information gathered during a mission. If that information is not perfect then we naturally expect to achieve lower levels of cooperation and hence performance. Uncertainty creates a type of passing of "bad information" that typically leads to poor group decision making, and if the information is quite poor it could be worse to try to cooperate than to simply take a noncooperative approach where no communications are required. This last statement is justified in the context of the problem we study via both our theoretical and simulation-based analysis.
III. PROBLEM STATEMENT
Suppose that there are several UAVs that need to process a set of tasks where processing a task requires a UAV to go to a certain location in a region of finite size. Here we assume that a set of UAVs is given a number of tasks, their respective locations, and characteristics (e.g., the priority of each task). It is assumed that the tasks must be repeatedly visited and processed (e.g., for repeated surveillance of points spread across a large region where the points of interest are more numerous than the number of UAVs) [27] . UAVs must work together autonomously in order to maximize the rate of task processing for the highest priority tasks.
A. Tasks, Prioritized Time, and Processing Time
Suppose that the number of tasks is fixed and that we number and denote them as P = f1, 2, :::, Ng. Assume that the number of UAVs is constant and we number them and denote the set of UAVs as Q = f1, 2, :::, Mg where N > M. If N · M, then depending on the spatial task distribution, at least one UAV can be dedicated to each task or each UAV's processing capability can be coordinated in such a way that each one visits several tasks. Let p i , i 2 P denote the priority (importance) of processing task i. Let t denote time. Let T i (t), i 2 P, t¸0 denote the "prioritized time" since last processing of task i, and t i denote the time since the last processing of task i (e.g., if task i was last processed at time zero then the quantity T i (t) = p i t i is its "prioritized time"). We assume that there is a cooperative scheduling strategy that decides which task a UAV should process next. Assume that there is a global clock (e.g., via GPS) that keeps all the UAVs' clocks synchronized (a reasonable assumption in the context of this class of applications). Let
2 ) plane and orientation μ i of the ith task. Let d(x j v (t), x i ) be the distance that UAV j must travel from its current location and orientation
> to process task i at x i . Here, as in a number of UAV studies [8, 9, 22] we use a Dubin's car [28] as a model for UAVs flying at constant altitude and at a constant velocity v, where
where ! max > 0 is the maximum angular velocity, and the steering input u j v (t) is subject to the following constraint for all t¸0,
Collisions between UAVs are ignored in this work since it is not the primary goal of this study. We use this model only to be concrete and to enable us to perform numerical simulation studies. In fact, all results in this paper hold for any vehicle such that if its current state is known, then an upper bound on how long it takes to reach another given state can be computed (and due to the current high level of understanding of aircraft dynamics this includes virtually any current aircraft).
If communication delays are finite and tasks are in a finite region, then we can find ad¸d(x j v (t), x i ) for all i, j and t¸0. Given a certain scenario that contains a fixed number of tasks located in a finite region, we could determined by choosing the longest travel distance that any UAV must travel to any task considering their respective orientation angles. Suppose that all UAVs move either on a constant minimum turn radius or on a straight line for the Dubin's car (i.e., the optimal trajectories as explained in [29] ). Let ¿ i j , 0 < ¿ · ¿ i j ·¿ , i 2 P, j 2 Q, denote the processing time UAV j takes to process task i with ¿ (¿ ) being the minimum (maximum) time any UAV takes to process task i after it first arrives at it (here "processing" could include multiple passes over an object at different angles in order to detect or identify/classify it). Let ± i,j , 0 · ± i,j ·± be the random but bounded time delay that represents the amount of time any UAV takes to switch from processing task i to task j, j 6 = i (e.g., to set up UAV's sensors or munitions). Let ± c > 0 be the random but bounded time delay incurred when UAV j has finished processing any task but it needs to wait for information held by another UAV in order to make a decision (see below for more details). Assume that ± c is bounded by± c > 0. To clarify, consider the case where there are only three tasks (N = 3), named "task 1," "task 2," and "task 3" and two UAVs (M = 2). Suppose that at some time t 0 , the value of prioritized time since last processing task 1 is T 1 (t 0 ) > 0 as shown in Fig. 1 and the last task processed by UAV 1 is task 2. At time t 0 + ± 2,1 UAV 1 is heading to task 1. Then, at time
=v UAV 1 is at the location where task 1 is and it initiates the processing of task 1, and the amount of time that it takes to do so is dictated by the ¿ 1 parameter. When processing for task 1 is completed, the UAV sends a request to UAV 2 to coordinate decision making and thereby incurs the delay ± c . Finally, at time t
v , x 1 )=v] + ¿ 1 + ± c UAV 1 chooses the next task to perform. Moreover, we assume that T 1 (t) in Fig. 1 could have any shape for the time when UAV 1 is processing task 1 to represent how UAV 1 processes this task. Fig. 1 shows that T i (t) = f(t) for
and we assume that function f(¢) must additionally satisfy f(t) · f`(t), where f`(t) is the bold line shown in Fig. 1 . Notice that the processing time ¿ 1 does not depend on the value of
since no matter what the current value of the prioritized time since last processing is, the UAV will always take ¿ 1 time units to process task 1. One consequence of this is that the slope of f`(t) will not be the same each time a UAV is processing a task.
B. Asynchronous Group Decision Making
We define the set U(t) ½ P as the "unattended" tasks not processed or being pursued by any UAV at the current time t, while the set
is the set of tasks that can be considered for processing by UAV j, j 2 Q. Here, i ¤ j (t) is the task being processed or pursued by UAV j at time t. Define A(t) as the set of tasks processed or pursued by the group of M UAVs at the current time t; hence
denote the information set available for UAV j at time t when it makes a scheduling decision, where t s is a "time stamp" that indicates the last time that the T i (t), i 2 U(t) were updated.
Next, we explain how asynchronous decision making across the group of UAVs is accomplished. Define a UAV j u 2 Q that holds the set of information for scheduling decisions S(t). We assume that whenever a UAV`2 Q where`6 = j u (if`= j u there is no need for a request) finishes processing a task at time t f such that T i ¤ (t f ) = 0 (i.e., the instant the task has been processed), it broadcasts a request for the set S(t) to all the UAVs. Let the amount of time it takes to broadcast the request and receive S(t) be ± c > 0 which again is random, but bounded by a constant± c > 0. In the time interval [t f , t f + ± c ] that UAV`waits for
, which means that UAV keeps processing task i ¤ until it receives S(t). This is consistent with our definition of the prioritized time since last processing since task i ¤ has already been completely processed at time t f and it is not being ignored during the interval [t f , t f + ± c ] anymore. The instant that UAV`gets S(t) (and the "request queue" defined below), it becomes UAV j u , it compares the t s value to its local clock, and it proceeds to update all T i (t), i 2 U(t), values if there exists any mismatch (the time stamp t s indicates to UAV`when was the last time that UAV j u updated all T i (t), i 2 U(t)). By doing so, UAV`makes a decision on what task to process next with up-to-date information (note that even if the UAV's local clocks are not synchronized, the decision maker will be able to select a new task to process).
Since two or more UAVs could request the set S(t) at the same time, we need to use a mutual exclusion algorithm which coordinates the access of all UAVs to the set S(t) in such a way that this set can be accessed and updated by only one UAV at a time. Assume UAV j u has a request queue. There are certain ways of creating that queue, one possibility being the first-in first-out (FIFO) policy, and another is to simply use a predefined order (e.g., requests made from UAV 1 up to UAV M). Thus, if UAV j u has already built a queue and updated the set S(t), it proceeds to send S(t) and the request queue to the UAV located in the head of the queue when it transmits it. The UAV that receives S(t), and the request queue updates the set S(t), and passes this set along with the queue to the new UAV at the head of the queue, and this process is repeated.
Note that we have described the case where the set S(t), and the request queue, are passed along the network and they are held by the UAV that requested this information; it is clear for this case that a "tracking" mechanism may be needed to know the current UAV that holds this information (e.g., a sparsely connected communication topology), unless broadcast type requests are made as we assume here. However, another scenario can be studied as well, where UAV j u always holds the set S(t), and the request queue, and whenever a UAV`2 Q,`6 = j u , requests the set S(t) held by UAV j u , it modifies it with the new unattended tasks and time stamp, and sends it back to UAV j u . Regardless of the strategy used to share S(t), here the key point will be that it is shared over an asynchronous network where random but bounded delays can be incurred as we discuss next.
Let k j , k j 2 f0, 1, 2, :::g, denote the index of the sequence of times that UAV j 2 Q makes task scheduling decisions. Let D k j be the time when UAV j 2 Q, decides to process task i ¤ j (k j ), and assume that at the initial time D k j = 0 for k j = 0. Let D k j +1 be the next decision time for UAV j, which is when it completes the processing of task i ¤ j (k j ) and gets S(t) from UAV j u . For each j define D k j c to be the closest decision time made by any other UAV j c , previous to the decision time D k j +1 (so given j we can define j c at each D k j +1 ). Moreover, having introduced this notation, it can be noted that UAV j c is always going to be equal to UAV j u (the queue holder), which means that UAV j will receive the request queue from UAV j c at time D k j +1 . Note that if no other UAV except j makes a decision between times D k j and D k j +1 , then D k j c is just equal to D k j so j c = j. Since ± i,j¸0 and ± c > 0 we know that
, and we know that This can be seen in Fig. 2 . Note that in the time interval t 2 [D k j c , D k j +1 ] the set U(t) is constant. This will be useful in our proof below.
IV. STABLE COOPERATIVE SCHEDULING
Tasks are spread in a limited region and each UAV can process just one task at a time. There are M resources that must be shared (UAVs capabilities), and the scheduling strategy must decide how they are shared (what task to process). Note that if no UAV was actively engaged in processing, then clearly T i (t) ! 1, i 2 P, t ! 1 since no tasks are processed. We consider the system to be "unstable" if T i (t) ! 1, t ! 1 for any i 2 P. Hence, the goal of the scheduling allocation strategy is to try to avoid T i (t) ! 1 for any i 2 P and indeed it will try to keep the T i (t) values as small as possible since this represents that the set of UAVs has recently processed each task. We consider a scenario to be "stable" when there exists a B > 0 such that T i (t) < B, i 2 P and t¸0 (we are then thinking of stability as in [30] as Lagrange stability or uniform ultimate boundedness).
First, we show that scheduling strategies that choose every task i 2 P within finite time interval result in stable systems. Studying this case will help motivate our choice of cooperative scheduling methods. For simplicity, we study the case where there is just one UAV (M = 1) processing task. Let S i denote the time elapsed between two consecutive decisions for the same task i 2 P; this is simply how long it will take for the one UAV to choose the same task i 2 P again (there could be other decisions for tasks j 6 = i in between). Let W i denote the time elapsed between the two contiguous completions of task i (i.e., the time difference between two consecutive T i (t 1 ) = 0 and T i (t 2 ) = 0, t 2 > t 1 ). Now, if the tasks in the environment are always processed in a preestablished order, then we can easily derive an expression for S i as
Moreover, any scheduling strategy that commands one UAV to persistently process all tasks will result in a Fig. 1 we can see that the maximum value of T i occurs at the peak of the plot, which is the time when the UAV reaches for the first time the location where the task is. According to the definition of T i (t), we can obtain then the ignored time for this peak, t peak i (t), as
where p = min i fp i g. Moreover, the ignored time for any task i is
Now, we can use (5) to obtain that W i (t) · B=p + ¿ i · B=p +¿ , and since in this case there are always two consecutive decisions for any task i among three contiguous completions of processing of the same task, i.e., S i (t) < 2W i (t), so
Since we have shown that any scheduling strategy that satisfies the conditions defined above will stabilize the scenario considered here, we could use the ones introduced in [30, 1] for the M = 1 case in this framework; however, while these policies will consider the sizes of the T i values (they will avoid ignoring high priority tasks), they will likely lead to wasting UAV fuel since they completely ignore travel times due to varying spatial distances. This is why we are motivated to introduce a cooperative scheduling strategy that seeks to pay attention to two variables: high priority tasks and travel time (fuel expenditure). Moreover, the above methods in [30] only provide stability for the M = 1 case where here we need to consider the M > 1 case with asynchronous decision making and bounded communication delays where simple bounding arguments on times between completions of tasks are not possible. Furthermore, we are interested in deriving bounds for the ignored time since last processing in terms of known parameters, not just parameters values that are just known to exist (e.g., B above).
A. Cooperative Scheduling Strategies
Next, we introduce a particular cooperative scheduling strategy that we study in the remainder of the paper. Other strategies that can be applied to this particular problem can be found in [1] which are extensions of those in [30] . For this particular case, at time k j the cooperative scheduling strategy on each UAV j chooses to process task i
and makes no other decision until it has finished processing task i ¤ j (k j ) and received S(t). Note that the quantities of both sides of (6) can be positive or negative and if they are both zero then any task can be chosen for processing. Ties are broken with an arbitrary choice. Note that when UAV j finishes processing task i
, and then replaces it with i (6) represents how decisions are made over a range of M times. Since there can be many more decisions made by one UAV than another it could be that D k j ¡ D k j 0 ! 1 as k j ! 1 and k j 0 ! 1, j 6 = j 0 . Note that although the UAVs could complete processing of their respective tasks at the same time, their decisions will occur at different times since the UAVs will make choices depending on the queue held by UAV j u so that they will pick different tasks to process due to the use of the mutual exclusion algorithm. Equation (6) produces a set of admissible choices for what UAV j can process. In particular, the strategy "process M closest highest priority tasks" chooses to process task i
is a special case of (6) in the sense that it represents one possible choice for (6); hence when in the Appendix we do stability analysis for (6) it also applies if we use (7) for our strategy. It has been shown in an experimental testbed for networked cooperative scheduling strategies, an "electromechanical arcade," that a better performance is obtained by the strategy shown in (7) compared with scheduling strategies that seek to optimize just one objective (e.g., sizes of the T i values) [31] . In the electromechanical arcade the authors consider both an "environment" that is highly uncertain (e.g., due to uncertain pop-up target appearance times) and imperfect communications that make it difficult for the decision makers to coordinate their actions. This experiment can be viewed as a 1-D version of the model introduced in Section IIIA since the "guns" (UAVs) need to process the targets (tasks) in a cooperative manner.
Notice that the left-hand side of (6) could be viewed as a cost function and the goal of the strategy is to locally optimize the difference between the prioritized time since last processing and the travel time from current UAV location to the chosen task location. Another way to view this cost function is by thinking of the chosen task i ¤ j (k j ) by UAV j as the one whose prioritized "ignore time" combined with the UAVs travel time is greater or equal to the average value of those variables for each task contained in the set U a j (D k j ). Thus, if all the tasks contained in the set U a j (t) have the same prioritized time since last processing but they are located at different distances from a UAV, then this UAV chooses to process the task that is closest to it. In this sense, the strategy is "myopic" (but consider the discussion in Section I on why "look-ahead" can be detrimental for the type of cooperative control problem we consider).
In some cases the p i values are set a priori by constraints of the problem. In other cases it is possible to view them as controller design parameters that can be tuned to improve performance. Recall that the p i parameters are embedded in the T i variables, so by changing these parameters any UAV can put more or less emphasis in the time since last processing. That is, if the p i values are all too small, then the UAVs will tend to choose the closest tasks at any decision time, whereas if all p i values are too big, then the UAVs will tend to choose tasks to process based on the ignored time, neglecting the travel distance to the tasks.
V. MAIN THEORETICAL RESULT
In this section we present our main theoretical result, which focuses on the stability (boundedness) of the t i variables when the strategy defined in (6) is used. The proof of this theorem can be found in the Appendix.
THEOREM Assume that N > M. For the cooperative scheduling strategy in (6) a specific bound on the ultimate longest time that any UAV will ignore task i 2 P is given by
where
Next, we make a few remarks about the ultimate bound obtained and how to study other scenarios not considered in this paper. REMARK 1 Note that when the bounds on the time delays± and± c increase, the bound also increases (e.g., network delays can result in ignoring tasks longer). The ultimate bound decreases if the velocity of the UAVs increases since the UAVs can move faster to process tasks. If the priority values assigned to tasks increase, then the ultimate bound does also since then we may spend more time processing the higher priority tasks and hence an increased amount of time ignoring the lower priority tasks. If all tasks are spread out more (i.e.,d increases), then the ultimate bound increases since it takes longer to travel to process tasks, and this provides a clear idea how "task spatial density" could affect the ultimate bound. The ultimate bound increases if the processing time of every task is increased since the UAVs are busier processing and hence ignore other tasks longer. If the number of tasks and UAVs are about the same, then the ultimate bound decreases. REMARK 2 Uncertainties in the location of tasks and pop-up tasks can be added to the model introduced in Section III. For instance, let ±(t) > 0 denote the delays from the switch to processing a different task, the inter-task travel time, the additional time spent on finding the real task location, and the waiting time for pop-up task appearances. The delay that represents the time any UAV takes to switch from processing task i to task j, j 6 = i is defined here as ± i,j ·±, and the inter-task travel time is defined as d(x j v (t), x i )=v ·d=v. Now, suppose that the additional time spent by any UAV on finding task i is bounded and denoted by ± i s (t) ·± s . Moreover, suppose that for task type i there is some bound ± i p on the amount of time that it would take for any UAV to first realize that the task i may appear, if that was the only task that the UAV is waiting to process (clearly this would depend on the task appearance period). Suppose that ± i,j e (t) denotes the delay incurred by UAV j in first getting an indication of the presence of task i, from the time that it arrives to the correct position where the task is. Recall that this value is going to be determined by the time period of appearance of each task i. Note that if we let± p = max
For convenience, we let ± denote a constant that is the least upper bound on ±(t) (i.e., we simply remove the time index to denote the least upper bound on the variable). This value ± will replace then the terms ± i,j and d(x j v (t), x i )=v in appropriate places where they appear, even in the ultimate bound of the main result. Note that these new variables (i.e., ± i,j e (t) and ± i s (t)) included in the model could now lead us to the introduction of new strategies that account for the time delays caused by the appearance of the pop-up tasks or the additional time spent by any UAV in order to find the task's real location. Hence, the UAVs could then seek to achieve a desire to balance several objectives: high priority processing tasks, minimal inter-task travel times, minimal search time, and minimal waiting appearance time for pop-up tasks.
One important point to highlight here is the fact that the analysis can take into account the behavior of heterogeneous UAVs (i.e., UAVs with different processing capabilities for the same task) via different ¿ i . It also inherently takes into account trade-offs between task priorities, network delays, and spatial separation between tasks, something that has not been analytically characterized in past studies of cooperative control.
VI. SIMULATIONS
Here we show in simulation how the cooperative scheduler will ignore lower priority tasks longer and how the ignored time for tasks is affected by communication delays. Also, we introduce a noncooperative controller and derive design guidelines for both noncooperative and cooperative scheduling systems.
A. Influences of Priorities and Communication Delays
We run two simulations with the following values: the sampling time is T s = 0:1 s, the length of the simulation is 1000 s, there are N = 6 tasks, M = 4 UAVs, the switching times for UAVs 1 and 2 are ± The first simulation considers p i = 50, i 2 P. Fig. 3 shows in the top 6 plots the time since last processing of any UAV for all tasks, and the unattended tasks in the bottom plot.
Next, we let p 1 = 10 and do not change the rest of the values and get the result in Fig. 4 . Notice that since the priority of task 1 has been decreased this task is ignored more than in the first simulation. This shows that UAVs can be forced to ignored tasks by assigning low priority values to tasks. Furthermore, it can be seen that there are intervals where the waiting time for the information set S(t) is greater than ± c = 60 s due to the amount of previous requests that have been made by other UAVs. Now, we let all the priorities have the same values (p i = 50, i 2 P) and we study two cases: no communication delays, ± c = 0, as shown in Fig. 5 and random but bounded delays, ± c · 180 s, as shown in Fig. 6 . It is seen from the figures that the delay decreases the rate at which tasks are processed and also increases the ignored time of each task.
B. Comparative Analysis: Noncooperative Versus Cooperative Strategies
Here, we also consider a group of M UAVs not connected over a communication network. Due to the lack of communication and hence lack of coordinated decision making we call such a strategy "noncooperative." Each UAV has its own T i j (t), i 2 P, j 2 Q and the prioritized time since last processing for each task is given by T i (t) = min j fT i j (t)g, j 2 Q. Notice that from the task point of view, this represents how long a task has been ignored by any UAV. For this case, UAVs make scheduling decisions based on (6) but considering all tasks at each decision time, hence there could be cases where one or more UAVs are processing the same task during a certain time interval which is generally a waste of processing resources.
We seek to determine if cooperative strategies are always superior to noncooperative ones. We would like to obtain conditions under which it is best not to cooperate. We run a Monte Carlo simulation with the following values: the sampling time T s = 0:1 s, fixed delays ± c 2 f1, 10, 50, 100, 150, 200, 300, 400g s a set of densities with standard deviation ¾ 2 f500, 1000, 2500, 4000, 5000g m (we use a 2D Gaussian distribution for tasks in the middle of the region with mean (x,ȳ) = [5000, 5000] m), no switching delays, and the simulation length of 2500 s. Each delay-density case consists of 100 simulations. The number of simulations for each delay-density combination was chosen to be 100 because the standard deviation of the performance measures (introduced below) did not change significantly and settled to a relatively small constant value beyond 100 simulations (less than 6.67 in all cases).
To establish a fair comparison between the performance of noncooperative and cooperative strategies, we need to introduce a way to evaluate the performance of the UAVs. We compute the average of the ignored time since any task has been processed (1=N) P N i=1 t i (k) at each step k. We also compute the time average of this quantity (i.e., the time average of the average values, "average-of-average") and the maximum average value, "max-of-average," achieved over the entire simulation run. We compute the maximum time that any task has been ignored at each time step k, max i ft i (k)g. We also compute the time average of this quantity (i.e., the time average of the maximum values, "average-of-max") and the maximum of the maximum values, "max-of-max," achieved over the entire simulation run. Fig. 7 shows that different performance measures give different bounds on the delay for which the cooperative case degrades to the performance of the noncooperative case. For all the cases, the performance measure increases very slowly for lower values of delays (less or equal to 1 min), when compared with the higher values of delays, where there is a steady increase in the performance measure. The effect of decreasing density only results in a relatively small increase in the different performance measures (of course densities vary over a larger range and their impact will be more significant); this increase is due to the targets being spread further apart. As expected, the average-of-average and max-of-average result in a higher value of the delay "cross-point," where the cooperative case degrades to the noncooperative case, than the max-of-max and average-of-max since the former considers performance over average values while the latter considers performance over maximum values (e.g., the max-of-max quantifies worst-case performance). Notice that there are flat regions or valleys for small delay values for some of the performance measures. This arises due to the fact that small delays can result in multiple UAVs waiting for the S(t) set at the same time and while doing this they all hold their corresponding T i (t) values at zero. In our case with 4 UAVs and 6 targets this leads to a performance improvement up to a certain magnitude of delay. If, however, there are many more tasks than UAVs, then generally it will be the case that increasing the delay will always lead to performance degradation. In summary, communication delays have a prominent influence in the degradation of the cooperative case to the noncooperative one. The above analysis could provide design guidelines for deciding when it is beneficial to cooperate and when it is not.
VII. ROLE IN GENERAL COOPERATIVE CONTROL PROBLEMS
In this section we explain the role of the cooperative control problem that we consider here in more general scenarios. In some cases we explain how our analysis can be extended for these more general problems, and in others we highlight additional modifications of the cooperative strategies that can be used to counteract the myopic nature of the strategies.
A. Maximizing UAV's Task Completion Rate Fig. 8 depicts an opportunity to generalize the problem setting considered here by allowing the number of tasks to be time varying due to task arrivals and departures and due to UAVs assigning different priorities for the processing of tasks during the mission. Here, the group of UAVs can receive tasks to process from several sources: home base (e.g., humans demanding the processing of specific tasks), global sensors (e.g., satellites or high-flying platforms), and the UAV's on-board sensors. Some tasks are processed by UAVs and "depart" the system, while others that are processed generate more tasks (e.g., when a search task is performed and a target is found, a classification task is generated).
The scenario considered here represents some progress towards solving this general problem. To see this, consider the case where the UAVs in Fig. 8 need to perform search, classify, attack, and verify operations for each task [8] . Suppose that each task in the buffer has a prioritized time T i associated with it and that these are used to make scheduling decisions just like we do earlier. Suppose, however, that we allow the UAVs to manipulate the priority values associated with each such task during the mission. Initially, one UAV could have assigned a high priority value to a certain task that is considered of extreme importance for the mission; however, when this or another UAV performs classification, it may realize that the task is not what it was initially thought to be (e.g., not a valid target). A UAV then can assign a new priority value to tasks associated with that target. Define new variables in the model used here as the priority of searching p s i (t), the priority of classifying p c i (t), the priority of attacking p a i (t), and the priority of verifying p v i (t), for any task i 2 P. If the number of tasks is fixed (i.e., there are no new task arrivals and departures to the buffer), the analysis performed in the Appendix still holds so long as the p i (t) values are bounded by a known constant. Moreover, even if the number of tasks N(t) in the buffer changes over time, if we know that N(t) ·N < 1 for a knownN, then we could use the same bound obtained in our main result by replacing N withN in this case. The problem is, however, that our framework is not easily extendable to the case where arbitrary task arrivals and departures can occur so we cannot quantify UAV system throughput (maximum task completion rate) in this general case.
B. Heuristic Modifications of Cooperative Scheduling Strategies
Next, some ideas for counteracting the effect of the myopic nature of the cooperative scheduling strategies defined in Section IVA are provided.
1) Individual Decision Making by UAVs:
We can introduce the weights w · w j i (t) = min j 0 6 =j fd(x
, for all j, j 0 2 Q, i 2 P and redefine the cooperative scheduling strategies as
and choose the same Lyapunov-like function to derive a different upper bound (i.e., this will include the parameters w andw) on the ultimate longest time that any UAV will ignore task i 2 P. The effect of these weights would be to attenuate the value from the expression
v if some UAV j 0 is considerably closer to task i than UAV j at time t (i.e., w
, then once UAV j is done with the processing of its current task, task i may not be a potential candidate to be chosen by UAV j, provided that there are other tasks very close to the current location of UAV j. The global effect of these weights could lead the UAVs to choose tasks with high priorities and minimal travel times located in the vicinity of the current location of the UAVs. Another way to interpret this effect is by noticing that UAV j is not interested in processing task i next since there is another UAV j 0 that is closer to this task and it might be processing task i in the near future.
2) Passing the Request Queue Between UAVs: The reason why UAVs are forced in Section IIIB to keep visiting the same task in the time interval [t f , t f + ± c ] while it waits for the set S(t) is because 1) the number of tasks is fixed, and 2) we are studying surveillance-type problems in our framework. Note that we could overcome this "limitation" for a search, classify, attack, and verify scenario when the number of tasks are time varying as it is explained in Section VIIA. Thus, once a UAV finishes processing a task, it could broadcast a request for the set S(t), but this time, this UAV could search for new tasks in the environment in the time interval [t f , t f + ± c ].
3) Random Delays and Waiting time for Appearance of Pop-Up Tasks:
We could borrow ideas developed for flexible manufacturing systems to avoid long UAVs' waiting time to execute a particular task, which might result in poor mission performance. For instance, universally stabilizing supervisory mechanisms [32] can be utilized to decide for how long a UAV should wait for either the reception of the set S(t) or for the appearance of a task. 4) Preemptive Strategies: A UAV could broadcast the set S(t) to the rest of UAVs at any decision time, and at the time of reception the rest of UAVs could possibly switch tasks. In this way, revision of previous UAV decisions can be reconsidered as soon as new information received from other UAVs becomes available.
VIII. CONCLUDING REMARKS
We have derived stability (boundedness) conditions for network-based cooperative scheduling strategies that seek to optimize a cost function at each decision time when all UAVs know a priori detailed information about all tasks in a limited area. We have also shown in Monte Carlo simulations design guidelines for cooperative and noncooperative strategies based on task density and poor performance in the communication channels. For future work, we are most interested in addressing the problem of how to derive stability properties for maximizing UAVs' throughput when the number of tasks is time varying and when UAVs search, classify, attack, and verify tasks in a limited area as discussed in Section VII. In addition to this and the general idea of using FMS scheduling methods for UAV groups, there are a number of specific research directions that could be studied. For instance, in Section IVA we mentioned how it is possible to view the p i values as controller design parameters that can be tuned to improve performance. Since (6) seeks to optimize two objectives, putting more emphasis in one variable may result in degradation of the performance metrics; hence, it would be useful to study optimization methods (off-line or on-line ones) that tune the p i in order to achieve a better performance during the mission. Next, it might be worthwhile to study the possibility of obtaining tighter bounds on the ignored time of tasks when both scheduling strategies, cooperative and noncooperative, are combined. We have already seen in Section VI under which conditions it is beneficial for the UAVs to cooperate and when not to do it. The goal would be to define a switching strategy that commands the UAVs either to cooperate or not to cooperate based on measured delays in order to minimize the mission time.
APPENDIX. PROOF
In this appendix we provide the proof of the theorem stated in Section V. Let
The proof to follow focuses on the strategy where the task i ¤ j is chosen by UAV j 2 Q. This proof proceeds by extending the one in [1] . There are, however, fundamental differences since the scheduling strategy is quite different (it represents a desire to achieve more than one objective and the values of the strategy can be positive or negative), and the slope of T i (t) could be different every time that any UAV is processing a task as pointed out in Section III whereas for the problem in [1] that slope is always constant. One implication of this last point will be that we do not need a "capacity condition" as we do in [1] .
First, note that
Define the function V j (t) for UAV j as
Consider the values at the set of decision times
Since
was the task that was just processed by UAV j 2 Q),
Note that by definition U(D k j +1 ) = U(D k j c ) since the unattended set will not change for every UAV j for t such that D k j c · t · D k j +1 . Hence, considering how long the tasks have been ignored during this time period,
From (9) for any UAV j c at time
We use (3), (12) , and (13) to obtain
Focus now on the first P i2U(D k j c ) p i =M term in (14) and notice that the proof can be divided in two cases as follows: a) When Case a To start, we seek to remove the first P i2U(D k j c ) p i =M term in (14) in order to make the term in parenthesis the same as our strategy in (6) . Note that 
But, notice that
fV j c (D k j c )g + M¯:
(19) This means that we have a contractive mapping in (19) . Notice, however, that in (19) we have on the left-hand side V j (D k j +1 ) and on the right V j c (D k j c ) so the mapping is contractive as we go from k j c to k j + 1, j 2 Q. The sums in (19) account for all time so that the contractive mapping is valid for all t¸0. To explain why, recall how we defined j c : Given a j we have some D k j +1 and from that value we define j c as the index of the UAV that most recently finished its processing at time t < D k j +1 . So given any D k j +1 we can always find a j c (at t = 0 we consider all UAVs to have just finished processing to get T i j (0) = 0). Any time t such that T i j (t) becomes zero and after having received the unattended set it is labeled as D k j +1 . Then the time range [D k j c , D k j +1 ] is considered in the mapping since the left-hand side of (19) is evaluated at the right side of this interval for one j and the right side of (19) is evaluated at the left side of the interval. Now, the key is to note that we can relabel this j c (and hence D k j c ) as D k j 0 +1 since it was the time that UAV j c finished so it is the new decision time for the UAV. Then there is of course a j 0c , and so forth, so that all time intervals are considered in the contractive mapping. Note that this accounts for the fact that the sums in the contraction are based on a set of times that are not necessarily contiguous. Note also that in (19) so thatV(k + 1) is the sum at the set of times when all UAVs have already finished processing their respective tasks and have received U(D k j c ) in order to choose which tasks they will process next. Now, we useV(k) andV(k + 1) in (19) to get
where 0 <°= (1 ¡ 1=(N ¡ M + 1)) < 1 and ³ = Mw hich are both constants. Equation (20) is a difference inequality with a solution that is bounded for all k bȳ
Notice that ifV(0) > ³=(1 ¡°) (V(0) < ³=(1 ¡°)) then since°k ! 0 as k ! 1,V(k) decreases (increases) to ³=(1 ¡°) as k ! 1. Now, 
