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Abstract
The problem of moments is considered for polytopes in Rd and other bounded regions specified
piecewise by curves of the form c1x
α1
1 + · · · + cdxαdd = c0. Necessary and sufficient conditions are
suggested by a simple geometric observation. For some choices of c1, . . . , cd and α1, . . . , αd , these
conditions reduce to the conditions of Hausdorff for the unit interval, of Hildebrandt and Schoenberg
for the unit square and of Dale for the unit simplex in R2, whereas for other choices new conditions
are required. The proofs are obtained using probabilistic techniques.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Consider two types of regions in Rd : a polytope
P = {(x1, . . . , xd): ch1x1 + · · · + chdxd  ch0, h= 1, . . . , n}, (1.1)
in which the constants {(ch0, ch1, . . . , chd): h= 1, . . . , n} are such that P is bounded; and
a more general region
G= {(x1, . . . , xd) ∈ (R+)d : ch1xαh11 + · · · + chdxαhdd  ch0, h= 1, . . . , n}, (1.2)
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R.H. Stockbridge / J. Math. Anal. Appl. 285 (2003) 356–375 357where for h= 1, . . . , n, αh1, . . . , αhd and ch0, ch1, . . . , chd are positive constants. The pur-
pose of this paper is to establish necessary and sufficient conditions such that an array
M= {m(i1, . . . , id): i1, . . . , id ∈ Z+}
corresponds to the joint moments of some probability distribution p on P or on G, where
Z
+ denotes the set of nonnegative integers.
The “problem of moments” has a long history beginning when Stieltjes [11] proposed
and solved the problem for a measure on R+ whose moments are prescribed. Variants of
the problem are extensively described by Shohat and Tamarkin [10]. The interest of this
paper lies in the problem of moments for bounded domains.
Hausdorff [3] gave necessary and sufficient conditions for a sequence M = {m(i):
i ∈ Z+} to be moments of a unique probability distribution on the unit interval. The condi-
tions are obtained from the observation that for any distribution p on I = [0,1],∫
I
xi(1− x)j p(dx) 0, ∀i, j ∈ Z+, (1.3)
since the integrand is nonnegative. Together with the normalization condition m(0) = 1,
the necessary and sufficient conditions on the moment sequenceM come from expanding
the factor (1− x)j in (1.3),
j∑
l=0
(
j
l
)
(−1)lm(i + l) 0, ∀i, j ∈ Z+.
Hildebrandt and Schoenberg [8] extended this result to the unit square I2 = [0,1]× [0,1];
the conditions being determined in a similar fashion from the normalization condition and
the observation that∫
I2
xiyj (1− x)k(1− y)l p(dx × dy) 0, ∀i, j, k, l ∈ Z+. (1.4)
Some more recent results concerning the problem of moments have utilized proba-
bilistic methods. Feller [2] proved Hausdorff’s one-dimensional theorem using Bernstein
polynomials. Dale [1] adopted this approach to prove Hildebrandt and Schoenberg’s result
on I2 and also obtained necessary and sufficient conditions for an array M to be the joint
moments of a distribution on the unit simplex T in R2. For the simplex, as before, the
conditions come from the normalization condition and the observation that∫
T
xiyj (1− x − y)k p(dx × dy) 0, ∀i, j, k ∈ Z+. (1.5)
A common aspect of (1.3)–(1.5) is that the region has a boundary consisting of segments
where at least one of the factors in the integrand is 0 and all the factors are positive in the
interior. For the polytope P of (1.1), this observation takes the form∫
P
n∏
h=1
(ch0 − ch1x1 − · · · − chdxd)kh p(dx1 × · · · × dxd) 0,
∀k1, . . . , kn ∈ Z+, (1.6)
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G
n∏
h=1
(
ch0 − ch1xαh11 − · · · − chdxαhdd
)kh p(dx1 × · · · × dxd) 0,
∀k1, . . . , kn ∈ Z+. (1.7)
Using the probabilistic approach of Feller and Dale, this paper demonstrates that, along
with the normalization condition, (1.6) provide conditions on the moment array M and
(1.7) provide conditions on an array
A= {a(k1, . . . , kn): k1, . . . , kn ∈ Z+}
which are necessary and sufficient for the existence of a probability distribution p on P
and G, respectively, for which, in the latter case, a(k1, . . . , kn) equals the value in (1.7).
For the region G, the connection between the array A and the array of joint moments M
is also established. These results coincide with Dale’s conditions when the parameters are
chosen so that G is the unit simplex.
The characterizations of distributions through the Hausdorff, Hildebrandt and Schoen-
berg, and Dale moment conditions have been used by Röhl [9], Helmes et al. [4], and
Helmes and Stockbridge [5–7] to obtain bounds on the moments of occupation measures
for some stochastic processes and provide the motivation for the current investigation. For
example, identifying necessary and sufficient conditions on the joint moments of a poly-
tope may be useful in obtaining bounds on the moments of the stationary distribution for
diffusion approximations of queueing systems. In such systems, natural limits on buffer
sizes limit the queue length process to a polytope in (Rd )+.
This paper is organized as follows. We begin in Section 2 by establishing the neces-
sary and sufficient conditions corresponding to the polytope P of (1.1). For simplicity of
notation, however, we take d = 2 so that P is a polygon in R2; the proofs immediately
extend to polytopes in Rd subject only to careful bookkeeping to account for the greater
number of dimensions (see [7] for the extension of Dale’s conditions to the d-dimensional
simplex). Section 3 considers the more general region G of (1.2) (again stated for sim-
plicity in R2) and provides a general set of conditions on an array A which are necessary
and sufficient for the existence of a probability distribution p on G corresponding to A.
Depending on the values of the parameters, A may contain all of the joint moments, some
of the joint moments or even none of the joint moments. Examples are given to illus-
trate some of the possibilities. In addition, necessary and sufficient conditions are given
for an array M to be the joint moments of a distribution p on G. Several specific ex-
amples are considered in order to clarify the conditions. All the results of Sections 2
and 3 extend to higher dimensions. The statements of these extensions are given in Sec-
tion 4.
Binomial and multinomial coefficients having both integral and real entries are used
throughout the paper. We therefore provide a unified definition of the notation. For d =
1,2,3, . . . , let θ ∈R and l1, . . . , ld ∈Z+. Then(
θ
l1 . . . ld
)
=
∏∑dj=1 lj
i=1 (θ − i + 1)∏d
i=1 li !
.
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For completeness of exposition, we present the moment conditions of Hildebrandt and
Schoenberg for the unit square in R2 and of Dale for the unit simplex in R2. The results,
however, are stated in a slightly more general form; the reader is referred to the paper of
Dale [1] for proofs using Bernstein polynomials that can be easily adjusted for the slightly
more general domains. A proof of the more general version of Dale’s result is also provided
by Theorem 3.1 of this paper.
Theorem 2.1 (Hildebrandt and Schoenberg). Let b1 and b2 be positive constants and define
the rectangular region
R = {(x, y): 0 x  b1, 0 y  b2}.
An array M= {m(i, j): i, j ∈ Z+} gives the joint moments
m(i, j)=
∫
R
xiyj p(dx × dy), ∀i, j ∈ Z+,
for some probability distribution p on R if and only ifM satisfies the following conditions:
(R1) m(0,0)= 1; and
(R2) For each i, j, k, l ∈ Z+,
k∑
n1=0
l∑
n2=0
(
k
n1
)(
l
n2
)
(−b1)−n1(−b2)−n2m(i + n1, j + n2) 0.
Observe that condition (R2) is obtained by expanding the factors in the inequality
∫
R
xiyj
(
1− x
b1
)k(
1− y
b2
)l
p(dx × dy) 0,
which corresponds to (1.4) for the rectangle R.
Remark 2.2. An equivalent set of necessary and sufficient conditions can be expressed in
terms of an array A= {a(i, j, k, l): i, j, k, l ∈ Z+}. Specifically, the conditions are
(R1a) a(0,0,0,0)= 1;
(R2a) a(i, j, k, l) 0 for all i, j, k, l ∈ Z+; and
(R3a) For each i, j, k, l ∈ Z+ with k, l  1,
a(i, j, k, l)= a(i, j, k− 1, l)− b−11 a(i + 1, j, k− 1, l),
a(i, j, k, l)= a(i, j, k, l− 1)− b−12 a(i, j + 1, k, l − 1).
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The entries in the array A represent
a(i, j, k, l)=
∫
R
xiyj
(
1− b−11 x
)k(1− b−12 y)l p(dx × dy).
Note that for each i, j ∈ Z+, m(i, j)= a(i, j,0,0).
These types of conditions on an array A will be used in Theorem 3.1 in the discussion
of the region G of (1.2).
Theorem 2.3 (Dale). Let c1 and c2 be positive constants and define the triangular region
T = {(x, y): c1x + c2y  1, x  0, y  0}. (2.1)
An array M= {m(i, j): i, j ∈ Z+} contains the joint moments
m(i, j)=
∫
T
xiyj p(dx × dy), ∀i, j ∈ Z+,
for some probability distribution p on T if and only ifM satisfies the following conditions:
(T1) m(0,0)= 1; and
(T2) For each i, j, k ∈ Z+,
k∑
n1=0
k−n1∑
n2=0
(
k
n1 n2
)
(−c1)n1(−c2)n2m(i + n1, j + n2) 0.
One limitation of the above results is the restriction to rectangular and triangular regions
having boundaries on the x-axis and y-axis. A change-of-variable argument allows similar
results for more general rectangular and triangular regions. We provide the extension for
a general triangular region in the following theorem and leave the extension to a general
rectangular area to the reader.
Let {(ch0, ch1, ch2): h= 1,2,3} be constants satisfying the following conditions:
(ia) The matrices(
c11 c12
c21 c22
)
,
(
c11 c12
c31 c32
)
,
(
c21 c22
c31 c32
)
are invertible;
(ib) The determinant (c11 c12) · (c22 −c21)= 1;
(ii) (c31 c32) · (c12 − c11) > 0 and (c31 c32) · (−c22 c21) > 0; and
(iii) c30 > (c31 c32)
(
c22 −c12
−c21 c11
)(
c10
c20
)
.
These conditions imply that T0 = {(x, y): ch1x+ ch2y  ch0, h= 1,2,3} is a bounded,
triangular region. In particular, condition (ia) implies that none of the lines ch1x + ch2y =
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imposes no restrictions on the region T0 since we may interchange (c10, c11, c12) and
(c20, c21, c22) if the determinant is negative and rescale (c10, c11, c12) by a positive scalar,
if necessary. Condition (iii) implies that the point of intersection of the lines c11x+ c12y =
c10 and c21x + c22y = c20 is not on the line c31x + c32y = c30 and condition (ii) requires
the normal vector to c31x+c32y = c30 to be parametrized so that the bounded region deter-
mined by the lines ch1x + ch2y = ch0, h= 1,2,3, satisfies ch1x + ch2y  ch0, h= 1,2,3,
for the points in the interior.
Theorem 2.4. Let {(ch0, ch1, ch2): h= 1,2,3} satisfy conditions (ia), (ib), (ii), and (iii) so
that
T0 = {(x, y): ch1x + ch2y  ch0, h= 1,2,3}
is bounded. An array M0 = {m0(i, j): i, j ∈ Z+} gives the joint moments
m0(i, j)=
∫
T0
xiyj p0(dx × dy)
for some probability distribution p0 on T0 if and only if M0 satisfies the following condi-
tions:
(T1a) m0(0,0)= 1; and
(T2a) For each i, j, k ∈ Z+,
0
i∑
l11=0
i−l11∑
l12=0
j∑
l21=0
j−l21∑
l22=0
k∑
l31=0
k−l31∑
l32=0
(
i
l11 l12
)(
j
l21 l22
)(
k
l31 l32
)
× (ci−l11−l1210 (−c11)l11(−c12)l12)(cj−l21−l2220 (−c21)l21(−c22)l22)
× (ck−l31−l3230 (−c31)l31(−c32)l32)m0(l11 + l21 + l31, l12 + l22 + l32).
Proof. Suppose that p0 is a probability distribution on T0. Then for i, j, k ∈ Z+,
0
∫
T0
(c10 − c11x − c12y)i(c20 − c21x − c22y)j (c30 − c31x − c32y)k p0(dx × dy)
=
i∑
l11=0
i−l11∑
l12=0
j∑
l21=0
j−l21∑
l22=0
k∑
l31=0
k−l31∑
l32=0
(
i
l11 l12
)(
j
l21 l22
)(
k
l31 l32
)
c
i−l11−l12
10 (−c11)l11
× (−c12)l12cj−l21−l2220 (−c21)l21(−c22)l22ck−l31−l3230 (−c31)l31(−c32)l32
×
∫
T0
xl11+l21+l31yl12+l22+l32 p0(dx × dy),
and conditions (T1a) and (T2a) are satisfied by the joint moment arrayM0.
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proof of existence is the mapping A :R2 →R2 given by(
u
v
)
=
(
c10
c20
)
−
(
c11 c12
c21 c22
)(
x
y
)
,
which maps the region T0 to a scaling of the triangular region T of (2.1), and its inverse
mapping(
x
y
)
=
(
d10
d20
)
−
(
d11 d12
d21 d22
)(
u
v
)
,
in which(
d11 d12
d21 d22
)
=
(
c11 c12
c21 c22
)−1
=
(
c22 −c12
−c21 c11
)
and (
d10
d20
)
=
(
c11 c12
c21 c22
)−1(
c10
c20
)
=
(
c22 −c12
−c21 c11
)(
c10
c20
)
.
For i, j ∈ Z+, define
m(i, j)=
i∑
l11=0
i−l11∑
l12=0
j∑
l21=0
j−l21∑
l22=0
(
i
l11 l12
)(
j
l21 l22
)(
c
i−l11−l12
10 (−c11)l11(−c12)l12
)
× (cj−l21−l2220 (−c21)l21(−c22)l22)m0(l11 + l21, l12 + l22).
This defines an array M. Observe that the array M0 can be recovered from M using the
inverse mapping
m0(i, j)=
i∑
l11=0
i−l11∑
l12=0
j∑
l21=0
j−l21∑
l22=0
(
i
l11 l12
)(
j
l21 l22
)(
d
i−l11−l12
10 (−d11)l11(−d12)l12
)
× (dj−l21−l2220 (−d21)l21(−d22)l22)m(l11 + l21, l12 + l22). (2.2)
Now define
d30 = c30 − (c31 c32)
(
c22 −c12
−c21 c11
)(
c10
c20
)
and (
d31
d32
)
=−(c31 c32)
(
c22 −c12
−c21 c11
)
= (c31 c32)
(−c22 c12
c21 −c11
)
,
and note that d30, d31, d32 > 0 by conditions (ii) and (iii). Also observe that
k∑
l31=0
k−l31∑
l32=0
(
k
l31 l32
)(
d
k−l31−l32
30 (−d31)l31(−d32)l32
)
m(i + l31, j + l32)
=
i∑ i−l11∑ j∑ j−l21∑ k∑ k−l31∑ ( i
l11 l12
)(
j
l21 l22
)(
k
l31 l32
)
l11=0 l12=0 l21=0 l22=0 l31=0 l32=0
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× (ck−l31−l3230 (−c31)l31(−c32)l32)m0(l11 + l21 + l31, l12 + l22 + l32)
and the right-hand side is nonnegative by condition (T2a). Factoring dk30 out of the left-
hand side, we may apply Theorem 2.3 to obtain the existence of a distribution p on T such
that ∫
T
uivj
(
1− d31
d30
u− d32
d30
v
)k
p(du× dv)
=
k∑
l31=0
k−l31∑
l32=0
(
k
l31 l32
)(
−d31
d30
)l31(
−d32
d30
)l32
m(i + l31, j + l32). (2.3)
The mapping A now induces a measure p0 on T0 and, after multiplying (2.3) by dk30, the
mapping yields∫
T0
(c10 − c11x − c12y)i(c20 − c21x − c22y)j (c30 − c31x − c32y)k p0(dx × dy)
=
i∑
l11=0
i−l11∑
l12=0
j∑
l21=0
j−l21∑
l22=0
k∑
l31=0
k−l31∑
l32=0
(
i
l11 l12
)(
j
l21 l22
)(
k
l31 l32
)
× (ci−l11−l1210 (−c11)l11(−c12)l12)(cj−l21−l2220 (−c21)l21(−c22)l22)
× (ck−l31−l3230 (−c31)l31(−c32)l32)m0(l11 + l21 + l31, l12 + l22 + l32). (2.4)
Expanding the left-hand side of (2.4) and applying the inverse mapping (2.2) produces the
desired result. ✷
We now turn to the issue of necessary and sufficient conditions for an array to contain
the joint moments of some distribution on the polygonal region P of (1.1) with d = 2.
Theorem 2.5. An array M= {m(i, j): i, j ∈ Z+} gives the joint moments
m(i, j)=
∫
P
xiyj p(dx × dy)
for some probability distribution p on P if and only ifM satisfies the following conditions:
(Poly1) m(0,0)= 1; and
(Poly2) For each jh ∈ Z+, h= 1, . . . , n,
0
j1∑
l11=0
j1−l11∑
l12=0
. . .
jn∑
ln1=0
jn−ln1∑
ln2=0
n∏
h=1
((
jh
lh1 lh2
)
c
jh−lh1−lh2
h0 (−ch1)lh1(−ch2)lh2
)
×m(l11 + · · · + ln1, l12 + · · · + ln2). (2.5)
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bounded, triangular regions
Ti =
{
(x, y): c(3(i−1)+h)1x + c(3(i−1)+h)2y  c(3(i−1)+h)3, h= 1,2,3
}
,
i = 1, . . . ,m,
in which the constraints are taken from those in (1.1). In order to match the notation
employed, the constraining inequalities of (1.1) may be repeated so that one or more con-
straints may be used for more than one triangular region but any such repetitions should be
excluded from the product in (2.5). (In light of the extension of Hildebrandt and Schoen-
berg’s result to a general rectangle, some of these regions may also be rectangular.)
Fix i = 1 and consider carefully the condition (Poly2). Setting jh = 0 for h= 4, . . . , n,
(Poly2) reduces to condition (T2a) and it follows from Theorem 2.4 that there exists some
probability distribution p1 on T1 for which the array M gives the joint moments on the
domain T1. Similarly for i = 2, . . . ,m, there exist probability distributions pi on Ti for
whichM contains the joint moments of pi on Ti .
Now let Em =⋃mi=1 Ti and for i = 1, . . . ,m, extend pi to a probability measure on
Em by setting pi(T ci ∩ Em) = 0. The array M then gives the joint moments of each pi
considered as measures on Em. Since Em is bounded, the moments are bounded and the
characteristic function of each of these measures is determined by the joint moments M.
Since the joint moments are the same for each pi , it follows that the characteristic func-
tions are all the same and hence by the uniqueness of the distribution corresponding to a
characteristic function that
p1 = · · · = pm =: p.
Finally, p has its support in each Ti and hence in
⋂m
i=1 Ti = P . ✷
Remark 2.6. Condition (Poly2) is equivalent to the set of m conditions
(Poly2a) For i = 0, . . . ,m− 1 and j3i+1, j3i+2, j3i+3 ∈ Z+,
0
j3i+1∑
l(3i+1)1=0
j3i+1−l(3i+1)1∑
l(3i+1)2=0
. . .
j3i+3∑
l(3i+3)1=0
j3i+3−l(3i+3)1∑
l(3i+3)2=0
×
3i+3∏
h=3i+1
((
jh
lh1 lh2
)
c
jh−lh1−lh2
h0 (−ch1)lh1(−ch2)lh2
)
×m(l(3i+1)1 + · · · + l(3i+3)1, l(3i+1)2 + · · · + l(3i+3)2)
since each condition establishes the existence of a probability distribution pi on Ti and
hence of p on P . Condition (Poly2) then follows by expanding the integrand in
0
∫
P
n∏
h=1
(ch0 − ch1x − ch2y)jh p(dx × dy).
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characterized as{
(x, y): ch1x + ch2y  ch0, h ∈ Z+
}
.
The necessary and sufficient conditions being (Poly1) and (Poly2a) modified to require the
infinite set of constraints with i ∈ Z+. The proof follows exactly as before establishing that
for each m, p1 = · · · = pm and hence the distribution has its support in the convex region.
(See Theorem 3.13 for a similar proof.)
3. Sufficient conditions for a general region
We begin our consideration of the bounded region G of (1.2) by first analyzing the
simpler region
G1 = {(x, y): c1xα + c2yβ  c0, x  0, y  0}.
Recall, we assume α,β, c0, c1, c2 > 0. Section 3.1 establishes conditions on a triply-
indexed array A which are necessary and sufficient for the existence of a probability
distribution p on G1 corresponding to the array. In Section 3.2, the relation between the
array A and the joint moment array M is specified and Section 3.3 discusses the more
general region G of (1.2).
3.1. Conditions on the region G1
Theorem 3.1. LetA= {a(αi,βj, k): i, j, k ∈ Z+} be an array which satisfies the following
conditions:
(C1) a(0,0,0)= 1;
(C2) a(αi,βj, k) 0 for every i, j, k ∈ Z+; and
(C3) For every i, j, k ∈ Z+ with k  1,
a(αi,βj, k)= c0a(αi,βj, k− 1)− c1a(αi + α,βj, k− 1)
− c2a(αi,βj + β, k − 1)
or equivalently
a(αi,βj, k)=
k∑
l1=0
k−l1∑
l2=0
(
k
l1 l2
)
c
k−l1−l2
0 (−c1)l1(−c2)l2
× a(α(i + l1), β(j + l2),0). (3.1)
Then there exists some probability measure p on G1 such that for every i, j, k ∈ Z+,
a(αi,βj, k)=
∫
G1
xαiyβj (c0 − c1xα − c2yβ)k p(dx × dy). (3.2)
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Proof of Theorem 3.1. For n= 1,2,3, . . . , let
G1n =
{
(xi, yj )=
((
c0i
c1n
)1/α
,
(
c0j
c2n
)1/β )
: 0 i + j  n
}
be a discretization of G1 and define the measure pn on G1n such that
pn(xi, yj )=
(
n
i j
)
c−n0 c
i
1c
j
2a(αi,βj,n− i − j), (xi, yj ) ∈G1n.
Then for each n,∑
(xi ,yj )∈G1n
pn(xi, yj )
=
n∑
i=0
n−i∑
j=0
(
n
i j
)
c−n0 c
i
1c
j
2a(αi,βj,n− i − j)
=
n∑
i=0
n−i∑
j=0
(
n
i j
)
c−n0 c
i
1c
j
2
n−i−j∑
l1=0
n−i−j−l1∑
l2=0
(
n− i − j
l1 l2
)
× cn−i−l1−j−l20 (−c1)l1(−c2)l2a
(
α(i + l1), β(j + l2),0
)
=
n∑
i=0
n−i∑
j=0
n−i−j∑
l1=0
n−i−j−l1∑
l2=0
(
n
i j l1 l2
)
× (−1)l1+l2c−(i+l1+j+l2)0 ci+l11 cj+l22 a
(
α(i + l1), β(j + l2),0
)
=
n∑
k1=0
n−k1∑
k2=0
(
k1∑
l1=0
k2∑
l2=0
(−1)l1+l2
(
n
k1 − l1 k2 − l2 l1 l2
))
× c−(k1+k2)0 ck11 ck22 a(αk1, βk2,0)
=
n∑
k1=0
n−k1∑
k2=0
(1− 1+ 1− 1)k1+k2c−(k1+k2)0 ck11 ck22 a(αk1, βk2,0)
= a(0,0,0)= 1,
and a careful examination of the summation shows that (1 − 1 + 1 − 1)0 = 1. Thus pn is
a probability measure on G1n. Since G1n ⊂G1 and G1 is compact, the collection {pn: n=
1,2,3, . . .} is tight and hence relatively compact. Thus there exists a probability measure
p on G1 and a subsequence {nk} such that pnk converges weakly to p.
Now for i, j ∈ Z+ and n= i+ j +1, i+ j +2, i+ j +3, . . . , define the functions fi,j,n
on G1n by
fi,j,n(x, y)=
{( n
i j
)−1( nc−10 c1xα
i
)( nc−10 c2yβ
j
)
c
i+j
0 c
−i
1 c
−j
2 , x  xi, y  yj ,0, otherwise.
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(xu, yv)=
((
c0u
c1n
)1/α
,
(
c0v
c2n
)1/β )
.
Note that for xu  xi and yv  yj ,
fi,j,n(xu, yv)=
(
n
i j
)−1(
nc−10 c1xαu
i
)(
nc−10 c2y
β
v
j
)
c
i+j
0 c
−i
1 c
−j
2
= i!j !(n− i − j)!
n!
u!
i!(u− i)!
v!
j !(v − j)!c
i+j
0 c
−i
1 c
−j
2
=
∏i−1
k1=0(u− k1)
∏j−1
k2=0(v − k2)∏i+j−1
l=0 (n− l)
c
i+j
0 c
−i
1 c
−j
2
=
∏i−1
k1=0
(
c0u
c1n
− c0k1
c1n
)∏j−1
k2=0
(
c0v
c2n
− c0k2
c2n
)
∏i+j−1
l=0 (1− l/n)
,
and as n→∞, xi, yj → 0, and hence fi,j,n(x, y)→ xαiyβj for all (x, y) ∈ G1. Also
observe that∫
G1n
fi,j,n(x, y)pn(dx × dy)
=
∑
(xu,yv)∈G1n: xuxi , yvyj
(
n
i j
)−1(
nc−10 c1xαu
i
)(
nc−10 c2y
β
v
j
)
× ci+j0 c−i1 c−j2 pn(xu, yv)
=
(
n
i j
)−1 n∑
u=i
n−u∑
v=j
(
u
i
)(
v
j
)(
n
u v
)
× c−n+i+j0 cu−i1 cv−j2 a(αu,βv,n− u− v)
=
(
n
i j
)−1 n∑
u=i
n−u∑
v=j
n−u−v∑
l1=0
n−u−v−l1∑
l2=0
(
u
i
)(
v
j
)(
n
u v
)(
n− u− v
l1 l2
)
×(−1)l1+l2c−(u+l1−i+v+l2−j)0 cu+l1−i1 cv+l2−j2 a
(
α(u+ l1), β(v+ l2),0
)
=
n∑
u=i
n−u∑
v=j
n−u−v∑
l1=0
n−u−v−l1∑
l2=0
(
n− i − j
(u− i) (v − j) l1 l2
)
× (−1)l1+l2c−(u+l1−i+v+l2−j)0 cu−i+l11 cv−j+l22 a
(
α(u+ l1), β(v+ l2),0
)
=
n∑ n−k1∑( n− i − j
k1 − i + k2 − j
)
k1=i k2=j
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(
k1−i∑
l1=0
k2−j∑
l2=0
(
k1 − i + k2 − j
(k1 − i − l1) (k2 − j − l2) l1 l2
)
(−1)l1+l2
)
× c−(k1−i+k2−j)0 ck1−i1 ck2−j2 a(αk1, βk2,0)
=
n∑
k1=i
n−k1∑
k2=j
(
n− i − j
k1 − i + k2 − j
)
(1+ 1− 1− 1)k1−i+k2−j
× c−(k1−i+k2−j)0 ck1−i1 ck2−j2 a(αk1, βk2,0)
= a(αi,βj,0).
By the weak convergence of pnk to p and the convergence of fi,j,n to f (x, y)= xαiyβj , it
follows that
a(αi,βj,0)=
∫
G1nk
fi,j,nk (x, y)pnk(dx × dy)→
∫
G1
xαiyβj p(dx × dy).
Using (3.1), a(αi,βj, k) can be recovered and thus (3.2) is verified. ✷
Theorem 3.1 provides necessary and sufficient conditions for an array to correspond to
a probability distribution on the region G1. These conditions are stated in terms of powers
of xα and yβ . Depending on the values of α and β , this array may or may not give the joint
moments of the distribution.
Example 3.3. When α = β = c0 = c1 = c2 = 1, the region G1 is the unit simplex and
conditions (C1)–(C3) are the moment conditions given by Dale [1]. When α = β = c0 = 1
and c1, c2 > 0 are arbitrary, condition (C3) provides the modification to Dale’s conditions
stated in Theorem 2.3.
Example 3.4. Let α = β = 1/n. Then the subarrayA0 ofA in which k = 0 gives the values
a
(
i
n
,
j
n
,0
)
=
∫
G1
xi/nyj/n p(dx × dy)
and so all the joint moments are included in A0: m(i, j)= a(ni/n,nj/n,0). Note, in par-
ticular, that condition (C3) requires all the k/n powers of x and y , not only those which
are integer-valued. It should also be observed that the region G1 is not convex.
Example 3.5. Let α = β = n. Considering k = 0, we have
a(ni, nj,0)=
∫
G1
xniynj p(dx × dy)
and only the joint moments that are multiples of n are given by the subarray A0. In this
case it is sufficient that only the joint moments in A0 satisfy conditions (C1)–(C3) in order
for a distribution to be characterized.
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the joint moments of the distribution.
Clearly, other choices for the parameters α and β can result in various combinations of
the above situations.
3.2. Moment conditions on G1
The conditions of Theorem 3.1 provide necessary and sufficient conditions for an ar-
ray A to be derived from some probability distribution p on G1. In the classical work of
Hausdorff, Hildebrandt, and Schoenberg, for example, the array A0 consists of the (joint)
moments of the distribution. The examples in the previous section indicate that for the re-
gion G1 having upper boundary c1xα + c2yβ = 1, the joint moments may not be included
in the array A0. In this section we investigate conditions which the joint moments must
satisfy.
We begin with an example in which A is composed of some of the joint moments to
illustrate that imposing conditions (C1)–(C3) on all the joint moments does not guarantee
the existence of a distribution p on G1.
Example 3.7. Let c0 = c1 = c2 = 1 and α = β = 2 so the region G1 is the sector of the
unit disk in the first quadrant. As noted in Example 3.5, only the jointly even moments of
x and y are required by Theorem 3.1.
Now select four distinct points (xi, yi) ∈ G1, i = 1,2,3,4, and define the probability
distributions pi = δ{(xi ,yi)} on G1, where δ{(xi,yi)} denotes the Dirac distribution which
places a unit mass at the point (xi, yi). Form an array A by defining, for i, j, k ∈ Z+,

a(2i,2j, k)= ∫
G1 x
2iy2j (1− x2 − y2)k p1(dx × dy),
a(2i + 1,2j, k)= ∫G1 x2iy2j (1− x2 − y2)k p2(dx × dy),
a(2i,2j + 1, k)= ∫
G1 x
2iy2j (1− x2 − y2)k p3(dx × dy),
a(2i + 1,2j + 1, k)= ∫G1 x2iy2j (1− x2 − y2)k p4(dx × dy).
Clearly conditions (C1)–(C3) are satisfied by A for all i, j, k ∈ Z+ but there does not exist
a distribution p which generates A.
The reason no distribution generates A in the above example is that condition (C3)
only places individual conditions on the subarrays A1 = {a(2i,2j, k): i, j, k ∈ Z+}, A2 =
{a(2i + 1,2j, k): i, j, k ∈ Z+}, A3 = {a(2i,2j + 1, k): i, j, k ∈ Z+}, and A4 = {a(2i +
1,2j+1, k): i, j, k ∈ Z+}. There is no condition which links these arrays together. For this
example, Theorem 3.1 only places conditions on A1 so the theorem ensures the existence
of p1. Additional conditions are needed in order to be sure that the other entries correspond
to the joint moments of p1.
Theorem 3.8. Let M = {m(i, j): i, j ∈ Z+} be an array. Then M is the set of joint mo-
ments of a probability distribution p on G1 if and only if there exists an array A satisfying
conditions (C1)–(C3) such that
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m(i, j)=
∞∑
n1=0
∞∑
n2=0
n1∑
l1=0
n2∑
l2=0
(−1)n1+n2+l1+l2
(
i/α
l1 n1 − l1
)(
j/β
l2 n2 − l2
)
× a(l1α, l2β,0).
Remark 3.9. When m(i, j)= a(k1α, k2β,0) for some k1 and k2, the series is a finite tele-
scoping sum. When m(i, j) = a(k1α, k2β,0) for any k1 and k2, the doubly infinite series is
required. Unfortunately, condition (C4) is not able to be rewritten so that the terms in each
a(l1α, l2β,0) are collected since the series is only conditionally convergent.
Proof of Theorem 3.8. Given a distribution p on G1, necessity follows by defining A
using (3.2) and a similar identity as below.
Given arrays A and M with A satisfying (C1)–(C3) and A andM satisfying (C4), The-
orem 3.1 gives the existence of a distribution p such that (3.2) is satisfied. Therefore for
each i, j ∈ Z+,
m(i, j)=
∞∑
n1=0
∞∑
n2=0
n1∑
l1=0
n2∑
l2=0
(−1)n1+n2+l1+l2
(
i/α
l1 n1 − l1
)(
j/β
l2 n2 − l2
)
× a(l1α, l2β,0)
=
∞∑
n1=0
∞∑
n2=0
n1∑
l1=0
n2∑
l2=0
(−1)n1+n2+l1+l2
(
i/α
l1 n1 − l1
)(
j/β
l2 n2 − l2
)
×
∫
G1
xl1αyl2β p(dx × dy)
=
∞∑
n1=0
∞∑
n2=0
(−1)n1+n2
(
i/α
n1
)(
j/β
n2
)
×
∫
G1
(
n1∑
l1=0
n2∑
l2=0
(−1)l1+l2
(
n1
l1
)(
n2
l2
)
xl1αyl2β
)
p(dx × dy)
=
∞∑
n1=0
∞∑
n2=0
(−1)n1+n2
(
i/α
n1
)(
j/β
n2
)∫
G1
(1− xα)n1(1− yβ)n2 p(dx × dy)
=
∫
G1
∞∑
n1=0
∞∑
n2=0
(−1)n1+n2
(
i/α
n1
)(
j/β
n2
)
(1− xα)n1(1− yβ)n2 p(dx × dy)
=
∫
1
xiyj p(dx × dy).
G
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∞∑
n=0
(
γ
n
)
un = (1+ u)γ
with u=−(1− xα) to simplify the terms involving x and similarly u=−(1− yβ) for the
terms involving y . ✷
3.2.1. Conditions on elliptical and circular regions
Let α = β = 2 and let c0 = 1, c1 = a−2, and c2 = b−2 so that G1 is the region in the
first quadrant bounded by the ellipse x2/a2 + y2/b2 = 1.
Conditions (C1)–(C3) only place requirements on the jointly even moments and condi-
tion (C4) places restrictions on the joint moments having at least one odd moment.
Corollary 3.10. An array M = {m(i, j): i, j ∈ Z+} gives the joint moments of some
probability distribution on the sector of the elliptical region G = {(x, y): x2/a2 +
y2/b2  1, x  0, y  0} if and only if M satisfies
(E1) m(0,0)= 1;
(E2) For every i, j, k ∈ Z+,
k∑
l1=0
k−l1∑
l2=0
(
k
l1 l2
)
(−a)−2l1(−b)−2l2m(2(i + l1),2(j + l2)) 0;
(E3) For every i, j ∈ Z+,
m(2i + 1,2j)=
∞∑
n1=0
n1∑
l1=0
(−1)n1+l1
(
(2i + 1)/2
l1 n1 − l1
)
m(2l1,2j),
m(2i,2j + 1)=
∞∑
n2=0
n2∑
l2=0
(−1)n2+l2
(
(2j + 1)/2
l2 n2 − l2
)
m(2i,2l2),
and
m(2i + 1,2j + 1)=
∞∑
n1=0
∞∑
n2=0
n1∑
l1=0
n2∑
l2=0
(−1)n1+n2+l1+l2
(
(2i + 1)/2
l1 n1 − l1
)
×
(
(2j + 1)/2
l2 n2 − l2
)
m(2l1,2l2).
Remark 3.11. Observe that when a = b = r , the elliptical region is actually a circular
region in the first quadrant. Thus Corollary 3.10 also provides necessary and sufficient
conditions on a disk.
3.2.2. Conditions on a parabolic region
Now let α = 2, β = c0 = 1. In this case, G1 is the region under the parabola c2y =
1− c1x2. Conditions (C1)–(C3) place requirements on all moments in y but only the even
moments in x . As a result, condition (C4) becomes simpler.
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ability distribution on the sector of the parabolic region G = {(x, y): c2y  1 − c1x2,
x  0, y  0} if and only if M satisfies
(Para1) m(0,0)= 1;
(Para2) For every i, j, k ∈ Z+,
k∑
l1=0
k−l1∑
l2=0
(
k
l1 l2
)
(−c1)2l1(−c2)l2m
(
2(i + l1), j + l2
)
 0;
(Para3) For every i, j ∈ Z+,
m(2i + 1, j)=
∞∑
n1=0
n1∑
l1=0
(−1)n1+l1
(
(2i + 1)/2
l1 n1 − l1
)
m(2l1, l2).
3.3. Conditions on the region G
In this section, we develop necessary and sufficient conditions for a doubly-indexed
arrayM to be the joint moments of some distribution on G. The proof of this result follows
along the lines of Theorem 2.5. For h= 1, . . . , n, define
G1h =
{
(x, y): ch1x
αh + ch2yβh  ch0, x  0, y  0
}
and observe that G=⋂nh=1 G1h. As commented in Remark 2.7, the result will also hold if
the region G is a countable intersection of regions G1h,
G=
∞⋂
h=1
G1h.
We provide the details for the latter case.
Theorem 3.13. LetM= {m(i, j): i, j ∈ Z+} be a doubly-indexed array. ThenM is the set
of joint moments of some distribution p on G if and only if for each h, there exist arrays
Ah = {ah(αhi, βhj, k): i, j, k ∈ Z+} satisfying conditions (C1)–(C4).
Proof. The necessity follows by defining the arrays Ah using (3.2) so we turn to the ques-
tion of the sufficiency of the conditions.
For each h, Theorem 3.8 implies the existence of a probability distribution ph on G1h
for which
m(i, j)=
∫
G1h
xiyj ph(dx × dy).
Fix n ∈ Z+, let Gn =⋃nh=1 G1h, and for each h= 1, . . . , n extend the distribution ph to a
probability measure on Gn by setting ph((G1h)c∩Gn)= 0. It follows that for h= 1, . . . , n,
m(i, j)=
∫
xiyj ph(dx × dy).
Gn
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teristic function for each ph and hence p1 = · · · = pn. Since n is arbitrary, all ph coincide
with a single distribution, denoted by p. The fact that each ph has support in G1h therefore
implies that p has its support in G=⋂h G1h. ✷
4. Extension to higher dimensions
The results in the previous sections immediately extend to higher dimensions. The
proofs only require additional bookkeeping to account for the greater number of terms.
We state the results.
Let c0 be a positive constant, and let c = (c1, . . . , cd) and α = (α1, . . . , αd) be vectors
of positive constants. Let ei = (0, . . . ,0,1,0, . . . ,0) denote the unit vector in the ith coor-
dinate of Rd and z= (i1, . . . , id) ∈ (Z+)d . For a, b ∈Rd , let a · b be the dot product of the
vectors a and b. Finally let x = (x1, . . . , xd) ∈Rd .
We begin with the moment conditions for a polytope in Rd ; the conditions on the
constants {(ch0, ch1, . . . , chd): h = 1, . . . , n} having the same geometric interpretation as
conditions (ia), (ii), and (iii).
Theorem 4.1. For h= 1, . . . , n, let ch = (ch1, . . . , chd) be vectors of constants and ch0 be
constants and define the half-spaces
Hh = {x ∈Rd : ch · x  ch0},
and let P =⋂nh=1 Hh denote the polytope. An array M has elements which are the joint
moments of a distribution on P if and only if M satisfies
(P1) m(0, . . . ,0)= 1; and
(P2) For each h= 1, . . . , n and k1, . . . , kn ∈ Z+,
k1∑
l11=0
. . .
k1−∑d−1i=1 l1i∑
l1d=0
. . .
kn∑
ln1=0
. . .
kn−∑d−1i=1 lni∑
lnd=0
×
n∏
h=1
((
kh
lh1 . . . lhd
)
c
kh−∑di=1 lhi
h0
(
d∏
i=1
(−chi)lhi
))
×m
(
d∑
i=1
l1i , . . . ,
d∑
i=1
lni
)
 0.
We turn now to a general region. For x = (x1, . . . , xd) ∈Rd , define xα = (xα11 , . . . , xαdd )
and set
G1 = {x ∈ (R+)d : c · xα  c0}. (4.1)
Theorem 4.2. Let A = {a(α1i1, . . . , αd id, k): z = (i1, . . . , id) ∈ (Z+)d , k ∈ Z+} be an
array which satisfies the following conditions:
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(C2a) a(α1i1, . . . , αdid, k) 0 for every z ∈ (Z+)d; and
(C3a) For every z ∈ (Z+)d, k ∈ Z+ with k  1,
a(α1i1, . . . , αd id, k)= c0a(α1i1, . . . , αd id, k − 1)
−
d∑
i=1
cia
(
(α1i1, . . . , αdid)+ αiei, k − 1
)
or equivalently
a(α1i1, . . . , αd id, k)
=
k∑
l1=0
k−l1∑
l2=0
. . .
k−∑d−1i=1 li∑
ld=0
(
k
l1 l2 . . . ld
)
c
k−∑di=1 li
0
(
d∏
i=1
(−ci)li
)
× a
(
(α1i1, . . . , αd id)+
d∑
i=1
liαiei,0
)
.
Then there exists some probability measure p on G1 such that for every z ∈ (Z+)d ,
a(α1i1, . . . , αd id, k)=
∫
G1
xα·z(c0 − c · xα·z)k p(dx).
Theorem 4.3. Let M = {m(z): z ∈ (Z+)d} be an array. Then M is the set of joint mo-
ments of a probability distribution p on G1 if and only if there exists an array A satisfying
conditions (C1a), (C2a), and (C3a) such that
(C4a) For each z ∈ (Z+)d ,
m(z)=
∞∑
n1=0
. . .
∞∑
nd=0
n1∑
l1=0
. . .
nd∑
ld=0
(−1)n1+···+nd+l1+···+ld
×
(
d∏
i=1
( z·ei
α·ei
li ni − li
))
a(l1α1, . . . , ldαd ,0).
Finally we consider the case of the intersection of regions G1 of the form (4.1).
Theorem 4.4. For h ∈ Z+, let ch0 be a positive constant and let ch = (ch1, . . . , chd), αh =
(αh1, . . . , αhd) be vectors of positive constants. Define G1h by (4.1) with c0 = ch0, c = ch,
and α = αh, and let G =⋂h G1h. An array M = {m(z): z ∈ (Z+)d} is the set of joint
moments of some distribution p on G if and only if for each h, there exist arrays Ah =
{ah(αh1i1, . . . , αhd id, k): z ∈ (Z+)d, k ∈ Z+} satisfying conditions (C1a), (C2a), (C3a),
and (C4a).
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