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We present a novel approach to kinetic theory modeling enabling the simulation of a generic, real
gas presented by its corresponding equation of state. The model is based on mass, momentum and
energy conservation, and unlike the lattice Boltzmann models enables simulations of fluids exhibiting
a liquid-vapor phase transition in both super- and subcritical states. In this new kinetic theory,
an arbitrary equation of state can be introduced through rescaling the discrete particle velocities.
Different benchmarks associated with real-gas thermodynamics illustrate that the proposed scheme
can handle a wide range of compressible multiphase flows.
The lattice Boltzmann method (LBM) [1–4] is a mod-
ern approach to the simulation of complex flows. LBM
is a recast of fluid mechanics into a kinetic theory for
the populations of designer particles fi(x, t), with sim-
ple rules of propagation on a space-filling lattice formed
by discrete speeds C = {ci, i = 1, . . . , Q}, in discrete-
time t, and relaxation to a local equilibrium f eqi (x, t) at
the nodes x. Classically, LBM features fluid dynamics
as a fluctuation (subject to suitable nonlinearities) over
a global thermodynamic reference state characterized by
a lattice temperature TL and global Galilean reference
frame u = 0. While this viewpoint led to successful LBM
for incompressible flow, limitations are also apparent, in
particular, for complex thermo-hydrodynamic processes
for two-phase fluids. In order to address the entire spec-
trum of multiphase flows, from sub- to supersonic, in-
volving sub- as well as supercritical processes, one needs
a formulation of kinetic theory in a local rather than
global thermodynamic reference frame [5].
In this paper, we present a new discrete-velocity kinetic
theory of two-phase fluids as an extension of recently pro-
posed "Particles on Demand for Kinetic Theory" method
or "PonD" [5]. Explicit realization of a local thermody-
namic reference frame enables the simulation of demand-
ing flow situations such as real-gas anomalous shock wave
and droplet-shock interaction.
We follow [5] and define discrete velocities
vi =
√
p
ρTL
ci + u, (1)
where p(x, t) is the local thermodynamic pressure, ρ(x, t)
is the local density and TL is a lattice reference tem-
perature, a constant known for any set of speeds C,
and u(x, t) is the local flow velocity. While our the-
ory applies to a generic equation of state (EoS) p, below
we adopt the van der Waals (vdW) equation of state,
p = ρRT/(1− bρ)− aρ2, with critical values ρcr = 1/3b,
Tcr = 8a/27Rb, pcr = a/(27b2); we set a = 2/49, b = 2/21
and R = 1 in the simulations.
∗ Corresponding author; karlin@lav.mavt.ethz.ch
Local fields in (1) are evaluated using two sets of pop-
ulations, f and g; the former maintain the density and
momentum while the latter corresponds to energy con-
servation:
ρ =
Q∑
i=1
fi, ρu =
Q∑
i=1
fivi, 2ρE =
Q∑
i=1
gi, (2)
where E is the total energy per unit mass. We com-
ment that using the two-population approach is neces-
sary for a generic equation of state. Indeed, only for
the case of ideal, monatomic gas can the energy conser-
vation be maintained by using the f -populations alone,
where 2ρEK = ρu2 + DρT =
∑Q
i=1 fiv
2
i and D is the
space dimension. It is only in this special case that one-
population kinetic models can be justified while two pop-
ulations are already needed if internal degrees of freedom
are to be accounted for. For a generic real gas, the ideal
gas may only result as a special limit of pressure ap-
proaching to zero where the internal energy is a function
of temperature only. Therefore, there is no reason to de-
fine the temperature from ideal gas relation, and hence
the total energy should be used instead.
For the sake of presentation, we shall at first neglect
the interface energy and only consider E = u2/2 + e,
where e = e(s, v) is the local internal energy per unit of
mass, s is the entropy, v = 1/ρ the specific volume and
temperature is defined by T = (∂e/∂s)v.
As in LBM, the proposed scheme is split into two parts;
streaming and collision. Semi-Lagrangian advection [5]
is adopted in the streaming step:
fi(x, t) = fi(x− viδt, t− δt), (3)
gi(x, t) = gi(x− viδt, t− δt). (4)
The collision step is then performed employing the
Bhatnagar-Gross-Krook (BGK) model
f∗i (x, t) = fi(x, t) + ω(f
eq
i − fi(x, t)), (5)
g∗i (x, t) = gi(x, t) + ω(g
eq
i − gi(x, t)) + g˜iδt, (6)
where local equilibrium populations in the co-moving ref-
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erence frame reduce to
f eqi = ρWi, (7)
geqi = ρWi
[
2e−D(p/ρ) + v2i
]
, (8)
where Wi are lattice weights, which are known for any
set C. The equilibrium geqi is obtained by using Grad’s
distribution in the co-moving reference frame [6]. The
correction term g˜iδt on the R.H.S of Eq. (6) is employed
to impose the correct heat flux and takes the following
form in the co-moving reference frame,
g˜i = M0Wi
(
1 +
ρ(u · ci)2
2pTL
− ρv
2
i
2p
+
D
2
)
, (9)
whereM0 =
∑
g˜i = 2∇·(−µ∇h+k∇T ) is the correction
in the energy equation, µ is the shear viscosity, h = e +
p/ρ is the enthalpy and k is the conductivity which can
be set independently.
We comment that the model kinetic equation treats the
total energy as a local conservation by the collision term
of g-populations (6), whereas the f -population’s collision
conserves mass and momentum. The former conserva-
tion of the total local energy is different in nature from
more microscopic yet phenomenological theories such as
Vlasov-Enskog and similar kinetic equations where only
the kinetic energy, 2ρEK = DρRT + ρu2 is conserved
by collisions and the "rest" of the energy is maintained
non-locally by the Vlasov mean-field term. As a result
the heat flux does not automatically yield the well-known
Fourier law but can readily be recovered by inclusion of
g˜ (see appendix for further details).
Kinetic system (3-8) recovers the equations for density,
flow velocity and temperature in the hydrodynamic limit
as follows (see appendix for details):
Dtρ = −ρ∇ · u, (10)
ρDtu = −∇p−∇ · τ , (11)
ρCvDtT = −τ : ∇u− T
(
∂p
∂T
)
v
∇ · u−∇ · qneq, (12)
where Dt = ∂t + u · ∇ is the material derivative,
Cv = (∂e/∂T )v is the specific heat at constant volume,
qneq = −k∇T is the heat flux and the nonequilibrium
stress tensor reads,
τ = −µ
(
∇u+∇u† − 2
D
(∇ · u)I
)
− η(∇ · u)I. (13)
The shear and bulk viscosity are,
µ =
(
1
ω
− 1
2
)
pδt, (14)
η =
(
1
ω
− 1
2
)(
D + 2
D
− ρς
2
p
)
pδt, (15)
respectively and ς =
√
(∂p/∂ρ)s is the speed of sound.
Note, as expected, the bulk viscosity vanishes in the limit
of ideal monatomic gas, p→ ρRT , ς2 → (D + 2)RT/D.
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FIG. 1. Coexistence curve of a van der Waals fluid. Solid line:
Theory (Maxwell’s equal area rule); Symbol: Simulation; Cir-
cle: δ = 1/3; Square: δ = 2/3; Cross: δ = 1/3 advected with
the speed U = 5Uch, characteristic velocity Uch =
√
pcr/ρcr.
Dashed line: Zero line of fundamental derivative, Γ = 0, for
δ = 0.0125 (theory). Inset shows the left and right conditions
in the simulation of the shock-tube problem in Fig. 3.
We proceed with the validation of the thermodynami-
cal features of the proposed kinetic model. The standard
D2Q9 lattice C = C1 ⊗ C1, where C1 = {−1, 0, 1} was
used in all simulations. For the van der Waals fluid, the
internal energy is given by e = CvT −aρ and the specific
heat at constant volume is Cv = R/δ, where 0 < δ ≤ 2/3
is a dimensionless parameter [8–10]. Fig. 1 demonstrates
the independence of saturated liquid and vapor densi-
ties on the choice of δ, also in a moving reference frame;
results are in excellent agreement with Maxewll’s equal-
area rule.
Speed of sound is the next important benchmark;
It was measured by introducing a pressure disturbance
δp = 10−3 in the liquid/gas phases (assumed at the sat-
uration, and tracking the resulting shock front).
Simulation results compare well with the theoretical
prediction ς2 = (Cp/Cv) (∂p/∂ρ)T in Fig. 2. Note that
the simulation predicts the speed of sound correctly at
critical point ςcr =
√
2pcrvcr. The latter result is nontriv-
ial because the finiteness of the speed of sound at critical
point is maintained by the simultaneous divergence of Cp
and vanishing of the derivative (∂p/∂ρ)T .
The inset in Fig. 2 demonstrates a non-monotonic be-
haviour of the speed of sound in the vapor phase for suffi-
ciently large Cv (δ = 1/3): a decrease with the increase of
the temperature up to T/Tcr = 0.95 followed by a sharp
increase, matching the liquid line at the critical point.
As a final example, we consider the so-called anoma-
lous shock-wave problem. For ideal gas, only compression
shocks and rarefaction waves are observed. However, in
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FIG. 2. Reduced speed of sound in the van der Waals fluid
with δ = 1/3 as a function of the reduced temperature. Solid
line: Saturated vapor (theory); Dashed line: Saturated liq-
uid (theory); Symbol: Simulation. Inset shows details of the
speed of sound in the vapor near critical point.
the real-gas framework, it has been noted that there exist
a region near the vapor saturation line where an anoma-
lous behaviour may be observed; in terms of the exis-
tence of a rarefaction shock, travelling in the direction
of the increase of pressure. Fluids demonstrating such
a behaviour are known as Bethe-Zel’dovich-Thompson
(BZT) fluids [9, 11–13]. The anomalous behaviour is
characterized by the so-called fundamental derivative,
Γ = (v3/2ς2)(∂2p/∂v2)s, v = 1/ρ. An anomalous shock
occurs when Γ < 0 or when the Γ = 0 boundary is
crossed during the evolution of the flow and it can be
modeled with the vdW fluid at large specific heat val-
ues (see dashed line and inset in Fig. 1). Fig. 3 shows
the snapshot of density and pressure profiles in the shock
tube simulation when the left and right ends of the do-
main are in the Γ < 0 domain (see inset in Fig. 1). The
anomalous rarefaction shock is clearly visible here, trav-
eling toward the high pressure part together with a com-
pression wave propagating to the right. The comparison
between the present scheme and Ref. [12] also shows
good agreement.
Up to now, our formulation was purely local, however
in order to describe two-phase flows, we now extend the
above local kinetic model to account for the non-local
effects in the liquid-vapor interface. This is done by
the following modifications: The collision step for the f -
populations (5) becomes augmented with a source (forc-
ing) term Si,
f∗i (x, t) = fi(x, t) + ω(ρWi − fi(x, t)) + Si, (16)
x
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FIG. 3. Simulation of an anomalous shock in the van der
Waals fluid, δ = 0.0125. Initial conditions: (pL, ρL) =
(1.09, 0.879), (pR, ρR) = (0.885, 0.562) were applied to the
left and right part of the tube. The snapshot is taken at
time t∗ = (t/L)
√
pcr/ρcr = 0.45, where L is the length of the
domain. Line: Density [12], dashed: Pressure [12], symbols:
Present.
where
Si = Guu+δu[ρWi]− ρWi. (17)
G is the transformation matrix (see [5] and Supplemetal
Material) and δu = F/ρδt is the change of the local flow
velocity due to the force F = ∇ ·K, where
K = −κ(ρ∇ · ∇ρ+ 1
2
|∇ρ|2)I + κ∇ρ⊗∇ρ, (18)
is the Kortwewg stress [14]. The first term on the R.H.S
of equation (17) denotes the transformation of equilib-
rium populations residing at the reference frame ”u+δu”
to the reference frame ”u” [See appendix]. Having in-
cluded the source term Si, the actual fluid velocity is
now shifted to uˆ = u + δu/2 where u = 1/ρ
∑
fivi. In
a similar manner, one can incorporate a source term φi
for the g-population to recover the effect of the Korteweg
stress in the energy equation such that
∑
φi = 2uˆ ·∇ ·K
is satisfied. Hence the post-collision g-populations (6) is
recast in the form,
g∗i (x, t) = gi(x, t) + ω(g
eq
i − gi(x, t)) + g˜iδt+ φiδt,
(19)
The equilibrium (8) is now extended to take into account
the effect of the force,
geqi = Wi [2ρE +M · (vi − u) +N : (vivi − (p/ρ)I − uu)] ,
(20)
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FIG. 4. Schlieren images of the interaction of a shock wave at
Ma = 1.47 and a droplet at different times using the present
scheme. From top to bottom: t∗ = 0.298, t∗ = 0.879, t∗ =
2.413
M =
δt
(p/ρ)
[
FH −
(
uˆF + F uˆ+ δtFF
E
2p
)
· u
]
,
(21)
N = ρI +
δt
(2p/ρ)
[
uˆF + F uˆ+ δtFF
E
2p
]
, (22)
where H = e+ uˆ2/2+p/ρ is the total enthalpy. It should
be noted that in the absence of the force, the new equi-
librium (20) simplifies to Eq. (8). With the mentioned
changes, the momentum equation (11) is modified as,
ρDtuˆ = −∇p−∇ · τ −∇ ·K, (23)
while the density (10) and the temperature (12) equa-
tions stay intact with the only difference that u is re-
placed by uˆ.
We conclude this paper with a simulation of the in-
teraction of a water column with a planar shock wave.
To this end, a planar shock wave was generated initially
separating the post-shock part and the saturated vapor.
The droplet is present in the downstream of the shock
where it is initially in equilibrium with its vapor at the
temperature T/Tcr = 0.9.
In order to compare with the experiment [15, 16], we
use the reduced time t∗ = t(ug/d0)
√
ρg/ρl(ςl/ςg) where
ςl,g is the speed of sound in the liquid and the post-shock
gas, ρl,g are corresponding densities, d0 is the initial di-
ameter of the liquid column and ug is the flow speed
upstream.
The evolution of the water-column’s shape is illus-
trated in Fig. 4 in terms of Schlieren images. After the
incident shock wave (ISW) reaches the upstream inter-
face of the droplet, one can see that a left-propagating
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FIG. 5. 2D droplet center-line width evolution. Lines:
Present scheme, solid line: Ms = 1.18, long dashed: Ms =
1.33, dashed: Ms = 1.47. Symbol: Experiment [17], square:
Ms = 1.18, delta: Ms = 1.30, diamond: Ms = 1.47.
reflected shock wave (RSW) as well as the transmitted
wave (TW) are generated. The TW quickly travels the
width of the droplet since the speed of sound is signifi-
cantly higher in the liquid phase than in the vapor. These
are typical waves generated in the early stages upon the
impingement of a shock wave on a droplet as reported in
experiments and other numerical simulations [15, 18].
At later stages, the droplet starts to flattening in flow di-
rection and expanding in radial direction. Furthermore,
two vortices are formed near the equator, which are the
result of the shear forces and the flow separation behind
the droplet.
Fig. 5 represents the quantitative assessment of the
simulation where the width of the droplet was measured
with respect to its center-line and compared to the exper-
imental results from [17]. In addition the interface of the
droplet is depicted at three different times. The results
show an excellent agreement with the experiment show-
ing that the deformation of the droplet was accurately
captured by the proposed scheme.
In conclusion, the main novelty of our approach is
to introduce local thermodynamics by a simple veloc-
ity rescaling whereas the rest follow automatically pro-
vided the local conservation laws are correctly taken into
account by model collision. The restriction of the flow
velocity in LBM to small values limits its application in
high-velocity flows leading the compressible-multiphase
flow regime an uncharted field in the context of LBM.
The Galilean-invariant nature of this method removes
this barrier, on account of error-free collision. Real-gas
EOS is naturally introduced through the discrete parti-
cle velocities, providing full thermodynamic-consistency.
vFurthermore, the proposed model conserves total energy,
thereby enabling simulations such as anomalous shock-
waves in a real gas, isentropic speed of sound in a liquid-
vapor system and interaction of a shock wave with a
water-column.
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Appendix A: THERMODYNAMICS
a. Internal energy To capture the correct thermo-
dynamics of the real gas, it is essential to use the cor-
rect thermodynamical relations. Real gases differ from
ideal gas in the sense that the internal energy and en-
thalpy are no longer the function of temperature only.
Instead, they depend on two thermodynamical parame-
ters namely, e = e(T, v) and h = h(T, p) where v is the
specific volume of the fluid. Therefore the internal energy
of a real gas can be described as
de = CvdT +
(
∂e
∂v
)
T
dv (A1)
Where Cv is the specific heat at constant volume which
is considered as constant in the "polytropic" assumption
[9, 10, 12]. To compute the non-tangible part of Eq.
(A1), the well-known thermodynamical relation Tds =
de+ pdv is put to use
T
(
∂s
∂v
)
T
=
(
∂e
∂v
)
T
+ p (A2)
Using the famous Maxwell relation
(
∂s
∂v
)
T
=
(
∂p
∂T
)
v
leads
to the differential equation for real gas internal energy
de = CvdT +
[
T
(
∂p
∂T
)
v
− p
]
dv (A3)
b. Calculation of Cp Specific heat capacity at con-
stant pressure is defined as
Cp =
(
∂h
∂T
)
p
=
(
∂e
∂T
)
p
+ p
(
∂v
∂T
)
p
(A4)
where the expression of enthalpy h = e + pv is used.
According to Eq. (A3) one can write(
∂e
∂T
)
p
= Cv +
[
T
(
∂p
∂T
)
v
− p
](
∂v
∂T
)
p
(A5)
Finally, the expression for the Cp of a real-gas is obtained
as
Cp = Cv + T
(
∂p
∂T
)
v
(
∂v
∂T
)
p
(A6)
c. Speed of sound The theoretical description of
speed of sound in a real-gas originates from its defini-
tion
ς2 =
(
∂p
∂ρ
)
s
= −v2
(
∂p
∂v
)
s
(A7)
Using the well-known cyclic relation, we obtain(
∂p
∂v
)
s
= −
(
∂p
∂s
)
v
÷
(
∂v
∂s
)
p
(A8)
The terms on the R.H.S of Eq. (A8) can be substituted
by their counterparts using the Maxwell relations
−
(
∂p
∂s
)
v
=
(
∂T
∂v
)
s
(A9)(
∂v
∂s
)
p
=
(
∂T
∂p
)
s
(A10)
Applying the cyclic relation to the R.H.S of Eqs. (A9)
and (A10) leads to
−
(
∂T
∂v
)
s
=
T
Cv
(
∂p
∂T
)
v
(A11)(
∂T
∂p
)
s
=
T
Cp
(
∂v
∂T
)
p
(A12)
Finally the expression for speed of sound is obtained as
ς2 =
Cp
Cv
(
∂p
∂ρ
)
T
(A13)
By using Eq. (A6), we get the following thermodynami-
cal relation for speed of sound in a real gas medium
ς =
√(
∂p
∂ρ
)
T
+
T
ρ2cv
(
∂p
∂T
)2
ρ
(A14)
Which implies that the isentropic speed of sound is al-
ways higher than that in isothermal condition. For the
van der Waals EoS, one can simply derive the following
expressions,
evdw = CvT − aρ, (A15)
Cpvdw = Cv +
R2T
RT − 2aρ(1− bρ)2 , (A16)
ςvdw =
√
RT
(1− bρ)2 (1 + δ)− 2aρ, (A17)
Appendix B: EQUILIBRIUM
We consider the standard nine-velocity model, the
D2Q9 lattice. The discrete speeds are constructed as
atensor product of two one-dimensional peculiar speeds,
vi
ci = i, where i = 0,±1. Discrete speeds in two-
dimensions are
c(i,j) = (ci, cj)
†, (B1)
where we have introduced two-dimensional indices in or-
der to reflect the Cartesian frame instead of a more com-
mon single subscript. Thus, the discrete velocities are
defined as
v(i,j) =
√
θ(ci, cj)
† + (ux, uy)† (B2)
with reduced temperature θ = p/(ρTL) and lattice tem-
perature TL = 1/3. Populations are labeled with two
indices, f(i,j), corresponding to their respective velocities
(B2). The local equilibrium populations are now con-
veniently expressed as the product of one-dimensional
weights
feq(i,j) = ρW(i,j) = ρWiWj (B3)
Where
Wi =
{ 2/3, for i=0
1/6, otherwise (B4)
While the equilibrium populations are constant up to the
proportionality to density, their moments
Meqmn = ρ
∑
(i,j)
WiWj(
√
θci + ux)
m(
√
θcj + uy)
n, (B5)
recover the pertinent nine Maxwell-Boltzmann moments
up to the fourth order, 0 6 m 6 2, 0 6 n 6 2, m+n 6 4,
without error for any velocity.
Appendix C: TRANSFER MATRIX
Populations fλ(i,j) measured in the gauge λ, can be rep-
resented as linear combinations of nine linearly indepen-
dent moments,
Mλ = (Mλ00,M
λ
10,M
λ
01,M
λ
11,M
λ
20,M
λ
02,M
λ
21,M
λ
12,M
λ
22)
†
(C1)
Where
Mmn =
∑
(i,j)
fλ(i,j)(
√
θci + ux)
m(
√
θcj + uy)
n, (C2)
andMλ is the Q×Q matrix of the linear map between
populations and moments,
Mλfλ = Mλ (C3)
Moments are invariant with respect to the gauge,
Mλ′fλ′ =Mλfλ (C4)
This implies that the populations are transformed from
one gauge to another with the transfer matrix Gλ′λ ,
fλ
′
= Gλ′λ fλ =M−1λ′ Mλfλ (C5)
The transfer from gauge λ to λ′ can also be written in
the following explicit form,
fλ
′
kl = w(k)w(l)
∑
(i,j)
gx(i, k)gy(j, l)f
λ
(i,j), (C6)
Where
gξ(i, j) = A
2
ξ(i)−Bξ(i, j), (C7)
Aξ(i) =
(
u′ξ − uξ
)
/
√
3− i
√
p/ρ, (C8)
Bξ(i, j) =
{ p′/ρ′, for j=0,
j
√
p′/ρ′Aξ(i), otherwise,
(C9)
w(i) =
{ 1/(p′ρ′ ), for i=0,
−1/2(p′ρ′ ), otherwise.
(C10)
Formula (C6) only involves evaluation of a dot-product
as opposed to numerically solving the linear system (C4).
Appendix D: RECONSTRUCTION
An equidistant rectilinear mesh with ∆x = 1 is used
for all simulations. Populations at off-grid locations are
reconstructed using 3rd-order polynomial interpolation,
f˜λ(i,j)(x, t) =
∑
0≤m≤3
0≤n≤3
amn (x) f
λ
(i,j)((x0 + n, y0 +m), t),
(D1)
where the populations at integer collocation points (x0 +
n, y0 + m) are transformed to gauge λ using Eq. (C6)
and amn are standard Lagrange polynomials,
amn(x) =
∏
0≤k≤3
k 6=n
(x− x0)− k
n− k
∏
0≤l≤3
l 6=m
(y − y0)− l
m− l , (D2)
with respect to reference coordinate,
x0 = (bxc − 1, byc − 1) , (D3)
where the operation bφc rounds down to the largest in-
teger value not greater than φ.
Appendix E: FURTHER SIMULATIONS
1. SPEED OF SOUND
First, we consider the simplified EOS near the critical
point, where the free-energy takes the following form [19]
E0 = β(ρ− ρsatl )(ρ− ρsatv ), (E1)
where β is a function of temperature and ρlsat and ρvsat
are the saturated densities of the liquid and vapor phase,
respectively [19]. The thermodynamic pressure can now
be obtained as p = ρ∂E0/∂ρ−E0. In this special case, the
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FIG. 6. Speed of sound in a simplified EOS near the critical
point. line: liquid (theory), dashed: vapor (theory), symbols:
present. Values of speed of sound are preseted in lattice units.
isentropic speed of sound coincides with the isothermal
one since the partial derivation of pressure to temper-
ature at saturated liquid and vapor densities is simply
zero. Hence, the speed of sound in the simplified EOS at
saturated conditions reads
ς|ρsatl = (ρsatl − ρsatv )
√
2βρsatl , (E2)
ς|ρsatv = (ρsatl − ρsatv )
√
2βρsatv , (E3)
choosing the density ratio as ρl/ρv = 10, the measured
value of speed of sound in the simulations are compared
with theoretical expressions in Fig.6. The results for both
liquid and gas phases show excellent agreement.
The isothermal simulation is repeated with the same
setup for the van der Waals fluid and Fig. 7 shows excel-
lent agreement between theory and simulation.
2. COEXISTENCE CURVE
In this part, isothermal simulation of the coexistence
curve is conducted with the Dieterici EOS
p =
ρRT
1− bρexp(−
aρ
RT
) (E4)
Introducing the critical properties as ρcr = 1/(2b), Tcr =
a/(4Rb) and pcr = a/(2eb)2 [20], the reduced form of this
EOS reads
pr =
ρrTre
2
2− ρr exp
(
−2ρr
Tr
)
(E5)
where the reduced quantities are scaled to their corre-
sponding critical values. Note that here e = exp(1) is
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FIG. 7. Isothermal speed of sound in a van der Waals
fluid. line: liquid (theory), dashed: vapor (theory), symbols:
present.
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FIG. 8. Isothermal simulation of the coexistence curve em-
ploying the Dietrici EOS. line: Maxwell, square: Present,
cross: LBM.
the Euler’s number and it shall not be confused with in-
ternal energy. Simulation results are illustrated in Fig. 8
and compared to predicted values by Maxwell construc-
tion.
3. SURFACE TENSION
Continuing with the Dieterici EOS, the temperature
dependency of the surface tension is evaluated. Surface
viii
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FIG. 9. Temperature dependency of surface tension. square:
present, dashed: empirical slope predicted by Eq. (E6)
tension of a liquid is a decreasing function of temper-
ature and it vanishes when the system approaches the
critical point. According to the Guggenheim−Katayama
relation, this behavior can be formulated by [21]
σ = σ0(1− Tr)11/9 (E6)
Where σ0 is a constant. The values of the surface ten-
sion is obtained by the Laplace law at each temperature
simulating a 2D droplet. Fig. 9 shows that there is good
agreement between simulation results and predicted val-
ues by Eq. (E6).
4. RANKINE-HUGONIOT CONDITIONS
The shock front traveling with speed s separates the
domain into two parts; Ω1 the post-shock part and Ω0 the
pre-shock part. Shock waves must satisfy the Rankine-
Hugoniot relations
−s〈M〉+ 〈N〉 = 0, (E7)
M =
 ρρu
ρE
 , N =
 ρup+ ρu2
ρuH
 ,
where the operator 〈φ〉 = φ1 − φ0 represents the jump
of the quantity φ across the shock front. Assuming the
shock front propagates in a still enviroment (u0 = 0) and
by taking the density of the post-shock region, i.e., ρ1, as
the free parameter, the post-shock properties for the van
der Waals fluid in terms of non-dimensional quantities
are obtained as [9]
M0 =
1
c˜s0
√
6ρ˜1
p˜0(1 + δ) + ρ˜0ρ˜1(ρ˜0 + ρ˜1 + 3δ − 3)
ρ˜0(2ρ˜0(3− ρ˜1) + 3δ(ρ˜0 − ρ˜1))
(E8)
u˜1 = ς˜1M0
ρ˜1 − ρ˜0
ρ˜1
(E9)
p˜1 = p˜0 + ς˜
2
0M
2
0
ρ˜0(ρ˜1 − ρ˜0)
ρ˜1
(E10)
where (u˜, ς˜) = (u, ς)/√pcrvcr, p˜ = p/pcr and ρ˜ = ρ/ρcr.
5. SHOCK TUBE
For δ 6 δBZT = 0.06 there exists a region near the
saturated vapor, where non-classical behavior may be ob-
served [9, 12]. As mentioned in the main text, this can
be characterized by the so called fundamental derivative
Γ. Following the definition of Γ and considering the van
der Waals fluid, one can derive
Γ(p, v) =
(δ + 1)(δ + 2)p+a/v
2
(v−b)2 − 6av4
2(δ + 1)p+a/v
2
v(v−b) − 4av4
(E11)
Depending on the sign of Γ and whether the Γ = 0 line is
crossed during the evolution of the fluid or not, different
outcomes may appear [13]. According to Ref. [12] two
more shock-tube cases are considered here to assess the
range of validity of the scheme. The conditions on the
left and right sides of the shock tube toghether with the
value of δ corresponding to each case are listed in Table
I. The shock front is initially located on the half-length
of the tube. The results for both cases are illustrated
in Fig. 10 and Fig. 11 at different times. As expected,
no anomalous behavior is observed in the first case since
δ = 0.329 > δBZT . The pressure and density field shows
a classic compression shock traveling towards the right
side of the tube accompanied by a rarefaction wave mov-
ing to the opposite side. The second case however, is dif-
ferent in terms of existence of non-classical region near
the saturation vapor line in the p− v diagram. Although
the values of Γ for both the left and right parts of the
tube is positive, the Γ = 0 line is crossed during the
evolution of the flow. This change of sign results in the
mixed rarefaction wave composed of a rarefaction shock
connected to a rarefaction fan. Meanwhile, a compres-
sion shock is traveling toward the low pressure side. The
latter case together with the studied item in the main
TABLE I. Shock tube conditions
Case (pL, ρL) (pR, ρR) (ΓL,ΓR) δ
I (1.6077,1.01) (0.8957,0.594) (2.239,1.361) 0.329
II (3.00,1.818) (0.575,0.275) (4.118,0.703) 0.0125
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FIG. 10. Simulation of shock-tube problem case I at t∗ = 0.2.
Line: density [12]. Dashed: pressure [12]. Symbols: present
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FIG. 11. Simulation of shock-tube problem case II at t∗ =
0.15. Line: density [12]. Dashed: pressure [12]. Symbols:
present
text compose the typical examples of "non-classical gas
dynamics", where we can observe anomalous phenomena
such as rarefaction shock waves and mixed rarefaction
waves. The results show that the present scheme have
successfully recovered the non-classic dynamics of a real
gas.
Appendix F: CHAPMAN-ENSKOG EXPANSION
Here we aim at recovering the macroscopic Navier-
Stokes equations from the dynamics of kinetic equations
(3-6) in the main text. To this end, the pertinent equilib-
rium moments of f and g populations are required, which
are computed as follows:
P eqαβ =
Q∑
i=0
feqi viαviβ = ρuαuβ + pδαβ (F1)
Qeqαβγ =
Q∑
i=0
feqi viαviβviγ = ρuαuβuγ + p[uδ]αβγ (F2)
qeqα =
Q∑
i=0
geqi viα = 2ρuαH (F3)
Reqαβ =
Q∑
i=0
geqi viαviβ = 2ρuαuβ (H + p/ρ) + 2pHδαβ ,
(F4)
where [uδ]αβγ = uαδβγ + uβδαγ + uγδαβ and H is the
total enthalpy. Note that equations (F3) and (F4) are
the desired moments, which the equilibrium geqi is con-
structed upon them. First, we introduce the following
expansions:
fi = f
(0)
i + f
(1)
i + 
2f
(2)
i , (F5)
gi = g
(0)
i + g
(1)
i + 
2g
(2)
i , (F6)
∂t = ∂
(1)
t + 
2∂
(2)
t , (F7)
∂α = ∂
(1)
α . (F8)
Applying the Taylor expansion up to second order and
separating the orders of  results in:
{f (0)i , g(0)i } = {feqi , geqi }, (F9)
∂
(1)
t {f (0)i , g(0)i }+ viα∂(1)α {f (0)i , g(0)i } = −(ω/δt){f (1)i , g(1)i },
(F10)
∂
(2)
t {f (0)i , g(0)i }+
(
∂
(1)
t + viα∂
(1)
α
)
(1− ω
2
){f (1)i , g(1)i }
= −(ω/δt){f (2)i , g(2)i }. (F11)
The local conservation of density, momentum and energy
imply
Q∑
i=0
{f (n)i , g(n)i } = 0, n ≥ 1, (F12)
Q∑
i=0
f
(n)
i viα = 0, n ≥ 1 (F13)
xApplying conditions (F12) and (F13) on equation (F10),
we derive the following first order equations,
D
(1)
t ρ = −ρ∂(1)α uα, (F14)
D
(1)
t uα = −
1
ρ
∂(1)α p, (F15)
D
(1)
t T = −
T
ρCv
(
∂p
∂T
)
ρ
∂(1)α uα, (F16)
where D(1)t = ∂
(1)
t + uα∂
(1)
α is the first order total-
derivative. Note that, the thermodynamic relations (A1-
A15) together with equations (F14) and (F15) have been
used in deriving the first-order temperature equation
(F16). Subsequently, we can derive a similar equation
for pressure considering that p = p(ρ, T ). This yields
D
(1)
t p =
(
∂p
∂ρ
)
T
D
(1)
t ρ+
(
∂p
∂T
)
ρ
D
(1)
t T = −ρς2∂(1)α uα,
(F17)
where c2s is given by equation (A14).
The second order relations are obtained by applying the
conditions (F12) and (F13) on equation (F11),
∂
(2)
t ρ = 0, (F18)
∂
(2)
t uα =
1
ρ
∂
(1)
β
[
δt
(
1
ω
− 1
2
)(
∂
(1)
t P
eq
αβ + ∂
(1)
γ Q
eq
αβγ
)]
,
(F19)
∂
(2)
t T =
1
2ρCv
{
∂(1)α
[
δt
(
1
ω
− 1
2
)(
∂
(1)
t q
eq
α + ∂
(1)
β R
eq
αβ
)]
− 2ρuα∂(2)t uα
}
. (F20)
Equations (F14) and (F18) constitute the continuity
equation. The non-equilibrium pressure tensor and heat
flux in the R.H.S of equations (F19) and (F20) are eval-
uated using equations (F14-F17),
∂
(1)
t P
eq
αβ + ∂
(1)
γ Q
eq
αβγ = p
(
∂
(1)
β uα + ∂
(1)
α uβ
)
+
(
p− ρς2) ∂(1)γ uγδαβ (F21)
∂
(1)
t q
eq
α + ∂
(1)
β R
eq
αβ = 2
(
p− ρς2) ∂(1)γ uγuα
+ 2puβ
(
∂
(1)
β uα + ∂
(1)
α uβ
)
+ 2p∂(1)α h
(F22)
where h = e+ p/ρ is the specific enthalpy. Finally, sum-
ming up the contributions of density, momentum and
temperature at the  and 2 orders, we get the hydrody-
namic limit of the model, which reads
Dtρ = −ρ∇ · u, (F23)
ρDtu = −∇p−∇ · τ , (F24)
ρCvDtT = −τ : ∇u− ρT
(
∂s
∂ρ
)
T
Dtρ−∇ · qneq,
(F25)
We must comment that the expression of heat flux re-
covered from the Chapman-Enskog analysis without the
correction term in the g population is found as qneqCE =−µ∇h, where h = e+p/ρ is the enthalpy. At the limit of
an ideal-gas, this is equivalent to the fourier law qneqig =
−kig∇T where kig = µC igp and hence the Prandtl number
is fixed to Pr = µC igp /kig = 1 due to the single relaxation
time BGK collision model. However, considering the en-
thalpy of a real-gas as function of pressure and tempera-
ture, we have, ∇h = Cp∇T+v(1−βT )∇p, where v = 1/ρ
is the specific volume, β = v−1 (∂v/∂T )p is the thermal
expansion coefficient and Cp = Cv + Tvβ (∂p/∂T )v is
the specific heat at constant pressure. While one could
eliminate the pressure part of the enthalpy by the cor-
rection term and only retain the temperature depen-
dent part, it must be noted that the thermal expan-
sion coefficient at the critical point diverges, β → ∞
and so does the specific heat Cp → ∞. Hence to
recover the well-known Fourier law, the post-collision
of the g population is modified by adding g˜tδt where∑
g˜i = −2∇ · (µ∇h) + 2∇ · (k∇T ) with all the other
moments equal to zero. We can take such a population
as,
g˜i = M0Wi
(
1 +
ρ(u · ci)2
2pTL
− ρv
2
i
2p
+
D
2
)
, (F26)
where M0 =
∑
i g˜i. A similar anomaly in the expression
for the heat flux was observed and reported in [7].
Including the force
As mentioned in the main text, the force terms in the
kinetic equations represent the interface dynamics. First,
we recast the post-collision state of the f population in
the following form [22],
f∗i (x, t) = fi(x, t) + ω(f
eq
i (ρ, uˆ)− fi(x, t)) + Sˆi, (F27)
uˆ = u+
F δt
2ρ
, (F28)
Sˆi = Si − ω (feqi (ρ, uˆ)− ρWi) , (F29)
where [Si = f
eq
i (ρ,u+ F δt/ρ)− ρWi] and F = −∇ ·K.
Here we expand the forcing term Sˆ(1)i = Sˆ
(1)
i in addi-
tion to the expansions (F5,F7,F8). Similarly, we get the
following relations at the orders of 0, 1, 2 respectively,
f
(0)
i = f
eq
i (ρ, uˆ), (F30)
∂
(1)
t f
(0)
i + viα∂
(1)
α f
(0)
i = −(ω/δt)f (1)i +
1
δt
Sˆi
(1)
, (F31)
∂
(2)
t f
(0)
i +
(
∂
(1)
t + viα∂
(1)
α
)
(1− ω
2
)f
(1)
i
+
1
2
(
∂
(1)
t + viα∂
(1)
α
)
Sˆ
(1)
i = −(ω/δt)f (2)i , (F32)
It is important here to assess the solvability conditions
imposed by the local conservations. Considering the
xi
moment-invariant property of the transfer matrix be-
tween the two gauges u and uˆ, one can easily compute,
Q∑
i=0
f
(0)
i =
Q∑
i=0
feqi (ρ, uˆ) = ρ, (F33)
Q∑
i=0
f
(0)
i viα =
Q∑
i=0
feqi (ρ, uˆ)viα = ρuˆα. (F34)
This implies that,
Q∑
i=0
f
(n)
i = 0, n ≥ 1, (F35)
Q∑
i=0
f
(n)
i viα =
{
− δt2 F (1)α ,n=1
0 ,n>1
(F36)
According to the definition of Si, the following moments
can be computed:
Q∑
i=0
Sˆ
(1)
i = 0, (F37)
Q∑
i=0
Sˆ
(1)
i viα = δt(1−
ω
2
)F (1)α , (F38)
Q∑
i=0
Sˆ
(1)
i viαviβ = δt(1−
ω
2
) (uˆαFβ + uˆβFα) +
ωδt2FαFβ
4ρ
.
(F39)
Similarly, the first order equations of density and momen-
tum are derived by applying the solvability conditions
(F35) and (F36) on equations (F31) and (F32),
Dˆ
(1)
t ρ = −ρ∂(1)α uˆα, (F40)
Dˆ
(1)
t uˆα = −
1
ρ
∂(1)α p+
1
ρ
F (1)α , (F41)
where Dˆ(1)t = ∂
(1)
t + uˆα∂
(1)
α . At this point it is neces-
sary to mention that since there is a force added to the
momentum equation (in this case the divergence of the
Korteweg stress), it should also be considered in the en-
ergy equation in terms of the work done by that force.
Hence the post-collision of the g population becomes,
g∗i (x, t) = gi(x, t) + ω(g
eq
i − gi(x, t)) + g˜iδt+ φiδt,
(F42)
such that
∑Q
i=0 φi = 2uˆαFα. The equilibrium moments
are modified as,
Q∑
i=0
geqi = 2ρEˆ, (F43)
qeqα =
Q∑
i=0
geqi viα = 2ρuˆαHˆ, (F44)
Reqαβ =
Q∑
i=0
geqi viαviβ = 2ρuˆαuˆβ
(
Hˆ + p/ρ
)
+ 2pHˆδαβ ,
(F45)
where Eˆ = e+ uˆ2/2 and Hˆ = Eˆ+p/ρ. With the changes
mentioned so far, the first-order equation of temperature
is derived as
Dˆ
(1)
t T = −
T
ρCv
(
∂p
∂T
)
ρ
∂(1)α uˆα. (F46)
Finally, in a similar manner as the case without the force
the macroscopic equations are recovered by collecting the
equations of density, momentum and temperature at each
order,
Dˆtρ = −ρ∇ · uˆ, (F47)
ρDˆtu = −∇p−∇ · τˆ −∇ ·K, (F48)
ρCvDˆtT = −τˆ : ∇uˆ− T
(
∂p
∂T
)
v
∇ · uˆ−∇ · qneq,
(F49)
τˆ = −µ
(
∇uˆ+∇uˆ† − 2
D
(∇ · uˆ)I
)
− η(∇ · uˆ)I,
(F50)
It should be noted that the error terms associated with
the forcing are not shown here. For instance, as reported
in the literature [22–24] one can show that the error term
in the momentum equation appears as ∇ · (δt2FF /4ρ).
The total energy of the fluid is formulated by Eˆ =
e (T, v) + uˆ2/2 + Eλ where Eλ = κ|∇ρ|2/2 is the non-
local part corresponding to the excess energy of the in-
terface. The evolution equation for the specific internal
energy e(T, v) can be obtained by considering equations
(A3,F47,F49)
ρDˆte = −p∇ · uˆ− τˆ : ∇uˆ−∇ · qneq, (F51)
From the momentum equation (F48) we get,
1
2
ρDˆtuˆ
2 = −uˆ · ∇p− uˆ · ∇ · τˆ − uˆ · ∇ ·K, (F52)
and the evolution of the excess energy can be computed
using the continuity equation,
ρDˆtEλ = −K : ∇uˆ−∇ · (κρ∇ · uˆ∇ρ) , (F53)
by summing up the contribution of each three part we
get the full conservation equation for the total energy,
∂t
(
ρEˆ
)
+∇·
(
ρEˆuˆ+ puˆ+ τˆ · uˆ+K · uˆ+ κρ∇ · uˆ∇ρ+ qneq
)
= 0.
(F54)
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