Abstract-We study the problem of integrated topology control and routing in Free Space Optical (FSO) mesh backbone networks. FSO links are high-bandwidth, low interference links that can be set-up very fast, making them suitable for mesh networking. FSO networks are highly constrained by interface constraints, i.e., constraints on the number of FSO links a node can establish. We prove the problem to be NP -Hard and propose efficient algorithms for integrated topology control and single-path or multi-path routing.
I. INTRODUCTION
Wireless mesh networks have gained much popularity due to their application in last mile extension of metropolitan area networks (MANs), and local area networks (LANs). In last mile extensions of MANs, wireless mesh networks are multi-hop networks being used as backbone networks connecting end-users (LAN gateways connected to mesh routers in the network) with the access points connected to the Internet. Wireless mesh networks are an attractive option over optical fibers because of their ease of installation and costeffectiveness of deployment.
Various technologies have been proposed for use in wireless mesh networks: 802.15 (UWB) [1] is proposed for personal area mesh networks, 802.11s [22] is proposed for local area mesh networking, and 802.16 (WiMax) [2] is proposed for MANs (last mile extension). All the proposed standards assume a shared physical channel and use RF technology, which is prone to *This research was partially supported by AFOSR under grant F496200210217 and NSF under grant CNS-0435206.
interference among transmitters and provides low security [5] . Also, a node farther from an access point may get a much lower throughput (compared to nodes closer to the access point, resulting in unfairness) using currently deployed MAC and routing protocols [19] . Thus, the throughput, end-to-end delay and fairness degrade as the number of nodes or number of hops increases. Therefore the RF-based technologies using current protocols are not scalable with the network size [5] . Generally, it is desired to provide bandwidth guarantees and QoS to traffic on wireless mesh backbone networks, as in IP networks. Thus, due to aforementioned reasons, RFbased technologies are not completely suitable to be deployed in wireless mesh backbone networks.
Free Space Optics (FSO) [40] technology is an attractive option for use in mesh networks [44] . FSO links are point-to-point links that use long-range (up to 4 km in current products), high bandwidth (up to 2.5Gbps in current products) narrow laser beams. There is very low interference among transmitters, and difficulty in intercepting the very narrow laser beam provides high security. Therefore, the technology is scalable with the number of nodes and number of hops in the network and FSO links can provide the QoS required by the endusers. Also, FSO links offer the flexibility of fast tracking and setup of links [23] . Thus, the network topology can be reconfigured very easily as the traffic pattern or node positions change. These attractive characteristics of FSO links make them suitable for use in military backbones networks as well. FSO links have the problem of obscuration due to atmospheric conditions such as fog and snow. This problem can be alleviated by using hybrid RF/FSO networks, in which RF links are used for backup in the event of FSO link obscuration [24] , [30] , [29] . The algorithms for hybrid RF/FSO networks can be used to route back-up traffic (and optimize RF topology is RF interfaces are separate [29] ) for the FSO topology and routing computed by algorithms proposed in this paper.
The number of FSO transceivers at a node is limited due to cost concerns, and the selection of links to be established at each node is very critical as that affects the performance of the network. We call this problem topology control. In this paper, we propose algorithms for establishing network topologies that achieve good performance (our performance measure is the throughput) for a given traffic profile. The traffic profile (expected aggregate demands) within a domain can either be predicted by observing the traffic in the network ( [16] , [15] , [9] , [37] ), or can be inferred from the Service Level Agreements (SLAs). It has been shown that the traffic profile in IP backbone has a pseudo-periodic behavior on different time-scales (e.g., day, week, etc.), which is predictable based on the past history of the traffic [16] , [17] . We can exercise topology control based on these profiles to achieve better network performance.
There are important differences between topology control for reconfigurable wireline optical networks and topology control for FSO networks. In the wireline case, transmission range (lightpath length) is not a major issue. Furthermore, if the optical layer has sufficient resources such that the routing and wavelength assignment problem is always solvable, then whenever a source and destination both have available interfaces, a direct connection (one logical hop) can be established. In contrast, in the wireless case, unless the destination is within the transmission range of the source, a multihop connection is required. Most algorithms proposed for topology control for reconfigurable wireline optical networks use the fact that a direct lightpath can be established between any two nodes [34] , [6] , [39] , [33] , [45] , and hence are not applicable to our problem. The other algorithms are based on simulated annealing and genetic programming, which are too slow (they have exponential time complexity) to be run periodically.
Leonardi et al. [34] give a detailed survey of the existing approaches proposed for logical network design in wireline optical networks. They group the heuristics into 3 categories of interest: 1) Mixed ILP formulation of the problem and using heuristics for solving it suboptimally: The heuristics include simulated annealing and genetic programming, variable depth local search techniques, and LP relaxation and rounding. These methods are very time intensive. 2) Maximization of single hop traffic flows: This set of heuristics ( [6] , [39] , [33] , [45] ) tries to maximize the throughput by setting up direct lightpaths between sources and destinations having higher traffic demands. Thus, this set of heuristics is not directly applicable to our case as we cannot have a single hop path between each source and destination; we propose a heuristic derived from these in this paper, and show that the rollout algorithms are guaranteed to work better than that heuristic. 3) Heuristic maximization of single and multi-hop traffic flows: [34] divides these into two categories, one based on adding links to a null topology and another based on removing links from a full topology. These heuristics extensively use the fact that a direct lightpath can be created between any two nodes, and thus are not applicable to our problem. 4) Another set of heuristics works on optimizing node placement, which is not the problem we are considering here. We assume we cannot control the placement of nodes. The paper is organized as follows: Section II presents the related work. Section III presents the network model and problem statement. Section IV describes the integrated topology control and single-path routing framework. Section V describes rollout algorithms for topology control and single-path routing, along with the simulation results. Section VI gives the algorithms for topology control and multi-path routing, with the simulation results. Section VII discusses the computational complexity of the algorithms. Section VIII concludes the paper.
II. RELATED WORK
There has been recent work on routing in wireless optical (or Free Space Optical (FSO)) networks [38] . The authors assume a network model in which each node can transmit to a certain sector of angle α and radius r around it, and any node in that sector can hear it. This leads to multiple uni-directional links from each node, depending on the number of receiving nodes within its transmission sector. The network is a sensor network, and the nodes communicate with a base station through multi-hop paths using the above-described unidirectional links. The authors provide efficient algorithms for node discovery and path computation in this network model. We assume a model in which one FSO transmitter can transmit to only one receiver at any point in time, and a receiver can receive from only one transmitter at a time; and there is a limitation on the number of transmitters and receivers at each node. Thus, there cannot be an arbitrary number of uni-directional links from a single node. We also consider multiple ingress/egress nodes rather than having a single base station. We also consider the joint problem of topology control (deciding which transmitter should align with which receiver) and routing. Thus, our problem is very different from their problem.
There has also been recent work on topology control in FSO networks [21] . The authors consider a model as ours, in which there are a limited number of transmitters and receivers at each node, and for the transmitter needs to be aligned with the receiver for communication. The authors propose algorithms for constructing a topology that is shown to be strongly connected for most instances of the problem (it cannot be guaranteed for all values of limit on transmitter/receiver to be connected since that problem is NP -hard).
There have been recent studies on topology control in wireless optical networks: the problem of topology control and multi-path routing for maximizing throughput for a given traffic profile has been considered in [27] . The problem of topology control and single-path routing for maximizing throughput has been studied in [26] . The constraints are on the number of transceivers at each node, and on the capacity of each link. The current paper integrates and expands on the results presented in [27] , [26] . The problem of maximizing throughput with the assumption of infinite amount of traffic to be sent between every ingress-egress pair has been considered in [25] .
A specific instance of the topology control and routing problem has been addressed in [13] , that assumes two transceivers per node, and establishes ring topologies. The problem is NP -hard, and thus they provide heuristics that are shown to generate a connected ring topology in most instances. The objective is to minimize congestion in the network for the given traffic matrix. Another specific instance of the problem has been addressed in [12] , with each node having three transceivers. The authors provide heuristics to design bi-connected networks with minimum congestion for a given traffic matrix. The authors provide cross-layer algorithms for topology control (without routing) in [35] . The algorithms weight each link according to the Bit Error Rate (BER) with the objective to compute a minimum weight bi-connected topology for the two specific cases of two and three transceivers per node. In another work [46] , the two objectives of minimizing the total BER and minimizing the congestion in the network is considered and heuristics are provided to solve the multi-objective problem. Our algorithms do not assume any such restriction on the number of transceivers per node.
We now mention some related work in the area of routing and topology control for hybrid RF/FSO networks. Izadpanah et al. [24] propose the use of monitoring average recent Bit Error Rates at each FSO link, and switching partial traffic to the parallel RF link if the value is below a threshold. They provide with decision steps for when to switch and how much traffic to switch. The authors also propose routing on shortest paths with the BERs representing the link weights. The problem of jointly optimizing RF and FSO routes to provide min-max weighted back-up guarantees has been studied in [30] . The traffic between each source-destination pair (traffic demand) is weighted according to percentage real-time traffic in it, and the objective is to maximize the minimum weighted fraction of each traffic demand that has back-up on RF links. The secondary objective is to maximize the throughput on remaining (FSO+RF) capacity of the network. The traffic and its back-up on RF links flows simultaneously so immediate back-up can be provided in the event of obscuration. The authors also propose algorithms for joint topology control and routing for RF links for given routing on the FSO network [29] . The network is assumed to be divided into grids, and it is assumed a single grid (thus all links passing through it) is obscured at a time. Their is a probability associated with the obscuration of each grid, and the RF topology and back-up routes are computed so as the maximize the average (over grid failures) of the minimum back-up provided among traffic demands for each grid failure. The above-mentioned algorithms can be used after design of topology and routing in the FSO network using the algorithms presented in the current paper.
III. NETWORK MODEL AND PROBLEM STATEMENT
We model the network as a graph G = (V, E), where V is the set of nodes and E is the set of potential links between them. A potential link exists between two vertices if they are within each other's transmission range. We consider wireless backbone networks in which each wireless node is equipped with pointto-point wireless optical interfaces. The terminal nodes (users) may connect to the backbone nodes using omnidirectional RF links. By the term 'node' we implicitly mean "backbone node". We assume that a node can transmit to another node within its transmission range by aligning its transmitter with the other node's receiver. The steering of the optical beam can be performed in a variety of ways [43] , [32] , [11] . Coarse steering of the beams can be done using gimbals, and finer alignment can be done using Fast Steering Mirrors (FSMs), electrooptic devices or acousto-optic devices [43] . Since the alignment can be disturbed due to movement of transmitter/receiver, or building sway, the transmitter can either use a beam with higher cone angle to counter building sway [44] , or use active beam tracking techniques like photodiode arrays or CCD arrays [43] . Since very accurate steering hardware and active tracking techniques can be expensive, we expect the use of larger beam angles to counter the slight alignment mismatch and building sways, while losing on the link capacity a little.
Each node has the capability to perform routing, which is multi-hop between source and destination nodes 1 . We also assume that wireless links can be set up in any direction with all the nodes within transmission range. Since the transmission distance is related to the power level of the node, the power level and thus the transmission range of each node can be different. The wireless links are uni-directional 2 . If there is a pair of uni-directional links between two nodes, the link capacities may differ. The number of transmitters and receivers at each node is limited (which we call an interface constraint), thereby restricting the number of nodes to which it can connect.
We model the traffic as a collection of individual flows with Poisson arrival times with rate λ i , exponential holding times (with mean T i ) and constant bit rate traffic (R i ) for each flow. The mean of the aggregate traffic demand for each ingress-egress pair (i) can be computed as λ i T i R i . We generate the traffic profile (consisting of the aggregate traffic demands between ordered pairs of sources and destinations) using these mean aggregate demands.
The problem we address is to form a subgraph G = (V, E ) and compute a routing on the subgraph, such that the interface constraints are satisfied for all nodes in set V (i.e., the degree of each node is bounded by the number of available interfaces), and we maximize the throughput while routing the traffic profile. We consider both single-path routing, i.e., each aggregate demand should be routed on a single path; and splittable routing, i.e., each demand can be split among multiple paths. We then use this information to achieve good throughput and low blocking rates when the network is functional. The offline part of the algorithm forms this subgraph, which we call topology control and comes up with routes and bandwidth reservations for the ingress-egress pairs given in the traffic profile. The topology computed is set up and the online part of the algorithm uses the information computed in the offline phase to exercise admission control and select routes for individual flows. The server should recompute the topology, routes and bandwidth reservations whenever either the traffic profile or the (backbone) node locations change significantly. We do not anticipate that this would be done more often than hourly. The nodes then use this information to perform routing and traffic engineering on incoming flows. We show the problem to be NP -Hard in Theorem 3.1 [27] .
Theorem 3.1: Given a graph G = (V, E) and a traffic profile consisting of traffic demands between different vertices of G, the problem of finding a degree constrained subgraph G = (V, E ) and routes for the traffic demands such that the total demand routed is maximized is NP -Hard.
Proof: Consider a small amount of traffic between each pair of nodes in the network (small enough not to violate any link bandwidth constraints). The problem of maximizing the throughput reduces to finding a connected subgraph (satisfying the degree constraints) here. We can remove the extra edges and the problem reduces to finding a degree-constrained spanning tree, which is a known NP -Hard problem. A special case is where we have a degree constraint of one incoming and one outgoing edge at each node. In this case, the problem reduces to finding a hamiltonian cycle, which is known to be NP -Complete [20] .
IV. INTEGRATED TOPOLOGY CONTROL AND
SINGLE-PATH ROUTING FRAMEWORK We propose a framework for finding the topology, single-path routes and bandwidth reservations in an integrated way, so as to maximize the throughput while satisfying the interface and bandwidth constraints. Given a potential topology and traffic profile, we execute the following steps:
1: A demand is chosen based on some criteria and a locally optimal path (satisfying the interface and bandwidth constraints) is computed for the demand. If none exists, the demand is rejected. 2: If the path includes potential links, then those links are marked as actual links. 3: The capacity of each link on the path in the existing topology is updated (decreased) to incorporate the bandwidth allocated to the demand routed. 4: The topology is updated by eliminating the potential links that lead to the violation of interface constraints, i.e., at the nodes for which the number of actual incoming (outgoing) links equals the number of interfaces, the incoming (outgoing) potential links incident on (going out of) those nodes are eliminated. 5: Steps 1, 2, 3 and 4 are repeated until all demands are either provisioned or rejected. This way, a topology is created from the potential topology and all the routes are computed for the demands given in the traffic profile (the ones we are able to route, the others are rejected).
As an example, assume that each node has two interfaces available for establishing bidirectional links. The traffic profile is sorted in the order of decreasing demands, and demands are selected in that order. The link capacity of each link is assumed to be 10 units. We use constrained shortest-path routing for path selection, with the constraints being the limited interfaces and bandwidth. The weight of each link is assumed to be 1. Let the traffic demands be: t 38 = 6, t 18 = 5, t 45 = 3, t 37 = 2. We compute the shortest path for the first demand t 38 (3 − 5 − 8) using the potential topology as shown in Fig. 1(a) . Fig. 1(b) shows the topology after converting the potential links along the path 3 − 5 − 8 to actual links and allocating the bandwidth for the demand. In Fig. 1(b) , the actual links are represented by thick lines and the potential links are represented by thin lines. As there are no more interfaces available for node 5 to establish a link with other nodes, the potential link between node 4 and 5 is eliminated, as can be seen by comparing Fig. 1(a) and Fig. 1(b) . Fig. 1(c) shows the updated network, reflecting the routing of t 18 and t 45 . Now we compute the shortest path for the demand t 37 using the modified network, as shown in Fig. 1(c) . There are two paths available for t 37 :
Since the available bandwidth along the path 3 − 5 − 8 − 7 is 1, which is less than the demand, t 37 is routed on 3−4−2−1−6−7, and the network topology is updated to get the final topology as shown in Fig. 1(d) .
V. ROLLOUT ALGORITHMS FOR TOPOLOGY CONTROL AND ROUTING
We propose heuristics for demand ordering and path selection for the integrated topology control and routing framework. We then use the rollout technique to improve the heuristics to obtain potentially near-optimal solutions.
A. Basic Rollout Algorithm
Rollout is a general method for obtaining an improved policy for a Markov decision process starting with a base heuristic policy [7] . The rollout policy is a one step look-ahead policy, with the optimal cost-to-go approximated by the cost-to-go of the base policy. We use the specialization of rollout to discrete multistage deterministic optimization problems. Consider the problem of maximizing G(u) over a finite set of feasible solutions U. Suppose each solution u consists of N components u = (u 1 , .., u N ). We can think of the process of solving this problem as a multistage decision problem in which we choose one component of the solution at a time. Suppose that we have a heuristic algorithm, the socalled "base heuristic", that given a partial solution
In other words, the value of H on the partial solution is the value of G on the full solution resulting from application of the base heuristic. The rollout algorithm R takes a partial solution (u 1 , .., u n−1 ) and extends it by one component to R(u 1 , .., u n−1 ) = (u 1 , .., u n ) where u n is chosen to maximize H(u 1 , .., u n ). Thus, the rollout algorithm considers all admissible choices for the next component of the solution and chooses the one that leads to the largest value of the objective function if the remaining components are selected according to the base heuristic.
It can be shown that under reasonable conditions, the rollout algorithm will produce a solution whose value is at least as great as the solution produced by the base heuristic. We proved in [26] that the rollout algorithms proposed here perform better than the heuristic. Note that the heuristic may be a greedy algorithm, but the rollout algorithms are not greedy as they make a decision based on the final expected value of the objective function, and not on the increment to the value of the objective function at that decision step.
B. Rollout Algorithms for Topology Control and Routing
We propose three different rollout algorithms: index rollout, route rollout and integrated rollout. We start by explaining the base heuristic.
1) Base heuristic:
The base heuristic works as follows: Suppose that a partial topology has been obtained by choosing routes for the first n demands (t 1 , .., t n ) from the traffic profile. The base heuristic routes the remaining demands in decreasing order of magnitude. For each demand, it chooses a route using constrained shortest path first (CSPF) 3 , with constraints being that of available interfaces and bandwidth. Thus, t n+1 is the largest remaining demand. The route chosen for this demand is a shortest unidirectional path in the partial topology satisfying the constraints. This means that every actual link in the path must have sufficient residual bandwidth for the demand; every potential link in the path must have an available transmitter at its head node and an available receiver at its tail node. If there is no feasible path, then the demand is blocked. If there is a feasible path, the heuristic updates the topology by deleting the potential links that violate the interface constraints and decreasing the available bandwidth of the links on that path (see Section 3 for description of this framework). Once t n+1 has been routed, the base heuristic routes the next largest demand t n+2 in the same way using the partial topology existing after t n+1 has been routed. The base heuristic algorithm continues in this way until all demands have been routed (or assigned null routes). The base heuristic is derived from the single hop traffic maximization heuristics for topology control and routing in wireline optical networks, [6] , [39] , [33] , [45] . The main difference is that links are multi-hop in wireless networks, due to which interfaces are consumed at all intermediate nodes, while we need to take care of interfaces only at end-points of lightpaths in wireline networks. Another difference is that the routing and wavelength assignment (RWA) is discrete in wireline networks, while we check for bandwidth constraints on each link, which is continuous.
2) Index rollout algorithm: Index rollout seeks to optimize the order in which the traffic demands are routed. The index rollout algorithm works as follows: In the first step, the rollout algorithm uses CSPF to route the demand t 1 determined by the requirement that it maximize the total network throughput when the base heuristic is used to complete the topology starting with t 1 . Now, suppose that the demands (t 1 , .., t n−1 ) have been routed in this order by the rollout algorithm. In the next step, the rollout algorithm uses CSPF to route the demand t n determined by the requirement that it maximize the total network throughput when the base 3 The route is non-unique, and we use a modified version of Dijkstra's algorithm to find one of the possible shortest paths.
heuristic is used to complete the topology starting with (t 1 , .., t n ). In other words, routing t n next minimizes the sum of the remaining demands that are blocked. After routing each demand, the index rollout updates the topology to eliminate the links that violate the interface constraints, and decreases the residual bandwidth of the links on the path on which this demand is routed.
3) Route rollout algorithm: Route rollout seeks to optimize the selection of path 4 for each demand when the demands are considered in a fixed order. We consider the demands in decreasing order of magnitude. Let  (t 1 , .., t N ) be the ordered sequence of demands. The base heuristic works as follows: Suppose that a partial topology has been obtained by choosing routes (p 1 , . ., p n ) for the first n demands (t 1 , .., t n ). The base heuristic routes the remaining demands (t n+1 , .., t N ) sequentially using CSPF. The route rollout algorithm works as follows: Fix an integer K > 1. In the first step, the rollout algorithm considers at most K feasible shortest paths as candidates for the route p 1 for the demand t 1 . For each potential choice of p 1 it uses the base heuristic to complete the topology by routing the remaining traffic demands. The rollout algorithm then selects for p 1 the candidate that results in the maximum total network throughput. Now, suppose that the demands (t 1 , .., t n−1 ) have been given routes (p 1 , .., p n−1 ) by the rollout algorithm. In the next step, the rollout algorithm considers at most K feasible shortest paths as candidates for the route p n for the demand t n . For each potential choice of p n it uses the base heuristic to complete the topology by routing the remaining traffic demands. The rollout algorithm then selects for p n the candidate that results in the maximum total network throughput. Note that if there is only one feasible shortest path for a traffic demand, the routing decision made by the rollout algorithm coincides with the decision made by the base heuristic.
It might appear desirable to consider all feasible shortest paths as candidates for p n . However, an exponential number of shortest paths may exist. Consequently, we limit the number of paths considered to K, where the upper bound K is chosen small enough to allow reasonable computation time given the size of the network.
4) Integrated rollout algorithm:
In integrated rollout, we make the decisions of choosing the demand to be routed and the path to be used for that demand simultaneously. In integrated rollout, each component of a solution is a pair (t k , p k ) consisting of a traffic demand and its path. Thus, the algorithm seeks to optimize the sequence ((t 1 , p 1 ), .., (t N , p N ) ). The base heuristic takes a partial solution ((t 1 , p 1 ) , .., (t n , p n )) and extends it to a complete solution by choosing the remaining traffic demands (t n+1 , .., t N ) in order of decreasing magnitude and choosing paths (p n+1 , .., p N ) (some of which may be null) for these traffic demands sequentially using CSPF. The integrated rollout algorithm works as follows: In the first step it considers all pairs (t 1 , p 1 ) where t 1 is any of the traffic demands and p 1 is any one of a maximum of K feasible shortest paths for t 1 . It selects the pair (t 1 , p 1 ) that gives the maximum total network throughput when the base heuristic is used to extend it to a full topology. Now, if the rollout algorithm has produced the sequence ((t 1 , p 1 ) , .., (t n−1 , p n−1 )), it considers pairs (t n , p n ) where t n is a remaining demand and p n is any one of a maximum of K feasible shortest paths for t n . It selects the pair (t n , p n ) that maximizes the total network throughput when the base heuristic is used to extend ((t 1 , p 1 ), .., (t n , p n )) to a full solution.
C. Online Routing and Admission Control
After the topology and routing is determined, the topology is set-up, and the bandwidth reservation information and the route for each ingress-egress pair is given to the ingress node for that pair. Whenever a call (new request of traffic between an ingress-egress pair) arrives, the ingress router checks to see if there is enough bandwidth left from the bandwidth reserved for this pair. If there is bandwidth left, then the flow is routed through the path stored from the offline phase. We may have additional unreserved bandwidth on some links in the network (the bandwidth left unreserved), so in the case of reserved bandwidth being exhausted for an ingressegress pair, the unreserved bandwidth is used (on a firstcome-first-served basis). If the call cannot be routed using the reserved bandwidth or the extra unreserved bandwidth, it is blocked.
D. Simulation Results and Analysis
The network we considered for simulations was assumed to have the parameters listed in Table I . All the nodes were assumed to have the same transmission range.
The simulation was run 10 times, and in each simulation the network topology was formed starting with these parameters. Table II shows the average fractional throughput (bandwidth guarantees/total demand) for the heuristic and the rollout algorithms. Table II shows that compared to the heuristic, the route rollout performs nearly 6.2% better, the index rollout performs 9.1% better and the integrated rollout performs 9.3% better. So, generally the integrated rollout is expected to perform the best among these rollouts. Another observation from the results is that the index selection is more critical than the selection of routes from among multiple routes. This can be inferred from the fact that the index rollout works much better than the route rollout while the integrated rollout does not work that much better than the index rollout.
The algorithms have been shown to have similar performance under various traffic conditions (light, medium, heavy) in [28] .
The network was setup and Poisson traffic with exponential holding times and constant bit rate (the parameters being the same as provided to offline phase) was generated, and the network was run for 30 units of time for each of the 10 simulations. In each simulation, the traffic for evaluating the heuristic was the same as that for the rollout. Table III gives the average throughput (which is the same as call acceptance rate as traffic is CBR with same rate for all pairs) for each of the algorithms. As the results show, the relative performance is similar to the bandwidth guarantees we could achieve in the offline phase. The throughput is lower than guaranteed since the guarantees were for a constant arrival rate (equal to the mean arrival rate of the Poisson process in the simulation), while it actually is Poisson with the given mean arrival rate, so there are time periods when the arrival rate is higher, leading to lower throughput. 
VI. TOPOLOGY CONTROL AND MULTI-PATH ROUTING
In this section, we propose algorithms for topology control and multi-path routing. We first describe the multi-commodity flow formulation of the multi-path routing problem on a fixed topology, which is a linear program and can be solved efficiently. We then propose algorithms based on maximum weight matching [36] for topology computation.
A. Multi-commodity Flow Formulation of Routing
We set up the problem of routing a given traffic profile over a computed topology for maximizing the throughput as a linear multi-commodity flow problem [42] . Let there be M commodities (profile entries, the value of each entry is b i ), N nodes and L links in the network. We add a dummy link (very high cost, very large capacity) between the source and destination of each commodity to achieve feasibility (thus, there are M such links). Let 
B. Topology Control using Matching Theory
We present an algorithm based on maximum weight matching. The algorithm is outlined below and explained in the following subsections.
1: Weight the links in the initial graph to favor the links that are expected to carry higher traffic. 2: Construct an auxiliary graph based on the network.
We will explain the construction procedure later. 3: Find a maximum weight matching [36] to compute a maximum weight subgraph that satisfies the interface constraints. 4: Construct a topology based on the matching output. 5: Find the routing by solving the linear program of Section VI-A on this topology. 6: Modify the topology sequentially and solve the MCF linear program again each time, and finally, keep the topology that gives the maximum throughput.
1) Initial weight assignment:
We propose three strategies for weighting the network links for construction of the auxiliary graph. The way we map the problem to maximum weight matching problem, if we give the same weight to all links in the network, the output topology will have the maximum number of links while satisfying the degree constraints (as we try to maximize the weight during maximum weight matching, same weight to all edges would result in maximizing the number of edges). We call the algorithm using this policy Uniform Weighted Matching (UWM). As our objective is maximizing the throughput, so it may be better to give extra weight to edges that are expected to carry more traffic. We call the algorithm using this policy as Traffic Weighted Matching (TWM), and explain it below:
1: Give a weight of one to all edges. 2: Find (maximum) K shortest paths of same length for each traffic profile (over the potential topology). 3: Each time a link occurs in a path, increment its weight by prof ile(i)/numSP , where prof ile(i) is the value of the profile entry, and numSP the number of shortest paths found (≤ K) for that entry. Another possibility is to assign weights according to the number of paths a link occurs on, irrespective of the amount of traffic. In this case, we increment the weight of a link by one in step 3 above. We call the algorithm using this strategy Flow Weighted Matching (FWM). We work with shortest paths as the multi-commodity flow formulation will prefer shorter paths for a commodity because it minimizes the cost function of Equation 1a (to maximize the throughput).
2) Construction of auxiliary graph: We now explain the procedure for constructing the auxiliary graph to be used as an input for maximum weight matching. Given a graph G = (V, E) (that corresponds to the potential network) with edge weights as explained in Section VI-B.1, we form a graph G = (V , E ) and give it as an input to the maximum weight matching problem. Let the number of transmit and receive interfaces (i.e., incoming and outgoing degree constraints) at each vertex be ∆. Figure 2 shows an example potential topology with ∆ = 2. The steps of mapping are explained below.
1: For each vertex, form 2∆ vertices in graph G . ∆ of them correspond to the transmit interfaces, and ∆ to receive interfaces. 2: For each edge e in G, form two vertices (t e , h e ) in G , and add an edge of weight zero between them. 3: For each edge e in G with weight w e , add edges of weight w e between t e (in G ) and all transmit interface vertices of the tail vertex of e. Also, add edges of weight w e between h e and all receive interface vertices of the head vertex of e. Figure 3 shows G for our example. T, R and E refer to the vertices corresponding to transmit interfaces, receive interfaces and edges in G respectively. The edges shown without weights have a weight of 1. 4: Add a clique with 2∆N vertices to the graph G , with each edge having a weight zero. Add zero weight edges between each of these vertices and each of the vertices in G that correspond to the transmit and receive interfaces of the vertices in graph G. 5: Sum the weights of all the edges in G and add that to the weight of all edges in G . We do this to ensure we get a perfect matching using a maximum weight matching algorithm. We solve the maximum weight matching problem on G , and deduce the resulting topology based on the result we get. We show the rules for mapping from the output of matching to the graph representing the topology: Figure 4(a) shows the scenario (a subgraph from the output of matching algorithm) when two vertices will have an edge between them in the final topology. Figure 4(b) shows the case when two vertices that had an edge between them in G will not have the edge in the resulting topology (as they are not connected to the edge vertices corresponding to the edge between them). We detect such subgraphs in the output graph from matching algorithm (the output graph will be composed of such subgraphs only), and use these rules to deduce the resulting topology. We added a clique to the graph G to avoid the scenario in which we cannot deduce the topology from the result of the matching algorithm. Figure 4(c) shows the case when this has happened between two vertices. In this case, one of the vertices is matched to the edge vertex in G , while the other vertex is not matched with the corresponding edge vertex. This can be avoided by having perfect matching, and for achieving that we add a clique of size 2∆N and connect each of them to all the vertices in G that correspond to transmit and receive interfaces of vertices in G. We accommodate the worst case in which all the vertices will be disconnected in the final topology. Figure 5 shows the output (minus the clique vertices and corresponding edges) of the matching algorithm and Figure 6 shows the final topology we get for the example network of Figure 2 .
3) Topology change strategy: We solve the multicommodity flow problem (as explained in Section VI-A) on the topology we get from the algorithm explained in Section VI-B. We sequentially change this topology and solve the multi-commodity flow problem on the resulting topologies to get an improvement in the throughput. The algorithm for changing the topology is as explained below: • Make a list of the profile entries for which we could route less than x% of the demand in decreasing order of demand.
• For the first entry in this list, find (maximum) K shortest paths each in the potential topology and the current topology. Form the first path that is present in the potential topology, but not in the current topology by deleting the least loaded links (using routing given by the MCF) at each of the interfacestarved nodes in the current topology on this path. If all the paths are the same then repeat this step for the next entry in the list.
• Solve the multi-commodity flow problem for this changed topology. If the throughput is more than the throughput in the current topology then change the current topology to this topology and update the list by deleting the entries for which we have routed more than x% on this topology. If the throughput is less than before, then let the current topology remain the same and start with step 2 for the next entry in the list. We finally keep the topology we have at the end of this procedure.
C. Simulation Results and Discussion
We simulate two types of networks. In the first set of simulations, all nodes in the network can be ingress or egress nodes. In the second set, only a small subset of nodes in the network are ingress or egress nodes.
1) Simulation set 1:
The network used for simulations was assumed to have the parameters listed in Table IV . The simulation was run on a different random network and random profile 10 times and in each simulation, the network topology was formed starting with these parameters. The matching algorithm used is an implementation of Gabow's N -cubed weighted matching algorithm [18] .
For comparison, we implemented rollout algorithms followed by the MCF formulation of Section VI-A (that we call extended rollout algorithms), in which the rollout algorithms are executed, and the topology is taken to be the output of those algorithms. The MCF is solved on that topology to get a multi-path routing. Table V shows the average bandwidth guarantees for the extended rollout algorithms. Table VI shows the average bandwidth buarantees for the matching based algorithms. As we can see, the algorithm with Traffic Weighted Matching (TWM) works the best, followed by Flow Weighted Matching (FWM), Uniform Weighted Matching (UWM). Traffic Weighted Matching works 8.88% better than the heuristic for rollout and 2.25% better than the integrated rollout. Thus, TWM and FWM work better than the extended rollout algorithms, and the execution time is much less than the rollout algorithms (discussed in next section). Also, rollout-based algorithms work better than UWM.
Table VI also shows the average bandwidth guarantees we get in the proposed algorithms without using the sequential topology change strategy (we call the corresponding algorithms UWM1, FWM1, TWM1). The results with and without sequential change show that the improvement in bandwidth guarantees is the maximum in UMW1 followed by FWM1 and TWM1. This, along with the results of Table VI, shows that TWM works the best among these three strategies, and weighting strategies of TWM and FWM are good for this network model.
2) Simulation set 2: In this set of simulations, the networks have 50 nodes and the number of nodes capable of being source/destination is 12. The number of sourcedestination pairs is fixed at 90. The nodes have an average degree of 7.5. All other parameters are the same as in simulation set 1. The simulation was run on a different random network and random profile 10 times, and in each simulation the network topology was formed starting with these parameters. Table VII shows the average bandwidth guarantees for the matching based algorithms. The algorithm with UWM works the best, followed by TWM and FWM. Table VIII shows the average bandwidth guarantees for the extended rollout algorithms. Results show that the extended rollout algorithms work better than the matchingbased algorithms. Thus, in networks with small number of source/destination nodes, the weighting strategies of TWM and FWM are not suitable, and rollout-based algorithms work better than the proposed matchingbased algorithms. The reason seems to be that the rollout algorithms are sequential, and treat each sourcedestination pair separately, while the matching-based algorithms compute a maximum total weight topology, with weights heuristically dependent on the traffic and expected routes. In case of relatively small number of source-destination pairs, the proposed weighting strategies as well as the idea of looking at total weight according to these strategies do not seem to work as well as treating those separately (as in rollout algorithms).
Table VII also shows the average bandwidth guarantees we get in the proposed algorithms without using the sequential topology change strategy. The results with and without sequential change show that the improvement in bandwidth guarantees is the maximum in UWM, followed by FWM and TWM.
The problem of finding a degree constrained connected topology is NP -Hard [20] . In the topologies computed by our algorithms, traffic could be routed between all ingress-egress pairs in almost all cases.
VII. COMPUTATIONAL COMPLEXITY

A. Topology Control and Single-path Routing Algorithms
We first discuss the worst case time complexity of single-path routing algorithms. Let the number of nodes in the network be N , number of (potential) edges be E (= O(N 2 )) and the number of aggregate demands in the traffic matrix be M . We use a modified version of Dijkstra's shortest path algorithm [14] as a heuristic for finding the shortest paths. It is modified to take care of the interface and bandwidth constraints while finding a shortest path. As the topology at any intermediate state of the algorithms is not expected to be sparse, so the process of finding a shortest path takes O(N 2 ) time. We sort the profile by decreasing order of traffic demands, which takes O(MlogM) time. The time complexity of the heuristic algorithm is O(MN 2 ), as shortest paths are computed M number of times. If the set of source/destination nodes is constant, then so is the number of aggregate demands. In this case, the complexity becomes O(N 2 ).
The time complexity of the route rollout algorithm is O(M 2 N 2 ), as K is fixed. This complexity is due to the fact that at each decision step, O(M ) shortest paths are computed, and there are M decision steps in the algorithm. In the case of fixed M , the complexity is O(N 2 ). The time complexity for the index rollout algorithm is O (M 3 N 2 ) . At each decision step in the algorithm, O(M 2 ) shortest paths are computed, and there are M decision steps in the algorithm resulting in the above complexity. This also reduces to O(N 2 ) for fixed M . The complexity for the integrated rollout is the same as index rollout time is scaled by K, which is a constant.
In the case where each node in the network can be a source or a destination, M scales as N 2 and the complexity of the heuristic algorithm becomes O(N 4 ), while the route rollout algorithm takes O(N 6 ), and the other two rollout algorithms take O(N 8 ) time.
B. Complexity of Matching-based Algorithms
The computational complexity of the algorithms can be broken into the following steps: N 2 ) , and so the maximum weight matching step determines the order of the proposed algorithms (not counting the time taken to solve the MCF). Thus, these parts of the algorithms take O(N 4 logN ) time, with N being the number of nodes in the network. This complexity is much lower than that for route rollout (O(N 6 )) and index and integrated rollout algorithms (O(N 8 )) . The heuristic used by these rollout algorithms takes O(N 4 ) time.
The worst case time complexity of the multi-path algorithms is dominated by the worst case complexity of solving the linear program (LP), which takes O((MN + E) 3.5 ) time using interior point methods [8] . This worst case bound is misleading as current LPsolvers like CPLEX [10] are very fast for most instances of moderately sized linear programs, and thus the multipath algorithms are much faster than the single-path rollout algorithms in our simulations. To summarize, we tabulate the computational complexity of the proposed algorithms in Table IX .
VIII. CONCLUSION
We consider the problem of integrated topology control and routing in Free Space Optical (FSO) wireless mesh networks. FSO links have characteristics that make them more suitable than RF links for use in mesh networks, where certain bandwidth guarantees need to be provided to end-users. As the number of FSO transceivers at each node is scarce, we consider the critical problem of topology control so that the network throughput is high for a given traffic estimate. We prove the problem NP -Hard and propose efficient algorithms for topology control and routing (both single-path and multipath). The simulation results show significant gains over simple algorithms.
