The paper provides considerations relative to the application of 3D vision methods and presents some lessons learnt in this respect by presenting four 3D vision tasks and discussing the selection of vision sensing devices meant to solving the task. After a short reminder of 3D vision methods of interest for optical range imaging for microvision and macrovision applications, the paper enumerates and comments some aspects which contribute to find a good solution. Then, it presents and discusses the four following tasks: 3D sensing for people surveillance, measurement of stamping burrs, sorting burred stamping parts and finally, hole filling algorithm.
INTRODUCTION
The world in which we are living is three-dimensional and to evolve in it, most animals have developed means to sense their environment. Thus nature has developed different types of 3D vision systems, most based on optical sensing but some also using ranging by acoustic or electric signals. The predominant method, optical triangulation is found implemented in several flavors like stereovision, optical flow perception, parallax viewing, etc.
Nowadays, non-contact sensing can be performed by using different bands of energy waves. Ultrasonic waves are used in sonar systems and microwaves represent the active signal used for synthetic aperture radar (SAR) imaging. On the other side of the electromagnetic spectrum, x-rays are used for imaging the inside of bodies, producing directly classical x-ray images or providing the input for the reconstruction of 3D images by computed tomography (CT). Surrounded by x-rays and microwaves on the electromagnetic spectrum, light waves are finally the dominant support for 3D sensing.
A large number of techniques are available for the purpose of measuring 3D surfaces by optical means and there is not a unique way to classify them. A taxonomy proposed in 1 is close to the domains of application in the sense that it puts some needs of the user in the foreground. The main division is the classification in active and passive systems. The active systems are then divided according to basic physical differences, namely in triangulation and time-of-flight methods. Passive methods on the other hand, all based on geometry, are divided into several classes (stereo, silhouettes, shading, photogrammetry, focus) that differ basically in the reconstruction method they apply. A different taxonomy 2 is proposed to address the performance analysis and physical limitations and is therefore much closer to the physics of light. It proposes a division into triangulation, interferometry and time-of-flight.
From the application point of view, often the choice of the adequate 3D vision method is not obvious, not to mention the choice of a specific vision system. Each method comes with a number of specificities that suit the application more or less and it is not always clear a priori what the right perspectives or compromises are. This paper is devoted to the presentation of work carried on in the perspective of matching 3D vision methods and systems with the requirements of some given tasks. Next section provides a reminder of main 3D vision methods of interest for macro and micro range imaging. Next follows a section giving some considerations for applying them. To illustrate the work in a more specific way, we present in a final section, a selection of four specific 3D vision tasks we investigated in the past.
3D VISION METHODS
This section provides a reminder of main 3D vision methods of interest for macro and micro range imaging.
Depth from focus -Multifocus 3D microscopy
The depth from focus process is based on the limited depth of field for scenes imaged with high magnification optics. Defocusing will introduce a blurring in the image. By scanning the vertical axis, it is possible to find, for each pixel, the depth corresponding to the best local sharpness. Depth can be computed from a limited number of defocused images or derived from all images obtained by a systematic exploration of the z-range under consideration. Multifocus is sometimes used to refer to the later method 3 . Once the scan has been completed, it is also possible to create a multifocus image, where the sharpness has been maximized for all regions of the image.
Stereo vision
The stereo vision process is based on the simultaneous acquisition of two images, each from a different viewpoint 4 . In stereo microscopy, each ocular corresponds to a different viewpoint. For machine vision, the oculars are replaced with video sensors. Image matching algorithms are then employed to compute the disparity of the image pair and to reconstruct 3D information. The use of a-priori information concerning the object geometry permits to speed up the matching 5 .
Structured light
Light is said to be structured if it is spatially modulated in intensity 6 . If the illumination axis is different from the camera axis, it may be possible to infer the 3D object structure from 2D images obtained with different light structures. From a detection point of view, structured light methods are very easy to implement: the hardware needed is a video camera (with appropriate optics). The difficulty is in the generation and usage of the appropriate illumination pattern. In general, an optimum illumination pattern must be defined for each object to observe 7 .
Chromatic aberration
This method uses chromatic aberration introduced by lenses to find height information. However, the very principle of this measurement makes this method a punctual method. The volume to image must be scanned horizontally with the sensor to obtain a complete image. This method is mostly useful to find range information for a single point and tends to be slow for acquiring range images.
White light interferometry
White light interferometry is an interferometric method that uses light from a broadband spectral source. During measurement, the object is displaced in z-direction with respect to the microscope and the corresponding interferometric signal is recorded at each pixel location. The range image is derived from the signals recorded by a smart imager 8 .
Confocal microscopy
This method uses the small depth of focus of microscopes. A pinhole light source is imaged onto the object and light from the object is focused onto a pinhole detector. The detected signal is exactly maximal, when the object surface is located in the common focus plane of source and detector. The signal intensity decreases the more the illumination on the surface and the surface image on the detector become blurred. The method requires a scanning in x, y and z in order to generate a range image. The achieved resolution depends on the pinhole size. The use of microlenses permits to remedy the dramatic decrease in measured light intensity due to the pinholes 9 .
APPLIED 3D VISION
Given a vision task, several aspects contribute to finding a good solution.
Avoiding 3D complexity whenever possible
Many inspection problems relative to 3D objects can be transformed into 2D problems, which then can be solved more easily by conventional image processing tools. Some means available for this transformation are:
• Enhancing the standard 2D view of an object with additional object sub-images provided by simple mirrors and reflecting lateral views of the object of interest; • Using adequate illumination schemes that contribute to improve the visibility of interesting features;
• Taking advantage of color and spectral characteristics of the object or the illumination, as well as possible polarization properties; • Considering the spatial distribution of sensors;
• Exploiting the temporal characteristics of the object under study.
Selecting the right 3D sensor
3D inspection is complex not only because 3D is intrinsically more complex than 2D. A main difference between 3D inspection and 2D inspection is related to the sensing devices used for the acquisition. For 2D inspection, the video camera is widely used. Of course, there are other devices, with different geometries or different spectral sensitivities like multispectral imagers or IR-imagers. It remains that the video camera is ubiquitous. Combined with suited optics, it is in a position to cover a field of view that ranges from roughly 1 µm up to astronomical distances.
This contrasts with 3D vision. 3D sensing methods are numerous and each method has its own specificities. They differ for instance in resolution and in the covered field of view. They also differ by other characteristics like speed, sensitivity to ambient light, robustness, etc. It means that, even if a 3D vision system suits some application, it may possibly not work anymore with a very similar application that however differs in only one of these characteristics. Translating an application to a new scale or moving from an application to another similar application may require a system redesign.
Looking at practically available 3D sensing systems, we obtain specifications for vision methods and corresponding vision systems. As an example, tables 1 and 2 below report possible specifications of vision systems belonging to categories of given vision method. With fields of views in the millimeter range, the systems of table 1 address microvision; table 2 concerns macrovision with metric fields of views. 
Considering optimal data processing
3D vision is not complete without data processing. This aspect comprises a first category of data processing intrinsically required by the measurement principle and in absence of which, obtained measurements are not range values. This category comprises for instance range recovery from the interferometric signal in white light interferometry or similar operation in multifocus. Also the image matching required for 3D reconstruction from stereo belongs to it. The second data processing category addresses postprocessing issues for conditioning the signal and compensating certain errors. Signal offset and gain compensation, signal scaling, data filtering belong to it.
-.
SELECTED EXPERIENCES
This section presents four 3D vision tasks and discusses the selection of vision sensing devices for solving the task.
3D sensing for people surveillance
We consider in this example the task of people sensing for people detection, people counting and general surveillance purposes. A common approach for detecting moving objects in presence of a static camera relies on the principle of change detection and the principle is usually applied to conventional video. Conventional video cameras are thus a straightforward and low-cost solution.
a) video b) depth from stereo c) depth form TOF However, video-based change detection has a number of pitfalls like false-alarms in presence of shadows or foreign light sources. To remedy these errors, we consider therefore 3D change detection and discuss in the following the selection of a suited 3D vision sensor for the two sites illustrated in figure 1a, namely the pathway site, which is characterized by outdoors conditions and medium distance range, and the showroom site, itself characterized by indoor conditions and close distance range.
In this context, major requirements for 3D sensing are real-time (>5 Hz) acquisition of range images with a depth resolution of 10 cm. Two candidates for the 3D sensor are stereovision 10 and time-of-flight (TOF) 11 cameras. Some basic differences of the two technologies considered are compared in table 3 below. A first critical issue is the maximum range of the systems. TOF has a maximum range, bound to the periodicity of the phase shift measurement, and defined by the manufacturer. It has also a maximum range bound to illumination. Given that TOF is an active method, it has a range limit bound to the value of its S/N ratio. No limit is set to the indoor range, but the range for sunlit outdoor scenes is practically too small for considering this method for the pathway site. Figure 2 shows ranges for indoor and outdoor and figure 1.c illustrates the image degradation outdoors very well. Regarding stereo, the range limit is bound to the degradation of resolution as illustrated in figure 2 . Practically, using a stereo head with a basis of 10 cm, the resolution becomes quite low at the maximum range of 10 m of the pathway site. The resolution is fine for the showroom site. Regarding the comparison of the two methods in the showroom site, both systems provide sufficient range and good resolution. The comparison is dominated by the nature of the active TOF method and the passive stereo method. While stereo tends to fail in low contrast regions, TOF provides more robustness.
Measurement of stamping burrs
This example concerns metallic burr measurements. Burrs are a nuisance that almost any tool generate while working on a component. Any deviation of the component from its nominal (i.e. CAD) geometry could be considered as a burr. The smallest burrs of interest, though, seem to have a minimum height of about 5 µm but can be as high as 1mm. Noticeable burrs are often located along the discontinuities (i.e. edges) of the component. Burrs are often irregular and appear as fractured and rough surfaces. There is a real interest to measure the burr height, width, angle at one or few locations of the component, sometimes even to measure the full component.
In this context, major expectations for 3D sensing are real-time acquisition of range images with a depth resolution of 5 µm. Two candidates for the 3D sensor are white-light interferometry 12 and multifocus 3D microscopy 3 . Some basic differences of the two technologies considered are compared in table 3 below. The quality of range measurements performed by the two mentioned methods does not differ significantly. It is illustrated in figure 3b in the case of a 50µm high, primary stamping burr located on the left corner of the stamping part of figure 3a, and marked by the circle. Thus, both systems seem to qualify from the point of view of measurement quality. None satisfies, however, the speed ultimate goals.
Indeed, considering the problem of measuring the total burr volume of a stamping part of, let's say 200 mm total edge length. A white light interferometer with the properties of table 4 would need to acquire approximately 100 images and this would last for 100 s, opening perspectives of performing off-line quality control. Similar on-line quality control cannot be envisaged yet.
Sorting burred stamping parts
Let us reconsider above burred stamping parts. Given the nature of the stamping process, stamped parts exhibit different edges on both sides. Clean edges characterize the introduction side while the presence of burrs characterizes the other side. We consider here the task of automatic stamping side detection for the purpose of side sorting prior to specific subsequent processing steps like burr removal, a process which applies differently on both sides of the parts. Considering the burr/non-burr side detection problem as a 3D measurement problem, we end up with requirements that are quite difficult to satisfy. Considering namely stamping parts with burrs as small as 10 µm being transported on a 200 mm wide belt running at a speed of 100 mm/s, the requirements would be to acquire 200 M three-dimensional measurements per second, something which is far beyond the capability of 3D sensing systems.
The affordable solution consists in this example in the choice of adequate illumination. Considering namely oblique lighting, it appear that shading is different on edges with and without burrs and thus, this property can be used for discrimination. More specifically, in 13 a method is proposed that relies on the observation that the strongest discrimination between clean and burred edges appears in the two positions when the contour is perpendicular to the incident light: the two positions are characterized by contours facing the light source on one hand and contours facing the opposite direction on the other one. Given I 1 and I 2 the contour intensities for the facing respectively opposite contour intensities, then the ratio R=I 2 /I 1 is a good discriminator for side detection. It is close to 1 for burred edges and tends to zero for clean edges. Figure 5 illustrates the contour histograms used to extract the I 1 and I 2 value (180 degree shifted peaks). With this method, it appears finally that the stamping side detection problem is solved by a conventional high resolution 2D vision system. 
Hole filling algorithm
Regardless of the type of 3D sensor, range image measurements are affected by noise. As a result, acquired images have values of limited confidence and may also comprise data with no confidence at all, i.e. invalid data points. Based on assumptions relative to noise and continuity properties of the measured object, measurements can be improved by software tools. This example concerns a hole filling algorithm, a method that allows recovering from invalid data or from data with low confidence. In presence of a data point of very low confidence, the algorithm applies the hypothesis of surface continuity and consolidates the point as a function of its neighbors with high confidence.
The hole filling algorithm presented in 14 works according to this principle and performs the consolidation process in an adaptive way in order to reach maximal confidence. An example is illustrated in figure 6 on previous page.
CONCLUSION
The authors hope that the presented considerations relative to the application of 3D vision methods and the discussed selected examples help others to develop innovative applications in this field.
