We make explicit the geometric content of Mel'nikov's method for detecting heteroclinic points between transversally hyperbolic periodic orbits. After developing the general theory of intersections for pairs of family of Lagrangian submanifolds constrained to live in an auxiliary family of submanifolds, we explain how the heteroclinic orbits are detected by the zeros of the Mel'nikov 1-form. This 1-form admits an integral expression, which is non-convergent in general. Finally, we discuss different solutions to this convergence problem.
Introduction
In his article [6] , Mel'nikov introduced a method for studying time-periodic perturbations H ε (x, ξ, t) = H 0 (x, ξ) + εH 1 (x, ξ, t) of 2-dimensional time-independent Hamiltonian systems. The author considers the case where H 0 has a hyperbolic fixed point m 0 ∈ R 2 such that (one "half" of) its stable manifold coincides with (one "half" of) its unstable manifold, as depicted in the picture below.
Let us denote this manifold by N 0 . For studying the time-dependent perturbations of H 0 , one might consider a section at time t = 0 of the system in R 2 × S 1 , given by the time 1 flow φ t=1 X Hε . Because of the structural stability of hyperbolic points, there is a smooth family m ε of hyperbolic points for the map φ 1 X Hε . Furthermore, the hyperbolicity implies the existence of a smooth family of stable (resp. unstable) manifolds N + ε (resp. N − ε ) for m ε . However, as soon as ε = 0, they might not coincide and their intersections (called homoclinic points) form in general a very complicated set.
This phenomenon, refered to as the "homoclinic entanglement", is the sign of the chaotic behaviour that occurs near m 0 . In order to detect the positions of the homoclinic points of m ε , Mel'nikov defined the function M (t) = +∞ −∞ {H 1 (t + s) , H 0 } (m (s)) ds, where m (s) is the trajectory on N 0 under the unperturbed dynamics of H 0 starting from a chosen point m ∈ N 0 . This point plays the role of an origin on N 0 and t is a coordinate. Mel'nikov shows that the zeros of M describe at first order in ε the position of the homoclinic points of the perturbed hyperbolic point m ε .
The main goal of this article is to clarify the geometric content of Mel'nikov's method, by considering higher-dimensional systems and general symplectic manifolds. We first remark that such a time periodic perturbed system can be rewritten as an autonomous one, thru a standard procedure. Namely, one takes the product of the initial symplectic manifold (here simply R 2 ) with T * S 1 , where the S 1 factor corresponds to the t variable. In the extended system, the hyperbolic fixed point m ε becomes a transversally hyperbolic periodic orbit γ ε , whose stable and unstable manifolds intersect along trajectories homoclinic to γ ε .
The extension of Mel'nikov's technique for detecting heteroclinic orbits linking two transversally hyperbolic periodic orbits or tori, rather than hyperbolic points, has been used by many authors, e.g. [2, 5, 7] . They all consider dynamical systems with the common feature that there is an explicit separation between the "longitudinal" and "transversal" variables, corresponding respectively to the motion along the tori (or the periodic orbits) and the hyperbolic transversal motion. This assumption is unnecessary and actually goes against a satisfactory understanding of the geometry underlying this method. Moreover, resorting to explicit coordinates dismisses one particular case occuring in dimension 4, namely when the local stable and unstable manifolds of the periodic orbits are not diffeomorphic to the cylinder but rather to the Möbius strip 1 . Furthermore, as a multidimensional generalisation of the Mel'nikov function, the authors introduce a "Mel'nikov vector", whereas the correct geometric object is rather a 1-form, as we will see in this paper.
The general tool we will rely on is the intersection theory for pairs (N + ε , N − ε ) of Lagrangian submanifolds which coincide for ε = 0 and which are constrained to live in an auxiliary manifold N ± ε ⊂ P ε for all ε. Indeed, stable and unstable manifolds of transversally hyperbolic periodic orbits are Lagrangian and confined at least in an energy level {H ε = cst}. For this particular intersection theory, one has to introduce a suitable "transversality" condition at ε = 0 (roughly speaking, a condition on the variations " dN ± ε dε ") in order to insure transversality of N + ε and N − ε in P ε for ε = 0, since the usual transversality hypothesis is obviously not fulfilled at ε = 0. This theory, which actually applies to any pair of Lagrangian submanifolds, regardless to their stable/unstable feature, is developped in Section 1. It is shown that investigating the intersections of N This is the topic of Section 2, where we apply the theory developed in Section 1 to this heteroclinic/homoclinic situation, and we focus on the following questions. When the unperturbed Hamiltonian H 0 is completely integrable (this is automatic for 2-dimensional systems), i.e. admits a momentum map A = (A 1 , ..., A d ), then one can compute the Mel'nikov 1-form β thru the evaluations β X A j , for which there turns out to be an integral expression. Unfortunately, this integral does not converge in general. Then, we discuss what are the different solutions to this convergence problem, namely either assuming that the perturbation H ε − H 0 is critical on both orbits γ choosing the A j 's critical on γ ± 0 . The latter works perfectly in the homoclinic situation, but we explain that in the heteroclinic one, there is usually not enough independent such A j 's to determine the Mel'nikov 1-form. We show however that there is a special case (to which belong the time-periodic systems) for which there is precisely enough A j 's critical on γ ± 0 to compute β. This question is usually ignored in the literature since the authors consider either the homoclinic situation or periodically forced systems.
Intersections of families of Lagrangian submanifolds
We forget for the moment the heteroclinic theory of transversally hyperbolic orbits and we start with the intersection theory for some famillies of compact submanifolds N ± ε in a given manifold M. All the manifolds under consideration are smooth. As well, we assume that the families depend smoothly on the deformation parameter ε, in the sense that the union ε (N ± ε × {ε}) is a smooth submanifold of M × R. From now on, both these smoothness conditions will always be implicitely assumed.
It is well-known that whenever N is a smooth manifold of dimension equal to dim
ε is a smooth family of submanifolds of M, for small enough ε.
As mentioned in the introduction, we need to consider the situation where N can be insured by a "infinitesimal transversality" condition in P 0 . This is precisely the case for the Mel'nikov situation where the families under consideration are included in a level set of a Hamiltonian H ε . This question is described in Section 1.2.
Eventually, in the symplectic framework, the intersection theory for Lagrangian submanifolds is somehow simpler and it is well-described by the Mel'nikov 1-form, a differential form on N 0 , as we discuss in Section 1.3.
Infinitesimaly transverse intersections

Generating flows for families of submanifolds
First, we need to parametrize the families of submanifolds with families of diffeomorphisms in the following way. Definition 1. Let N ε ⊂ M be a family of compact submanifolds. A (time-dependent) vector field X ε is said to generate N ε if X 0 is not tangent to N 0 and if its flow φ ε Xε satisfies φ ε Xε (N 0 ) = N ε . We will also say that the flow φ Notice that in general it is impossible to a choose time-independent vector field to generate a given family N ε whereas it is always possible with a time-dependent one, as the next lemma shows. Lemma 2. Let N ε ⊂ M be a family of compact submanifolds. Then there exists a vector field X ε generating N ε . Moreover, when one is given two deformations N ± ε of the same
Proof. Applying the Tubular Neighborhood Theorem for the submanifold N 0 , we reduce to families of submanifolds in a compact neighborhood O of the zero-section of a vector bundle over N 0 , for which there exist particular generating vector fields, namely those associated to vertical translations. These vector fields, as well as their difference, are vertical and therefore not tangent to N 0 . Multiplying these vector fields by a smooth function vanishing outside O and equal to 1 in a (smaller) neighborhood of N 0 , we can pull them back and obtain vector fields X ± ε on M generating N ± ε and such that X + 0 − X − 0 is not tangent to N 0 . In all the following, we will always choose implicitly generating vector fields with the property of Lemma 2. For a given family N ε , the choice of a generating vector field is of course not unique, but different choices are related as follows. Proof. Denote by φ ε (resp. ϕ ε ) the flow of X ε (resp. Y ε ). The vector field of the flow
−1 * (X ε ) and therefore, the composition
On the other hand, ψ ε obviously sends N 0 to itself and its vector field is therefore tangent to N 0 . This implies that X ε − Y ε is tangent to φ ε (N 0 ) = N ε , for all ε.
Infinitesimal transversality
From now on, we will always two families N 
According to Lemma 3, both differences X 
Proof. First, proceeding as in the proof of Lemma 2, we reduce to families of submanifolds in a neighborhood O of the zero-section of a vector bundle over N 0 , and we can choose the generating vector fields to be vertical translations. 
Since the intersection is {0}, the transversality condition amounts to re-
, we obtain the claimed expression.
We state now the theorem which shows that the infinitesimal transversality is the good notion for our problem. Proof. The proof consists of four arguments.
• First, applying the Tubular Neighborhood for N 0 , we transpose the situation to a compact neighborhood of the zero-section of a vector bundle E over N 0 . Denote by π : E → N 0 the projection and ι : N 0 → E the inclusion map. For small enough ε, the manifolds N ± ε are the graphs of sections, denoted by α • Then, one considers the fiberwise dilation by a constant number 1 ε , which is a diffeomorphism of E and leaves the zero-section N 0 invariant. This means that α ε = αε ε is still a section, and it is smooth with respect to ε even at ε = 0 since α 0 = 0. Namely, one hasα 0 = dαε dε ε=0 which is nothing but X 0 , provided that one has identified the fibers and their tangent space. We denote byÑ ε the graph of the sectionα ε , which is thus a smooth family of manifolds. Since the dilatation is a diffeomorphism for all ε = 0, then N ε and N 0 intersect transversally for all ε = 0 iffÑ ε and N 0 do. Now, we know from the general transversality theory that ifÑ 0 and N 0 intersect transversally at some point m, then for small enough ε the intersection ofÑ ε and N 0 near m is a smooth manifold depending smoothly on ε.
• Finally, we show that if m ∈ N 0 is a "transverse infinitesimal intersection" of N ε and N 0 in the sense of Definition 8, then it is actually a transverse intersection in the usual sense ofÑ 0 and N 0 . This will be easily deduced from the following formula
which holds for each Y ∈ T m N 0 . To show this formula, we first useα 0 = φ
By definition of the Lie bracket, we obtain
Let's chooseỸ to be a lift of a vector field on the base N 0 . Since, X 0 is vertical, it follows that the Lie bracket Ỹ , X 0 is also vertical, as well as φ
If m ∈ N 0 is an infinitesimal intersection of N ε and N 0 , i.e. a point whereα 0 vanishes, this means that the vector field X 0 vanishes everywhere on the fiber above m and the flow φ t X 0 restricted to this fiber M q is the identity for all t. Thus, at such a point m, one has
proves the formula (1).
Intersections with constraints
Suppose now that the two families N ± ε are constrained to an intermediate compact submanifold P ε for all ε, i.e. N ± ε ⊂ P ε ⊂ M, where P ε is a smooth family of submanifolds of codimension at least 1. The submanifolds N ± ε are thus in no way transverse in M but they may be so in P ε if an appropriate infinitesimal transversality condition is satisfied, as we prove in Theorem 15, but first of all, we prove the following.
Lemma 12. Let N ± ε ⊂ P ε ⊂ M be two families of constrained compact submanifolds. There exist generating vector fields X ± ε which generate P ε in the same time.
Proof. First, let ψ ε be a flow generating the family P ε and consider the familiesÑ
. These families satisfiyÑ ± 0 = N 0 and they are included in the fixed manifold P 0 since ψ ε (P 0 ) = P ε . Therefore, there exist generating flows forÑ ± ε inside P 0 , i.e. families of diffeomorphisms ϕ To check that this notion is well-defined, one has to verify two facts. First, the image imgD m,X ± 0 is in T m P 0 . Indeed, for any Y ∈ T m N 0 we can choose an extensionỸ which is tangent to both N 0 and P 0 , and
lies in P 0 sinceỸ and Proof. Let's choose a flow ψ ε generating P ε and denote by Z ε its associated vector field. First, one proves that a point m ∈ N 0 is a transverse infinitesimal intersection of N + ε and N − ε in the constraint P ε iff it is a transverse infinitesimal intersection of ψ
in the constraint P 0 , where P 0 is understood here as the constant family ε → P 0 . Indeed, let's defineÑ
Now, since the familiesÑ ± ε lie in the fixed submanifold P 0 , we can apply Theorem 11 which insures that near m there is a smooth family of submanifoldsΛ ε with Λ 0 ⊂ N 0 andΛ ε =Ñ + ε ∩Ñ − ε for small enough ε = 0. Applying then the family of diffeomorphisms ψ ε , we obtain the claimed result for the intersections of the families N ± ε .
Lagrangian intersections
Let us suppose now that M is endowed with a symplectic structure ω and that the families of submanifolds N ± ε are Lagrangian for all ε. Lemma 17. The Mel'nikov 1-form is well-defined, i.e. independent of the choice of X ± ε , and it is a closed form, dβ = 0.
Proof. First, ifX
± ε is a second pair of generating vector fields, we know from Lemma 3 that both differences X 
If we denote by β (resp.β ) the Mel'nikov 1-form defined with X ± ε (resp.X ± ε ), we have the relation β =β + ι * (Z ω). The second term vanishes since Z is tangent to N 0 which is Lagrangian and therefore β =β.
Second, for each ε the pull-back
and the manifolds N ± ε are Lagrangian. Taking the derivative with respect to ε and using Cartan's formula together with dω = 0, one obtains ι 
The first term vanishes since β is closed. We thus have Y β Z = Z β Ỹ which is independent of the choice of the extensionZ.
We 
ω . Using once again the Leibniz rule provides
The second term vanishes at m since X (Y ) must vanish.
Constrained intersections for Lagrangian submanifolds
We suppose now that our Lagrangian submanifolds N ± ε are constrained to an intermediate submanifold P ε for all ε, as described on Section 1.2. Thanks to Lemma 21, the criterion given in Lemma 14 transposes straighforwardly to the Lagrangian case, as follows.
We can actually say more than this. Indeed, since P 0 contains the Lagrangian manifold N 0 , it must be coisotropic and the associated isotropic foliation (T m P 0 )
⊥ satisfies
Moreover, the dimension of the isotropic foliation is exactly equal to codimP 0 . This allows to show Proposition 24 which will be easily deduced from the following lemma. 
Denoting by a dot the derivatives with respect to ε, one has Proof. First, there exist p smooth families of linearly independent functions F
, where p = codimP ε , such that in a neighborhood of m the manifold P ε is given by the common level set P ε = m | F form a basis of (T m P 0 )
⊥ . This implies that (T m P 0 ) ⊥ ⊂ kerβ everywhere on N 0 . Therefore, if m is an infinitesimal intersection, then for each Z ∈ (T m P 0 ) ⊥ ⊂ T m N 0 , one has (∇β) (Y, Z) = Y β Z = 0 since we can choose the extensionZ to be everywhere in (T m P 0 ) ⊥ . For such aZ, one has β Z everywhere and therefore (∇β) (Y, Z) = 0 for all Y . This shows that (T m P 0 ) ⊥ ⊂ ker∇β. This inclusion together with the transversality condition dim (ker∇β) = dim (T m P 0 ) ⊥ of Lemma 14 proves the result.
The Mel'nikov 1-form
In the previous section, we developped tools to deal with pairs N ± ε of families of Lagrangian submanifolds, with the same limit N 0 := N + 0 = N − 0 and constrained for all ε to a submanifold P ε . We will now use these tools to deal with the situation where N ± ε are the stable and unstable manifolds of transversaly hyperbolic periodic orbits of a given Hamiltonian on M. The Mel'nikov 1-form introduced in Definition 16 allows us to detect the presence of intersections of N − ε and N + ε , i.e. heteroclinic orbits between the two periodic orbits. After setting precisely the heteroclinic and homoclinic situation we will deal with, we show that the Mel'nikov 1-form admit an integral expression whenever the Hamiltonian is completely integrable. This integral is unfortunately not convergent in general and needs a prescription on the way we have to take the limit. Nevertheless, we consider two cases in which this integral is convergent. In particular, this encompasses the historical Mel'nikov setup (time periodic perturbation of time-independent systems) which is presented as a conclusion of this paper.
Heteroclinic and homoclinic motions
Stable and unstable manifolds of transversally hyperbolic orbits
Suppose the dimension of M is at least 4. Let H ∈ C ∞ (M) be a Hamiltonian and denote by X H its vector field and by φ t its flow. We recall here some basic facts about stable and unstable manifolds of transversally hyperbolic periodic orbit and refer e.g. to [1] for more details.
Definition 25. A τ -periodic orbit γ of X H is called (transversally) non-degenerate whenever the eigenvalue λ = 1 of the derivative map φ τ * at some point m ∈ γ has multiplicity 2. If moreover the other eigenvalues do not lie on the unit circle, γ is called (transversally) hyperbolic.
Note that the eigenvalues of the map φ τ * always come in pairs (λ, λ −1 ) since φ τ is a symplectic map. On the other hand, at the point m the vector X H itself is obviously an eigenvector with eigenvalue 1.
It is well-known (see e.g. [1, Section 8.8.2]) that the nondegeneracy condition implies that such a periodic orbit always arises within an orbit-cylinder Γ, i.e. there is an embedding Γ :
is a closed orbit of X H and moreover Γ is transversal to the energy surfaces {m; H (m) = E}.
Furthermore, the hyperbolicity of a periodic orbit γ implies the existence of the socalled stable and unstable manifolds. The stable (resp. unstable) manifold is the set, denoted by N + (resp. N − ) of points m ∈ M such that φ t (m) tends to the limit cycle γ when t → +∞ (resp. t → +∞). One is usually obliged to distinguish between the local and the global (un)stable manifolds. Indeed. the hyperbolicity condition implies that in a neighborhood of γ, there exist two embedded Lagrangian submanifolds N + loc and N − loc , called the local stable and unstable manifolds, whose intersection is exactly γ. The global stable and unstable manifolds are then obtained from the local ones by applying the flow φ t for all t, and in general they are injectively immersed in M in a very complicated way.
In the sequel, we will need to focus on a compact part of the stable and unstable manifolds. For this purpose, we define the following. with the choice of a connected component 2 j = 1 or 2. As well, N ± will denote one component of the (un)stable manifold rather than the full manifold. In higher dimensions, this distinction is irrelevant since the manifolds N ± loc \ γ are connected. 2 See e.g. [3] for an example with an illustration of such a system.
Heteroclinic and homoclinic motions
Let H 0 ∈ C ∞ (M) be a Hamiltonian which admits two hyperbolic periodic orbits γ + 0 and γ − 0 , and denote by φ t its flow. As explained in the previous section, the orbit γ Restricting to a compact part as in Definition 26, we thus have two families of periodic orbits γ 
An invariance property of the Mel'nikov 1-form
Let H ε ∈ C ∞ (M) be a perturbation of a Hamiltonian H 0 ∈ C ∞ (M) either in the heteroclinic or in the homoclinic situation, and let β ∈ Ω 1 (N 0 ) be the associated Mel'nikov 1-form. Lemma 23 says that β (X H 0 ) = 0 everywhere on N 0 . This implies that the zeros of the Mel'nikov's 1-form come together with their orbit, as explained below. 
is proved. To prove the second one, let us choose an affine connection ∇ such that ∇X H 0 = 0 in the neighborhood O of a transversal infinitesimal intersection m. This is always possible since X H 0 does not vanish on N 0 . We will show that L X H 0 (∇β) = 0 and this will prove the second point. To evaluate L X H 0 (∇β) (Y, Z) at a point m, we extend Y and Z to O in such a way that ∇Y = 0 and ∇Z = 0. Since X H 0 , Y and Z are parallel vector fields, they commute with each other. This implies that
The Leibniz rule for the Lie derivative then gives
and this vanishes as we have shown earlier. The (2, 0)-tensor field ∇β is thus invariant by the flow of X H 0 . According to Proposition 24, a point m is a transversal infinitesimal intersection, iff ker ∇β is exactly the line generated by X H 0 . Now, since X H 0 and ∇β are invariant by the flow of X H 0 , then we have
and ker ∇β at m is generated by X H 0 iff it is so at each point of the orbit φ t X H 0 (m).
Integral expression in the CI Case
Consider a Hamiltonian H 0 ∈ C ∞ (M) either in the heteroclinic or in the homoclinic situation and let H ε ∈ C ∞ (M) be a perturbation. The definition of the Mel'nikov 1-form associated with the deformed stable and unstable manifolds does actually not take into account the dynamical character of these manifolds. But, we will now show that there is an integral expression for the contraction β (X A ), when A is a conserved quantity, i.e. a Hamiltonian satisfying {A, H 0 } = 0.
When such a conserved quantity A exists, the dynamical character of the system allows one to give an integral expression for β (X A ), which corresponds in some special cases to the object called Mel'nikov function presented in the literature. Unfortunately, in the general case this integral does not converge and one has to give a prescription to make it converge. We explain this issue in Section 2.3.2. Nevertheless, there are two cases where the integral converges. They are discussed in Sections 2.3.3 and 2.3.4. First, we describe the situation where the perturbation is critical on the orbits γ . Finally, we consider the case when the conserved quantity A is critical on the orbits γ + 0 and γ − 0 . We notice that in order to obtain the full information on β, one needs to have d such Hamiltonian vector fields X A 1 ,..., X A d tangent to N 0 and linearly independent. This arises precisely when H 0 is completely integrable and the A j 's are the components of a momentum map. In Section 2.3.4, we explain how many linearly independent A's critical on the orbits γ 
Properties of momentum maps in presence of a transversaly hyperbolic periodic orbit
The presence of a hyperbolic periodic orbit for a Hamiltonian H implies certain properties for its conserved quantities A, {A, H} = 0, as follows.
Proposition 31. Suppose that H has a transversally hyperbolic periodic orbit γ. Then, each conserved quantity A is constant on the stable and unstable manifolds
Proof. The commutation relation {A, H} = 0 implies that the orbits of X H are included in the level sets A = cst. In particular one has γ ∈ {A = a} for some constant a ∈ R. Moreover, by definition, for each point m on the stable manifold N + (γ), one has φ t X H (m) → γ, when t → +∞. Since the function A is constant on the trajectories of X H , we must have A (m) = A • φ t X H (m) and the limit t → +∞ yields A (m) = A (γ) for each m ∈ N + (γ), i.e. A is constant on N + (γ). A similar argument shows that A is also constant on N − (γ). Since N ± (γ) is Lagrangian, the equation T m N ± (γ) ⊂ ker dA m and the point m ∈ N ± (γ) is equivalent by duality to X A ∈ T m N ± (γ). Now, at each point m ∈ γ, the intersection . Therefore, the Mel'nikov 1-form β ∈ Ω 1 (N 0 ) associated to any perturbation H ε is fully understood whenever one is able to compute the evaluations β (X A 1 ) , ..., β (X A d ).
Integral expression with prescription
Thanks to Proposition 31, the vector field X A associated to any conserved quantity A is tangent to the heteroclinic/homoclinic manifold N 0 , and one can thus evaluate the Mel'nikov 1-form β ∈ Ω 1 (N 0 ) on it. This evaluation can express in terms of an integral involving the first order perturbation
, as the next theorem shows.
Theorem 32. Let H 0 ∈ C ∞ (M) be a Hamiltonian either in the heteroclinic or in the homoclinic situation. Let H ε ∈ C ∞ (M) be a perturbed Hamiltonian and β ∈ Ω 1 (N 0 ) the associated Mel'nikov 1-form. Then, for any conserved quantity A ∈ C ∞ (M) and any point m ∈ intN 0 , one has the following formula
where τ ± ε is the period of γ ± ε and the point m
Proof. Fix a constant κ large enough for m to belong to N It might seem to the reader that this integral expression is not very easy to handle, but this is unfortunately the only one available without any further assumptions. In the next two subsections though, we consider special cases for which this expression takes a simpler form.
Homoclinic case with a perturbation vanishing on the orbits
When the perturbation is critical on the orbits γ + 0 and γ − 0 , i.e. d (H ε − H 0 ) = 0, then both cycles are periodic orbits of the perturbed dynamics H ε for all ε. This means that there is a family of energies E ε such that the family of orbits γ + ε , included in the energy levels {H ε = E ε }, is actually constant, i.e. γ 
which is equal to τ 1 X H 0 (f ) m 0 . And the third one is a variation of a flow whose expression is 
The shrewd choice of the conserved quantity
Suppose now that the perturbation does not have any special properties. We first show that when the conserved quantity A is critical on the periodic orbits, then the expression of Theorem 32 simplifies as in Theorem 33. This result is proved in Theorem 34 and then, we explain how many such A's one can have. 
Proof. We start from the expression given by Theorem 32. The vanishing of dA on γ Let us now address the issue of counting how many such conserved quantities with this property one can have. Remember, that we need only d − 1 independent A's in order to describe completely β, thru the evaluations β (X A ), since H 0 itself is a conserved quantity and we know already from Lemma 23 that β (X H 0 ) = 0. 
Recovering the Mel'nikov function
The Mel'nikov "function" was historically introduced for studying periodically forced 2-dimensional Hamiltonian systems. We present here the class of periodically forced system, as a special example of the general framework we have been developping throughout this article.
Let (M, ω) be a 2d-dimensional symplectic manifold and H 0 ∈ C ∞ (M) a Hamiltonian admitting two fixed points m (A 1 , ..., A d ) . This hypothesis is automatically true in the 2-dimensional case usually considered. Then, we perturb the Hamiltonian into a 1-periodical time-dependent Hamiltonian H ε (t). For studying such systems, it is very convenient to consider the "extended system" on the (2d + 2)-dimensional manifoldM = M × T * S 1 , where the S 1 factor corresponds to the t variable. This manifold is equipped with the symplectic form π * ω + dη ∧ dt, where η is the moment variable associated with t and π is the projectionM → M. Let denote the Poisson brackets oñ M (resp. M) by {, } ∼ (resp. {, }).
The perturbed Hamiltonian H ε can be viewed as a function onM independent on η. Then, we define the extended HamiltonianH ε = H ε • π + η and it is easy to check that the dynamics of H ε is given by the projection on M of the dynamics ofH ε onM.
Since the points m is simply equal to {H 1 (t) , A j } m .
Therefore, the evaluation of β becomes which is the usual form of the so-called "Mel'nikov functions" M j (t), for a fixed point m.
