This work analyzes the impact of delay spread on IEEE 802.15.4a networks using energy detection (ED) receivers. Specifically, we review the typical values for delay spread in Ultra Wide Band (UWB) systems reported to date for indoor, outdoor and industrial environments, and study how the delay spread impacts the bit-error rate with and without Multiuser Interference (MUI).
Introduction
The IEEE 802.15.4 working group, whose goal is the standardization of low-rate and low-range wireless personal area networks (LDR-WPAN), has published a new physical layer option based on the TH-UWB (Time Hopping Ultra Wide Band) technology that intends to bring extra capabilities to this kind of networks [1] . The new physical layer is named IEEE 802.15.4a; its key novelties are higher data rates, ranging capabilities, and even more reduced energy consumption as compared to the previous physical layer options. All these characteristics considerably increase the number of applications and market opportunities of LDR-WPANs.
A desirable feature in LDR-WPANs is that the transceiver devices should be low-cost; in this sense, the non-coherent reception with energy detection (ED) constitutes the most attractive reception scheme [3] . Keeping the low-cost idea in mind, the IEEE 802. 15 .4a modulation and coding schemes allow for the use of coherent and noncoherent reception, enabling networks of nodes with heterogeneous capabilities. Unfortunately, the non-coherent reception is more sensitive to the harsh conditions of the multipath UWB radio channel.
Some experiments to characterize the UWB channel have already been carried out in different environments [4] - [12] . Among other interesting results, through these experiments it has been found that the delay spread is significantly high, as compared to the short duration of the transmitted pulses. In this work, the main contribution is on studying the degradation produced by the delay spread on the IR-UWB signal reception, specifically for the 802.15.4a-compliant devices using the ED reception technique. The paper starts describing the 802. 15 .4a modulation format in Section 2. Later, Section 3 summarizes the main results of some measurements on UWB signal propagation, its main focus being on the delay spread. Section 4 lists the negative consequences of the high delay spread on the IR-UWB signal reception. Finally, Section 5 concludes the document.
IEEE 802.15.4a standard
The original IEEE 802. 15 Frequency Division Multiplexing (FDM) channels in the 0-10 GHz range; 12 of these channels are 500 MHz wide (at -3 dB bandwidth) and the 4 remaining channels are wider than 1 GHz. The standard does not restrict the pulse to any particular shape, but it is specified in terms of the correlation it must have with a reference pulse. For instance, for a 500 MHz channel the reference signal is a root raised cosine pulse with roll-off parameter  = 0.6 and 2 ns width.
The same pulse shapes can be used for the transmission of preamble symbols and for symbols included in the rest of a data frame; however, the modulation scheme used for the preamble is different from that used in data symbols. In what follows, we will describe only the modulation scheme used for symbols transmitted after the preamble, i.e. data symbols. For those interested in the preamble symbol format, detailed information can be found in the standard [1] .
In the IR-UWB original idea, explained in [13] , the time to transmit one bit is divided into multiple slots, and a single pulse is transmitted within each slot. The pulse position within each slot depends on the information bit and the TH sequence [14] . In the final IEEE 802.15.4a specification, the idea of transmitting several pulses per bit is maintained, nevertheless, the pulses are now transmitted one right after the other. This train of pulses is referred to as a burst. This approach can be seen as a clever way of varying the overall pulse width without the need to change the fundamental pulse shape or the bandwidth needed to transmit it. It also helps to reduce the spectral lines produced by PPM modulation [15] . The time needed to transmit one bit of information will be referred to as a symbol time (T dsym ). The chip period (T c ) is the portion of time necessary for a pulse transmission, and it constitutes the fundamental time unit in the standard (e.g. T c = 2.0 ns for a 500 MHz channel).
The chip period is inversely proportional to the Peak PRF (Pulse Repetition Frequency), defined as the maximum frequency at which pulses can be transmitted inside a burst. The standard also defines the Mean PRF as the number of pulses per burst divided by the duration of a data symbol. The Mean PRF is variable and it determines the data rate.
In the modulation scheme, named BPM-BPSK, the variation of the location or position of the burst within the symbol (BPM, Burst Position Modulation) is done simultaneously with the polarity or phase changes of its pulses (BPSK, Binary Phase Shift Keying). As an example, Fig. 1 sketches the data symbol structure for the mandatory data rate of 0.85 Mbps at the Mean PRF of 15.60 MHz. The data symbol is N c chip periods long (T dsym = N c T c ) and is divided into two BPM intervals (T BPM = T dsym /2). To reduce the intersymbol interference (ISI), the second half of each BPM interval is left unused as a way to insert a guard interval. The active part of a BPM interval is in turn subdivided into burst periods, each composed by N cpb chip periods (T burst = N cpb T c ). As we mentioned previously, a pulse burst is a set of pulses consecutively transmitted at the Peak PRF (T c seconds apart), and only one burst is transmitted within each symbol. The burst position within the symbol period is determined by two factors: 1) the information bit places the burst in one of the two BMP intervals; if the bit is "0" the burst has to be transmitted during one of the burst periods belonging to the first BPM interval, or, if the bit is "1", during the second BPM interval. 2) The burst position in the active portion of the BPM interval is set by the TH sequence, which pseudorandomly varies the burst position, thus reducing the multi-user interference (MUI) and improving the radiated signal spectrum shape.
The payload is protected through the use of two systematic channel coders: a Reed-Solomon coder (RS) and a convolutional coder, at rates 55/63 and 1/2, respectively. The RS redundancy bits are concatenated with the information bits and then introduced into the BPM modulator to be used as explained above. The convolutional redundancy bits are used by the BPSK modulator in such a way that the polarities of the different pulses within a burst are specified by them. All 802.15.4acomplaint devices must perform both kinds of encoding, but it is not mandatory to decode either of them. Table 1 shows the operational parameters for the two mandatory Mean PRFs. The highlighted rows are the mandatory bit rate for each Mean PRF. The ingenious mixture between coding and modulation, combined with the Aloha access technique, enables the IEEE 802.15.4a PHY layer option to be used in heterogeneous networks [16] . 
UWB Channel delay spread
This section summarizes the main published reports that include measurements that have been made with the goal of characterizing the UWB channel under different scenarios. The main focus is on results about delay spread (), its mean value ( m ) and its root mean square value ( rms ); the latter is an estimation of the time interval where most of the received energy is concentrated. The measurements were made in different scenarios, using frequency-or time-domain techniques, and comprising several bandwidth sizes. The following subsections describe the scenarios and conditions under which the relevant measurements were made.
Indoors
One of the earliest measurements performed on the characterization of the UWB channel is reported in [4] . They were performed in a modern office building surrounded by large glass windows and including a laboratory area at the centre and small cubicles around it. The wall enclosing the laboratory is made of cement block, and the walls around the small offices are framed with metal rods and covered with plaster board. The transmit antenna was located in the laboratory, and the receiver was moved to each of the cubicles. Therefore, all of these measurements were made under non-line-of-sight (NLOS) conditions.
In [5] measurements are reported for several indoor environments: school, residential, and open industrial area. These measurements were truncated to 70 ns and the results combine measurements made under line-of-sight (LOS) and NLOS conditions. The measurements presented in [6] were also performed in indoor NLOS environments, inside a one-story building consisting of several densely furnished cubicle areas separated by drywall with vertical metal rods. The experiments in [7] were performed inside homes with different structure, age, size and clutter. Average results are presented independently for LOS and NLOS conditions. All authors of the papers mentioned above conclude that the rms delay spread tends to increase as the distance between transmitter and receiver is increased. It also has been shown that the fading margin of UWB increases with distance [17] . They also agree that the delay spread is inversely proportional to the power value that sets the threshold under which impulse response samples are disregarded.
Outdoors
Regarding the outdoor environments, [8] describes the first measurement series in a wooded rural terrain. In [9] the measurements were performed in a forest environment and in a suburban area. Reference [10] includes measurements from office environments under LOS and NLOS conditions, however, these results can be classified as belonging to outdoor conditions since some correspond to signals generated in one of two adjacent buildings and measured at a point inside the empty space in between the buildings (LOS), while the others correspond to signals exchanged under similar conditions but the receiving point is blocked by a pillar and two glass doors (NLOS). The buildings consist of metal plated concrete walls with large windows and some trees around them.
Industrial
Measurement campaigns have been scarcer in industrial environments than in any other type of environment. In [11] and [12] the authors performed impulse response measurements in an incinerator hall. The hall consisted mainly of corrugated iron walls and was equipped with a large reaction chamber, some pumps, pipes, and tanks. Their results show that there is not a noticeable difference between the power profile of LOS and short-distance (less than 8 m) NLOS. Table 2 summarizes the results of the measurements mentioned above. Data not provided at the sources was left blank in the corresponding table entry. In the data shown, we can observe that the reported values have a broad range even in similar scenarios. The reason for that is the well known dependence of the channel impulse response on the considered bandwidth and the distance between transmitter and receiver [18] .
Summary of delay spread values
The indoor scenarios generally have a relatively dense delay spread. However, they show the smallest rms values, which indicates that most of the energy concentrates at the beginning of the impulse response. This effect has been extensively pointed out in [19] , where it is explained that even though the distances between transmitter, receiver and scatterers are short in these environments, the effect of the high resolution provided by the wide spectrum of UWB systems makes the number of scatters to be relatively large, which allows the system to discern among a larger number of strong individual components arriving at the beginning of the impulse response than what could be detected by a narrow band system in the same scenario. The outdoor scenarios show the smallest delay spread, but their higher rms values reveal that the energy is distributed more evenly over the observed time interval; in other words, outdoor scenarios are more time-dispersive. The industrial scenario shown has a relatively high delay spread and the energy is also evenly distributed. In general, it can be observed that the NLOS condition tends to increase the energy spread, as compared to the LOS condition in a similar environment, being the outdoor scenarios the ones where this difference is more accentuated, and the industrial scenario where this difference is less significant. It has been shown that the channel capacity for NLOS with larger delay spread is lower than the channel capacity for LOS with shorter delay spread [20] . Before concluding this section, it is important to emphasize that we are aware that it is still necessary to perform more measurements in order to characterize the UWB channel in an extensive way [21] . We also need to keep in mind that these measurements correspond not only to different environments, but also to different pulse shapes and frequency bands. Rather than making precipitated conclusions about the general behavior of the UWB channel, the purpose of this section is simply to show the delay spread typical values in different scenarios.
Ref
Reference [21] describes specific models for the different scenarios mentioned above. These models are generally accepted and commonly used in the literature. The model known as CM1 corresponds to a residential environment with LOS. The model referred to as CM2 corresponds to a residential environment with NLOS. We will use these models in the following section, which shows numerical results relating the delay spread with the corresponding bit error rate (BER). Fig. 2 sketches a block diagram of the energy detection [3] , which consists of a pass-band filter, a square law device, an integrator, and a sampling device. In this way the output at the energy detector are the samples of the energy gathered in the band of interest during the integration or sampling time T.
Impact of delay spread on ED receiver performance
According to this block diagram the sample v(nT) will be given by the following expression:
In what follows, we show, through simulations, the negative effects that the delay spread has on BER performance of an IEEE 802.15.4a compliant device using the ED receiver. In all the results, the 0.85 Mbps mandatory data rate was used. As shown in Table 1 , this rate can be achieved with 4 or 16 pulses per burst corresponding to the 3.9 and 15.6 Mean PRFs, respectively. In the ED detector, an integration time of either 2 ns or 8 ns is used, corresponding to the duration of one and four pulses.
In order to evaluate the ED receiver performance, a simulator in Matlab based on the one developed by [22] was implemented. In the simulator scenario, there are one or more users generating independent packets following a Poisson process and trying to make them reach a receptor node. Originally, the receiver node is always executing a synchronization process, once synchronized to the transmitter, it performs a coarse channel estimation, looks for the start of the frame, and then proceeds to the data symbols decoding. Even though we always assume that the receiver is perfectly synchronized to the transmitter of interest, we still keep the coarse channel estimation because it is needed in the data symbol decoding. The coarse channel estimation involves the averaging of various preamble pulses to provide a coarse pulse energy spread profile. At the receiver, two decision variables are created for the decoding process (H0 and H1); these variables are the result of the addition of the corresponding energy channel samples, considering that there was a burst transmission in the burst position corresponding to either '0' or '1' bit, respectively. The estimated energy profile takes into account when the samples are picked for each addition. Fig. 3 shows the BER performance of the ED receiver considering just one user without interference, in both we used 4 pulses per burst and an integration time of 8 ns. It can be observed that CM2 performance is slightly worse compared to CM1, this is due to a bigger rms delay spread in CM2 compared to CM1, as can be seen in Table 2 .
That means that, in CM2 more noise energy is introduced into the decision variables and this increases the error probability. The degradation in both channel models with respect to the nomultipath channel results evident, this is also consequence of the delay spread.
Theoretically, the BER performance under dispersive channels could be closer to the nomultipath channel if during the creation of the decision variables something more elaborated could be done than simply adding the energy samples. For example in [23] and [24] , the energy samples are weighted before the addition process. The weighting is based in the estimated energy profile, giving a high weight to the samples where signal energy is big compared to noise energy, and a low weight to the samples containing too much noise energy. This approach, however, requires more accurate channel estimation and could require very short integration times.
Even with the coarse channel estimation, there still are two options that could enable a better performance in the energy detector. Those are the shortening of the integration time and the increase of the number of pulses per burst. Fig. 4 shows what happens to BER performance when the integration time is reduced and/or the number of pulses per burst is increased in the CM1. It is observed that in the case of 4 pulses per burst, the reduction of the integration time from 8 ns to 2 ns brings a noteworthy improvement on performance.
The increasing of the burst length from 4 to 16 pulses brings improvement as well, however, this advantage decreases as the SNR increases; this does not happen for the case of the integration time reduction, where the advantage persists even for bigger SNRs. Figure 3 . BER performance considering an ED receiver, only one user perfectly synchronized, CM1 and CM2 multipath channels without interference. Fig. 4 suggests that a deeper analysis could be very useful if we are interested in adapting the physical layer parameters to the more appropriated choice of the link conditions. For example, energy could be saved at the transmitter if fewer pulses per burst are used and still achieve a satisfactory BER; or resources could be saved at the receiver using the shortest possible integration time that meet a satisfactory performance.
There are two intriguing results on Fig. 4: 1) when the burst length is large, reducing the integration time does not bring notorious improvements on performance.
2) The combination of more pulses per burst and shorter integration time does not seem to be the best choice after a SNR threshold. This SNR threshold reduces for smaller integration times. Fig. 4 suggests that the integration time should match the duration of the pulse burst. More specifically, for the N cpb = 4 case, a larger integration time T int = 8ns allows more noise to enter in the decision variable, and a shorter T int = 2ns allows to integrate over the period where the received signal is present. For a reduced T int , there is less noise but no less signal energy. For the N cpb = 16, there is no gain in going from T int = 8ns to T int = 2ns since both integration times cover the presence of signal. For a reduced T int , there is less noise but also less signal energy.
To this point, we have considered a unique transmitting user, now we show in Fig. 5 what happens when an interfering user is introduced. In this case, we have again supposed that the receiver is perfectly synchronized to the transmitter of interest, and there is an unsynchronized interfering transmitter that transmits simultaneously, in such a way that each data symbol of the transmitter of interest contains a randomly located interfering burst. For comparison purposes, Fig. 5 also contains the no-interference case results.
It is observed in Fig. 5 that, for low SNR levels, the interference is not distinguished from noise. After an SNR level, the interference clearly exceeds noise, until there is a point where an SNR increase does not improve significantly the BER. Obviously, this point depends on the ratio of the powers of the transmitter of interest and the interfering transmitter. Again, this behavior has been observed for coherent receivers [25] but we think it deserves a deeper analysis if a more adequate parameter selection is required. For example, if we are interested in saving energy, unnecessary energy wastes could be avoided by adjusting the transmission power to the minimum necessary level that reaches the lower possible BER under interference conditions because, as can be seen in Fig. 5 , the extra energy is unnecessarily wasted [26] .
Finally, it is important to underline that the delay spread has a very significant impact on the performance because it causes to extend the time interval during which non-negligible signal replicas arrive, which means that the intervals during which burst collisions can occur are also enlarged as a consequence. The end result is a larger probability of collision, and hence, a stronger degradation due to MUI than what would be observed if the delay spread were not present occurs.
Conclusions
This work reviews the main measurement results that are currently available for the UWB channel characterization, with special emphasis on the delay spread. In addition to that, it also shows through simulations the degradation that the delay spread has on the performance of an ED receiver compatible with the IEEE 802.15.4a standard. To be more specific, it was found that, because of the inclination of ED receivers to increase the amount of detected noise energy as the rms delay spread increases, the performance observed in channels with larger delay spread was worse than that related to less dispersive channels. It was found as well that the delay spread worsens the problem of multi-user interference because it increases the burst collision probability.
There are solutions to these problems that may still allow for the ED receptor, which is very convenient for use in these types of networks for its simplicity and low cost. The simplest standard compatible solutions aim to increase the number of pulses per burst and/or reducing the ED integration time. It has Figure 5 . BER tendency for one perfectly synchronized transmitter, and one interfering node received at the half of the power of the transmitter of interest.
been observed from the results that an appropriated choice of the numbers of pulses per burst and the integration time can help the ED receiver on achieving a better performance; however, this choice is not as direct as it seems, again, because of the delay spread. The main focus of our next research activity is to find the adequate rules for this transmission-reception parameter selection.
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