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A discrete-time Markov process on [ 0, -) is i:onsidered. The process is generated by 
selecting ai each time, in an independent and stttionary way, a concave non-decreasing 
function. Sufficient conditions for the existence of a unique stationary limiting distribu- 
tion are given. 
1 limiting distribtrtion concave functions .-__ _--- -- --I 
In [ 21 I have consikred a Markov process generated by non-decreas- 
ing functions on [ 0, I] , To be more specific, let A be an arbitraw ir?- 
dex set and ifa : ~2 E A 1 a collection of non-decreasing functions from 
[O,l:l into [O, I]. Let {q: i= 1,2 . . . } be a sequence of i.i.d. elements 
taking values in A. Let 
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give answers to questions on the behaviour of Xn (j) when & (0 ) is :s- 
sumed to be concave. 
(y) } are proved. 
ccording to the 
amples and possible ap- 
plications are given. 
de start by Formulating the assumptions on the structure of the mo- . 
cess. 
! . A is an arbitrary index set. For every a E A, f,(o) is a non-del 2% 
cave function from [ 0, =) into [ O,-). 
) P) is a probability space. {ai* i = 1,2 . . . } is a sequence of 
i.i.d. random elements taking values in A. The sets {w: fol 1 (y) < x} 
are in for all non-negative reals x and y. 
. g(y) is non-decreasing and concave, If 
cave )] > 0, then g(y) is strict& concave. 
is strictly con- 
< 1 andyI <;v2, 
ave 
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[cf,, is strict!y concave} ] > ave strict inequality in ( 
a set with positive yields strict inequality in (1.3). 
lows from the assumption t 
~Jv) is a.s. non-decreasing. III 
[X, (0) < x] is non-increasing in n and hence converges. 
. 
roof. Let 
then 2, (0) is a.s. non-decreasing. Since ai are i.i.d., 2, (0) and Xn (0) 
have the same distribution, and the lemma follows. 0 
a 1.3. If fi ,f+p l *=9 fn are non-decreasing concuve functiom, therl 
. . fn (a ))) is a non-decreasing concave function. 
We shall prove the result for n = 2; the conclusion for IZ > 2 fol- 
y induction. Let OG r:G 1, y1 < y2. hen since fi is non-decreas- 
ing and f2 concave, 
fiu;(rv1 +(l-r):v2t)>fi(Yf2~1)+(1 -r)f#*))= 
Since fl is concave, the concavity of .fi C&(e)) follows. Q 
Jfg(OP Oa~MYg)=~~o n for every y > y. , 
[ Xn (y) G x] converges say to Fy (x). (y) } converges, with 
ii 
et 
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ince emma 1.3,3”,, fan(* ))) is a.s. concave, we get 
n-+1 
I( 1.4) 
Since g( * ) is non 
%nce fa (f& (... 
3 
ave, we have g(y) G y for y 2 yo. 
creasing, we get 
e can then concl 
artingale with (3 
tX,(j)(j>y~)is non-negative super- 
(y) ) < y for all 12. ence Zn of) converges 
t follow, from ( 1. 
f’G.x ~(0 ) is a nor-decreasing concave function and g(0) > 0, 
lim g@)(y) = y 
a 
0 ’ 
:(x- every y as.d hence 
IiITiI 
,,@) have the same distribution, the levnma follows. U 
. If g(0) > 0, g(jQ = yo, then jS2r all E > 0 and yt 2 ytl (e), 
CWY, ---El >o. (1.6) 
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[f,, (0) 3 g(O)1 [f"* (Ho) 2 g’2’(o) I *-* 
[f 
% 
(g’n-lyi!))>,g(nJ(0)] > 0. 
The second inequality follows from the assumption that f,(e) is a.s. 
non-decreasing. Now gCnJ(0) ? yo, and hence for every c > 0 there ex- 
[X,,(O) 2 yo -E] > 0; b 
] is non-decreasin 
lows. cl 
a E.6. If g(0) > 0, g(yo) = y. and 
6 > 0 sufficien tZy small, 
[f,, ty(), > y()] > 0, then, fop. 
(0)2yo+6forscmen] = 1. ( 
for 6 :> 0 sufficiently s 
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lso for al1 j we have 
sing (1.9) we get 
[Xn (0) < y. + S for al 
ince (1.. 10) ho1d.s for all k, using the right-hand side ol’ (1.8) yields 
(1.7). iD 
Let 
@jg=r,Y+b,. 
~(+ac.iA} amigos)= 
note the process generated by 
. 
in 3. If g;(O) > Oandg(jQ-J) = yo, thm g”(0) > <,g*@Q=yo 
and fory 2 yo, converges in law say to a Ilmiting distribution 
F;(B) with 
n 
{X;(y)) = p x dF;(x) < y. . 
0 
&, (0) 2 fal (0) a.s. implies #g’(Oj 2 g(0) and henc.:e g* (0) > 0; 
4, (yO) = fa, Qy,) a.s. implies g* (jam) = g(ya) = y0 ,, Thert,fore, since 
for, (*) is cokave (in a wide sense), Lemma 1 A holds al-kt:O the above 
J.A. Yahav /A rkov process genemted by non-decreasing concme functions 47 
n 
logr&. --f - * as., 
i= 1 I 
and hence the lemma follows. 0 
. If g(o) > 0 and g(yo) = yo, then for all yp lim, 
exists and is independent of y. 
oof. We have 
(1.15) 
Using Lemm;ls 1.7 and 1.8 completes the proof. 0 
. If g(0) > 0 atid g(yO,) = yo, then F”(x) = lim, 
!s the unique stationary distributim for the process generated b-y 
CC, cV)L 
Proof. To prove the stationarity of F*(x) we have to show that 
F*(x) = r 
0 
(1.116) 
Let 
we have then 
*‘“‘(x) = s 
0 
0 
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‘“J(x) + (x) kx all y, hence in the limit we get C(x) =F* (A% Ll 
) .rs ys, H2en for eve 6 > 0 and all pit 
[x;(y)9 yo+6]>0, lim Oy)<y0+6] > 0, (1.18) 
n 
[%,f(y)Gyu+6 i.O] = 1 . 
o prove (1.18), recall from Lemma 1.7 that 
(1.1.9) 
0 pmve ( 1. I 9) note that lhe event {Xi(y) < y o + 6 i.0 } is an invariant 
tail event. Since X,*(y) is a Markov process with a unique limiting sta- 
' tionary distribution, (1.18) implie I( 1.19). 0 
2. Ifg(O)> Oandg(jo)=ya, then for every 6 > Oandfov 
Ix,gl)9YO+sl 3 O, [X,(y)<y,+G] > 0 (1.20) 
/X n (y)Gy0+6 i.O] = 1. (1.21) 
. xn 6’) G X,: (j) a.s.; using Lam a 1.11 the required results fol- 
low. Cl 
if 
e case: 
=Y WC1 (0) continuous 
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efine 
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71 =inf{n: X,(O)>y,+6}, 
where S is chosen to satisfy (1.7). Then [q<=] = 1.Nowwec;in 
write 
[X,(O)Gx] =ir 
i=b. 
[X,(O) G x, T1 [Xn(0)~x,7>nj! 
= ‘$ i q--n(x) dQ,(yI r=i)+ EX,(O)<X, T>tZ] , 
YofG 
where 
Q164~1 =i)= [xrl (0) < p/p T1 = i] . 
Since Hj$+ l)(x) G tiyo+6 n- ')(xj for ally,y>y~+6 j we can write 
(o)<X,T1 %I] , 
(2.1) 
By Lemmas 1.2 and 1 A the limits of both sides of (2.1) exist and hence 
taking the limits we get 
. 
e 
b i 
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[X,(y) \< x] = F()(x) . (2.3 
n 
emma 1. I 2, [Q <=]= 1. e can then write 
tl 
(jpx] = 
i=l 
[X,0+x, T2=i] -f- [xn(Jqcx,T2:vl] 
n Yo’& 
= 
s i=l o 
ffin- 1)(x) dQ2 Cy 1 r2 = i)+ 
Y 
[Xn(y1)<x,7*>n] 
here 
n 
ry+x13 [xn(y+x,T2 rn] . (2.6) 
the limits we get 
F,l(xP Fyo'so. 
ALecalling that for all n, ‘(d 
Fy1 (x) = I;yO+6 (x) l 
,emma 1.4 the limits of both sides of 2.6) exist, and hence taking 
(2.7) 
G tiy:<6 (x), we get 
4 8 2. :I 
J.A. hhav / 
ince f,( e ) is a.s. cant 
To grove the uniqueness, let (x) be a stationary er 
every r2, 
ence, taking the limit i (2.13), we obtain 
G(x) = J+ F*(x)dGO,) = F,(x). E 
0 
ext we consider the case: 
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ch is monotone 
converge’s a.s. 
lix, ua 2 Y, -eforsomen] = 1 
and so 
pRIMif is complete. &i 
(0) = y. a.s. Since A& (0) < Xn (y) Gyo a.s., the 
3. g(Q) = a g(x) C x for all 3c, x > 0. 
3. Under Al, A2,C3,4Jy) + 0a.s. andin L,. 
osf is similar to that of Theorem 2.2 for 
&) its a non-negative supermartingale with 
her case where e are able ‘to state a positive result is: 
4. g(0) = , gtjlo) = ~7~ and therz exists an E > 0 such that 
vi1 (E) 2 e) = I an 
ith y 2 e converges 3’~ law 
ion, 
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)[fal (0) continuous at 
his was used only in t e stationarity of the limiting 
y conjecture f rem holds in that case without 
this assumption. here are two possible situations for which we do not 
have a positive answer: he first when g(x) 2 x for all AT, and the second 
when g( 0 == 0 and there is no E such that [f,,(E)>E] = 1 
g(e) > e’. c will give here some examples o show what the ficulties 
involved are. 
Let uQ: a E A } be of the form 
f,(x)=alx+-a$og(l +x), q>o, ipo, 
and let cy, = (anI, cun2 ) be distributed so that {anI } = 1 and 
Ug( afnt + Qnz)} < 0. Then 
m) = ~a11x+a12 log(l +-e1 =x + log(1 -tx) 
and hence g(0) = 0 and g(x) > x for all x’ > . This may make us believe 
that XEl @) + 00 for ~7 > 0, but such is no< t the case fx let I, = a, 1 +an2, 
and we have fan(x) <G Y,X a.s. 
n 
{log ri } < 0 we have log ri + -O” as. 
a.s., which yields Xn (y)+ 0 as. 
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((Y,~ } =: 1 implies logan } < 0,we get 1 ail, + 0 a.s. and 
Xn@) converges by law to a uni ue stationary limiting distribution. 
.) so that he is consum- 
is investment isthen k, - C(ko). If he faces a 
random production function f,(e), then his capital at time 1 would be 
k, =f,,(&) - C(ko)), and at time n, kn =fan(kn_l -- C(xC,__,)). If we 
{Qi ) to be i.i.d. and&(&)) to be a.s. non-decreasing and con- 
cave, where #(k) = k -- C(k), we are in the model discussed above. 
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