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Abstract
In real-world and online social networks, in-
dividuals receive and transmit information in
real time. Cascading information transmis-
sions (e.g. phone calls, text messages, social
media posts) may be understood as a realiza-
tion of a diffusion process operating on the net-
work. The process only traverses and thereby
reveals a limited portion of the edges. The
network reconstruction/inference problem is
to estimate the unrevealed connections. Most
existing approaches derive a likelihood and
attempt to find the network topology maxi-
mizing the likelihood, yielding a highly in-
tractable problem. In this paper, we focus on
the network reconstruction problem for a broad
class of real-world diffusion processes, exem-
plified by a network diffusion scheme called
respondent-driven sampling (RDS). We prove
that under realistic and general models of net-
work diffusion, the posterior distribution of an
observed RDS realization is a Bayesian log-
submodular model. We then propose VINE, a
novel, accurate, and computationally efficient
variational inference algorithm, for the net-
work reconstruction problem under this model.
Crucially, we do not assume any particular
probabilistic model for the underlying net-
work. VINE recovers any connected graph with
high accuracy as shown by our experimental
results on real-life networks.
1 Introduction
The network reconstruction problem, also known as the
network inference problem [1,5,7,10,11,13,18–21,24],
arises naturally in a variety of scenarios and has been
the focus of great research interest. In the most gen-
eral setting, we assume there is an underlying unknown
graph structure that represents the connections between
network subjects, and that we can only observe single
or multiple diffusion processes over the graph. Usually
propagation of the diffusion process can only occur over
network edges; however, there exist many hidden ties un-
traversed or unrevealed by the diffusion processes, and
the goal is to infer such hidden ties. This network recon-
struction problem arises in several empirical topic areas:
Blogosphere. Millions of authors in the worldwide blo-
gosphere write articles every day, each triggering a dif-
fusion process of reposts over the underlying blog net-
work structure. The diffusion process initiated by an ar-
ticle can be represented by a directed tree. The observed
data consist of multiple directed trees and it is of great
interest to understand the underlying structure of infor-
mation flow [9]. Following inference of the network, re-
searchers may apply community detection algorithms to,
e.g., aggregate and further analyze blog sites of different
political views.
Online social networks. Weibo is a Twitter-like mi-
croblogging service in China [8] where users post mi-
croblogs and repost those from other users they follow.
An explicit repost chain, which indicates the sequence of
users that a post passes through, is attached to each re-
post on Weibo. Similarly, each post initiates a diffusion
process. By observing several realizations of diffusion
processes, researchers seek to understand the underlying
social and information network structure.
Respondent-driven sampling. Respondent-driven sam-
pling (RDS) is a chain-referral peer recruitment proce-
dure that is widely used in epidemiology for studying
hidden and hard-to-reach human populations when ran-
dom sampling is impossible [14]. RDS is commonly
used in studies of men who have sex with men, homeless
people, sex workers, drug users, and other groups at high
risk for HIV infection [25]. An RDS recruitment pro-
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cess is also a diffusion process over an unknown social
network structure, and the diffusion tree (who recruited
whom) is revealed by the observed process. In addition,
when a subject enters the survey, she reports her total
number of acquaintances in the population, or graph-
theoretically speaking, her degree in the underlying net-
work. Understanding the underlying network structure is
a topic of great interest to epidemiologists and sociol-
ogists who wish to study the transmission of infectious
diseases, and the propagation of health-related behav-
iors in the networks of high-risk groups [4]. However,
in contrast to the aforementioned scenarios where multi-
ple diffusion realizations are available over the same net-
work, in RDS we can only observe a single realization
due to limited financial, temporal and human resources
to conduct the experiments. As a result, network recon-
struction from RDS data is particularly challenging and
only heuristic algorithms are known. Crawford [4] as-
sumes that the recruitment time along any recruitment
link is exponentially distributed and thus models RDS
as a continuous-time diffusion process. Chen et al. [3]
relaxes the requirement of exponentially distributed re-
cruitment times and extends it to any distribution. Both
works use a simulated-annealing-based heuristic in order
to find the most likely configuration.
As a general strategy, for a particular diffusion model,
a likelihood function can be derived that measures the
probability of a diffusion realization. In this way, the
network inference problem can be cast as an optimiza-
tion problem, in which the researcher seeks the topol-
ogy that maximizes the likelihood. Unfortunately, the de-
rived likelihood functions are usually intractable for effi-
cient maximization with respect to the graph, and can be
computationally prohibitive to evaluate. To address this
challenge, approximate solutions have been proposed as
an efficient alternative [10, 11]. For instance, Gomez-
Rodriguez et al. [10], instead of maximizing the like-
lihood, derived an alternative heuristic formulation by
considering only the most likely tree (still an NP-hard
problem) rather than all possible propagation trees and
showed how a greedy solution can find a near-optimal
solution. It enjoys good empirical results when many re-
alizations of the diffusion process can be observed.
In this paper, we consider the challenging instance of
network inference where only one realization of the dif-
fusion process is observed. As a motivating empirical
example, we study the network reconstruction problem
for RDS data and propose VINE (Variational Inference
for Network rEconstruction), a computationally efficient
variational inference algorithm. Our major contributions
are summarized as follows.
Proof of log-submodularity and a variational in-
ference algorithm. We show that under a realistic
model of RDS diffusion, the likelihood function is log-
submodular. Using variational inference methods, we ap-
proximate the submodular function with affine functions
and obtain tight upper and lower bounds for the partition
function. We then estimate the most probable network
configuration, which is the maximizer of the likelihood,
as well as the marginal probability of each edge.
Relaxation of constraints. The optimization problem of
the RDS likelihood (as shown later) is constrained. First,
the observed diffusion results in a directed subgraph and
the inferred network must be a supergraph of the diffu-
sion process. Second, for each subject, their degree in the
reconstructed subgraph cannot exceed their total network
degree. The first constraint is easy to incorporate while
the second precludes efficient computation of partition
functions of the likelihood (or any linear approxima-
tions). We address this challenge by introducing penalty
terms in the objective function. This way, the constrained
reconstruction problem becomes unconstrained and ad-
mits the use of variational methods.
Flexibility for possibly inexact reported degrees. One
may not assume that the reported degrees by recruited
subjects are exact because subjects may not be able to
accurately recall the number of people they know who
are members of the target population. We would like to
note that the aforementioned relaxation of the second
constraint allows for more flexibility of the possible mis-
match of the reported degrees from the true ones by in-
troducing an additional term that penalizes the deviation
between the reported and true degrees, seeking to pre-
serve the relative accuracy of the reported degrees.
High reconstruction performance and time efficiency
using a single realization of RDS diffusion. As shown
by our experiments, VINE achieves significantly higher
inference performance while running orders of magni-
tude faster. We should note that the very accurate infer-
ence is achieved based on the observation of a single dif-
fusion realization. This is in sharp contrast to previous
work that assumes multiple diffusion realizations.
The rest of the paper is organized as follows. In Sec-
tion 2, we focus on network reconstruction for RDS data
and formulate it as an optimization problem. We present
our method in Section 3. Experimental results are pre-
sented in Section 4. All proofs are presented in Appen-
dices A to E. Additionally, we discuss the connection be-
tween RDS and other diffusion processes in Appendix F.
2 Network Reconstruction for RDS Data
We use the following notational convention throughout
this paper. The symbol 1 denotes the all-ones column
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Figure 1: Example RDS recruitment with unobserved and observed data. Nodes 1 and 4 are seed nodes chosen directly by the
researchers; however, only node 1 is recruited at the beginning of the study. Every subject except nodes 3 and 4 is given two
coupons, while nodes 3 and 4 are given only one. Figs. 1a to 1c show three snapshots of the RDS process at three different times.
Fig. 1a shows the snapshot when the seed node 1 just enters the study due to direct recruitment by the researchers. Node 1 reports
that her total degree is 2; thus there are two pendant edges attached to her. Fig. 1b presents the snapshot when the other seed node
4 is directly recruited by the researchers. Before node 4 is recruited, node 1 recruits node 2 and then node 2 recruits node 3. Red
arrows denote the recruitment relation. Nodes 2, 3, and 4 report that their total degrees are 5, 4, and 3, respectively; thus there are
5, 4, and 3 pendant edges attached to them, respectively. Fig. 1c illustrates the snapshot at the end of the experiment. Fig. 1d reveals
the whole picture of the RDS process, containing the observable part (within the inner rectangle) and the unobservable part (outside
the inner rectangle), where the inner rectangle denotes the sample and the outer rectangle denotes the entire population. The dashed
lines denote the hidden ties to be inferred within the sample. The nodes outside the inner rectangle are marked in gray and they are
the unsampled and thereby unobservable nodes. In Fig. 1e, d = (d1,d2,d3, . . . ,dn)′ is the degree vector, where di is the total
degree of node i in G. In Fig. 1f, t = (t1, t2, t3, . . . , tn)′ is the recruitment time vector, where ti is the recruitment time of node
i. In Fig. 1g, C is the coupon matrix; its (i, j)-entry is 1 if node i has at least one coupon just before the jth recruitment event and
is 0 otherwise. The observed data consist of Y = (C,d, t, GR).
vector. If f is a real-valued function and that v is a vector,
then f(v) is a vector of the same size as vector v, we de-
note the i-th entry of f(v) by f(v)i, and f(v)i = f(vi).
The transposes of matrix A and vector v are written as
A′ and v′, respectively.
The objective of the RDS sampling method is to obtain
a sample from a population for which random sampling
is impossible. The network structure of the underlying
inaccessible population is modeled as an undirected sim-
ple graph G = (V,E), where each vertex represents an
individual and edges represent the intra-population con-
nections. The sample obtained via RDS is denoted by
VS ⊆ V . Let n = |VS | be the number of subjects re-
cruited into the study by the end of the RDS process.
In contrast to random sampling, RDS is a chain-referral
process that operates by propagating a diffusion process
on the edges of the target social network. Subjects en-
ter the study one at a time. The recruitment (diffusion)
process is done either by researchers directly or by other
subjects already in the study prior to this new recruit-
ment event. If a subject is recruited into the study by
researchers directly, she is called a seed. Let M ⊆ VS
be the set of all seed nodes. Note that seed nodes may
not necessarily be recruited simultaneously; however, we
need at least one seed that enters the study at the ini-
tial stage of the experiment in order to initiate the chain-
referrals over the underlying network. We label the sub-
jects i = 1, . . . , n in the time-order they enter the study;
node i ∈ VS is the i-th subject that enters the study.
When a subject enters the study (either via researchers
directly or other subjects already in the study), she will
be given several coupons to recruit other members (each
recruitment costs one coupon). Each coupon is marked
with a unique ID that can be traced back to the recruiter.
Subjects are given a reward for being interviewed and
recruiting other eligible subjects. The date/time of ev-
ery subject’s recruitment is recorded and every subject
reports their total number of acquaintances (their net-
work degree). Let ti be the recorded recruitment time
of subject i and di be the reported degree of subject i
in the population (in the graph G). Let the recruitment
time and degree vector be t = (t1, t2, . . . , tn)′ and
d = (d1,d2, . . . ,dn)
′, respectively.
Once a subject recruits another subject the (directed) link
between them will be revealed. The direction simply in-
dicates who recruited whom. Furthermore, any subject
who has entered the study with a coupon may not re-
enter the study with another coupon, and no participant
may enter the study more than once. Thus no subject can
recruit others already recruited and thereby already in the
study. We can form a directed graph, called the recruit-
ment graph GR = (VR, ER), that has the same vertex
set as VS and reflects the recruitment links; (i, j) ∈ ER
if and only if subject i directly recruits j. The above re-
quirements will result in a directed recruitment graphGR
being a disjoint union of rooted directed arborescences
(a directed graph is a rooted directed arborescence with
root r if for every vertex v, there exists a unique directed
path from r to v ) [12], where the root corresponds to
a seed node. Equivalently, an arborescence is a directed,
rooted tree in which all edges point away from the root.
We illustrate an example of GR in Fig. 1d, where the red
links form the recruitment graph GR and there are two
disjoint arborescences with roots 1 and 4, respectively;
the two roots correspond to the two seed nodes.
The first subject enters the study at time t1. At some time
t ≥ t1, any subject in the study who has at least one
coupon (recall that each recruitment costs one coupon
and that one cannot recruit any subject without a coupon)
and has at least one acquaintance not in the study (i.e.,
has at least one neighbor in G who is not already re-
cruited) is called a recruiter at time t; accordingly, any
subject who is not in the study and is connected to at least
one recruiter is called a potential recruitee or a suscep-
tible subject at time t; and the edge between a recruiter
and a potential recruitee is said to be susceptible at time
t. Let R(i) and I(i) be the recruiter set and potential re-
cruitee set just before time ti, respectively. Similarly, If
subject u is a recruiter just before time ti, then Iu(i) de-
notes the set of potential recruitees connected to subject
u just before time ti, and if u is a potential recruitee just
before time ti, then Ru(i) denotes the set of recruiters
connected to subject u just before time ti.
In what follows, we model RDS as a continuous-time
stochastic process on the edges of a hidden graph. Our
goal is to estimate the induced subgraph connecting the
sampled vertices GS . To do this, we construct a flexible
model for this process and derive its likelihood, condi-
tional on an underlying graph. The inference problem is
to find the graph that maximizes this likelihood, subject
to the constraint that the graph must be compatible with
the observed degrees in the data. We start with making
the following assumptions:
Assumption 1. Upon entering the study, each subject is
given coupons and begins to recruit other members (if
any) immediately.
Assumption 2. Inter-recruitment times between any re-
cruiter and its potential recruitees are i.i.d. continuous
random variables with cumulative distribution function
(cdf) D(t; θ) parametrized by θ ∈ Θ.
In fact, Assumption 2 can be relaxed to the case where
inter-recruitment times are independent but not necessar-
ily identically distributed. For simplicity we assume that
they are i.i.d.
If Wθ is a random variable with cdf D(t; θ), we
have D(t; θ) = Pr [Wθ ≤ t] and let Ds(t; θ) =
Pr [Wθ ≤ t|Wθ > s] . We write ρs(t; θ) = dDs(t;θ)dt for
the conditional probability density function (pdf). Let
Ss(t; θ) = 1−Ds(t; θ) be the conditional survival func-
tion and Hs(t; θ) =
ρs(t;θ)
Ss(t;θ)
be the conditional hazard
function. Recall that the set of all subjects in the study is
denoted by VS = {1, 2, 3, . . . , n} ⊆ V . The recruitment
graph GR = (VR, ER) has the same vertex set as VS and
indicates who recruited whom: (i, j) ∈ ER if subject i
recruits subject j. Note that subject i can recruit subject
j only if there is an edge in the underlying network G
that connects i and j. The n × n coupon matrix C has
a 1 in entry Cij if subject i has at least one coupon just
before the j-th recruitment event tj , and zero otherwise.
In addition, we define another n × n matrix AR, which
is the adjacency matrix of the undirected version of GR,
obtained by replacing all directed edges with undirected
edges.
Assumption 3. The observed data from an RDS process
consists of Y = (C,d, t, GR).
Our goal is to infer the induced subgraph G(VS), de-
noted byGS = (VS , ES), which encodes all connections
among the subjects in the study. We also use A to denote
the adjacency matrix of GS and throughout this paper A
andGS are used interchangeably. Obviously the undirec-
tified version of GR must be a subgraph of GS . Thus A
must be greater than or equal to AR entrywise; formally,
A ≥ AR (entrywise).
This will be a constraint in the optimization problem
specified later in Problem 1. Fig. 1 shows an example of
an RDS process including its unobserved and observed
parts.
Recall that M denotes the set of seeds and let τ(u; i) =
ti−1 − tu. The likelihood of the recruitment time series
is given by
L(t|A, θ)
=
n∏
i=1
 ∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu; θ)
1{i/∈M}
×
∏
j∈R(i)
S
|Ij |
τ(j;i)(ti − tj ; θ) (1)
(The proof of Eq. (1) is presented in Appendix A). The
above model was originally derived in [3].
We can represent the log-likelihood in a more compact
way using linear algebra. Prior to this, we need some no-
tation. Letm and u be column vectors of size n such that
mi = 1{i /∈ M} and ui is the number of pendant edges
of subject i (the reported total degree of subject i minus
the number of its neighbors in GS), i.e.,
ui = di − |{j ∈ VS : (i, j) ∈ ES}| ,
and let H and S be n × n matrices, defined as Hui =
Hτ(u;i)(ti − tu; θ) and Sji = logSτ(j;i)(ti − tj ; θ).
Furthermore, we form matrices B = (C ◦ H) and
D = (C ◦ S), where ◦ denotes the Hadamard (entry-
wise) product. We let
β = log(B′u+ LowerTri(AB)′ · 1),
δ = D′u+ LowerTri(AD)′ · 1,
where the log of a vector is taken entrywise and
LowerTri(·) denotes the lower triangular part (diagonal
elements inclusive) of a square matrix. Then the log-
likelihood can be written as
l(t|A, θ) = m′β + 1′δ (2)
(The proof of Eq. (2) is presented in Appendix B). To
adopt a Bayesian approach, we consider maximizing the
joint posterior distribution
Pr (A, θ|t) ∝ L(t|A, θ)pi(A)φ(θ),
where pi and φ are the prior distribution of A and θ. The
network inference problem of the RDS data is reduced
to maximization of Pr (A, θ|t). Our main observation in
this paper is that the log-likelihood function is submodu-
lar, which opens the possibility of rigorous analysis and
variational inference.
If we assume that the reported degrees of subjects are ex-
act, then the vector u should be set to d−A·1 and it must
be non-negative entrywise. However, in practice, the re-
ported degree of a subject may be an approximation, but
we assume the true degree does not deviate excessively
from the reported degree. To be more flexible, we allow
u to be any non-negative integer-valued vector. In this
case, the true degree vector will be dtrue = u + A · 1.
We penalize it if dtrue deviates from d excessively. To
be precise, we define the prior distribution pi(A) as
pi(A) ∝ exp(−ψ(max{u+A · 1− d,0})), (3)
where max is conducted entrywise and ψ is a multivari-
ate (n-dimensional) convex function and non-decreasing
in each argument whenever this argument is non-
negative. We can now formulate our inference problem
as an optimization problem.
Problem 1. Given the observed data Y =
(C,d, t, GR), we seek an n × n adjacency matrix
(symmetric, binary and zero-diagonal) and a parameter
value θ ∈ Θ that
maximizes L(t|A, θ)pi(A)φ(θ)
subject to A ≥ AR (entrywise).
Problem 1 can be solved by maximizing the likelihood
with respect to θ and A alternately. We set an initial
guess θ1 for the parameter θ. In the τ -th iteration (τ ≥ 1),
setting θ = θτ in Problem 1, we optimize the objec-
tive function over A (this step is called the A-step), de-
noting the maximizer by Aτ ; then setting A = Aτ in
Problem 1, we optimize the objective function over θ
(this step is called the θ-step), denoting the maximizer
by θτ+1. The interested reader is referred to Algorithm 1
in [3]. Note that the parameter space Θ is usually a subset
of the Euclidean space. The optimization problem given
A in the θ-step can be solved with off-the-shelf solvers.
As a result, we focus on the A-step; equivalently, we
study how to solve Problem 1 assuming that θ is known.
3 Proposed Method
We now present a network reconstruction algo-
rithm, based on submodular variational inference, for
respondent-driven sampling data. This method is referred
to as VINE in this paper. We first introduce the definition
of a submodular function [15, 17].
Definition 1. A pseudo-Boolean function f : {0, 1}p →
R is submodular if ∀x,y ∈ {0, 1}p, we have f(x) +
f(y) ≥ f(x∧y) + f(x∨y), where ∧ and ∨ denote en-
trywise logical conjunction and disjunction, respectively.
We can trivially identify the domain {0, 1}p with 2[p],
the power set of [p] = {1, 2, 3, . . . , p}. Thus a pseudo-
Boolean function f can also be viewed as a set function
2[p] → R. We will view f from these two perspectives
interchangeably throughout this paper. If we view f as a
set function, it is submodular if for every subset X,Y ⊆
[p], we have f(X) + f(Y ) ≥ f(X ∩ Y ) + f(X ∪ Y ).
An equivalent definition is that f is submodular if for
every X ⊆ Y ⊆ [p] and x ∈ [p] \ Y , we have f(X ∪
{x})−f(X) ≥ f(Y ∪{x})−f(Y ); this is also known as
the “diminishing returns” property because the marginal
gain when an element is added to a subset is no less than
the marginal gain when it is added to its superset.
A pseudo-Boolean or set function f is log-submodular if
log(f) is submodular; it is modular if f(x) =
∑p
i=1 fixi
(if viewed as a pseudo-Boolean function) or equivalently
f(X) =
∑
i∈X fi (if viewed as a set function), where
fi ∈ R is called the weight of the element i. It is affine if
f(x) = s(x) + c, where s is modular and c is some fixed
real number; similarly, it is log-affine if log(f) is affine.
3.1 Removal of constraint in Problem 1
The formulation of Problem 1 makes clear that the net-
work reconstruction problem is a constrained optimiza-
tion problem. Recall that we have two constraints. One is
that the reconstructed subgraph should contain all edges
already revealed by the RDS process. This constraint is
natural since if a direct recruitment occurs between two
subjects, then they must know each other in the under-
lying social network. The other constraint is that the de-
gree of the subject in the reconstructed subgraph must be
bounded by the degree that this subject reports. In this
section, we remove these two constraints and cast it into
an unconstrained problem. The first constraint is easy to
remove by considering only the edges unrevealed by the
RDS process. The final objective function results from
replacing the second constraint with a penalty function
to allow for some room for the deviation of the degree
in the inferred subgraph from the reported degree. After
relaxing the two constraints, we turn Problem 1 into an
unconstrained problem and make submodular variational
inference (to be discussed later in Section 3.3) possible.
Specifically, the first constraint requires some entries of
A to be 1; if the (i, j)-entry of AR (denoted by A
ij
R ) is
1, so is A. Only the rest of the entries of A can either be
0 or 1 and are the free entries. We collect the free entries
in a binary vector
α = (Aij : 1 ≤ i < j ≤ n,AijR = 0)
and view L(t|A, θ)pi(A)φ(θ) as a function of α. In fact,
there is a one-to-one correspondence between A and α.
In this way, we remove the constraint A ≥ AR. Now we
discuss how to relax the second constraint (the degree
constraint) to make small deviation from the (usually ap-
proximate) reported degree possible.
Representing u as a binary vector and thereby the
objective function as a pseudo-Boolean function. We
notice that L(t|A, θ)pi(A)φ(θ) is also a function of u;
however, u is an integer-valued vector rather than a bi-
nary vector. We consider representing u as a binary
vector and thereby casting L(t|A, θ)pi(A)φ(θ) into a
pseudo-Boolean function. We observe that u is bounded
entrywise; to be precise, ∀1 ≤ i ≤ n, 0 ≤ ui ≤ umax,
where umax = max1≤i≤n(d −A · 1)i. We can form an
n × dlog2 umaxe matrix µ such that the i-th row of µ is
the binary representation of ui; formally,
u = µ · ( 20 21 22 . . . 2dlog2 umaxe−1 )′ . (4)
In this way, we represent L(t|A, θ)pi(A)φ(θ) as a
pseudo-Boolean function of α and µ. Let γ = (α,µ)
and define L˜(γ) = L(t|A, θ)pi(A)φ(θ). Therefore L˜
is a pseudo-Boolean function of γ, whose dimension
is N =
∑
1≤i<j≤n 1{AijR=0} + n × dlog2 umaxe . The
likelihood function L˜(γ) defines a probability mea-
sure over {0, 1}N , Pr(γ) = L˜(γ)/Z˜, where Z˜ =∑
γ∈{0,1}N L˜(γ) is the normalizing constant.
3.2 Submodularity of log-likelihood function
Theorem 1 below shows that L˜(γ) is log-submodular.
We know that a submodular function can be approxi-
mated by affine functions from above and below. Due
to the log-submodularity of L˜(γ), it can be approxi-
mated by two log-affine functions from above and below.
The partition function of a probability distribution pro-
portional to a log-affine function can be computed in a
closed form; therefore this distribution can be computed
exactly and we have upper and lower bounds of Pr(γ);
we can conduct variational inference via the two bounds.
We will elaborate on this in Section 3.3.
Theorem 1 (Proof in Appendix C). The function L˜(γ)
is log-submodular; equivalently, there exists a submodu-
lar function F˜ (γ) such that L˜(γ) = exp F˜ (γ) for every
γ ∈ {0, 1}N .
Normalizing L˜(γ) into L(γ). Ideally, we want a sub-
modular function F to be normalized; i.e., F (0) = 0, or
equivalently F (∅) = 0 if viewed as a set function. Thus
we define F (γ) , F˜ (γ)−F˜ (0); this way F is a normal-
ized submodular function (it is a submodular function
minus some constant). In addition, we define L(γ) =
exp(F (γ)) and we have L(γ) = exp(F˜ (γ) − F˜ (0)) =
exp(−F˜ (0))L˜(γ). Note that the probability measure is
proportional to L˜(γ) = L(t|A, θ)pi(A)φ(θ) (up a con-
stant factor) and that L(γ) only differs from L˜(γ) up
to a constant factor. Therefore the probability measure
remains proportional to L(γ), thus L(γ) is also a likeli-
hood function and defines the same probability measure
over {0, 1}N as L˜(γ) does. As a result, the probability
measure can be expressed as Pr(γ) = 1Z exp(F (γ)),
where Z =
∑
γ∈{0,1}N exp(F (γ)) is the normalizing
constant, or the partition function.
3.3 Variational inference
Using a variational method lets us consider bound-
ing F (γ) from above and from below with affine
functions. We want to find modular functions su
and sl and two real numbers cu and cl such that
sl(γ) + cl ≤ F (γ) ≤ su(γ) + cu for all γ ∈
{0, 1}N . If this holds for all γ ∈ {0, 1}N , then
we have the inequality between log-partition functions:∑
γ∈{0,1}N exp(sl(γ) + cl) ≤
∑
γ∈{0,1}N expF (γ) =
Z ≤ ∑γ∈{0,1}N exp(su(γ) + cu). We define the parti-
tion function of the affine function s(γ) + c as Z(s, c) ,∑
γ∈{0,1}N exp(s(γ) + c). Using this notation, we have
Z(sl, cl) ≤ Z ≤ Z(su, cu). Note that from this we may
also obtain the bounds for the marginal probability for
each element i ∈ [N ]. To be precise, if γ is sampled
from the distribution Pr(γ) = exp(F (γ))/Z, then the
marginal probability Pr(i ∈ γ) satisfies sl({i})+clZ(su,cu) ≤
Pr(i ∈ γ) ≤ su({i})+cuZ(sl,cl) . We may also use su(γ) + cu
or sl(γ)+ cl as a surrogate for F and make inference via
these two affine functions.
Suppose that we already have two affine functions
su(γ) + cu and sl(γ) + cl bounding F (γ) from above
and below. By Lemma 1 in [6], the log-partition function
for s(γ) + c in the unconstrained case is logZ ′(s, c) ,
log
∑
γ∈{0,1}N exp(s(γ) + c) = c +
∑N
i=1 log(1 +
exp si), where si = s({i}) is the weight of element i.
Thus we have Z ′(sl, cl) ≤ Z =
∑
γ∈{0,1}N L(γ) =∑
γ∈{0,1}N expF (γ) ≤ Z ′(su, cu).
So our goal is to find the upper- and lower-bound affine
functions.
Lower-bound affine function. We define
vj = arg maxk∈[N ]\Vj (F (Vj ∪ {k})− F (Vj)) ,
and
sgvj = maxk∈[N ]\Vj
(F (Vj ∪ {k})− F (Vj)) ,
where V1 = ∅, Vj = {v1, v2, . . . , vj−1}, and 1 ≤ j ≤
N . Then we have the affine function sg that assigns to
i ∈ [N ] a weight of sgi . Let sl(γ) = sg(γ) and cl = 0.
Proposition 1 (Proof in Appendix D). The affine func-
tion sg is a lower-bound function of the submodular func-
tion F ; for all γ ∈ {0, 1}N , sg(γ) ≤ F (γ).
Upper-bound affine function. We may find an upper-
bound affine function for a submodular function via its
supergradients. The set of supergradients of a submodu-
lar function F at x ∈ {0, 1}N [16] is defined as
∂F (x) = {s is modular :
∀y ∈ {0, 1}N , F (y) ≤ F (x) + s(y)− s(x)}.
If a modular function s is a supergradient of F at x, then
the affine function s(γ) + (F (x) − s(x)) is an upper
bound of F (γ). The corresponding log-partition function
is Z ′x(s) = Z
′(s, F (x)− s(x)).
We consider three families of supergradient, which are
grow (sˆx), shrink (sˇx) and bar (s¯x) supergradients at x.
Let us view F (γ) as a set function where γ ⊆ [N ]. We
define ∆iF (γ) = F (γ ∪ {i}) − F (γ), where i ∈ [N ].
These three supergradients are defined as follows. If
j ∈ x, then sˆx({j}) = sˇx({j}) = ∆jF (x \ {j}) and
s¯x({j}) = ∆jF ([N ] \ {j}) if j /∈ x, then sˆx({j}) =
∆jF (x) and sˇx({j}) = s¯x({j}) = F ({j}).
Proposition 2 (Proof in Appendix E). The modular
functions sˆx, sˇx and s¯x are supergradients of the sub-
modular function F at x.
Algorithm 1 VINE
Input: observed data Y = (C,d, t, GR)
Output: inferred adjacency matrix Aˆ
1: function GETLOWERBOUNDAFFINEFUNCTION
2: V1 ← ∅
3: for j ← 1 to N do
4: vj ← arg maxk∈[N ]\Vj (F (Vj ∪ {k})− F (Vj))
5: sgvj ← maxk∈[N ]\Vj (F (Vj ∪ {k})− F (Vj))
6: Vj+1 ← Vj ∪ {vj}
7: end for
8: return affine function sl(γ) =
∑N
j=1 s
g
jγj
9: end function
10: function GETUPPERBOUNDAFFINEFUNCTION
11: mi ← log
(
1 + e−∆iF ([N ]\{i})
) −
log
(
1 + eF ({i})
)
12: Define m(x) =
∑N
i=1mixi
13: x← arg minx(F (x) +m(x))
14: Sx = {sˆx, sˇx, s¯x}
15: su ← arg mins∈Sx Z ′x(s)
16: return affine function su(γ) + (F (x)− su(x))
17: end function
18: function VARIATIONALINFERENCE
19: s← GETUPPERBOUNDAFFINEFUNCTION() or
GETLOWERBOUNDAFFINEFUNCTION()
20: Select threshold ζ ∈ [mini sαi ,maxi sαi ]
21: αi ← 1{sαi ≥ζ}
22: Obtain the inferred adjacency matrix Aˆ from α
23: end function
Define the modular function
m({i}) = log
(
1 + e−∆iF ([N ]\{i})
)
−log
(
1 + eF ({i})
)
.
By Lemma 4 in [6], we know that these two optimization
problems are equivalent:
min
x
logZ ′x(s¯
x) ≡ min
x
F (x) +m(x).
The right-hand side is an unconstrained submodular min-
imization problem, which can be solved efficiently [17].
By solving this problem, we obtain a supergradient s¯x
at x and thus know its partition function Z ′x(s¯
x). Then
we compute the partition function of grow and shrink su-
pergradients at x and let su be the one with the smallest
partition function. Thus the upper-bound affine function
is su(γ) + (F (x)− su(x)).
When we have an affine approximation for the submodu-
lar function, we may make inference via the affine func-
tion. Suppose that the affine function is s(γ) + c, which
can be either an upper-bound or lower-bound approxima-
tion. Recall that γ = (α,µ) and s(γ) =
∑N1
i=1 s
α
i αi +
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Figure 2: This figure show an example of the reconstruction
results: (a) ROC curves for upper-bound inference and GR. (b)
ROC curves for lower-bound inference and GR.
∑n
i=1
∑N2
j=1 s
µ
ijµij , where N1 =
∑
1≤i<j≤n 1{AijR=0},
N2 = dlog2 umaxe , and sαi , sµij ∈ R.
We can select a threshold ζ ∈ [mini sαi ,maxi sαi ] and
obtain α(ζ) by thresholding, α(ζ)i = 1{sαi ≥ζ}. Thus
we obtain an inferred adjacency matrix Aˆ(ζ) fromα(ζ).
The proposed method VINE is presented in Algorithm 1.
4 Experiment
In this section, we evaluate the proposed variational
inference algorithm via experimental results. By vary-
ing ζ from mini sαi to maxi s
α
i , we obtain a se-
ries of inferred adjacency matrices Aˆ(ζ). Suppose that
the true adjacency matrix of GS is A. The recon-
struction performance of an inferred adjacency matrix
Aˆ is measured by the true positive rate (TPR) and
the false positive rate (FPR), which are defined as
TPR(Aˆ,A) =
(
n
2
)−1∑
i<j 1{Aˆij = 1 and Aij = 1}
and FPR(Aˆ,A) =
(
n
2
)−1∑
i<j 1{Aˆij = 1 and Aij =
0}, where n is the number of subjects. We plot the
TPR and FPR of each Aˆ(ζ) on the ROC plane and ob-
tain the ROC curve. Figs. 2a and 2b show an example
of the reconstruction result. In this example, we sim-
ulated an RDS process over a real-world network, the
Project 90 graph that represents the community structure
of heterosexuals at high risk for HIV infection [25], with
inter-recruitment time distribution Exp(1) (exponential
distribution with rate 1). In the simulation, we choose
n = |VS | = 50, and a single seed subject at the ini-
tial stage; each subject is given 3 coupons; 1176 missing
edges are to be inferred. In practice, the sample size n is
usually fixed in advance (according to researchers’ study
plan). In Fig. 2a, the blue ROC curve corresponds to the
upper-bound inference. We choose ψ to be the L2 norm.
The red curve is a baseline reconstruction given by es-
timating GS by GR. Since GR must be a subgraph of
GS , the FPR of GR is zero. The red curve is obtained by
connecting the point of the TPR of GR on the vertical
axis and the point (1, 1). The performance is quantified
by the area of the region under the ROC curve (note that
larger is better). In this example, the area of the region
under the blue curve is 0.92 and that of the red curve is
0.64. The region under the blue curve is 47% greater than
that of the red curve. With the best thresholding, the al-
gorithm can achieve a TPR of 90% while the FPR is only
10%. In Fig. 2b, the blue curve is the ROC curve of the
lower-bound inference. We choose ψ to be the L2 norm.
The red curve is a baseline given by GR. The area un-
der the blue curve is 0.74, which is 18% greater than that
of the red curve. Since the lower-bound approximation
is obtained from the greedy algorithm while the upper-
bound approximation is the solution to an optimization
problem, we focus on the upper-bound inference.
4.1 Experiments on Facebook network
Recall that in Eq. (3), ψ can be any non-decreasing con-
vex function. We may let ψ(·) = ω ‖·‖p be ω times the
Lp norm (ω ≥ 0, 1 ≤ p ≤ ∞). We now study the influ-
ence of different choices of ψ.
Influence of p. First we fix ω = 1 and vary p from 1 to
5. We simulated 100 RDS processes over the Facebook
network [22]. For each p, we measure the area under the
ROC curve of the upper-bound inference for each RDS
data and illustrate their distribution with a Tukey box-
plot, shown in Fig. 3a. We also record the advantage of
the area under the ROC curve of the upper-bound infer-
ence over that of GR; boxplots are given in Fig. 3b. We
observe that the variational inference algorithm achieves
remarkably high accuracy when p = 2, 3, 4, 5.
Influence of ω. We let ψ be ω ‖·‖2 and vary ω from 0.01
to 100. 100 RDS processes are simulated over the Face-
book network. For each ω, we measure the area under
the ROC curve of the upper-bound inference for each
RDS data and illustrate their distribution with a Tukey
boxplot. The result is presented in Fig. 3c. In addition,
we also record the advantage of the area under the ROC
curve of the upper-bound inference over that of GR. Ac-
cordingly, their boxplots are presented in Fig. 3d. From
Figs. 3c and 3d, we can observe that the variational infer-
ence algorithm achieves higher accuracy as ω increases
from 0.01 to 10 and that the increase of ω from 10 to 100
leads to lower accuracy of the variational inference.
4.2 Experiments on large Project 90 and Epinion
networks
We compare VINE with the simulated-annealing-based
method proposed in [3] (referred to as SIMANN). Since
SIMANN only gives a single point on the ROC plane
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Figure 3: (a) The area under the ROC curve of the upper-bound inference, when ψ is Lp norm and p varies from 1 to 5. (b)
Improvement of upper-bound inference over GR in terms of the area under the ROC curve, as a function of p. (c) Area under the
ROC curve for upper-bound inference, when we let ψ be ω ‖·‖2 and ω varies from 0.01 to 100. (d) Improvement of upper-bound
inference over GR in terms of the area under the ROC curve, when we let ψ be ω ‖·‖2 and ω varies from 0.01 to 100. (e) Distance
to the upper left corner (the smaller, the better) versus the number of edges in GS . (f) Running time (in seconds) versus the number
of edges in GS . (g) Distance to the upper left corner versus the number of subjects in the sample (the number of nodes in GS). (h)
Distance to the upper left corner (the smaller, the better) versus the number of seeds.
rather than a curve, thus the reconstruction performance
in this set of experiments is quantified by the distance
from the output point to the upper left corner, [(1 −
TPR)2 + FPR2]1/2. The algorithm with smaller dis-
tance is considered to attain better performance. We ap-
ply both methods to the large Project 90 network [25]
and the Epinions social network [23]. The Epinions net-
work characterizes the trust relationships between users
of a general consumer review site Epinions.com.
Fig. 3e shows the distance to the upper left corner versus
the number of edges in GS , where the ζ value is cho-
sen to minimize the distance of the VINE ROC curve
datapoint to the upper-left corner (0, 1); we vary from
tens of edges to 10000 edges. We generate many RDS
processes with different sample sizes and sort them ac-
cording to the number of edges in GS and see the recon-
struction performance on these datasets. In this way, we
plot how the reconstruction performance varies with the
number of edges in GS . Fig. 3g presents the distance to
the upper left corner versus the number of subjects in the
sample (the number of nodes in GS). VINE outperforms
SIMANN significantly on both datasets. Fig. 3f presents
the running time (in seconds) versus of the number of
edges in GS . SIMANN was implemented in C++ while
VINE was written in the Julia language and can be imple-
mented as a parallelized version. VINE runs three orders
of magnitude faster than SIMANN when there are more
edges in GS and VINE is more scalable for large graphs.
Fig. 3h shows the distance to the upper left corner versus
the number of seeds. We vary the number of seeds from
10 to 100, while fixing the sample size. Both algorithms
achieve better reconstruction performance with more
seeds and that under the same number of seeds, VINE
attains a remarkably better performance than SIMANN.
Figure 4: This figure illustrates the reconstruction result for
a subnetwork of size 40 of the Epinions network. Blue arrows
denote the direct recruitment links revealed by GR (only 6);
green edges are the correctly inferred links; purple edges are
the incorrectly inferred links; only one red edge is missed by
our proposed method. In this example, 45 out of 46 edges (ap-
proximately 97.8%) are successfully recovered.
Fig. 4 visualizes the reconstruction result for a subnet-
work of size 40 of the Epinions network. Only 6 recruit-
ment links are revealed in GR. 45 out of 46 edges (ap-
proximately 97.8%) are successfully recovered.
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Appendix
A Likelihood of Recruitment Time Series
We consider the recruitment of subject i. Recall that
Ru(i) denotes the set of recruiters of subject u just be-
fore time ti and that Iu(i) denotes the set of potential
recruitees of recruiter u just before time ti.
We compute the likelihood of the i-th recruitment event
(the recruitment of subject i) in the two cases: i enters
the study via the recruitment of a subject already in the
study (in this case, subject i is not a seed node, which is
denoted by i /∈ M ) and via the direct recruitment of the
researchers (in this case, subject i is a seed node, which
is denoted by i ∈M ).
Suppose that i /∈M . The inter-recruitment time between
i and its potential recruiter u is denoted Wui = ti −
tu and is greater than ti−1 − tu conditional on previous
recruitment of i. Let U be the random variable of next
recruiter and X be the random variable of next recruitee,
namely the subject that will be labeled as subject i. We
would like to note here that subject i is in fact random.
Let J denote the event ∀j ∈ R(i), k ∈ I(i),Wjk >
ti−1 − tj .
We first compute the probability that a certain subject
x ∈ I(i) is the next (i-th) recruitee, u ∈ Rx(i) is its re-
cruiter, and the inter-recruitment time between u and x
is greater than or equal to t − tu, conditional on event
J . Intuitively, t is the recruitment time of subject x and
in fact we are computing the tail probability of Wux. We
condition on the event J because having observed the
(i − 1)-th recruitment event, we know that for all possi-
ble recruiter-recruitee pairs in the next (i-th) recruitment
event, say j ∈ R(i) and x ∈ I(i), their inter-recruitment
time Wjk should be greater than or equal to ti−1 − tj
(otherwise, the event that subject j recruits subject x will
happen before ti and they will not appear in R(i) and
I(i), respectively). We have
Pr [U = u,X = x,Wux ≥ t− tu | J ]
= Pr [Wux ≥ t− tu, tj +Wjk > tu +Wux,
∀j ∈ R(i), k ∈ I(i), {u, x} 6= {j, k} | J ] . (5)
Since the i-th recruitment event is that u recruits x, the
inter-recruitment time along this link must be minimum
among those along all other links. Therefore, in Eq. (5)
we consider Wjk for ∀j ∈ R(i), k ∈ I(i), {u, x} 6=
{j, k}. We require that
tj +Wjk > tu +Wux,
which means exactly that the recruitment time of x (tu+
Wux) is minimum (smaller than the recruitment time of
k for all k).
Then we marginalize the above probability in Eq. (5)
over all possible combinations of x and u. Recall that
any subject in x ∈ I(i) could possibly be the subject i
and any subject in Rx(i) could be her recruiter; there-
fore we need to sum over all possible recruitee-recruiter
combinations, i.e., sum over x ∈ I(i) and u ∈ Rx(i):
Pr [WUi ≥ t− tU | J ]
=
∑
x∈I(i)
∑
u∈Rx(i)
Pr [Wux ≥ t− tu, tj +Wjk > tu
+Wux,∀j ∈ R(i), k ∈ I(i), {u, x} 6= {j, k} | J ]
=
∑
x∈I(i)
∑
u∈Rx(i)
∫ ∞
t−tu
ρτ(u;i)(s)dsPr [Wjk > s+ tu
−tj ,∀j ∈ R(i), k ∈ I(i), {u, x} 6= {j, k} | J ]
=
∑
x∈I(i)
∑
u∈Rx(i)
∫ ∞
t−tu
ρτ(u;i)(s) ·∏
j∈R(i)
∏
k∈Ij(i)
(
1−Dτ(j;i)(s+ tu − tj)
)
1−Dτ(u;i)(s) ds
=
∑
x∈I(i)
∑
u∈Rx(i)
∫ ∞
t−tu
Hτ(u;i)(s) ·∏
j∈R(i)
S
|Ij(i)|
τ(j;i) (s+ tu − tj)ds.
Using the notation that we introduced in Section 2 to re-
write and simplify the above expression, we obtain the
likelihood of the i-th recruitment event for i /∈M :∑
x∈I(i)
∑
u∈Rx(i)
Hτ(u;i)(ti − tu)
∏
j∈R(i)
S
|Ij(i)|
τ(j;i) (ti − tj)
=
∏
j∈R(i)
S
|Ij(i)|
τ(j;i) (ti − tj)
∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu)
Now suppose that i ∈ M , which means that subject i
is recruited into the study directly by the researchers.
Therefore the inter-recruitment time of any possible
recruiter-recruitee pairs of the i-th recruitment event, say
j and k, should be greater than or equal to t−tj , where t
is the recruitment time of subject i. In the terminology of
survival analysis, all these potential recruitment links are
censored. So we compute the probability that all these
links are censored:
Pr [Wjk ≥ t− tj ,∀j ∈ R(i), k ∈ Ij(i) | J ]
=
∏
j∈R(i)
∏
k∈Ij(i)
(1−Dτ(j;i)(t− tj))
=
∏
j∈R(i)
S
|Ij(i)|
τ(j;i) (t− tj).
Plugging in the observed recruitment time of subject i
(denoted by ti), we obtain the likelihood of the i-th re-
cruitment event for i ∈M :∏
j∈R(i)
S
|Ij(i)|
τ(j;i) (ti − tj).
So far we have obtained the likelihood of the i-th recruit-
ment event for both cases (i /∈M and i ∈M ); Multiply-
ing the likelihoods with i running from 1 to n, we have
the entire likelihood:
n∏
i=1
 ∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu)
1{i/∈M} ·
∏
j∈R(i)
S
|Ij |
τ(j;i)(ti − tj), (6)
where 1{i /∈ M} the indicator random variable for the
event that i /∈M .
B Log-likelihood of Recruitment Time Series
According to Eq. (6) in Appendix A , the log-likelihood
is
n∑
i=1
1{i /∈M} log
 ∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu)

+
∑
j∈R(i)
|Ij(i)| logSτ(j;i)(ti − tj)
 .
The number of recruitees of recruiter u just before time
ti is given by
|Iu(i)| = Cui
(
n∑
k=i
Auk + uu
)
. (7)
The cardinality of Iu(i) is zero if and only if recruiter
u has at least one coupon just before ti, i.e., Cui = 1.
Therefore there is a factor Cui in Eq. (7). When recruiter
u has at least one coupon, the number of recruitees of
recruiter u just before time ti is
n∑
k=i
Auk + uu,
where
∑n
k=iAuk is the number of recruitees in the final
sample and uu is the number of recruitees outside the
final sample. In the expression
∑n
k=iAuk, we sum over
k from i to n since subjects i, i+1, . . . , n are those in the
final sample and recruited at and after time ti and they
contribute one to the sum if they are adjacent to subject
u (namely Auk = 1).
Recall that B is the Hadamard product of C and H,
which yields that Bui = CuiHui, and that
Hui = Hτ(u;i)(ti − tu).
Therefore the term∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu)
in the log-likelihood can be written as
∑
u∈R(i)
|Iu(i)|Hτ(u;i)(ti − tu)
=
∑
u
Cui
(
n∑
k=i
Auk + uu
)
Hui
=(B′u+ LowerTri(AB)′ · 1)i.
Recall the definition of the matrix S:
Sji = logSτ(j;i)(ti − tj),
and that D is the Hadamard product of C and S, which
yields that Dji = CjiSji. Similarly, the term∑
j∈R(i)
|Ij(i)| logSτ(j;i)(ti − tj)
in the log-likelihood is given by
∑
j∈R(i)
|Ij(i)| logSτ(j;i)(ti − tj)
=
∑
j∈R(i)
Cji
(
n∑
k=i
Ajk + uj
)
Sji
=(D′u+ LowerTri(AD)′ · 1)i.
Thus the log-likelihood is
n∑
i=1
[1{i /∈M} log (B′u+ LowerTri(AB)′ · 1)i
+ (D′u+ LowerTri(AD)′ · 1)i] = m′β + 1′δ.
C Proof of Theorem 1
In this section, we will show that log L˜(γ) is submodular
in γ. We have
log L˜(γ)
= logL(t|A, θ) + log pi(A) + log φ(θ)
= m′β + 1′δ − ψ(max{u+A · 1− d,0}}) + log φ(θ).
Later we will show that it is submodular part by part.
First, we need to prove that−ψ(max{u+A·1−d,0}})
is submodular. We temporarily view them as real-valued
vectors and matrices rather than binary vectors and ma-
trices. In light of Eq. (4), we know that u is a linear func-
tion of µ, which yields that u+A ·1−d is a linear func-
tion of µ. We know that if g(x) is a linear function, then
f(x) = max{g(x), 0} is a convex function (see Sec-
tion 3.2.3 in [2]). Therefore, every entry of max{u+A ·
1 − d,0} is convex in u. Since ψ is a convex function
and non-decreasing in each argument whenever this ar-
gument is non-negative, thus ψ(max{u+A ·1−d,0}})
is convex in u (see Section 3.2.4 in [2]); equivalently,
−ψ(max{u+A ·1−d,0}}) is concave in u. Thus this
term −ψ(max{u + A · 1− d,0}}) is submodular in µ
if we view µ as a Boolean vector.
Recall the definitions of β and δ:
β = log(B′u+ LowerTri(AB)′ · 1),
δ = D′u+ LowerTri(AD)′ · 1.
The function β(u,A) is concave in u and A since the
inner part
B′u+ LowerTri(AB)′ · 1
is linear in u and A, the logarithm function is concave,
and β is the composition of the linear inner part and the
concave logarithm function. The function δ(u,A) is lin-
ear in u and A. Recall that u and A are linear in µ and
α, respectively. Thus β is concave in µ and α and δ is
linear in µ and α. Therefore β is concave in γ and δ is
linear in γ, where
γ = (α,µ).
Thus m′β + 1′δ is submodular in γ if γ is viewed as a
binary vector.
Hence in light of the fact that the sum of submodular
functions is submodular, the whole expression is sub-
modular in γ. In other words, logL(γ) is submodular
in γ.
D Proof of Proposition 1
We prove it by induction.
Suppose that γ = {vj1 , vj2 , . . . , vjq}, where j1 < j2 <
· · · < jq and q ≤ N .
If q = 1, then
F (γ)− F (∅) = F ({vj1})− F (∅)
≥ F (Vj1−1 ∪ vj1)− F (Vj1−1) = sg(vj1) = sg(γ),
since ∅ must be a subset of Vj1−1. Therefore,
F (γ) ≥ sg(γ) + F (∅) = sg(γ),
since F is normalized.
Suppose that the proposition holds for all q < r. When
q = r, we have
F ({vj1 , vj2 , . . . , vjr})− F ({vj1 , vj2 , . . . , vjr−1})
≥ F (Vjr−1 ∪ {vjr})− F (Vjr−1) = sg({vjr}),
since {vj1 , vj2 , . . . , vjr−1} is a subset of Vjr−1. There-
fore, we obtain
F (γ) = F ({vj1 , vj2 , . . . , vjr})
≥ sg({vjr}) + F ({vj1 , vj2 , . . . , vjr−1})
≥ sg({vjr}) + sg({vj1 , vj2 , . . . , vjr−1})
= sg({vj1 , vj2 , . . . , vjr})
by the induction assumption. This completes the proof.
E Proof of Proposition 2
In order to show that a modular function s is a supergra-
dient of the submodular function F at x, we have to show
that
∀y ∈ {0, 1}N , F (y) ≤ F (x) + s(y)− s(x).
Equivalent, if viewed as a set function, we have to show
that
∀Y ⊆ [N ], F (Y ) ≤ F (X) + s(Y )− s(X),
where X is the corresponding subset for x, i.e.,
X = {i ∈ [N ] : xi = 1}.
Since s is a modular function, it is equivalent to show
F (Y ) +
∑
i∈X\Y
s({i}) ≤ F (X) +
∑
i∈Y \X
s({i}).
Grow supergradient We have to show that
F (Y ) +
∑
i∈X\Y
sˆ({i}) ≤ F (X) +
∑
i∈Y \X
sˆ({i});
equivalently,
F (Y )+
∑
i∈X\Y
∆iF (V−{i}) ≤ F (X)+
∑
i∈Y \X
∆iF (X).
We will show that the left-hand side is less than or equal
to F (X ∪ Y ) while the right-hand side is greater than or
equal to F (X ∪ Y ).
Suppose that Y \ X = {a1, a2, a3, . . . , ar}, Ai = X ∪
{a1, a2, a3, . . . , ai} and A0 = X . We have
F (X ∪ Y ) = F (X) +
r∑
i=1
(F (Ai)− F (Ai−1))
= F (X) +
r∑
i=1
∆aiF (Ai−1)
≤ F (X) +
r∑
i=1
∆aiF (X)
= F (X) +
∑
i∈Y \X
∆iF (X).
(8)
Suppose that X \ Y = {b1, b2, . . . , bq}, Bi = Y ∪
{b1, b2, . . . , bi} and B0 = Y . We have
F (X ∪ Y ) = F (Y ) +
q∑
i=1
(F (Bi)− F (Bi−1))
= F (Y ) +
q∑
i=1
∆biF (Bi−1)
≥ F (Y ) +
q∑
i=1
∆biF (V − {bi})
= F (Y ) +
∑
i∈X\Y
∆iF (V − {i}).
(9)
Shrink supergradient We have to show that
F (Y ) +
∑
i∈X\Y
sˇ({i}) ≤ F (X) +
∑
i∈Y \X
sˇ({i});
equivalently,
F (Y )+
∑
i∈X\Y
∆iF (X−{i}) ≤ F (X)+
∑
i∈Y \X
F ({i}).
We will show that the left-hand side is less than or equal
to F (X ∪ Y ) while the right-hand side is greater than or
equal to F (X ∪ Y ).
In light of Eq. (8), we have
F (X ∪ Y ) = F (X) +
r∑
i=1
∆aiF (Ai−1)
≤ F (X) +
r∑
i=1
∆aiF (∅)
= F (X) +
∑
i∈Y \X
∆iF (∅)
= F (X) +
∑
i∈Y \X
F ({i}).
(10)
In light of Eq. (9), we have
F (X ∪ Y ) = F (Y ) +
q∑
i=1
∆biF (Bi−1)
≥ F (Y ) +
q∑
i=1
∆biF (X − {bi})
= F (Y ) +
∑
i∈X\Y
∆iF (X − {i}).
Bar supergradient We have to show that
F (Y ) +
∑
i∈X\Y
s¯({i}) ≤ F (X) +
∑
i∈Y \X
s¯({i});
equivalently,
F (Y )+
∑
i∈X\Y
∆iF (V −{i}) ≤ F (X)+
∑
i∈Y \X
F ({i}).
By Eq. (9), we know that the left-hand side is less than
or equal to F (X ∪ Y ). By Eq. (10), we know that the
right-hand side is greater than or equal to F (X ∪ Y ).
Therefore, the left-hand side is less than or equal to the
right-hand side.
F Discussion
In some ways, RDS resembles a diffusion process and in
fact the continuous-time stochastic process that we for-
mulate RDS as in this paper is a diffusion process; but
RDS reveals an extra piece of information that makes re-
construction of the induced subgraph possible: the de-
grees of each vertex visited by the diffusion process.
For other diffusion processes, we can also derive their
likelihood functions. If the optimization problem of the
likelihood or the posterior is log-submodular and uncon-
strained, we can use the submodular variational infer-
ence method that we used in this paper. If it is a con-
strained problem, it is natural to relax the constraints
with multiplicative log-submodular penalty factor such
that the product of the original likelihood/posterior func-
tion and the penalty factor remain log-submodular. For
example, if the constraint is an equality constraint of the
form q(A) = c0, where q is a linear function (e.g., mul-
tiplying A by some matrix), c0 is a fixed vector, and A
is the adjacency matrix to be optimized over, then we can
add a multiplicative factor e−‖q(A)−c0‖ to the likelihood
or posterior function, in light of the fact that every norm
is a convex function, which guarantees that e−‖q(A)−c0‖
is log-submodular with respect to A. If the constraint is
given by an inequality, we can mimic the method that
we used in Section 3.1 by introducing auxiliary vari-
ables u and adding a multiplicative penalty term similar
to Eq. (3).
