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A NOTE ON THE DIRAC OPERATOR WITH KIRCHOFF-TYPE
VERTEX CONDITIONS ON NONCOMPACT METRIC GRAPHS
WILLIAM BORRELLI, RAFFAELE CARLONE, AND LORENZO TENTARELLI
Abstract. In this note we present some properties of the Dirac operator on noncompact metric
graphs with Kirchoff-type vertex conditions. In particular, we discuss the specific features of the
spectrum of the operator and, finally, we give some further details on the associated quadratic
form (and on the form domain).
1. Introduction
The investigation of evolution equations on metric graphs (see, e.g., Figure 2) has become very
popular nowadays as they are assumed to represent effective models for the study of the dynamics of
physical systems confined in branched spatial domains. A considerable attention has been devoted
to the Schro¨dinger equation, as it is supposed to well approximate (for p = 4) the behavior of
Bose-Einstein condensates in ramified traps (see, e.g., [32] and the references therein).
This, naturally, has lead to the study of the graph versions of the laplacian, given by suitable
vertex conditions, and, especially to the standing waves of the associated NonLinear Schro¨dinger
Equation (NLSE) (see, e.g., [1, 2, 3, 4, 5, 20, 21, 23, 24, 25, 26, 47, 48, 49]). In particular, the
most investigated subcase has been that of the Kirchhoff vertex conditions, which impose at each
vertex:
(i) continuity of the function: ue(v) = uf (v), ∀e, f  v, ∀v ∈ K,
(ii) “balance” of the derivatives:
∑
ev
due
dxe
(v) = 0, ∀v ∈ K.
where K denotes the compact core of the graph (i.e., the subgraph of the bounded edges), e  v
means that the edge e is incident at the vertex v and duedxe (v) stands for u
′
e(0) or −u′e(−`e) according
to the parametrization of the edge (for more see Section 2). The above conditions correspond to
the free case, namely, where there is no interaction at the vertices which are then mere junctions
between edges.
Moreover, recently [46] proposed (although if in the prototypical case of the infinite 3-star graph
depicted in Figure 1) the study of the NonLinear Dirac Equation (NLDE) on networks, where the
Dirac operator is given by
D := −ıc d
dx
⊗ σ1 +mc2 ⊗ σ3 . (1)
Here m > 0 and c > 0 are two parameters representing the mass of the generic particle of the
system and the speed of light (respectively), and σ1 and σ3 are the so-called Pauli matrices, i.e.
σ1 :=
(
0 1
1 0
)
and σ3 :=
(
1 0
0 −1
)
. (2)
Precisely, as for the majority of the works on the NLSE, [46] suggests the study of the stationary
solutions, that is those 2-spinors such that χ(t, x) = e−iωt ψ(x), with ω ∈ R and with ψ solving
Dψ − |ψ|p−2 ψ = ωψ.
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Figure 1. The infinite 3-star graph
Remark 1.1. We observe that, strictly speaking, the parameter c in (1) corresponds to the speed
of light only in truly relativistic models, whereas in other contexts it should be rather considered
as a phenomenological parameter depending on the model under study. Nevertheless, for the sake
of simplicity, we will refer to it as “speed of light” throughout the paper.
The attention recently attracted by the linear and the nonlinear Dirac equations is due to their
physical applications, as effective equations, both in solid state physics and in nonlinear optics
(see [33, 34]). While initially the NLDE appeared as a field equation for relativistic interacting
fermions (see [27, 38]), thereafter it was used in particle physics (to simulate features of quark
confinement), in acoustics and in the context of Bose-Einstein Condensates (see [34]). Recently,
it also appeared that certain properties of some physical models, as thin carbon structures, are
effectively described by the NLDE (see [10, 13, 14, 15, 19, 29, 30, 41]).
On the other hand, in the context of metric graphs NLDE may describe the constrained dynamics
of genuine relativist particles, or be regarded as an effective model for solid state/nonlinear optics
systems (as already remarked). In particular, it applies in the analysis of effective models of
condensed matter physics and field theory (see [46]). Moreover, Dirac solitons in networks may be
realized in optics, in atomic physics, etc. (see again [46] and the references therein).
The study of the Dirac operator (and other kind of operators) on metric graphs has has been
carried on in several works in the last years (see, e.g., [7, 12, 18, 43, 37, 39]). On the contrary,
concerning the existence of standing waves for the NLDE on metric graphs, to our knowledge, the
first rigorous mathematical work on the subject is [16], where a nonlinearity concentrated on the
compactcore of the graph is considered. We refer the reader to [17], for a survey on standing waves
for NLDE and NLSE with concentrated nonlinearity.
Finally, it is worth stressing that (as for the NLSE), preliminarily to the study of the nonlinear
case, it is necessary to find suitable vertex conditions for the operator D that make it self-adjoint.
In this paper, we consider those conditions that converge to the Kirchhoff ones in the nonrelativistic
limit, and that we call Kirchhoff-type, which represents (as well as Kirchhoff for Schro¨dinger) the
free case. Roughly speaking, these conditions “split” the requirements of Kirchhoff conditions:
the continuity condition is imposed only on the first component of the spinor, while the second
component (in place of the derivative) has to satisfy the “balance” condition (see (4)&(5) below).
We limit ourselves to the case of noncompact graphs with a finite number of edges since it is the
most studied one in the nonlinear context.
The paper is organized as follows. In Section 2 we recall some fundamental notions on metric
graphs and we give the definition of the Dirac operator with Kirchhoff-type vertex conditions. In
Section 3, we give a justification of the self-adjointness of the operator and of its spectral properties.
Then, a model case is presented in Section 4, in order to clarify the general arguments developed in
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Figure 2. a general noncompact metric graph.
Section 3. Finally, Section 5 accounts for the particular features of the quadratic form associated
with D and its form domain.
2. Functional setting
Preliminarily, we recall some basic notions on metric graphs (more details can be found in
[2, 11, 36] and the references therein).
Throughout, by metric graph G = (V,E) we mean a connected multigraph (i.e., with possibly
multiple edges and self-loops) with a finite number of edges and vertices. Each edge is a finite or
half-infinite segment of real line and the edges are glued together at their endpoints (the vertices
of G) according to the topology of the graph (see, e.g., Figure 2).
Unbounded edges are identified with (copies of) R+ = [0,+∞) and are called half-lines, while
bounded edges are identified with closed and bounded intervals Ie = [0, `e], `e > 0. Each edge
(bounded or unbounded) is endowed with a coordinate xe which posseses an arbitrary orientation
when the interval is bounded and the natural orientation in case of a half-line. As a consequence,
the graph G is a locally compact metric space, the metric given by the shortest distance along the
edges. Clearly, since we assume a finite number of edges and vertices, G is compact if and only if
it does not contain any half-line.
Consistently, a function u : G → C is actually a family of functions (ue), where ue : Ie → C is
the restriction of u to the edge e. The usual Lp spaces can be defined in the natural way, with
norms
‖u‖pLp(G) :=
∑
e∈E
‖ue‖pLp(Ie), if p ∈ [1,∞), and ‖u‖L∞(G) := maxe∈E ‖ue‖L∞(Ie),
while Hm(G) are the spaces of functions u = (ue) such that ue ∈ Hm(Ie) for every edge e ∈ E,
with norm
‖u‖2Hm(G) =
m∑
i=0
‖u(i)‖2L2(G).
Accordingly, a spinor ψ = (ψ1, ψ2)T : G → C2 is a family of 2-spinors
ψe =
(
ψ1e
ψ2e
)
: Ie −→ C2, ∀e ∈ E,
and thus
Lp(G,C2) :=
⊕
e∈E
Lp(Ie,C2),
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endowed with the norms
‖ψ‖p
Lp(G,C2) :=
∑
e∈E
‖ψe‖pLp(Ie), if p ∈ [1,∞), and ‖ψ‖L∞(G,C2) := maxe∈E ‖ψe‖L∞(Ie),
whereas
Hm(G,C2) :=
⊕
e∈E
Hm(Ie,C2)
endowed with the norm
‖ψ‖2Hm(G,C2) :=
∑
e∈E
‖ψe‖2Hm(Ie)
Remark 2.1. Usually, graph Sobolev spaces are not defined as before. They also contain some
further requirement on the behavior of the functions at the vertices of the graph (in the case m = 1,
for instance, global continuity is often required). However, in a Dirac context it is convenient to
keep integrability requirements and conditions at the vertices separated.
Now, we can define the Kirchhoff-type realization of the Dirac operator on graphs.
Definition 2.2. Let G be a metric graph and let m, c > 0. We define the Dirac operator with
Kirchhoff-type vertex conditions the operator D : L2(G,C2)→ L2(G,C2) with action
D|Ieψ = Deψe := −ıc σ1ψ′e +mc2 σ3ψe, ∀e ∈ E, (3)
σ1, σ3 being the matrices defined in (2), and domain
dom(D) := {ψ ∈ H1(G,C2) : ψ satisfies (4) and (5)} ,
where
ψ1e(v) = ψ
1
f (v), ∀e, f  v, ∀v ∈ K, (4)∑
ev
ψ2e(v)± = 0, ∀v ∈ K, (5)
ψ2e(v)± standing for ψ2e(0) or −ψ2e(`e) according to whether xe is equal to 0 or `e at v.
An immediate, albeit informal, way to see why the previous one can be considered a Kirchhoff-
type realization of the Dirac operator is the following.
First, recall that the domain of the Kirchhoff Laplacian consists of the H2(G)-functions that
also satisfy (i)&(ii) of Section 1. Therefore, since, roughly speaking, the Laplacian is (a component
of) the square of the Dirac operator, one can square D and check if the resulting operator is in
fact the Kirchhoff Laplacian.
This is, indeed, the case, since D2 clearly acts as (−∆) ⊗ IC2 and since, considering spinors of
the type ψ = (ψ1, 0)T , if one imposes that ψ ∈ dom(D2) (namely, that ψ ∈ dom(D) and that
Dψ ∈ dom(D)), then ψ1 ∈ dom(−∆).
3. Self-adjointness and spectrum
In this section, we prove the self-adjointness of the operator D and present its main spectral
features.
Preliminarily, we observe that the proof of the self-adjointness is not new (see, e.g. [8, 18, 40, 42]).
In particular, [18] shows it for a wide class of vertex conditions (including the Kirchoff-type ones.
Here we give an alternative justification using the theory of boundary triplets.
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The study the of D requires some introductory notions. Let A be a densely defined closed sym-
metric operator in a separable Hilbert space H with equal deficiency indices n±(A) := dimN±i 6
∞, where
Nz := ker(A
∗ − z)
is the defect subspace.
Definition 3.1. A triplet Π = {H,Γ0,Γ1} is said a boundary triplet for the adjoint operator A∗ if
and only if H is a Hilbert space and Γ0,Γ1 : dom(A
∗)→ H are linear mappings such that
〈A∗f |g〉 − 〈f |A∗g〉 = 〈Γ1f,Γ0g〉H − 〈Γ0f,Γ1g〉H, f, g ∈ dom(A∗),
holds (with 〈·, ·〉H the scalar product in H) and the mapping
Γ :=
(
Γ0
Γ1
)
: dom(A∗)→ H⊕ H
is surjective.
Definition 3.2. Let Π = {H,Γ0,Γ1} be a boundary triplet for the adjoint operator A∗, define the
operator
A0 := A
∗|ker Γ0
and denote by ρ(A0) its resolvent set. Then, the γ-field and Weyl function associated with Π
are, respectively, the operator valued functions γ(·) : ρ(A0) → L(H,H) and M(·) : ρ(A0) → L(H)
defined by
γ(z) := (Γ0|Nz)−1 and M(z) := Γ1 ◦ γ(z), z ∈ ρ(A0). (6)
3.1. Self-adjointness. In order to apply the theory of boundary triplets to the definition of the
Kirchhoff-type Dirac operator, one has to study the operator on the single components of the graph
(segments and halflines) imposing suitable boundary conditions. Then, one describes the effect
of connecting these one-dimensional components, according to the topology of the graph, through
the vertex condtions (4)-(5).
First, observe that the set E of the edges of a metric graph G can be decomposed in two subsets,
namely, the set of the bounded edges Es and set of the half-lines Eh. Fix, then, e ∈ Es and consider
the corresponding minimal operator D˜e on He = L2(Ie,C2), which has the same action of (3) but
domain H10 (Ie,C2). As a consequence, the adjoint operator possesses the same action and domain
dom(D˜∗e) = H
1(Ie,C2).
On the other hand, a suitable choice of trace operators (introduced in [31]) is given by Γe0,1 :
H1(Ie,C2)→ C2, with
Γe0
(
ψ1e
ψ2e
)
=
(
ψ1e(0)
icψ2e(`e)
)
, Γe1
(
ψ1e
ψ2e
)
=
(
icψ2e(0)
ψ1e(`e)
)
and hence, given the boundary triplet {He,Γe0,Γe1}, with He = C2, one can compute the gamma
field and the Weyl function using (6) and prove that D˜∗e has defect indices n±(D˜e) = 2. Moreover,
note that in this way we can define an operator De with the same action of D˜∗e (and D˜e) and
domain
dom(De) = ker Γe0,
which is self-adjoint by construction.
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Analogously, fix now e′ ∈ Eh and consider the minimal operator D˜e′ defined onHe′ = L2(R+,C2),
with the same action as before and domain H10 (R+,C2). The domain of the adjoint reads
dom(D˜∗e′) = H1(R+,C2)
and the trace operators Γe
′
0,1 : H
1(R+,C2)→ C can be properly given by
Γe
′
0
(
ψ1e′
ψ2e′
)
= icψ1e′(0), Γ
e′
1
(
ψ1e′
ψ2e′
)
= ψ2e′(0).
Again, the gamma field and the Weyl function are provided by (6) (with respect to the boundary
triplet {He′ ,Γe′0 ,Γe
′
1 }, with He′ = C), while the defect indices are n±(D˜e′) = 1. In addition, one
can once more define a self-adjoint (by construction) operator as
De′ := D˜∗e′ , dom(De′) := ker Γe0.
Then, we can describe the Dirac operator introduced in Definition 2.2 using Boundary Triplets.
Let D0 be the operator
D0 :=
⊕
e∈Es
De ⊕
⊕
e′∈Eh
De′ ,
defined on H = ⊕e∈Es He ⊕⊕e′∈Eh He′ , with domain given by the direct sum of the domains of
the addends. Consider, also, the operator
D˜ :=
⊕
e∈Es
D˜e ⊕
⊕
e′∈Eh
D˜e′ ,
and its adjoint
D˜∗ :=
⊕
e∈Es
D˜∗e ⊕
⊕
e′∈Eh
D˜∗e′
(with the natural definitions of the domains). Introduce, also, the trace operators
Γ0,1 =
⊕
e∈Es
Γe0,1 ⊕
⊕
e′∈Eh
Γe
′
0,1.
One can check that {H,Γ0,Γ1}, with H = CM and M = 2|Es| + |Eh|, is a boundary triplet for
the operator D˜∗ (and hence one can compute gamma-field and Weyl function as before). On the
other hand, note that boundary conditions (4)-(5) are “local”, in the sense that at each vertex
they are expressed independently of the conditions on other vertices. As a consequence, they can
be written using proper block diagonal matrices A,B ∈ CM×M , with AB∗ = BA∗, as
AΓ0ψ = BΓ1ψ
(see also the model case in Section 4). The sign convention of (5) is incorporated in the definition
of the matrix B. Therefore the Dirac operator with Kirchoff-type conditions can be defined as
D := D˜∗, dom(D) := ker(AΓ0 −BΓ1),
and then, by construction,
Theorem 3.3. The Dirac operator with Kirchhoff-type boundary conditions D, defined by Defini-
tion 2.2 is self-adjoint.
Remark 3.4. The boundary triplets method provides an alternative way to prove the self-adjointness
of D. More classical approaches a` la Von Neumann can be found in [18].
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3.2. Essential spectrum. Now, we can focus on the essential spectrum of D. It can be studied
adapting the strategy used for the Schro¨dinger case in [35].
Preliminarily, note that the spectrum of D0 is given by the superposition of the spectra of each
addend, that is
σ(D0) =
⋃
e∈Es
σ(De) ∪
⋃
e′∈Eh
σ(De′).
Precisely, following [22], each segment Ie, e ∈ Es, contributes to the point spectrum of D0 with
eigenvalues given by
σ(De) = σp(De) =
±
√
2mc2pi2
`2e
(
j +
1
2
)2
+m2c4 , j ∈ N
 , ∀e ∈ Es,
and each half-lines has a purely absolutely continuous spectrum
σ(De) = σac(De) = (−∞,−mc2] ∪ [mc2,+∞), ∀e ∈ Eh.
Now, one can check that a Krein-type formula for the resolvent operators holds, namely
(D − z)−1 − (D0 − z)−1 = γ(z) (BM(z)−A)−1Bγ∗(z), ∀z ∈ ρ(D) ∩ ρ(D0) (7)
(with γ(·) and M(·) the gamma-field and the Weyl function, respectively, associated with D –see
[22]). Hence, the resolvent of the operator D is as a perturbation of the resolvent of the operator
D0. Since one can prove that the operator at the right-hand side of (7) is of finite rank, Weyl’s
Theorem [45, Thm XIII.14] gives
Theorem 3.5. The essential spectrum of the operator D defined by Definition 2.2 is given by
σess(D) = σess(D0) = (−∞,−mc2] ∪ [mc2,+∞).
3.3. Absence of eigenvalues in the spectral gap. A natural question raised by Theorem 3.5
is: do there exist eigenvalues? If so, where do they are located?
Unfortunately, there is no easy and general answer to these questions. In principle, eigenvalues
can be located everywhere in the spectrum, suitably tuning the topology and the metric of the
graph. Indeed, they can be both embedded in the essential spectrum, and at the thresholds.
However, they cannot be in the spectral gap, as shown by the following computation.
Let λ ∈ σ(D) be an eigenvalue. As a consequence, there exists 0 6= ψ ∈ dom(D) such that
Dψ = λψ,
or equivalently, such that
−icdψ
2
dx
= (λ−mc2)ψ1, (8)
−icdψ
1
dx
= (λ+mc2)ψ2. (9)
If |λ| 6= m, then we can divide both sides of (9) by (λ + mc2) and plug the value of ψ2 into (8),
obtaining
− c2d
2ψ1
dx2
= (λ2 −m2c4)ψ1. (10)
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Furthermore, using (4)-(5), we can prove that∑
ev
dψ1e
dx
(v) = 0,
ψ1ei(v) = ψ
1
ej (v), ∀ei, ej  v,
so that ψ1 is eigenfunction of the Kirchhoff Laplacian on G. Hence, multiplying (10) times ψ1 and
integrating,
|λ| > mc2,
namely
Proposition 3.6. If λ ∈ R is an eigenvalue of the operator D (defined by Definition 2.2) then
|λ| > mc2.
3.4. Graphs with eigenvalues at the tresholds. As already remarked, D may present eigen-
values at thresholds. This is the content of the following
Proposition 3.7. Let G be a graph with two terminal edges incident at the same vertex v ∈ K.
Then λ = ±mc2 are eigenvalue of the operator D (defined by Definition 2.2).
Remark 3.8. For simplicity we prove the result for the case depicted in Figure 3, which is the
simplest one having the property stated above. The same proof applies to more general graphs
satisfying such condition, simply considering spinors which vanish identically on all the edges
except on the two terminal edges.
f1
f2
f3
Figure 3. A 3-star graph with two segments.
Proof of Proposition 3.7. First, identity the bounded edges of the graph in Figure 3 with the
compact intervals Ij = [0, `j ], j = 1, 2, and the common vertex with 0.
Let λ = mc2. Then, equations (8) and (9) read
dψ2
dx
= 0 ,
dψ1
dx
= 2imcψ2.
Now, let ψf1 ≡ 0. Integrating the above equations on f1, f2 yields
ψ1fj (x) = 2imcAjx+Bj , for x ∈ [0, `j ], with j = 1, 2
and
ψ2fj (x) ≡ Aj , for x ∈ [0, `j ], with j = 1, 2
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where Aj , Bj ∈ C. Therefore, as (4) and (5) have to be satisfied at v ' 0, we find
B2 = B3 = 0, and A3 = −A2
and thus λ = mc2 is an eigenvalue of D.
Let us, now, turn to λ = −mc2. In this case the eigenvalue equation becomes
dψ2
dx
= −2imcψ1,
dψ1
dx
= 0 .
Set again ψf1 ≡ 0, we have
ψ1fj (x) ≡ Ej , for x ∈ [0, `j ], with j = 1, 2
and
ψ2fj (x) = −2imcEjx+ Fj , for x ∈ [0, `j ], with j = 1, 2
where Ej , Fj ∈ C, and again by (4) and (5)
E2 = E3 = 0, and F3 = −F2.
Then, also λ = −mc2 is an eigenvalue of D and the proof is completed. 
Remark 3.9. We guess that suitably choosing the topology and the metric of the graph, one could
also construct eigenvalues embedded in the essential spectrum. However, a complete discussion
of this point goes beyond the scopes of the present paper. We will deal with it in a forthcoming
article.
4. A model case: the triple junction
The aim of the present section is to clarify the main ideas explained before by means of an
example.
Consider a 3-star graph with one bounded edge and two half-lines, as depicted in Figure 4. In
this case the finite edge is identified with the interval I = [0, `e3 ] and 0 corresponds to the common
vertex of the segment and the half-lines. Here trace operators can be defined as
Γ0ψ =

ψ1e1(0)
ψ1e2(0)
ψ2e3(`e3)
icψ1e3(`e3)
 , Γ1ψ =

icψ2e1(0)
icψ2e2(0)
icψ2e3(0)
ψ1e3(`e3)
 ,
so that, again, Kirchoff-type conditions (4)-(5) can be written as
AΓ0ψ = BΓ1ψ,
with AB∗ = BA∗ given by
A =
2
3

−2 1 1 0
1 −2 1 0
1 1 −2 0
0 0 0 a
 , B = −ı23

1 1 1 0
1 1 1 0
1 1 1 0
0 0 0 b
 ,
where, properly choosing a, b ∈ C, one can fix the value of the spinor on the non-connected vertex.
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e1
e2
e3
Figure 4. A 3-star graph with a finite edge.
Remark 4.1. Looking at the example above, and recalling that conditions (4)-(5) are defined
independently on each vertex, one can easily see how to iterate the above construction for a
more general graph structure, thus obtaining matrices A,B with a block structure, each block
corresponding to a vertex.
In order to investigate the spectral properties of D on the graph depicted by Figure 4, we have
to use Weyl’s Theorem and computate the singularities of the resolvent (see (7)). Hence, it is
necessary to compute (the gamma-field γ(z) and) the Weyl function M(z).
The structure of γ(z) and M(z) can be recovered using a block composition as in [22, 31].
In particular, the eigenvalues of the operator D are given by the zeroes of the determinant of
(BM(z)−A), so that the computation of (BM(z)−A)−1B, is needed.
Remark 4.2. In order to simplify some notations in the following, we choose m = 1/2 in the
definition of the operator (1), so that the thresholds of the spectrum become λ = ±c/2.
Let us define
k(z) :=
1
c
√
z2 − (c2/2)2, z ∈ C ,
and
k1(z) :=
ck(z)
z + c2/2
=
√
z − c2/2
z + c2/2
, z ∈ C .
where the branch of the multifunction
√· is selected such that k(x) > 0 for x > c2/2. It this way
k(·) is holomorphic in C with two cuts along the half-lines (−∞,−c2/2] and [c2/2,∞).
Then, the Weyl function reads
M(z) =

ick1(z) 0 0 0
0 ick1(z) 0 0
0 0
ck1(z) sin(`e3k(z))
cos(`e3k(z))
1
cos(`e3k(z))
0 0 1cos(`e3k(z))
sin(`e3k(z))
ck1(z)cos(`e3k(z))
 ,
Assume also, for the sake of simplicity, that a = 0, b = 1 and fix `e3 = c = 1. After some
calculations, one sees that the zeroes of the determinant of BM(z)−A are given by the zeroes of
the following function:
f(z) = −8
9
i
(
sin
(
1
2
√
4z2 − 1
)
+ sin
(
3
2
√
4z2 − 1
)
+ 2i
)
sec4
(
1
2
√
4z2 − 1
)
. (11)
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-0.4 -0.2 0.2 0.4
0.5
1.0
1.5
2.0
2.5
Figure 5. The real and imaginary part of f(z) for z ∈ [−1/2, 1/2], in blue and
yellow, respectively.
Let us consider, initially, z ∈ (−1/2, 1/2). For such values √4z2 − 1 ∈ iR, and then (11) rewrites
f(z) =
8
9
(
sinh
(
1
2
√
1− 4z2
)
+ sinh
(
3
2
√
1− 4z2
)
+ 2
)
sech4
(
1
2
√
1− 4z2
)
.
which is a positive real function. For z /∈ (−1/2, 1/2), on the contrary, √4z2 − 1 ∈ R and so
<(f(z)) = 16
9
sec4
(
1
2
√
4z2 − 1
)
and
=(f(z)) = −8
9
sin
(
2
√
4z2 − 1
)
cos
(√
4z2 − 1
)
,
so that the real part of (11) cannot vanishes, while the imaginary part is periodic and with alternate
sign. We can thus conclude that there are is eigenvalue in the spectrum. This should be compared
with the example presented in Section 3.4, where threshold eigenvalues do exist for a small change
of the graph structure.
Morever, we remark that the above analysis does not exclude the presence of resonances. They
may appear, when one imposes Kirchoff-type conditions, due to the eigenvalues of the operator
given by the direct sum of the Dirac operators on the edge (without any boundary condition) that
are embedded in the continuous part of the spectrum.
However, although the explicit analysis of the spectrum for a Dirac graph can be complicated
when the topological structure is complex, the spectral characterization and the analysis of reso-
nances appear to be a challenging and interesting problems.
5. The form-domain
We conclude the paper with some remarks concerning the quadratic form associated with D.
The reason for which this point deserves some particular attention can be easily explained.
In the standard cases (Rd, with d = 1, 2, 3) the quadratic form associated with the Dirac
operator can be easily defined using the Fourier transform (see, e.g., [28]). Unfortunately, in the
framework of (noncompact) metric graphs this tool is not available. In addition, also classical
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duality arguments seems to be prevented as, generally speaking, H−1/2(G) is not the topological
dual of H1/2(G), due to the presence of the compact core of the graph.
Therefore, one has to resort to the spectral theorem, where the associated quadratic form QD
and its domain dom(QD) are defined as
dom(QD) :=
{
ψ ∈ L2(G,C2) :
∫
σ(D)
|ν| dµDψ (ν)
}
, QD(ψ) :=
∫
σ(D)
ν dµDψ (ν),
with µDψ the spectral measure associated with D and ψ. However, such a definition is very implicit
and thus not useful in concrete cases (as, for instance, in [16]).
On the other hand, an useful characterization of the form domain can be obtained arguing as
follows, using real interpolation theory (see, e.g., [6, 9]). Define the space
Y :=
[
L2(G,C2), dom(D)] 1
2
, (12)
namely, the interpolated space of order 1/2 between L2 and the domain of the Dirac operator.
First, note that Y is a closed subspace of
H1/2(G,C2) :=
⊕
e∈E
H1/2(Ie,C2),
with respect to the norm induced by H1/2(G,C2). This can be easily checked observing that
dom(D) is clearly a closed subspace of H1(G,C2) and that, arguing edge by edge, one can see that
H1/2(G,C2) = [L2(G,C2), H1(G,C2)] 1
2
.
Hence the closedness of Y follows by the sole definition of interpolation spaces. Therefore, by
Sobolev embeddings,
Y ↪→ Lp(G,C2), ∀p > 2,
and that, in addition, the embegging in Lp(K,C2) is compact, due to the compactness of K.
Let us prove that indeed
dom(QD) = Y. (13)
This characterization turns out to be particularly useful, for instance, in the nonlinear case where
one studies the existence of standing waves by variational methods [16]. In order to prove (13),
we exploit again the spectral theorem, but in a different form (see Theorem 5.1 below). In par-
ticular, it states that, roughly speaking, every self-adjoint operator on a Hilbert space is isometric
to a multiplication operator on a suitable L2-space. In this sense self-adjoint operators can be
“diagonalized” in an abstract way.
Theorem 5.1. ([44, thm. VIII.4]) Let H be a self-adjoint operator on a separable Hilbert space
H with domain dom(H). There exists a measure space (M,µ), with µ a finite measure, a unitary
operator
U : H −→ L2 (M,dµ) ,
and a real valued function f on M , a.e. finite, such that
(1) ψ ∈ dom(H) if and only if f(·)(Uψ)(·) ∈ L2(M,dµ),
(2) if ϕ ∈ U (dom(H)), then (UHU−1ϕ) (m) = f(m)ϕ(m), ∀m ∈M .
The above theorem, in other words, states that H is isometric to the multiplication operator by
f (still denoted by the same symbol) on the space L2(M,dµ), whose domain is given by
dom(f) :=
{
ϕ ∈ L2(M,dµ) : f(·)ϕ(·) ∈ L2(M,dµ)} ,
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endowed with the norm
‖ϕ‖21 :=
∫
M
(1 + f(m)2)|ϕ(m)|2dµ(m)
The form domain of f has an obvious explicit definition, as f is a multiplication operator, that is{
ϕ ∈ L2(M,dµ) :
√
|f(·)|ϕ(·) ∈ L2(M,dµ)
}
and we will prove in the sequel that it satisfies (13) (we follow the presentation given in [6, 9]).
Consider the Hilbert spaces H0 := L2(M,dµ) with the norm ‖x‖0 := ‖x‖L2(dµ), and H1 :=
dom(f), so that H1 ⊂ H0. The squared norm ‖x‖21 is a densely defined quadratic form on H0,
represented by
‖x‖21 = 〈(1 + f2(·))x, x〉0,
where 〈·, ·〉0 is the scalar product of H0. Define, in addition, the following quadratic version of
Peetre’s K-functional
K(t, x) := inf
{‖x0‖20 + t‖x1‖21 : x = x0 + x1, x0 ∈ H0, x1 ∈ H1} .
By standard arguments (see e.g. [9] or [6, Ch. 7] and references therein) the intermediate spaces
Hθ := [H0,H1]θ ⊂ H0, 0 < θ < 1, are given by the elements x ∈ H0 such that the following
quantity is finite:
‖x‖2θ =
∫ ∞
0
(
t−θK(t, x)
) dt
t
<∞.
Now we can prove the following equivalence.
Proposition 5.2. For every θ ∈ (0, 1), there results
‖x‖2θ = 〈(1 + f2(·))θx, x〉0, for x ∈ Hθ. (14)
Proof. Preliminarily, for ease of notation, set A := (1 + f2(·)). The operator A is positive and
densely defined on H0 and also its (positive) square root A1/2 has a domain A dense in H0. Now,
let us divide the proof in two step.
Step 1. There results
K(t, x) =
〈
tA
1 + tA
x, x
〉
0
, t > 0, x ∈ H0. (15)
First, observe that the bounded operator in (15) is defined via the functional calculus for A. Then,
take x ∈ A and fix t > 0. By a standard convexity argument one gets the existence of a unique
decomposition
x = x0,t + x1,t,
such that
K(t, x) = ‖x0,t‖20 + t‖x1,t‖21 (16)
(note also that xj,t ∈ A, j = 0, 1). Then, for all y ∈ A, using the minimality requirement in the
definition of K, there results
d
ds
(‖x0,t + sy‖20 + t‖x1,t − sy‖21)|s=0 = 0,
and then, recalling that ‖x‖21 = ‖A1/2x‖20, we have
〈A−1/2x0,t − tA1/2x1,t, A1/2y〉0 = 0.
Since the above inequality must be true for all y in the dense subset A ∈ H0 we conclude that
A−1/2x0,t = tA1/2x1,t,
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so that we obtain
x0,t =
tA
1 + tA
x, x1,t =
1
1 + tA
x (17)
Combining (16) and (17) we get the claim.
Remark 5.3. Observe that the bounded operators
tA
1 + tA
,
1
1 + tA
, t > 0 ,
are defined using the functional calculus for the self-adjoint operator A.
Step 2. Proof of (14). By Step 1 and exploiting the functional calculus for A, we get
‖x‖2θ =
∫ ∞
0
t−θK(t, x)
dt
t
=
∫ ∞
0
t−θ
〈
A
1 + tA
x, x
〉
0
dt =
〈
A
(∫ ∞
0
dt
tθ(1 + tA)
)
x, x
〉
0
. (18)
Consider, then, the differentiable function
f(a) :=
∫ ∞
0
dt
tθ(1 + ta)
, a > 0.
Integrating by parts, one easily gets∫ ∞
0
dt
tθ(1 + ta)
=
a
1− θ
∫ ∞
0
tdt
tθ(1 + ta)2
= − a
1− θf
′(a).
Then f fulfills
f ′(a) =
(θ − 1)
a
f(a), a > 0,
and integrating
f(a) = aθ−1.
Note that we have set the integration constant equal to zero in order to get the correct formula as
θ → 1−. Combining the above observations, one sees that (18) reads
‖x‖2θ = 〈Aθx, x〉0,
thus proving the claim. 
Finally, in view of the previous Proposition, if one sets for θ = 12 , then one recovers the form
domain of the operator f and, hence, setting H = D and H = L2(G,C2), one has that (12) is
exactly the form domain of D, with Y = U−1H 1
2
. Consequently, (13) is satisfied and, summing
up, we have shown the following
Theorem 5.4. The form domain of D (defined by Definition 2.2) satisfies
dom(QD) =
[
L2(G,C2),dom(D)] 1
2
,
namely, is equal to the interpolated space of order 1/2 between L2 and the operator domain.
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