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Abstract
We dene, prove the existene and obtain expliit expressions for lassial time delay dened
in terms of sojourn times for abstrat sattering pairs (H
0
; H) on a sympleti manifold. As a by-
produt, we establish a lassial version of the Eisenbud-Wigner formula of quantum mehanis.
Using reent results of V. Buslaev and A. Pushnitski on the sattering matrix in Hamiltonian
mehanis, we also obtain an expliit expression for the derivative of the Calabi invariant of the
Poinare sattering map.
Our results are applied to dispersive Hamiltonians, to a lassial partile in a tube and to
Hamiltonians on the Poinare ball.
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1 Introduction
Sine the works of D. Bolle, H. Narnhofer, W. Thirring and ollaborators in the 80's, it is known that
one an dene properly a notion of time delay in terms of sojourn times in lassial sattering theory.
However, most of the mathematial works on the topi (if not all) provide a omplete desription
only for sattering pairs (H
0
; H) where the free Hamiltonian is of the type H
0
(q; p) = jpj
2
=2 on R
2n
.
Therefore, a legitimate interrogation is whether it is possible to dene, to prove the existene and
to obtain expliit expressions for lassial time delay for a general lass of sattering pairs in the
modern set-up of sympleti geometry. Answering (aÆrmatively) to these questions is the purpose of
the present paper.
Our interest in these issues has been aroused by reent artiles on time delay in quantummehanis
[28, 29℄ and on the sattering matrix in Hamiltonian mehanis [8℄. In [29℄, the authors prove that
the existene of time delay dened in terms of sojourn times, as well as its identity with Eisenbud-
Wigner time delay [33, 35℄, is a ommon feature of two-Hilbert spaes quantum sattering theory.
Their proofs rely on abstrat ommutator methods and on an integral formula relating loalisation
operators to time operators [28℄. Here, we use the lassial ounterpart of this formula, established
in [14℄, to obtain similar results in lassial sattering theory as well as an expliit expression for the
derivative of the Calabi invariant of the Poinare sattering map. Our approah takes its roots in the

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following observations: When H
0
(q; p) = jpj
2
=2 on R
2n
, the usual position observables 
j
(q; p) := q
j
satisfy the simple Poisson braket identity

f
j
; H
0
g; H
0
	
= 0: (1.1)
In onsequene, the time evolution of the observables 
j
under the ow '
0
t
of H
0
is lineal with growth
rate f
j
; H
0
g = p
j
. Aordingly, any trajetory f'
0
t
(q; p)g
t2R
with initial veloity p 6= 0 esapes from
eah ball B
r
:= fq 2 R
n
j jqj  rg as jtj ! 1. Similarly, if V := H  H
0
is a suitable perturbation
of H
0
and if the initial ondition (q; p) is well hosen, the perturbed trajetory orresponding to the
free trajetory f'
0
t
(q; p)g
t2R
also esapes from eah ball B
r
as jtj ! 1. In suh a ase, the dierene
of sojourn times in B
r
between the two trajetories may onverge to a nite value, alled the global
time delay for (q; p), as r ! 1. This is well known and has been established by various authors for
dierent types of perturbations V (see for instane [5, 6, 7, 12, 20, 26, 27, 34℄). Fine. But what happens
when H
0
and H are abstrat Hamiltonians on a given sympleti manifold M ? If the dimension of M
is nite, Darboux's theorem guarantees us that there exist, at least loally, anonial oordinates on
M . However, these oordinates have usually nothing to do with the free Hamiltonian H
0
, and are in
onsequene inappropriate for the denition of sojourn times. Therefore, our point of view is instead
to retain as position observables merely funtions 
j
satisfying (1.1), as in the ase H
0
(q; p) = jpj
2
=2.
This hoie is ertainly not the most general one, but it turns out to be extremely rewarding as we
shall explain below. Here, we just note three fats on its favour. First, it has been shown in [14, Se. 4℄
that there exist natural position observables  satisfying (1.1) for many Hamiltonian systems (M;H
0
)
appearing in literature. Seond, we know that this approah works in the quantum ase [29℄. Finally,
the ondition (1.1) is formulated in an invariant way on M , without any mention to the partiular
struture of H
0
.
So, let H
0
and H be Hamiltonians on a sympleti manifold M with Poisson braket f  ;  g,
assume that H
0
and H have omplete ows f'
0
t
g
t2R
and f'
t
g
t2R
, and let  := (
1
; : : : ;
d
) be a
family of observables satisfying (1.1). Then, the vetor rH
0
:=
 
f
1
; H
0
g; : : : ; f
d
; H
0
g

and the set
Crit(H
0
;) := (rH
0
)
 1
(f0g) M
an be interpreted, respetively, as the veloity observable and the set of ritial points assoiated
to H
0
and  (see [28, Ass. 2.2 & Def. 2.5℄ for quantum analogues). Aordingly, the free trajetories
f'
0
t
(m)g
t2R
with m 2 M n Crit(H
0
;) esape from eah set 
 1
(B
r
) as jtj ! 1 (as in the ase of
H
0
(q; p) = jpj
2
=2, where Crit(H
0
;) = R
n
 f0g and 
 1
(B
r
) = B
r
). Therefore, we have propagation
in M nCrit(H
0
;), and the wave maps W

:= lim
t!1
'
 t
Æ'
0
t
exist and are well dened sympleto-
morphisms on M nCrit(H
0
;) if V  H  H
0
is suitable (Theorem 2.8). Using a virial type argument,
we then show in Lemma 2.10 thatW

are omplete, and thus that the sattering map S :=W
 1
+
ÆW
 
is
also a well dened sympletomorphism onM nCrit(H
0
;). With these objets at hand, we introdue in
Setion 3 the symmetrised time delay 
r
, dened in terms of sojourn times in the sets 
 1
(B
r
), for the
general sattering system (M;H
0
; H). Then, we prove the existene of the limit  := lim
r!1

r
and its
identity with a dierene of arrival times similar to Eisenbud-Wigner Formula in quantum mehanis
(Theorem 3.3 and Remark 3.4). We also show in Corollary 3.5 that the usual (unsymmetrised) time
delay exists and is equal to the symmetrised time delay if the sattering proess preserves the norm
of the veloity vetor rH
0
. Finally, we establish in Setion 4 a link between our results on the whole
manifold M and the results of [8℄ on xed energy submanifolds 
0
E
:= H
 1
0
(fEg). Under appropriate
assumptions on the energy E 2 R and the perturbation V , we show that the abstrat time delay 
E
dened in [8℄ as the dierene of distane from a Poinare setion  
E
 
0
E
before and after sattering
oinides with the restrition  j
 
E
if
 
E
=

m 2 
0
E
j (  rH
0
)(m) = 0
	
:
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In other terms, if there exist position observables  satisfying (1.1), then there exist natural Poinare
setions  
E
verifying the assumptions of [8℄, and our general time-dependent denition of time delay
oinides, after restrition to  
E
, with the abstrat time-independent denition of time delay of [8℄.
This establishes a new relation between two omplementary formulations of lassial sattering theory.
Furthermore, by using a theorem of [8℄ linking 
E
to the Calabi invariant Cal
 
e
S
E

of the Poinare
sattering map
e
S
E
, this leads to an expliit expression in terms of , S and rH
0
for the derivative
d
dE
Cal
 
e
S
E

of the Calabi invariant (Theorem 4.4).
To onlude, we point out several aspets of independent interest in the paper. In the rst plae,
our results allow to treat three new lasses of Hamiltonians systems: dispersive HamiltoniansH
0
(q; p) =
h(p) on R
2n
, a lassial partile in a tube and the kineti energy Hamiltonian on the Poinare ball.
The rst example generalises the ase H
0
(q; p) = jpj
2
=2, the seond example illustrates the fat that in
general only the symmetrised time delay exists, and the last example shows that our results also apply
to geodesi ows on manifolds with urvature. We also note that our treatment of lassial sattering
theory in Setion 2 is model-independent, and therefore possibly of some use in other ontexts. Finally,
we note that the present paper provides a new example of results valid both in quantum and lassial
mehanis. Aordingly, we try to put into light throughout all of the paper the relation between both
theories.
2 Classical scattering theory
In this setion, we introdue a lassial sattering pair (H
0
; H) on a sympleti manifold M and a
family of position type observables   (
1
; : : : ;
d
) satisfying the Poisson braket relation (1.1).
Then, we reall some results on H
0
following from the existene of the family . Finally, we extend
standard results on the sattering theory for H
0
(q; p) = jpj
2
=2, H(q; p) = jpj
2
=2+V (q) and (q; p) = q
to the abstrat triple (H
0
; H;).
Throughout the paper, we use the notations R
+
:= (0;1) and R
 
:= ( 1; 0), and we write 

for the pullbak of a dieomorphism of manifolds  :M
1
!M
2
.
2.1 Free Hamiltonian and position observables
Let M be a sympleti manifold, i.e. a smooth manifold endowed with a losed two-form ! suh that
the morphism TM 3 X 7! !
[
(X) := 
X
! is an isomorphism. In innite dimension, suh a manifold is
said to be a strong sympleti manifold (in opposition to a weak sympleti manifold, when the above
map is only injetive; see [2, Se. 8.1℄). When the dimension is nite, the dimension must be even, say
equal to 2n, and the 2n-form !
n
:= ! ^    ^! must be a volume form. The Poisson braket is dened
as follows: for eah f 2 C
1
(M) we dene the vetor eld X
f
:= (!
[
)
 1
(df), i.e. df(  ) = !(X
f
;  ),
and set ff; gg := !(X
f
; X
g
) for eah f; g 2 C
1
(M).
In the sequel, the funtion H
0
2 C
1
(M) is an Hamiltonian with omplete vetor eld X
H
0
. So,
the ow f'
0
t
g assoiated to H
0
is dened for all t 2 R, it preserves the Poisson braket, i.e.

f Æ '
0
t
; g Æ '
0
t
	
= ff; gg Æ '
0
t
; t 2 R;
and it satises the usual evolution equation:
d
dt
f Æ '
0
t
=

f;H
0
	
Æ '
0
t
; t 2 R:
In partiular, the Hamiltonian H
0
is preserved along its ow, i.e.
H
0
Æ '
0
t
= H
0
; t 2 R:
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As in [14, Se. 3℄, we onsider an additional family   (
1
; : : : ;
d
) 2 C
1
(M ;R
d
) of observables,
and dene the assoiated funtions

j
H
0
:= f
j
; H
0
g 2 C
1
(M) and rH
0
 f; H
0
g := (
1
H
0
; : : : ; 
d
H
0
) 2 C
1
(M ;R
d
);
and the orresponding set of ritial points :
Crit(H
0
;) := (rH
0
)
 1
(f0g) M:
The set Crit(H
0
;) is losed and ontains the usual set Crit(H
0
) of ritial points of H
0
, i.e.
Crit(H
0
;)  Crit(H
0
) :=

m 2M j X
H
0
(m) = 0
	


m 2 M j (dH
0
)
m
= 0
	
:
Our rst assumption is the following:
Assumption 2.1 (Position observables). One has

f
j
; H
0
g; H
0
	
= 0 for eah j 2 f1; : : : ; dg.
Assumption 2.1 is veried by many free Hamiltonian systems (M;!;H
0
) appearing in literature
(see [14, Se. 4℄ for both nite and innite dimensional examples). It implies that the time evolution
of the observables 
j
under the ow f'
0
t
g
t2R
is lineal with growth rate 
j
H
0
; namely,
 

j
Æ '
0
t

(m) = 
j
(m) + t
 

j
H
0

(m) for all j 2 f1; : : : ; dg, t 2 R and m 2 M . (2.1)
Furthermore, one has for eah t 2 R
'
0
t
 
Crit(H
0
;)

= Crit(H
0
;) and '
0
t
 
M n Crit(H
0
;)

=M n Crit(H
0
;); (2.2)
and if m 2 M n Crit(H
0
;), then one must have '
0
t
(m) 6= m for all t 6= 0 due to Equation (2.1). So,
eah orbit f'
0
t
(m)g
t2R
either stays in Crit(H
0
;) if m 2 Crit(H
0
;), or stays outside Crit(H
0
;) and
is not periodi if m =2 Crit(H
0
;).
Assumption 2.1 also permits to relate the dierene of the sojourn times (in the past and in the
future) of a lassial orbit f'
0
t
(m)g
t2R
in the dilated regions 
 1
(B
r
)  M , r > 0, to a nite arrival
time dened in terms of  and H
0
. To see this, let T :M n Crit(H
0
;)! R be the C
1
-funtion given
by
T :=  
rH
0
jrH
0
j
2
; (2.3)
and then observe the following (see [14, Se. 3.1-3.2℄ for details) :
(i) One has for eah t 2 R

T;H
0
	
Æ '
0
t

d
dt
 
T Æ '
0
t

= 1 and T Æ '
0
t
= T + t
on M n Crit(H
0
;).
(ii) If we onsider the observables 
j
as the omponents of an abstrat position observable , then
rH
0
an be seen as the veloity vetor for the Hamiltonian H
0
, and  T (m) is equal to the
time at whih a partile in R
n
with initial position (m) and veloity (rH
0
)(m) intersets
the hyperplane (ontaining the origin) orthogonal to the unit vetor
(rH
0
)(m)
j(rH
0
)(m)j
. For instane, if
(q; p) = q and H
0
(q; p) = jpj
2
=2 are the usual position and kineti energy on M = T

R
n
, then
 T (q; p)   q  p=jpj
2
is known in physis literature as the arrival time of the free partile (see
e.g. [31, Se. II.E℄).
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Aordingly, the observable T represents a time of arrival growing linearly under the ow f'
0
t
g
t2R
(in quantum mehanis, the relations fT;H
0
g = 1 and T Æ '
0
t
= T + t are replaed by the anonial
ommutation relation [T;H
0
℄ = i and the Weyl relation
e
itH
0
T
e
 itH
0
= T + t, and the orresponding
operator T is alled a time operator for H
0
; see [3℄ or [23℄ for details). It only remains to link the
observable T to the sojourn times of the lassial orbits in the regions 
 1
(B
r
). This is the ontent of
the next theorem, proved in Setion 3.2 of [14℄ :
Theorem 2.2. Let H
0
and  satisfy Assumption 2.1. Then we have
lim
r!1
1
2
Z
1
0
dt
 


r
Æ '
0
 t

(m) 
 


r
Æ '
0
t

(m)
	
=
(
T (m) if m 2 M n Crit(H
0
;)
0 if m 2 Crit(H
0
;);
with 

r
the harateristi funtion for the set 
 1
(B
r
).
We onlude the setion by exhibiting three examples whih will serve as onneting thread
throughout the whole paper. However, we note that many other examples are ertainly aessible as
suggested by [14, Se. 4℄ (for instane, it would be interesting to study the ases of the nonlinear
Klein-Gordon and Shrodinger equations where the sattering theory is well dened, see [24, 25℄). The
notation hyi :=
p
1 + jyj
2
is used for any y 2 R
n
.
Example 2.3 (H
0
(q; p) = h(p)). Consider on M := T Rn ' R2n the anonial oordinates (q; p),
with q  (q
1
; : : : ; q
n
) and p  (p
1
; : : : ; p
n
), and the anonial sympleti form ! :=
P
n
j=1
dq
j
^dp
j
.
Take a purely kineti Hamiltonian H
0
(q; p) := h(p) with h 2 C
1
(R
n
;R), and let 
j
(q; p) := q
j
be
the usual position funtions. Then '
0
t
(q; p) =
 
q + t(rh)(p); p

, rH
0
= rh, and Assumption 2.1
is satised:

f
j
; H
0
g; H
0
	
(q; p) =

(
j
h)(p); h(p)
	
= 0:
Furthermore, we have Crit(H
0
) = Crit(H
0
;) = R
n
 (rh)
 1
(f0g).
Example 2.4 (Partile in a tube). Let 
 := R  B
1
be a straight tube with setion

B
1
:=

q
?
2
R
n
j jqj < 1
	
, and endow M := T


 ' 
  R
n+1
with the oordinates q  (q
1
; q
?
) 2 
 and
p  (p
1
; p
?
) 2 R
n+1
and with the sympleti form ! :=
P
n+1
j=1
dq
j
^ dp
j
. Then, onsider the
Hamiltonian given by the map
H
0
:M ! R; (q; p) 7! jpj
2
=2 + v
0
 
jq
?
j
2

;
where v
0
2 C
1
 
(0; 1)

satises
(i) v
0
 0 in a neighbourhood of 0 2 R,
(ii) v
0
0
(x)  0 for all x 2 (0; 1),
(iii) lim
x%1
v
0
(x) = +1.
The Hamiltonian H
0
models a lassial partile in the tube 
 evolving under the inuene
of a onning potential v
0
, whih repels the partile near the boundary of 
. The motion of
the partile is uniform along the q
1
-axis and given by the equation q
?
=  2q
?
v
0
0
 
jq
?
j
2

in the
transverse diretion. To show the ompleteness of the orresponding Hamiltonian vetor eld
X
H
0
(q; p) = p

q




(q;p)
  2q
?
v
0
0
 
jq
?
j
2


p
?




(q;p)
; (q; p) 2M;
one an for instane use the riterion [1, Prop. 2.1.20℄ with the (proper and C
1
) funtion
f :M ! R; (q; p) 7! H
0
(q; p) +


q
1

: (2.4)
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As a funtion , we take the longitudinal oordinate (q; p) := q
1
. This gives (rH
0
)(q; p) = p
1
as veloity observable and implies that

f; H
0
g; H
0
	
(q; p) =

p
1
; jpj
2
=2 + v
0
 
jq
?
j
2
	
= 0:
So, Assumption 2.1 is satised and
Crit(H
0
) =
 
R  (v
0
0
)
 1
(f0g)

 f0g  

 
f0g  R
n

= Crit(H
0
;):
Example 2.5 (Poinare ball). Consider the open unit ball B
1


q 2 R
n
j jqj < 1
	
endowed with
the Riemannian metri g given by
g
q
(X
q
; Y
q
) :=
4
(1  jqj
2
)
2
(X
q
 Y
q
); q 2

B
1
; X
q
; Y
q
2 T
q

B
1
' R
n
:
Let T


B
1
'

(q; p) 2

B
1
R
n
	
be the otangent bundle on

B
1
with sympleti form ! :=
P
n
j=1
dq
j
^
dp
j
, and let
H
0
: T


B
1
! R; (q; p) 7!
1
2
n
X
j;k=1
g
jk
(q)p
j
p
k
=
1
8
jpj
2
 
1  jqj
2

2
be the kineti energy Hamiltonian. Then, we know from [14, Se. 4.3(D)℄ that the Hamiltonian
vetor eld X
H
0
is omplete on M := T


B
1
nH
 1
0
(f0g) '

B
1
 R
n
n f0g and that the funtion
 : M ! R; (q; p) 7! tanh
 1

2(p  q)
jpj(1 + jqj
2
)

is C
1
and satises Assumption 2.1 with rH
0
=
p
2H
0
and Crit(H) = Crit(H;) = ?.
The observable  an be interpreted (e.g. using isometries) as follows. Let eq be the losest
point to the origin 0 2

B
1
on the geodesi urve generated by (q; p). Then (q; p) is the geodesi
distane between q and eq together with a sign (positive if going from eq to q goes in the same
diretion as p and negative otherwise).
2.2 Wave maps and scattering map
From now on, we also onsider a perturbed Hamiltonian H 2 C
1
(M) with omplete ow f'
t
g
t2R
, and
suppose for a moment that the pair (H
0
; H) is suh that the wave maps exist, have ommon ranges
and are invertible :
Assumption 2.6 (Wave maps).
(i) The pointwise limits W

:= lim
t!1
'
 t
Æ '
0
t
exist on some open sets D

M .
(ii) The maps W

are invertible, with inverses W
 1

: Ran(W

)! D

.
(iii) The maps W

have ommon ranges equal to R, i.e. Ran(W
+
) = Ran(W
 
) = R.
The funtions W

: D

! R are alled the wave maps and the ondition (ii) is often referred as
ompleteness of the wave maps. Sine the ows f'
0
t
g
t2R
and f'
t
g
t2R
are groups of dieomorphisms
on M , the wave maps W

verify the intertwining property
 
'
t
ÆW


(m

) =
 
W

Æ '
0
t

(m

) for all t 2 R and m

2 D

: (2.5)
Due to points (ii) and (iii) of Assumption 2.6 the sattering map
S :=W
 1
+
ÆW
 
6
is well dened and invertible from D
 
to D
+
. Furthermore, the intertwining property (2.5) implies
that S ommutes with the free evolution:
 
'
0
t
Æ S

(m
 
) =
 
S Æ '
0
t

(m
 
) for all t 2 R and m
 
2 D
 
: (2.6)
In nite dimension, what preedes admits an interesting formulation (borrowed from [8, Se. 2.3℄)
on submanifolds of xed energy. To see this, let E 2 R be a regular value of H
0
, i.e. H
 1
0
(fEg) \
Crit(H
0
) = ?. Then, 
0
E
:= H
 1
0
(fEg) is a regular submanifold of M of dimension 2n  1, the family

'
0;E
t
:= '
0
t
j

0
E
	
t2R
is a group of dieomorphisms on 
0
E
and the group ation
'
0;E
: R  
0
E
! 
0
E
; (t;m) 7! '
0;E
t
(m)
is smooth. Now, if '
0;E
is free and proper, then the quotient (orbit) spae
e

0
E
:= 
0
E
=R is a smooth
manifold of dimension 2(n  1) and the quotient map 
0
E
: 
0
E
!
e

0
E
is a submersion [1, Prop. 4.1.23℄.
Furthermore, there exists a unique sympleti form e!
0
E
on
e

0
E
suh that (
0
E
)

e!
0
E
= !j

0
E
(see [1,
Thm. 4.3.1 & Ex. 4.3.4(ii)℄). If the situation is favourable enough, it may also happen that 
0
E
 D
 
and that the restrition S
E
:= Sj

0
E
is a dieomorphism from 
0
E
onto 
0
E
suh that
S

E
 
!j

0
E

= !j

0
E
: (2.7)
In suh a ase, the map S
E
: 
0
E
! 
0
E
is equivariant with respet to the ation '
0;E
due to (2.6), and
thus indues a dieomorphism
e
S
E
:
e

0
E
!
e

0
E
dened by the relation

0
E
Æ S
E
=
e
S
E
Æ 
0
E
: (2.8)
Furthermore, one obtains from (2.7) and (2.8) that
(
0
E
)

 
(
e
S
E
)

e!
0
E
  e!
0
E

= 0;
meaning that
e
S

E
e!
0
E
= e!
0
E
, sine 
0
E
is a surjetion. This implies that
e
S
E
is a sympletomorphism of
 
e

0
E
; e!
0
E

. In the ase n = 1, the above redution leads to a manifold
e

0
E
of dimension zero, i.e. a
disrete set of orbits. So, the map
e
S
E
redues to a permutation map on the disrete set
e

0
E
.
The map
e
S
E
, alled the Poinare sattering map, will play an important role in Setion 4. We
refer to [11, 18, 30℄ and [19℄ for early works involving the Poinare sattering map in physis and
mathematis literature respetively.
2.3 Completeness of the wave maps
Conditions on the free Hamiltonian H
0
and the potential V := H   H
0
guaranteeing the validity of
Assumption 2.6 will now be presented. These onditions are natural extensions of the ompatness of
the support of the potential and the virial ondition appearing in the ase (q; p) = q,H
0
(q; p) := jpj
2
=2
and H(q; p) = jpj
2
=2+V (q) onM = T

R
n
. As in Setion 2.2, we always assume that the Hamiltonians
H
0
and H have omplete ows f'
0
t
g
t2R
and f'
t
g
t2R
.
We start below with a result on the domain and the range of the wave maps W

. For this, we
need to introdue the sets of -bounded trajetories
B


:=

m 2M j 9R  0 suh that



 
'
t
(m)



 R for all t  0
	
:
The sets B


oinide with the usual sets of bounded trajetories [10, Def. 2.1.1℄ if the map jj :M !
[0;1) is proper. If it is not the ase, the inlusion m 2 B
 

\ B
+

does not guarantee that the orbit
f'
t
(m)g
t2R
stays in a ompat subset of M (onsider for instane the ase M = T

R
2
, (q; p) = q
1
and H(q; p) := jpj
2
=2).
We also need the following assumption on the potential :
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Assumption 2.7 (Potential). The dierene V  H  H
0
is of bounded support in , i.e. there
exists a onstant R
V
 0 suh that j(m)j  R
V
for all m 2 supp(V ).
In expliit situations, Assumption 2.7 an often be relaxed to some ondition on the deay at
innity (see for instane [10, Se. 2.6-2.7℄, [15℄, [16℄, [17, Se. 3℄ and [32℄).
Theorem 2.8 (Existene of wave maps). Let H
0
and H satisfy Assumptions 2.1 and 2.7. Then
W

exist and are sympletomorphisms from M n Crit(H
0
;) to M n B


. Furthermore, one has
H ÆW

= H
0
on M n Crit(H
0
;) (and thus H = H
0
ÆW
 1

on M nB


).
Theorem 2.8 implies Assumptions 2.6(i)-(ii) with D

=M nCrit(H
0
;) and Ran(W

) =M nB


,
but it does not imply Assumption 2.6(iii) sine we do not have the equality Ran(W
+
) = Ran(W
 
).
Theorem 2.8 also implies that the sets B


are losed in M .
Proof. We give the proof for W
+
, sine the proof for W
 
is similar.
(i) Let K M nCrit(H
0
;) be ompat. Then, there exists T > 0 suh that



 
'
0
t
(m)



> R
V
+1
for all t > T and m 2 K. In partiular, '
0
t
(K) \ supp(V ) = ? for all t > T . Thus, one has '
0
t
=
'
0
t T
Æ '
0
T
= '
t T
Æ '
0
T
on K for all t > T , whih implies
lim
t!1
'
 t
Æ '
0
t
= lim
t!1
'
 t
Æ '
t T
Æ '
0
T
= '
 T
Æ '
0
T
on K. Thene, W
+
is a hamiltomorphism on any ompat subset of M n Crit(H
0
;), and thus a
sympletomorphism on M n Crit(H
0
;).
Let m 2 W
+
 
M n Crit(H
0
;)

. Then, there exist m
0
2 M n Crit(H
0
;) and T > 0 suh that
m = W
+
(m
0
) =
 
'
 t
Æ '
0
t

(m
0
) for all t > T , meaning that '
t
(m) = '
0
t
(m
0
) for all t > T . However,
sine m
0
2 M n Crit(H
0
;), one has for eah t 2 R
(rH
0
)
 
'
0
t
(m
0
)

= (rH
0
)(m
0
) 6= 0 and



 
'
0
t
(m
0
)






jtj  j(rH
0
)(m
0
)j   j(m
0
)j


due to (2.1)-(2.2). This implies that m 2M nB
+

.
Assume now that m 2 M n B
+

. If



 
'
t
(m)



 R
V
+ 1 for all t  0, one diretly obtains
m =W
+
(m) 2W
+
 
M nCrit(H
0
;)

. If not, onsider the time t
0
:= inf

t  0 j



 
'
t
(m)



> R
V
+1
	
and observe that for eah " 2 (0; t
0
)
(R
V
+ 1)
2
>



 
'
t
0
 "
(m)



2
=





 
'
t
0
(m)

 
Z
"
0
ds f; Hg
 
'
t
0
 s
(m)





2
=



 
'
t
0
(m)

  "(rH
0
)
 
'
t
0
(m)



2
= (R
V
+ 1)
2
  2"(  rH
0
)
 
'
t
0
(m)

+ "
2


(rH
0
)
 
'
t
0
(m)



2
:
So, one has 2(  rH
0
)
 
'
t
0
(m)

> "


(rH
0
)
 
'
t
0
(m)



2
; whih implies (rH
0
)
 
'
t
0
(m)

6= 0 and ( 
rH
0
)
 
'
t
0
(m)

> 0. It follows that
d
dt



 
'
t
0
+t
(m)



2



t=0
=
d
dt
n
(R
V
+ 1)
2
+ 2t(  rH
0
)
 
'
t
0
(m)

+ t
2


(rH
0
)
 
'
t
0
(m)



2
o



t=0
> 0:
So, '
t
0
+t
(m) remains out of the support of V for all t  0, whih implies '
t+t
0
(m) =
 
'
0
t
Æ '
t
0

(m)
for all t  0. To onlude, let m
0
2M n Crit(H
0
;) satisfy '
0
t
0
(m
0
) = '
t
0
(m) (suh a m
0
exists, sine
'
t
0
(m) 2 M n Crit(H
0
;) and '
0
t
0
is a dieomorphism of M n Crit(H
0
;) onto itself). Then the last
formula givesW
+
(m
0
) = lim
t!1
 
'
 t t
0
Æ'
0
t
Æ'
t
0

(m) = m, whih impliesm 2 W
+
 
M nCrit(H
0
;)

.
(ii) Take m 2M nCrit(H
0
;). Then we know from (i) that there exists T > 0 suh that '
0
T
(m) =2
supp(V ) and W
+
(m) =
 
'
 T
Æ '
0
T

(m). This implies that
 
H ÆW
+

(m) = H
0
(m).
8
In order to dene the sattering map S  W
 1
+
ÆW
 
, the ranges of the wave maps W

have
to be equal (see Assumption 2.6(iii)). We present in the sequel two methods to prove this equality.
The rst one hinges on a virial identity, while the seond one onsists in showing that the symmetri
dierene of the ranges of W

is of (Liouville) measure zero. In the seond ase, ompleteness holds
upon removing from M a relatively abstrat set; namely, the preimage of a set of measure zero. In
lassial mehanis, this type of ompleteness is sometimes referred as asymptoti ompleteness [34,
Se. 3.4℄.
In the standard ase, the virial method relies on the following observation: if there exists Æ > 0
suh that
d
2
dt
2
 
jj
2
Æ '
t

(m) 
 
jj
2
; H
	
; H
	
Æ '
t

(m) > Æ for all t 2 R and m 2M ,
then lim
jtj!1
 
jj
2
Æ '
t

(m) = +1 for all m 2 M , and so B


= ?. Aordingly, it is suÆient to
prove that

jj
2
; H
	
; H
	
> Æ on M to get, under Assumptions 2.1 and 2.7, the ompleteness of the
wave maps. Now, a diret alulation shows that the expression for

jj
2
; H
	
; H
	
(the virial identity)
is
1
2

jj
2
; H
	
; H
	
= jrH
0
j
2
+ jf; V gj
2
+ 

f; V g; V
	
+

  f; V g; H
0
	
+ f  rH
0
; V g: (2.9)
At this level of generality, nding sattering systems (M;H
0
; H) for whih this expression is bounded
away from zero is rather daunting. However, if one assumes that f; V g = 0 (as in the standard ase
where V depends only on the position (q; p) = q), then Formula (2.9) redues to the muh more
sympatheti equation:

  rH
0
; H
	
= jrH
0
j
2
+ 

rH
0
; V
	
:
Lemma 2.10 below provides onditions under whih one reovers this simplied situation. For it, we
need the following:
Assumption 2.9. (i) H
0
is boundedly preserved by the ow of H, i.e. for eah m 2 M there
exists a onstant 
m
 0 suh that


H
0
 
'
t
(m)

 H
0
(m)


 
m
for all t 2 R.
(ii) There exists an inreasing funtion  : [0;1) ! [0;1) with lim
R!1
(R) = +1 suh that
j(rH
0
)(m)j  R implies jH
0
(m)j  (R) for all m 2M and R  0.
If V is bounded, then (i) holds automatially, sine


H
0
 
'
t
(m)

 H
0
(m)


=


V
 
'
t
(m)

 V (m)


:
On the other hand, (i) also holds for some unbounded V 's. For example, if H
0
 0 and V is bounded
from below by V
0
2 R, then (i) is veried with 
m
= H
0
(m) +H(m)   V
0
.
Lemma 2.10 (Completeness of wave maps). Let H
0
and H satisfy Assumptions 2.1 and 2.7.
Suppose either that f; V g = 0 or that Assumption 2.9 holds. Assume there exists Æ > 0 suh
that f  rH
0
; Hg(m) > Æ for all m 2M . Then, B


= ? and the maps
W

:M n Crit(H
0
;)!M and S =W
 1
+
ÆW
 
: M n Crit(H
0
;)!M n Crit(H
0
;)
are well dened sympletomorphisms. In partiular, Assumptions 2.6(i)-(iii) hold on the sub-
manifold M n Crit(H
0
;).
Proof. If f; V g = 0, then the laim follows diretly from the observations made before Assumption
2.9.
So, suppose that Assumption 2.9 holds. Sine f rH
0
; Hg > Æ, we have
d
dt
( rH
0
)
 
'
t
(m)

> Æ
for all t 2 R and m 2 M . In partiular, there exist for all m 2 M and all R  0 times t

2 R

suh
that either



 
'
t

(m)



> R or


(rH
0
)
 
'
t

(m)



> R. However, we know by Assumption 2.9(ii) that
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if


(rH
0
)
 
'
t

(m)



> R then


H
0
 
'
t

(m)



> (R). We also know from Assumption 2.9(i) that there
exists 
m
 0 suh that


H
0
 
'
t

(m)

 H
0
(m)


 
m
. This implies that
(R) <


H
0
 
'
t

(m)



=


H
0
 
'
t

(m)

 H
0
(m) +H
0
(m)


 
m
+ jH
0
(m)j;
whih is a ontradition sine (R) is not bounded for R big enough. Thus, we must have the following:
for all m 2 M and all R  0 suh that (R)  C
m
+ H
0
(m), there exist times t

2 R

suh that



 
'
t

(m)



> R. In partiular, we have that lim
jtj!1
 
jj
2
Æ '
t

(m) = +1 for all m 2 M , whih
implies the laim.
Let U  R be an open set suh that H
 1
0
(U) \ Crit(H
0
;) = ?. Then, H
 1
0
(U) is a submanifold
of M preserved by the ow of H
0
. But in general, H
 1
0
(U) is not preserved by the ow of H. However,
if Theorem 2.8 applies, one has H ÆW

= H
0
and W

 
H
 1
0
(U)

= H
 1
(U) nB


is also a submanifold
of M . Therefore, the following orollary is a onsequene of Theorem 2.8 and Lemma 2.10.
Corollary 2.11. Let H
0
and H satisfy Assumptions 2.1 and 2.7. Suppose either that f; V g = 0
or that Assumption 2.9 holds. Let U  R be an open set suh that
(i) H
 1
0
(U) \ Crit(H
0
;) = ?,
(ii) there exists Æ > 0 suh that

  rH
0
; H
	
(m) > Æ for all m 2 H
 1
0
(U).
Then, the sets H
 1
0
(U) and H
 1
(U) are submanifolds of M , and the maps
W

: H
 1
0
(U)! H
 1
(U) and S =W
 1
+
ÆW
 
: H
 1
0
(U)! H
 1
0
(U)
are well dened sympletomorphisms. In partiular, Assumptions 2.6(i)-(iii) hold on the sub-
manifold H
 1
0
(U).
Before pursuing the Examples 2.3-2.5 of Setion 2.1, we give a last result on sattering theory
sometimes referred to as asymptoti ompleteness. It is is inspired by [34, Thm. 3.4.7()℄ (in the ase
(q; p) = q and H(q; p) = jpj
2
=2 + V (q) on M = T

R
n
) and basially states that the ranges of W

are equal up to a set of Liouville measure zero. We reall that the Liouville measure of a Borel subset
U M , with M of nite dimension, is given by
m
!
(U) :=
Z
U
!
n
n !
:
We also reall that the symmetri dierene of sets X; Y is X4Y := (X n Y ) [ (Y nX).
Proposition 2.12 (Asymptoti ompleteness of wave maps). Assume that M has nite dimension.
Let H
0
and H satisfy Assumptions 2.1 and 2.7. Suppose that for eah k 2 N the set
A
k
:=

m 2 M j j(m)j  k and jH(m)j  k
	
satises m
!
(A
k
) <1. Then, m
!
 
Ran(W
+
)4Ran(W
 
)

= 0.
In the ase (q; p) = q and H(q; p) = jpj
2
=2 + V (q) on M = T

R
n
, the ondition m
!
(A
k
) < 1,
is satised, for instane, if V is bounded.
Proof. For eah k 2 N, let A

k
:=
T
t0
'
t
(A
k
). Then, simple alulations using the identity H Æ'
t
=
H show that B


=
S
k2N
A

k
. Furthermore, one dedue from Shwarzshild's apture theorem [2,
Thm. 7.1.15℄ that m
!
(A
+
k
\ A
 
k
) = m
!
(A
+
k
) = m
!
(A
 
k
) for eah k 2 N. Therefore, m
!
 
A

k
nA

k

= 0
for eah k 2 N, and one gets from Theorem 2.8 and the sub-additivity of m
!
that
m
!
 
Ran(W
+
) n Ran(W
 
)

=m
!
 
B
 

nB
+



X
k2N
m
!
 
A
 
k
nB
+



X
k2N
m
!
 
A
 
k
nA
+
k

= 0:
Repeating the argument with W
+
and W
 
interhanged yields the onlusion.
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Example 2.13 (H
0
(q; p) = h(p), ontinued). Let V 2 C1

(R
n
;R) be a C
1
funtion with ompat
support and let H 2 C
1
(M ;R) be the perturbed Hamiltonian given by H(q; p) := h(p) + V (q). To
show the ompleteness of the orresponding vetor eld X
H
, one has to impose some ondition
on h. So, we assume that j(rh)(p)j  
e
hpi
for some onstants ;   0 and all p 2 R
n
, but we
also note that many other ases an be overed (suh as when h is a proper map). Under this
assumption, the ompleteness of X
H
follows from [1, Prop. 2.1.20℄ with the (proper and C
1
)
funtion M 3 (q; p) 7!
e
hpi
+hqi 2 R. Sine Assumption 2.7 is satised, Theorem 2.8 implies
that the wave maps W

exist and are sympletomorphisms from R
n
R
n
n(rh)
 1
(f0g) to M nB


.
Furthermore, the ommutation f; V g = 0 implies that

  rH
0
; H
	
(q; p) = j(rh)(p)j
2
  q
T
 (Hessh)(p)(rV )(q)  j(rh)(p)j
2
  n
V
max
1i;jn


(
i

j
h)(p)


;
where (Hessh)(p) is the Hessian matrix of h at p and 
V
:= sup
q2R
n
jqj  j(rV )(q)j. Therefore, if
there exist ontinuous funtions g
1
; g
2
: Ran(h)! [0;1) suh that
j(rh)(p)j
2
 g
1
 
h(p)

and max
1i;jn


(
i

j
h)(p)


 g
2
 
h(p)

for all p 2 R
n
(whih ours for instane when h(p) = jpj
2
=2 or h(p) =
p
1 + p
2
), then the open sets
U
Æ
:=

x 2 R j g
1
(x)  n
V
g
2
(x) > Æ
	
; Æ > 0;
satisfy the onditions (i) and (ii) of Corollary 2.11. Thus, the maps
W

: H
 1
0
(U
Æ
)! H
 1
(U
Æ
) and S =W
 1
+
ÆW
 
: H
 1
0
(U
Æ
)! H
 1
0
(U
Æ
)
are well dened sympletomorphisms, and Assumption 2.6 holds on the submanifold H
 1
0
(U
Æ
).
Example 2.14 (Partile in a tube, ontinued). Let V 2 C1

(
;R) be a C
1
funtion with ompat
support and let H 2 C
1
(M ;R) be the perturbed Hamiltonian given by H(q; p) := H
0
(q; p) + V (q).
Then, Assumption 2.7 is satised and we know from [1, Prop. 2.1.20℄ (one more applied with
the funtion (2.4)) that X
H
is omplete. So, Theorem 2.8 implies that the wave maps W

exist
and are sympletomorphisms from 

 
Rnf0gR
n

to M nB


. Now, we annot apply Corollary
2.11 to obtain the identity of the ranges of W

, sine the virial identity

  rH
0
; H
	
(q; p) = p
2
1
  q
1
 

1
V

(q)
does not involve observables omparable with the free energy H
0
(q; p). Instead, we set K
V
:=
sup
q2



q
1
 

1
V

(q)


and dene the open set
M
Æ
:=

(q; p) 2 M j j(rH
0
)(q; p)j
2
> K
V
+ Æ
	
; Æ > 0;
Then, '
0
t
is a dieomorphism on M
Æ
for eah t 2 R and



  rH
0
; H
	


> Æ on M
Æ
. So, for eah
(q; p) 2M
Æ
there exists T > 0 suh that W
 
(q; p) =
 
'
T
Æ '
0
 T

(q; p) and
lim
jtj!1
 
jj
2
Æ '
t
ÆW
 

(q; p) = lim
jt
0
j!1
 
jj
2
Æ '
t
0
Æ '
0
 T

(q; p) = +1:
This implies that W
 
(M
Æ
) M n

B
 

[ B
+

	
, and thus
S :=W
 1
+
ÆW
 
: M
Æ
!
 
W
 1
+
ÆW
 

(M
Æ
)
is a well dened sympletomorphism.
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Example 2.15 (Poinare ball, ontinued). Let V 2 C1(B
1
;R) with supp(V )  B
R
V
for some
R
V
2 [0; 1) and let H 2 C
1
(M ;R) be the perturbed Hamiltonian given by H(q; p) := H
0
(q; p)+V (q).
Then, Assumption 2.7 is satised (sine jj  tanh
 1
(2R
V
) on supp(V )R
n
) and we know from
Gordon's Theorem [13℄ that X
H
is omplete. So, Theorem 2.8 implies that the wave maps W

exist and are sympletomorphisms from

B
1
R
n
n f0g to M nB


. Now, diret alulations using
the inlusion supp(V )  B
R
V
and the bound jj  tanh
 1
(2R
V
) on supp(V ) R
n
show that

  rH
0
; H
	
= 2H
0
+
p
2H
0

; V
	
+

p
2H
0
; V
	
with


p
2H
0

; V
	


and




p
2H
0
; V
	


bounded on M . Therefore, there exists a onstant K
V
 0
suh that

  rH
0
; H
	
 2H
0
  K
V
on M . Moreover, Assumption 2.9 is satised due to the
boundedness of V and the identity rH
0
=
p
2H
0
. So, the open intervals U
Æ
:=
 
K
V
+Æ
2
;1

, Æ > 0,
satisfy the onditions (i) and (ii) of Corollary 2.11, and the maps
W

: H
 1
0
(U
Æ
)! H
 1
(U
Æ
) and S =W
 1
+
ÆW
 
: H
 1
0
(U
Æ
)! H
 1
0
(U
Æ
)
are well dened sympletomorphisms. In partiular, Assumption 2.6 holds on the submanifold
H
 1
0
(U
Æ
).
3 Time delay in classical scattering theory
In this setion, we onsider for general sattering systems (M;H
0
; H) the symmetrised time delay
dened in terms of sojourn times in the dilated regions 
 1
(B
r
). Under appropriate assumptions, we
prove its existene and relate it to the time of arrival T dened in (2.3). When the sattering proess
preserves the norm of the veloity observable rH
0
, we show that the original (unsymmetrised) time
delay also exists and oinides with the symmetrised time delay. We refer to [5, 7℄, [6, Se. II.B℄, [9,
Se. 4.1℄, [12, Se. III℄, [20, Ch. 10℄, [26, 27℄ and [34, Se. 3.4℄ for previous works on lassial time delay
for H
0
(q; p) = jpj
2
=2 and H(q; p) = jpj
2
=2 + V (q) on M = T

R
n
.
So, let
T
0
r
(m
 
) :=
Z
R
dt
 


r
Æ '
0
t

(m
 
)
be the sojourn time in the region 
 1
(B
r
) of the free trajetory starting fromm
 
2 D
 
at time t = 0,
and let
T
r
(m
 
) :=
Z
R
dt
 


r
Æ '
t
ÆW
 

(m
 
)
be the orresponding sojourn time of the perturbed trajetory starting from W
 
(m
 
) at time t = 0.
The free sojourn time T
0
r
(m
 
) is nite for eah m
 
2 D
 
n Crit(H
0
;) due to Equation (2.1). The
niteness of the perturbed sojourn time T
r
(m
 
) is shown in Lemma 3.1 below under some additional
assumptions. Under these assumptions, one an dene the symmetrised time delay in 
 1
(B
r
) for the
sattering system (M;H
0
; H) with starting point m
 
:

r
(m
 
) := T
r
(m
 
) 
1
2

T
0
r
(m
 
) +
 
T
0
r
Æ S

(m
 
)
	
:
The time 
r
(m
 
) an be interpreted as the time spent the perturbed trajetory
 
'
t
ÆW
 

(m
 
)
	
t2R
within 
 1
(B
r
) minus the time spent by the orresponding free trajetory (before and after sattering)
within the same region.
In the next lemma, we use the auxiliary time

free
r
(m
 
) :=
1
2
Z
1
0
dt
 


r
Æ '
0
t
Æ S

(m
 
) 
 


r
Æ '
0
 t
Æ S

(m
 
) (3.1)
 
 


r
Æ '
0
t

(m
 
) +
 


r
Æ '
0
 t

(m
 
)
	
;
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whih is nite for all m
 
2 D
 
due to Theorem 2.2. The denition of 
free
r
is inspired by a similar
denition in the ontext of quantum sattering theory [29, Se. 4℄.
Lemma 3.1. Let H
0
and H satisfy Assumptions 2.1 and 2.6, and let m
 
2 D
 
n Crit(H
0
;)
satisfy S(m
 
) =2 Crit(H
0
;). Suppose also that there exist funtions g

2 L
1
(R

;dt) suh that


 


r
ÆW
 
  

r
 
'
0
t
(m
 
)



 g
 
(t) for all r > 0 and t 2 R
 
(3.2)
and


 


r
ÆW
+
  

r
 
(S Æ '
0
t
)(m
 
)



 g
+
(t) for all r > 0 and t 2 R
+
: (3.3)
Then, T
r
(m
 
) is nite for eah r > 0, and
lim
r!1


r
(m
 
)  
free
r
(m
 
)
	
= 0:
Before moving on to the proof of the lemma, we make a digression to show that the onditions
(3.2)-(3.3) are automatially veried if Assumption 2.7 holds :
Remark 3.2. If Assumptions 2.1, 2.6 and 2.7 hold, then we know from the proof of Theorem
2.8 that there exists T > 0 suh that
 
W
+
Æ S

(m
 
) =
 
'
 T
Æ '
0
T
Æ S

(m
 
) and
 
S Æ '
0
t

(m
 
) =
 
'
t T
Æ '
0
T
Æ S

(m
 
) for all t > T . This implies for all t > T that
 
W
+
Æ S Æ '
0
t

(m
 
) =
 
'
t
ÆW
+
Æ S

(m
 
) =
 
'
t T
Æ '
0
T
Æ S

(m
 
) =
 
S Æ '
0
t

(m
 
);
and thus (3.3) is satised for some g
+
of ompat support. So, both (3.2) and (3.3) hold, sine
a similar argument applies to (3.2).
Proof of Lemma 3.1. Diret omputations using the identities
 
'
t
ÆW
 

(m
 
) =
 
W
 
Æ '
0
t

(m
 
) =
 
W
+
Æ S Æ '
0
t

(m
 
)
imply that
I
r
(m
 
) := T
r
(m
 
) 
1
2

T
0
r
(m) +
 
T
0
r
Æ S

(m
 
)
	
  
free
r
(m
 
) (3.4)
=
Z
R
+
dt
 


r
ÆW
+
  

r
 
(S Æ '
0
t
)(m
 
)

+
Z
R
 
dt
 


r
ÆW
 
  

r
 
'
0
t
(m
 
)

:
It follows by (3.2) and (3.3) that
jI
r
(m
 
)j 
Z
R
+
dt g
+
(t) +
Z
R
 
dt g
 
(t) <1;
and thus jI
r
(m
 
)j is bounded by a onstant independent of r. So, T
r
(m
 
) is nite for eah r > 0, sine
all the other terms of (3.4) are nite for eah r > 0. Moreover, one obtains that lim
r!1
I
r
(m
 
) = 0
by using Lebesgue's dominated onvergene theorem and the fat that lim
r!1


r
(m) = 1 for eah
m 2M .
The next theorem shows the existene of the symmetrised time delay 
r
(m
 
) as r ! 1. It is a
diret onsequene of Denition (3.1), Lemma 3.1 and Theorem 2.2.
Theorem 3.3 (Symmetrised time delay). Let H
0
and H satisfy Assumptions 2.1 and 2.6, and let
m
 
2 D
 
n Crit(H
0
;) satisfy S(m
 
) =2 Crit(H
0
;) and (3.2)-(3.3). Then, one has
lim
r!1

r
(m
 
) = T (m
 
)  (T Æ S)(m
 
): (3.5)
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Taking into aount the denition (2.3) of T , one an rewrite (3.5) as
lim
r!1

r
(m
 
) =
(m
 
)  (rH
0
)(m
 
)
j(rH
0
)(m
 
)j
2
 
( Æ S)(m
 
)  (rH
0
Æ S)(m
 
)
j(rH
0
Æ S)(m
 
)j
2
:
Remark 3.4. It is worth making a ouple of observations on the result of Theorem 3.3:
(i) For xed r > 0, the l.h.s. of Formula (3.5) is equal to the symmetrised time delay in 
 1
(B
r
)
for the sattering system (M;H
0
; H) with starting point m
 
. On the other hand, the r.h.s.
of Formula (3.5) is equal to the arrival time  (T Æ S)(m
 
) of the partile after sattering
minus the arrival time  T (m
 
) of the partile before sattering. Therefore, Formula (3.5)
shows in a very general set-up that this dierene of arrival times is equal to the limit of
the symmetrised time delay in 
 1
(B
r
) as r !1.
(ii) Denote by  (m
 
) := lim
r!1

r
(m
 
) the global time delay obtained in Theorem 3.3. Then,
the linear evolution T Æ'
0
t
= T+t of T under the free ow '
0
t
, together with the ommutation
(2.6) of S with '
0
t
, implies that
 (m
 
) =

(T   T Æ S) Æ '
0
t
	
(m
 
) =
 
 Æ '
0
t

(m
 
)
for all t 2 R, meaning that  is a rst integral of the free motion. This property orresponds
in the quantum ase to the fat that the time delay operator is deomposable in the spetral
representation of the free Hamiltonian (see [29, Rem. 4.4℄).
(iii) Formula (3.5) an be onsidered as lassial version of the Eisenbud-Wigner formula of
quantum mehanis. Indeed, if one replaes m
 
by an appropriate inoming state ' in a
Hilbert spae H, (H
0
; H) by a pair of self-adjoint operators in H, T by a time operator
(ating as the dierential operator i
d
dH
0
in the spetral representation of H
0
) and S by the
unitary sattering operator for (H
0
; H), one reovers the general Eisenbud-Wigner formula
established in Theorem 4.3 of [29℄ :
lim
r!1

r
(') = h'; T'i
H
  hS'; TS'i
H
=  h'; S

[T; S℄'i
H
=  

'; iS

dS
dH
0
'

H
:
In the next orollary, we show that the unsymmetrised time delay

in
r
(m
 
) := T
r
(m
 
)  T
0
r
(m
 
)
exists and is equal to the symmetrised time delay in the limit r ! 1 if the sattering proess
preserves the norm of the veloity vetor rH
0
(the supersript \in", borrowed from [29, Se. 4℄, refers
to \inoming" time delay). This result is the lassial analogue of Theorem 5.4 of [29℄ in quantum
sattering theory. In the proof, we use the notations os(x; y) :=
xy
jxjjyj
and sin(x; y)
2
:= 1  os(x; y)
2
for vetors x; y 2 R
d
.
Corollary 3.5 (Unsymmetrised time delay). Let H
0
and H satisfy Assumptions 2.1 and 2.6, and
let m
 
2 D
 
n Crit(H
0
;) satisfy (3.2)-(3.3). Suppose also that
j(rH
0
)(m
 
)j
2
= j(rH
0
Æ S)(m
 
)j
2
: (3.6)
Then, one has
lim
r!1

in
r
(m
 
) = lim
r!1

r
(m
 
) = T (m
 
)  (T Æ S)(m
 
): (3.7)
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Note that the assumption S(m
 
) =2 Crit(H
0
;) of Lemma 3.1 and Theorem 3.3 is, here, automat-
ially veried for eah m
 
2 D
 
n Crit(H
0
;) due to the hypothesis (3.6).
Proof. The identity

in
r
(m
 
) = 
r
(m
 
) +
1
2

(T
0
r
Æ S)(m
 
)  T
0
r
(m
 
)
	
;
together with Theorem 3.3, implies that is enough to show that
lim
&0
 
T
0
1=
Æ S

(m
 
)  T
0
1=
(m
 
)
	
= 0:
Now, we know from the proof of [14, Lemma 2.4℄ that for any x 2 R
d
and y 2 R
d
n f0g one has
Z
R
+
dt 
1=
(x ty) =
p
1  
2
jxj
2
sin(x; y)
2
jyj

x  y
jyj
2
if  > 0 is small enough. So, a diret alulation using Formula (2.1) and the hypothesis (3.6) gives
 
T
0
1=
Æ S

(m
 
)  T
0
1=
(m
 
)
=
2
q
1  
2
j( Æ S)(m
 
)j
2
sin
 
( Æ S)(m
 
); (rH
0
Æ S)(m
 
)

2
j(rH
0
Æ S)(m
 
)j
 
2
q
1  
2
j(m
 
)j
2
sin
 
(m
 
); (rH
0
)(m
 
)

2
j(rH
0
)(m
 
)j
=
2
j(rH
0
Æ S)(m
 
)j
n
q
1  
2
j( Æ S)(m
 
)j
2
sin
 
( Æ S)(m
 
); (rH
0
Æ S)(m
 
)

2
  1
o
 
2
j(rH
0
)(m
 
)j
n
q
1  
2
j(m
 
)j
2
sin
 
(m
 
); (rH
0
)(m
 
)

2
  1
o
;
whih implies that
lim
&0
 
T
0
1=
Æ S

(m
 
)  T
0
1=
(m
 
)
	
=
2
j(rH
0
Æ S)(m
 
)j
d
d
q
1  
2
j( Æ S)(m
 
)j
2
sin
 
( Æ S)(m
 
); (rH
0
Æ S)(m
 
)

2




=0
 
2
j(rH
0
)(m
 
)j
d
d
q
1  
2
j(m
 
)j
2
sin
 
(m
 
); (rH
0
)(m
 
)

2




=0
= 0  0:
Taking into aount the denition (2.3) of T and the hypothesis (3.6), one an rewrite (3.7) as
lim
r!1

in
r
(m
 
) = lim
r!1

r
(m
 
) =
(m
 
)  (rH
0
)(m
 
)  ( Æ S)(m
 
)  (rH
0
Æ S)(m
 
)
j(rH
0
)(m
 
)j
2
:
Remark 3.6. In general, one annot expet the existene of the unsymmetrised time delay as
r !1, sine the sojourn times in regions dened in terms of  have no reason to be omparable
before and after sattering (even though S ommutes with '
0
t
!). This ours only in partiular
situations, as when the sattering proess preserves the norm of the veloity vetor rH
0
. This
is in fat exatly what tells us Corollary 3.5: if the sattering proess preserves jrH
0
j, then the
unsymmetrised time delay also exists and is equal to the symmetrised time delay in the limit
r !1. We refer to the Examples 3.7 and 3.8 below for an illustration of this observation.
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Example 3.7 (H
0
(q; p) = h(p), ontinued). We know that Assumptions 2.1, 2.6 and 2.7 hold on
the manifold H
 1
0
(U
Æ
), with S : H
 1
0
(U
Æ
) ! H
 1
0
(U
Æ
) (see Example 2.13). It follows that eah
(q
 
; p
 
) 2 H
 1
0
(U
Æ
) satisfy S(q
 
; p
 
) =2 Crit(H
0
;) and (3.2)-(3.3) (see Remark 3.2). So, Theorem
3.3 applies, and the global time delay exists and satises
lim
r!1

r
(q
 
; p
 
) = T (q
 
; p
 
)  T (q
+
; p
+
) =
q
 
 (rh)(p
 
)
j(rh)(p
 
)j
2
 
q
+
 (rh)(p
+
)
j(rh)(p
+
)j
2
;
where (q
+
; p
+
) := S(q
 
; p
 
). Now, if there exists a dieomorphism h
0
: (0;1) ! Ran(h
0
) suh
that h(p) = h
0
(p
2
) for all p 2 R
n
(suh as when h(p) = p
2
=2), then j(rh)(p)j
2
=
 
f Æ h

(p) with
f 2 C
1
 
Ran(h
0
)

given by f(x) := 4h
 1
0
(x)


h
0
0
 
h
 1
0
(x)



2
. Therefore, one has for any (q
 
; p
 
) 2
H
 1
0
(U
Æ
)
j(rH
0
)(q
 
; p
 
)j
2
=
 
f ÆH
0

(q
 
; p
 
) =
 
f ÆH
0
Æ S

(q
 
; p
 
) = j(rH
0
Æ S)(q
 
; p
 
)j
2
due to the identities H ÆW

= H
0
and H = H
0
ÆW
 1

of Theorem 2.8. So, Corollary 3.5 applies,
and the unsymmetrised time delay exists and satises
lim
r!1

in
r
(q
 
; p
 
) = lim
r!1

r
(q
 
; p
 
) =
q
 
 (rh)(p
 
)  q
+
 (rh)(p
+
)
j(rh)(p
 
)j
2
:
Example 3.8 (Partile in a tube, the end). We know that Assumptions 2.1 and 2.7 hold on M
Æ
and that S : M
Æ
!
 
W
 1
+
ÆW
 

(M
Æ
) has the required properties (see Example 2.14). It follows
that eah (q
 
; p
 
) 2 M
Æ
satisfy S(q
 
; p
 
) =2 Crit(H
0
;) and (3.2)-(3.3) (see Remark 3.2). So,
Theorem 3.3 applies and the global time delay in the tube exists and satises
lim
r!1

r
(q
 
; p
 
) = T (q
 
; p
 
)  T (q
+
; p
+
) =
q
1
 
p
 
1
(p
 
1
)
2
 
q
1
+
p
+
1
(p
+
1
)
2
;
where (q
+
; p
+
) := S(q
 
; p
 
). Note that although the sattering proess preserves the free energy
H
0
, it does not preserve the norm of the longitudinal momentum alone sine rearrangements
between the transverse and longitudinal momenta our during the sattering. So, we do not
have (p
 
1
)
2
6= (p
+
1
)
2
in general, and thus (in agreement with Corollary 3.5) the unsymmetrised
time delay has no reason to exist.
Example 3.9 (Poinare ball, ontinued). We know that Assumptions 2.1, 2.6 and 2.7 hold on the
manifold H
 1
0
(U
Æ
), with S : H
 1
0
(U
Æ
) ! H
 1
0
(U
Æ
) (see Example 2.15). Furthermore, one has for
eah (q
 
; p
 
) 2 H
 1
0
(U
Æ
)
j(rH
0
)(q
 
; p
 
)j
2
= 2H
0
(q
 
; p
 
) = 2(H
0
Æ S)(q
 
; p
 
) = j(rH
0
Æ S)(q
 
; p
 
)j
2
:
So, Corollary 3.5 applies, and both time delays exist and satisfy
lim
r!1

in
r
(q
 
; p
 
) = lim
r!1

r
(q
 
; p
 
) = T (q
 
; p
 
)  T (q
+
; p
+
)
=
(q
 
; p
 
)  (q
+
; p
+
)
p
2H
0
(q
 
; p
 
)
=
2
n
tanh
 1

2(p
 
q
 
)
jp
 
j(1+jq
 
j
2
)

  tanh
 1

2(p
+
q
+
)
jp
+
j(1+jq
+
j
2
)
o
jp
 
j(1  jq
 
j
2
)
;
with (q
+
; p
+
) := S(q
 
; p
 
).
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4 Calabi invariant of the Poincare´ scattering map
In this setion, we relate the Calabi morphism (evaluated at the Poinare sattering map) to the time
delay by ombining the results of Setion 3 with the ones of [8℄. As in the previous setions, we always
assume that the Hamiltonians H
0
and H have omplete ows f'
0
t
g
t2R
and f'
t
g
t2R
.
So, let E 2 R be suh that H
 1
0
(fEg) \ Crit(H
0
;) = ?. Then, 
0
E
:= H
 1
0
(fEg) is a regular
submanifold of M of dimension 2n  1, and the map
	
E
: 
0
E
! R; m 7! (  rH
0
)(m)
is C
1
. Furthermore, for eah  2 R, the set  
E;
:= 	
 1
E
(fg)  
0
E
satises the following:
Lemma 4.1 (Transversal setion). Let H
0
satisfy Assumption 2.1 and take E 2 R suh that
H
 1
0
(fEg) \ Crit(H
0
;) = ?. Then, for eah  2 R, the set  
E;
is a regular submanifold of 
0
E
of dimension 2(n  1) suh that
(a) X
H
0
(m) =2 T
m
 
E;
for all m 2  
E;
,
(b) for all m 2 
0
E
, there exists a unique m
0
=m
0
(m) 2  
E;
and a unique t
0
= t
0
(m) 2 R suh
that m = '
0
t
0
(m
0
).
Note that the rst two assertions imply that  
E;
is (in 
0
E
) a loal transversal setion of the
vetor eld X
H
0
j

0
E
(see [1, Def. 7.1.1℄).
Proof. Take m 2  
E;
and let  : R ! 
0
E
be the integral urve of X
H
0
at m given by (t) := '
0
t
(m).
Then, we have (	
E
Æ )(t) = 	
E
(m) + t j(rH
0
)(m)j
2
due to Assumption 2.1 and Equation (2.1). So,
the dierential (d	
E
)
m
: T
m

0
E
! T
	
E
(m)
R satises for eah germ f 2 C
1
	
E
(m)
(R) at 	
E
(m) the
equalities

(d	
E
)
m
 
X
H
0
(m)

(f) =
d
dt
(f Æ	
E
)((t))j
t=0
=
d
dt
f
 
	
E
(m) + t j(rH
0
)(m)j
2

j
t=0
= j(rH
0
)(m)j
2
f
0
 
	
E
(m)

= j(rH
0
)(m)j
2

t



	
E
(m)
(f);
and thus (d	
E
)
m
 
X
H
0
(m)

= j(rH
0
)(m)j
2

t


	
E
(m)
. Sine j(rH
0
)(m)j 6= 0, this implies that (d	
E
)
m
is surjetive, and so  
E;
 	
 1
E
(fg) is a regular submanifold of 
0
E
of odimension 1 by the reg-
ular level set theorem. Moreover, we also obtain that X
H
0
(m) =2 ker
 
(d	
E
)
m

, whih implies that
X
H
0
(m) =2 T
m
 
E;
sine ker
 
(d	
E
)
m

= T
m
 
E;
(see the remark after [1, Prop. 1.6.18℄).
To prove (b), take m 2 
0
E
and observe that
'
0
t
(m) 2  
E;
() 	
E
 
'
0
t
(m)

=  () 	
E
(m) + t j(rH
0
)(m)j
2
=  () t =
 	
E
(m)
j(rH
0
)(m)j
2
:
Thus, the time t
0
:=
	
E
(m) 
j(rH
0
)(m)j
2
2 R and the point m
0
:= '
0
 t
0
(m) 2  
E;
are unique and satisfy
m = '
0
t
0
(m
0
).
Lemma 4.1 implies in partiular that the submanifold
 
E
:=  
E;0


m 2 
0
E
j (  rH
0
)(m) = 0
	
is a Poinare setion in the sense of [8, Assumption 2.2℄. The rest of the assumptions of [8℄ are veried
in the following lemma:
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Lemma 4.2. Assume that M is exat (that is, with ! exat) and satises dim(M)  4. Suppose
also that
(H1) Assumption 2.1 holds,
(H2) V has ompat support,
(H3) f; V g = 0 or Assumption 2.9 holds,
(H4) U  R is an open set suh that
(i) H
 1
0
(U) \ Crit(H
0
;) = ?,
(ii) there exists Æ > 0 suh that

  rH
0
; H
	
(m) > Æ for all m 2 H
 1
0
(U).
Then, all the assumptions of Theorems 3.1 and 3.2 of [8℄ are veried for eah E 2 U .
Note that the exatness of M neessarily implies the nonompatness of M [21, Rem. V.9.4℄. Note
also that Assumption 2.7 follows from the ompatness of the support of V .
Proof. The hypotheses (H1)-(H4) imply that Corollary 2.11 applies. Thus, eah E 2 U is a regular
value of H
0
and H (Assumption 2.1(i) of [8℄) and W
+
 
H
 1
0
(fEg)

= W
 
 
H
 1
0
(fEg)

= H
 1
(fEg)
(Equation (2.4) of [8℄). The ows of H
0
and H are omplete (Assumption 2.1(ii) of [8℄). The fat that
H
 1
0
(U) \ Crit(H
0
;) = ? implies for eah E 2 U the non-trapping ondition of Assumption 2.1(iii)
of [8℄; that is, for any ompat set K  
0
E
there exists T > 0 suh that for all m 2 K and all jtj  T ,
one has '
0
t
(m) =2 K. Finally, the sets H
 1
 
( 1; E℄

\ supp(V ) and H
 1
0
 
( 1; E℄

\ supp(V ) are
ompat for any E 2 R (Assumption 2.1(iv) of [8℄) due to Assumption (H2).
Remark 4.3. In the proof of Lemma 4.2 we did not hek the assumption of nonompatness
of
e

0
E
made in [8, Thm. 3.1℄ beause we believe it is unneessary. Indeed, under the other
assumptions of [8, Thm. 3.1℄, the authors of [8℄ show in their Lemma 5.1 that
e

0
E
is exat.
Therefore,
e

0
E
is neessarily nonompat, sine any exat sympleti manifold is nonompat
(see [21, Rem. V.9.4℄).
Under the assumptions of Lemma 4.2, we know from [8℄ that the results of the last paragraph of
Setion 2.2 hold for any E 2 U : The orbit spae
e

0
E
= 
0
E
=R is a sympleti manifold of dimension
2(n   1) with sympleti form e!
0
E
and the restrited sattering map S
E
:= Sj

0
E
indues a symple-
tomorphism
e
S
E
of
 
e

0
E
; e!
0
E

. Furthermore, the Poinare setion  
E
an be onsidered as a \onrete
realisation of the abstrat manifold
e

0
E
", due to the existene of a dieomorphism 
0
E
:  
E
!
e

0
E
satisfying (
0
E
)

e!
0
E
= !j
 
E
(
0
E
= 
0
E
Æ i, with i :  
E
! 
0
E
the natural embedding). Sine eah
element m 2 
0
E
an be identied with a pair (m
0
; t
0
) 2  
E
 R satisfying '
0
t
0
(m
0
) due to Lemma
4.1(b), we obtain an identiation of 
0
E
'  
E
 R whih permits to represent the free ow as
'
0
t
: (m
0
; t
0
) 7! (m
0
; t
0
+ t) and the map S
E
as
S
E
: (m
0
; t
0
) 7!
 
es
E
(m
0
); t
0
  
E
(m
0
)

;
where es
E
:= (
0
E
)
 1
Æ
e
S
E
Æ 
0
E
:  
E
!  
E
is a sympletomorphism and 
E
2 C
1
( 
E
;R). Using the
expressions for (m
0
; t
0
) obtained in the proof of Lemma 4.1(b) we thus obtain that
'
0
(TÆS
E
)(m)
 
es
E
(m
0
); t
0
  
E
(m
0
)  (T Æ S
E
)(m)

= S
E
(m) = '
0
 
E
(m
0
)
 
es
E
(m
0
); t
0

;
meaning that 
E
(m
0
) =  (T Æ S
E
)(m
0
). Sine T (m
0
) = 0 for eah m
0
2  
E
, it follows from Theorem
3.3 that
lim
r!1

r
(m
0
) = 0  (T Æ S
E
)(m
0
) = 
E
(m
0
) for all m
0
2  
E
. (4.1)
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This means that, when evaluated at points m
0
2  
E
, the global time delay lim
r!1

r
(m
0
) dened in
terms of sojourn times in 
 1
(B
r
)  M oinides with the time delay 
E
(m
0
) dened on 
0
E
as the
dierene of time intervals from the Poinare setion  
E
before and after sattering. In other terms, the
hoie of the position observables  provides natural Poinare setions  
E
suitable for the appliation
of the (xed energy) theory of [8℄.
Now, we introdue as in [8, Se. 2.5 & 2.6℄ the average time delay on  
E
T
E
:=
Z
 
E

E
(m
0
)
!
n 1
(m
0
)
(n  1) !
=  
Z
 
E
( Æ S)(m
0
)  (rH
0
Æ S)(m
0
)
j(rH
0
Æ S)(m
0
)j
2
!
n 1
(m
0
)
(n  1) !
and the regularised phase spae volume
1
(E) :=
Z
M


H
 1
0
(( 1;E℄)
(m)  
H
 1
(( 1;E℄)
(m)

!
n
(m)
n !
:
Then, the nie Theorems 3.1 and 3.2 of [8℄ state that
Cal
 
e
S
E

= (E) and T
E
=  
d
dE
(E); (4.2)
where Cal : Dom(Cal;M) ! R is the Calabi invariant as dened in [8, Se. B.2℄ (the dierene
with respet to the usual denition is that Dom(Cal;M) is here a subset of ompatly supported
sympletomorphisms whereas it is usually the set of ompatly supported hamiltomorphisms, see [22,
Eq. (10.4)℄ or [4℄).
By ombining Equations (4.1) and (4.2) one gets the following:
Theorem 4.4 (Calabi invariant). Under the assumptions of Lemma 4.2, one has for eah E 2 U
d
dE
Cal
 
e
S
E

=  
Z
 
E
lim
r!1

r
(m
0
)
!
n 1
(m
0
)
(n   1) !
=
Z
 
E
( Æ S)(m
0
)  (rH
0
Æ S)(m
0
)
j(rH
0
Æ S)(m
0
)j
2
!
n 1
(m
0
)
(n  1) !
:
Theorem 4.4 implies that the derivative of the Calabi invariant evaluated at
e
S
E
is equal to the
average of the global time delay lim
r!1

r
on  
E
(or equivalently, the average of the arrival time
T Æ S on  
E
). Aordingly, it provides a simple and expliit expression for
d
dE
Cal
 
e
S
E

in terms of
, S and rH
0
on  
E
. Note that Theorem 4.4 also holds with lim
r!1

r
replaed by lim
r!1

in
r
if
jrH
0
j
2
= jrH
0
Æ Sj
2
on  
E
(see Corollary 3.5).
Example 4.5 (H
0
(q; p) = h(p), the end). If the dimension of M ' R2n is bigger or equal to 4 and
V has ompat support, then we know from Example 3.7 that all the assumptions of Lemma 4.2
are veried on the open set U
Æ
 R. So, Theorem 4.4 applies, and one has for eah E 2 U
Æ
d
dE
Cal
 
e
S
E

=
Z
f(q;p)2R
2n
jh(p)=E; q(rh)(p)=0g
q
+
 (rh)(p
+
)
j(rh)(p
+
)j
2
!
n 1
(q; p)
(n   1) !
;
with (q
+
; p
+
) := S(q; p). In the partiular ase h(p) = jpj
2
=2, one thus obtains
d
dE
Cal
 
e
S
E

= (2E)
(n 3)=2
Z
S
n 1
d
n 1
bp
Z
qp=0
d
n 1
q
 
q
+
 p
+

;
where bp := p=jpj and d
n 1
bp is the spherial measure on S
n 1
. This orresponds to the ase treated
in [8, Se. 4.2℄ (when the parameter R 2 R of [8, Eq. (4.5)℄ is taken to be zero).
1
Here, we follow the onventions of [8, Se. 2.3℄ for the integrals on M and 
0
E
: The orientation on M is xed in
suh a way that the form !
n
is positive on a positively oriented basis, and the orientation on 
0
E
is xed suh that if
(e
1
; : : : ; e
2n 1
) is a positively oriented basis in T
m

0
E
and v 2 T
m
M is suh that (dH
0
)
m
(v) > 0, then (v; e
1
; : : : ; e
2n 1
)
is a positively oriented basis in T
m
M .
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Example 4.6 (Poinare ball, the end). If the dimension of M ' B
1
 R
n
n f0g is bigger or equal
to 4 and V has ompat support, then we know from Example 3.9 that all the assumptions of
Lemma 4.2 are veried on the open set U
Æ
 R. So, Theorem 4.4 applies, and one has for eah
E 2 U
Æ
d
dE
Cal
 
e
S
E

= (2E)
 1=2
Z
f(q;p)2

B
1
R
n
nf0gjjpj
2
(1 jqj
2
)
2
=8E; pq=0g
(q
+
; p
+
)
!
n 1
(q; p)
(n  1) !
;
with (q; p) = tanh
 1

2(pq)
jpj(1+jqj
2
)

and (q
+
; p
+
) := S(q; p).
Acknowledgements
R.T.d.A thanks the Institut de mathematiques de l'Universite de Neuh^atel for its kind hospitality in
February and July 2011. A.G. is grateful for the hospitality provided by the Mathematis Department
of the Pontiia Universidad Catolia de Chile in Marh 2011.
References
[1℄ R. Abraham and J. E. Marsden. Foundations of mehanis. Benjamin/Cummings Publishing
Co. In. Advaned Book Program, Reading, Mass., 1978. Seond edition, revised and enlarged,
With the assistane of Tudor Ratiu and Rihard Cushman.
[2℄ R. Abraham, J. E. Marsden, and T. Ratiu. Manifolds, tensor analysis, and appliations,
volume 75 of Applied Mathematial Sienes. Springer-Verlag, New York, seond edition, 1988.
[3℄ A. Arai. Generalized weak Weyl relation and deay of quantum dynamis. Rev. Math. Phys.,
17(9):1071{1109, 2005.
[4℄ A. Banyaga. Sur la struture du groupe des dieomorphismes qui preservent une forme symple-
tique. Comment. Math. Helv., 53(2):174{227, 1978.
[5℄ D. Bolle and J. D'Hondt. On the Hilbert-spae approah to lassial time delay. J. Phys. A,
14(7):1663{1674, 1981.
[6℄ D. Bolle, F. Gesztesy, and H. Grosse. Time delay for long-range interations. J. Math. Phys.,
24(6):1529{1541, 1983.
[7℄ D. Bolle and T. A. Osborn. Sum rules in lassial sattering. J. Math. Phys., 22(4):883{892,
1981.
[8℄ V. Buslaev and A. Pushnitski. The sattering matrix and assoiated formulas in Hamiltonian
mehanis. Comm. Math. Phys., 293(2):563{588, 2010.
[9℄ C. A. A. de Carvalho and H. M. Nussenzveig. Time delay. Phys. Rep., 364(2):83{174, 2002.
[10℄ J. Derezinski and C. Gerard. Sattering theory of lassial and quantum N-partile systems.
Texts and Monographs in Physis. Springer-Verlag, Berlin, 1997.
[11℄ E. Doron and U. Smilansky. Chaoti spetrosopy. Phys. Rev. Lett., 68:1255, 1992.
[12℄ C. Gerard and R. Tiedra de Aldeoa. Generalized denition of time delay in sattering theory.
J. Math. Phys., 48(12):122101, 15, 2007.
20
[13℄ W. B. Gordon. On the ompleteness of Hamiltonian vetor elds. Pro. Amer. Math. So.,
26:329{331, 1970.
[14℄ A. Gournay and R. Tiedra de Aldeoa. A formula relating sojourn times to the time of arrival in
Hamiltonian dynamis. preprint on http://arxiv.org/abs/1101.1609.
[15℄ I. W. Herbst. Classial sattering with long range fores. Comm. Math. Phys., 35:193{214, 1974.
[16℄ W. Hunziker. The S-matrix in lassial mehanis. Comm. Math. Phys., 8(4):282{299, 1968.
[17℄ A. Jensen and T. Ozawa. Classial and quantum sattering for Stark Hamiltonians with slowly
deaying potentials. Ann. Inst. H. Poinare Phys. Theor., 54(3):229{243, 1991.
[18℄ C. Jung. Poinare map for sattering states. J. Phys. A, 19(8):1345{1353, 1986.
[19℄ A. Knauf. Qualitative aspets of lassial potential sattering. Regul. Chaoti Dyn., 4(1):3{22,
1999.
[20℄ M. Klein and A. Knauf. Classial planar sattering by Coulombi potentials, volume 13 of
Leture Notes in Physis Monographs. Springer-Verlag, New York, 1992.
[21℄ P. Libermann and C.-M. Marle. Sympleti geometry and analytial mehanis, volume 35 of
Mathematis and its Appliations. D. Reidel Publishing Co., Dordreht, 1987. Translated from
the Frenh by Bertram Eugene Shwarzbah.
[22℄ D. MDu and D. Salamon. Introdution to sympleti topology. Oxford Mathematial Mono-
graphs. The Clarendon Press Oxford University Press, New York, seond edition, 1998.
[23℄ M. Miyamoto. A generalized Weyl relation approah to the time operator and its onnetion to
the survival probability. J. Math. Phys., 42(3):1038{1052, 2001.
[24℄ K. Nakanishi. Energy sattering for nonlinear Klein-Gordon and Shrodinger equations in spatial
dimensions 1 and 2. J. Funt. Anal., 169(1):201{225, 1999.
[25℄ K. Nakanishi. Remarks on the energy sattering for nonlinear Klein-Gordon and Shrodinger
equations. Tohoku Math. J. (2), 53(2):285{303, 2001.
[26℄ H. Narnhofer. Another denition for time delay. Phys. Rev. D (3), 22(10):2387{2390, 1980.
[27℄ H. Narnhofer and W. Thirring. Canonial sattering transformation in lassial mehanis. Phys.
Rev. A (3), 23(4):1688{1697, 1981.
[28℄ S. Rihard and R. Tiedra de Aldeoa. A new formula relating loalisation operators to time
operators. to appear in AMS Contemporary Mathematis Series.
[29℄ S. Rihard and R. Tiedra de Aldeoa. Time delay is a ommon feature of quantum sattering
theory. J. Math. Anal. Appl., 387(2):618{630, 2012.
[30℄ C. Rouvinez and U. Smilansky. A sattering approah to the quantization of Hamiltonians in two
dimensions|appliation to the wedge billiard. J. Phys. A, 28(1):77{104, 1995.
[31℄ M. Sassoli de Bianhi. Time-delay of lassial and quantum sattering proesses: a oneptual
overview and a general denition. preprint on http://arxiv.org/abs/1010.5329.
[32℄ B. Simon. Wave operators for lassial partile sattering. Comm. Math. Phys., 23:37{48, 1971.
21
[33℄ F. T. Smith. Lifetime matrix in ollision theory. Phys. Rev., 118:349{356, 1960.
[34℄ W. Thirring. Classial mathematial physis. Springer-Verlag, New York, third edition, 1997.
Dynamial systems and eld theories, Translated from the German by Evans M. Harrell, II.
[35℄ E. P. Wigner. Lower limit for the energy derivative of the sattering phase shift. Phys. Rev. (2),
98:145{147, 1955.
22
