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РЕФЕРАТ
Заключительный отчет о НИР. 115 с., 101 источник.
Объект исследования — функции, субгармонические в ком-
плексной плоскости; функции, субгармонические в верхней полуплоско-
сти, аналитические функции нулевого порядка, многозначные отображе-
ния.
Цель работы — изучение свойств функций, субгармонических в
верхней полуплоскости; распределение их риссовских и полных мер; ре-
шение интерполяционных задач в классах аналитических функций нуле-
вого порядка; изучение неподвижных точек многозначных отображений.
Метод исследования — метод рядов Фурье, а также разнооб-
разные методы теории функций комплексного переменного, теории суб-
гармонических функций, методы математического анализа и некоторые
приe¨мы из работ Л. Рубела, А. А. Кондратюка, А. Ф. Гришина, К. Г. Ма-
лютина; методы работ М. А. Красносельского и К. Н. Солтанова
Основные полученные результаты. Доказана теорема о регу-
лярности роста коэффициентов Фурье дельта-субгармонических и ме-
роморфных функциях вполне регулярного роста в полуплоскости. До-
казана теорема о принадлежности индикатора дельта-субгармонических
и мероморфных функциях вполне регулярного роста в полуплоскости
классу Lp(0; ), 1  p  2. Найдены необходимые и достаточные усло-
вия разрешимости интерполяционных задач в классах целых функций
и функций аналитических в верхней полуплоскости нулевого порядка
и нормального типа. Эти условия формулируются в терминах канони-
ческого произведения узлов интерполяции и в терминах меры, опре-
деляемой этими узлами. Получены критерии принадлежности дельта-
субгармонической в полуплоскости функции к классу функций конечно-
го гамма-епсилон роста. Вводится понятие канонической функции. Дока-
зана теорема о нижнем порядке субгармонических в верхней полуплос-
кости функций бесконечного порядка. Доказана теорема об образе ком-
пактного подмножества, удовлетворяющего "условию острого угла мно-
гозначного отображения области евклидова пространства.
СУБГАРМОНИЧЕСКАЯ ФУНКЦИЯ, КОНЕЧНЫЙ ГАММА-
ТИП, РЯДЫФУРЬЕ, ПОЛНАЯМЕРА, КАНОНИЧЕСКОЕ ПРОИЗВЕ-
ДЕНИЕ, НУЛЕВОЙ УТОЧНЕННЫЙ ПОРЯДОК, ЦЕЛАЯ ФУНКЦИЯ,
ИНТЕРПОЛЯЦИЯ, МНОГОЗНАЧНОЕ ОТОБРАЖЕНИЕ, НЕПО-
ДВИЖНАЯ ТОЧКА, "УСЛОВИЕ ОСТРОГО УГЛА".
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Через A и B мы обозначаем величины, постоянные по параметрам,
участвующим в доказательстве. В доказательстве даже одной теоремы
символами A и B могут обозначаться различные константы, кроме спе-
циально оговоренных случаев, когда константы A и B фиксируются.
C — открытая комплексная плоскость;
C+ — верхняя комплексная полуплоскость: C+ = fz : Im z > 0g;
C  — нижняя комплексная полуплоскость: C  = fz : Im z < 0g;
R — вещественная ось;
(r) — функция роста;
(r) — уточне¨нный порядок, V (r) = r(r);
h(r) — медленно возрастающая функция;
[] — целая часть числа;
[;1] — класс целых функций порядка ;
[(r);1) — класс целых функций уточненного порядка (r) и нормаль-
ного типа;
[;1]+ — класс аналитических в полуплоскости C+ функций порядка ;
[(r);1)+ — класс аналитических в полуплоскости C+ функций фор-
мального порядка (r);
[(r);1)h+ — класс аналитических в полуплоскости C+ функций полу-
формального порядка (r);
(z   a) — мера Дирака, сосредоточенная в точке a;
(z) =
1P
n=1
(z   an);
S((r)) — класс дельта-субгармонических функций конечного -типа;
S((r)) — класс субгармонических функций конечного -типа;
S((r)) — класс дельта-субгармонических функций в полуплоскости ко-
нечного -типа;
JS((r))— класс субгармонических функций в полуплоскости конечного
-типа;
C(a; r) — открытый круг с центром в точке a радиуса r;
B(a; r) — замкнутый круг с центром в точке a радиуса r;
l(G) — верхняя линейная плотность множества G;
ck(r; v) — коэффициенты Фурье функции v;
v — мера Рисса функции v;
n(t) = nA(t) = (B(0; t)) — считающая функция последовательности
A = fang;
7Nv(r) =
rR
0
v(B(0;x))
x dx — неванлинновская считающая функция меры v;
A(z; ) = (nA(C(z; jzj))  1)+;
A(z; ) =
(nA(C(z; jzj))  1)+
V (jzj) ;
IA(z; ) =
Z
0
A(z; ) d

;
EA(z) =
1Q
n=1

1  zan

— каноническая функция последовательности A;

+ = 
 \ C+ — пересечение множества 
 с полуплоскостью C+:
D = fak; qkg1k=1 — дивизор;
nD(G) =
P
an2G qn;
~n+D(G) =
P
an2G qn Im an;
n+D(G) =
P
an2GnB(0;1) qn sin n + ~n
+
D(G \B(0; 1));
Df — дивизор корней функции f ;
ED(z) =
1Y
n=1
"
1  z
an

1  z
an
 1#qn
— неванлинновская канониче-
ская функция дивизора D;
+D(z; ) =
n+D(C(z; jzj) n fang)
V (jzj) ;
I+D(z; ) = sin 
Z
0
+D(C(z; ) d
(+ sin )2
,  = arg z;
S(r; k; ) =
1
k
ZZ
B(0;r)
d()
k
;
S(r1; r2; k; ) = S(r2; k; )  S(r1; k; ); r1  r2;
S 0(r; k; ) =
1
k
ZZ
B(0;r)
 
r
k
d();
T (r; v) = N(r; v) +m(r; v) — характеристика Неванлинны функции v;
N(r; v) =
rZ
0
(t)
t
dt;
m(r; v) = 12
2R
0
v+(re
i d;
v — полная мера функции v;
8v — граничая мера функции v;
D+(R1; R2) = C+(0; R2)nC+(0; R1), R1 < R2, — полукольцо;
S+(r; k; ) =
1
k
ZZ
D+(r0;r)
sin k'
 k Im 
d() +
1
kr2k0
ZZ
C+(0;r0)
sin k'
Im 
 k d() ;
S+(r1; r2; k; ) = S+(r2; k; )  S+(r1; k; ); r1  r2 ;
E() — класс целых функций конечного -типа.
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"Одной из самых красивых глав классического анализа является
теория суб- и супергармонических функций". Это слова из предисло-
вия Е. Б. Дынкина к переводу книги Дж. А. Ханта. Субгармонические
функции были введены в анализ Гартогсом (Hartogs) и Ф. Риссом (F.
Riesz), однако, их идея уже заложена в методе "выметания"Пуанкаре
(Poincare´). Они представляют собой распространение на случай функций
нескольких переменных выпуклых функций одного переменного. В своей
монографии И. И. Привалов [50] писал: "После того как теория субгар-
монических функций достаточно развилась, естественно возник вопрос
о приложении их как более общего класса функций к теории аналитиче-
ских функций комплексного переменного. Этот новый методологический
подход к проблемам теории функций комплексного переменного, в основе
которого лежат свойства субгармонических функций, с одной стороны,
дае¨т упрощение доказательств и объясняет ряд положений, на первый
взгляд не связанных друг с другом; с другой стороны, позволяет фор-
мулировать ряд принципов в наиболее общем виде для широкого класса
субгармонических функций."Вследствие теоpемы Рисса о представлении
теория субгармонических функций оказывается тесно связанной с офоp-
мившейся pанее теоpией потенциала. Теоpия потенциала является более
общей теоpией, так как в ней pассматpиваются более общие ядpа, чем в
теоpии субгаpмонических функций. Сближение тут пpоисходит на путях
pазвития абстpактной теоpии субгаpмонических функций.
Теория субгармонических функций является активно развиваю-
щейся областью современной математики. Исследованиям в этой области
посвящены многочисленные работы. Она находит свои применения в тео-
рии функций комплексного переменного, в теории потенциала, в теории
случайных процессов, в геометрии. Поэтому получение любого нового
результата в этой области является актуальной задачей как для самой
математики, так и для ее¨ приложений.
В работе также исследуются избранные вопросы интегральной гео-
метрии. Затронутая проблематика связывает в один узел проблемы ком-
плексного анализа, топологии и элементы выпуклого анализа. Основ-
ной цикл рассматриваемых задач — это вопросы топологической класси-
фикации обобщенно выпуклых множеств в комплексных пространствах.
Среди таких множеств важную роль играют линейно выпуклые и сильно
линейно выпуклые множества. Геометрические свойства этих множеств,
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в отличие от аналитических их свойств, до последнего времени были
мало исследованыю Решен ряд проблем, поставленных Л.А. Айзенбер-
гом, по геометрическому описанию сильно линейно выпуклых множеств.
Показано, что эти множества являются естественным классом, на кото-
ром можно постро- ить комплексную теорию, аналогичную веществен-
ному выпуклому анализу. Все классические результаты выпуклого ана-
лиза находят в подходящей интерпретации комплексную трактовку. Ис-
пользование в доказательствах групп когомологий позволяет преодолеть
сложность, связанную с тем, что комплексная гиперплоскость не разби-
вает пространство. Решенные здесь задачи позволяют по-новому взгля-
нуть на утверждения выпуклого анализа и распространить их на бо-
лее широкий класс множеств даже в вещественном случае. Впервые для
решения задач, которые вообще не удавалось решить, применен метод
многозначных отображений. Исследование графиков этих отображений
приводит к нахождению простых и окончательных решений задач описа-
ния глобальных свойств множества по известным свойствам его сечений
линейными многообразиями. Изучаются классы отображений, инвари-
антные на обобщенно выпуклых множествах. Приводится решение ряда
основных задач обобщенной выпуклости. Но разработанные в ней поня-
тия и методы позволяют ставить вопрос о решении многих других задач
комплексного анализа и применения геометрических и топологических
методов в анализе.
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ВВЕДЕНИЕ
Теория субгармонических и гармонических функций играет важ-
ную роль в теории голоморфных функций. Это связано с тем, что ре-
альная Re f и мнимая Im f части голоморфной в области функции f
являются гармоническими функциями, а функции log jf j и jf jp, p > 0,
субгармоническими в этой области. Таким образом, теория субгармо-
нических и гармонических функций дает гибкий и эффективный метод
изучения свойств голоморфных функций. В частности, хорошо известно,
что построить субгармоническую функцию с заданными асимптотиче-
скими свойствами, как правило, легче, чем построить целую функцию.
Эффективные методы аппроксимации субгармонческих функций лога-
рифмами модуля целых функций розработали Р. С. Юлмухаметов [65]–
[67], Ю. И. Любарский, М. Л. Содин, Е. Малинникова [39, 84] и др. Од-
нако, основное значение этой теории состоит в непосредственных связях
субгармонических функций с теорией потенциала, поскольку фундамен-
тальная теорема Ф. Рисса о представлении утверждает, что локально
каждая субгармоническая функция является суммой некоторой гармо-
нической функции и потенциала. Таким образом, изучение субгармони-
ческих функций составляет один из важнейших аспектов теории потен-
циала, который играет ведущую роль в исследовании проблем математи-
ческой физики и теории поля, в тому числе и новейших. Субгармониче-
ские функции естественным образом возникают также в теории винеров-
ских процессов, спектральной теории операторов, конструктивной тео-
рии функций, теории вероятностей. Разным аспектам теории субгармо-
нических функций и более общей теории потенциала и их приложениям
посвящена серия монографий таких известных ученых, как И. И. При-
валов [50], М. Брело [7], Н. С. Ландкоф [31], У. Хейман та П. Кенне-
ди [62], У. Хейман [78], М. Цудзи [101], Н. И. Ахиезер [3, 4], И. Ц. Гох-
бер и М. Г. Крейн [17, 18], Ю. В. Линник и Й. В. Островський [38],
Е. Б. Динкин [24], Дж. А. Хант [61], П. А. Мейер [49], Дж. А. Дуб [71],
Б. Фугледе [72], Т. Радо [92], В. С. Азарин [68] и докторские диссертации
А. П. Гришина [20], А. А. Кондратюка [26].
В работе изучаются представления субгармонических функций в
комплексной плоскости и в верхней полуплоскости комплексного пере-
менного. Эти представления применяются к исследованию роста субгар-
монических функций, к решению задач интерполяции и к изучению иде-
алов в классах целых функций.
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Актуальность темы.
В теории субгармонических функций много важных результатов
получаются с помощью различных представлений этих функций. Наибо-
лее известные из них – формула Пуассона-Йенсена, на которую опирает-
ся большая часть теории субгармонических функций. Сюда же относят-
ся формулы Неванлинны, Симидзу-Альфорса, Карлемана, Б. Я. Левина.
Теория субгармонических функций в полуплоскости C+ = fz : Im z >
0g, созданная А. Ф. Гришиным, большей частью опирается на открытые
им интегральные формулы. Из представления Гришина ясно видно, что
субгармоническая функция конечного порядка в верхней полуплоскости
определяется своей полной мерой с точностью до гармонического поли-
нома, который обращается в нуль на вещественной оси, аналогично тому,
как целая функция конечного порядка определяется своими корнями с
точностью до функции вида expfP (z)g, где P (z) – полином. Аналогич-
ные формулы при разных ограничениях получали другие математики:
М. В. Говоров, У. Хейман, Д. Ито.
В теории целых функций важную роль играют их канонические
произведения. Для целых функций конечного порядка таким представ-
лением является представление Адамара. Для целых функций произ-
вольного -типа аналог этого факта был установлен Л. Рубелом. Мето-
дом, которым пользовался Л. Рубел, был метод рядов Фурье целых и
мероморфных функций. Этот метод, основанный на использовании ряда
Фурье для ln jf(rei)j как функции от , стал систематически исполь-
зоваться для изучения асимптотических свойств целых и мероморфных
функций в работах Л. Рубела и Б. Тейлора. Затем к ним присоединились
Д. Майлз, Д. Шиа и др. Следует отметить, что еще¨ в 1927 г. Н. И. Ахи-
езер исползовал соотношения между коеффициентами Фурье и нулями
целой функции для доказательства теоремы Линделе¨фа о типе целой
функции. Позднее ними пользовались М. Картрайт и А. Пфлюгер. Од-
нако, это были изолированные работы без особых применений. В. С. Аза-
рин (1977) получил критерий вполне регулярного роста целой функции
в терминах ее¨ коеффициентов Фурье. В 80-е годы важные результаты в
этом направлении были получены А. А. Кондратюком, который обобщил
теорию Левина-Пфлюгера целых функций вполне регулярного роста на
мероморфные функции произвольного -типа. Ряд важных результатов
в этом направлении получили также А. Ф. Гришин, А. А. Гольдберг,
И. В. Островский, Я. В. Василькив, Н. В. Заболоцкий и др.
В начале XXI столетия метод рядов Фурье К. Г. Малютиным был
перенесен на функции субгармонические в полуплоскости. К. Г. Ма-
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лютин и Н. Садык расширили вышеупомянутые результати на -
субгармонические функции конечного -типа. Важные результаты в
этом направлении за последние годы были получены А. А. Кондратюком
и А. Я. Християниным.
C вопросами представления целых функций тесно связаны интер-
поляционные задачи и изучение идеалов в разных классах целых функ-
ций. Вопросами интерполяции в классах целых функций занимались
многие математики. Укажем на исследования А. В. Братищева, А. О.
Гельфонда, В. Л. Гончарова, А. Ф. Гришина и А. М. Руссаковского, М.
О. Евграфова, Ю. Ф. Коробейника, Б. Я. Левина, А. Ф. Леонтьева, К. Г.
Малютина и мн. др. Для классов целых функций бесконечного порядка
задачи интерполяции изучены не достаточно полно. Мы укажем на ис-
следования C. A. Беренстейна и Б. A. Tейлoра, У. A. Сквайерса, Р. E.
Хеймана, Т. И. Абаниной, Б. В. Винницкого и И. Б. Шепарович.
Все¨ вышеизложенное и обусловило выбор объекта, темы исследо-
вания и ее¨ актуальность.
Объект и предмет исследования. Объектами исследования яв-
ляются функции, субгармонические в комплексной плоскости, и функ-
ции, субгармонические в верхней полуплоскости.
Предметом исследования являются свойства функций, субгармони-
ческих в комплексной плоскости, и функций, субгармонических в верх-
ней полуплоскости, распределение их риссовских и полных мер, аналог
теорий Л. Рубела и А. А. Кондратюка.
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1 ОБЗОР ЛИТЕРАТУРЫ, ВЫБОР НАПРАВЛЕНИЙ
ИССЛЕДОВАНИЯ
Субгармонические функции были введены в анализ Гартогсом
(Hartogs) и Ф. Риссом (F. Riesz), однако, их идея уже заложена в методе
"выметания"Пуанкаре (Poincare´). Они представляют собой распростра-
нение на случай функций нескольких переменных выпуклых функций
одного переменного. В своей монографии И. И. Привалов [50] писал: "Но-
вый методологический подход к проблемам теории функций комплекс-
ного переменного, в основе которого лежат свойства субгармонических
функций, с одной стороны, дае¨т упрощение доказательств и объясняет
ряд положений, на первый взгляд не связанных друг с другом; с другой
стороны, позволяет формулировать ряд принципов в наиболее общем ви-
де для широкого класса субгармонических функций."
Имеется много книг, посвященных pазличным аспектам теоpиии
субгаpмонических функций. Мы отметим здесь моногpафию У. Хеймана
и П. Кеннеди [62].
Вследствие теоремы Рисса о представлении теория субгармониче-
ских функций оказывается тесно связанной с теорией потенциала. Тео-
рия потенциала является более общей теорией, чем теория так как в
ней рассматриваются более общие ядра. Сближение происходит на пу-
тях развития абстрактной теории субгармонических функций.
Субгаpмонические функции естественным обpазом появляются в
теоpии винеpовских пpоцессов. Связь теоpии потенциала и теоpии слу-
чайных пpоцессов изложена в книгах Е. Б. Дынкина [24], Дж. А. Ханта
[61], Дж. Л. Дуба [71]. Теоpия субгаpмонических функций тесно связа-
на и с дpугими pазделами математики. Напpимеp, известны пpиложения
теоpии субгаpмонических функций к геометpии [79].
В работе теоpия субгаpмонических функций pазвивается в напpав-
лении, о котоpом писал И. И. Пpивалов, то есть в тесной связи с теоpией
аналитических функций.
Изучение свойств специальных классов целых и субгаpмонических
функций — дpугой важный аспект совpеменных исследований. Боль-
шое пpименение находит класс целых функций вполне pегуляpного pо-
ста в смысле Левина–Пфлюгеpа. Теоpия функций вполне pегуляpного
pоста создана в pаботах этих математиков. Ее изложение пpиведено в
книге [33]. Новый подход к этой теоpии получается в pамках , создан-
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ной В. С. Азаpиным [68] теоpии динамических систем субгаpмонических
функций. Н. В. Говоpов [13] постpоил теоpию функций вполне pегу-
ляpного pоста в полуплоскости. После введения А. Ф. Гpишиным [21]
понятия полной меры стало яснее сходство и различие между теорией
аналитических и субгармонических функций для плоскости и для полу-
плоскости.
В 60-х годах прошлого века в работах Л. Рубела [96, 97], Л. Рубела
и Б. Тейлора [98], Д. Майлза [85, 87], Д. Майлза и Д. Шиа [88], Н. Рао
и Д. Шиа [93] и др. начал широко применяться метод рядов Фурье для
изучения свойств целых и мероморфных функций. Этот метод являет-
ся эффективным при решении ряда общих задач теории мероморфных
функций и устанавливает ее связь с теорией рядов Фурье. Одним из
преимуществ этого метода является то, что он позволяет исследовать
функции с довольно нерегулярным ростом на бесконечности и функции
бесконечного порядка. Кроме того, поскольку коэффициенты Фурье
ck(r; f) =
1
2
2Z
0
ln jf(rei) d; k 2 Z ;
выражаются определе¨нным образом через нули и полюсы меро-
морфной функции f , то с их помощью можно исследовать распреде-
ление нулей и полюсов этой функции. Заметим, что еще¨ в 1927 г. Н. И.
Ахиезер применил эти соотношения для нового доказательства теоремы
Линделе¨фа о типе целой функции. Позже ими пользовались также М.
Картрайт и А. Пфлюгер. Но это были изолированные работы без ши-
роких приложений. В работах же Л. Рубела, Б. Тейлора, Д. Майлза и
др., применявших теорию рядов Фурье к изучению целых и мероморф-
ных функций, получены фундаментальные результаты, решены важные
задачи теории мероморфных функций.
Стpого положительная, непрерывная, возрастающая и неограни-
ченная функция (r), определенная на [0;1), называется функцией ро-
ста. Пусть f – мероморфная в комплексной плоскости функция, Z(f)
(W (f)) – множество ее¨ нулей (полюсов), T (r; f) – неванлинновская ха-
рактеристика, ck(r; f) – коэффициенты Фурье функции f . Функция f
называется функцией конечного -типа, если существуют положитель-
ные постоянные A и B такие, что T (r; f)  A(Br) для всех r > 0. Класс
таких функций обозначим через M(), через E() обозначим класс це-
лых функций конечного -типа. Методом рядов Фурье Рубел и Тейлор
нашли исчерпывающие характеристики множеств Z(f) иW (f) функций
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из классаM(). Используя метод рядов Фурье, Д. Майлз решил, не под-
дававшуюся решению на протяжении ряда лет, проблему представления
мероморфной функции f 2 M() в виде частного двух целых функций
из класса E(): M()=E()/E().
Метод рядов Фурье позволил построить обобщение известной тео-
рии Левина–Пфлюгера целых функций вполне регулярного роста, рас-
пространить ее¨ основные положения не только на целые функции с нере-
гулярным ростом, но и на мероморфные функции. В 80-е годы важ-
ные результаты в этом направлении были получены А. А. Кондратюком
[28, 27].
В работах Я. В. Василькива [8] и К. Г. Малютина [43] результа-
ты Рубела и Тейлора были обобщены на субгармонические функции в
комплексной плоскости.
Созданная А. Ф. Гришиным теория субгармонических функций в
полуплскости позволила К. Г. Малютину [42] распространить результа-
ты Л. Рубела, Б. Тейлора, Д. Майлза на -субгармонические функции,
определe¨нные в полуплоскости. Важные результаты в этом направле-
нии за последние годы были получены А. Я. Християниным [81] и в
совместных работах А. Я. Християнина и А. А. Кондратюка [82, 83].
Переход в полуплоскость вызывает определе¨нные трудности, связанные
со сложным поведением функции в окрестности границы. Отличие от
плоскости проявляется уже при получении критериев принадлежности -
субгармонической функции заданному классу. Так, например, для полу-
плоскости невозможно никакое обобщение одного из критериев Рубела-
Тейлора. В совместной работе К. Г. Малютина и Н. Садыка [44] получены
важные результаты для -субгармонических функций вполне регулярно-
го роста в полуплоскости.
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2 РЯДЫ ФУРЬЕ И СУБГАРМОНИЧЕСКИЕ ФУНКЦИИ В
ПЛОСКОСТИ
2.1 Функции роста
Метод рядов Фурье суб- и дельта-субгармонических функций, ос-
нованный на использовании ряда Фурье для ln jf(rei)j как функции
от , систематически стал применяться для изучения асимптотических
свойств целых и мероморфных функций в работах Л. Рубела и Б. Тей-
лора, Д. Майлза, Д. Шея и др. Следует заметить, что еще в 1927 г.
Н.И. Ахиезер применил соотношения между коэффициентами Фурье и
нулями целой функции для доказательства теоремы Линделефа о типе
целой функции. Позже ими пользовались М. Картрайт и А. Пфлюгер.
Но это были изолированные работы без особых приложений. В 80-е годы
важные результаты в этом направлении были получены А. А. Кондра-
тюком, обобщившем теорию Левина – Пфлюгера целых функций вполне
регулярного роста на мероморфные функции произвольного -типа.
Определение. Положительная, непрерывная, возрастающая и
неограниченная функция (r), определенная на полуоси R+ = [0;1),
называется функцией роста.
В случае необходимости будем считать значения функции (r)
на полуинтервале (0,1] должным образом измененными (в частности,
lim
r!+0
(r) = 1). Измененная функция также будет функцией роста.
Далее через (r) всегда будет обозначаться некоторая (как пра-
вило, фиксированная) функция роста. Кроме того, следуя Титчмаршу,
мы будем пользоваться следующими названиями и обозначениями. Ес-
ли в некотором рассуждении встречается число, не зависящее от основ-
ных переменных, то оно называется постоянной. Для обозначения аб-
солютных положительных постоянных, не обязательно одних и тех же,
мы пользуемся буквами A, B. Может встретиться утверждение вроде
"jf(z)j < A(Br), следовательно, 3jf(z)j < A(Br) которое не должно
вызывать недоразумений.
Определение. Порядком и нижним порядком функции роста 
называются величины:
[] = lim sup
r!1
ln (r)
ln r
; [] = lim inf
r!1
ln (r)
ln r
:
Среди функций роста выделяется класс таких функций, что функ-
ция ln (r) является выпуклой относительно ln r. Иногда используется
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следующая лемма о представлении таких функций [29, Предложение
5.1].
Лемма 2.1 Пусть функция '(r) является выпуклой относительно ln r
и неубывающей на полуоси R+. Тогда справедливо представление:
'(r) = '(0) +
rZ
0
!(t)
t
dt; r 2 R+;
где !(t) – неубывающая функция на R+, !(t)  0.
Требование, чтобы функция ln (r) была выпуклой относительно
ln r выполняется для широкого класса функций роста, важных в при-
ложениях (например, для функции (r) = r,  > 0). Такие функции
роста обладают некоторыми важными свойствами. Следующая лемма –
это Лемма 5.1 из [29].
Лемма 2.2 Пусть функция ln (r) выпукла относительно ln r. Тогда
существует число R0 > 0 такое, что для каждого R  R0 найдется
 = (R) > 0 такое, что
(R)
R
= inf

(r)
r
: r > 0

: (2:1)
Среди функций роста важную роль играют функции, удовлетворя-
ющие следующему условию:
(2r)  A(r) (2:2)
при некотором A > 0.
Достаточное условие для выполнения (2.2) содержится в Лемме 5.1
из [29].
Лемма 2.3 Пусть функция ln (r) выпукла относительно ln r и [] <
1, тогда выполняется неравенство (2:2).
Определение 2.1 Абсолютно непрерывная функция (r), r 2 R+, на-
зывается уточне¨нным порядком в смысле Бутру, если она удовлетво-
ряет следующим условиям
 1 <  = lim inf
r!1 (r)   = lim supr!1 (r)  +1;
lim
r!1 
0(r)r ln r = 0 :
Если  = , то функция (r) называется уточне¨нным порядком
в смысле Валирона (часто – просто уточне¨нным порядком).
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Функцию r(r) мы будем обозначать через V (r). Так как
V 0(r) =
1
r
V (r)((r) + 0(r)r ln r) ;
то из определения уточне¨нного порядка следует, что функция V (r) при
 > 0 (а именно этот случай нас в основном будет интересовать в
дальнейшем) есть строго возрастающая функция в некоторой окрестно-
сти бесконечности. Ограничения, которые накладываются на функцию
(r), касаются ее поведения в окрестности бесконечности. В дальнейшем
мы будем требовать, чтобы функция V (r) при  > 0 была монотон-
ной (например, 0(r)r ln r)   (r)), т.е. была функцией роста, причем
lim
r!+0
V (r) = 1.
Следующее полезное утверждение легко доказывается и хорошо из-
вестно [33] для уточненного порядка в смысле Валирона.
Лемма 2.4 Пусть (r) – уточненный порядок в смысле Бутру. Если
сегмент [a; b] таков; что a > 1; то при любом " > 0 асимптотически;
равномерно относительно l 2 [a; b]; выполняется соотношение
l "  V (lr)
V (r)
 l+" :
Доказательство. Имеем
V (lr)
V (r)
= l(lr)r(lr) (r) :
Пусть "(r) = supur u0(u) ln u : Заметим, что
lim
r!1 "(r) = 0: (2:3)
Тогда
j(lr)  (r)j =
Z lr
r
0(u) du
  j"(r)j(l   1)rr ln r :
Теперь из определения уточнeнного порядка и (2.3) легко следует
утверждение леммы.
В дальнейшем будет полезна ещe одна лемма.
Лемма 2.5 Пусть (r) – уточненный порядок в смысле Бутру,  –
фиксированное положительное число. При  <  + 1Z r

V (t)
t
dt  V (r)r
( + 1  )r + o

V (r)r
r

; r !1 ; (2:4)
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а при  > + 1Z 1
r
V (t)
t
dt  V (r)r
(    1)r + o

V (r)r
r

; r !1 : (2:5)
Доказательство. Докажем неравенство (2.4). Обозначим через
~"(r) = inf
ur
u0(u) ln u; "1(r) = inf
ur
((u)  ) :
Ясно, что
lim
r!1 ~"(r) = limr!1 "1(r) = 0 : (2:6)
Интегрируя по частям, получаем:Z r

t
t
V (t)
t
dt =
V (t)t
( + 1  )t
r

 
1
 + 1  
Z r


V (t)
t
((t)  ) + V (t)t
t
0(t) ln t

dt  V (r)r
( + 1  )r 
1
 + 1  
Z r1


V (t)
t
((t)  ) + V (t)t
t
0(t) ln t

dt 
"1(r1) + ~"(r1)
 + 1  
Z r
r1
V (t)
t
dt+O(1); r !1 :
(2:7)
При фиксированном " > 0, воспользовавшись соотношением (2.6),
выберем (и зафиксируем) число r1 > 0 так, чтобы выполнялось неравен-
ство
"1(r1) + ~"(r1)   "( + 1  ) :
Тогда из (2.7) мы получим, чтоZ r

V (t)
t
dt  V (r)r
( + 1  )r+"
Z r

V (t)
t
dt+o

V (r)r
r

+O(1); r !1 :
Отсюда следует неравенство (2.4).
Для доказательства неравенства (2.5) положим
"2(r) = sup
ur
((u)  ) :
Ясно, что
lim
r!1 "2(r) = 0 : (2:8)
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Как и выше, интегрируя по частям, получаем:Z 1
r
t
t
V (t)
t
dt =
V (t)t
(+ 1  )t
1
r
+
1
    1
Z 1
r

V (t)
t
((t)  ) + V (t)t
t
0(t) ln t

dt 
V (r)r
(    1)r +
"2(r) + "(r)
    1
Z 1
r
V (t)
t
dt :
Воспользовавшись (2.3) и (2.4), мы получим, что
(1 + o(1))
Z 1
r
V (t)
t
dt  V (r)r
(    1)r ; r !1 ;
и, наконец,Z 1
r
V (t)
t
dt  V (r)r
(    1)r + o

V (r)r
r

; r !1 :
Лемма полностью доказана.
2.2 Дельта-субгармонические функции
Пусть C – плоскость комплексного переменного. Через C(a; r) бу-
дем обозначать открытый круг радиуса r с центром в точке a, а через
B(a; r) – замкнутый круг. Под дельта-субгармонической функцией в об-
ласти D мы понимаем разность двух субгармонических в этой области
функций: v(z) = v1(z)  v2(z), где vi, i = 1; 2, – функции субгармониче-
ские в области D.
Если D – область с кусочно-гладкой границей @D, v(z) 6=  1
тождественно,  – мера Рисса функции v, дельта-субгармонической в за-
мкнутой области D, то справедлива формула братьев Рольфа и Фритьо-
фа Неванлинн
v(z) =
1
2
Z
@D
v(z)
@G(; z)
@n
d  
ZZ
D
G(; z) d(); (2:9)
где G – функция Грина области D, @G=@n – производная по внут-
ренней нормали.
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Если D = B(0; R), то формула (2.9) называется формулой
Пуассона-Иенсена и принимает вид:
v(z) =
1
2
2Z
0
v(Rei') Re
Rei' + z
Rei'   z d' 
ZZ
jjR
ln
 R2   zR(z   )
 d(): (2:10)
При z = 0, v(0) 6= 1, формула (2.10) называется формулой Иен-
сена:
v(0) =
1
2
2Z
0
v(Rei') d' 
ZZ
jjR
ln
R
 d(): (2:11)
Характеристикой Неванлинны, дельта-субгармонической в круге
C(0; R) функции v, v(0) 6=1, называется выражение
T (r; v) = m(r; v) +N(r; v); r < R;
где
m(r; v) =
1
2
2Z
0
v+(re
i') d'; N(r; v) =
rZ
0
 (t)
t
dt:
Здесь v+ = maxfv; 0g,  = +   – жорданово разложение риссов-
ской меры функции v,  (t) =  fC(0; t)g.
Характеристика Неванлинны T (r; v) удовлетворяет неравенству
T
 
r;
qX
j=1
vj
!

qX
j=1
T (r; vj) : (2:12)
Если v – субгармоническая функция в круге B(0; R), то как следует
из формулы (2.10),
T (r; v) M(r; v)  R + r
R  rT (R; v); 0 < r < R ; (2:13)
где M(r; v) = maxfv(z) : jzj = rg.
Все эти сведения можно найти в книгах [50, 62].
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2.3 Коэффициенты Фурье дельта-субгармонических функ-
ций
Введем следующее определение.
Определение 2.2 Коэффициентами Фурье дельта-субгармонической в
круге C(0; R) функции v(z) называются числа
ck(r; v) =
1
2
2Z
0
e ikv(rei) d; k 2 Z; r < R :
Для заданной меры  обозначим
dk() =
d()
k
; k(r) = k(B(0; r)) :
В следующей лемме мы получаем выражения для коэффициентов
Фурье, которые несколько отличаютеся от соответствующих формул, по-
лученных в работе [43].
Лемма 2.2 Пусть v – дельта-субгармоническая в круге C(0; R0) функ-
ция, v(0) = 0,  – ее¨ риссовская мера,
v(z) =
1X
k=1
rk
2
 
ke
ik + ke
 ik   
разложение в некоторой окрестности точки z = 0.
Тогда для 0 < r < R0 справедливо
c0(r; v) = N(r; v) N(r; v); (2:14)
ck(r; v) =
rk
2
k +
1
2k
ZZ
jjr
r2k    2k
rk
dk(); z = re
i;  = ei'; (2:15)
при k  1 и ck = c k при k   1.
Доказательство. Формула (2.14) совпадает с формулой Иенсена
(2.11). Для доказательства (2.15) будем использовать формулу Пуассона-
Иенсена (2.10). Так как при 0  r < R < R0
+1X
k= 1
 r
R
jkj
eik( '); z = rei; (2:16)
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то
1
2
Z 2
0
v(Rei') Re
Rei' + z
Rei'   z d' =
1X
k= 1
ck(R; v)
 r
R
jkj
eik: (2:17)
Воспользовавшись далее разложением ядра
G(z; ) = ln
R

+
1X
k= 1
0
1
2jkj
r

jkj
1  
2jkj
R2jkj

eik( ') ; (2:18)
0  r <   R;  = ei';
G(z; ) = ln
R
r
+
1X
k= 1
0
1
2jkj

r
jkj
1  r
2jkj
R2jkj

eik( ') (2:19)
0   < r  R;
(штрих над знаком суммы означает, что отсутствует слагаемое при k =
0), и приравнивая коэффициенты Фурье правой и левой частей формулы
(2.10), для k 2 N имеем
1
2
kr
k = ck(R)
 r
R
k
  1
2k
ZZ
jjr
r

jkj
1  
2jkj
R2jkj

e ik' d():
Умножив это равенство на (R=r)k, получим (2.15) при r = R.
Теорема 2.1 Для любой функции v 2 S((r)) существуют: а) субгар-
моническая функция u 6  1; б) неограниченное множество R поло-
жительных чисел и семейство fvR : R 2 Rg субгармонических функ-
ций; в) положительные постоянные A и B, такие, что 1) полные меры
функций vR в круге C(0; R) совпадают с полной мерой функции v + u;
2) v + u  vR  0 равномерно на компактах когда R!1, R 2 R; 3)
M(r; F )  A(Br) ;
где F – любая из функций v, u, vR или v + u  vR.
Если [] = 1, то можно взять u  1. Если функция ln (r)
выпукла относительно ln r, то можно взять u  1 и R = fR : R 
R0g при некотором R0 > 0.
Доказательство. Предположим, не уменьшая общности, что
v(0) = 0. Пусть  = (v) – риссовская мера функции v, а 0, R,
(R) = fk(R)g, ck(r;0R; (R)) такие же, как в лемме 2.1 Поскольку
мера 0 (r)-допустима, то существует функция v 2 S((r)), для кото-
рой (v) = 0. Будем считать v(0) = 0. Существуют субгармонические
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функции gR такие, что gR(0) = 0, ck(r; gR) = ck(r;0R; (R)) для всех
r > 0 и (gR) = 0R при R 2 R. Заключаем, что gR 2 S((r)). Тогда
lim
R3R!1
gR = 0 равномерно на компактах.
Положим vR = v  gR, u = v  v. Тогда функция v = u+ v имеет
ту же меру Рисса в круге C(0; R), что и функция vR, т.е. выполняется
условие 1) и
lim
R3R!1
v + u  gR = limR3R!1 vR = 0
равномерно на компактах, т.е. выполняется условие 2).
Далее, так как v; gR 2 S((r)), то имеем
jck(r; vR)j = jck(r; v)  ck(r; gR)j  A(Br)jkj+ 1 ; k 2 Z;
для всех R 2 R при некоторых положительных A и B.
Таким образом, если F – любая из функций v, u, vR или v+u vR,
то
m2(r; F ) 
(
+1X
k= 1

1
jkj+ 1
2)1=2
A(Br)
jkj+ 1 :
Утверждение 3) доказано. Последнее же утверждение теоремы сле-
дует непосредственно из леммы 2.1.
Определение 2.3 Пусть v 2 S((r)). Семейство функций fvR : R 2
Rg, фигурирующее в теореме 2:1, называется обобщенным представ-
лением функции v.
Из теоремы 2.1 нетрудно получить представление Адамара для суб-
гармонических функций конечного порядка.
Теорема 2.2 Пусть v – субгармоническая функция порядка , 0 <  <
1, v(0) = 0,  – риссовская мера функции v. Тогда
v(z) = RePp(z) +
ZZ
ln
E z ; p
 d(); p = [] ; (2:20)
где Pp(z) – многочлен степени не выше p, E(u; p) – первичный
множитель Вейерштрасса рода p.
Дадим теперь аналог теоремы 2.2 для дельта-субгармонических
функций.
Теорема 2.3 Пусть v – дельта-субгармоническая функция порядка ,
0 <  <1, v(0) = 0,  – риссовская мера функции v. Тогда
v(z) = RePp(z) +
ZZ
ln
E z ; p
 d(); p = [] ; (2:21)
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где Pp(z) – многочлен степени не выше p, E(u; p) – первичный
множитель Вейерштрасса рода p.
Доказательство. Пусть  = +     – жорданово разложение
риссовской меры функции v. Возьме¨м не целое  > , p = []. Так как
N(r; v)  T (r; v) = O(r), r ! 1, то по теореме Линделе¨фа существу-
ет субгармоническая функция v1, T (r; v1) = O(r), r ! 1, такая, что
(v1) =  . По теореме Адамара
v1(z) = Re ~Pp(z) +
ZZ
ln
E z ; p
 d (); p = [] ;
где ~Pp(z) – многочлен степени не выше p. Функция v2 = v + v1 –
субгармоническая, (v2) = +, и ее¨ порядок равен . Снова применяя
теорему Адамара, находим
v2(z) = Re ~Qp(z) +
ZZ
ln
E z ; p
 d+(); p = [] ;
где ~Qp(z) – многочлен степени не выше p. Используя равенство
v = v2   v1, получаем требуемое утверждение.
В заключение введе¨м другое определение обобще¨нного представле-
ния субгармонической функции.
Пусть v 2 S((r)),  – риссовская мера функции v. Пусть v(z) –
такая субгармоническая функция, что ее¨ коэффициенты Фурье совпа-
дают с коэффициентами Фурье меры . Тогда функция ~v = v   v –
гармоническая и принадлежит классу S((r)).
Таким образом доказана следующая теорема.
Теорема 2.3 Пусть v 2 S((r)),  – риссовская мера функции v. То-
гда v = v + ~v где функция ~v – гармоническая и принадлежит классу
S((r)), а функция v – субгармоническая такая, что ее¨ коэффициенты
Фурье совпадают с коэффициентами Фурье меры .
Определение 2.4 Представление v = v + ~v называется обобще¨нным
представлением в смысле Вейерштрасса функции v.
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3 ЦЕЛЫЕ И МЕРОМОРФНЫЕ ФУНКЦИИ ВПОЛНЕ
РЕГУЛЯРНОГО РОСТА
3.1 Целые функции вполне регулярного роста
Для характеристики зависимости роста функции конечного поряд-
ка, голоморфной внутри угла   arg z   := [; ], от направления,
по которому точка z стремится к бесконечности Фрагмен и Линделеф
ввели функцию
hf() = lim sup
r!1
ln jf(rei)j
r(r)
     ;
которую называют индикатором функции f(z) (относительно функции
роста r(r)).
Условимся, что запись

lim
r!1'(r) = a
будет обозначать предел, когда r стремится к 1, пробегая все по-
ложителные значения, за исключением некоторого множества E нулевой
относительной мeры, т.е. такого, что

lim
r!1 r
 1mes([0; r] \ E) = 0 :
Определение Функция f(z), аналитическая в угле (; ), называется
функцией в.р.р. в замкнутом угле [; ], если предел

lim
r!1
ln jf(rei)j
r(r)
= hf()
равномерно по , когда r ! 1, не принимая значений из некоторого
общего для всех  2 [; ] множества E нулевой относительной мeры.
Определение Функция f(z), аналитическая в угле (; ), называется
функцией в.р.р. в открытом угле (; ), если она имеет в.р.р. в каждом
замкнутом угле [ + ";    "], " > 0.
Определение Целая функция f(z) называется функцией в.р.р., если
она имеет в.р.р. во всей плоскости, т.е. в угле [0; 2).
Если для множества fang точек комплексной плоскости при всех
;  2 [0; 2]nN , где N – разве лишь счетно, существует конечный предел
(; ) = lim
r!1 r
 (r)n(r; ; ) ;
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где n(r; ; ) – число точек an в секторе fz : jzj  r; arg z 2 (; ]g,
то говорят, что множество fang имеет угловую плотность.
Определение Угловой плотностью множества fang называется
определенная с точностью до аддитивной постоянной функция ( ) =
( 0;  ), где  0 =2 N – произвольно фиксировано.
Основные результаты теории целых функций в.р.р. содержатся в
двух теоремах.
Теорема (Левин-Пфлюгер) Для того, чтобы целая функция f(z)
была функцией в.р.р., необходимо и достаточно, чтобы при нецелом 
множество ее нулей имело угловую плотность, а при целом  > 0 еще
дополнительно существовал предел
0 = lim
r!1
r
r(r)
8<:c + 1 Xjanjr a n
9=; :
Теорема (Левин-Пфлюгер) Индикатор целой функции f(z) в.р.р.
при нецелом  выражается формулой
hf() =

sin 
2Z
0
cos (j    j   ) d( ) ;
а при целом  > 0 – формулой1
hf() =
Z
 2
(    ) sin (   ) d( ) + f cos(  + f) ;
где ( ) – угловая плотность нулей f(z), f = j0= + cj,
f = arg(0=+ c), а c обозначает старший коэффициент многочлена
в каноническом представлении f(z) = zm exp(P (z))E(z) (E(z) – кано-
ническое произведение нулей f(z)).
3.2 Мероморфные функции вполне регулярного роста
Мероморфные функции вполне регулярного роста относительно до-
статочно произвольной функции роста были введены А. А. Кондратю-
ком. Основные понятия и результаты этой теории изложены в книге [29].
1в [9], с. 122 эта формула приведена с опечатками
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Основным инструментом его исследований явился, разработанный Л. Ру-
белом и Б. Тейлором [98], метод рядов Фурье целых и мероморфных
функций, который является весьма эффективным при изучении функ-
ций бесконечного порядка и функций нерегулярно растущих в окрестно-
сти бесконечности.
Стpого положительная, непрерывная, возрастающая и неограни-
ченная функция (r), определенная на полуоси [0;+1), называется
функцией роста.
Порядком и нижним порядком функции роста  называются вели-
чины:
p[] = lim sup
r!1
ln (r)
ln r
; p[] = lim inf
r!1
ln (r)
ln r
:
Далее через (r) всегда будет обозначаться некоторая (как пра-
вило, фиксированная) функция роста. Кроме того, следуя Титчмаршу,
будем пользоваться следующими названиями и обозначениями. Если
в некотором рассуждении встречается число, не зависящее от основ-
ных переменных, то оно называется постоянной. Для обозначения аб-
солютных положительных постоянных, не обязательно одних и тех же,
мы пользуемся буквами A, B. Может встретиться утверждение вроде
"jf(z)j < A(Br), следовательно, 3jf(z)j < A(Br) которое не должно
вызывать недоразумений.
Определение Мероморфная функция f(z) называется функцией ко-
нечного -типа, если существуют положительные постоянные A и B
такие, что T (r; f)  A(Br) для всех r > 0. (Здесь T (r; f) – характе-
ристика Неванлинны функции f(z).)
Класс данных мероморфных функций при фиксированной функ-
ции  обозначим через M((r)). Через E((r)) обозначим класс целых
функций конечного -типа.
Предположим, что условие
(2r)  K(r) (3:1)
выполняется при некотором K > 0 и всех r > 0.
При условии (3.1) А. А. Кондратюк ввел понятие мероморфной
функции в.р.р.
Определение Функция f 2 M((r)) называется мероморфной функ-
цией в.р.р., если для всех  и ' из [0; 2] существует предел
lim
r!1
1
(r)
'Z

ln jf(rei)j d :
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Класс таких функций обозначим через M o((r)). Через Eo((r))
обозначим подкласс целых функций из M o((r)).
Обозначим через
ck(r; f) =
1
2
2Z
0
e ik ln jf(rei)j d; k 2 Z
коэффициенты Фурье функции f .
Теорема (Кондратюк) Пусть f – мероморфная функция, f(0) = 1.
Следующие утверждения эквивалентны:
(i) f 2M o((r));
(ii) f 2M((r)) и для каждого k 2 Z существует предел
lim
r!1
ck(r; f)
(r)
= ck ;
(iii) N(r; f) = O((r)), r ! 1, и для каждой функции  из  суще-
ствует конечный предел
lim
r!1
1
(r)
2Z
0
 () ln jf(rei)j d ;
где  – любое из пространств C[0; 2], Lp[0; 2], p > 1.
А. А. Кондратюк ввел понятие индикатора мероморфной функции
в.р.р.
Определение Если f 2M o((r)), то функция
h(; f) =
+1X
k= 1
cke
ik
называется индикатором функции f .
Он показал, что для любой функции роста (r), удовлетворяющей
условию (3.1)
h(; f) = lim sup
r!1
ln jf(rei)j
(r)
:
А. А. Кондратюк развил теорию мероморфных функций в.р.р., ана-
логичную теории Левина-Пфлюгера, одним из достоинств которой явля-
ется тот факт, что если f 2 Eo(r(r)), то f является целой функцией в.р.р.
31
в смысле Левина-Пфлюгера, т.е. теория Левина-Пфлюгера включается
в теорию Кондратюка.
3.3 Множества регулярного роста целых функций
В 80-е годы прошлого столетия А. Ф. Гришин развил теорию
Левина-Пфлюгера в другом направлении, введя понятие множества ре-
гулярного роста (м.р.р.) целой функции.
Определение Отображение T (z), определенное на множестве E, на-
зывается асимптотически тождественным на бесконечности, если
lim
z!1
z2E
T (z)  z
z
= 0 :
Определение Пусть f(z) – целая функция с индикатором hf() от-
носительно r(r). Множество E, называется множеством регулярного
роста функции f(z), если существует отображение T (z), определен-
ное на E, асимптотически тождественное на бесконечности, такое,
что
lim
z!1
z2T (E)

ln jf(rei)j
r(r)
  hf()

= 0 :
А. Ф. Гришин показал: для того, чтобы луч arg z =  был м.р.р.
целой функции f(z), необходимо и достаточно, чтобы функция f(z) была
функцией в.р.р. на этом луче в смысле Левина-Пфлюгера. В частности,
для того, чтобы целая функция f(z) была функцией в.р.р., необходимо и
достаточно, чтобы вся комплексная плоскость C была ее м.р.р. Т.о. целая
функция в.р.р. регулярно растет на своих корнях в смысле определения
Гришина.
Определение Пусть E – м.р.р. для функции f(z), A – предельное мно-
жество функции arg z(mod2) при z !1, z 2 E. Пусть h1() – три-
гонометрически -выпуклый индикатор такой, что h1()  hf(),
h1() = hf() при  2 A. Тогда множество E, называется мно-
жеством регулярного роста функции f(z) относительно индикатора
h1().
Произвольная целая функция, не являющаяся функцией в.р.р., мо-
жет регулярно расти на множестве E, кoторое является частью мно-
жества ее корней. Для оценки плотности таких множеств Гришин ввел
специальные характеристики.
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Пусть E – счетное множество с единственной точкой сгущения на
бесконечности, nE(G) – число точек E, принадлежащих множеству G,
nE(C(0; r)) Mr(r) (C(z; r) – открытый круг с центром в точке z ради-
уса r). Пусть K – компакт, K =
S
z2K
C(z; ), Kt – гомотетия множества
K с коэффициентом t и центром в начале координат, Kt = (K)t. Обо-
значим
~dE(K) = lim sup
t!1
nE(K
t)
t(t)
; dE(K) = lim sup
!+0
~dE(K) :
Теорема (Гришин) Пусть E – часть множества корней целой функ-
ции f(z) с индикатором hf() относительно r(r). Пусть E – м.р.р.
функции f(z) относительно индикатора h1(). Пусть H – риссовская
мера субгармонической функции H(rei) = rh1(). Тогда для любого
компакта K справедливо неравенство
dE(K)  H(K) : (3:2)
Классы функций, регулярно растущих на множестве своих корней,
естественным образом появляются при исследовании интерполяционной
задачи в классе [(r); h()]r целых функций в.р.р. с индикатором равным
h(). Полное описание этого класса, представляющее известную гипотезу
А. Ф. Леонтьева, неизвестно.
Проблема Леонтьева состоит в следующем: нужно выяснить, име-
ются ли функции f(z) с простыми нулями fang, которые удовлетворяют
условию
lim
n!1

ln jf 0(an)j
r
(rn)
n
  hf(n)

= 0; an = rne
in ; (3:3)
но не являются функциями в.р.р.
А. Ф. Гришин, используя теорию м.р.р. показал, что при выполне-
нии (3.3) множество fang является частью корней некоторой функции
из класса [(r); h()]r. (Интересные результаты в этом направлении бы-
ли получены ранее А. В. Братищевым.) Одновременно, А. Ф. Гришин
решил интерполяционную задачу в этом классе.
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4 ФУНКЦИИ ВПОЛНЕ РЕГУЛЯРНОГО РОСТА В
ПОЛУПЛОСКОСТИ
4.1 Регулярно растущие функции относительно r(r)
Напомним основные факты теории аналитических функций в.р.р.
в полуплоскости, следуя книге. Определим на квадрате D = f ;  : 0 
  ; 0    g следующую функцию:
g( ; ) =
8>>>><>>>>:
(cos (j   j   ) ;  2 (0; );  2 [0; ];
cos ( +    ))= sin ;
2 sin (   );  = 0;  2 [0; );
 2 sin ;  = ;  2 (0; ];
0;  =  = 0;  =  =  :
Теорема (Гришин-Говоров) Для того чтобы функция f(z), анали-
тическая в полуплоскости C+, была функцией в.р.р. в открытой по-
луплоскости относительно функции роста r(r), необходимо и доста-
точно, чтобы при нецелом  множество ее нулей имело аргументно-
граничную (r)-плотность, а при целом  > 0 еще дополнительно
аргументно-граничную (r)-симметрию.
В этом случае индикатор функции f(z) при нецелом  выража-
ется формулой
hf() =

sin 
Z
0
g( ; ) d( ); 0 <  <  ;
а при целом  – формулой
hf() = 2 cos 
Z
0
sin  
sin 
d( ) + 2 sin 

   1
2
a+
+
Z
0
 cos  
sin 
d( ) +
Z

(   ) cos  
sin 
d( )
9=; ; 0 <  <  ;
где ( ) – аргументно-граничная плотность нулей f(z),  – ко-
эффициент аргументно-граничной симметрии, а a – коэффициент из
канонического представления.
Аналогичные результаты получены и для функций в.р.р. в замкну-
той полуплоскости.
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4.2 Множества регулярного роста функций в полуплоско-
сти
В 90-е годы прошлого столетия первый автор этой статьи перенес
теорию А. Ф. Гришина на полуплоскость, введя понятия множества ре-
гулярного роста функции, аналитической в полуплоскости. Также как
и в случае плоскости это понятие оказалось весьма эффективным при
решении ряда интерполяционных задач в классах функций в.р.р. в по-
луплоскости, так и при построении функций в.р.р. в полуплоскости с
заданным индикатором.
Определение Отображение T (z), определенное на множестве E 
C+, называется асимптотически тождественным на бесконечности,
если
T (E)  C+; limz!1
z2E
T (z)
z
= 1 ; sup
z2E
T (z)  z
=z <1 :
Как и вслучае плоскости введем определение м.р.р. для функции
f(z), аналитической в полуплоскости.
Определение Пусть f(z) –функция, аналитическая в полуплоскости,
с индикатором hf() относительно r(r). Множество E, называется
множеством регулярного роста функции f(z), если существует отоб-
ражение T (z), определенное на E, асимптотически тождественное на
бесконечности, такое, что
lim
z!1
z2T (E)

ln jf(rei)j
r(r)
  hf()

= 0 :
Определение Пусть E – м.р.р. для функции f(z), A – предельное мно-
жество функции arg z 2 (0; ) при z ! 1, z 2 E. Пусть h1() –
тригонометрически -выпуклый ограниченный (непрерывный) индика-
тор на отрезке [0; ] такой, что h1()  hf(),  2 (0; ) ( 2 [0; ])
и h1() = hf() при  2 A n f0; g ( 2 A). Тогда множество E, на-
зывается множеством регулярного роста функции f(z) относительно
индикатора h1() в открытой полуплоскости C+ (в замкнутой полу-
плоскости C+).
Связь введенного определения с классическим раскрывается сле-
дующими двумя теоремами.
Теорема 4.1 Для того чтобы функция f(z) была функцией в.р.р. в
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открытой полуплоскости C+ относительно функции роста r(r), необ-
ходимо и достаточно, чтобы вся полуплоскость C+ была ее м.р.р.
Теорема 4.2 Для того чтобы функция f(z) была функцией в.р.р. в за-
мкнутой полуплоскости C+ относительно функции роста r(r), необ-
ходимо и достаточно, чтобы вся полуплоскость C+ была ее м.р.р. и ее
индикатор hf() был непрерывен на отрезке [0; ].
Так же как и в случае целых функций произволная функция, ана-
литическая в полуплоскости, не являющаяся функцией в.р.р., может ре-
гулярно расти на множестве E, кторое является частью множества ее
корней. Для оценки плотности таких множеств были введены характе-
ристики аналогичные тем, которые были введены А. Ф. Гришиным.
Пусть E  C+ – счетное множество с точками сгущения на беско-
нечности и на вещественной оси,
n+E(G) =
X
an2E\C(0;1)
=an +
X
an2EnC(0;1)
sin arg an ;
n+E(C(0; r)) Mr(r) :
Пусть K – компакт, а функция d+E(K) определяется как и характеристи-
ка dE(K) заменой меры nE на меру n+E.
Теорема 4.3 Пусть E – часть множества корней аналитической в C+
функции f(z), ln jf(z)j M jzj(jzj), с индикатором hf() относительно
r(r). Пусть E – м.р.р. функции f(z) относительно индикатора h1(),
ограниченного на отрезке [0; ]. Пусть H – неванлинновская мера суб-
гармонической функции H(rei) = rh1(). Тогда для любого компакта
K справедливо неравенство
d+E(K)  H(K) : (4:1)
Для всякого множества E  C+, удовлетворяющего условию (4.1)
можно построить функцию f(z) в.р.р., которая обращается в ноль в
точках множества E и имеет индикатор hf() = h1(),  2 [0; ].
При этом корни функции f(z), отличные от точек множества E, "хоро-
шо"отделены от множества E и образуют слабо регулярное множества в
полуплоскости (или корче WR+((r)) [27])
Классы функций, регулярно растущих на множестве своих корней,
естественным образом появляются при исследовании интерполяционной
задачи в классах аналитических функций в.р.р. с индикатором равным
h(). Эти задачи решены первым автором для ограниченного индикатора
и непрерывного индикатора на отрезке [0; ].
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4.3 Cубгармонические функции конечного -типа в полу-
плоскости
Пусть J = JS   JS – класс -субгармонических функций в C+.
Для фиксированной меры  положим
dk() =
sin k'
sin'
 k 1 d() ( = ei'); k(r) = k

C(0; r)

;
где
sin k'
sin'
для ' = 0,  определяется по непрерывности. В частно-
сти, (r) = (C(0; r)).
Коэффициенты Фурье для функции v 2 J определяются форму-
лами:
ck(r; v) =
2

Z
0
v(rei) sin k d; k 2 N :
Пусть v = v+ v  и  – полная мера функции v. Пусть  = +  
– жорданово разложение меры . Положим
m(r; v) :=
1
r
Z
0
v+(re
i') sin'd'; N(r; r0; v) := N(r; v) :=
rZ
r0
 (t)
t3
dt ;
T (r; r0; v) := T (r; v) := m(r; v) +N(r; v) +m(r0; v) ;
где r0 > 0 – произвольное, фиксированное число, r0 < r; можно
считать r0 = 1.
Далее предположим, что функция роста удовлетворяет условию:
lim inf
r!1
(r)
r
> 0 : (4:2)
Определение Функция v 2 J называется функцией конечного -
типа, если существую константы A;B > 0 такие, что
T (r; v)  A
r
(Br); r > r0 :
Обозначим соответствующий класс -субгармонических функций
конечного -типа через J((r)). Через JS((r)) обозначим соответству-
ющий класс субгармонических функций конечного -типа.
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Если условие (4:2) не выполняется, мы используем другую харак-
теристику для описания роста функций
T (r; v) := m(r; v) +N

r;
r
2
; v

+m
r
2
; v

:
Все утверждения и в этом случае сохраняют силу.
ОпределениеПоложительная мера  имеет конечную -плотность,
если существуют положительные константы A и B такие, что
N(r; ) :=
rZ
r0
(t)
t3
dt  A
r
(Br)
для всех r > r0.
Определение Положительная мера  в полуплоскости называется
мерой конечного -типа, если если существуют положительные кон-
станты A и B такие, что для всех r > 0,
(r)  Ar(Br) : (4:3)
Следующая теорема имеет место.
Теорема 4.4 Пусть  – функция роста и пусть v 2 J. Тогда следую-
щие два утверждения эквивалентны :
(i) v 2 J((r));
(ii) мера +(v) (или  (v)) имеет конечную -плотность и
jck(r; v)j  A(Br); k 2 N ;
для некоторых положительных A;B и всех r > 0.
4.4 Cубгармонические функции регулярного роста полу-
плоскости
Определение Функция v 2 J называется функцией вполне регуляр-
ного роста относительно (r), если для всех  и ' из отрезка [0; ]
существует предел
lim
r!1
1
(r)
'Z

v(rei) sin  d :
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Обозначим соответствующий класс -субгармонических функций
в.р.р. относительно (r) через J((r))o. Через JS((r))o обозначим
класс истинно-субгармонических функций в.р.р. из J((r))o.
Пусть eL1[0; ] – банахово подпространство L1[0; ] порожденное
семейством характеристических функций всех отрезков из [0; ]. По тео-
реме Кантора о равномерной непрерывнсти C[0; ]  eL1[0; ]. Обозна-
чим через L[0; ] любое из пространств C[0; ], eL1[0; ] или L1[0; ]. Сле-
дующая теорема получена в [44].
Теорема 4.5 Пусть v 2 J. Тогда следующие утверждения эквива-
лентны :
(i) v 2 J((r))o;
(ii) v 2 J((r)) и для всех k 2 N существует предел
lim
r!1
ck(r; v)
(r)
= ck ; (4:4)
(iii) мера  (v) имеет конечную -плотность и для любой функции  
из L[0; ] существует предел
lim
r!1
1
(r)
Z
0
 ()v(rei) sin  d :
Здесь (v)=+(v)  (v) – полная мера, соответствующая функции
v и ck(r; v) – коэффициенты Фурье функции v.
Заметим, что если v из класса JS((r))o, то ограничение на меру
 (v) в (iii) отсутствует ( (v)  0).
4.5 Индикатор субгармонической функции регулярного -
роста
Следуя Кондратюку введем следующее определение.
Определение Пусть v 2 J((r))o, а ck определены равенствами (3.4).
Тогда функция
h(; v) =
1X
k=1
ck sin k
называется индикатором функции v.
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Существование такой функции и еe принадлежность классу
L2[0; 2] мы покажем ниже Нам понадобится лемма о пиках Пойя [90].
Лемма 4.1 Пусть  1,  2,  – положительные непрерывные функции
от r на луче [r0;1) такие, что отношение  2(r)= 1(r) возрастает и
lim sup
r!1
 (r)
 1(r)
=1; lim sup
r!1
 (r)
 2(r)
= 0 :
Тогда существует такая последовательность frng, rn !1 (n!1),
что при r = rn выполняется
 (t)
 1(t)
  (rn)
 1(rn)
; r0  t  rn;
 (t)
 2(t)
  (rn)
 2(rn)
; rn  t <1 :
Теорема 4.6 Пусть функция v принадлежит классу J((r))o. Тогда
индикатор h(; v) принадлежит L2[0; ].
Доказательство.Из (3.1) следует [16], что порядок  := p[] <1.
Тогда limr!1 (r)=rk = 0 для всех k > . Из неравенства jck(r; v)j 
A(r) и формулы для коэффициентов Фурье [14] при r > r0
ck(r; v) = ck(r0; v)

r
r0
k
+
2rk

rZ
r0
k(t)
t2k+1
dt; k 2 N ;
получаем
ck(r; v) =  2r
k

1Z
r
k(t)
t2k+1
dt; k >  : (4:5)
Применяя формулу интегрирования по частям к интегралу в (4.5), по-
лучаем для всех k > 
ck(r; v) =   1
krk
ZZ
C+(0;r)
sin k'
= 
k d()  r
k
k
ZZ
jjr
sin k'
 k= d();  = e
i' :
(4:6)
Положим ~ = jj,
N1(r; v) :=
rZ
r0
~(t)
t3
dt :
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Отсюда следует, что мера ~ имеет кончную -плотность. Из (4.6) полу-
чаем неравенство
jck(r; v)j  1
rk
rZ
0
tk 1 d~(t) +
rk

1Z
r
d~(t)
tk+1
; k >  :
Применяя формулу интегрирования по частям в правой части этого
неравенства, получаем для всех k > 
jck(r; v)j  (k + 1)r
k

1Z
r
~(t)
tk+2
dt  k   1
rk
rZ
0
tk 2~(t) dt =
(k + 1)rk

1Z
r
dN1(t)
tk 1
  k   1
rk
rZ
0
tk+1 dN1(t) =
(k2   1)

8<:
1Z
r
r
t
k
N1(t) dt+
rZ
0

t
r
k
N1(t) dt
9=;  2k rN1(r) :
(4:7)
Пусть lim sup
r!1
N1(r)=r
 " =1 для всех " > 0. Применяя лемму 4.1
к функциям  (r) = N1(r),  1(r) = r ",  2(r) = r+", находим последо-
вательность frng, rn !1 (n!1), такую, что
N1(t) 

t
rn
 "
; r0  t  rn; N1(t) 

t
rn
+"
; rn  t <1 :
Используя (4.8), получим из (4.7)
jck(rn; v)j  2k

N(rn)

k2 +    "k
(k   ")2   2   1


Ak

(rn)

k2 +    "k
(k   ")2   2   1

; k >  :
Из последнего неравенства следует, что при k > 
jckj = lim
r!1
jck(r; v)j
(r)
= lim
n!1
jck(rn; v)j
(rn)
 Ak


k2 +    "k
(k   ")2   2   1

:
Т.к. " > 0 любое число, то
jckj  Ak


2 + 
k2   2

; k >  :
В силу теоремы Фишера-Рисса существует функция h из L2[0; 2],
коэфициентами Фурье которой являются числа ck.
Теорема полностью доказана.
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5 ИНТЕРПОЛЯЦИЯ В КЛАССЕ ЦЕЛЫХ ФУНКЦИЙ
НУЛЕВОГО ПОРЯДКА
5.1 Введение
Мы ограничим историческую часть нашего отчета ссылкой на об-
зор Б.Я. Левина и В.А. Ткаченко "Интерполяция целыми функция-
ми" [15, Глава 4]. Кроме того, сошле¨мся на статью А.В. Братищева и
Ю.Ф. Коробейника [6] как на близкого предшественника настоящей ра-
боты.
Введем необходимые определения. Дифференцируемая функция
(r) на полуоси (0;+1) называется уточне¨нным порядком, если выпол-
няются условия:
1) lim
r!1 (r) = ,
2) lim
r!1 r
0(r) ln r = 0.
Детальное изложение свойств уточне¨нного порядка можно найти в
работах [33, 69, 22]. В статье используется обозначение V (r) = r(r). До-
полнительно мы предполагаем, что V (r)  1 при r 2 [0; 1]. Это сделано
для того, чтобы не вводить дополнительную функцию
V1(r) =

V (r); r > 1;
1; r 2 [0; 1]:
Приве¨дем наиболее часто цитируемое свойство уточне¨нного поряд-
ка. Оно состоит в том, что
lim
r!1
V (rt)
V (r)
= t; t > 0 ;
и этот предел равномерный на любом сегменте [a; b]  (0;+1).
В случае, если число  в определении уточне¨нного порядка рав-
но нулю, то уточне¨нный порядок (r) называется нулевым уточне¨нным
порядком.
Пусть f(z) – целая функция, M(f; r) = max
'
jf(rei')j. Символом
[(r);1) мы будем обозначать класс целых функций f , для которых
выполняется неравенство:
lim
r!1
lnM(f; r)
V (r)
<1 :
42
Пусть A = fan : n = 1; 2; : : : g такая последовательность комплекс-
ных чисел, что выполняются соотношения: 0 < ja1j 6 ja2j 6 : : : , an 6= ak
при n 6= k, lim
n!1 an =1.
Исследование разрешимости задачи
f(an) = bn; n = 1; 2; : : : ; (5:1)
в классе [(r);1) при единственном ограничении
lim
n!1
ln+ jbnj
V (janj) <1 (5:2)
теперь называют задачей свободной простой интерполяции в классе
[(r);1).
Этой терминологии мы обязаны А.Ф. Леонтьеву.
Последовательность fang называется интерполяционной в классе
[(r);1), если задача (5.1) разрешима в классе [(r);1) для любой по-
следовательности чисел fbng, удовлетворяющей условию (5.2).
В основном тексте статьи мы дополнительно предполагаем, что вы-
полняется неравенство ja1j > 0. Это упрощает доказательство и фор-
мулировки некоторых утверждений, однако, не ограничивает общности
наших рассуждений. По ходу статьи мы делаем замечание, что после-
довательности a1; a2; : : : и 0; a1; a2; : : : являются одновременно интерпо-
ляционными. В принципе, на нулевой уточне¨нный порядок (r) мы не
накладываем никаких ограничений. Однако, в основном тексте работы
мы предполагаем, что выполняется дополнительное условие
 = lim
r!1
V (r)
ln r
=1 : (5:3)
Дело в том, что в случае, если  < 1, то класс [(r);1) состоит
из полиномов P (z) таких, что degP 6 . Этот случай неинтересен для
теории.
Находятся четыре различных необходимых условия для того, что-
бы последовательность fang была интерполяционной в классе [(r);1).
Указываются два различных набора, каждый из которых состоит из
тре¨х вышеупомянутых условий. Доказывается, что выполнение всех тре¨х
условий из каждого набора оказывается достаточным для того, чтобы
последовательность fang была интерполяционной в классе [(r);1).
С каждой последовательностью fang мы связываем следующую ме-
ру в комплексной плоскости C:
(z) =
1X
n=1
(z   an) ;
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где (z an) – мера Дирака, то есть единичная мера, сосредоточен-
ная в точке an. Мы будем употреблять следующие обозначения:
C(z; t) = fw 2 C : jw   zj < tg; B(z; t) = fw 2 C : jw   zj 6 tg :
Функция n(t) = (B(0; t)) называется считающей функцией после-
довательности fang, а функция N(t) =
tZ
0
n(x)
x
dx называется неванлин-
новской считающей функцией последовательности fang. В этом опреде-
лении важно условие ja1j > 0. В противном случае функция N(t) опре-
деляется более сложным образом:
N(t) = m ln t+
tZ
0
n(x) m
x
dx ;
где m – кратность нуля в последовательности fang.
По ходу работы нам приде¨тся встречаться еще¨ с такими объекта-
ми. Пусть f(z) – целая функция и пусть fzng – множество корней этой
функции, перенумерованных в порядке возрастания их модулей. С целой
функцией f связывается следующая мера f в комплексной плоскости
C:
f(z) =
1X
n=1
m(zn)(z   zn) ;
где m(zn) – кратность корня zn.
Функция nf(t) = f(B(0; t)) называется считающей функцией кор-
ней функции f , а функция
Nf(t) = m(0) ln t+
tZ
0
nf(x) m(0)
x
dx
называется неванлинновской считающей функцией корней функции f .
Заметим еще¨, что мера f является риссовской мерой субгармони-
ческой функции v(z) = ln jf(z)j.
Остановимся более подробно на результатах работы [6]. Мы уже
указывали на связь настоящей статьи с этой работой. В работе [6] изу-
чается разрешимость задачи кратной интерполяции в классах [(r);1),
приче¨м рассматривается случай  > 0. Авторы работы [6] выделяют
случай  = 0 и замечают, что в их работе впервые рассматривается
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интерполяционная задача в классе целых функций нулевого порядка.
Сформулируем частный случай теоремы 5 из [6], который соответствует
задаче простой интерполяции и случаю  = 0.
Теорема А. Пусть (r) – нулевой уточне¨нный порядок такой;
что функция V (r) является логарифмически выпуклой; приче¨м
lim
r!1
rV 0(r) > 0; а функция
V (r)
rV 0(r)
является возрастающей (не обяза-
тельно строго) и неограниченной на луче [r0;1). Для того; чтобы
последовательность fang была интерполяционной в классе [(r);1);
необходимо и достаточно; чтобы выполнялись условия:
1) lim
r!1
n(r)
rV 0(r)
= 0;
2) sup
n2N
1
V (janj) ln
1
jn(an)j
< 1 ; для любого фиксированного  2
(0; 1); где
n(z) =
Y
0<jan akj<janj

1  z
ak

:
Приведе¨м формулу Пуассона для субгармонической функции v и
круга B(z; R), на которую часто будем ссылаться в нашей статье:
v(z) =
1
2
2Z
0
v(z +Rei') d' 
RZ
0
v(B(z; t))
t
dt :
Здесь v – риссовская мера функции v.
В случае, если f(z) – целая функция, a – простой корень функции
f , v(z) = ln
 f(z)z   a
, то формула Пуассона для круга B(a;R) приобретает
вид:
ln jf 0(a)j = 1
2
2Z
0
ln jf(a+Rei')j d' 
RZ
0
f(B(a; t))  1
t
dt  lnR :
Основным результатом раздела являются следующие две теоремы.
Напомним, мы считаем, что выполняются условия: ja1j > 0 и (5.3). Кроме
того, как обычно, b+ = maxfb; 0g.
Теорема 5.6 Пусть (r) – нулевой уточне¨нный порядок; удовлетворя-
ющий условию (1:3), fan : n = 1; 2; : : : g; 0 < ja1j 6 ja2j 6 : : : ; – последо-
вательность попарно различных комплексных чисел. Для того; чтобы
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последовательность fang была интерполяционной в классе [(r);1);
необходимо и достаточно; чтобы выполнялись условия:
1) lim
r!1
N(r)
V (r)
<1;
2) sup
z2C
1
V (r)
rZ
0
((B(z; t))  1)+
t
dt <1;
3) для любых чисел M > 0 и p > 0 существует целая функция
g 2 [(r);1) такая; что для любого n в круге B

an;
1
(1 + janj)p

вы-
полняется неравенство:
ln jg(z)j >MV (janj) :
Теорема 5.7 Пусть (r) – нулевой уточне¨нный порядок; удовлетворя-
ющий условию (1:3),fan : n = 1; 2; : : : g; 0 < ja1j 6 ja2j 6 : : : ; – последо-
вательность попарно различных комплексных чисел. Для того; чтобы
последовательность fang была интерполяционной в классе [(r);1);
необходимо и достаточно; чтобы выполнялись условия:
1) lim
r!1
N(r)
V (r)
<1;
2) sup
n2N
1
V (janj) ln
1
jE 0(an)j <1; где E(z) =
1Y
n=1

1  z
an

;
3) для любых чисел M > 0 и p > 0 существует целая функция
g 2 [(r);1) такая; что для любого n в круге B

an;
1
(1 + janj)p

вы-
полняется неравенство:
ln jg(z)j >MV (janj) :
Заметим, что при рассмотрении интерполяционной задачи в клас-
се функций [(r);1), где (r) – нулевой уточне¨нный порядок, появ-
ляется специфическое условие 3), которое отсутствует в случае, когда
 = lim
r!1 (r) > 0.
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5.2 Необходимые условия разрешимости задачи
Теорема 5.1. Пусть fang – интерполяционная последовательность в
классе [(r);1); N(r) – неванлинновская считающая функция последо-
вательности fang. Тогда выполняется неравенство:
lim
r!1
N(r)
V (r)
<1 : (5:4)
В дальнейшем мы будем пользоваться следующей теоремой.
Теорема B. Пусть (r) – нулевой уточне¨нный порядок; fbng – после-
довательность комплексных чисел; 0 6 jb1j 6 jb2j 6 : : : ; n(r) – счита-
ющая функция этой последовательности; а N(r) – ее¨ неванлинновская
считающая функция. Если
lim
r!1
N(r)
V (r)
<1 ;
то
lim
r!1
n(r)
V (r)
= 0 :
Пусть fang – интерполяционная последовательность в классе
[(r);1). Обозначим
E(z) =
1Y
n=1

1  z
an

:
Из теоремы В следует, что E(z) – целая функция. Кроме того,
справедливо неравенство
ln jE(z)j 6
1X
n=1
ln

1 +
r
janj

=
1Z
0
ln

1 +
r
t

dn(t) =
1Z
0
rn(t)
(t+ r)t
dt =
1Z
0
rN(t)
(t+ r)2
dt :
Здесь и далее используется обозначение jzj = r.
Отсюда следует, что E 2 [(r);1).
Теперь заметим, что если последовательность fang, ja1j > 0,
является интерполяционной в классе [(r);1), то последовательность
47
0; a1; a2; : : : , также является интерполяционной в этом классе. Действи-
тельно, рассмотрим интерполяционную задачу f1(0) = b0, f1(an) = bn,
где
lim
n!1
ln jbnj
V (janj) <1 :
Пусть f 2 [(r);1) – решение интерполяционной задачи f(an) = bn,
n = 1; 2; : : : . Тогда функция
f1(z) = f(z) + (b0   f(0))E(z)
принадлежит классу [(r);1) и является решением поставленной ин-
терполяционной задачи. Тем самым, ограничение a1 6= 0 не является
существенным.
Теорема 5.2. Пусть последовательность fang является интерполя-
ционной в классе [(r);1). Тогда
sup
z2C
1
V (r)
rZ
0
((B(z; t))  1)+
t
dt <1 : (5:5)
Теорема 5.3. Пусть fang; 0 < ja1j 6 ja1j 6 : : : ; – такая последова-
тельность попарно различных комплексных чисел; что выполняется
неравенство (1:4). Пусть E(z) =
1Y
n=1

1  z
an

. Тогда условие (1:5) эк-
вивалентно условию
lim
n!1
1
V (janj) ln
1
jE 0(an)j <1 : (5:6)
В работе мы пользуемся следующей теоремой.
Теорема C. Пусть функция f(z) голоморфна в круге B(0; 2eR) (R > 0);
f(0) = 1 и  – произвольное положительное число; не превышающее
3
2
e.
Тогда внутри круга B(0; R); но вне исключительных кругов с общей
суммой радиусов; не превышающей 4R; выполняется неравенство
ln jf(z)j >  

2 + ln
3e
2

lnM(f; 2eR) :
Это теорема 11 из [33, Глава I, §8].
Теорема 5.4. Пусть (r) – нулевой уточне¨нный порядок; а  =
fn : n = 1; 2; : : : g; 0 6 j1j 6 j2j 6 : : : ; – такая последователь-
ность комплексных чисел; что ее¨ неванлинновская считающая функ-
ция N(r) имеет нормальный тип относительно уточне¨нного порядка
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(r). Пусть
f(z) = zm 1
1Y
n=m

1  z
n

; g(z) = zm 1
1Y
n=m

1 +
z
jnj

;
где m  1 – количество нулей в последовательности . Пусть H
– такое неограниченное подмножество комплексной плоскости C; что
lim
!0
sup
z2H
1
V (r)
rZ
0
(B(z; t))
t
dt = 0 :
Тогда
lim
z!1
z2H
1
V (r)
(ln jf(z)j   ln g(r)) = 0 :
Доказательство опирается на следующую теорему.
Теорема D. Пусть v(z) – субгармоническая функция в комплекс-
ной плоскости C; гармоническая в некоторой окрестности нуля; v
– риссовская мера этой функции. Пусть неванлинновская считающая
функция меры v
Nv(r) =
rZ
0
v(B(0; x))
x
dx
имеет нормальный тип относительно нулевого уточненного порядка
(r). Тогда выполняется равенство
v(z) =  
rZ
0
v(B(z; t))
t
dt+Nv(r) + o(1)V (r); r !1 :
Это следствие теоремы 2 из [16].
Теорема 5.5. Пусть последовательность fang является интерполя-
ционной в классе [(r);1); M и p – произвольные; положительные
числа. Тогда существует целая функция g(z) нормального типа от-
носительно уточненного порядка (r) такая; что для любого n в круге
B

an;
1
(1 + janj)p

будет выполняться неравенство:
ln jg(z)j >MV (janj) :
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5.3 Критерии разрешимости интерполяционной задачи
Напомним, что функция N определяется формулой:
N(t) =
tZ
0
n(x)
x
dx =
tZ
0
(B(0; x))
x
dx :
Далее заметим, что теорема 5.6 в сторону необходимости уже до-
казана. Это теоремы 5.1, 5.2 и 5.5. Докажем теорему в сторону достаточ-
ности.
Обозначим ln = min
k 6=n
jan akj. Из условия 2) следует, что существует
постоянная K1 такая, что для всех n > 2 выполняются неравенства:
K1 >
1
V (janj)
janjZ
0
(B(an; t))  1
t
dt > 1
V (janj)
janjZ
ln
dt
t
=
1
V (janj) ln
janj
ln
:
Отсюда следует, что для любого n выполняется неравенство:
ln
janj
ln
6 K1V (janj) : (5:7)
Правда, мы доказали это неравенство для n > 2. Однако, увеличивая,
если нужно, постояннуюK1, можно считать, что (5.7) выполняется и при
n = 1.
Отметим еще неравенство jan akj > 1
2
(ln+lk), из которого следует,
что круги C

an;
1
2
ln

попарно не пересекаются.
Покажем, что существует последователность бесконечно диффе-
ренцируемых функций fn(z) : n = 1; 2; : : : g, обладающая свойства-
ми: n(z) 2 [0; 1], n(z) = 1 при z 2 B

an;
1
4
ln

, n(z) = 0 при
z =2 C

an;
1
2
ln

, для всех z выполняется неравенство:
@n(z)@z
 6 6ln .
Действительно, пусть функция '(x) определяется следующим
образом: '(x) = 1 при x 2

 1
3
ln;
1
3
ln

, '(x) = 0 при x 2
 1;  5
12
ln

[

5
12
ln;+1;

, '(x) – линейная функция на каждом из
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сегментов

  5
12
ln; 1
3
ln

,

1
3
ln;
5
12
ln

. Построенная функция '(x) явля-
ется кусочно-линейной и всюду вне угловых точек, выполняется нера-
венство:
j'0(x)j 6 arctg 12
ln
:
Рассмотрим, хорошо известную в теории регуляризации, функцию
!"(x) =
c
"
(
e
"2
x2 "2 ; jxj < ";
0 ; jxj  " ;
где постоянная c выбирается из условия
1Z
 1
!"(x) dx = 1 :
Функция !"(x) является бесконечно дифференцируемой функцией на ве-
щественной оси ( 1;+1), причем supp!"(x) = ( "; ").
Пусть " =
1
12
ln. Обозначим
 (x) =
1Z
 1
'(x  y)!"(y) dy :
Функция  (x) является бесконечно дифференцируемой функцией
на всей вещественной оси, причем для любого x:  (x) 2 [0; 1],  (x) = 1
на сегменте

 1
4
ln;
1
4
ln

,  (x) = 0 при jxj > 1
2
ln,
 0(x) =
1Z
 1
'0(x  y)!"(y) dy; j 0(x)j 6 arctg 12
ln
:
Далее положим h(z) =  (
p
x2 + y2), z = x + iy. Функция h(z)
является бесконечно дифференцируемой функцией в комплексной плос-
кости C, причем для любого z: h(z) 2 [0; 1], h(z) = 1 в круге B

0;
1
4
ln

,
h(z) = 0 при jzj > 1
2
ln. Кроме того,
@h(z)
@x
=  0(jzj) xjzj ;
@h(z)
@y
=  0(jzj) yjzj ;@h(z)@z
 = 12 @h(z)@x + i2 @h(z)@y
 6 12arctg 12ln 6 6ln :
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В качестве n(z) можно взять функцию h(z   an).
Обозначим
n(z) =
@n(z)
@z
bn
E(z)
:
Здесь fbn : n = 1; 2; : : : g – произвольная последовательность комплекс-
ных чисел, удовлетворяющая условию (1:2). Считаем, что n(an) = 0,
n(z) = 0 при jz   anj > 1
2
ln. Кроме того, обозначим
u(z) = ln
 E(z)E 0(an)(z   an)
 ; n = minln; 1(1 + janj)p

:
Функция u(z) является гармонической функцией в круге C(an; n),
субгармонической в C и u(an) = 0. Мы уже доказали, что E(z) 2
[(r);1). Из теоремы 3 следует, что
lim
n!1
1
V (janj) ln
1
jE 0(an)j <1 :
Если учесть еще условия (1.4) и (1.5), то получим, что существует
постоянная K2, такая, что для любого n на границе круга B(an; n), а
значит и во всем круге B(an; n), будет выполняться неравенство:
u(z) 6 K2V (janj) :
Рассмотрим теперь функцию v(z) = K2V (janj)   u(z). Это поло-
жительная гармоническая функция в круге C(an; n), причем v(an) =
K2V (rn). В этом круге справедливо представление:
v(an + re
i) =
1
2
2Z
0
2n   r2
2n   2rn cos('  ) + r2
d(') ;
где  – конечная положительная мера. Справедливa оценка:
v(an + re
i) 6 n + r
n   rv(an) :
Если r 2

1
4
n;
1
2
n

, то получаем, что v(an + rei) 6 3K2V (janj) :
Для таких r это приводит к оценке:
ln
 E 0(an)zE(an + z)
 6 2K2V (janj) :
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Из этого, в свою очередь, следует, что существует такая постоянная
K3, что для всех натуральных n и для всех r 2

1
4
n;
1
2
n

выполняется
неравенство:
ln
1
jE(an + rei)j 6 K3V (janj) :
Из этого, в свою очередь, следует, что существует постоянная K4
такая, что для любого n в кольце
1
4
n 6 jz anj 6 1
2
n будет выполняться
неравенство:
ln((1 + jzj4)jn(z)j) 6 K4V (janj) :
Из условия 3) теоремы следует, что существует целая функция
g(z) 2 [(r);1) такая, что в кругах B

an;
1
(1 + janj)p

выполняется
неравенство: ln jg(z)j > K4V (janj).
Пусть (z) =
P1
n=1 n(z). Из сказанного следует, что во всей ком-
плексной плоскости C выполняется неравенство:
j(z)j 6 jg(z)j
1 + jzj4 : (5:8)
Рассмотрим теперь дифференциальное уравнение:
@(z)
@z
= (z) :
Одним из решений этого уравнения [10, глава 1, §4] является функ-
ция
(z) =  g(z)

ZZ
C
()dd
g()(   z) ;  =  + i :
Из оценки (5.8) и теоремы 1.23 из [10] следует, что выполняется неравен-
ство: 1
ZZ
C
()dd
g()(   z)
  K5
с некоторой постоянной K5. Таким образом, j(z)j  K5jg(z)j.
Решение интерполяционной задачи (1.1) задается функцией:
F (z) =
1X
n=1
bnn(z)  (z)E(z) :
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Имеем
@F
@z
=
1X
n=1
bn
@n
@z
  @
@z
E(z) = E(z)

(z)  @
@z

= 0 :
Таким образом, F (z) – целая функция. Очевидно, что F 2 [(r);1).
Теорема 5.6 доказана.
Теорема 5.7 является следствием теорем 5.6 и 5.3.
Далее мы доказываем четыре теоремы, которые можно рассматри-
вать как примеры на приложение теорем 6 и 7.
Теорема 5.8 Пусть (r) – нулевой уточне¨нный порядок; удовлетворя-
ющий условию (5:4); и такой; что функция V (r) = r(r) является лога-
рифмически выпуклой на некоторой полуоси (r0;1). Пусть an – допу-
стимая последовательность. Для того; чтобы последовательность an
была интерполяционной в классе [(r);1); необходимо и достаточно;
чтобы выполнялись условия:
1) lim
r!1
N(r)
V (r)
<1; 2) sup
n2N
1
V (janj) ln
1
jE 0(an)j <1.
Доказательство. Необходимость условий 1) и 2) следует из тео-
рем 1 и 3. Поэтому в доказательстве нуждается только достаточность.
Из условия теоремы следует, что функция rV 0(r) является возрастающей
на полуоси (r0;1). Из равенства (5:4) следует, что это неограниченная
функция. Пусть n1(r) – возрастающая функция скачков со скачками рав-
ными единице, которая равна нулю на некотором сегменте [0; ],  > 0,
и скачки которой на полуоси (r0;1) совпадают со скачками функции
[rV 0(r)] (как обычно, [] означает целую часть числа). Обозначим
N1(r) =
rZ
0
n1(t)
t
dt :
Легко заметить, что N1(r)  V (r) при r !1.
Пусть bn – точки скачков функции n1(r), f1(z) =
1Y
n=1

1 +
z
bn

:
Хорошо известно и легко проверяется, что
lim
r!1
ln f1(r)
V (r)
= 1 :
Пусть f2 = Tf1. Из леммы 5.1 следует, что для всех достаточно больших
n в круге B

an;
1
1 + janj

будет выполняться неравенство
ln jf2(z)j > 1
2
V (janj) :
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Тогда если  и m – достаточно большие натуральные числа, g(z) =
fm2 (z), то для любого n в круге B

an;
1
1 + janj

будет выполняться
неравенство ln jg(z)j >MV (janj) с любым напере¨д заданным M . Теперь
из теоремы 5.7 будет следовать, что последовательность an является ин-
терполяционной в классе [(r);1).
Теорема доказана.
Замечание. С помощью теоремы 5.8 можно убедиться, что тео-
рема А сформулирована неточно. Пусть V (r) = ln2 r при r > e. То-
гда функция V (r) удовлетворяет всем ограничениям, которые наклады-
ваются на эту функцию в теореме А. Рассмотрим последовательность
an = e
n=2 и функцию
E(z) =
1Y
n=1

1  z
en=2

:
Справедливы соотношения:
N(r)  ln2 r (r !1); ln jE 0(an)j  ln2 an (n!1) :
Тогда по теореме 8 последовательность an является интерполяционной
в классе

2 ln ln r
ln r
;1

. Между тем как условие 1) из теоремы А не вы-
полняется, так как
lim
r!1
n(r)
rV 0(r)
= 1 :
Теорему 5.8 можно считать исправленным вариантом теоремы А.
Теорема 5.9. Пусть (r) – нулевой уточне¨нный порядок; удовлетворя-
ющий условию (5:4); V (r) = r(r); и пусть существует логарифмически
выпуклая функция h(r) на некоторой полуоси (r0;1) такая; что
0 < lim
r!1
V (r)
h(r)
6 lim
r!1
V (r)
h(r)
<1 :
Пусть an – допустимая последовательность. Для того; чтобы последо-
вательность an была интерполяционной в классе [(r);1); необходимо
и достаточно; чтобы выполнялись условия:
1) lim
r!1
N(r)
V (r)
<1; 2) sup
n2N
1
V (janj) ln
1
jE 0(an)j <1.
Доказательство в существенном повторяет доказательство преды-
дущей теоремы, только функцию n1(r) нужно строить, используя функ-
цию rh0+(r), а не rV 0(r) как в доказательстве предыдущей теоремы.
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Теорема 5.10 Пусть (r) – нулевой уточне¨нный порядок; удовлетво-
ряющий условию (5:4); V (r) = r(r); и пусть
lim
r!1
V (r)
ln2 r
> 0 :
Пусть an – допустимая последовательность. Для того; чтобы утвер-
ждения:
i) an – интерполяционная последовательность в классе [(r);1);
и
ii) выполняются условия:
1) lim
r!1
N(r)
V (r)
<1; 2) sup
n2N
1
V (janj) ln
1
jE 0(an)j <1;
были эквивалентны; необходимо и достаточно; чтобы существо-
вала логарифмически выпуклая функция h(r) на некоторой полуоси
(r0;1) такая; что
0 < lim
r!1
V (r)
h(r)
6 lim
r!1
V (r)
h(r)
<1 :
Доказательство. То, что i) и ii) эквивалентны – это теорема 5.9.
Докажем необходимую часть теоремы. Вначале заметим, что из
утвеждения i) следует утверждение ii). Это теоремы 5.1 и 5.3. Поэтому
нам осталось доказать, что если из утверждения ii) следует утверждение
i), то выполняется условие.
Рассмотрим последовательность an такую, как в замечании к тео-
реме 8. Выполняются условия:
N(r)  ln2 r (r !1); ln 1jE 0(an)j    ln
2 an (n!1) :
Из ограничений на V (r) в условии теоремы следует, что
lim
r!1
N(r)
V (r)
<1; sup
n2N
1
V (janj) ln
1
jE 0(an)j <1 :
Таким образом, для последовательности an справедливо утверждение ii).
По предположению из этого следует, что последовательность an явля-
ется интерполяционной в классе [(r);1). Поэтому существует функ-
ция f(z) из этого класса, которая решает интерполяционную задачу:
f(an) = e
V (an), f(0) = 1. Пусть bn – корни функции f(z). Имеем
f(z) =
1Y
n=1

1  z
bn

:
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Введе¨ еще¨ функцию
f1(z) =
1Y
n=1

1 +
z
jbnj

:
Функция f1 также принадлежит классу [(r);1). Поэтому с некоторым
M1 выполняется неравенство
h(r) := ln
1Y
n=1

1 +
r
jbnj

< M1V (r) :
Кроме того,
V (an) = ln f(an) 6 ln f1(an) = h(an) :
Из этого неравенства, определения an и условий V (r) = r(r), где (r)
– нулевой уточне¨нный порядок, h(r) – возрастающая функция, следует,
что
lim
r!1
V (r)
h(r)
6 1 :
Тем самым доказано, что
1
M1
< lim
r!1
V (r)
h(r)
6 lim
r!1
V (r)
h(r)
<1 :
Так как h(r) – логарифмически выпуклая функция, то тем самым дока-
зано соотношение, а вместе с ним и теорема.
В заключение мы приведе¨м просто формулируемые достаточные
условия разрешимости интерполяционной задачи, которые применимы
для довольно широкого класса последовательностей.
Теорема 5.11 Пусть (r) – нулевой уточне¨нный порядок; удовлетво-
ряющий условию (2:4) и an – допустимая последовательность. Пусть
выполняются условия:
1) lim
r!1
N(r)
V (r)
<1; 2) sup
n2N
1
V (janj) ln
1
jE 0(an)j <1;
3) lim
n!1
V (janj)
N(janj) <1; 4) limr!1
n(r)
N(r)
= 0.
Тогда an является интерполяционной последовательностью в
классе [(r);1).
Доказательство. Из условия 4) следует, что функция N(r) пред-
ставляется в виде N(r) = V1(r) = r1(r), где 1(r) – нулевой уточне¨нный
порядок. Точками роста функции n(r) являются точки janj. Обозначим
g1(z) =
1Y
n=1

1 +
z
janj

:
57
Выполняется равенство:
lim
r!1
g1(r)
V1(r)
= 1 :
Пусть g2 = Tg1. По лемме 5.1
lim
z!1
z2H
1
V1(r)
(ln jg2(z)j   ln g1(r)) = 0 :
Из (5.15) следует, что для всех достаточно больших n в круге
B

an;
1
1 + janj

будет выполняться неравенство
ln jg2(z)j > 1
2
V1(janj) :
Теперь если взять g(z) = gm2 (z), то при достаточно больших натураль-
ных числах  и m в любом круге B

an;
1
1 + janj

будет выполняться
неравенство ln jg(z)j >MV1(janj) с любым напере¨д заданнымM . Теперь
из теоремы 7 будет следовать, что последовательность an является интер-
поляционной в классе [1(r);1). Из условия 1) теоремы следует, что эта
последовательность будет интерполяционной также в классе [(r);1).
Теорема доказана.
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6 ИНТЕРПОЛЯЦИОННАЯ ЗАДАЧА В ПОЛУПЛОСКОСТИ
6.1 Введение
В 1975 г. Б. Я. Левин и Нгуен Тхыонг Уен [34] рассмотрели ин-
терполяционную задачу в классе функций порядка не большего чем 
( > 1) в верхней полуплоскости C+. Ими были найдены условия необ-
ходимые и условия достаточные для ее разрешимости в терминах ка-
нонических произведений определяемых узлами интерполяции. Причем
между этими условиями был разрыв, что позволило авторам строить
решение интерполяционной задачи в виде ряда Лагранжа.
Исследования Б. Я. Левина и Нгуен Тхыонг Уена были продолже-
ны Нгуен Тхыонг Уеном [54, 55, 56]. В [54] им была рассмотрена интер-
поляционная задача в классе функций типа не выше чем нормальный
при заданном порядке  ( > 1). Нгуен Тхыонг Уеном были снова най-
дены условия необходимые и условия достаточные для ее разрешимости
в терминах канонических произведений определяемых узлами интерпо-
ляции, между которыми был разрыв, позволяющий строить решение в
виде обобщенного ряда Лагранжа.
Полностью интерполяционная задача в классах функций типа
не выше чем нормальный при заданном уточненном порядке (r)
( lim
r!1 (r) =  > 0) и в классах функций конечного порядка  > 0 была
решена К. Г. Малютиным [40, 41]. В этих работах были найдены необ-
ходимые и достаточные условия для разрешимости интерполяционных
задач как в терминах канонических произведений, построенных по узлам
интерполяции, так и в терминах меры, определяемой этими узлами.
6.2 Классы аналитических функций в полуплоскости
Будем пользоваться терминологией работ [41, 42]
Обозначим через C+ = fz : =z > 0g верхнюю полуплоскость. Через
C(a; r) будем обозначать открытый, а через B(a; r) — замкнутый круг
радиуса r с центром в точке a, через 
+ пересечение множества 
 с
полуплоскостью C+: 
+=
 \ C+.
Пусть D = fan; qng1n=1 — дивизор, т.е. множество различных ком-
плексных чисел fang1n=1  C+ вместе с их кратностями fqng1n=1  N.
По заданному дивизору D = fan; qng1n=1, an = rnein определим сле-
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дующие меры: nD(G) =
P
an2G qn, ~n
+
D(G) =
P
an2G qn=an, n+D(G) =P
an2GnB(0;1) qn sin n+ ~n
+
D(G\B(0; 1)). Если это не будет вызывать недо-
разумений, то индекс D будем опускать. Дивизор корней произвольной
функции f будем обозначать через Df . Обозначим через nf = nDf , n
+
f =
n+Df , nf;a(r) = nf(C(a; r)), n
+
f;a(r) = n
+
f (C(a; r)), nD;a(r) = nD(C(a; r)),
n+D;a(r) = n
+
D(C(a; r)). В частности, положим nf(r) = nf;0(r), n
+
f (r) =
n+f;0(r), nD(r) = nD;0(r), n
+
D(r) = n
+
D;0(r). Все рассматриваемые меры
мы будем считать продолженными в комплексную плоскость, считая их
ограничения на C  нулевой мерой, а если речь идет о внутренних мерах,
заданных в C+, то их ограничение на вещественную ось — есть нулевая
мера.
Говоря о дивизоре Df = fan; qng1n=1 корней некоторой функции f ,
мы иногда будем обозначать его через fzng1n=1, где в последовательности
fzng1n=1 точка an встречается ровно qn раз.
По ходу работы мы будем использовать широко известное свойство
уточненного порядка, которое сформулируем в виде леммы.
Лемма 6.1 Пусть (r) — уточненный порядок. Тогда при любом t > 0
lim
r!1
V (rt)
V (r)
= t; (6:1)
причем предел равномерный на фиксированом сегменте [a; b]  (0;+1).
Уточненный порядок (r) называется формальным порядкомфунк-
ции f , если существует такая константа Mf , зависящая только от f , что
для всех z 2 C+ выполняется неравенство
log jf(z)j < MfV (jzj) : (6:2)
Символом [(r);1)+ мы будем обозначать класс аналитических в
C+ функций f формального порядка (r).
Уточненный порядок (r) называется полуформальным порядком
аналитической в C+ функции f , если (r) — формальный порядок функ-
ции f и выполняется следующее условие Левина [33, стр. 128]: существу-
ют числа q 2 (0; 1),  2 (0; =2), такие, что в каждой области
D(R; q; ) = fz : qR 6 jzj 6 1
q
R;  < arg z <    g
найдется точка z, в которой выполняется неравенство:
log jf(z)j >  MfV (jzj) :
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Класс аналитических в C+ функций, для которых (r) является
полуформальным порядком, обозначим через [(r);1)h+. Этой термино-
логии мы обязаны А.Ф. Гришину. Ясно, что [(r);1)h+  [(r);1)+.
Если  = lim
r!1 (r) > 1 и (r) является формальным порядком
функции f в C+, то (r) будет и полуформальным порядком этой функ-
ции [75]. С другой стороны, для функции eiz (r)  0 является формаль-
ным порядком, а (r)  1 – полуформальным порядком этой функции.
Действительно, функция eiz ограничена в полуплоскости и для любого
z 2 C+ выполняется неравенство jeizj > e jzj.
Таким образом, различие между формальным и полуформальным
порядком обнаруживается в полуплоскости только при  6 1 (и, в част-
ности, при  = 0).
Функции f из класса [(r);1)+ обладают следующими свойства-
ми [21]:
a) log jf(z)j имеет некасательный предел log jf(t)j, t 2 R, почти всюду
на вещественной оси, log jf(t)j 2 L1loc( 1;1);
b) на вещественной оси существует знакопеpеменная меpа (заряд) 
такая, что
lim
y!+0
bZ
a
log jf(t+ iy)j dt = ([a; b])  1
2
((fag) + (fbg)) :
Мера  называется граничной мерой функции f ;
c) d(t) = log jf(t)j dt+ d(t), где  — сингулярная мера относительно
меры Лебега.
Для функции f 2 [(r);1)+ определим, следуя [21], полную меру
 как
(G) = 2
Z
C+\G
= d()  (G) ;
где  — риссовская мера субгармонической в верхней полуплоскости
функции log jf j. Мера  обладает следующими свойствами:
1)  — конечная мера на каждом компакте G  C,
2)  — неотрицательная мера вне R,
3)  равна нулю в полуплоскости C  = fz : =z < 0g.
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Мы будем использовать следующую лемму [21].
Лемма 6.2 Пусть f — полная мера функции f 2 [(r);1)+. Тогда
выполняется неравенство
ZZ
B+(0;R)
djf j()
1 + jj2 6Mf
0@ RZ
0
V (t)
1 + t2
dt+
V (R)
R
1A : (6:3)
с некоторой постоянной Mf > 0, не зависящей от R.
6.3 Постановка интерполяционной задачи в классе [(r);1)+
(в классе [(r);1)h+)
Обозначим через z = minf1;=zg, n = an. Пусть f 2 [(r);1)+
(f 2 [(r);1)h+). Из формулы Коши для производных нетрудно полу-
чить следующее неравенство
jf (k 1)(z)j  (k   1)!
k 1z
exp[MfV (jzj)]; k 2 N :
Это неравенство приводит к разумности введения следующего
определения.
Определение Дивизор D = fan; qng1n=1 называется интерполяцион-
ным в классе [(r);1)+ (в классе [(r);1)h+), если для любой последо-
вательности комплексных чисел bn;k, k = 1; 2; : : : ; qn, n 2 N, удовле-
творяющих условию
sup
n
1
V (janj) sup1kqn
log+
jbn;kjk 1n
(k   1)! <1 ; (6:4)
существует функция F 2 [(r);1)+ (F 2 [(r);1)h+) со свойством
F (k 1)(an) = bn;k; k = 1; 2; : : : ; qn; n 2 N : (6:5)
По заданному дивизору D определим семейства функций
+D(z; ) =
n+D(C(z; jzj) n fang)
V (jzj) ;  > 0 ;
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где an — точка носителя дивизора D, ближайшая к точке z (если
таких точек несколько, то выбираем любую из них). Положим
I+D(z; ) = sin 
Z
0
+D(z; ) d
( + sin )2
;  = arg z :
Сформулируем основную теорему нашей работы.
Теорема 6.1 Пусть (r) — нулевой уточненный порядок. Тогда следу-
ющие три утверждения эквивалентны.
1) Дивизор D является интерполяционным в классе [(r);1)+ (в
классе [(r);1)h+).
2) Выполняются условия:
2:1)
1X
n=1
qn=an
1 + janj2 <1 ; (6:6)
2:2) каноническое произведение
E(z) =
Y
janj61

z   an
z   an
qn Y
janj>1

z   an
z   an 
an
an
qn
дивизора D удовлетворяет условию:
sup
n
1
V (janj) log
jn;1j
qnn
<1 ; (6:7)
где
n;k =
1
(k   1)!

d
dz
k 1
(z   an)qn
E(z)

z=an
; k = 1; : : : ; qn; n 2 N :
3) Выполняются условия (6.6) и
3:1) при любом  > 0
sup
z2C+
I+D(z; ) <1 ; (6:8)
3:2)
sup
n2N
qn
V (janj) log
2=an
n
<1 : (6:9)
6.4 Необходимые условия разрешимости
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Теорема 6.2 Пусть D = fan; qng1n=1 — интерполяционный дивизор в
классе [(r);1)+ (в классе [(r);1)h+) и (r) — нулевой уточненный
порядок. Тогда выполняется условие (6:6).
Пусть F – функция класса [(r);1)+, решающая интерполяцион-
ную задачу F (a1) = 1, F (k 1)(a1) = 0, k = 2; : : : ; q1, F (k 1)(an) = 0,
k = 1; : : : ; qn, при n  2. По предположению теоремы такая функция су-
ществует. Так как дивизор D, за исключением точки a1, является частью
корней функции F , то из неравенства (6.3) леммы 6.2 следует, что
X
janj6R
qn=an
1 + janj2 6MF
0@ RZ
0
V (t)
1 + t2
dt+
V (R)
R
1A : (6:10)
с некоторой постоянной MF > 0, не зависящей от R.
Поскольку (r) — нулевой уточненный порядок, то V (R) 6
M1R
1=2 с некоторой постоянной M1 > 0, не зависящей от R. Поэтому
lim
R!1
V (R)
R
= 0 и интеграл
1Z
0
V (t)
1 + t2
dt сходится. Тогда отсюда и из (6.10)
следует (6.6). Теорема доказана.
Теорема 6.3 Пусть D = fan; qng1n=1 — интерполяционный дивизор в
классе [(r);1)+ (в классе [(r);1)h+) и (r) — нулевой уточненный
порядок. Тогда выполняется утверждение 2) теоремы 6:1.
Условие 2.1) следует из теоремы 4.2. Доказательство условия 2.2)
дословно повторяет доказательство аналогичного условия в работе [41].
Теорема 6.4 Пусть D = fan; qng1n=1 — интерполяционный дивизор в
классе [(r);1)+ (в классе [(r);1)h+) и (r) — нулевой уточненный
порядок. Тогда выполняется утверждение 3) теоремы 6.1.
Доказательство условий 3.1) и 3.2) проведено в работе [41] при
 > 1. Анализ этих рассуждений показывает, что эти утверждения спра-
ведливы и при 0 6  6 1.
Теорема 6.5 Пусть D = fan; qng1n=1 — такой дивизор, что выполня-
ется условие (6.6) и (r) — нулевой уточненный порядок. Тогда утвер-
ждения 2) и 3) теоремы 6.1 эквивалентны.
В работе [41] эквивалентность этих условий доказана для  > 1.
Снова анализ этого доказательства показывает, что это справедливо для
0 6  6 1.
Нам понадобится следующая лемма из [41].
Лемма 6.3 Пусть дивизор D = fan; qng1n=1 является интерполяцион-
ным в классе [(r);1)+ (в классе [(r);1)h+) и (r) — нулевой уточ-
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ненный порядок. Тогда
sup
n2N
1X
k=1
qk=ak=an
jan   akj2(1 + r2k)
3
2
<1 : (6:11)
Заметим [41], что если дивизор D удовлетворяет условию (6.7), то
справедлива следующая лемма.
Лемма 6.4 Пусть дивизор D удовлетворяет условию (6.7), тогда
sup
n2N
1
V (rn)
max
16k6qn
jn;kj
qn k+1n
<1 : (6:12)
Пусть функция G() аналитична в круге C(0; r), jG()j 6 M , и
пусть G() имеет нуль кратности m в точке  = 0 и нуль кратности q в
точке  = a. Тогда
jajq > G
(m)(0)
m!
 r
m+q
M
: (6:13)
Обозначим через ln величину
ln = min fn=2; dist (faig1i=1 n fang; fang)g ; n 2 N ;
где dist означает расстояние между множествами. Пусть, например, ln =
jak anj. Положим G() = E(ak+ ), r = k. Замечая, что в этом случае
k > n=2 > ln = jak   anj, применим неравенство (6.13) к функции
G(). Имеем
lqnn >
E(qk)(ak)
qk!
 
qk+qn
k
max
j akj6k
jE()j :
Из последнего неравенства, ограниченности функцииE() (jE()j 6
1,  2 C+), из условия (6.7) и свойств уточненного порядка следует, что
lqnn > qnn exp( M1V (janj)); n 2 N ; (6:14)
при некотором M1 > 0. Это неравенство справедливо и когда ln =
n=2, n 2 N.
Определим аналитическую в круге C(0; 1) функцию  (t) равен-
ством  (t)tqn = E(an+ lnt). Применяя правило Лопиталя, а также нера-
венства (6.7) и (6.14), получим:
j (0)j = lqnn
jE(qn)(an)j
qn!
> exp( M2V (janj))
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при некоторомM2 > 0. Кроме того, при jtj 6 1 функция  (t) ограничена,
так как
j (t)j 6 max
jtj=1
j (t)j = max
jtj=1
j (t)tqnj = max
jtj=1
jE(an + lnt)j 6 1 :
Далее воспользуемся следующей теоремой [33, Теорема 9, Глава I, § 6].
Теорема. Пусть голоморфная в круге C(0; R) функция f(z) не имеет
нулей. Тогда в круге C(0; r); r < R; справедливо неравенство
log jf(z)j >  2r
R  r maxjj6R log jf()j : (6:15)
Положим g() =  ()  1(0). Поскольку функция g() не имеет
нулей в круге C(0; 1=2) и g(0) = 1, к ней применимо неравенство (6.15),
которое при jj 6 r = 1=4 и R = 1=2 дает g() > exp( 2M2V (janj)) :
Откуда
jE(an + )j > j j
qn
jlnjqn exp( M3V (janj)); j j 6
ln
4
; (6:15)
при некотором M3 > 0.
Далее по определению имеем
n;k =
1
2i
Z
j anj=ln=4
(   an)qn k
E()
d; k 2 1; qn; n 2 N :
Неравенство (6.12) следует теперь из этого соотношения, определе-
ния ln и (6.16). Лемма доказана.
6.5 Доказательство импликации 2)) 1) теоремы 6.1
Обозначим через
n;m =
( 1)m 1
(m  1)!
qn mX
i=o
1
i!
n;qn+1 m ibn;i+1; m 2 1; qn; n 2 N : (6:17)
Перенумеровав, если есть необходимость, точки дивизораD, можно
считать, что
=an+1
1 + r2n+1
6 =an
1 + r2n
; n 2 N : (6:18)
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Положим
n(z) =
1X
k=n
1 + ak(z + in)
i(ak   z   in)
=ak
(1 + r2k)
3
2
; n 2 N : (6:19)
Ряд, определяющий функции n(z) в (6.19), сходится равномерно
в каждой области
Dnr; = fz : jzj 6 r;=z >  n + ;  > 0g ;
т.к. при z 2 Dnr;, r > 21 + ak(z + in)i(ak   z   in)
 =ak(1 + r2k)32 6
p
(1 + r)(1 + rk)

=ak
(1 + r2k)
3
2
;
и ряд (6.6) сходится.
Оценим <n(z). Имеем
<n(z) =
=
1X
k=n
(=ak + =z + n + r2k(=z + n) + jz + inj2=ak)
jak   z   inj2
=ak
(1 + r2k)
3
2
:
(6:20)
Т.к. =an > 0, =ak < 0, то jak   an   inj > jak   anj. Отсюда, из
леммы 6.3, неравенства (6.18) и (6.20) получаем, в частности, что
<n(an) 6
1X
k=n
=ak(=ak(1 + jan + inj2) + 2=an(1 + r2k))
jak   anj2(1 + r2k)
3
2
6
6
1X
k=n
 =ak
1 + r2k
+
2=an
1 + 4r2n
 =ak(1 + r2k)(1 + 4r2n)
jak   anj2(1 + r2k)
3
2
6
6 51 + 4r
2
n
1 + r2n
1X
k=n
=an
jak   anj2
=ak
(1 + r2k)
1
2
 K1 <1 :
(6:21)
А также
<n(z) >
1X
k=n
(=ak)2
(1 + r2k)
3
2
1
jak   z   inj2 : (6:22)
Положим далее
Pn(z) =
qnX
m=1
n;m

'n(z)
z   an
(m 1)
; (6:23)
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где
'n(z) =

1 + zan
1 + r2n
3
g(z)
g(an)

2=an
z   an
2
exp[n(an)  n(z)] ;
g(z) — целая функция класса [(r);1)+ (класса [(r);1)h+), которая
будет определена ниже.
Заметим, что
'n(an) = 1; n 2 N : (6:24)
Кроме того, воспользовавшись элементарным неравенством 1+x 6p
2(1 + x2), получим при jzj > 1:1 + zan1 + r2n
 6 jzj(1 + rn)1 + r2n 6
p
2jzjp
1 + r2n
:
Отсюда следует, что
j'n(z)j 6 4
 p
2jzjp
1 + r2n
!3 jg(z)j
jg(an)j
(=an)2
jz   anj2
 expf<[n(an)  n(z)]g; n 2 N :
(6:25)
Формальный ряд
F (z) = E(z)
1X
n=1
Pn(z) (6:26)
решает интерполяционную задачу (6.5) [41] .
Покажем, что при надлежащем выборе функции g(z)функция F (z)
принадлежит классу [(r);1)+ ([(r);1)h+). Из условия (6.4), неравен-
ства (6.12) и равенства (6.17) получаем для всех m = 1; : : : ; qn, n 2 N,
jn;mj 6 qn  m+ 1
(m  1)! 
m
n exp[K2V (rn)] : (6:27)
Обозначим
un;m(z) =

'n(z)
z   an
(m 1)
; m = 1; : : : ; qn; n 2 N :
Оценим un;m(z) при z 2 C+, z =2 C(an;n=2). Заметим, что если
jt  zj = n=4, то, во-первых,
jt  anj > n=4; n 2 N ; (6:28)
68
во-вторых, jt  anj > =an   n=4  3=an=4 (n 2 N), jz   anj  jz   tj +
jt   anj = n=4 + jt   anj 6 =an=4 + jt   anj 6 7jt   anj=3, и jt   anj 6
jz   tj+ jz   anj = n=4 + jz   anj 6 =an=4 + jz   anj 6 5jz   anj=4, т.е.
3jz   anj=7 6 jt  anj  5jz   anj=4 : (6:29)
Кроме того, если jz   tj = n=4, то
jt+ in   anj > 3n=4 + =z + =an : (6:30)
Воспользовавшись интегральной формулой Коши для производных
по окружности Cz;n = ft : jt zj = n=4g, из (6.25), (6.28), (6.29) и (6.30),
получим
jun;m(z)j = (m  1)!
2

Z
Cz;n
'n(t) dt
(t  an)(t  z)m
 6
4m(m  1)!
mn
max
t2Cz;n
j'n(t)j 6
6 4
m49(m  1)!(=an)2
9mn jz   anj2
 p
2(jzj+ 1=4)p
1 + r2n
!3 jg(p2(jzj+ 1=4))j
jg(an)j 
 max
t2Cz;n
exp[<(n(an)  n(t))] :
Отсюда получим окончательно, с учетом (6.21), (6.22) и (6.30):
jun;m(z)j 6 4
m49(m  1)!eK1(p2(jzj+ 1=4))3
9mn jz   anj2
(=an)2
(1 + r2n)
3
2

jg(
p
2(jzj+ 1=4))j
jg(an)j exp
"
 
1X
k=n
(=ak)2
(3n=4 + =z + =ak)2(1 + r2k)
3
2
#
;
(6:31)
m = 1; : : : ; qn, n 2 N.
Далее из (6.23), (6.27) и (6.31) получаем, что при z 2 C+, z =2
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C(an;n=2) справедливо неравенство:
jPn(z)j 6
qnX
m=1
jnmjjunm(z)j 6 49
9
exp[K3V (rn)]
(
p
2(jzj+ 1=4))3(=an)2
(1 + r2n)
3
2 jz   anj2
jg(p2(jzj+ 1=4))j
jg(an)j
qnX
m=1
4m(qn  m+ 1)
 exp
"
 
1X
k=n
(=ak)2
(3n=4 + =z + =ak)2(1 + r2k)
3
2
#
6 jg(
p
2(jzj+ 1=4))j
jg(an)j 
 (=an)
2
jz   anj2(1 + r2n)
3
2
49
18
qn(qn + 1) exp[K3V (rn) + qn ln 4]
(
p
2(jzj+ 1=4))3 exp
"
 
1X
k=n
(=ak)2
(3n=4 + =z + =ak)2(1 + r2k)
3
2
#
; n 2 N :
(6:32)
Отсюда получим из (6.32) при z 2 C+, z =2 C(an;n=2):
jPn(z)j 6 exp[K4V (rn)](
p
2(jzj+ 1=4))3
jg(p2(jzj+ 1=4))j
jg(an)j
(=an)2
jz   anj2(1 + r2n)
3
2

 exp
"
 
1X
k=n
(=ak)2
(3n=4 + =z + =ak)2(1 + r2k)
3
2
#
; n 2 N :
(6:33)
Далее заметим, что если jt  anj 6 n=2, и jz   anj = n=2, то
jzj 6 jtj+ 1 (6:34)
и
3jt  anj=5 6 jz   anj 6 5jt  anj=3 : (6:35)
Применяя принцип максимума модуля к аналитической в C+ функ-
ции n(z) = E(z)Pn(z), используя неравенства (6.33), (6.34), (6.35) и
лемму 6.5 получим при t 2 C(an;n=2), учитывая, что =t > =z=4,
jn(t)j 6 maxjz anj=n=2 jE(z)jjPn(z)j 6 exp[K5(V (rn) + V (jzj))]
jg(
p
2(jzj+ 1=4))j
jg(an)j
25(=an)2
9jt  anj2(1 + r2n) 32

 exp
"
 
1X
k=n
(=ak)2
(3n=4 + 4=t+ =ak)2(1 + r2k)
3
2
#
:
(6:36)
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В силу (6.33) неравенство (6.36) справедливо при всех t 2 C+. Обозначим
n(z) =
1X
k=n
(=ak)2
(3n=4 + 4=z + =ak)2(1 + r2k)
3
2
;
так, что
n(z)  n+1(z) = (=an)
2
(3n=4 + 4=z + =an)2(1 + r2n)
3
2
; n 2 N :
Ясно, что n(z) # 0 при n ! 1, z 2 C+. Замечая, что при z 2 C+
выполняется неравенство
3n=4 + 4=z + =an 6 4=z + 7=an=4 6 4(=z + =an) 6 4jz   anj ;
получим из (6.36):
jn(z)j 6 16 exp[ n(z)][n(z)  n+1(z)]
exp[MV (rn) +MV (jzj)]jg(
p
2(jzj+ 1=4))j
jg(an)j :
Воспользовавшись элементарным неравенством t 6 et   1, t > 0,
при t = n(z)  n+1(z), получим далее
jn(z)j 6 exp[K5(V (rn) + V (jzj))][exp[ n+1(z)] 
  exp[ n(z)]] jg(
p
2(jzj+ 1=4))j
jg(an)j :
(6:37)
Выберем целую функцию g(z) вполне регулярного роста при поряд-
ке (r), индикатор которой равен K5+1 и нули которой расположены на
отрицательной мнимой полуоси iR  = fz : =z   1g так, чтобы функ-
ция F (z), определяемая рядом (6.26), принадлежала классу [(r);1)+.
Вне C 0-множества выполняется асимптотическое равенство [19]:
ln jg(z)j  (K5 + 1)V (jzj) :
Поскольку нули функции g(z) расположены на полуоси iR , то
можно считать, что исключительные круги, образующие C 0-множество
расположены в нижней полуплоскости. Тогда неравенство
ln jg(an)j > K5V (rn)
выполняется для всех достаточно больших n. Умножая, если есть необ-
ходимость, функцию g(z) на достаточно большое положительное число,
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можно считать, что это неравенство выполняется для всех натуральных
n.
Из (6.37) тогда получаем для любого натурального N > 1:
jE(z)
NX
n=1
Pn(z)j 
NX
n=1
jE(z)Pn(z)j 6
exp[K6V (jzj)]fexp[ N+1(z)]  exp[ 1(z)]g 6 exp[K6V (jzj)] :
Отсюда следует сходимость ряда (6.36) на компактах в C+ и
принадлежность функции F классу [(r);1)+. Для принадлежности
функции F классу [(r);1)h+ необходимо еще выполнение условия Б.Я.
Левина. Заметим, что каноническая функция E принадлежит классу
[(r);1)h+. Из результатов работы [19] следует, что вне множества C
со сколь угодно малой верхней плотностью  > 0 всюду в полуплоскости
C+ выполняется неравенство:
log jE(z)j >  MV (jzj) :
Пусть g1(z) – целая функция вполне регулярного роста при порядке
(r), индикатор которой равен 2K5 +M + 1. Тогда вне C 0-множества
выполняется неравенство:
log jg1(z)j > (2K5 +M)V (jzj) :
Множество ~C = C[C 0 имеет верхнюю плотность не больше, чем
. Вне ~C справедливо неравенство:
log jg1(z)E(z)j > 2K5V (jzj) ;
всюду в C+.
Функция
F1(z) = F (z) + g1(z)E(z)
обладает свойством (6.5) и вне ~C-множества справедлива оценка:
log jF1(z)j = log jg1(z)E(z)j+ log
1 + F (z)g1(z)E(z)
 >
2K5V (jzj) + log(1  1=e) :
Следовательно, функция F1 принадлежит классу [(r);1)h+. Имплика-
ция 2)) 1) теоремы 6.1 доказана.
72
7 СУБГАРМОНИЧЕСКИЕ ФУНКЦИИ БЕСКОНЕЧНОГО
ПОРЯДКА
7.1 Введение. Классы функций в верхней полуплоскости
Пусть v – субгармоническая функция в комплексной плоскости C,
M(v; r) = max
02
v(rei). Порядком и нижним порядком функции v на-
зываются, соответственно, величины
[] = lim sup
r!1
lnM(v; r)
ln r
; [] = lim inf
r!1
lnM(v; r)
ln r
:
Порядком и нижним порядком целой функции f называются, соответ-
ственно, порядок и нижний порядок субгармонической функции ln jf j.
В работе [86] рассматривались целые функции, нули которых лежат
на конечной системе лучей. В частности, доказано, что если f – целая
функция бесконечного порядка с положительными нулями, то ее¨ нижний
порядок также равен бесконечности. Этот результат легко обобщается
на субгармонические функции в комплексной плоскости: если риссов-
ская мера субгармонической во всей в комплексной плоскости функции
v, бесконечного порядка, сосредоточена на положительной полуоси, то
ее¨ нижний порядок также равен бесконечности. Мы доказываем анало-
гичный результа для функций, субгармонических в полуплоскости.
Обозначим через C+ = fz : =z > 0g верхнюю полуплоскость ком-
плексного переменного z. Через C(a; r) будем обозначать открытый круг
радиуса r с центром в точке a; через 
+ – пересечение множества 
 с
полуплоскостью C+: 
+ = 
 \ C+; G означает замыкание множества G.
Если 0 < r1 < r2, то D+(r1; r2) = C+(0; r2)nC+(0; r1) означает замкнутое
полукольцо.
Пусть SK – класс субгармонических функций в C+, имеющих по-
ложительную гармоническую мажоранту в любой ограниченной области
в C+. Функции класса v(z) SK обладают следующими свойствами [?]:
a) v(z) имеет некасательный предел v(t) почти всюду на вещественной
оси, v(t) 2 L1loc( 1;1);
b) на вещественной пpямой существует знакопеpеменная меpа  такая,
что
lim
y!+0
bZ
a
v(t+ iy) dt = ([a; b])  1
2
(fag)  1
2
(fbg) :
Мера  называется граничной мерой функции v;
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c) d(t) = v(t) dt+d(t), где  – сингулярная мера относительно меры
Лебега.
Для функции v 2 SK определим, следуя [21], полную меру  как
(K) = 2
Z
C+\K
= d()  (K) ;
где  риссовская мера функции v.
Субгармоническая в C+ функция v называется истинно субгар-
монической, если lim supz!t v(z)  0 для любого вещественного числа
t 2 R. Класс истинно субгармонических функций обозначим через JS.
Полная мера функции v 2 JS является положительной мерой, чем и
обоснован термин "истинно субгармоническая функция".
Класс истинно дельта-субгармонических функций J определяется
как разность J = JS   JS. Заметим, что J – есть наиболее шиpо-
кий класс -субгармонических функций в полуплоскости, для котоpых
можно опpеделить неванлинновскую хаpактеpистику.
Справедливы следующие утверждения [21]:
Утверждение 1. JS  SK.
Утверждение 2. J = SK   SK.
Из утверждения 2 следует, что SK  J. Тем самым мы можем в
дальнейшем при рассмотрении субгармонических функций ограничится
классом JS, так как функция класса SK представляется в виде разности
двух истинно субгармонических функций.
Для функций v 2 J справедливо представление в полукруге z 2
C+(0; R):
v(z) =   1
2
ZZ
C+(0;R)
G(z; )
= d() +
R
2
Z 
0
@G(z; Rei')
@n
v(Rei') d' ;
(7:1)
где G(z; ) – функция Грина полукpуга,
@G
@n
– означает производ-
ную по внутренней нормали, ядро под знаком двойного интеграла про-
должается на вещественную ось по непpеpывности пpи jtj  R.
Для заданной меры  обозначим через (t) = (C(0; t)). Пусть
v 2 J, v = v+ v ,  – полная мера функции v,  = +   – жорданово
разложение меpы . Введем следующие характеристики функции v:
m(r; v) :=
1
r
Z 
0
v+(re
i') sin'd'; N(r; v; r0) :=
Z r
r0
 (t)
t3
dt ;
T (r; v; r0) := m(r; v) +N(r; v; r0) +m(r0; v); r > r0 ;
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где r0 – пpоизвольное, как правило фиксированное, положительное
число (пpи желании можно считать r0 = 1), которое в обозначениях
(если это не вызывает недоразумений) мы будем опускать (например,
вместо T (r; v; r0) писать T (r; v) и т.д.).
Отметим формулу Карлемана в обозначениях Гришина:
1
rk
Z 
0
v(rei') sin k' d' =
Z r
r0
k(t)
t2k+1
dt+
1
rk0
Z 
0
v(r0e
i') sin k' d' ;
где
dk(e
i') =
sin k'
sin'
 k 1 d(ei')
(функция sin k'= sin' при ' = 0, , определяется по непрерывности).
Положим k(r) = k(C(0; r)).
В частности, для k = 1 имеем
1
r
Z 
0
v(rei') sin'd' =
Z r
r0
(t)
t3
dt+
1
r0
Z 
0
v(r0e
i') sin'd' : (7:2)
Формула (7.2) может быть записана как
T (r; v) = T (r; v) : (7:3)
Стpого положительная, непрерывная, возрастающая и неограниченная
функция (r), определенная на полуоси [0;+1), называется функцией
роста.
Порядком и нижним порядком функции роста  называются вели-
чины:
[] = lim sup
r!1
ln (r)
ln r
; [] = lim inf
r!1
ln (r)
ln r
:
Порядком и нижним порядком функции v 2 J называются вели-
чины [rT (r; v)] и [rT (r; v)].
7.2 Коэффициенты Фурье дельта-субгармонических функ-
ций
Коэффициенты Фурье функции v 2 J опpеделяются форму-
лой [42]:
ck(r; v) =
2

Z 
0
v(rei) sin k d; k 2 N :
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Пусть  – полная мера функции v 2 J, тогда [42]:
ck(r; v) = kr
k +
2rk

Z r
r0
k(t)
t2k+1
dt; k 2 N ; (7:4)
где k = r k0 ck(r0; v), а также:
ck(r; v) = kr
k +
rk
kr2k0
ZZ
C+(0;r0)
sin k'
= 
k d()+
rk
k
ZZ
D+(r0;r)
sin k'
 k= d() 
1
rkk
ZZ
C+(0;r)
sin k'
= 
k d() ; (7:5)
где  = ei'.
Из определения ck(r; v) следует неравенство:
jck(r; v)j  2k

Z 
0
jv(rei')j sin'd' :
Отсюда, с учетом равенства (7.3), получаем
rT (r; v)  
2k
jck(r; v)j; k = 1; 2; : : : : (7:6)
7.3 Функции с полной мерой на мнимой полуоси
Основным результатом раздела является следующая теорема.
Теорема 7.1. Если v 2 SK – субгармоническая функция в C+ беско-
нечного порядка с полной мерой  на мнимой полуоси Y+ = fz : =z =
iy; y > 0g, то ее нижний порядок равен бесконечности.
Доказательство. Будем считать, что 0 =2 supp v. Так как  сосре-
доточена на полуоси Y+, то из формул (7.5) для коэффициентов Фурье
функции v находим:
cn(r; v) = nr
n +
rn
kn2n0
sin
n
2
Z r0
0
tn 1d(t)+
rn sin n2
n
Z r
r0
d(t)
tn+1
  1
rnn
sin
n
2
Z r
0
tn 1d(t); n = 1; 2; : : : :
Выбирая r0 так, чтобы C(0; r0) =2 supp v, получим отсюда:
cn(r; v) = nr
n +
1
n
sin
n
2
Z r
r0
h1
t
r
t
n
 1
t
 t
r
ni
d(t) : (7:7)
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Интегрируя дважды по частям в формулах (7.7), получим:
cn(r; v) = nr
n +
2

~N(r) sin
n
2
+
(n+ 1)rn

sin
n
2
Z r
r0
~N(r)
tn+1
dt  n  1
rn
sin
n
2
Z r
r0
tn 1 ~N(r)dt ; (7:8)
где ~N(r) =
Z r
r0
(t)
t2
dt:
Так как
n  1
rn
Z r
r0
tn 1 ~N(r)dt 
~N(r)(n  1)
rn
Z r
0
tn 1dt =
~N(r)

;
то из (7.8) при n = 1 + 4k, k = 1; 2; : : : , получаем
cn(r; v)
rn
 n + n+ 1

Z r
r0
~N(r)
tn+1
dt+
~N(r)
rn
: (7:9)
Если функция ~N(r) имеет бесконечный порядок, то интеграл, сто-
ящий в правой части этого неравенства, неограничен при r ! 1, так
как Z 1
r
~N(t)
tn+1
dt 
~N(r)
nrn
; n = 1; 2; : : : ;
а правая часть этого неравенства может быть сделана сколь угодно боль-
шой при подходящем выборе r. Учитывая это и неравенство (7.3), из
(7.5), получаем требуемое утверждение.
Если ~N(r) имеет конечный порядок, то существуют положительные
числа K > 0 и  > 0 такие, что ~N(r)  Kr для всех r > 0. Можно
считать  нецелым. Отсюда следует, что
K2r  ~N(2r) 
Z 2r
r
(t)
t2
dt  (r)
Z 2r
r
dt
t2
=
(r)
2r
;
т.е.
(r)  K2+1r+1 :
В этом случае из работы [21] следует, что существует функция g 2
JS порядка  с полной мерой . Тогда функция G = v g 2 J и G  0.
Далее нам понадобится лемма.
Лемма 7.1. Если G 2 J и G  0, то G(z) = =f(z), где f(z) – целая
вещественная функция.
Доказательство. Напомним [33], что целая функция называется
вещественной, если f(R)  R.
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Так как полная мера функции G равна нулю, то из (7.1) следует,
что при любом R > 0
G(z) =
R
2
Z 
0
@G(z; Rei')
@n
G(Rei') d' ; z 2 C+(0; R) :
В правой части стоит гармоническая в полукруге C+(0; R) функция,
непрерывно продолжающаяся нулем на интервале ( R;R). Поскольку
R – произвольное положительное число, то функция G(z) является гар-
монической в полуплоскости C+, непрерывно продолжающейся нулем на
вещественную ось. По принципу симметрии эта функция продолжается
как гармоническая в нижнюю полуплоскость. Таким образом, существу-
ет гармоническая во всей плоскости функция h(z), обращающаяся в нуль
на вещественной оси и такая, что G(z) = h(z) при =z > 0.
Пусть  h1(z) – функция, гармонически сопряженная с функцией
h(z). Тогда f(z) = h1(z) + ih(z) есть целая функция, вещественная на
вещественной оси и h(z) = =f(z). Лемма доказана.
Согласно леммеG(z) = =f(z), где f(z) – целая вещественная функ-
ция,
f(z) =
1X
n=0
anz
n :
Если лишь конечное число an 6= 0, то f(z) – многочлен, следовательно
G и v имеют конечный порядок, что противоречит условию.
Далее
cn(r;G) = anr
n ; n = 1; 2; : : : :
Тогда из неравенства
rT (r; v)  rT (r;G)  rT (r; g)  
2n
cn(r;G)+O(r) 
1
2
an rn +O(r) ; r !1 ; n = 1; 2; : : : ;
следует, что [rT (r; v)] =1. Теорема доказана.
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8 ФУНКЦИИ КОНЕЧНОГО (; ")-ТИПА В
ПОЛУПЛОСКОСТИ
8.1 Введение. Классы функций в верхней полуплоскости
Обозначим через C+ = fz : Im z > 0g верхнюю полуплоскость
комплексного переменного z. Через C(a; r) будем обозначать открытый
круг радиуса r с центром в точке a; через 
+ – пересечение множества 

с полуплоскостью C+: 
+ = 
 \ C+;G означает замыкание множестваG.
Если 0 < r1 < r2, то D+(r1; r2) = C+(0; r2)nC+(0; r1) означает замкнутое
полукольцо.
Пусть SK – класс субгармонических функций в C+, имеющих по-
ложительную гармоническую мажоранту в любой ограниченной области
в C+. Функции класса v(z) SK обладают следующими свойствами [21]:
a) v(z) имеет некасательный предел v(t) почти всюду на вещественной
оси, v(t) 2 L1loc( 1;1);
b) на вещественной пpямой существует знакопеpеменная меpа  такая,
что
lim
y!+0
bZ
a
v(t+ iy) dt = ([a; b])  1
2
(fag)  1
2
(fbg) :
Мера  называется граничной мерой функции v;
c) d(t) = v(t) dt+d(t), где  – сингулярная мера относительно меры
Лебега.
Для функции v 2 SK определим, следуя [21], полную меру  как
(K) = 2
Z
C+\K
Im  d()  (K) ;
где  риссовская мера функции v.
Мера  обладает следующими свойствами:
1)  – конечная мера на каждом компакте K  C,
2)  – положительная мера вне R ,
3)  равна нулю в полуплоскости C  = fz : Im z < 0g.
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Наоборот, если мера  удовлетворяет условиям 1) – 3), то существу-
ет функция v 2 SK, с полной мерой равной . Совокупность условий 1)
– 3) в дальнейшем будем обозначать через {G}, если, кроме того, мера
 неотрицательная и на R , то через fG+g.
Если D – ограниченная область в C+, D1 = D[ (@D\R ), v 2 SK,
z 2 D, тогда
v(z) =
1
2
ZZ
D1
1
Im 
ln
z   z   
 d() + h(z) ;
где h – гармоническая функция в D, а если [a; b]  fR\@Dg, то h допус-
кает непрерывное продолжение нулем на (a; b), ядро
1
Im 
ln
z   z   
 счи-
тается продолженным по непрерывности на вещественную ось. Полная
мера  определяет функцию v 2 SK так же как мера Рисса  определя-
ет субгармоническую функцию в C. Точнее, если функции v1, v2 2 SK и
каждая имеет полную меру , то существует вещественная целая функ-
ция g такая, что v2(z)  v1(z) = Im g(z), z 2 C+.
Субгармоническая в C+ функция v называется истинно субгармо-
нической, если lim sup
z!t
v(z)  0 для любого вещественного числа t 2 R.
Класс истинно субгармонических функций обозначим через JS. Полная
мера функции v 2 JS является положительной мерой, чем и обоснован
термин "истинно субгармоническая функция". Отметим также, что мно-
жество JS является конусом, т.е., если v1, v2 2 JS,   0, то v1 + v2,
v1 2 JS.
Класс истинно дельта-субгармонических функций J определяется
как разность J = JS   JS. Заметим, что J – есть наиболее шиpо-
кий класс -субгармонических функций в полуплоскости, для котоpых
можно опpеделить неванлинновскую хаpактеpистику.
Справедливы следующие утверждения [21]:
Утверждение 1. JS  SK.
Утверждение 2. J = SK   SK.
Из утверждения 2 следует, что SK  J. Тем самым мы можем в
дальнейшем при рассмотрении субгармонических функций ограничится
классом JS, так как функция класса SK представляется в виде разности
двух истинно субгармонических функций.
Для функций v 2 J справедливо представление в полукольце z 2
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D+(R1; R2):
v(z) =   1
2
ZZ
D+(R1;R2)
K(z; ) d()+
+
R2
2
Z
0
@G(z; R2e
i')
@n
v
 
R2e
i'

d'+
+
R1
2
Z
0
@G(z; R1e
i')
@n
v(R1e
i') d' ;
(8:1)
и в полукруге z 2 C+(0; R):
v(z) =   1
2
ZZ
C+(0;R)
G(z; )
Im 
d()+
+
R
2
Z
0
@G(z;Rei')
@n
v(Rei') d' ;
(8:2)
где G(z; ) – функция Грина полукpуга,
@G
@n
– означает производ-
ную по внутренней нормали, ядро под знаком двойного интеграла про-
должается на вещественную ось по непpеpывности пpи jtj  R.
Для заданной меры  обозначим через (t) = (C(0; t)). Пусть
v 2 J, v = v+ v ,  – полная мера функции v,  = +   – жорданово
разложение меpы . Введем следующие характеристики функции v:
m(r; v) :=
1
r
Z
0
v+(re
i') sin'd'; N(r; v; r0) :=
rZ
r0
 (t)
t3
dt ;
T (r; v; r0) := m(r; v) +N(r; v; r0) +m(r0; v); r > r0 ;
где r0 – пpоизвольное, как правило фиксированное, положительное чис-
ло (пpи желании можно считать r0 = 1), которое в обозначениях (если
это не вызывает недоразумений) мы будем опускать (например, вместо
T (r; v; r0) писать T (r; v) и т.д.).
Обозначим
dk(e
i') =
sin k'
sin'
 k 1 d(ei')
(функция sin k'= sin' при ' = 0, , определяется по непрерывности).
Положим k(r) = k(C(0; r)). Справедливо неравенство, которое будет
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использоваться в дальнейшем:
jk(r)j  krk 1jj(r) : (8:3)
Действительно,
jk(r)j =

ZZ
C(0;r)
dk()
 =

ZZ
C(0;r)
sin k'
sin'
 k 1 d()
 
m
ZZ
C(0;r)
 k 1 djj()  krk 1jj(r) :
Отметим формулу Карлемана в обозначениях Гришина:
1
rk
Z
0
v(rei') sin k' d' =
rZ
r0
k(t)
t2k+1
dt+
1
rk0
Z
0
v(r0e
i') sin k' d' ; (8:4)
В частности, для k = 1 имеем
1
r
Z
0
v(rei') sin'd' =
rZ
r0
(t)
t3
dt+
1
r0
Z
0
v(r0e
i') sin'd' : (8:5)
Формула (8.5) может быть записана как
T (r; v) = T (r; v) : (8:6)
Используя теорию эллиптических функций (см., например, [2])
можно получить разложения ядра в формуле (8.1) при R1 = qR, R2 =
R=q, q 2 (0; 1), z = rei,  = ei':
G(z; ) = 2
1X
m=1
1
m(1  q4m)

r
m
1  q
2mr2m
R2m


1  q
2mR2m
 2m

sinm sinm'; qR   < r < 1
q
R ;
(8:7)
G(z; ) = 2
1X
m=1
1
m(1  q4m)
r

m
1  q
2mR2m
r2m


1  q
2m 2m
R2m

sinm sinm'; qR  r <   1
q
R ;
(8:8)
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@G(z; t)
@n
=
2
t
1X
m=1
1
m(1  q4m)

t
r
m
1  q
2mR2m
t2m


1  q
2mr2m
R2m

sinm; qR  jtj  r  R=q ;
(8:9)
@G(z; t)
@n
=
2
t
1X
m=1
1
m(1  q4m)
r
t
m
1  q
2mt2m
R2m


1  q
2mR2m
r2m

sinm; qR  r  jtj  R=q ;
(8:10)
@G
 
z; qRei'

@n
=
4
qR
1X
m=1
1
1  q4m

qR
r
m

1  q
2mr2m
R2m

sinm sinm' ;
(8:11)
@G

z; 1qRe
i'

@n
=
4q
R
1X
m=1
1
1  q4m
qr
R
m

1  q
2mR2m
r2m

sinm sinm' :
(8:12)
Аналогичные разложения ядра в формуле (8.2) имеют вид:
G(z; Rei') =
8>>>>>>>><>>>>>>>>:
2
1X
m=1
1
m
r

m
1  
2m
R2m

sinm sinm' ;
0  r <   R;
2
1X
m=1
1
m

r
m
1  r
2m
R2m

sinm sinm' ;
0   < r  R :
(8:13)
@G(z; Rei')
@n
= 4
1X
m=1
rm
Rm+1
sinm sinm' ; (8:14)
8.2 Сферические гармоники функций класса J
Сферическими гармониками функции v 2 J называются функции
ck(; r; v) =
2 sin k

Z
0
v(rei') sin k' d';  2 [0; ]; k 2 N :
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Пусть  – полная мера функции v 2 J, величина k определена
выше. Тогда
ck(; r; v) = kr
k +
2rk sin k

rZ
r0
k(t)
t2k+1
dt; k 2 N ; (8:15)
где k =
2

r k0 ck(; r0; v) (здесь и далее r0 – фиксированное поло-
жительное число, например, r0 = 1).
Применяя формулу интегрирования по частям к интегралу в пра-
вой части (8.15), получаем
ck(; r; v) = kr
k +
rk sin k
kr2k0
ZZ
C+(0;r0)
sin k'
Im 
 k d()+
rk sin k
k
ZZ
D+(r0;r)
sin k'
 k Im 
d()  sin k
rkk
ZZ
C+(0;r)
sin k'
Im 
 k d()
(8:16)
(здесь и всюду ниже  = ei').
8.3 Суб- и -субгармонические функции конечного (; ")-
типа
Стpого положительная, непрерывная, возрастающая и неограни-
ченная функция (r), определенная на полуоси [0;+1), называется
функцией роста.
Порядком и нижним порядком функции роста  называются вели-
чины:
[] = lim sup
r!1
ln (r)
ln r
; [] = lim inf
r!1
ln (r)
ln r
:
Порядком и нижним порядком функции v 2 J называются вели-
чины [rT (r; v)] и [rT (r; v)].
Пусть "(r) – невозрастающая функция на [0; +1], такая что "(0) =
1, и для некоторого  > 1 неравенство
"(r + r"(r))  ("(r)) (8:17)
верно для всех больших r и для некоторых  > 1.
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Обозначим класс таких функций через E .
Пусть для v 2 J v = v+   v ,  – полная мера v, а  = +     –
жорданово разложение .
Пусть  – функция роста, такая что выполняется условие:
lim inf
r!1
(r)
r
> 0 ; (8:18)
а "(r) – функция класса E . Следуя Хабибуллину, введем определение.
Определение Пусть  – функция роста и " 2 E . Функция v 2 J,
0 =2 suppv, v(0) = 0, называется функцией конечного (; ")-типа, если
существуют постоянные , A и B > 0 такие, что
T (r; v)  A
r("(r))
(r +B"(r)r) :
Обозначим класс таких функций через J((; ")).
Лемма 8.1 Класс J((; ")) – действительное пространство и
JS((; ")) – конус.
Это следует из (8.6) и неравенства T (r;
P
vj) 
P
T (r; vj).
Положительная мера  в комплексной плоскости называется мерой
конечного (; ")-типа, если существуют положительные постоянные ,
A и B такие, что для всех r > 0,
(r)  Ar
("(r))
(r +B"(r)r) : (8:19)
Положительная мера  имеет конечную (; ")-плотность, если су-
ществуют положительные постоянные , A и B такие, что
N(r; ) :=
rZ
r0
(t)
t3
dt  A
r("(r))
(r +B"(r)r) : (8:20)
Лемма 8.2 Если  – мера конечной (; ")-плотности, то она является
мерой конечного (; ")-типа.
Доказательство. Имеем
N(r(1 + "(r)); ) =
r(1+"(r))Z
r0
(t)
t3
dt 
r(1+"(r))Z
r
(t)
t3
dt  (r)
r2(1 + "(r))2
ln(1 + "(r)) :
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Это неравенство и элементарное неравенство
ln(1 + x)  x
1 + x
; x  0 ; (8:21)
приводит к неравенству
N(r(1 + "(r)); )  (r)"(r)
r2(1 + "(r))3
: (8:22)
Далее, из (2.17) получаем
N(r(1 + "(r)); )  A(r(1 + "(r)) +B"(r(1 + "(r)))r(1 + "(r)))
r(1 + "(r))("(r(1 + "(r))))

A(r + r"(r) + 2Br"(r))
r(1 + "(r))("(r))
:
Из последнего неравенства и (8.22) следует неравенство (8.20) для неко-
торых постоянных , A и B.
8.4 Критерий принадлежности функции классу J((; "))
Теорема 8.1. Пусть  – функция роста; " – функция класса E и пусть
v 2 J. Тогда следующие утверждения эквивалентны :
(1) v 2 J((; "));
(2) мера +(v) ( или  (v)) имеет конечную (; ")-плотность и
jck(; r; v)j  A(r +B"(r)r)
("(r))
; k 2 N ; (8:23)
для некоторых положительных ; A; B и всех r > 0.
Здесь (v)=+(v)– (v) – полная мера, соответствующая функции
v.
Доказательство. Докажем 1) =) 2). Нам понадобится следую-
щая лемма.
Лемма 8.3 Пусть v 2 J((; ")). Тогда каждая из мер +(v) и  (v)
имеет конечную (; ")-плотность и справедливо следующее неравен-
ство:
Z
0
jv(rei')j sin'd'  A
("(r))
(r +B"(r)r) : (8:24)
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Доказательство. Мера  (v) имеет конечную (; ")-плотность по
определению класса J((; ")). Тот факт, что +(v) имеет конечную
(; ")-плотность, следует из (8.6). Подобная формула приводит к сле-
дующему результату:
Z
0
v(rei') sin'd'  A
("(r))
(r +B"(r)r) :
Из этого следует (8.24). Теорема доказана.
Из (8.24) следует, что для функции v 2 JS((; "))
jck(; r; v)j 
Z
0
jv(rei')jj sin k'j d'  Ak
("(r))
(r +B"(r)r) : (8:25)
Из формулы (8.4) следует, что
ck(; r; v) =
ck(; r(1 + "(r)); v)
(1 + "(r))k
  2r
k sin k

r(1+"(r))Z
r
k(t)
t2k+1
dt ; (8:26)
Используя элементарное неравенство
k
(1 + a)k
 1
ln(1 + a)
 2
a
; 0 < a  1 ;
и (8.25), мы можем оценить первое слагаемое в правой части (8.26).ck(; r(1 + "(r)); v)(1 + "(r))k
 
Ak(r(1 + "(r)) +B"(r(1 + "(r)))r(1 + "(r)))
(1 + "(r))k("(r(1 + "(r))))

2A(r +B1"(r)r)
("(r))+1
:
(8:27)
Используя (8.3) и (8.19), оценим второе слагаемое в правой части (8.26)
2rk sin k

r(1+"(r))Z
r
k(t)
t2k+1
dt
 
2krk

r(1+"(r))Z
r
j(t)j
tk+2
dt 
Akrk(r +B"(r)r)
("(r))
r(1+"(r))Z
r
dt
tk+1
 A(r +B"(r)r)
("(r))
:
(8:28)
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) Неравенство (8.23) получаем из (8.27) и (8.28).
1) =) 2) доказано. Докажем теперь 2) =) 1).
Допустим, что условие 2) теоремы выполнено. Из этого следует,
согласно неравенству
jc1(r; v)j  A(r +B"(r)r)
("(r))
и формуле (8.5), что если одна из мер +(v) или  (v) имеет конечную
(; ")-плотность, то вторая мера также имеет конечную (; ")-плотность,
и поэтому jj имеет конечную (; ")-плотность. Теперь оценим v+(z), ис-
пользуя формулу (8.2). Принимая во внимание разложение (8.14) в ряд
Фурье, получим R2
Z 
0
@G(z; Rei')
@n
v(Rei') d'
 
2
Z 
0
1X
m=1
rm
Rm
sinm sinm'v(Rei') d'

=

1X
m=1
 r
R
m
cm(;R; v)
  A(R +B"(R)R)("(R))
1X
m=1
 r
R
m
; z = rei :
Положим R = r(1 + "(r)). Тогда R2
Z 
0
@G(z; Rei')
@n
v(Rei') d'
  A
 
r + r"(r) +Br(1 + "(r))"(r + r"(r))
 
"(r + r"(r))
 
1X
k=1
1
(1 + "(r))k
 A1
 
r +B1r"(r)
 
"(r)
1 1X
k=1
1
(1 + "(r))k
=
A1
 
r +B1r"(r)
 
"(r)
1+1 :
Так как функция K(z; ) в (8.2) неотрицательна, то
v+(z)  1
2
ZZ
C+(0;R)
K(z; ) d () +
A1
 
r +B1r"(r)
 
"(r)
1+1 :
Используя ортогональность системы полиномов fsin kg, k = 1; 2; :::, на
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отрезке [0; ] и (8.13), получаемZ 
0
v+(z) sin  d  1
2
Z 
0
ZZ
C+(0;r)
+
ZZ
D+(r;R)

K(z; ) d ()

 sin  d + 2A1
 
r +B1r"(r)
 
"(r)
1+1  12
ZZ
C+(0;r)
sin'
=

r
d ()+
1
2
ZZ
D+(r;R)
sin'
=
r

d () +
2A1
 
r +B1r"(r)
 
"(r)
1+1  12r
ZZ
C+(0;R)
d ()+
2A1
 
r +B1r"(r)
 
"(r)
1+1   (R)2r + 2A1
 
r +B1r"(r)
 
"(r)
1+1 :
Так как мера   имеет конечную (; ")-плотность, то v 2 J((; ")).
Теорема доказана.
Теорема 8.2 Пусть  – функция роста, " 2 E и v 2 JS. Тогда следую-
щие свойства эквивалентны:
1) v 2 JS((; "));
2)
jck(; r; v)j  A(r +B"(r)r)
("(r))
; k 2 N ;
для некоторых положительных , A, B и r > 0.
Эта теорема является следствием из теоремы 8.1, так как мера  
равна тождественно нулю для функций из класса JS.
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9 КАНОНИЧЕСКИЕ ФУНКЦИИ ДОПУСТИМЫХ МЕР В
ПОЛУПЛОСКОСТИ
9.1 Постановка задачи
Многие важные результаты в теории субгармонических функций
получаются с использованием формул представления этих функций.
Наиболее известная их них формула Пуассона-Иенсена, которая даҷт
представление субгармонической функции в круге. Отметим также фор-
мулы Неванлинны, Симидзу-Альфорса, Карлемана, Левина, которые
приведены в [14]. Теория субгармонических функций в полуплоскости
C+ = fz : =z > 0g, созданная А.Ф. Гришиным [21], в значитель-
ной мере опирается на открытые им интегральные формулы. Анало-
гичные формулы при различных ограничениях получали другие авто-
ры [13], [77], [80].
В теории субгармонических функций часто возникает обратная за-
дача: по заданной мере построить субгармоническую функцию, мера ко-
торой в точности совпадает с заданной мерой. Классические формулы
Вейерштрасса, Адамара дают представление целых функций конечно-
го порядка, нули которых совпадают с заданной последовательностью.
Эти формулы были обобщены в работах Рубела [96], Хабибуллина [59],
[60], Малютина и Герасименко [48], Малютина и Садыка [45], Денга [70],
и др. Целью настоящей статьи является получить аналогичные форму-
лы для мер конечного -типа, распределенных в верхней полуплоскости
C+. Основным инструментом работы является метод рядов Фурье, раз-
витый в работах Рубела и Тейлора для мероморфных функций, и рас-
пространенный К.Г. Малютиным на дельта-субгармонические функции
в полуплоскости [42].
Мы вводим понятие канонической функции меры конечного -типа,
распределенной в верхней полуплоскости, которая в случае дискретной
меры совпадает с определением канонического произведения Неванлин-
ны, построенного по нулям функции, аналитической в верхней полуплос-
кости [13].
В дальнейшем будем пользоваться терминологией работы [42]. Кро-
ме того, следуя Титчмаршу [52], будем пользоваться следующими назва-
ниями и обозначениями. Если в некотором рассуждении встречается чис-
ло, не зависящее от основных переменных, то оно называется постоянной.
Для обозначения абсолютных положительных постоянных, не обязатель-
но одних и тех же, мы пользуемся буквами A, B. Может встретиться
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утверждение вроде "jf(z)j < A(Br), следовательно, 3jf(z)j < A(Br)",
которое не должно вызывать недоразумений.
9.2 Меры в верхней полуплоскости
Пусть  – мера, удовлетворяющая условиям fG+g,  – некоторая
функция роста. Для k 2 N обозначим
S+(r; k; ) =
1
k
ZZ
D+(r0;r)
sin k'
 k= d() +
1
kr2k0
ZZ
C+(0;r0)
sin k'
= 
k d() ;
где  = ei', r0 > 0 – фиксиpованное число,
S+(r1; r2; k; ) = S+(r2; k; )  S+(r1; k; ); r1  r2 ;
S 0+(r; k; ) =
1
krk
ZZ
C+(0;r)
sin k'
= 
k d() ;
при этом символ , если это не вызывает недоразумений, будем опускать.
Мера  называется -сбалансированной, если существуют положи-
тельные постоянные A, B, при которых
jS+(r1; r2; k; )j  A(Br1)
rk1
+
A(Br2)
rk2
; (9:1)
для всех r2 > r1 > 0 и k = 2; 3; :::.
Мера  называется -допустимой, если она -сбалансированна и
имеет конечную -плотность.
Мера  называется -взвешенной, если существуют последователь-
ность вещественных чисел  = fkg и положительные постоянные A, B,
при которых для всех r > 0, k 2 N выполняется неравенство
jk + S+(r; k; )j  A(Br)
rk
: (9:2)
В работе [42] было введено следующее определение. Пусть  = fkg
– некоторая последовательность вещественных чисел. Функции
ck(r;; ) = r
k(k + S+(r; k))  S 0+(r; k); k 2 N ; (9:3)
называются коэффициентами Фурье пары (; ).
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Пара (; ) называется -допустимой, если мера  имеет конеч-
ную -плотность и существуют положительные постоянные A, B, при
которых
jck(r;; )j  A(Br); r > 0; k 2 N : (9:4)
Мы введем понятие коэффициентов Фурье меры, которое не зави-
сит от выбора последовательности чисел , а зависит только от самой
меры.
Пусть  – функция роста, a мера  является -допустимой. Поло-
жим p[] =1, если для всех p 2 N
lim inf
r!1 (r)r
 p > 0 ;
и
p[] = min
n
p : p 2 N; lim inf
r!1 (r)r
 p = 0
o
;
в противном случае.
Для 1  k < p[] обозначим через r0k = inf rk, где нижняя грань
берется по всем rk, для которых неравенство
(Brk)
rkk
 2(Br)
rk
(9:5)
выполняется для всех r > 0, а число B удовлетворяет неравенству (9.1).
Для этих k определим
k =  S+(r0k; k): (9:6)
Если p[] <1, то по определению p[] существует последователь-
ность frjg, rj " 1 при j !1, такая, что
lim
j!1
(Brj)r
 p[]
j = 0: (9:7)
Тогда для k  p[] положим
k =   lim
j!1
S(rj; k) : (9:8)
Определение Пусть в определении (9:3) в качестве последовательно-
сти  взяты числа, определяемые формулой (9:6); с заменой rk на r0k;
и формулой (9:8). Тогда коэффициенты Фурье пары (; ) называются
коэффициентами Фурье меры  (соответствующими функции роста
(r)).
Покажем корректность этого определения в случае, когда мера 
-допустима. По предположению имеем
jS+(rm; rj; k; )j  A(Brm)
rkm
+
A(Brj)
rkj
:
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Отсюда следует фундаментальность последовательности fS+(rj; k)g для
k  p[]. Докажем, что предел в (9.8) не зависит от выбора после-
довательности frjg1j=1, удовлетворяющей условию (9.7). Действительно,
пусть fr1jg1j=1 и fr2jg1j=1 две такие последовательности, а 1k и 2k – соот-
ветствующие им пределы в (9.8). При заданном " > 0 выберем номер j0
так, чтобы при j  j0 выполнялись неравенства
j1k + S(r1j ; k)j  "; j2k + S(r2j ; k)j  " :
Тогда
j1k   2kj  j1k + S(r1j ; k)j+ j2k + S(r2j ; k)j+ jS(r1j ; r2j ; k)j 
2"+
A(Br1j )
(r1j )
k
+
A(Br2j )
(r2j )
k
:
И эта разность может быть сделана как угодно малой в силу усло-
вия (9.6).
ОпределениеКоэффициенты Фурье меры  называются -допустимыми;
если они удовлетворяют неравенству (9:4).
Лемма 9.1 Коэффициенты Фурье cn(r; ); n 2 N; меры  являют-
ся -допустимыми тогда и только тогда; когда мера  является -
допустимой.
Доказательство. Пусть коэффициенты Фурье меры  являются
-допустимыми. Отметим неравенство [42, Лемма 4]:
jS 0+(r; k)j 
(r)
r
 N(er; )re
2

: (9:9)
Из неравенства
jc1(r; )j < A(Br)
и формулы (9.3) при k = 1 получаемr1 + 1
Z r
r0
d(t)
t2
+
(r0)
r20
  (r)
r2
  A(Br) :
Отсюда интегрированием по частям в левой части неравенства легко
получить конечную -плотность меры .
Из неравенств (9.4) и (9.9) при k 2 N имеем
rkjk+S+(r; k)j = jck(r;; )+S 0+(r; k)j  A(Br)+
N(r; )r
 ln 2
 A1(Br) :
Таким образом, мера  является -взвешенной. По теореме 3 из [42] она
является -допустимой.
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Наоборот, пусть мера  является -допустимой. Тогда
jck(r;)j  rkjk + S+(r; k)j+ jS 0+(r; k)j ; (9:10)
Если 1  k < p[], то
jk + S+(r; k)j = S+(r0k; r; k) 
A(Brk)
r
0k
k
+
A(Br)
rk
 3A(Br)
rk
: (9:11)
Если же k  p[], то
jk + S+(r; k)
  lim
j!1
S+(r; rj; k)  A(Br)
rk
+ lim
j!1
A(Brj)
rkj
=
A(Br)
rk
:
(9:12)
Из неравенств (9.10), (9.11) и (9.12) следует, что ck(r;) удовлетворяют
условию (9.4). Лемма доказана.
Введем теперь понятие канонической функции -допустимой меры
. Пусть ck(r) = ck(r;) – коэффициенты Фурье меры . Положим
(sei') =
1X
k=1
ck(s) sin k' :
Для s > 0 полагаем
Ps(z) =   1
2
ZZ
C+(0;s)
K(z; ) d(); as(z) =
s
2
Z
0
@G(z; sei')
@n
(sei') d' ;
vs(z) = as(z) + Ps(z) ;
где G(z; ) – функция Грина полукруга C+(0; s),
@G(z; sei')
@n
– ее произ-
водная по внутренней нормали, и функция K(z; ) =
G(z; )
= продолжа-
ется по непрерывности в точки вещественной оси jtj  R.
Положим теперь v(z) = vs(z) при jzj < s.
Определение Функция v(z) называется канонической функцией меры
.
Теорема 9.1 Каноническая функция -допустимой меры  принадле-
жит классу JS; ее коэффициенты Фурье совпадают с коэффициентами
Фурье меры ; а ее полная мера совпадает с мерой .
Доказательство. Прежде всего докажем вспомогательную лемму.
Лемма 9.2 Пусть v1, v2 – субгармонические функции в полукруге
C+(0; R), имеющие при всех k 2 Z одинаковые коэффициенты Фурье.
Тогда v1  v2.
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Доказательство. Так как при любом r, 0 < r < R, коэффициенты
Фурье функций v1 и v2 равны, то почти для всех  2 [0; ] при любом
фиксированном r, v1(rei) = v2(rei) [63, стp. 54]. Утвеpждение леммы
тогда следует из pавенства
v(z) = lim
"!0
1
"2
ZZ
j zj"
v() ds() ;
где ds()–элемент площади. Это можно получить пеpеходом к повтоpно-
му интегpалу
v(z) = lim
"!0
1
"2
ZZ
v(z + sei)s ds d
по области jzj   "  s  jzj+ ", 1(s)    2(s).
Докажем теперь теорему. Согласно (9.4) для каждого s > 0 функ-
ция (sei') принадлежит классу D2 ([64]), где D2 – множество pаспpе-
делений поpядка не выше 2.
Функция vs(z), очевидно, субгармонична в полукруге C+(0; s). По-
кажем, что ck(r; vs) = ck(r) при r  s, k 2 N. Обозначим
Ps(re
i) =
1X
k=1
dk(r) sin k :
Пусть k 2 N. Тогда, используя разложение [13]
@G
 
rei; sei'

@n
=
4
R
1X
m=1
rm
sm
sinm sinm'
и находя коэффициенты Фуpье функции as(rei), получаем
ck(r; vs) =
r
s
k
ck(s) + dk(r) : (9:13)
Коэффициенты Фурье функции Ps(rei) находятся из фоpмулы:
dk(r) = k(Ps) +
rk
kr2k0
ZZ
C+(0;r0)
sin k'
= 
k d()+
rk
k
ZZ
D+(r0;r)
sin k'
= k d() 
1
rkk
ZZ
C+(0;r)
sin k'
= 
k d() :
Отсюда, интегpиpуя по частям и учитывая, что Ps(sei) = 0,  2
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[0; ], находим
k(Ps) =  2

sZ
r0
k(t)
t2k+1
dt =   1
kr2k0
ZZ
C+(0;r0)
sin k'
= 
k d() 
1
k
ZZ
D+(r0;s)
sin k'
= k d() +
1
2kk
ZZ
C+(0;s)
sin k'
= 
k d() :
Подставляя это пpедставление в выpажение для dk(r), получим
dk(r) =   1
rkk
ZZ
C+(0;r)
sin k'
= 
k d() 
rk
k
ZZ
D+(r;s)
sin k'
= k d() +
rk
k2k
ZZ
C+(0;r)
sin k'
= 
k d() :
Кроме того, по определению коэффициентов мeры имеемr
s
k
ck(s) = r
k

k +
1
kr2k0
ZZ
C+(0;r0)
sin k'
= 
k d() +
1
k
ZZ
D+(r0;s)
sin k'
= k d()

  r
k
ks2k
ZZ
C+(0;s)
sin k'
= 
k d() ;
где k определены равенствами (9.4) и (9.6).
Подставляя это выражение и выражение для dk(r) в (9.13), полу-
чаем требуемое равенство для k 2 N.
Если s0 > s, то функция vs0 является продолжением функции vs.
Действительно, при 0  r < s имеем ck(r; vs)=ck(r)= ck(r; vs0), и по лемме
9.2 vs(z)  vs0(z), если z 2 C+(0; s).
Положим теперь v(z) = vs(z) при jzj < s. Очевидно, функция v(z)
субгармоническая и удовлетворяет требованиям теоремы. Единствен-
ность ее следует из леммы 9.2. Теорема доказана.
9.3 Случай уточнeнного порядка в смысле Бутру
В теории субгармонических функций в полуплоскости известно сле-
дующее утверждение, которое является аналогом условия Линделефа
для целых функций конечного порядка. Пусть (r) – уточненный по-
рядок в смысле Валирона, lim
r!1 (r) =  > 1. Для того, чтобы мера ,
удовлетворяющая условиям fG+g, была полной мерой субгармонической
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функции v(z) конечного V (r) = r(r)-роста, необходимо и достаточно,
чтобы при нецелом  выполнялось неравенство
(r)  KrV (r); K > 0 ;
а при целом , чтобы еще дополнительно функция
r
V (r)
[c+ S+(r; ; )]
при некотором c была ограниченной функцией от r.
Следующая лемма является обобщением этого утверждения на слу-
чай, когда (r) является уточненным порядком в смысле Бутру.
Лемма 9.3 Пусть (r) = V (r) = r(r); где (r) – уточненный поря-
док в смысле Бутру; 1 <  = lim inf
r!1 (r);  = lim supr!1
(r);  – мера;
удовлетворяющая условиям fG+g. Справедливы такие утверждения:
1) мера  имеет конечную -плотность тогда и только тогда; когда
(r)  KrV (r); K > 0 ; (9:14)
2)  -допустима тогда и только тогда; когда она удовлетворяет
неравенству (9:14) и при всех целых k; удовлетворяющих неравен-
ству   k  ; существуют вещественные числа k такие; что
функции
1
Lk(r)
[k + S+(r; k; )]
являются ограниченными функциями от r; где Lk(r) =
V (r)
rk
;
3) если [] <    < [] + 1; то каждая мера ; удовлетворяющая
неравенству (9:14); является -допустимой.
Доказательство. 1) Тот факт, что каждая мера , имеющая ко-
нечную -плотность, является мерой конечного -типа, был отмечен вы-
ше. Неравенство (9.14) следует из леммы 9.2.
Наоборот, пусть выполнено условие (9.14). Тогда, используя нера-
венство (2.4) при  = 2, получим
N(r; )  K
Z r
r0
V (r)
r2
dr  K1V (r)
r(   1) ; K1 > 0 :
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2) Пусть k < , k 2 N. Тогда, применяя неравенство (2.4) при
 = k + 1, получаем (считая, что r1  r2)
jS+(r1; r2; k; )j  1

Z r2
r1
d(t)
tk+1
=
(t)
tk+1
r2
r1
+
k + 1

Z r2
r1
(t)
tk+2
dt 
 KV (r2)
rk2
+
K(k + 1)

Z r2
r1
V (t)
tk+1
dt 
K
V (r2)
rk2
+
K(k + 1)

V (r2)
(   k)rk2
+ o

V (r2)
rk2

; r !1 :
Аналогичная оценка получается и при k > , k 2 N:
jS+(r1; r2; k; )j  KV (r1)
rk1
+
K(k + 1)

V (r1)
(k   )rk1
+ o

V (r1)
rk1

; r !1 :
Если k удовлетворяет неравенству   k  , то по предположению
функции [k+S+(r; k; )]=Lk(r) ограничены сверху числомK2 > 0. Тогда
jS+(r1; r2; k; )j  jk + S+(r1; k; )j+ jk + S+(r2; k; )j 
K2(Lk(r1) + Lk(r2)) = K2

V (r1)
rk1
+
V (r2)
rk2

;
т.е. мера  является -сбалансированной, а значит и -допустимой. Об-
ратное следут из теоремы 3 работы [42].
3) Утверждение является следствием п.1) и п.2).
Рассмотрим теперь вид канонической функции меры в случае
функции роста, определяемой порядком Бутру. Это представление ука-
зывает на то, что понятие канонической функции меры в общем случае
является обобщением классических понятий, в частности, представления
аналитической в C+ функции конечного порядка в виде произведения ка-
нонических множителей и интеграла по вещественной оси [13], теорема
3.2. Нам понадобится следующая теорема 5 из работы [42].
Теорема 9.2 Пусть ck(r) = ck(r;; ) – коэффициенты Фурье пары
(; ); удовлетворяющие условию
sup
k2N
ck(r)  C(r); r > 0 : (9:15)
Тогда существует единственная субгармоническая функция v такая;
что ее полная мера (v) =  и ck(r; v) = ck(r) для всех k 2 N и r > 0.
Обозначим
Kp(z; ) =
1
=<
"
ln
z   
z    +
pX
k=1
zk
k

1
k
  1k
#
; p = 1; 2; : : : :
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K0(z; ) =
1
= ln
z   z   
 :
Здесь и ниже мы рассматриваем однозначную ветвь функции ln z
в комплексной плоскости с разрезом по отрицательной полуоси.
Теорема 9.3 Пусть  – -допустимая мера в полуплоскости C+; об-
ладающая свойствами fG+g; и не нагружает некоторую окрестность
нуля. Пусть (r) = V (r) = r(r); где (r) – уточненный порядок в смыс-
ле Бутру;  = lim inf
r!1 (r);  = lim supr!1
(r). Тогда ее каноническая функ-
ция v(z) имеет следующий вид:
v(z) =
1
2
ZZ
K0(z; ) d1() +
1
2
ZZ
Kp(z; ) d2() ; (9:16)
где; 1 – сужение меры  на круг C(0; 1); 2 =   1; p = [].
Доказательство. Обозначим через F (z) функцию, определяемую
правой частью формулы (9.16). Ее полная мера равна  [21]. Так как пол-
ные меры v(z) и F (z) совпадают, то по теореме 9.2 достаточно показать,
что их коэффициенты Фурье равны. Переопределив значения функции
V (r) на конечном отрезке, можно считать, что в неравенстве (9.5) числа
r0k выбраны так, что мера  не нагружает круги C(0; r
0
k). Тогда в формуле
(9.6) числа k = 0, k  p. Для k > p имеем k =  S(1; k).
Получаем, что коэффициенты Фурье функции F (z) определяются
формулами
ck(r;F ) = r
k(k + S+(r; k; F ))  S 0+(r; k; F ); k 2 N ; (9:17)
где k = ck(r0;F ). Поэтому в силу определения коэффициентов Фурье
меры достаточно доказать, что k = k при k 2 N.
Пусть r0 = minkp r0k. Поскольку при jzj < jj
lnKp(z; ) =  <
1X
k=p+1
zk
k

1
k
  1k

=  2
1X
k=p+1
rk
k k
sin k sin k' ;
где z = rei,  = ei', то при k  p ck(r0; F ) = 0. Из (9.17) получаем
тогда, что и k = 0 при k  p, а из неравенствa (9.9), после деления
обеих частей (9.17) на rk и переходом к пределу при r ! 1, получаем,
что k =  S(1; k; F ) =  S(1; k; ) при k > p.
Что и требовалось доказать.
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10 ТЕОРЕМЫ О НЕПОДВИЖНОЙ ТОЧКЕ ДЛЯ
МНОГОЗНАЧНЫХ ОТОБРАЖЕНИЙ
В разделе изучены варианты теорем о существовании решений мно-
гозначных включений в евклидовых пространствах, в том числе теорем
о неподвижной точке для многозначных отображений, основанных на
обобщении “условия острого угла” [30]. Направление исследования ин-
спирировано работами К.Н. Солтанова [51], в которых разработан ме-
тод нахождения неподвижных точек для разрывных отображений. Дру-
гие подходы к установлению наличия неподвижных точек можно найти
в [25].
Пусть En — n-мерное евклидово (вещественное или комплексное)
пространство, h; i — скалярное произведение в En , conv A — выпуклая
оболочка множества A.
Далее будем рассматривать многозначные (в их числе однозначные
и разрывные) отображения подмножеств евклидового пространства. Ес-
ли F1; F2 : X ! Y — два многозначных отображения, то будем говорить,
что F2 есть сужением отображения F1 , если F1(x)  F2(x) 6= ? для всех
точек x 2 X. Скажем, что на множестве A отображение F удовлетворяет
“условию (строгого) острого угла”, если выполнено условие Rehx; yi (>)
 0 для всех пар точек x 2 A, y 2 F (x). Под отображением G = Id  F
понимаем многозначное отображение G : X ! X, ставящее в соответ-
ствие точке x 2 X множество точек G(x) = fx  yj y 2 F (x)g.
Теорема 10.1. Пусть D — область евклидова пространства En, ко-
торая содержит начало координат. Пусть K  D — подмножество
в замыкании этой области, обладающее следующим свойством (): на
каждом луче, выходящем из начала координат, лежит хотя бы од-
на точка, принадлежащая K. Пусть ограничение многозначного отоб-
ражения F : D ! En на подмножество K удовлетворяет “условию
острого угла” и conv F (K) — компакт. Тогда, если F (D)  conv F (K),
то 0 2 F (D).
Доказательство. Предположим, что 0 =2 F (D). Следовательно,
0 =2 conv F (K). Тогда, согласно геометрической форме теоремы Хана-
Банаха, существует гиперплоскость L, которая отделяет начало коор-
динат от conv F (K). Выберем луч l, выходящий из начала координат
перпендикулярно к гиперплоскости L и направленный в сторону проти-
воположную этой гиперплоскости. Согласно условию () этот луч пере-
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сечет множество K. Выберем точку x 2 l \K . С одной стороны точка
F (x) 2 F (K)  conv F (K), а с другой, согласно “условию острого угла”,
образ должен находиться в том же полупространстве по отношению к
гиперплоскости L, что и точка x. Полученное противоречие доказывает
теорему.
Поскольку мы не требовали от отображения F ни однозначности,
ни непрерывности, то, очевидно, справедливо следующее следствие.
Следствие 1. Пусть K  D — подмножество области D, обла-
дающее свойством (). Пусть ограничение многозначного отображе-
ния F : D ! En на подмножество K имеет сужение F1, которое
удовлетворяет “условию острого угла” и conv F1(K) — компакт. То-
гда, если F (D)  conv F1(K), то 0 2 F (D).
Следствие 2. Пусть K  D — подмножество области D, обла-
дающее свойством (). Пусть ограничение многозначного отображе-
ния G = Id   F : D ! En на подмножество K имеет сужение G1,
которое удовлетворяет “условию острого угла” и conv G1(K) — ком-
пакт. Тогда, если G(D)  conv G1(K) , то отображение F имеет
неподвижную точку x 2 F (x).
Теорема 10.2. Пусть D — область евклидова пространства En, ко-
торая содержит начало координат. Пусть K  D — подмноже-
ство в замыкании этой области, обладающее свойством (). Пусть
ограничение многозначного отображения F : D ! En на подмноже-
ство K удовлетворяет “условию строгого острого угла”. Тогда, если
F (D)  conv F (K), то 0 2 F (D).
Доказательство. Предположим, что 0 =2 F (D) и, следователь-
но, 0 =2 conv F (K). Внутренность Int (conv F (K)) будет выпук-
лым открытым множеством, не содержащим начало координат. Если
Int (conv F (K)) = ? , то множество conv F (K) полностью лежит в
некоторой гиперплоскости, поэтому существует гиперплоскость L, ко-
торая проходит через начало координат и которая или полностью со-
держит множество conv F (K) или с ним не пересекается. Если же
Int (conv F (K)) 6= ?, то существует гиперплоскость L, которая прохо-
дит через начало координат и не пересекает множество Int (conv F (K)).
Для произвольного выпуклого множества A с непустой внутренностью
Int A 6= ? справедливо Int A = A. Следовательно, в обоих случаях
множество conv F (K) полностью лежит в одном из замкнутых полупро-
странств, на которые плоскость L разбивает пространство. Теперь, как
и в случае теоремы 1, выберем луч l, выходящий из начала координат
перпендикулярно к гиперплоскости L и направленный в сторону, про-
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тивоположную полупространству, содержащему множество conv F (K).
Согласно условию теоремы этот луч пересечет множество K. Выберем
точку в пересечении x 2 l \ K. Согласно “условию строгого острого
угла”, еҷ образ F (x) должен находиться во внутренности того же полу-
пространства по отношению к гиперплоскости L, что и точка x и, есте-
ственно, не может принадлежать conv F (K). Полученное противоречие
доказывает теорему.
Аналогично следствию 1 справедливо следующее утверждение.
Следствие 3. Пусть K  D — подмножество области D, об-
ладающее свойством (). Пусть ограничение многозначного отобра-
жения F : D ! En на подмножество K имеет сужение F1 , ко-
торое удовлетворяет “условию строгого острого угла”. Тогда, если
F (D)  conv F1(K) , то 0 2 F (D).
Следствие 4. Пусть K  D — подмножество области D, обла-
дающее свойством (). Пусть ограничение многозначного отображе-
ния G = Id   F : D ! En на подмножество K имеет сужение G1,
которое удовлетворяет “условию строгого острого угла”. Тогда, если
G(D)  conv G1(K) , то отображение F имеет неподвижную точку
x 2 F (x).
Замечание 1. Если в предыдущих результатах K  D (подмно-
жество лежит во внутренности области), то все изложенные результа-
ты остаются справедливыми, если рассматривать отображения открытой
области.
Замечание 2. Для справедливости предыдущих результатов до-
статочно существования в пространстве En инвариантного относительно
рассматриваемого отображения подпространства T (т.е. F (T )  T ), для
ограничения F на которое должны выполняться условия соответствен-
ных утверждений.
Пример. Пусть f : B2 ! B2 — разрывное однозначное отображе-
ние замкнутого единичного круга на себя со следующими свойствами.
Если будем рассматривать граничную окружность @B2 как множество
точек S = fz = ei'; 0  ' < 2g, то пусть
f(e') =
8><>:
e' =2 ; 0  '  =2
e'+=2; =2 < '  
e';  < ' < 2
На внутренности круга пусть f — произвольный гомеоморфизм
внутренности круга B2 на открытый единичный полукруг B2  = fz 2
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Int B2; Im z < 0g. Очевидно, что образ f(B2) совпадает с выпуклой
оболочкой множества f(S1), но 0 =2 f(B2).
Этот пример показывает, что в обеих теоремах есть ограничения,
которые невозможно существенно ослабить. В теореме 1 — это требова-
ние компактности conv F (K), а в теореме 2 — “условие строгого острого
угла”.
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ВЫВОДЫ
Важными характеристиками субгармонической функции является
еe порядок и тип. Во втором разделе рассматриваются функции, рост
которых определяется некоторой функцией роста (r). Эффективным
методом при изучении классов таких функций является метод рядов Фу-
рье, который был применeн Л. Рубелом и Б. Тейлором [98] для изучения
свойств мероморфных функций. На случай дельта-субгармонических
функций этот метод был распространeн Я. В. Василькивом и К. Г. Ма-
лютиным. Мы дополняем их исследования, обобщая канонические пред-
ставления целых и мероморфных функций произвольного гамма-роста,
полученные в работах Л. Рубела и Б. Тейлора, аналогичными представ-
лениями суб- и дельта-субгармонических функций. Классическая теоре-
ма Адамара утверждает, что любая субгармоническая функция v поряд-
ка , 0 <  <1, v(0) = 0, может быть представлена в виде
v(z) = RePp(z) +
ZZ
ln
E z ; p
 d(); p = [] ;
где Pp(z) – многочлен степени не выше p, E(u; p) – первичный множитель
Вейерштрасса рода p,  – риссовская мера функции v.
Теоремы 2.1 и 2.4 являются новыми теоремами такого типа. Они на-
ходят своe¨ применение при изучении замкнутых идеалов целых функций
и при решении задач свободной интерполяции в классах целых функций
конечного гамма-типа. Кроме того, если теорема 2.1 является обобще-
нием результатов Л. Рубела и Б. Тейлора на случай субгармонических
функций, то теорема 2.4 не имеет аналогов в предшествующих работах
и является принципиально новой. Важным результатом второго разде-
ла является и теорема 2.2, обеспечивающая существование равномерно
гамма-сбалансированных остатков для любой меры, которая является
мерой Рисса субгармонической в комплексной плоскости функции v(z).
Во втором разделе доказан также ряд лемм, которые имеют как самосто-
ятельное значение, так и применяются при доказательстве других утвер-
ждений.
Представляет также интерес новое доказательство теоремы 2.1, в
которой сформулированы критерии принадлежности дельта-субгармони-
ческой функции к заданнаму классу функций, определяемому некоторой
функцией роста.
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Для классов субгармонических функций конечного порядка за-
служивает внимания теорема 2.3, в которой доказывется эквивалент-
ность представлений в смысле Вейерштрасса и обобще¨нных канониче-
ских представлений, вводимых в работе.
Теория целых функций вполне регулярного роста (в.р.р.) относи-
тельно функции (r), близкой к степенной, созданная в конце 30-х го-
дов XX века независимо друг от друга Б. Я. Левиным и А. Пфлюге-
ром, занимает видное место в комплексном анализе. Исследования по
этой теории продолжаются, одновременно расширяется круг ее прило-
жений – от теории характеристических функций вероятностных зако-
нов и аналитической теории дифференциальных уравнений до теории
краевых задач, представления аналитических функций рядами экспо-
нент и теории субгармонических функций. А. Ф. Гришин перенес теорию
Левина-Пфлюгера на субгармонические функции в комплексной плоско-
сти. Используя метод рядов Фурье, А. А. Кондратюк, обобщил теорию
Левина-Пфлюгера целых функций вполне регулярного роста на меро-
морфные функции произвольного -типа. Эти обобщения были сделаны
им в двух направлениях: 1) рост функций измерялся относительно про-
извольной функцией роста (r); 2) были введены и исследованы классы
мероморфных в комплексной плоскости функций в.р.р.
В работе рассматриваются суб- и дельта-субгармонические функ-
ции вполне регулярного роста в полуплоскости. Техническим аппаратом
при изучении классов таких функций является теория полной меры, ко-
торый была разработана А. Ф. Гришиным. Используя теорию полной ме-
ры и метод рядов Фурье, К. Г. Малютин получил ряд фундаментальных
результатов для суб- и дельта-субгармонических функций произвольно-
го гамма-роста, которые являются аналогами соответствующих резуль-
татов Л. Рубела, Б. Тейлора, Д. Майлза. Четвертый раздел является ло-
гическим продолжением работ К. Г. Малютина и Н. Садыка и посвящe¨н
теории роста суб- и дельта-субгармонических функций в полуплоскости.
Классическая теорема А. А. Кондратюкаа утверждает, что коэффициен-
ты Фурье любой мероморфной функции f порядка  регулярно растут
на бесконечности. Теорема 4.5 является новой теоремой такого типа.
Как и в случае плоскости важным результатом четвертого разде-
ла является и теорема 4.6, обеспечивающая принадлежность идикатора
h(; v) классу L2[0; ].
В четвертом разделе мы предполагали при определении классов
растущих функций, что функция роста (r) удовлетворяет условию
(3.5). Оно необходимо, если мы хотим использовать для определения ро-
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ста классическую неванлинновскую характеристику T (r; v), т.к. неравен-
ство T (r; v)  A(Br)=r уже накладывает это ограничение на функцию
роста . Если мы хотим рассматривать общий случай, без всяких огра-
ничений на функцию роста (например, случай (r) = r, 0 <  < 1),
то мы должны использовать более сложную характеристику, чем неван-
линновская, а именно v 2 J((r)), если
m(r2; v) +m(r1; v) +
r2Z
r1
 (t)
t3
dt  A
r1
(Br1) +
A
r2
(Br2)
для всех r2 > r1 > 0. В этом случае все утверждения нашей работы
имеют место, а их доказательство автоматически повторяет приведенные
выше рассуждения.
Заметим, что это определение и определение, данное выше, совпа-
дают если функция роста удовлетворяет условию (3.5).
Введенное в статье определение порядка, в случае когда функция
v является субгармонической в полуплоскости и (r) = r, совпадает с
определением введенным Л. И. Ронкиным и отличается от определения
формального порядка, введенного А. Ф. Гришиным, и эквивалентных
между собой определений порядка Е. Титчмарша и Н. В. Говорова. Од-
нако, все эти понятия совпадают при  > 1. Качественное их отличие воз-
никает при   1. В этом случае наше определение является наиболее
широким, т.е. субгармоническая функция конечного порядка в смысле
А. Ф. Гришина или Титчмарша–Говорова является функцией конечного
порядка в смысле определения данного в статье.
В пятом разделе получены два критерия разрешимости задачи
простой свободной интерпорляции в классе целых функций, заранее не
фиксированного нормального типа относительно нулевого уточне¨нного
порядка (r). В формулировке первого критерия участвует мера, по-
рожде¨нная узлами интерполяции, в формулировке второго – канониче-
ское произведение, порожде¨нное этими узлами. В предшествующей ра-
боте А.В. Братищева и Ю.Ф. Коробейника такая задача рассматрива-
лась при очень же¨стких ограничениях на уточне¨нный порядок (r), и
тем не менее, часть результатов этой работы, относящаяся к нулевому
уточне¨нному порядку нуждается в корректировке. Основным результа-
том раздела являются две теоремы — Теорема 5.6 и теорема 5.7. От-
метим, что в случае, когда lim
r!1 (r) =  > 0 в теоремах, аналогичных
теоремам 5.6 и 5.7 нет аналога условия 3). Дело в том, что в этом случае,
как показал К. Малютин, условие 3) является следствием предыдущих
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условий. Однако его рассуждения не распространяются на случай, когда
 = 0. Поэтому в теоремах 5.6 и 5.7 появляется специфическое условие 3).
В заключение раздела мы приводим теоремы 5.8 – 5.11, которые можно
рассматривать как примеры на применение теорем 5.6 и 5.7, и которые,
на наш взгляд, имеют самостоятельный интерес.
В шестом разделе рассматривается задача кратной интерполяции
в классе аналитических в верхней полуплоскости функций нулевого по-
рядка и типа не выше нормального. Задача относится к классу задач
свободной интерполяции, которые впервые начал рассматривать А.Ф.
Леонтьев. Получены необходимые и достаточные условия разрешимости
этой задачи. Полученные критерии формулируются как в терминах ка-
нонических произведений, построенных по узлам интерполяции, так и
в терминах неванлинновской меры, определяемой этими узлами. Работа
является продолжением исследований К. Малютина, рассматривавшего
аналогичные задачи в классах аналитических в полуплоскости функций
ненулевого порядка. Основным результатом этого раздела является тео-
рема 6.1.
Седьмой раздел посвящен субгармоническим функциям бесконеч-
ного порядка в полуплоскости с полной мерой на мнимой полуоси. Здесь
доказан (теорема 7.1) аналог одного утверждения из работы [86], в кото-
рой рассматривались целые функции, нули которых лежат на конечной
системе лучей. В частности, доказывалось, что если f – целая функция
бесконечного порядка с положительными нулями, то ее¨ нижний порядок
также равен бесконечности.
В восьмом разделе получены (теорема 8.1) критерии принадлеж-
ности дельта-субгармонической функции к классу функций конечного
(; ")-типа в полуплоскости. Эти критерии формулируются в терминах
коэффициентов Фурье этой функции. Классы мероморфных функций
конечного (; ")-типа были введены Б.Н. Хабибуллиным. Настоящая ра-
бота является естественным продолжением его исследований.
Девятый раздел посвящен обобщению классических результатов
Адамара, Вейерштрасса, Неванлинны о представлении функций на слу-
чай дельта-субгармонических функций в полуплоскости произвольного
гамма-роста. Мы вводим понятие канонической функции меры конеч-
ного -типа, распределенной в верхней полуплоскости, которая в случае
дискретной меры совпадает с определением канонического произведения
Неванлинны, построенного по нулям функции, аналитической в верхней
полуплоскости [13]. Основной результат теорема 9.1.
В десятом разделе исследуются избранные вопросы интегральной
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геометрии. Затронутая проблематика связывает в один узел проблемы
комплексного анализа, топологии и элементы выпуклого анализа. Основ-
ной цикл рассматриваемых задач — это вопросы топологической класси-
фикации обобщенно выпуклых множеств в комплексных пространствах.
Среди таких множеств важную роль играют линейно выпуклые и сильно
линейно выпуклые множества. Геометрические свойства этих множеств,
в отличие от аналитических их свойств, до последнего времени были
мало исследованыю Решен ряд проблем, поставленных Л.А. Айзенбер-
гом, по геометрическому описанию сильно линейно выпуклых множеств.
Показано, что эти множества являются естественным классом, на кото-
ром можно постро- ить комплексную теорию, аналогичную веществен-
ному выпуклому анализу. Все классические результаты выпуклого ана-
лиза находят в подходящей интерпретации комплексную трактовку. Ис-
пользование в доказательствах групп когомологий позволяет преодолеть
сложность, связанную с тем, что комплексная гиперплоскость не разби-
вает пространство. Решенные здесь задачи позволяют по-новому взгля-
нуть на утверждения выпуклого анализа и распространить их на бо-
лее широкий класс множеств даже в вещественном случае. Впервые для
решения задач, которые вообще не удавалось решить, применен метод
многозначных отображений. Исследование графиков этих отображений
приводит к нахождению простых и окончательных решений задач описа-
ния глобальных свойств множества по известным свойствам его сечений
линейными многообразиями. Изучаются классы отображений, инвари-
антные на обобщенно выпуклых множествах. Приводится решение ряда
основных задач обобщенной выпуклости. Но разработанные в ней поня-
тия и методы позволяют ставить вопрос о решении многих других задач
комплексного анализа и применения геометрических и топологических
методов в анализе.
Изучены варианты теорем о существовании решений многозначных
включений в евклидовых пространствах, в том числе теорем о неподвиж-
ной точке для многозначных отображений, основанных на обобщении
“условия острого угла” [30]. Направление исследования инспирировано
работами К.Н. Солтанова [51], в которых разработан метод нахожде-
ния неподвижных точек для разрывных отображений. Другие подходы
к установлению наличия неподвижных точек можно найти в [25]. Основ-
ной результат — теорема 10.1.
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