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Abstract
In this paper we derive (weak) consistency and the asymptotic distribution of pseudo
maximum likelihood estimates for multiple frequency I(1) processes. By multiple fre-
quency I(1) processes we denote processes with unit roots at arbitrary points on the unit
circle with the integration orders corresponding to these unit roots all equal to 1. The
parameters corresponding to the cointegrating spaces at the different unit roots are esti-
mated super-consistently and have a mixture of Brownian motions limiting distribution.
All other parameters are asymptotically normally distributed and are estimated at the
standard square root of T rate.
The problem is formulated in the state space framework, using the canonical form and
parameterization introduced by Bauer and Wagner (2002b). Therefore the analysis covers
vector ARMA processes and is not restricted to autoregressive processes.
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1 Introduction
During the last decades the modelling of trends and seasonal components with time series
models that allow for unit roots and seasonal unit roots has become quite popular. Cointe-
gration and seasonal cointegration have become prominent tools, formalizing the observation
that both trends and persistent seasonal fluctuations that cannot be appropriately modelled
with deterministic components may be present in the data.
Usually the unit roots literature is formulated in terms of (vector) autoregressive or (vector)
autoregressive moving average (ARMA) models. The state space framework, which is – in a
specific sense discussed below – equivalent to the ARMA framework has not obtained a lot
of attention. Early exceptions are given by Aoki (1990) and Aoki and Havenner (1997), who
however focus on the only unit root z = 1. In a recent paper, Bauer and Wagner (2002b), it
has been shown that the state space framework can be used to obtain a convenient represen-
tation as well as a parameterization of rational unit root processes with integer integration
orders corresponding to the different unit roots. The results derived in that paper form the
basis for the statistical analysis presented below. The advantage of the state space represen-
tation is, as will be seen below, that it directly leads to system representations where the
contributions corresponding to the various unit roots are separated in a Granger type repre-
sentation. Note that similar results that separate the nonstationary components of different
integration orders and corresponding to different unit roots are also directly obtained for the
general case of processes with higher integration orders, see Bauer and Wagner (2002b).
Estimation results are presented in this paper for the class of processes where the integration
orders (see Section 2 for precise definitions) are equal to 1 for all unit roots, which we call
multiple frequency I(1), or short MFI(1) processes. The results are based upon optimizing
the Gaussian (pseudo) likelihood over the parameter set that is given from the developed
parameterization. The first result is the consistency proof for the pseudo likelihood esti-
mate. It is then shown that the parameters corresponding to the cointegrating spaces are
estimated super-consistently and all other parameters are estimated with the standard
√
T
rate, T denoting the sample size. Furthermore also the asymptotic distribution is derived.
The parameters corresponding to the cointegrating spaces have an asymptotic distribution
consisting of a mixture of Brownian motions and all other parameters are asymptotically
normally distributed.
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Previous results differ in two aspects from the results presented below: A part of the litera-
ture is focusing only on the unit root z = 1, this includes e.g. Yap and Reinsel (1995), who
derive the maximum likelihood estimator for Gaussian I(1) ARMA processes, or the work of
Johansen (1995) for AR processes. Also the (efficient) regression based approaches of Phillips
(1991a, 1991b) deal with processes integrated only at z = 1. The part of the literature deal-
ing with estimation for processes with arbitrary (but known) locations of the unit roots of
integration orders equal to 1, is developed for AR processes and not for ARMA processes, see
e.g. Lee (1992), Johansen and Schaumburg (1999) or Gregoir (1999b).
Our results, or more specifically the way they are proven, are inspired by results derived
in Saikkonen (1993, 1995). In the consistency proof we extend (in Lemma 3) his stochas-
tic equicontinuity results from I(1) processes to MFI(1) processes. In the derivation of the
asymptotic distribution we draw from Chan and Wei (1988) and the algebraically more con-
venient complex valued version of their results in Johansen and Schaumburg (1999).
A limitation of the results of the paper is the fact that it is assumed that the locations as
well as the integration orders of the unit roots are known or correctly specified. Hence, tests
for these integer valued parameters are called for and likelihood ratio tests would be prime
candidates. However, the material in the paper relies heavily on the assumption of a correct
specification of the unit root structure (for a definition see below), which makes the exten-
sion to misspecification analysis at least not straightforward. There exist various options to
overcome that limitation. For the I(1) case many alternatives are known, both for the AR as
well as the ARMA case. One alternative, related to the present paper as it is also formulated
in the state space framework, is presented in Bauer and Wagner (2002a). In that paper so
called subspace algorithms are used to estimate I(1) processes and to test for the dimension
of the cointegrating space. The computationally cheap subspace algorithms can also be used
as consistent initial estimates for pseudo maximum likelihood estimation. Subspace algo-
rithms are not yet analyzed for processes with unit roots other than z = 1. For a general
configuration of unit roots with corresponding integration orders all equal to 1, Johansen and
Schaumburg (1999) derive tests for determining the dimensions of the cointegrating spaces
for AR processes. It appears possible to extend their result to the ARMA case; compare e.g.
the extension of Johansen’s AR approach for z = 1 to ARMA models by Saikkonen (1992).
The canonical form and parameterization developed in Bauer and Wagner (2002b) covers
more general cases than analyzed in this paper. The statistical analysis of systems with
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higher integration orders, potentially including tests for the cointegrating ranks is an impor-
tant topic of further research.
The paper is organized as follows: In the following section we present the model class and
review some basic facts about state space representations. In Section 3 the canonical form is
presented for the special class of processes we are dealing with in this paper. In this section
also a small example illustrating the canonical form and the parameterization is discussed. In
Section 4 the estimates and their asymptotic properties are discussed. Section 5 summarizes
and concludes with a brief discussion of the results. The proofs are deferred to Appendix A.
In Appendix B for completeness’ sake one parameterization for complex positive lower trian-
gular matrices, which are used throughout the paper, is presented.
Notation in the paper is as follows: N denotes the integers, R the real numbers, C the complex
numbers, P denotes probability and E expectation. For both, vectors and matrices x ∈ Cm×n
the complex conjugate transpose is denoted by x′ and the complex conjugate is denoted by
x¯. Id denotes the d-dimensional identity matrix and 0m×n the m times n zero matrix. →
denotes convergence in probability and d→ denotes convergence in distribution. For a sequence
of random variables fT and a sequence of constants gT , the expression fT = oP (gT ) means
fT /gT → 0 in probability. ‖.‖ denotes the two norm both for vectors and for matrices, both
real and complex. Finally i denotes
√−1, unless explicitly stated differently.
2 The State Space Framework
This section discusses the model set and the assumptions and defines the class of processes
under study. Some links between state space and ARMA representations are briefly discussed.
Readers unacquainted with the state space framework are referred to Hannan and Deistler
(1988, Chapters 1 and 2) for a precise discussion of the links for the stationary case. We
consider in this paper finite dimensional, time invariant, discrete time systems in their state
space representation of the form:
yt = Cxt +Dst + εt
xt+1 = Axt +Bεt
(1)
where yt ∈ Rs, t ∈ N denotes the s-dimensional output, observed for t = 1, . . . , T . xt ∈ Cn
denotes the n-dimensional unobserved state vector and st ∈ Cm accounts for deterministic
variables. The deterministic variables contain the constant as well as seasonal cycles to some
frequencies ωj ∈ [0, 2π). For the corresponding component of the variable st, say st,j , then
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st+1,j = zjst,j holds, with zj = eiωj and s1,j = 1. The constant corresponds, using this
notation, to the frequency 0. The initial state x1 is assumed to be constant. Concerning
εt, t ∈ N we assume that it is a strictly stationary ergodic white noise sequence for which the
following conditions hold.
E{εt|Ft−1} = 0 (2)
E{εtε′t|Ft−1} = E{εtε′t} = Σ0 (3)
Eε4t,a <∞ (4)
where εt,a denotes the a-th component of the vector εt and Ft−1 denotes the σ-algebra spanned
by the past, i.e. by εt−1, εt−2, . . . , ε0. The above conditions on εt are referred to as standard
conditions throughout the paper.
A ∈ Cn×n, B ∈ Cn×s, C ∈ Cs×n, D ∈ Cs×m are complex matrices. Usually it is assumed
that xt, A, B, C and D are real rather than complex, however for (some of) the following
results the use of complex quantities simplifies the algebra considerably. Real valuedness of
the output imposes a number of restrictions on the system matrices (A,B,C,D), see below
for a discussion of the relations between real valued and complex valued system descriptions.
It is straightforward to verify that for given initial value x1 the solution to the system of
VDEs (1) is given by:
yt = Cxt+Dst+εt = CAxt−1+Dst+εt+CBεt−1 = . . . = CAt−1x1+Dst+
t−1∑
j=0
Kjεt−j (5)
The matrix sequence Kj = CAj−1B, j ≥ 1,K0 = I denotes the so called sequence of impulse
response coefficients. Let λmax(A) denote an eigenvalue of A of maximum modulus. Then
for z ∈ C, |z| < |λmax(A)|−1 −  ,  > 0, the transfer function k(z) =
∑∞
j=0Kjz
j converges
absolutely and has the representation k(z) = I+zC(I−zA)−1B. The matrix triple (A,B,C)
is called a state space realization of the transfer function k(z) just defined. It follows by
construction that the resulting k(z) is a rational function. Let S˜n denote the set of all matrix
triples (A,B,C), which correspond to state dimension n, i.e. A ∈ Cn×n and with B and C of
respective dimensions. Define the mapping Π(A,B,C)→ k(z) = I + zC(I − zA)−1B linking
the matrix triple to the corresponding transfer function.
Also conversely, for each rational function k(z), k(0) = I, there exists a state space re-
alization, i.e. a matrix triple (A,B,C) such that k(z) = Π(A,B,C), see Hannan and
Deistler (1988, Chapter 1). It is also a well known fact that for every rational transfer
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function with k(0) = I also representations as an ARMA system exist, i.e. there exist ma-
trix polynomials a(z) =
∑p
j=0Ajz
j , A0 = I, Ap = 0, b(z) =
∑q
j=0Bjz
j , B0 = I,Bq = 0
such that k(z) = a−1(z)b(z) holds. We denote the corresponding mapping attaching the
transfer function k(z) = a−1(z)b(z) to the matrix polynomials (a(z), b(z)) with Π¯. Hence,
for every ARMA system (a(z), b(z)) there exists a state space system (A,B,C), such that
Π(A,B,C) = Π¯(a(z), b(z)). Both, state space as well as ARMA representations of a trans-
fer function k(z) are not unique. For a fixed transfer function k(z) the sets {(A,B,C) ∈⋃∞
j=0 S˜j : Π(A,B,C) = k(z)} and {(a, b) : Π¯(a, b) = k(z)} are called equivalence sets. For
state space systems observationally equivalent representations are obtained by transforming
any representation with nonsingular matrices T , as Π(A,B,C) = Π(TAT−1, TB,CT−1). For
ARMA systems polynomial matrices have the same function, since Π¯(pa, pb) = Π¯(a, b) for all
polynomial matrices p(z) with p(0) = I.
A state space realization of a transfer function k(z) is called minimal, if no observationally
equivalent state space realization with smaller state dimension exists. The concept of minimal-
ity is linked to three matrices: The observability matrix O = [C ′, A′C ′, (A2)′C ′, . . .]′, the con-
trollabilitymatrix C = [B,AB,A2B, . . .] and the HankelmatrixH = OC = [CAi+j−2B]i,j=1,....
For given (A,B,C) ∈ S˜n it is easy to see that the rank of H is at most n. Hence the rank of H
is a lower bound for the minimal state dimension. It can be shown that there always exists a
realization achieving this minimal dimension, hence the minimal order, i.e. the minimal state
dimension, is equal to the rank of H. This integer n is equal to the McMillan degree of the
transfer function (see e.g. Hannan and Deistler, 1988). Under the assumption of minimality,
two state space systems (A1, B1, C1) and (A2, B2, C2) are observationally equivalent, if and
only if there exists a nonsingular matrix T ∈ Cn×n such that A1 = TA2T−1, B1 = TB2 and
C1 = C2T−1. The nonsingular matrices T that generate observationally equivalent state space
systems correspond to changes in the state space basis and result in different factorizations of
the Hankel matrix, then given by H = [OT−1][TC]. The concept corresponding to minimality
in the ARMA framework is left coprimeness (see Hannan and Deistler, 1988, Section 2.2).
Thus, up to now we have established that for each rational transfer function k(z) with McMil-
lan degree n there exists a left coprime ARMA representation (a(z), b(z)), Π¯(a(z), b(z)) = k(z)
and a minimal state space realization (A,B,C),Π(A,B,C) = k(z). From the ARMA frame-
work it is well understood that in a left coprime representation the locations of the roots of the
determinant of the matrix polynomial a(z) determine the integration or stationarity properties
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of the resulting ARMA processes. The analogue for minimal state space realizations are the
locations of the eigenvalues of A: If the poles of k(z) are defined as the roots of det a(z) from
any left coprime matrix fraction description (a(z), b(z)), then λ is a pole of k(z) if and only if
det(I−λA) = 0 for any minimal state space realization (A,B,C) of k(z). Hence, if λ = 0 is a
pole, then λ−1 is an eigenvalue of A. Similarly, if the zeros of the transfer function are defined
as the zeros of det b(z), then λ is a zero of k(z), if and only if det(I − λ(A−BC)) = 0. The
paper deals only with processes with eigenvalues of A smaller or equal than one in absolute
value, this restriction of |λmax(A)| ≤ 1 is called non-explosiveness restriction. In terms of an
ARMA representation we thus assume det(a(z)) = 0, |z| < 1. Similarly we restrict attention
to strictly minimum-phase systems, i.e. to systems where |λmax(A−BC)| < 1 or equivalently
to k(z) such that the zeros of k(z) lie outside the closed unit disc. Hence we exclude systems
with zeros on the unit circle, which occur e.g. if the time series is overdifferenced. Let us
denote the set of all rational transfer functions of McMillan degree n, where the poles are on
or outside the closed unit disc and the zeros are outside the open unit disc by Mn.
For minimal state space representation and left coprime ARMA systems not only the trans-
fer function constitutes a link, but also the solutions to the corresponding vector difference
equations (VDEs) are closely related (cf. Lemma 1 in Bauer and Wagner, 2002b). It can be
shown that for each solution yt, t ∈ N of the system equations (1), there exist initial condi-
tions y0, . . . , y−max{p,q}, ε0, . . . , ε−max{p,q} and deterministic terms Dst, such that yt −Dst is
a solution to the ARMA equations a(z)yt = b(z)εt. Conversely also for each solution zt, t ∈ N
of the ARMA equations, there exist state space realizations (A,B,C), not necessarily of order
n, and an initial state x1 depending on the initial conditions for the ARMA system, such that
zt is a solution to the state space equations. Then defining the deterministic terms suitably,
it can be shown that a state space system of order n can be chosen. In this sense state space
systems and ARMA systems generate identical processes as solutions.
We are now left to give our definition of integrated processes on N. For this we require
the notion of an asymptotically stationary process: A process ut, t ∈ N is called asymp-
totically stationary, if ut =
∑t−1
j=0 cjεt−j for some white noise process εt, t ∈ Z, such that
vt =
∑∞
j=0 cjεt−j defines a stationary process. We always assume here that
∑∞
j=0 ‖cj‖ <∞.
This is sufficient for vt to be stationary. For convenience we will furthermore use the sloppy
notation ut = c(z)εt =
∑t−1
j=0 cjεt−j . The difference operator at frequency ω is defined as
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follows:
∆ω(z) =
{
1− eiωz, ω ∈ {0, π}
(1− eiωz)(1− e−iωz), ω ∈ (0, π) (6)
Further define a linearly deterministic process st to be a process such that supt>t0 E‖st|t0 −
st‖ = 0 for some t0 ∈ N where st|t0 denotes the best linear prediction of st, based on s1, . . . , st0 .
In particular all solutions to the homogenous equation a(z)st = 0 fall into this category. Then
integration is defined as follows:
Definition 1 The s-dimensional real random process yt has integration or unit root structure
((ω1, h1), . . . , (ωl, hl)), with ωk ∈ [0, π], hk > 0 for k = 1, . . . , l, if there exists a linearly
deterministic term st and a matrix D ∈ Cs×m such that
∆h1ω1(z) . . .∆
hl
ωl
(z) [yt −Dst] = c(z)εt (7)
for c(z)εt =
∑t−1
j=0 cjεt−j corresponding to the Wold representation of the stationary process
vt =
∑∞
j=0 cjεt−j with c(z) =
∑∞
j=0 cjz
j = 0 for all |z| = 1.
If c(z) is a rational function of z, yt is called a rational process.
If the unit root structure is given by ((ω1, 1), . . . , (ωl, 1)), the process is called multiple fre-
quency I(1) or short MFI(1) process.
Remark 1 In the above definition the integration orders are defined for the s-dimensional
vector yt, not for the individual components. From the requirement c(eiωk) = 0 for k = 1, . . . , l
it follows that for each unit root at least one component is integrated of order hk. Hence,
the integration order is defined as the maximal integration order over all components. In
particular in the definition it is not required that all components have the same integration
order.
Remark 2 The definition given above incorporates the real valuedness of yt due to the defi-
nition of the filters ∆ω. If one prefers, one can analyze the complex unit roots that occur in
pairs of conjugate complex roots separately, by using the filters (1 − zkz)hk with zk = eiωk ,
ωk ∈ [0, 2π) for k = 1, . . . , l2π say. For later use we partition the deterministic variables
st =
[
(s1t )
′, (s2t )′
]
and collect in s1t ∈ Cl2π the coordinates corresponding the unit roots ωk,
such that (1 − zkz)s1t,k = 0 holds for k = 1, . . . , l2π. In s2t the cyclical components to the
non-unit root frequencies are collected.
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Remark 3 In the definition the linearly deterministic components are subtracted before ap-
plying the filters ∆ω. This implies e.g. that so called trend stationary processes are according
to our definition not integrated. Note also that as a consequence of the definition the first
difference of a process with integration structure (0, 1) is not necessarily asymptotically sta-
tionary. Instead this differences will in general have a Wold decomposition with a nonzero
linearly deterministic process D(st − st−1).
Let us next define also cointegration, where we present the definition of static and dynamic
cointegration for the general case. In this paper we are only interested in MFI(1) processes,
hence the integers hk and hrk in the following definition can be either 1 or 0.
Definition 2 A real valued process yt with integration structure ((ω1, h1), . . . , (ωl, hl)) is
called cointegrated or statically cointegrated of order ((ω1, h1, hr1), . . . , (ωl, hl, h
r
l )) , 0 ≤ hrk ≤
hk, k = 1, . . . , l, where maxk=1,...,l(hk − hrk) > 0 , if there exists a vector β ∈ Rs, β = 0, such
that β′yt is integrated of order ((ω1, hr1), . . . , (ωl, hrl )).
A real valued process yt with integration structure ((ω1, h1), . . . , (ωl, hl)) is called dynami-
cally cointegrated of order ((ω1, h1, hr1), . . . , (ωl, hl, h
r
l )) , 0 ≤ hrk ≤ hk, k = 1, . . . , l, if there
exist vectors β0, β1 ∈ Rs, β0 = 0, β1 = 0, such that β′0yt + β′1yt−1 is integrated of order
((ω1, hr1), . . . , (ωl, h
r
l )), where maxk=1,...,l ‖β0 + β1zk‖(hk − hrk) > 0.
We have already established the fact that the integration properties of the solutions of the
state space equations depend upon the eigenvalues of A, this follows also directly from (5)
and Kj = CAj−1B. Let J = TAT−1 denote the Jordan normal form of A (see e.g. Meyer,
2000) for suitable T . In the Jordan normal form, the eigenvalues are directly seen appearing
along the diagonal, ordered in Jordan segments corresponding to the different eigenvalues,
and the Jordan segments are grouped in Jordan blocks corresponding to chains of generalized
eigenvectors. The matrix J has the following structure:
J =
[
Ju 0
0 Jst
]
=


J1 0 . . . 0
0
. . . . . .
...
...
. . . Jl2π 0
0 . . . 0 Jst


Here the sub-matrices J1 ∈ Cc1×c1 , . . . , Jl2π ∈ Ccl2π×cl2π correspond to the eigenvalues of unit
modulus, ordered according to increasing frequency ωk ∈ [0, 2π) and the matrix Jst accounts
for the eigenvalues with absolute value smaller than 1. It follows directly from the results
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in Bauer and Wagner (2002b) that the process is MFI(1), if all matrices Jk are of the form
Jk = zkIck . This will henceforth be assumed. Partition also B =
[
B′1, . . . , B′l2π , B
′
st
]′ and
C = [C1, . . . , Cl2π , Cst].
We have already discussed that real valuedness of yt imposes a number of restrictions on the
system matrices and the eigenvalues of A. Specifically it holds that for each unit root zk
with ωk ∈ (0, π) there exists an index k′, such that ωk′ = ω¯k and moreover ck = ck′ . For
the corresponding blocks of the system matrices Bk′ = B¯k and Ck′ = C¯k hold. Taking these
restrictions into account, an observationally equivalent representation of the following format,
where the blocks corresponding to pairs of complex conjugate are grouped together, exists:
A =


Jc1(z1) 0 . . . 0
0
. . . . . .
...
...
. . . Jcl(zl) 0
0 . . . 0 Jst

 , C =
[
C1(z1) . . . Cl(zl) Cst
]
, B =


B1(z1)
...
Bl(zl)
Bst


(8)
Again z1, . . . , zl denote the l distinct unit roots with frequency in [0, π]. The matrices
Jk(zk), Bk(zk) and Ck(zk) are of the following form. For zk /∈ {1,−1} we obtain
Jk(zk) =
[
zkIck 0
ck×ck
0ck×ck z¯kIck
]
, Bk(zk) =
[
Bk
B¯k
]
, Ck(zk) =
[
Ck C¯k
]
Transforming this sub-system with
Tk =
[
Ick Ick
iIck −iIck
]
one obtains a real valued representation of the sub-system (TkJk(zk)T−1k , TkBk(zk), Ck(zk)T
−1
k )
corresponding to the pair of complex conjugate roots given by:[
cosωkIck sinωkIck
− sinωkIck cosωkIck
]
,
[
2Brk
−2Bik
]
,
[
Crk C
i
k
]
(9)
where superscript r denotes the real part of a complex number and superscript i is used to
denote the imaginary part, e.g. Ck = Crk + iC
i
k. Thus, these blocks have the double size
compared to the block-size when each root on the unit circle is treated or counted separately.
For the real valued unit roots, the blocks of the system matrices are of the (unchanged) form:
Jck(1) = Ick , Bk(1) = Bk, Ck(1) = Ck for k: zk = 1
Jck(−1) = −Ick , Bk(−1) = Bk, Ck(−1) = Ck for k: zk = −1
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Effectively, the state components are reordered such that the blocks corresponding to pairs
of conjugate complex eigenvalues are showing up as one of the (possibly larger) blocks
(Jck(zk), Bk(zk), Ck(zk)). Denote by xt,k the state components corresponding to the block
for unit root zk and by xt,st the stationary components of the state. For zk /∈ {−1, 1} the
dimension of xt,k is given by 2ck and it is ck for zk ∈ {−1, 1}. From this one directly obtains
the following representation for yt, where we assume for fixing notation that z1 = 1 and
zl = −1 are present. If these unit roots are not present the corresponding matrices can be
set to B1 = C1 = 0 and Bl = Cl = 0 below:
yt = C1(z1)xt,1 + . . .+ Cl(zl)xt,l + Cstxt,st +Dst + εt
= C1B1(x1,1 +
∑t−1
i=1 εt−i) +
∑l−1
k=2
[
CkBk(zt−1k x1,k +
∑t−1
i=1 z
i−1
k εt−i)
]
+∑l−1
k=2
[
C¯kB¯k(zt−1k x1,k +
∑t−1
i=1 z¯
i−1
k εt−r)
]
+ ClBl(x1,l +
∑t−1
i=1(−1)i−1εt−i)+
Dst + kst(z)εt
(10)
where kst(z) = I +
∑∞
j=1CstJ
j−1
st Bstz
j denotes the stable part of the transfer function and
the second equation above is derived from the first one by using the state transition equation
xt+1 = Axt + Bεt and the initial conditions for the nonstationary components of the state,
partitioned accordingly to the structure of the partitioning of the state xt. The above repre-
sentation (10) of yt directly shows the contribution of the stochastic trend (corresponding to
unit root z = 1) and the stochastic cycles corresponding to the (pairs of complex conjugate)
unit roots z2, . . . , zl. In this sense representation (10) constitutes a generalization of Granger’s
representation theorem to MFI(1) ARMA processes. The contribution to yt stemming from
the unit root zk (and its complex conjugate z¯k) is given by:
CkBk
t−1∑
i=1
zi−1k εt−i + C¯kB¯k
t−1∑
i=1
z¯i−1k εt−i + CkBkz
t−1
k x1,k + CkBkz
t−1
k x1,k
It is the sum of the conjugate complex stochastic cycles at frequency ωk and ω¯k respectively
and the effects of the initial values
CkBkz
t−1
k x1,k+CkBkz
t−1
k x1,k = 2 [R(CkBkx1,k) cos (ωk(t− 1))− I(CkBkx1,k) sin (ωk(t− 1))]
whereR denotes the real part and I the imaginary part of a complex quantity. This expression
clearly is real valued. Minimality implies (cf. Lemma 2 of Bauer and Wagner, 2002), that
Ck and Bk are of full rank. For the MFI(1) case it is seen that the number of Jordan blocks
(all of size one) corresponding to the eigenvalues zk equals the number of common cycles
corresponding to this unit root. This motivates the definition of the state space integration
structure:
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Definition 3 The state space integration structure or state space unit root structure of a real
valued MFI(1) process is given by Ω = {(ω1, c1), . . . , (ωl, cl)}, where zk = eiωk with ωk ∈ [0, π]
denotes the unit roots ordered according to increasing frequency and ck denotes the number of
common trends respectively common cycles corresponding to the unit root zk.
Remark 4 If the restriction to real valued processes is omitted, the state space integration
structure is to be defined incorporating all unit roots ωk ∈ [0, 2π) separately. A similar remark
also applies to the integration structure in Definition 1 and the definition of cointegration in
Definition 2. In case that integration or cointegration is analyzed for only one (complex) root
zk with frequency in ωk ∈ [0, 2π), we use the term complex integrated or complex cointegrated
if the resulting time series are filtered with the complex filter (1− zkz) only.
If one wants to keep the analysis at a maximum level of generality, furthermore the cointe-
grating vectors β and the dynamic cointegrating relationships β(z) = β0 + β1z can be allowed
to have complex valued coefficients β, β0 and β1.
Note that in order to ensure that also kst(z) and xt,st generate real valued output, similar
restrictions as for the nonstationary part have to hold for the stable eigenvalues of A and
the corresponding sub-blocks of Bst and Cst. Note, however, that due to the block-diagonal
structure of the Jordan normal form J , the stable part of the transfer function is decoupled
from the nonstationary part and thus (Ast, Bst, Cst) can be dealt with independently of the
unit roots. Therefore, any real canonical form and parameterization for kst(z) can be used.
The system representation developed above allows to investigate the contribution of each
unit root ωk ∈ [0, 2π) to the output separately. Consequently it is also possible to consider
(complex) cointegrating relationships that wipe out only the nonstationary contributions
corresponding to one unit root of a pair of complex conjugate roots. The number of common
cycles for a unit root zk is given by the rank of CkBk, the same number of complex conjugate
cycles is then also present for the unit root z¯k. As already mentioned above, for minimal
representations it can be shown (cf. Lemma 2 in Bauer and Wagner, 2002b) that the rank
of both Bk and Ck is equal to ck, i.e. both matrices have full rank. Thus, there exists a
matrix C⊥k ∈ Cs×rk with 0 ≤ rk = s − ck ≤ s, such that (C⊥k )′C⊥k = Irk and (C⊥k )′Ck = 0,
i.e. C⊥k spans the orthogonal complement to the space spanned by Ck. Now, multiplying yt
from the left by (C⊥k )
′, using e.g. equation (10), one immediately sees that the columns of
C⊥k span the complex cointegrating space corresponding to the unit root zk. It is obvious that
12
the cointegrating space to the complex conjugate root is given by (C⊥k ) = (C¯k)
⊥. Thus, the
complex valued cointegrating space that wipes out the stochastic cycle corresponding to zk
and z¯k is given by the intersection of the spaces spanned by C⊥k and (C¯k)
⊥. For a vector β
only contained in the span of C⊥k but not in the complex conjugate space, the resulting series
β′yt still contains the nonstationarities corresponding to the unit root at z¯k and is complex
valued.
For complex unit roots also dynamic cointegrating relationships may be present, these are
linear polynomials in the backward shift operator β(z) = β0 + β1z, with β0, β1 ∈ Rs or Cs.
The developed state space representation is also very revealing in showing why cointegrating
relationships of this form may be present for MFI(1) processes. Look only at one term of
representation (10) to obtain
(β′0 + β
′
1z)CkBk
t−1∑
j=1
zj−1k εt−j = β
′
0CkBkεt−1 +
[
β′0Ckzk + β
′
1Ck
]
Bk
t−2∑
j=1
zj−1k εt−j−1
Thus, dynamic complex cointegration at the unit root zk occurs for
[
β′0 β′1
] [ Ckzk
Ck
]
= 0 (11)
Using the stacked notation β(z) =
[
β′0 β′1
]′, also the dynamic cointegrating relationships
are found via orthogonality relationships over a space of dimension 2s.
Also in the corresponding real valued system representation the dynamic cointegrating re-
lationships can be recovered via orthogonality relationships: Denoting the real matrices as
given in (9) by (Ak,R, Bk,R, Ck,R) it follows that
(β0 + β1z)
′Ck,R
t−1∑
i=1
Ai−1k,RBk,Rεt−i = β
′
0Ck,RBk,Rεt−1+
(
β′0Ck,RAk,R + β
′
1Ck,R
) t−2∑
i=1
Ai−1k,RBk,Rεt−i−1
and thus the common cycle is eliminated, if and only if
[
β′0 β′1
] [ Ck,RAk,R
Ck,R
]
= 0 (12)
which again is a simple orthogonality restriction, of the same type as (11) in the complex rep-
resentation. In Bauer and Wagner (2002c) it is shown, that also for processes with higher inte-
gration orders, all higher order polynomial cointegration vectors of the form β(z) =
∑q
j=0 βjz
j
can be found using similar orthogonality restrictions.
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3 A Parameterization for MFI(1) Processes and an Example
In the previous section it has been shown that each solution to the system equations (1) with
state space integration structure Ω = {(ω1, c1), . . . , (ωl, cl)} is an MFI(1) process. In fact it
can be shown that each rational MFI(1) process can be given a state space representation,
see the following corollary, where we denote with Mn(Ω) ⊂Mn the set of all rational transfer
functions k(z) ∈Mn, which correspond to state space integration structure Ω.
Corollary 1 Let yt, t ∈ N denote a real valued rational MFI(1) process. Then there exists a
minimal order n and a state space realization (A,B,C) ∈ Sn, such that yt, t ∈ N is generated
by the state space equations (1) for some suitable initial value x1 ∈ Cn. Consequently there
exists a state space integration structure Ω, such that k(z) = Π(A,B,C) ∈Mn(Ω).
PROOF: The corollary is a special case of results derived in Theorem 1 in Bauer and Wagner
(2002b).
Thus, for each rational MFI(1) process state space representations exist. For estimation
purposes identifiability has to be ensured, i.e. a unique representative of the class of observa-
tionally equivalent systems has to be selected. This is done by so called canonical forms. In
the previous section the discussion showed that restricting the A-matrix to be (with possibly
a specific ordering to obtain the blocks Jk(zk)) in Jordan normal form leads directly to a
very revealing representation of the system dynamics, e.g. with respect to the contributions
attributable to the various unit roots, see (10). However, restricting the A-matrix to be in
the discussed format does not achieve identification. Look for simplicity of the argument
again only at one block corresponding to one unit root, (Jk, Bk, Ck). Then it holds for any
nonsingular matrix Tk, that the (sub)system (Jk = TkJkT−1k , TkBk, CkT
−1
k ) is observationally
equivalent and also has its A-matrix in Jordan normal form. Hence, further restrictions have
to be imposed on either the B- or the C-matrix, or both. The canonical representation, devel-
oped in Bauer and Wagner (2002b), places the further required restrictions only on the blocks
Ck, which are, as has been seen in the previous section, linked via orthogonality relationships
to the cointegrating spaces. A canonical representation is obtained by requiring the matrices
Ck to be orthonormal, i.e. C ′kCk = Ick and positive lower triangular. A complex matrix C is
called positive lower triangular (p.l.t.), if it is of the form (see Ober, 1996 for a definition and
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properties):
C =


0 0 . . . 0
cj1,1
...
...
... 0
...
... cj2,2
. . . 0
...
... cjm,m
...
...
...
...


(13)
Here cji,i > 0, i = 1, . . . ,m, 1 ≤ ji < ji+1 ≤ n, i = 1, . . . ,m − 1, is without restriction of
generality real valued. I.e. the first non-zero element in each column of C is positive, which
explains the name positive lower triangular.
For the canonical form just described, a parameterization follows immediately. The block-
diagonal structure implies that the nonstationary and the (asymptotically) stationary part
can be treated completely separately. For given state space integration structure Ω, the part
of the A-matrix corresponding to the eigenvalues of modulus one is completely determined.
Therefore there are no free parameters corresponding to the nonstationary part of A. With
respect to the blocks Ck, k = 1, . . . , l, the restriction to orthonormality and to p.l.t. format
have to be taken into account. The latter introduces additional integer parameters to de-
scribe the structure of the p.l.t. matrices, see (13). In Appendix B one parameterization for
orthonormal p.l.t. matrices is described. This specific parameterization is based on stereo-
graphic projections. All entries in the matrices Bk, k = 1, . . . , l are free parameters. Here
minimality implies that the matrices Bk are of full rank. For the stationary part, kst(z), any
suitable parameterization can be employed, e.g. echelon parameters.
Let θ denote a multi-index comprising Ω, the state space integration structure, the indices
describing the p.l.t. structure of the matrices Ck (θplt = θplt(Ω)) and indices necessary to
describe kst(z), the stable part of the transfer function (θst). Note that θplt depends upon Ω.
Denote by Θ(Ω) the set of all feasible parameters θ = [Ω, θplt, θst] corresponding to a given
Ω. The set Mn cannot be parameterized continuously, see Hazewinkel and Kalman (1976).
Hence, continuous parameterizations have to be based on a partitioning ofMn. In our case we
partition Mn =
⋃
θM
θ
n, where M
θ
n denotes the set of all transfer functions k(z) ∈Mn, which
correspond to the index θ. When concentrating on the nonstationary part, it is convenient
to partition Mn only according to Ω. Then Mn =
⋃
ΩMn(Ω), where Mn(Ω) =
⋃
θ∈Θ(Ω)M
θ
n.
The following corollary now presents some results concerning a canonical form and a param-
eterization of the set M θn(Ω).
15
Corollary 2 For each transfer function k(z) ∈ Mn(Ω),Ω = {(ω1, c1), . . . , (ωl, cl)}, which
generates a real rational multiple frequency I(1) output process, there exists a unique state
space system (A,B,C), such that Π(A,B,C) = k(z) and such that
• (A,B,C) is in the form (8), where (Jst, Bst, Cst) is e.g. in the echelon canonical form
(see Hannan and Deistler, 1988, Chapter 2),
• where C ′kCk = Ick and Ck is p.l.t. for k = 1, . . . , l.
Collect in θ = [Ω, θplt, θst] for given Ω the integration structure, a set of integers specifying
the structure of the p.l.t. matrices Ck, k = 1, . . . , l and the integer parameters for the stable
part of the transfer function kst(z). Let ck(zk) = ck for zk = ±1 and ck(zk) = 2ck else. Then
a set of parameters is given by
• τ¯st ∈ Rdst(θ), the parameters for the stationary sub-system Π(Ast(τ), Bst(τ), Cst(τst)) =
kst(z) e.g. obtained from the echelon canonical form.
• τB ∈ R(
∑l
k=1 ck(zk))×s, the parameters for the matrices B1 ∈ Cc1(z1)×s, . . . , Bl ∈ Ccl(zl)×s.
• parameters τu for the matrices C1(τu) ∈ Cs×c1 , . . . , Cl(τu) ∈ Cs×cl, such that Ck(τu)′Ck(τu) =
Ick and Ck(τu) is p.l.t. for k = 1, . . . , l and where the p.l.t. structure is determined by
θ. One possibility to derive these parameters τu is presented in Lemma 10 given in
Appendix B.
Let ρ denote the mapping attaching the parameter τ ∈ Rdθ to a transfer function k(z) ∈
M θn(Ω). Further let T (θ) = ρ(M
θ
n(Ω)). Then, for each τ = [τ
′
u, τ
′
B, τ¯
′
st]
′ ∈ T (θ) according to
the above restrictions, let
A(τ) = diag(Jc1(z1), . . . , Jcl(zl), Ast(τ¯st))
B(τ) = [B1(z1, τ)′, . . . , Bl(zl, τ)′, Bst(τ)′]′,
C(τ) = [C1(z1, τ), . . . , Cl(zl, τ), Cst(τ)]
Then Π(A(τ), B(τ), C(τ)) ∈M θn(Ω) and the subset T ◦(θ) ⊂ T (θ), such that (A(τ), B(τ), C(τ))
is minimal, is open and dense in T (θ). The mapping ϕ : T (θ) → M¯ θn(Ω), τ → k(z, τ) is a
parameterization of M θn(Ω), i.e. it is bijective and furthermore it is also continuous. Here
T (θ) is endowed with the Euclidean metric and Mn with the so called pointwise topology (see
Hannan and Deistler, 1988).
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PROOF: The corollary is a special case of Theorem 2 in Bauer and Wagner (2002b).
For given state space integration structure Ω and given structure index θ, the above result
provides a parameterization of the set of all transfer functions Mθn(Ω). Note again that in the
parameterization the nonstationary and the stationary part are decoupled. This implies that
the stationary part can essentially be analyzed using well known techniques for stationary
processes. Parameterizing the stationary part with echelon parameters, as formulated in
the corollary, is only one possibility, any commonly used parameterization with the usual
properties may be employed. Also the parameterization of the matrices Ck can be chosen
by the user, given that some properties like differentiability are fulfilled (see the detailed
discussion of Theorem 2 in Bauer and Wagner, 2002b). The parameterization presented in
Appendix B is just one possibility in this respect.
The parameterization presented in the corollary takes into account the restriction that yt is
assumed to be real valued. Hence, parameters only have to be found for one of the blocks
corresponding to pairs of conjugate complex unit roots (i.e. for Bk and Ck). If one wants
to drop the restriction that yt is real valued the results holds true with the obvious change
that the blocks to each of the unit roots have to be parameterized. Note also that the
parameterization is described in terms of real valued parameters.
The importance of the topological properties of the parameterization is discussed in detail
in Bauer and Wagner (2002b). Let us therefore only briefly discuss the main issues: On the
sets T ◦(θ) ⊂ T (θ) the mapping ϕ is a homeomorphism and twice continuously differentiable.
This continuity property implies that convergence to the true transfer function in the set
M θn(Ω) implies also convergence of the parameter vectors. Thus, it is sufficient to derive
consistency at the level of transfer functions, which is the approach followed in the next
section in Theorem 1. If furthermore the true parameter vector corresponds to an interior
point of T (θ), linearization techniques can be employed in deriving asymptotic distributions
of parameter estimates (see Theorem 2 below). Let us also note the fact that there exists
a θ such that M θn(Ω) is ’generic’ in Mn(Ω), i.e. contains almost all transfer functions. This
choice of the index (θplt, θst) can be chosen as a starting point for optimization in the likely
case that the integer parameters collected in θ, for given Ω are unknown. For the stationary
part the generic choice for the integer parameters depends upon the chosen parameterization,
and for the nonstationary part it is easily seen that the generic case corresponds to matrices
Ck with entries along the main diagonal. Within the estimation procedure the suitability of
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the chosen index has to be tested and a re-specification may turn out to be advisable.
To illustrate the results discussed so far, this section is closed with a small example. Consider
a model (e.g. for quarterly observations) with unit roots at ±1,±i and output dimension
s = 4. For simplicity any short-run dynamics are neglected (i.e. kst(z) = Is):
A =


1 0 0 0
0 −1 0 0
0 0 i 0
0 0 0 −i

 , B =


1 0 0 0
0 1 0 0
0 0 1 −i
0 0 1 i

 ,
C =


1/
√
2 1/
√
3 1/2 1/2
1/
√
2 1/
√
3 −1/2 −1/2
0 0 1/2− i/2 1/2 + i/2
0 1/
√
3 0 0


This system is already given in the discussed (complex) canonical form, each of the blocks
of C, in this case the four columns, is p.l.t. and has norm 1. The state space integration
structure is given by Ω = {(0, 1), (π2 , 1), (π, 1)}. Note that although the matrices A, B and C
contain complex numbers, the output generated by this system is real valued. This can be
verified by computing the impulse response coefficients Kj = CAj−1B, which are real valued
for all j ≥ 1.
Parameters for the system are given next: The real valued parameters for B are τB =
[B1, B2, Br3, B
i
3]
′, where Bk denotes the k-th row of B. The parameter vector τC consists
of parameters for the columns of C in the following way, using the parameterization proposed
in Appendix B. The columns C1 and C2 are real valued, hence the stereographic projection
in R4 leads to τC,1 = [(2 +
√
2)−1, 0, 0]′ and τC,2 = [(3 +
√
3)−1, 0, (3 +
√
3)−1]′. Columns 3
and 4 corresponding to complex conjugate roots are linked via complex conjugacy. For these
the real valued parameter vector is obtained from performing the stereographic projection
in R7, stacking the real and the imaginary part of the third column of C, where the first
component of the imaginary part is restricted to be zero and hence can be omitted. This
results in τC,3 = [−1/3, 1/3, 0, 0,−1/3, 0]′. Summing up in this example the parameter space
T (θ) is of dimension 28, 16 dimensions from B and 12 from C. Additionally T (θ) is restricted
to fulfill that ‖τC,k‖ ≤ 1, k = 1, 2, 3 and the rows of B have to be different from 0 (due to
minimality). The structure index θplt = [1, 1, 1], which indicates (the generic case) that the
first entry in each column of C is not equal to 0, θst and τ¯st are empty in this example.
As discussed already in the previous section, the cointegrating spaces can directly be seen
from the canonical system representation. The complex valued cointegrating spaces cor-
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responding to the four different unit roots are given by the ortho-complements in C4 of
the respective columns of C = [C1, C2, C3, C4]. For the unit roots 1 and −1 a real val-
ued basis of the respective cointegrating spaces is directly found and we obtain: C⊥1,C =
{(1,−1, 0, 0)′, (0, 0, 1, 0)′, (0, 0, 0, 1)′}, C⊥2,C = {(0, 0, 1, 0)′, (1,−1, 0, 0)′, (1, 0, 0,−1)′}. For the
unit roots at ±i we find the (complex conjugate) cointegrating spaces to be C⊥3,C = (C¯4,C)⊥ =
{(1, 1, 0, 0)′, (0, 0, 0, 1)′, (1 + 3i, 0, 1 − 2i, 0)′}. Here, as expected, complex quantities appear.
The intersection of the cointegrating spaces corresponding to the roots ±i is spanned by
{(0, 0, 0, 1)′, (1, 1, 0, 0)′}, where now again directly a real valued basis is found. From the above
spaces one sees, as the intersection of all four spaces is 0, that there exists no cointegrating
relationship that wipes out all nonstationarities. There exist however linear combinations
that wipe out two or three unit roots: dim(C⊥1,C ∩C⊥2,C) = 2 and dim(C⊥1,C ∩C⊥3,C ∩C⊥4,C) = 1.
I.e. there exist two linear independent cointegrating relationships that wipe out the unit
roots at ±1, and one cointegrating relationship that wipes out the unit roots at 1,±i (given
by (0, 0, 0, 1)′). Thus, in these linear combinations of the output only the complex pair of
unit roots at ±i and the unit root −1 respectively are present.
Let us finally turn to discuss also a real valued system representation, which is obtained by
transforming the sub-system corresponding to the pair of unit roots ±i, compare (9):
AR =


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 −1 0

 , BR =


1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2

 ,
CR =


1/
√
2 1
√
3 1/2 0
1/
√
2 1/
√
3 −1/2 0
0 0 1/2 −1/2
0 1/
√
3 0 0


As only the sub-system corresponding to the roots ±i is transformed, only the corresponding
sub-blocks of (A,B,C) have changed. E.g. it is obvious to see that the third and fourth
column of CR are the real respectively the imaginary part of C3 from the complex canonical
representation. Statements concerning the real valued cointegrating spaces follow immedi-
ately. The cointegrating spaces corresponding to the roots 1 and −1 coincide with the ones
derived above, as there already a real valued basis has been given. A difference to the above
considerations is that now only real valued linear combinations of the basis vectors are admit-
ted. The real valued cointegrating space to ±i is given by C⊥3,4,R = {(1, 1, 0, 0)′, (0, 0, 0, 1)′}.
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It is the ortho-complement in R4 to columns three and four of CR or equivalently the inter-
section of C⊥3,C ∩ (C⊥4,C = (C¯3,C)⊥) with R4.
The very last point in the discussion of the cointegration properties of the system is to find
the dynamic cointegrating relationships, compare (12). The matrices corresponding to the
roots ±i are given by:
A3,R =
[
0 1
−1 0
]
, B3,R =
[
2 0
0 2
]
, C3,R =


1/2 0
−1/2 0
1/2 −1/2
0 0

 ,
Hence, the solution to equation (12) is a 6-dimensional space, using again the stacked notation
β(z) = [β′0, β′1] ∈ R8. Hence, six basis vectors have to be given. Four basis vectors are derived
from the already presented static cointegrating vectors C⊥3,4,R by taking the vectors as well
as lagging them, e.g. β0 = [0, 0, 0, 1]′, β1 = 0 and vice versa. The remaining two linearly
independent vectors are given by [0, 0, 1, 0]′ + z[0, 2, 1, 0]′ and [1, 3, 1, 0]′ + z[0, 0,−1, 0]′.
4 Pseudo Maximum Likelihood Estimation
After having laid the necessary foundations in the previous section, we can now turn to the
central aim of the paper, namely to pseudo maximum likelihood estimation of the parameters
introduced in the previous section for rational MFI(1) processes in the developed state space
representation.
We first have to clarify the meaning of pseudo maximum likelihood estimation. To this
end start with the assumption that εt is Gaussian distributed. Under this assumption it
immediately follows that also yt, t ∈ N is Gaussian distributed, since x1 is assumed to be
constant. Furtheron let (A0, B0, C0) and (τ0, D0) (and Σ0) respectively refer to the true
system, whereas the quantities (A,B,C) and (τ,D) (and Σ) refer to any system in the con-
sidered class of systems. Define εt(τ,D) =
∑t−1
j=0K
−
j (τ)(yt−j − Dst−j), where k−1(z, τ) =∑∞
j=0K
−
j (τ)z
j denotes the power series expansion of the inverse transfer function k−1(z) =
Is−zC(In−(A−BC)z)−1B, which converges uniformly for |z| ≤ 1 due to the strict miniphase
assumption. It now follows from the definition of the inverse of the transfer function, that∑i
j=0K
−
j (τ)Ki−j(τ) = δ0,i. Consequently it holds that
εt(τ0, D0) = εt +
t−1∑
j=0
K−j (τ
0)[C(τ0)A(τ0)t−j−1x1]
20
and thus as expected εt(τ,D) is an estimate of the innovation sequence. It follows that also
εt(τ,D) is Gaussian distributed, as it is given by an inverse filtering of yt, which is then
Gaussian itself. Therefore −2/T times the log likelihood function as a function of (τ,D,Σ)
can be written as
LT (τ,D,Σ; y1, . . . , yT ) = log detΣ + 1
T
T∑
t=1
εt(τ,D)′Σ−1εt(τ,D)
In case that the sequence εt is not Gaussian distributed, this function is not the (log) likelihood
function. However, the Gaussian likelihood still constitutes a useful criterion to optimize,
hence the name pseudo maximum likelihood estimation. Especially we will show below that
maximizing the Gaussian likelihood leads under the standard assumptions (formulated in
Section 2) on the noise sequence εt to consistent estimates.
With respect to the deterministic variables st, the results will be presented for two scenarios:
In the first case the situation, where it is known, that there are no deterministic components
st present in the process, is considered. This case is equivalent to assuming D0 = 0 and
moreover the restriction D = 0 is imposed. In the second scenario it is assumed, that the
coefficient matrix D corresponding to correctly specified st is included in the estimation, i.e.
all deterministic components present in the process are included in the estimation. Note,
that it follows e.g. from (5) that the effect of the initial state is contained in the term
CAt−1Bx1 = 2
∑l
j=1R(Cjzt−1j Bjx1,j)+CstAt−1st Bstx1,st. Here the first summand fulfills that
(1 − zkz)zt−1k x1,k = (zt−1k − zt−1k )x1,k = 0 and can thus be alternatively be attributed to the
corresponding coordinate s1t,k of st. Hence a nonidentifiability exists with regard to the effects
of the initial state in the coordinates corresponding to the unit roots and the effects of the
deterministic terms contained in Dks1t,k, where Dk denotes the column of D corresponding to
s1t,k. In order to make the representation unique, we assume C
′
kDk = 0. From the arguments
given above it follows, that this is no restriction of generality. The second summand above
converges to zero at an exponential rate and therefore does not influence the asymptotic
behavior of the estimates. Hence, in the first scenario one effectively assumes, that there are
no deterministic terms present in the process, which cannot be interpreted as the effects of
nonzero initial conditions for the state.
The (pseudo) likelihood just defined, allows to solve for an explicit expression with respect
to D. I.e. the likelihood can be concentrated and one obtains Dˆ = D(τ,Σ): Consider the
derivative of LT with respect to the (i, j)-th entry in D, which is denoted as ∂LT for simplicity
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of notation:1
∂LT (τ,D,Σ; y1, . . . , yT ) = − 2
T
T∑
t=1
(k−1(z, τ)Ei,jst)′Σ−1
[
k−1(z, τ)(yt −Dst)
]
(14)
Here Ei,j denotes a matrix of zeros except at the (i, j)-th entry, which is equal to unity. There-
fore Ei,jst = eist,j , where ei denotes the i-th vector of the canonical basis and st,j denotes the
j-th component of st. Consider k−1(z, τ)st,j more closely: k−1(z, τ)st,j = k−1(zj , τ)st,j+(1−
zjz)k˜j(z, τ)st,j . Since (1 − zjz)st,j = 0 by construction of st, it follows that k−1(z, τ)st,j =
k−1(zj , τ)st,j . Using this, equation (14) can be modified to
k−1(zj , τ)′Σ−1
1
T
T∑
t=1
(k−1(z, τ)yt)st,j = k−1(zj , τ)′Σ−1
m∑
r=1
(
1
T
T∑
t=1
st,rst,j
)
k−1(zr, τ)Dr
(15)
with Dr denoting the r-th row of D. The above equation (15) holds for all j = 1, . . . ,m
and consequently defines Dˆ as the solution to the equations. Note that k−1(z¯j , τ) is singular,
hence the solution to the set of equations (15) can only be found in e.g. the least squares
sense. It will be shown in the course of the proof of Theorem 1 that indeed a solution exists.
Using this solution as an estimated Dˆ = D(τ,Σ), the pseudo likelihood can be concentrated to
LT (τ, Dˆ,Σ; y1, . . . , yT ). In case no deterministic terms are included in the estimation, Dˆ = 0.
The next step is to minimize the function LT (τ, Dˆ,Σ; y1, . . . , yT ) with respect to the innovation
variance Σ (where the subsequent analysis has to provide a justification for the validity of
this step) to obtain the minimum Σˆ = T−1
∑T
t=1 εt(τ, Dˆ)ε
′
t(τ, Dˆ). Hence, after these two
concentration steps, the concentrated likelihood is up to an additive constant given by:
LT (τ ; y1, . . . , yT ) = LT (τ, Dˆ, Σˆ; y1, . . . , yT ) = log det{T−1
T∑
t=1
εt(τ, Dˆ)ε′t(τ, Dˆ)} (16)
Given the multi-index θ the pseudo maximum likelihood estimate is obtained by maximiz-
ing (16) over a compact parameter set S(θ) ⊂ T (θ) as
τˆ = arg min
τ∈S(θ)
LT (A(τ), B(τ), C(τ); y1, . . . , yT )
The above minimization problem is solved over a subset of a real vector space, which can be
tackled with any general purpose optimization algorithm, e.g. the Gauss-Newton algorithm
or other gradient based methods. For the applicability of this type of optimization procedures
1Note that in general D is complex valued, hence differentiation takes place with respect to complex
quantities. The required changes if D is parameterized using real valued parameters (to parameterize the real
and imaginary part respectively) are obvious.
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it is necessary that the parameterization possesses some basic properties such as differentiabil-
ity, which have been derived in Bauer and Wagner (2002b) for the parameterization reviewed
in the previous section.
The estimation procedure starts from a given multi-index θ which also comprises the given
state space integration structure Ω. The inclusion of the integration structure is a drawback
of the results.
The parameter vector τ is partitioned in τ = [τ ′u, τ ′st]
′ as follows: In τu the parameters
corresponding to the matrix Cu = [C1(z1, τ), . . . , Cl(zl, τ)] are collected. All other param-
eters are contained in τst = [τ ′B, τ¯
′
st]
′. The reason for this partitioning is the fact that the
parameters τu, corresponding to the cointegrating spaces, are estimated super-consistently,
and all elements of τst are estimated with the standard rate T 1/2. Let the parameter space
according to τu be denoted as Θu. We have already stated before that the parameteriza-
tion presented in Appendix B is only one choice for parameterizing orthonormal p.l.t. ma-
trices. In order to keep the proof parameterization independent, Θu is chosen to be the
set of all s × c matrices Cu = [C1(z1), . . . , Cl(zl)], such that Ck(zk) ∈ Cs×ck(zk), where
Ck(zk) = [Ck, Ck] for zk /∈ {0, π} and Ck(zk) = Ck else, such that Ck is p.l.t. and addi-
tionally C ′kCk = Ick holds. Consequently we will synonymously use Cu for τu. The topology
in this set is induced by the following metric: The distance between Cu, Du ∈ Θu is defined
as dist(Cu, Du) = maxk=1,...,l{max(‖(Is − Cu,kC ′u,k)Du,k‖, ‖(Is − Du,kD′u,k)Cu,k‖)}. In this
metric a sequence of matrices Cu,T converges to Cu if and only if all subspaces spanned by
the columns of Cu,k,T converge to the subspace spanned by Cu,k.
Note that the results presented in this section also hold true if the parameterization presented
in Appendix B is used. In this case Θu is a subset of Rdu for some integer du (specified in
Appendix B). The results derived below can easily be applied to different parameterizations of
Cu, provided that the mapping attaching the parameters τu (in the chosen parameterization)
to the matrices Cu is continuous and differentiable. A final advantage of chosing the set of
matrices directly is the fact that the integer parameters θplt become obsolete. They only need
to be introduced in the actual parameterization.
In the course of the proof restrictions are placed on the parameter vector. These restrictions
are placed on the whole parameter vector and lead to possible dependence of the restrictions
on the set of valid parameter vectors τst on τu. For a given τu ∈ Θu denote with Θτust the set of
parameter vectors τst that fulfill the given restrictions. It follows from the formulation of the
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restrictions, that there exists a neighborhood Θ0u around the true value τ
0
u and a neighborhood
Θ0st of the true value τ
0
st, such that Θ
0
u ×Θ0st ⊂ T (θ).
Remark 5 Also for the parameter space Θst a similar approach as for Θu could be chosen.
τst = [τ ′B, τ¯
′
st]
′, where τ¯st is the parameter vector corresponding to kst(z). Now, it is possible to
either assume that τ¯st ∈ Rdst for some integer dst corresponding to a particular neighborhood
of the echelon canonical form (given that in θ the relevant indices correspond to the echelon
canonical form). This choice makes Θτust a subset of a real vector space, which can be endowed
with e.g. the Euclidean metric. Alternatively it is possible to use τ¯st = kst(z) in the set of
all rational, stable transfer functions of McMillan degree exactly equal to n − c. This set is
then endowed with the pointwise topology and the consistency proof could be given directly at
the level of the transfer function. This choice together with the above choice for Cu would
render the introduction of the structure index θ unnecessary, only the state space integration
structure would remain to be given.
Let k0(z) = k(z, τ0u , τ
0
st) = zC
0
u(I − zJ0u)−1B0u + kst(z, τ0st) ∈ M θn(Ω) denote the true transfer
function, where τ0 =
[
(τ0u)
′, (τ0st)′
]′ denotes the true parameter vector and J0u denotes, as
already in Section 2, the matrix corresponding to the unit roots zk, k = 1, . . . , l as specified
in Ω. The notation k(z, τ) ∈ Mθn(Ω) is used to make the dependence on the backward-shift
and the parameter vector explicit. Further denote by (A0, B0, C0) the state space canonical
form representation corresponding to k0(z) as provided in Corollary 2 (also for blocks of
these matrices the superscript 0 will be used to denote the true quantities) and by τˆ again
the parameter vector optimizing LT (τ) over a suitably restricted compact parameter set
S(θ) ⊂ T (θ). Then, the following result can be shown, whose proof in connection with some
useful lemmata is given in Appendix A:
Theorem 1 (Consistency) Let yt be a rational MFI(1) process generated by a system of
the form (1), where the white noise εt is a strictly stationary martingale difference sequence
fulfilling the standard assumptions. The initial state is assumed to be constant.
Let the true multi-index θ be known and let the unit root frequencies be denoted by ωk ∈ [0, π]
for k = 1, . . . , l. Assume that S(θ) ⊂ T (θ) is compact and that
max
k=1,...,l
{ max
τ∈S(θ)
‖k−12,k(eiωk , τu, τst)‖} < ∞ (17)
where k2,k(z, τ) = k(z, τ) − zCk(τ)(I − zeiωkI)−1Bk(τ). Assume that k(z, τ) is uniformly
stably invertible, i.e. maxτ∈S(θ) |λmax(A(τ)−B(τ)C(τ))| < 1− ρ, for some ρ > 0.
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With respect to the deterministic variables st we investigate two cases: In the first case no
deterministic terms are included in neither the true process nor the estimation (i.e. D =
D0 = 0). In the second case the true deterministic terms st are included in the estimation. In
both cases the (pseudo) maximum likelihood estimate [τˆ ′u, τˆ ′st]′ ∈ S(θ) obtained by maximizing
LT (τ) over S(θ) converges in probability to the true parameter vectors τ0u and τ
0
st. Furthermore
T γdist(τu, τ0u)→ 0 in probability for all 0 < γ < 1, i.e. τu is estimated super-consistently.
For the second case the following asymptotic behavior occurs: If (1 − zkz)st,i = 0 holds, for
the i-th column of Dˆ, then C0k(C
0
k)
′Dˆi → 0, (I − C0k(C0k)′)Dˆi → D0i , i.e. the components in
the range space of C0k converge to zero, whereas the components in the ortho-complement of
the range space of C0k are estimated consistently. If st,i does not correspond to a unit root,
then Dˆi → D0i .
Some of the assumptions formulated in Theorem 1 are stronger than the assumptions usually
made in a stationary setting. Most notably the assumption concerning uniformly bounded
zeros of the system and the bound on the maxima of the inverses stated in equation (17).
The first assumption guarantees that for all systems with τ ∈ S(θ) the value of the transfer
function is bounded away from zero uniformly at the unit roots. The second bound is of a
purely technical nature, and is possibly not a necessary condition. If one wants to perform
misspecification analysis in order to e.g. develop test procedures for the unit roots, the above
assumptions possibly need to be weakened: It has to be expected that zeros or poles of the
likelihood estimate approach the unit circle when Ω is misspecified. This is, however, left for
future research.
Concerning the rates of convergence note, as already mentioned above, that the parameter
vector τu (consequently also Cu) is estimated super-consistently. This implies that also the
cointegrating spaces are estimated super-consistently for all unit roots. The parameters for
Bu and the parameters corresponding to kst(z) are estimated with the standard rate T 1/2.
The distributional result is referring to finite dimensional parameters. Hence, a specific pa-
rameterization for Cu has to be chosen. In the following we use the results of Corollary 1
and the parameterization for orthonormal p.l.t. matrices given in Appendix B. Also D has to
be parameterized if it is estimated; otherwise it is restricted to zero. D contains, apart from
the restriction that the output yt is assumed to be real valued, only free parameters, and real
valued parameters are given by parameterizing the real and imaginary part.
The derivation of the asymptotic distribution follows the usual scheme. It proceeds in two
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steps and is based on linearization arguments around the true parameter value τ0. The first
step is the derivation of the asymptotic distribution of the score vector and the second step is
to derive convergence of the suitably normalized Hessian of the log likelihood function. The
approach is inspired by Saikkonen (1995) and the proof of the theorem is given in Appendix A:
Theorem 2 (Asymptotic Distribution) Let yt be a real valued MFI(1) process generated
by a system of the form (1). Let S(θ) denote the compact set of parameter vectors over which
the pseudo likelihood is optimized. Let the assumptions of Theorem 1 hold. Let the true
transfer function k0(z) correspond to τ0, an interior point of S(θ). Denote by τˆ = [τˆ ′u, τˆ ′st]′
the optimizing vector of the pseudo likelihood LT over S(θ), then if no deterministic terms st
are neither included in the true process nor in the estimation,
T (τˆu − τ0u) d→ Zu
T 1/2(τˆst − τ0st) d→ N(0, V )
where Zu is a mixture of Brownian motions and N(0, V ) is a multivariate normal with mean
zero and variance V . Detailed expressions for Zu can be obtained from the expressions given
in Lemma 8 and Lemma 9 in the proof contained in Appendix A.
If the deterministic terms Dst are included in the estimation, let d = [vec(R(D))′, vec(I(D))′]′
and let d0 denote the corresponding true parameter value. Then
√
T (dˆ− d0) d→ N (0, VD)
where VD ≥ 0. In this case in the limiting distribution of T (τˆu − τ0u) the Brownian motions
Wk(u), contained in the expression for Zu, have to be replaced by the corresponding demeaned
Brownian motions Wk(u)−
∫ 1
0 Wk(u)du.
Note that the results on the asymptotic distribution directly lead to hypotheses tests on the
parameters in the usual way, this includes also tests on the cointegrating relations.
5 Summary and Conclusions
In this paper we have shown that the state space framework is very suitable for the analysis
of MFI(1) processes. MFI(1) processes, short for multiple frequency I(1) processes, are pro-
cesses that are integrated of order 1 at a finite set of unit roots spread over the unit circle.
We have discussed and derived pseudo maximum likelihood estimates and their asymptotic
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distribution, where we allow for the presence of deterministic cycles and a constant. The
term pseudo maximum likelihood refers to the maximization of the Gaussian likelihood for
errors that are not necessarily normally distributed, but only have to fulfill the standard as-
sumptions formulated in Section 2. The main advantages of the state space framework are
the simplicity of the representation of the system dynamics and cointegration properties. The
second advantage is the equivalence of state space systems to ARMA systems, by which we
overcome the common limitation in the literature to study autoregressive processes only.
The estimation results are based on a state space canonical form and parameterization that
are discussed in the context of MFI(1) processes in Section 3. The results presented in this
section are a special case of more general representation results derived for systems with inte-
ger integration orders corresponding to the various unit roots in Bauer and Wagner (2002b).
The presented canonical representation has a couple of convenient features. E.g. it allows to
obtain the cointegrating spaces solely from the matrix C. All cointegrating relationships, both
static and dynamic, can be found via simple orthogonality relationships. In the presentation
we use complex quantities, this simplifies both the algebra and leads also to more directly
interpretable results concerning the nonstationary contributions to the output attributable
to the different unit roots. As interest in econometrics is commonly restricted to real valued
output processes, the implications of this restriction on the system matrices are discussed in
detail. Based on this discussion, for a simple example system both real and complex valued
canonical representations are presented for illustrative purposes. The fact that the cointe-
grating relationships are found via orthogonality constraints holds completely analogously for
both the real as well as the complex valued representation. In the real valued representation
the interplay of the complex conjugate contributions stemming from conjugate complex unit
roots is highlighted.
The parameters describing the cointegrating spaces, τu, are shown to be estimated super-
consistently, whereas all other parameters are estimated at rate T 1/2. This difference, as
expected, has implications for the respective limiting distributions. τu has a mixture of Brow-
nian motions limiting distribution. The precise form of the limiting distribution depends upon
the state space integration structure and upon the inclusion of deterministic terms in the es-
timation. The latter is a standard feature in the unit roots and cointegration literature. τst
and, if included in the estimation, also D are asymptotically normally distributed.
The main drawback of the results in this paper is the assumption of a correctly specified
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state space integration structure in the likelihood optimization problem. This complicates
the development of test procedures for the dimensions of the cointegrating spaces at the var-
ious unit root frequencies. As mentioned already in the introduction, in Bauer and Wagner
(2002a) a partial remedy to this problem is presented. In that paper, formulated in the state
space framework in the same way as presented in this paper, various tests for the dimension
of the cointegrating space are presented for the I(1) case. Estimation and testing in that pa-
per are based on so called subspace algorithms. These are computationally extremely cheap
procedures that not only lead to test procedures but also lead to consistent initial estimates
for an I(1) likelihood estimation as a special case of the results presented in this paper. An
alternative might be to use VAR approximations with orders increasing with sample size in
testing for the various unit roots, analogously to previous results of Saikkonen (1992) and
Saikkonen and Luukkonen (1997) in the I(1) case. However, this is left as a topic for further
research.
Also a couple of other important questions are still open: The canonical form is constructed
for processes with higher integration orders. Hence, the derivation of estimates for the ge-
neral case is an important task. It seems in principle possible to extend the pseudo maximum
likelihood approach pursued here for the MFI(1) case to higher order integrated processes. A
second open point is the inclusion of (linear) trends in the present framework.
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A Proofs
Proof of Theorem 1 (Consistency)
The proof follows a similar line of thought as illustrated in the example given in Saikkonen (1995,
Section 5). The key property in Saikkonen’s work is the continuous convergence of certain quantities,
which has also been developed in Saikkonen (1993). Instead of Saikkonen’s Condition 3.1. (1993,
p.160) we will use the following uniform equicontinuity condition, that is later shown to hold for the
required quantities:
Condition 1 (USE - Uniform Stochastic Equicontinuity) A sequence Xn(τ), τ ∈ Θ is said to
fulfill Condition USE, if for every sequence τn → τ and every  > 0, δ > 0 and η > 0 there exists an
integer n( , η, δ) such that P{supt∈B(τn,δ) ‖Xn(t)−Xn(τn)‖ >  } ≤ ηδ for n ≥ n( , η, δ). Here B(x, r)
denotes the open ball with center x and radius r.
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This condition ensures that the convergence is uniformly in the parameter space. In our special case
of a compact parameter space we obtain the following consequence:
Lemma 1 Assume that Xn(τ), τ ∈ Θ fulfills Condition USE, where Θ is compact. Further assume
that for each fixed τ ∈ Θ the sequence Xn(τ)→ 0 in probability for n→∞. Then supτ∈ΘXn(τ)→ 0
in probability for n→∞.
PROOF: Fix  > 0, δ > 0. Let τ1, . . . , τk denote k points, such that ∪ki=1B(τi, δ) covers Θ. Due to the
assumed compactness of Θ a finite cover exists. Since Xn(τ) fulfills Condition USE, there exists for
each i an integer ni( , η, δ) such that the probability that the error supτ ′∈B(τi,δ) ‖Xn(τ ′)−Xn(τi)‖ >  /2
is smaller than ηδ for n ≥ ni( , η, δ). If η =  /(2kδ) is chosen,
P{sup
τ∈Θ
‖Xn(τ)‖ >  } ≤ P{ sup
τ∈∪B(τi,δ)
‖Xn(τ)‖ >  }
≤
k∑
i=1
P{ sup
τ∈B(τi,δ)
‖Xn(τ)−Xn(τi) +Xn(τi)‖ >  }
≤
k∑
i=1
P{ sup
τ∈B(τi,δ)
‖Xn(τ)−Xn(τi)‖ > ε/2}+ P{‖Xn(τi)‖ >  /2}
≤ kηδ +
k∑
i=1
P{‖Xn(τi)‖ >  /2}
and this can be made arbitrarily small by choosing n large, since kηδ =  /2 and Xn(τi)→ 0 in prob-
ability. 
In order to establish the fulfillment of this property, a key input are some convergence results that
are summarized in the following lemma. Note that in the following lemmata we refer to the complex
quantities and accordingly the roots are allowed to vary in the interval [0, 2π). By xt(zk) we denote
the state components corresponding to exactly one unit root zk. This is not to be confused with xt,k
which collects all components corresponding to pairs of complex conjugate unit roots.
Lemma 2 Let ω1, . . . , ωl2π denote l2π distinct frequencies in [0, 2π) and let εt be a martingale dif-
ference sequence fulfilling the standard assumptions with nonsingular innovation variance Σ0. Fur-
ther let xt+1(zk) = zkxt(zk) + Bkεt, x1(zk) = x1, zk = eiωk and st+1(zk) = zkst(zk), s1(zk) = 1 for
k = 1, . . . , l2π. Here x1 is a complex valued constant vector. Let δk = 1 for zk = ±1 and δk = 1√2 else.
Further let δkWk(w), k = 1, · · · , l2π denote the weak limit of T−1/2
∑[Tw]
t=1 zk
tεt, where [Tw] denotes
the integer part of Tw. Wk(w) and Wj(w) are independent for j = k. Wk(ω) = W rk (ω) + iW ik(ω),
where W rk (ω) denotes the real part and Wk(ω) the complex part of the random variable, which are
independent real valued random walks with variance Σ0.
Then the following statements hold:
i) T−1
∑T−j
t=1 εtε
′
t+j → δ0,jΣ0 in probability, where δ0,j = 1 for j = 0 and zero else.
ii) T−1
∑T
t=1 xt(zk)ε
′
t
d→ δ2kBk
∫ 1
0
Wk(w)dWk(w)′ =: X(zk)
T−1
∑T
t=1 st(zk)ε
′
t → 0
iii) T−2
∑T
t=1 xt(zk)xt(zk)
′ d→ δ2kBk
∫ 1
0
Wk(w)Wk(w)′dwB′k =: Z(zk)
T−1
∑T
t=1 st(zk)st(zk)
′ = 1.
iv) For zk = zj it holds that T−2
∑T
t=1 xt(zk)xt(zj)
′ → 0 and
T−1
∑T
t=1 st(zk)st(zj)
′ → 0 in probability.
v) T−3/2
∑T
t=1 xt(zk)st(zk)
′ d→ δk
∫ 1
0
BkWk(w)dw =: Y (zk)
and T−3/2
∑T
t=1 xt(zk)st(zj)
′ → 0 in probability for zk = zj.
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PROOF: The proof of the lemma is in many parts a direct consequence of results obtained in Johansen
and Schaumburg (1999), Lemma 5, Theorem 6 and Corollary 7. One difference is the inclusion of
starting values, which however does not influence the asymptotic behavior. This follows, since the
initial effects can be alternatively represented in the appropriate term Dst(zk).
Also the results concerning st(zj) are standard, except for the cross terms with xt(zk). For zj = zk
the proof is analogous to the proof of equation (22) in Johansen and Schaumburg (1999) and for the
case zj = zk the continuous mapping theorem leads to the stated results. 
A difference to Johansen and Schaumburg (1999) is that we investigate the unit roots separately
for the interval [0, 2π). This is however only a notational extension, as of course X(zk) = X(z¯k) holds
for the complex unit roots and analogous results also apply to Y (zk) and Z(zk).
In the expressions for the pseudo likelihood function, terms that can be represented as filtered versions
of the observations yt show up, where the filters depend upon the parameter values. This necessitates
to understand the convergence properties of estimated sample covariances of expressions of the form
l(z, τ)xt(zk) =
∑t−1
j=0 Lj(τ)xt−j(zk), where l(z, τ) =
∑∞
j=0 Lj(τ)z
j denotes a family of stable transfer
functions parameterized by the parameter vector τ . The notation here indicates, that the summation
is only performed for t > 0 or equivalently xt(zk) = 0, t < 0 is assumed. A family of transfer
functions l(z, τ), τ ∈ Θ is called uniformly stable, if there exist constants C <∞, 0 < ρ < 1, such that
supτ∈Θ ‖Lj(τ)‖ ≤ Cρj , i.e. the decay in the transfer function coefficients is exponential and uniform
in the parameter set. For quantities of this form in the following lemma the asymptotic behavior is
clarified and for each of the considered expressions Condition USE is established. The lemma parallels
Theorem 4.2 in Saikkonen (1993, p.167) in which he establishes his Condition 3.1.
Lemma 3 Let l(z, τ) =
∑∞
i=0 Li(τ)z
i, k(z, τ) =
∑∞
i=0Ki(τ)z
i, τ ∈ Θ be two uniformly stable families
of rational transfer functions of finite McMillan degrees less or equal to n, where it is always assumed
that the transfer functions are of the correct dimensions. Let εt be a martingale difference sequence ful-
filling the standard assumptions with nonsingular innovation variance Σ. Furthermore let ω1, . . . , ωl2π
denote l2π distinct frequencies in [0, 2π) and let zk = eiωk . Furthermore xt(zk), st(zk), X(zk), Y (zk)
and Z(zk) are as defined in Lemma 2.
The following asymptotic results hold for each fixed τ ∈ Θ
i) T−1
∑T
t=1 l(z, τ)εt(k(z, τ)εt−i)
′ →∑∞r=0 Lr+i(τ)ΣKr(τ)′ in probability for i ≥ 0.
T−1
∑T
t=1 l(z, τ)st(zk)(k(z, τ)εt)
′ → 0.
ii) T−1
∑T
t=1 l(z, τ)xt(zk)(k(z, τ)εt)
′ d→
l(zk, τ)X(zk)k(zk, τ)′ − l(zk)zkBkΣk˜(0)′ + lim
t→∞El˜(z, τ)Bkεt−1(k(z, τ)εt)
′
where l(z, τ) = l(zk, τ) + (1− zkz)l˜(z, τ), k(z, τ) = k(zk, τ) + (1− zkz)k˜(z, τ).
iii) T−2
∑T
t=1 l(z, τ)xt(zk)(k(z, τ)xt(zk))
′ d→ l(zk, τ)Z(zk)k(zk, τ)′.
iv) T−2
∑T
t=1 l(z, τ)xt(zk)(k(z, τ)xt(zj))
′ d→ 0 for zk = zj.
v) T−1
∑T
t=1 l(z, τ)st(zk)(k(z, τ)st(zj))
′ → l(zk, τ)k(zk, τ)′ for zk = zj and to zero else.
vi) T−3/2
∑T
t=1 l(z, τ)xt(zk)(k(z, τ)st(zj))
′→l(zk, τ)Y (zk)k(zk, τ)′ if zk = zj and to zero else.
All sequences in items i) to vi) fulfill condition USE.
PROOF: The proof of the lemma rests upon the results established in Lemma 2. Item i) is standard
and its proof is therefore omitted. Analogously to the well known decomposition for the case zk = 1,
decompose l(z, τ) = l(zk, τ) + (1− zkz)l˜(z, τ) for each τ and |zk| = 1. The assumed uniform stability
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of l(z, τ) implies that also l˜(z, τ) =
∑∞
j=0 L˜j(τ)z
j is a uniformly stable family of transfer functions.
Using the decomposition we obtain:
l(z, τ)xt(zk) =
∑t−1
i=0 Li(τ)xt−i(zk)
= l(zk, τ)xt(zk) + l˜(z, τ)(xt(zk)− zkxt−1(zk))
= l(zk, τ)xt(zk) + l˜(z, τ)Bkεt−1 + L˜t−1(τ)x1(zk)
for t ∈ N. Now, due to the fact that also L˜t−1(τ) converges uniformly in τ ∈ Θ at an exponential rate
to zero, the last term in the above expression can be neglected. Then item ii) follows from
T−1
T∑
t=1
xt(zk)(k(z, τ)εt)′ = T−1
T∑
t=1
xt(zk)ε′tk(zk, τ)
′ + T−1
T∑
t=1
xt(zk)(k˜(z, τ)(1− zkz)εt)′
The first term in this sum converges to X(zk)k(zk, τ)′ according to Lemma 2. The second term in this
sum is equal to
T−1
T∑
t=1
xt(zk)(k˜(z, τ)εt)′−zkxt(zk)(k˜(z, τ)εt−1)′ = zk
(
T−1
T−1∑
t=1
[zkxt(zk)− xt+1(zk)] (k˜(z, τ)εt)′
)
+oP (1)
where the oP (1) term is due to T−1xT (zk)(k˜(z, τ)εT )′. This term converges to −zkBkEεt(k˜(z, τ)εt)′ →
−zkBkΣk˜(0, τ)′ for t→∞. Combining this with pre-multiplication of xt(zk) with l(zk, τ) then delivers
the result. Items iii) and iv) can be shown using similar arguments. The proof of v) and vi) follows
from l(z, τ)st(zk) = l(zk, τ)st(zk) + l(zk, τ)(1− zkz)st(zk) and (1− zkz)st(zk) = 0 for t > 1 and 1 for
t = 0.
The fulfillment of Condition USE for the sequences considered in i) to vi) is left to be shown. For i)
the claim follows from standard arguments for stationary processes. The difference for two param-
eter vectors (remembering that Condition USE is concerned with the behavior for τn → τ) can be
decomposed in two parts: One part depends only upon the parameter vectors but not on εt, for which
convergence to zero follows immediately due to continuity of the parameterization. The other part
can be bounded by the estimation error from estimating sample covariances of stationary processes.
This expression can be bounded uniformly in the lag (see Hannan and Deistler, 1988, Theorem 5.3.2).
The same decomposition as just mentioned can also be applied to the terms appearing in the other
items. Consider e.g. l(zk, τ)T−1
∑T
t=1 xt(zk)ε
′
tk(zk, τ)
′, which is the product of three terms. Of these
three terms two are deterministic and depend continuously on the parameter vector, the third term is
stochastic and independent of the parameter vector. This finishes the proof of the Lemma. 
The above lemmata provide the required technical results in order to prove Theorem 1. Consider
the concentrated pseudo log likelihood:
LT (τ) = log det(
1
T
T∑
t=1
εt(τ, Dˆ)εt(τ, Dˆ)′)
The log det transformation is monotonous, hence it suffices to investigate T−1
∑T
t=1 εt(τ, Dˆ)εt(τ, Dˆ)
′.
Recall that yt = k0(z)εt +D0st + C0(A0)t−1x1, with variance of εt given by Σ0.
Analogously to Saikkonen (1995) decompose
εt(τ, Dˆ) = [k(z, τu, τst)−1 − k(z, τ0u , τst)−1]k0(z)εt + k(z, τu, τst)−1[C0(A0)t−1x01 + (D0 − Dˆ)st]
+{k(z, τ0u , τst)−1[k(z, τ0u , τ0st)− k(z, τ0u , τst)] + I}εt
= εt,u(z, τu, τst) + εt,st(z, τ0u , τst)
using again the separation of τ (and similarly of τ0) in τu and τst. Note, that the second term,
εt,st(τ0u , τst), does not depend on τu but only on the true value τ
0
u and also note that εt,u(τ
0
u , τst) =
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k(z, τ0u , τst)
−1[C0(A0)t−1x01+(D
0− Dˆ)st] for all values of τst. In the theorem two scenarios are given:
Either Dˆ = D0 = 0 or Dˆ is included in the parameter vector. In the first case εt,u(τ0u , τst) = 0, whereas
in the second case the contribution is nonzero. Hence we need to obtain an understanding concerning
the asymptotic behavior of Dˆ(τ,Σ) in this case. From the estimation equation (15) it follows that
k−1(zj , τ)′Σ−1
1
T
T∑
t=1
(k−1(z, τ)(yt−D0st))st,j = k−1(zj , τ)′Σ−1
m∑
r=1
(
1
T
T∑
t=1
st,rst,j
)
k−1(zr, τ)(Dˆr−D0r)
where Dˆr denotes the r-th column of Dˆ and D0r the r-th column of D
0. The above equation holds for
j = 1, . . . ,m, i.e. for all components of st. Define furthermore the column vector
Γˆ(τ,Σ) =
[
k−1(zj , τ)′Σ−1
1
T
T∑
t=1
(k−1(z, τ)(yt −D0st))st,j
]
j=1,...,m
and the ms×ms matrix (j denotes the row index, r the column index)
∆ˆ(τ,Σ) =
[
k−1(zj , τ)′Σ−1k−1(zr, τ)
1
T
T∑
t=1
st,rst,j
]
j,r=1,...,m
Then consequently the following relationship holds:
Γˆ(τ,Σ) = ∆ˆ(τ,Σ)vec[Dˆ −D0] (18)
From the definition of the quantities immediately ∆ˆ(τ,Σ) ≥ 0 follows. It also follows that it is
only positive semidefinite, not positive definite. The estimate vec[Dˆ −D0] = ∆ˆ(τ,Σ)†Γˆ(τ,Σ) is well
defined, with † denoting the Moore-Penrose inverse, and a solution to the equation (18). Note that
T−1
∑T
t=1 st,jst,r → 0 for j = r and that yt − D0st = k0(z)εt + C0(A0)t−1x01. It also follows that
∆ˆ(τ,Σ) converges to diag[k−1(zj , τ)′Σ−1k−1(zj , τ)], where convergence is uniform in the parameter
space. Now decompose Σˆ(τ) in the following way:
Σˆ(τ) =
1
T
T∑
t=1
(εt,u(τ)εt,u(τ)′ + εt,st(τ0u , τst)εt,u(τ)
′ + εt,u(τ)εt,st(τ0u , τst)
′) +
+
1
T
T∑
t=1
εt,st(τ0u , τst)εt,st(τ
0
u , τst)
′
= QuT (τ) +Q
st
T (τst)
The following lemma clarifies the properties of εt,st(τ0u , τst) and Q
st
T (τst).
Lemma 4 Under the assumptions of Theorem 1, εt,st(τ0u , τst) is asymptotically stationary for all
τst ∈ Θτ
0
u
st . If τ˜st = argminτst∈Θτ
0
u
st
log detQstT (τst), then τ˜st → τ0st a.s. Further, log detQstT (τ˜st) =
log detΣ0 + o(T−α) for all α < 1. Therefore inf log detQstT (τst) ≥ log detΣ0 + o(T−α) a.s.
PROOF: Let x0t = [(x
0
t,u)
′, (x0t,st)
′]′, where x0t,u ∈ Cc denotes the nonstationary part of the state and
x0t,st ∈ Cn−c denotes the stationary part of xt. Perform the same decomposition in the stationary and
nonstationary part also for xt(τ). Further let C = [Cu, Cst], where Cu = [C1, . . . , Cl2π ] is decomposed
into the blocks of coordinates of the state corresponding to the different unit roots ordered according
to increasing frequency. Note that [k(z, τ0u , τ
0
st)− k(z, τ0u , τst)]εt = C0x0t − Cxt(τ) and therefore
εt,st(τ0u , τst) = εt + k(z, τ
0
u , τst)
−1[C0x0t − Cxt(τ)]
= εt + k(z, τ0u , τst)
−1[C0ux
0
t,u − C0uxt,u(τ) + C0stx0t,st − Cstxt,st(τ)]
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Since k(z, τ0u , τst)
−1 is uniformly stable due to the assumptions and εt, x0t,st and xt,st(τ) are stationary
by definition, it follows that εt,st(τ0u , τst) is stationary, if k(z, τ
0
u , τst)
−1C0u(x
0
t,u−xt,u(τ)) is stationary.
It is shown below that for k = 1, . . . , l2π one obtains k(eiωk , τ0u , τst)
−1[C0k ] = 0, proving that εt,st(τ
0
u , τst)
is indeed stationary, since this zero cancels the integration in the corresponding block-component of
xt and xt(τ). Therefore, standard theory for stationary processes applies in the estimation, proving
the claims in the lemma.
In particular inf log detQstT (τst) ≥ log detΣ0+ o(T−α) follows from the proof of consistency of the BIC
order estimates (cf. Hannan and Deistler, 1988, Chapter 5). 
Now we are ready to commence the proof of super-consistency for the part of the parameter vector
corresponding to Cu. The proof consists of two steps. In the first step (Lemma 5) consistency is
established, and in the second step (Lemma 6) the result is sharpened to super-consistency. The proof
of Theorem 1 is then concluded by showing consistency also for τst and investigating the behavior of
Dˆ.
As above, partition the matrix Cu according to the unit roots Cu = [C1, . . . , Cl2π ]. Let NT,γ(τ
0
u , δ) ⊂
Θu denote the set of all matrices Cu ∈ Θu, such that maxk=1,...,l2π ‖(I − CkC ′k)C0k‖ > δ/T γ with
0 ≤ γ < 1. Further, let Bτ0u,δ = NT,0(τ0u , δ). Then the following lemma establishes consistency of the
estimate Cˆu, i.e. the proof is performed independently of a parameterization:
Lemma 5 Let the conditions of Theorem 1 hold. Then dist(Cˆu, C0u)→ 0 in probability.
PROOF: The infimum over all τu ∈ NT,γ(τ0u , δ), τst ∈ Θτust of log detQT (τ) can be bounded from below
by infτu
[
log det[QuT (τ)Q
st
T (τst)
−1 + I] + infτst∈Θτust log detQ
st
T (τst)
]
. Lemma 4 states that
inf
τst∈Θτust
log detQstT (τst) = log detΣ
0 + o(T−α),∀α < 1
It follows from the compactness assumption on the parameter set, that supτst∈Θst ‖QstT (τst)‖ <∞ a.s.
Thus, it is sufficient to show that for all constants M > 0, some 0 ≤ m and all δ > 0
lim
T→∞
P {inf λmax(QuT ) ≥M} = 1, lim
T→∞
P {inf λmin(QuT ) ≥ m} = 1 (19)
where again the monotonicity property of the log det transformation is employed. Here λmax and λmin
denote the largest and the smallest eigenvalue respectively.
Let 〈at, bt〉 = T−1
∑T
t=1 atb
′
t for any sequences (at)t∈N, (bt)t∈N, somewhat sloppily using the same
symbol for the sequence and the element of the sequence. Here it is assumed that unavailable ob-
servations are taken to be zero. Then one obtains QuT = 〈εt,u(τ), εt,u(τ)〉 + 〈εt,u(τ), εt,st(τ0u , τst)〉 +
〈εt,st(τ0u , τst), εt,u(τ)〉, where
εt,u(τ) = [k−1(z, τu, τst)−k−1(z, τ0u , τst)][C0u(I−zJ0u)−1B0uzεt+kst(z, τ0st)εt]+k(z, τu, τst)−1[C0(A0)t−1x01+(D0−Dˆ)st]
The matrix J0u denotes as before the block of A
0 corresponding to the unit roots, where the blocks are
in Jordan normal form and ordered according to increasing frequency in [0, 2π). Due to the assumed
strict minimum-phase assumption the inverses all exist and are stable. Examine
k(z, τu, τst)−1(D0 − Dˆ)st =
m∑
i=1
k(z, τu, τst)−1(D0i − Dˆi)st,i =
m∑
i=1
k(zi, τu, τst)−1(D0i − Dˆi)st,i
more closely: From the definitions of the respective quantities it follows that
∆ˆ(τ,Σ) =
[
k−1(zj , τ)′Σ−1k−1(zr, τ)〈st,r, st,j〉
]
j,r=1,···,m ,
Γˆ(τ,Σ) =
[
k−1(zj , τ)′Σ−1〈k−1(z, τ)(k0(z)εt + C0(A0)t−1x01), st,j〉
]
j=1,...,m
where also yt −D0st = k0(z)εt + C0(A0)t−1x01 has been used.
Elementary calculations show, that T−1〈εt,u(τ), εt,st(τ0u , τst)〉 → 0 in probability uniformly on the
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parameter space. Here the fact that εt,st(τ0u , τst) is stationary is used and the uniformity is shown
using the results of Lemma 1 and 3. Hence the essential term is T−1〈εt,u(τ), εt,u(τ)〉. Since the
term due to kst(z, τ0st)εt is stationary, it is sufficient to focus on [k
−1(z, τu, τst)−k−1(z, τ0u , τst)]C0u(I−
zJ0u)
−1B0uzεt =
∑l2π
k=1 k˜k(z, τ)x
0
t (zk), which defines the transfer functions k˜k(z, τ) = [k
−1(z, τu, τst)−
k−1(z, τ0u , τst)]C
0
k . Here the variables x
0
t (zk) denote the components of the state x
0
t (τ) corresponding
to the unit root zk. Thus, x0t+1(zk) = zkx
0
t (zk) + B
0
kεt, where x
0
1(zk) = 0 for all k. Next examine
the term k−1(z, τu, τst)C0(A0)t−1x01 =
∑l2π
k=1 k
−1(z, τu, τst)C0kz
t−1
k x
0
1,k+k
−1(z, τu, τst)C0st(A
0
st)
t−1x0t,st,
which is one component of εt,u(τ). Since k−1(zk, τ0u , τst)C
0
k = 0 (see below), this term is equal to∑l2π
k=1 k˜k(z, τ)z
t−1
k x
0
1,k + k
−1(z, τu, τst)C0st(A
0
st)
t−1x0t,st. Hence with slight abuse of notation x
0
t (zk)
is assumed to be started at x01,k from now on. Using an analogous argument, k
−1(z, τ)(k0(z)εt +
C0(A0)t−1x01) in the definition of Γˆ(τ,Σ) can be replaced with
∑l2π
k=1 k˜k(z, τ)x
0
t (zk). Hence the essential
terms in εt,u(τ) is equal to
l2π∑
k=1
k˜k(z, τ)x0t (zk)−[k(zr, τ)−1st,r][k−1(zj , τ)′Σ−1k−1(zr, τ)〈st,r, st,j〉]−1[k−1(zj , τ)′Σ−1〈k˜k(z, τ)x0t (zk), st,j〉]
(20)
where r runs over block-columns and j indicates the block-row index.
For notational convenience, let wt(zk) = k˜k(z, τ)x0t (zk) in the case, that Dˆ = D
0 = 0 and wt(zk) equal
to the summand for fixed k in (20). Considering the order of magnitude implied by the various terms
according to Lemma 3, it follows that the essential terms in T−1QuT are
T−2
T∑
t=1
[
l2π∑
k=1
wt(zk)
][
l2π∑
k=1
wt(zk)
]′
=
l2π∑
k=1
(
T−2
T∑
t=1
wt(zk)wt(zk)′
)
+ oP (1)
d→
l2π∑
k=1
k˜k(zk)W (zk)k˜k(zk)′ (21)
as the remaining terms are sample covariances of stationary processes or deterministic components
with stationary or integrated processes and can thus be neglected for our purpose. The oP (1) indi-
cates convergence to zero in probability and is due to the neglection of the cross terms, i.e. the terms
T−2
∑T
t=1 wt(zk)wt(zj)
′ for zk = zj . Convergence of this term follows from Lemma 3 item iv) in the
case of no included constant term and using items iv) and vi) else. In order to show weak convergence,
consider T−3/2
∑T
t=1 〈k˜k(z, τ)x0t (zk), st,j〉 → 0 for k = j according to item vi) of Lemma 3. Hence only
one block in T−1/2Γˆ(τ,Σ) has a nonzero limit. ∆ˆ(τ,Σ) converges to a block-diagonal matrix. The
rest follows from straightforward but cumbersome calculations taking the singularity of ∆ˆ(τ,Σ) into
account.
In the case of no included deterministic terms W (zk) = Z(zk) as defined in Lemma 2, else W (zk) =
Z(zk) − Y (zk)Y (zk)′, which can also be written as
∫ 1
0
Bk(u)Bk(u)′du, where Bk(u) denotes the de-
meaned Brownian motion Bk(u) = Wk(u) −
∫ 1
0
Wk(u)du. Each of the terms of the limit expression
in (21) is non-negative. So, to show the claim, it is sufficient to show that for at least one of the
summands the probability that it is strictly positive tends to one. If that is established, the additional
scaling with T−1 then implies that the largest eigenvalue of QuT (τ) tends to infinity for τu ∈ Bτ0u,δ.
Thus, it suffices to show that infτu∈Bτ0u,δ maxk=1,...,l2π ‖k˜k(zk, τ)‖ > c > 0. In order to do so, fix
ω = ωk ∈ [0, 2π) for a moment. To simplify notation we rearrange the terms as follows. With sub-
script 1 we denote terms corresponding to the fixed unit root z = eiω. With subscript 2 all other terms
are denoted. For further simplification of the argument also the state (and the system matrix blocks)
are reordered such that the components of xt(ω) are the first components. Thus, consider
k−1(eiω, τu, τst) = I − [C1, C2]
[
B1C1 B1C2
B2C1 e
−iωI −A2 +B2C2
]−1 [
B1
B2
]
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= I − [C1, C2]
{[
0 0
0 A¯−12
]
+
[
I
−A¯−12 B2C1
]
U−1[I,−B1C2A¯−12 ]
}[
B1
B2
]
= k2(eiω)− k2(eiω)C1(B1k2(eiω)C1)−1B1k2(eiω)
where the dependence of all terms on τ is suppressed for notational simplicity. Here A¯2 = e−iωI −
A2 + B2C2, k2(eiω) = I − C2A¯−12 B2 and U = (B1C1 − B1C2A¯2−1B2C1) = B1k2(eiω)C1. Note that
we assume that k2(eiω) exists, i.e. that A¯2 is invertible. This corresponds to the assumption that
k2(z, τ) has no pole at e−iω or equivalently that k−12 (z, τ) has no zero there. k
−1(eiω, τu, τst)C1 = 0
and therefore we obtain [k−1(eiω, τu, τst)− k−1(eiω, τ0u , τst)]C01 = k−1(eiω, τu, τst)[C01 − C1]. Thus, we
obtain under the assumption on k2(z, τ) that
(I − C1C ′1)k−12 (eiω)k−1(eiω, τu, τst)[C01 − C1] = (I − C1C ′1)C01
Note that in general (I − C1C ′1) = 0, as in a minimal representation there cannot be more than s
common cycles for each unit root. In the boundary case of s stochastic cycles for a unit root ω, it
follows due to the orthonormality and p.l.t. restrictions that C1 = Is. In this case C1 = C01 = Is, as
in this case no parameter has to be estimated in C1.
The above result rests upon the assumption of a uniformly bounded k−12 (z, τ) at the unit roots
z = eiω. This is the reason for stating this assumption in the formulation of Theorem 1. Given
the assumption is fulfilled, it follows that for τu ∈ Bτ0u,δ it holds that maxk=1,...,l2π ‖k˜k(z¯k, τ)‖ ≥
maxk=1,...,l2π c‖(I − CkC ′k)C0k‖ ≥ cδ. This shows that P(τˆu ∈ Bτ0u,δ) → 0 for arbitrary δ > 0. Hence,
weak consistency of τu is established.
In the next step we establish super-consistency of τu, the parameters corresponding to Cu.
Lemma 6 Under the conditions of Theorem 1, T γdist(Cˆu−C0u)→ 0 in probability for all 0 < γ < 1.
PROOF: The proof resembles the consistency proof given in Lemma 5 and differs essentially only in the
derivation of the bound for k˜k(zk, τ). Similar to the consistency proof it is sufficient to show that
lim
T→∞
P {inf λmax(TαQuT ) ≥M} = 1, lim
T→∞
P {inf λmin(QuT ) ≥ m} = 1 (22)
for all 0 < α < 1, where the infimum is taken over the set NT,γ(τ0u , δ), which renders k˜k(zk, τ)→ 0 pos-
sible. Consider a sequence τu,T ∈ NT,γ(τ0u , δ) and let cT (γ) = maxk=1,...,l2π ‖(I−Ck(τu,T )′Ck(τu,T ))C0k‖,
where the dependence of Ck(τu,T ) on the parameter vector τu,T is emphasized. Note that cT (γ) ≥ δT−γ
due to the definition of NT,γ(τ0u , δ). From the expressions given above it follows that
lim sup
T→∞
cT (γ)−1 max
k=1,...,l2π
‖k˜k(zk, τu,T , τst,T )‖ < ∞
lim inf
T→∞
cT (γ)−1 max
k=1,...,l2π
‖k˜k(zk, τu,T , τst,T )‖ > c > 0
uniformly in τst ∈ Θst due to the assumptions on the transfer functions. From Lemma 1 and Lemma 2
we obtain also
P
{
‖ 1
T 2c2T (γ)
T∑
t=1
wt(zk)
(
[k−1(z, τu,T , τst,T )− k−1(z, τ0u , τst,T )]kst(z, τst,T )εt + εt,st(τst)
)′ ‖ > 0
}
→ 0
(23)
where wt(zk) is defined in the proof of Lemma 5. In case that the deterministic variables are not
included in yt and the estimation, i.e. Dˆ = D0 = 0, this follows from k˜k(zk, τu,T , τst,T )/cT (γ) < ∞
and the convergence results on sample moments between processes integrated of order 1 and stationary
processes. When the deterministic terms are included in the estimation, the arguments are more
cumbersome, but still standard and thus omitted. In this expression the fact 1/(TcT (γ)) = o(1) due
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to γ < 1 is used. This implies that the squared terms dominate and that the essential term in TαQuT
is equal to
Tα−1
∑T
t=1
(∑l2π
k=1 wt(zk)
)(∑l2π
k=1 wt(zk)
)′
≥ T 
c2T (γ)T
2
∑T
t=1
(∑l2π
k=1 wt(zk)
)(∑l2π
k=1 wt(zk)
)′
≥ T 
c2T (γ)
[
k˜1(z¯1) · · · k˜l2π (z¯l2π )
]




W (z1) 0 . . . 0
0 W (z2)
. . .
...
...
. . . . . . 0
0 . . . 0 W (zl2π )

+ oP (1)




k˜1(z¯1)′
...
k˜l2π (z¯l2π )
′


≥ T 
(
maxk=1,...,l2π ‖k˜k(z¯k)‖cT (γ)−1
)2
(λmin(X) + oP (1)) Is
for some  such that 0 <  ≤ α−1+2(1−γ) and X denotes the matrix in brackets in the center of the
expression in the line above. For notational convenience the dependence of k˜k(z¯k) on τ is neglected.
The results of Johansen and Schaumburg (1999) imply that the probability of the smallest eigenvalue
of this matrix X to be positive tends to one, whether or not deterministic terms are included in the
estimation. This shows that
P
{
inf
τu∈NT,γ(τ0,δ),τst∈Θst
|λmax(TαQuT (τu, τst))| > M
}
→ 1,
since the result has been shown for all parameter values in the closure of the notified set. Because
0 < α < 1 can be chosen arbitrarily, this proves consistency of order T γ for 0 < γ < 1.
Note again that the proof relies solely upon the matrix Cu itself, at no point the parameter vector τu
has been employed. This amounts to say that the result is parameterization independent.
Now, in the next to last step the asymptotic behavior of Dˆ is analyzed:
Lemma 7 Partition the components of st = [(s1t )
′, (s2t )
′]′ ∈ Cm, where again in s1t the cyclical compo-
nents s1t,j for j = 1, . . . , l2π corresponding to the unit root frequencies are collected and in s
2
t (compo-
nents l2π + 1, . . . ,m of st the cyclical components to the non unit root frequencies are collected. Then
for j = 1, . . . , l2π denote with Πj = C0j (C
0
j )
′ for j = 1, . . . , l2π and Πj = 0s×s for j = l2π + 1, . . . ,m.
Then it holds for all j = 1, . . . ,m that
ΠjDˆj → 0
(I −Πj)Dˆj → (I −Πj)D0j
where D0j denotes again the j-th column of D
0.
PROOF: We have already established that Σˆ is bounded and has bounded inverse almost surely. It has
also been shown that ∆ˆ(τ,Σ) converges to diag[k−1(zj , τ)′Σ−1k−1(zj , τ)]. Therefore each component
can be analyzed separately.
From the established super-consistency for Cˆu for the j-th block-entry of Γˆ(τ,Σ) → 0 follows, as it
has been shown to be equal to
k−1(zj , τ)′Σ−1
l2π∑
s=1
k˜s(zs, τ)
1
T
T∑
t=1
x0t (zs)st,j
where ‖k˜s(zs, τ)‖ = oP (T−1/2) for γ > 1/2. This shows that [k−1(zj , τ)′Σ−1k−1(zj , τ)](Dˆj − D0j ) =
k−1(zj , τ0u , τst)
′Σ−1k−1(zj , τ0u , τst)(Dˆj − D0j ) + oP (1) → 0 uniformly in τst. The result now follows
from the fact that the kernel of k−1(zj , τ0u , τst) is spanned by C
0
j independently of τst. This holds for
j = 1, . . . , l2π.
For the deterministic terms not corresponding to unit roots, the matrix k−1(zj , τ0u , τst) is nonsingular
and therefore these columns can be estimated consistently. This concludes the proof of the lemma.
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Remark 6 Any nonzero components of D0k in the space spanned by the columns of C
0
k cannot be
expected to be estimated consistently due to the nonidentifiability involving C0kz
t−1
k x
0
1(zk). However, by
restricting these components to zero, which can be done without restriction of generality (see the main
part of the paper), we achieve consistency for the matrix Dˆ.
The final step is now proving consistency of τst. From the results presented in the above lemmata,
it follows that only τu ∈ NT,γ(τ0u , δ) have to be considered, where the bar here denotes the complement.
Consider again the quantity QuT . The above equations can be used in connection with Lemma 1 and
Lemma 2 to show uniform convergence of QuT to zero on the set NT,γ(τ0u , δ) under the assumption
γ > 1/2. Under this assumption it holds that ‖k˜k(z¯k, τ)‖ ≤ cT−γ . The evaluations are straightforward
and thus omitted. This implies that the estimate τˆst is essentially only a function of QstT and does not
depend upon τu and D. The problem can thus be analyzed by applying Lemma 4, in which consistency
is derived for exactly the problem at hand. This finally concludes the proof of Theorem 1.
Proof of Theorem 2 (Asymptotic Distribution)
Let us repeat also at this point, that in order to derive the asymptotic distribution, the results are
based on using a specific parameterization, whereas the consistency proof has been parameterization
free. This approach allows us to embed the problem in some Rd1 , for an appropriate d1. Again we
will use complex matrices in the proof, although we are concerned only with real valued processes.
The relationships between complex and real valued representation have been discussed in detail in the
main text.
For the applicability of linearization techniques we furthermore assume that the parameters are intro-
duced in such a way that the true parameter vector τ0 correspond to an interior point of Θ ⊂ Rd1 ,
with Θ an open subset. Due to the already established consistency it follows that for T large enough,
the probability that the estimate τˆ is contained in Θ tends to 1.
It is a well known fact in many situations that the asymptotic distribution of parameter estimates
can depend upon the inclusion or exclusion of deterministic variables in the estimation. It will be
seen below that this is also the case here. Collect all parameters together in α = (τ ′, d′, σ′)′ where
τ = [τ ′u, τ
′
st]
′, d is the parameter vector corresponding to D and σ = vech(Σ), where vech(X) denotes
the operator stacking the diagonal and sub-diagonal elements of a symmetric matrix. σ ∈ Rs(s+1)/2
also has to fulfill the restriction that the resulting Σ is positive definite, this restriction is fulfilled on
an open subset of the Euclidean space and is of no further concern due to consistency. Consequently
we denote by αˆ = (τˆ ′, dˆ′, σˆ′)′ the pseudo maximum likelihood estimate of α, i.e. the minimizer of
LT (α) and by α0 = ((τ0)′, (d0)′, (σ0)′)′ the true parameter vector.
Now since τ0 is assumed to be an interior point of Θ, it follows that for T large enough τˆ → τ0 is an
interior point as well. This implies that also αˆ→ α0 is an interior point. Thus, a necessary condition
for an optimum is a zero first derivative at the optimum:
∂LT (αˆ) = 0 = ∂LT (α0) + ∂2LT (α¯T )[αˆ− α0],
where α¯T denotes an intermediate point between αˆ and α0, not necessarily the same in each row.
Let DT = diag(I, T 1/2I), where the sizes of the two blocks of DT are equal to the dimensions of the
parameter vectors τu and [τ ′st, d
′, σ′]′ respectively. Further let D˜T = diag(TI, T 1/2I). Then the proof
of the theorem proceeds in three steps:
1. Show that DT∂LT (α0) converges in distribution
2. Show that DT∂2LT (α¯T )D˜−1T converges in distribution to a random matrix Z
3. Show that P{Z > 0} = 1
Let us start with the first item, i.e. with establishing the asymptotic properties of the score vector.
Denote with ∂if(α0) the partial derivative of a function f with respect to the i-th component of the
parameter vector α, evaluated at the point α = α0. With subscript i = st we denote the vector
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of ∂if(α0) for all i, such that the component τi is contained in τst. With subscript D we denote
differentiation with respect to the entries in d, which parameterize the matrix D.
The asymptotic distribution of σˆ is not required in establishing the asymptotic distribution of the
other parameters and is also not of any other interest to us. In the following lemma the asymptotic
behavior of the score is summarized, ignoring the derivatives with respect to the entries in σ.
Lemma 8 Let the assumptions of Theorem 2 hold. Then the following statements hold true:
• √T∂stLT (α0) d→ N (0, Vst), where Vst denotes the asymptotic variance matrix and d→ denotes
convergence in distribution.
• If i is such that τi corresponds to Ck(τ), then
∂iLT (α0)
d→ 2/δ2kR
{
tr[(Σ0)−1
(
dki(z¯k, τ0)X(ωk)
)
]
}
where dki(z, τ) = −∂iC0k −C(I − z(A0 −B0C0))−1B0z∂iCk = −k−1(z, τ0)∂iC0k , with X(ωk) as
defined in Lemma 2.
• √T∂DLT (α0) d→ N (0, VD). For a column Dk of D corresponding to zk = ±1, one obtains
√
T∂DkLT (α
0) d→ −2(k0(zk)−1)′(Σ0)−1Wk(1)
If zk = ±1, the vector of derivatives with respect to the real part of the k-th column of D and
with respect to the imaginary part of the same column converges to[ −4R{(k0(zk, τ0)−1)′(Σ0)−1Wk(1)}
−4I {(k0(zk, τ0)−1)′(Σ0)−1Wk(1)}
]
where Wk(1) = W rk (1) + iW
i
k(1) is as defined in Lemma 2. Hence the matrix VD is block
diagonal, where the diagonal blocks are given by the covariance matrices of the two parts of the
vector given above, taking into account the uncorrelatedness of W rk (1) and W
i
k(1).
• All convergence results hold jointly.
PROOF: In order to establish the asymptotic properties of the score, the partial derivatives of εt(α) are
required. These can be derived from the system equations:
∂iLT (α0) = ∂i log detΣ0 − tr[(Σ0)−1(∂iΣ0)(Σ0)−1 1
T
T∑
t=1
εtε
′
t] + tr[(Σ
0)−1
2
T
T∑
t=1
∂iεt(α0)εt(α0)′]
Here and also below the matrices (A,B,C) and the state xt correspond to the real valued canonical
representation of the true system described in Section 3. Recall that the matrix C = [C1, . . . , Cl, Cst]
is partitioned according to the blocks of different unit roots (or pairs of complex roots). Hence
Ck(zk) ∈ Rs×ck(zk). Note that we here use the notation Ck(zk) to denote the real valued matrix
blocks, whereas in the text this notation was only used for the complex canonical representation
and no specific label was given to the real matrices. Accordingly xt(zk) denotes the corresponding
components of the state vector. Note that in the real representation:
xt(zk) =
[
2R(zt−1k x1,k +
∑t−1
l=1 z
l
kBkεt−l)
2I(zt−1k x1,k +
∑t−1
l=1 z
l
kBkεt−l)
]
Let us start with the coordinates of τst = [τ ′B, τ¯
′
st]
′ and specifically with the parameters in τ¯st. For
these we obtain:
∂iA−B∂iC =
[
0 −Bu∂iCst
0 ∂iAst −Bst∂iCst
]
, ∂iB =
[
0
∂iBst
]
, ∂iC =
[
0 ∂iCst
]
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The above equations together with the fact that xt,st(τ0) is stationary, imply stationarity of ∂iεt(α)
for all partial derivatives corresponding to entries in τ¯st. With respect to the parameters collected in
τB , which parameterize Bu, stationarity of the corresponding score components follows from ∂iA = 0
and ∂iC = 0. Now after having established stationarity for the components of the score vector cor-
responding to τst, asymptotic normality follows from well established theory for stationary processes,
see e.g. Hannan and Deistler (1988). It is straightforward to show that the result holds jointly in all
coordinates of τst.
Let us next analyze τu, i.e. the parameters attached to the matrices Ck(zk). The partial derivatives
are:
∂lε(α) = −(∂lCk(zk))xt,k − C(∂lxt(τ))
∂lxt+1(τ) = −B(∂lCk(zk))xt,k + (A−BC)∂lxt
These components of the score are filtered version of xt,k. A possibly non-minimal representation of
the filter is given by dkl(z, τ) = −∂lCk(zk) − C(I − z(A − BC))−1Bz∂lCk(zk), which is real valued.
This representation allows for the application of Lemma 2 and Lemma 3 to obtain
∂lLT (α0) = tr[Σ−1
2
T
T∑
t=1
∂lεt(α0)ε′t] + oP (1)
d→ 2R
{
tr
(
(Σ0)−1dkl(zk, τ0)Bk
∫ 1
0
Wk(dWk)′)
)}
Now only the asymptotic distribution of the score components corresponding to d is left to be derived.
The matrix D is parameterized with real parameters using D = Dr + iDi, where both Dr and Di are
unconstrained, except for the restriction, that the columns of Di corresponding to zk = ±1 are zero.
Consider a specific element of this part of the score vector, corresponding to component i, say, of d,
which corresponds to entry (a, k) in Dr. Because of the restriction to real valued output processes,
only the real part of the derivative has to be investigated:
∂iLT (α0) = − 2
T
T∑
t=1
(k−1(z, τ0)east,k)′(Σ0)−1εt + oP (T−1/2)
where ea denotes the a-th vector of the canonical basis and st,k = ztk is the k-th coordinate of st. It
follows from the definition of st,k that k−1(z, τ0)east,k = k−1(zk, τ0)eazt−1k . Therefore it follows that
for zk = ±1
√
T∂iLT (α0) = −e′ak−1(zk, τ0)′(Σ0)−1
2√
T
T∑
t=1
ztkεt
d→ −2e′ak−1(zk, τ0)′(Σ0)−1Wk(1)
For zk = ±1 one obtains
√
T∂iLT (α0) = −e′aR
{
k−1(zk, τ0)′(Σ0)−1
2√
T
T∑
t=1
zk
tεt)
}
d→ −4δke′aR
{
k−1(zk, τ0)′(Σ0)−1Wk(1)
}
Note finally that if the derivative is with respect to the (a, k)-th entry in Di, in the above equation R
has to be replaced with I. This concludes the proof of the lemma. 
After having established the (asymptotic) properties of the score vector, the next step is the
analysis of the asymptotic behavior of the Hessian. Again the system equations can be used to obtain
the following expressions for the second order partial derivatives:
∂2i,jεt(α) = −(∂2i,jC)xt(τ)− ∂iC∂jxt(τ)− ∂jC∂ixt(τ)− C∂2i,jxt(τ)
∂2i,jxt+1(τ) = (∂
2
i,j(A−BC))xt(τ) + ∂i(A−BC)∂jxt(τ) + ∂j(A−BC)∂ixt(τ)
+(A−BC)∂2i,jxt(τ) + ∂2i,jByt
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As in Lemma 8 in the discussion we have to distinguish with respect to which parameter components
τu, τ¯st or d differentiation takes place. In addition to the previous lemma, we also have to consider the
cross terms, where differentiation takes place e.g. once with respect to an entry in τu and once with
respect to an entry in τ¯st.
Lemma 9 Under the conditions of Theorem 2 one obtains DT∂2LT (α¯T )D˜−1T
d→ Z for each sequence
α¯T → α0.
In case that no deterministic terms are included in the true process and the estimation (i.e. Dˆ = D0 =
0), Z = diag(Zu, Zst, ZΣ) is block diagonal. It holds that Zst > 0 and ZΣ are constant matrices and
Zu a random matrix, for which P{Zu > 0} = 1 holds.
If the deterministic terms are included in the estimation, the following asymptotic distribution is
obtained: Here again α = [τ ′u, τ
′
st, d
′, σ′]′. Then
DT∂
2LT (αT )D˜−1T
d→


Zu 0 Y ′D 0
0 Zst 0 0
YD 0 ZD 0
0 0 0 ZΣ


Zu, ZD and YD are block-diagonal, with the diagonal blocks corresponding to different unit roots. For
typical indices i, j (not the same in the expressions below) corresponding to the same unit root zk = ±1
the respective entries are of the form:
[Zu]i,j = 2tr
[
∂jC
′
k(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂iCkZ(zk)
]
[ZD]i,j = 2e
′
i(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1ej
[YD]i,j = −2e′i(k0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂jCkY (zk)
For the entries corresponding to zk = ±1 the respective expressions are:
[Zu]i,j = 4trR
[
∂jC
′
k(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂iCkZ(zk)
]
[ZD]i,j = 4
[
e′i(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1ej 0
0 e′i(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1ej
]
[YD]i,j = −4
[
e′iR
{
(k0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂jCkY (zk)
}
e′iI
{
(k0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂jCkY (zk)
} ]
where for the entries in D the respective entry in Dr and in Di are given.
It follows that Zu − Y ′DZ†DYD has the same structure as Zu, where in the expression Z(zk) has to be
replaced by Z(zk)−Y (zk)Y (zk)′. Further Zst > 0 and P{Zu > 0} → 1 respectively P{Zu−Y ′DZ†DYD >
0} → 1.
PROOF: In the proof first convergence of the various parts is shown and in a final step the nonsingularity
of Zu is established. First note that:
∂2i,jLT (α) = ∂
2
i,j log detΣ + tr[∂
2
i,j(Σ
−1) 1T
∑T
t=1 εt(α)εt(α)
′] + tr[∂iΣ−1 2T
∑T
t=1 ∂jεt(α)εt(α)
′]+
tr[∂jΣ−1 2T
∑T
t=1(∂iεt(α))εt(α)
′] + tr[Σ−1 2T
∑T
t=1(∂
2
i,jεt(α))εt(α)
′] + tr[Σ−1 2T
∑T
t=1(∂iεt(α))(∂jεt(α))
′]
(24)
According to the partitioning of α in four sub-vectors in total ten matrix blocks (taking into account
symmetry of the Hessian) have to be dealt with. The blocks are partitioned according to how often
differentiation takes place with respect to a component of τu, τst, d and σ.
The multiplication of the Hessian with DT and D˜T has the following effect: For each derivative with
respect to an entry in τu an additional scaling factor T−1/2 is introduced, which results in the proper
scaling factor for each of the terms.
In the above expression (24) the variable εt(α) appears, in the third, fourth and fifth term to be
precise. This variable has to be evaluated at the point α¯T . Due to the assumptions α¯T converges
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to α0. Hence, applying a mean value expansion again εt(α¯T ) = εt + ∂εt(α˜)(α¯T − α0), for suitable
intermediate value α˜, it follows that all three mentioned terms converge to 0. Look for example at the
fifth term:
2
T
T∑
t=1
(∂2i,jεt(α¯T ))εt(α¯T )
′ =
2
T
T∑
t=1
(∂2i,jεt(α¯T ))ε
′
t +
dim(α)∑
l=1
2
T
T∑
t=1
(∂2i,jεt(α¯T ))∂lεt(α˜)
′(α¯l,T − α0l )
Lemmas 2 and 3 show that for this term for all possible combinations of differentiation (including the
necessary normalization if differentiation occurs with respect to an entry of τu), that the first term of
the above equation converges to 0. Due to the established condition USE this convergence is uniformly
in a compact neighborhood of τ0. Analogous considerations deliver convergence of the second term
to 0 as well. Here the terms (∂2i,jεt(α))∂lεt(α˜)
′ converge to random variables, post-multiplying with
(α¯l,T − α0l ) then delivers the result. Similar considerations also apply to the third and fourth term of
equation (24). Hence, we obtain:
∂2i,jLT (α) = ∂
2
i,j log detΣ+tr[∂
2
i,j(Σ
−1)
1
T
T∑
t=1
εt(α)εt(α)′]+tr[Σ−1
2
T
T∑
t=1
(∂iεt(α))(∂jεt(α))′]+oP (TNu/2)
(25)
where Nu counts the number of times differentiation takes place with respect to an element of τu. Now
starting from equation (25) the asymptotic behavior of the derivatives can be analyzed.
Consider first differentiation with respect to entries of σ. If both i and j correspond to entries of σ,
then it follows that ∂iεt(α) = 0. Thus, only the first two terms in (25) are relevant. These two converge
to constants, noting that from the consistency proof we know T−1
∑T
t=1 εt(α¯T )εt(α¯T )
′ → Σ0. For the
case of first differentiating with respect to an entry of σ and then with respect to entry of α not part
of σ the above equation directly delivers convergence to zero. This shows also that the estimates for
Σ (or Σ0 to stick with notation) and for the other parameters are asymptotically uncorrelated. Thus,
the asymptotic distribution of Σˆ is indeed not of interest with respect to the asymptotic distribution
of the remaining parameters.
If differentiation is not taking place twice with respect to an entry of σ, then at least once differentiation
has to take place with respect to an entry of τ or d. In this case equation (25) implies that:
∂2i,jLT (α) = tr[(Σ
0)−1
2
T
T∑
t=1
(∂iεt(α))(∂jεt(α))′] + oP (TNu/2) (26)
The above equation (26) is the starting point for the further considerations.
If differentiation takes place twice with respect to an entry of τst, then all quantities in the above
equation are stationary, see also the previous lemma. In this case convergence to a constant matrix
follows.
If differentiation takes place once with respect to an entry of τst and once with respect to an entry of
d, convergence of ∂2i,jLT (α¯)→ 0 follows.
If differentiation takes place twice with respect to an entry in d, the relevant term is given by
tr[(Σ0)−1 2T
∑T
t=1(k
−1(z, τ¯)∂iDst)(k−1(z, τ¯)∂jDst)′] This directly implies that the asymptotic entry
in the (limit of the) Hessian is only non-zero, if both entries of d with respect to which differentiation
takes place correspond to elements in the same column of D, q say. For zq = ±1 the corresponding
limit block in the Hessian is in this case given by[
4(k0(zq, τ0)−1)′(Σ0)−1k0(zq, τ0)−1 0
0 4(k0(zq, τ0)−1)′(Σ0)−1k0(zq, τ0)−1
]
For zq = ±1 the block is equal to 2(k0(zq, τ0)−1)′(Σ0)−1k0(zq, τ0)−1. Next consider differentiation
once with respect to an entry in τu and once with respect to an entry of τst. The corresponding entry
is then the sum of a product of a stationary process with an integrated process (integrated of order
1 at the corresponding unit root). The normalization factor T−3/2, with which these elements are
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scaled, then implies convergence to zero of the scaled quantity.
Only the cases twice differentiating with respect to an entry in τu, and differentiating once with
respect to an entry of τu and once with respect to an entry of d are left to be examined. Note in
this respect first that if in differentiating twice with respect to entries of τu, the two parameters
correspond to different unit roots, it holds that T−1∂2i,jLT (α¯T )→ 0. This follows from observing that
∂iεt(α) = dki(z, τ)xt(zk), where we assume that the entry with respect to which differentiation takes
place corresponds to the pair of complex conjugate unit roots zk, zk or to zk = ±1 and xt(zk) denotes
as before in Lemma 8 the state vector in the real valued canonical form. The above expression for the
partial derivative can directly be investigated using Lemma 3, item iv). The lemma provides similarly
the result for the case that both i and j correspond to the same unit root or pair of unit roots:
T−1∂2i,jLT (α¯T )
d→ tr [2R{dki(zk, τ)Z(zk)dkj(zk, τ)′}] /δ2k
Finally, consider the last possible combination. First differentiation with respect to an entry of τu and
then with respect to an entry of d. Here we have to distinguish two cases, whether j corresponds to an
element of the j-th column of Dr or to an element in the j-th column of Di (which is corresponding
to s1t,j = z
t
j). Suppose for the moment that it corresponds to an element of Dr, and let i denote a
component of τu that corresponds to unit root zi. Then we obtain
T−1/2∂2i,jLT (α¯T )
d→ 2R ((k0(zi, τ0)−1)′(Σ0)−1dki(zi, τ0)Y (zi)(Σ0)−1) /δ2i
for zi = zj and zero else. The expression for an element of d corresponding to an entry in the j-th
column of Di is the same, except for replacing R by I.
It remains to analyze the nonsingularity properties of Z. When D is not estimated, the block-
diagonality of the asymptotic Hessian implies that it is sufficient to treat the blocks Zu and Zst
separately. When D is estimated, it is sufficient to investigate ZD and Zu − Y ′DZ−1D YD.
Consider the block corresponding to τst first: This block converges in fact to a constant matrix, i.e.
asymptotic nonsingularity is shown, if the limiting matrix is nonsingular. For the part of τst corre-
sponding to the parameters for kst(z) this follows again from standard theory for stationary processes.
Thus, only the derivatives corresponding to the parameters for Bu have to be analyzed:
∂iεt(α0) = −C∂ixt(τ0), ∂ixt+1(τ0) = (A−BC)∂ixt(τ0) + ∂iBεt
The proof is indirect: If the matrix corresponding to Bu were singular, there existed a vector x =
[x1, . . . , xv]′ such that
0 =
v∑
r,s=1
xrxstr[Σ−1E∂sεt(α0)∂rεt(α0)′] = tr[Σ−1E
v∑
r=1
xr∂rεt(α0)
v∑
s=1
xs∂sεt(α0)]
denoting the components of τ corresponding to Bu with 1, . . . , v for some integer v. This implies that∑
r xr∂rεt(α
0) is equal to zero and thus that the filters for generating the score are linearly dependent.
This however cannot be the case, as the parameter vector α0 corresponds by assumption to a minimal
system. Thus, the block corresponding to Bu is asymptotically nonsingular. The same argument also
shows asymptotic nonsingularity of the whole block corresponding to τst, because there are also no
linear dependencies between the filters corresponding to derivatives with respect to entries in Bu and
filters corresponding to derivatives with respect to entries in the stationary part kst(z).
Finally consider the same kind of argument for the part of the second order derivative of the likelihood
function corresponding to τu. It has been shown above that the essential term in equation (24) is
∂2i,jQ
u
T =
T∑
t=1
tr[Σ−1∂iεt(α0)∂jεt(α0)′] + oP (1)
∂iεt = dki(z, α0)xut = −k(z, τ0)−1∂iCixt(zi)
This matrix is block-diagonal, with the blocks corresponding to the different unit roots. Therefore
again the crucial fact to prove, is the linear independence of the filters dki(z, τ0) for all coordinates in
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τu corresponding to zk = eiωk for all k. Remember that k−1(eiωk , τ0)C0k = 0. Therefore, a necessary
condition is that the derivative of Ck does not lie in the space spanned by the columns of Ck, and that
the set of partial derivatives with respect to all different parameters is linearly independent. This is
ensured by the specific parameterization of Ck as described in Appendix B.
The expressions given for Zu, YD and ZD in the theorem directly show that Zu and Zu − Y ′DZ†DYD
have the same structure, where only Z(zk) is replaced by
Z(zk)− Y (zk)Y (zk)′ = δ2kBk
∫ 1
0
WkW
′
kB
′
k − δ2kBk
∫ 1
0
Wk
∫ 1
0
W ′kB
′
k
= δ2kBk
(∫ 1
0
WkWk
′ −
∫ 1
0
Wk
∫ 1
0
Wk
′
)
B′k
= δ2kBk
∫ 1
0
(
Wk −
∫ 1
0
Wk
)∫ 1
0
(
Wk −
∫ 1
0
Wk
)′
B′k
It follows immediately that this matrix is positive with probability one. This concludes the proof. 
Combining the results of the previous two lemmata, the asymptotic distributions of T (τˆu−τ0u) and√
T (τˆst − τ0st) follow immediately: In any case
√
T (τˆst − τ0st) d→ N (0, Z−1st VstZ−1st ). If no deterministic
terms are included in the estimation it follows, that the sub-block of τˆu corresponding to the unit root
zk has the following limiting distribution:{
tr
[
∂jC
′
k(k
0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂iCkZ(zk)
]}−1 {
tr[(Σ0)−1
(
dki(z¯k, τ0)X(ωk)
)
]
}
for zk = ±1 and
R{tr [∂jC ′k(k0(zk, τ0)−1)′(Σ0)−1k0(zk, τ0)−1∂iCkZ(zk)]}−1R{tr[(Σ0)−1 (dki(z¯k, τ0)X(ωk))]}
else. Here only the typical elements of the respective matrices have been given. When the term Dst
is included in the estimation, Z(zk) has to be replaced by Z(zk) − Y (zk)Y (zk)′ and X(zk) has to be
replaced by
X(zk)− Y (zk)Wk(1)′ = δ2kBk
∫ 1
0
WkdW
′
k − δ2kBk
∫ 1
0
Wk
∫ 1
0
1dW ′k = δ
2
k
∫ 1
0
Bk(Wk −
∫ 1
0
Wk)dW ′k
as follows from straightforward computations. This finally concludes the proof of Theorem 2.
Appendix B
In the construction of the canonical form the matrices Ck are restricted to be orthonormal and positive
lower triangular matrices. In this appendix one possibility to parameterize matrices that fulfill these
two restrictions is presented. The p.l.t. structure introduces additional integer constraints, the row
indices for the first non-zero element in each column. In the parameterization we take these indices to
be as given, hence we present a real valued parameterization of the set of all matrices C ∈ Cs×c such
that C ′C = Ic and C is positive lower triangular with indices 1 ≤ i1 < · · · < ic ≤ s. Note again that
we only present one possibility. The convergence proof of Theorem 1 is performed parameterization
free, hence any other suitable preferred parameterization may be employed instead.
Lemma 10 For each matrix C ∈ Cs×c, C = [c1, . . . , cc], C ′C = Ic, which is in p.l.t. form with indices
1 ≤ i1 < · · · < ic a real parameter vector x ∈ Rd of dimension d =
∑c
j=1(2s− 2d(ij))− 2c is given by
the following parameters: Let t′ = [t′1, . . . , t
′
c], tj ∈ R2s−2d(ij)−1, then cj = Qjf(tj), where Qj denotes
the unique p.l.t. representation of the unitary complement of [0s−ij+1,ij−1, Is−ij+1][c1, . . . , cj−1]. Here
d(ij) = ij+rank
(
[0s−ij ,ij−1, Is−ij+1][c1, . . . , cj−1]
)
and f(tj) = fr(tj)+if i(tj), where [fr(tj)′, f i(tj)′]′
is a real unit norm vector, parameterized using the real parameter vector tj using e.g. stereographic
projections. Furthermore, if e1 denotes the first vector of the canonical basis, then e′1f
r(tj) > 0 and
e′1f
i(tj) = 0 holds.
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The parameterization of a real valued d-dimensional unit vector vector requires (d − 1) parameters.
The additional restriction on the first entry of f i(tj) saves one additional parameter. Taking the first
entry in f t(tj) > 0 implies that this set can be parameterized by using the stereographic projection
with only one chart.
A problem with this type of parameterization is the use of the p.l.t. form for the recursively computed
complements, which introduces further integer parameters: The first problem is that the rank of the
matrix [0s−ij+1,ij−1, Is−ij+1][c1, . . . , cj−1] need not be maximal, but could be less than (j − 1). This
is taken account of by including the integer d(ij). Secondly the specification of the p.l.t. structure
requires a further integer valued parameter, which possibly complicates the actual implementation of
the procedure, due to the recursive nature of the specification of these integers. On the subsets with
a constant set of indices ij , i.e. with constant p.l.t. structure, the parameterization is continuous and
differentiable with differentiable inverse.
A disadvantage of the proposed parameterization is its recursive nature, which complicates the calcula-
tion of the gradient vector (with respect to the entries in the parameter vector). Here again it is a nice
feature that the consistency proof is parameterization independent, hence some other parameterization
with possibly more convenient computational properties may be found and used.
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