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ABSTRACT Intracellular microelectrodes were used to record action potentials
from fibres of the isolated rabbit right ventricle and the areas of the action
potentials were measured. The action potential area was found to depend in a
reproducible way on the preceding pattern of stimulation. A mathematical
model reproducing all the observed changes in the action potential area was
developed. In the model the action potential area is taken as a linear function of
the product of two time and stimulation dependent variables, M and N. The
behaviour of each variable between action potentials is described by the solution
of a second order differential equation. During each action potential the varia-
bles are assumed to change discontinuously, the magnitudes of the discontinuous
changes being given by a set of subsidiary equations. It was found that the
behaviour of all the fibres tested was described by the same set of equations,
each single fibre being characterized by a set of ten independent constants.
INTRODUCTION
The voltage-time course or "shape" of the repolarization phase of action potentials
recorded from cardiac muscle is known to depend on the animal species and the
kind of tissue, and can vary from fibre to fibre in the same tissue. In any particular
fibre the repolarization phase is remarkably sensitive to changes in environmental
conditions, e.g. temperature and oxygen tension, and to metabolic inhibitors and
drugs (Coraboeuf, 1960). However, with all other experimental conditions held
constant the voltage-time course of the repolarization phase depends in a re-
markably reproducible way on the frequency and pattern of stimulation. Since a
knowledge of this dependence should provide an insight into the nature of the
mechanism which generates the prolonged repolarization phase of the cardiac
action potential, we have formulated a quantitative description of this dependence.
We have selected as the measured quantity the action potential area (see Defini-
tions) in preference to the duration. The area is easily and accurately determined
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and is a more sensitive measure of changes in the repolarization phase than the
duration.
This paper is divided into two parts. In the first part a number of experimental
results describing the relationship between action potential area and the frequency
and pattern of stimulation are presented. The second part is devoted to the de-
velopment of a mathematical model which describes the dynamic behaviour of
the action potential area. The model gives a detailed description of this behaviour;
it predicts the area of all action potentials in response to various patterns of
stimulation.
In the model, action potential area is made a function of two abstract variables
and the way in which the magnitudes of these variables change with time and
stimulation is described by a set of differential equations. The final model which
satisfactorily describes the experimental results can be considered as a logical
argument for the existence of the abstract quantities it contains. The dynamic
behaviour of these quantities provides a clue towards their real nature and the
kind of chemical and physical system in which they take part.
The two basic patterns of stimulation used were designed not only to provide
the information necessary for the formulation of the model but were chosen in
such a way that almost any pattern of stimulation can be reduced to a combina-
tion of the two basic types. It must be emphasized that the purpose of this paper
is to describe the model and the inductive process leading to it. Hence, the de-
termination of the effects of environmental changes on the model's applicability
lies outside the scope of this paper. However, it should be noted that the ap-
plicability of the model does not seem to be limited to the tissue used; i.e., the
rabbit right ventricle. Action potential areas from the rabbit atrium appear to be-
have in the same way, and results from guinea pig ventricle suggest that at least
certain aspects of the model are also applicable.
METHODS
Details, other than those described below, of the apparatus and methods, and the prep-
aration of the isolated rabbit right ventricle have been given previously (Johnson and
Tille, 1961). Single barrelled microelectrodes were used to record transmembrane action
potentials.
Integrator. The area of the action potential (see Definitions) was obtained by
electronic integration of the action potential wave-form derived from the output of the
floating grid electrometer. To subtract the resting potential from this signal during
integration, one input of a differential amplifier was clamped, on command, to the value
of membrane potential existing just prior to the upstroke of the action potential, whilst
the other grid was alowed to follow the subsequent action potential. The output of this
differential amplifier was applied to a feed-back integrator, the time of integration of
which could be preset to include one or more action potentials. The integration error
over the times and voltages met with in the experiments was less than 1 per cent.
Stimulation. The patterns of stimulation were generated by appropriate use of
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a 1:4 or 1:8 scaler, two Tektronix type 162 wave-form generators, two 161 pulse gen-
erators, and a Grass stimulator. The action potential and integral signals were displayed
on a Tektronix type 532 oscilloscope, equipped with a type 53/54C beam-splitting unit.
The traces were photographed when required with a Shackman MK 3 auto camera'.
Measurements of the integral were made by projecting the film on a calibration grid.
Times. The timing of the film exposures was obtained by recording continu-
ously throughout the experiments the sound of the opening and closing of the camera
shutter on a magnetic tape recorder. The tape was replayed and the time intervals
measured with the aid of a stop-watch. When required, the time intervals between indi-
vidual stimuli were either derived from the readings of calibrated controls on the Grass
stimulator or by reading from the projected film.
RESULTS
The results described in this section of the paper demonstrate the characteristic
features of the dependence of the action potential area on the preceding pattern
of stimulation. These results establish the basic experimental evidence for the
formulation of the mathematical model which is developed in the next part of
this paper. Since the importance of many aspects of the results becomes ap-
parent only after some consideration has been given to the model, these aspects
will be described at such a time when they can be usefully included in the argu-
ment. In formulating the model 88 hearts were used and data were obtained from
117 fibres.
Definitions. 1. To determine a relationship between the shape of an action
potential and the preceding pattern of stimulation it is necessary to select some
measurable quantity which will reflect changes in the shapes of action potentials.
Such a quantity is the action potential area defined by f, (V - Vm)dt; where Vm is
the membrane resting potential, V the membrane potential at any time, and the lim-
its t1 and t2 are such as to include the whole of the action potential so that V = Vm
when t = t1 and when t = t2.
The value of the area is expressed in arbitrary units throughout the paper. The
scale employed is not always the same in results from different cells.
2. Action potentials initiated at a constant rate will be called normal action
potentials. Action potentials interposed between the action potentials occurring
at a constant rate will be called extra action potentials.
Action Potential Area at Constant Rates of Stimulation. The prepara-
tion was stimulated at a number of constant rates and the areas of action potentials
obtained from a single fibre were recorded. After several minutes of stimula-
tion at any given constant rate all action potentials became identical in shape
and in area. In all fibres the steady-state value of area was found to depend
only on the existing rate of stimulation and to be independent of the stimulus pat-
tern preceding the initiation of the existing rate. Thus in every fibre each con-
stant rate of stimulation is associated with a unique steady-state value of the action
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potential area. The steady-state area has a maximum value at a rate of about 2
sec.-' and declines both at higher and at lower rates (Gibbs and Johnson, 1961).
This is shown in Fig. 1.
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FiGuRE 1 Two examples of the relationship between the steady-state area and the
rate of stimulation, f. Note the decrease in area at low rates.
Changes in Action Potential Area after a Change to a New Rate of
Stimulation. The changes in action potential area which occur when the rate of
stimulation is suddenly altered to a new constant rate were examined in the fol-
lowing way:
The muscle was stimulated at a constant rate until the action potential area
reached a steady value. The rate of stimulation was then altered and the areas of
action potentials were recorded at frequent intervals and plotted against time. An
increase in the rate of stimulation produced in all cases a rapid increase in area
(within a few action potentials) to a maximum value after which the area de-
clined much more slowly with an approximately exponential time course to its
stable value. A decrease in the rate of stimulation produced in most cases a rapid
decrease in area followed in all cases by a slow, approximately exponential, in-
crease to the stable value.
Some characteristic graphs of action potential area against time are shown in
Fig. 2. Examples of the changes in shape which take place during these ex-
periments are illustrated in Fig. 3.
The Effect of an Extra Action Potential. The tissue was stimulated at
a low constant rate (in most cases about 0.3 sec.-') and an extra stimulus was
applied after every fourth stimulus at the constant rate. The controlled variables
in these experiments were the rate of stimulation and the stimulus interval. This
was the interval between the extra stimulus and the preceding normal stimulus. For
each extra stimulus applied, the areas of three action potentials were measured: the
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FIGURE 2 The recovery of the action potential area after a change in the rate of
stimulation. The experimental points (0*) are fitted with exponential curves of the
form: Area = P + Qel1r (solid lines). All the points shown were obtained at a
stimulation rate of 1.5 sec.'1. Prior to t = 0 the tissue was stimulated for 2 to 3 minutes
at the rate shown by the numeral in parenthesis above each curve. The time con-
stants of the fitted curves are plotted in Fig. 10. The steady-state area was 85 at 3 sec.-,
67 at 5 sec.', and 51 at 7 sec.-'.
area of the normal action potential preceding the extra stimulus, the area of the
action potential in response to the extra stimulus (the extra action potential),
and the area of the following normal action potential. The areas of the three
action potentials were then plotted against the stimulus interval as in Fig. 4.
An example of a record of the three action potentials together with the integral trace
is shown in Fig. 5.
The area of an extra action potential was always greater than the area of the
preceding normal action potential; it was greatest at the shortest stimulus interval
and decreased as the stimulus interval was increased.
The area of the following normal action potential was also affected by the stimulus
interval; it was least at the shortest stimulus interval and increased steadily as the
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FIouRE 3 Three differently shaped action potentials obtained from one fibre by com-
mencing stimulation at a rate of 1.5 sec.-" after a 2 minute period of rest. c is the
first action potential initiated after the period of rest, a is the action potential with the
maximum value of area (in this case the fourth action potential initiated after rest),
and b is the normal steady-state action potential at a rate of 1.5 sec.-'.
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FiouRE 4 The relationship between the areas of the extra action potential (0), the
following normal action potential (x), and the stimulus interval. The value of the
area of the preceding normal action potential (0) was recorded as a control. Each
vertical set of three points corresponds to values obtained from three consecutive ac-
tion potentials photographed on one oscilloscope sweep as in Fig. 6. The stimulation
rate was 0.31 sec.*.
Stimuls* interval was increased. At the greatest possible stU interval, i.e. with
the extra action potential iunitiated just before it, the area of the following normal
action potential approached the maximum area attainable by the extra action
potential. It is clear that in this situation, i.e. with the greatest stimullus interval, the
extra action potential approximates a normal action potential while the following
normal action potential approximates an extra action potential. When the stimulus
interval was very short, the area of the folrowing normal action potential was often
smaller than the area of the preceding normal action potential. This effect was most
noticeable at the lowest rates of stimulation.
The Behaviour of the Second Extra Action Potential. The previous ex-
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FIGURE 5 A typical experimental record of three action potentials together with their
integrals. The trace beginning in the lower left-hand corner shows a normal, an extra,
and a following normal action potential (1 large division = 25 mv). The upstrokes
of the action potentials are not visible. The trace beginning in the upper left-hand
corner and ending as the lowest trace in the lower right-hand corner shows the inte-
grals of the action potentials; the value of the area of each action potential is propor-
tional to the vertical displacement of this trace produced over the duration of that
action potential. Time, 1 large division = 500 msec. The rate of stimulation is 0.286
sec.-'
periment was extended by the introduction of a second extra stimulus. The stimuli
were arranged into a repeating pattern consisting of one normal, two extra, and three
normal stimuli, in that order.
The following experimental procedure was employed. After carrying out the
experiment with one extra action potential as described in the previous section, the
extra action potential was initiated at a fixed stimulus interval and a second extra
action potential was introduced between the first extra and the following normal
action potentials. The position of the second extra action potential was then varied
and its area recorded and plotted against time as in Fig. 6.
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FIGURE 6 The relationship between the areas of the first and second extra action
potentials and the time after the upstroke of the preceding normal action potential.
The decline in area of the second extra action potential when the first extra action
potential was initiated after a stimulus interval of 210 (A), 750 (X), and 1600 msec.
(0) is shown together with the decline of the area of the first extra action potential
( * ). The tissue was stimulated at 0.286 sec.'. The value of the normal action potential
area was 30.
MATHEMATICAL MODEL
It is clear from the. results that the relationship between the action potential area
and the preceding pattern of stimulation appears to be more complicated in the fibres
of the rabbit right ventricle than in similar fibres from certain other species where
the predominant effect is the shortening of the action potential at high rates of
stimulation (Coraboeuf, 1960). The two most apparent differences are the behaviour
of the area of the extra action potential and the decline in the steady-state area at
low rates of stimulation. These facts lead to the hypothesis that in rabbit ventricular
fibres there exists an additional process, the effects of which are most apparent at
low rates of stimulation, operating simultaneously with the process which causes
the shortening of the action potential at high rates of stimulation.
The aim of this part of the paper is to establish some model capable of describing
the area of any action potential in terms of the previous pattern of stimulation. As
the results suggest the existence of two processes, the first step is to consider the
area as a function of two variables dependent on time and stimulation. The decline
in area at both low and high rates of stimulation is interpreted by assuming that one
of these variables decreases when the rate is decreased and that the other variable
decreases when the rate is increased. The simplest suitable equation expressing the
area as a function of two variables M and N is:
Area= A+BNM (1)
in which A and B are constants.
BIOPHYSICAL JOURNAL VOLUME 3 1963440
Equation (1) leads to considerable simplification in the interpretation of the
experimental results. Since the process which shortens the action potential at high
rates can be considered to be inoperative at low rates of stimulation, it is assumed
that one of the variables (M) tends to a limiting constant value as the rate of stimu-
lation is decreased and, therefore, the area becomes a linear function of the second
variable (N). Thus, the results obtained at very low rates of stimulation can be
used to determine the behaviour of N.
Behaviour of the Action Potential Area at Low Rates of Stimulation. As-
suming that at any low rate of stimulation the variableM has a value not significantly
different from its limiting maximum value, say Mma., we shall describe the area of
the action potential at low rates of stimulation or, more strictly, when the number of
stimuli is not greater than say, five in any 10 second interval, as a linear function of
a single variable N, and attempt to formulate some differential equation relating the
rate of change ofN to time and stimulation. Thus equation (1) becomes:
Area = A + CN, C =BM. (2)
where N is the solution of a differential equation. To avoid ambiguity we let equation
(2) relate the area of an action potential to the value of N existing just prior to the
upstroke.
From this definition of N it follows that a measure of the value of N existing at
any time can be obtained by initiating an action potential at that time and measur-
ing its area. However, to follow the time course of the change in N, say between two
action potentials initiated at a constant rate, a more cautious procedure has to be
adopted because each action potential obviously modifies the following time course
of N. For this reason only the area of the first extra action potential can be used for
the determination of the unmodified time course of N between the two normal action
potentials.
A method for the determination of the changes in N between two normal action
potentials can be found from a consideration of the following facts. When the tissue
is stimulated at a low constant rate all action potentials become identical in area
after a few action potentials. If the constant rate is replaced by some rhythmic figure
which is repeated at regular intervals, the action potentials comprising each rhythmic
figure will, in general, differ in area. However, if the rhythmic figure is repeated a
sufficient number of times, the areas of action potentials in corresponding positions
in all the figures become identical. Consider now the situation where the tissue is
stimulated at a constant rate and an extra stimulus is applied after, say, every fourth
stimulus at the constant rate. If the time interval between the extra stimulus and
the preceding normal stimulus, the stimulus interval, is kept constant, the result is
a repeated rhythmic figure consisting of five action potentials. We define this rhythmic
figure such that the extra action potential is always the second action potential in
each figure.
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It was found that when the stimulus interval was varied, the areas of the extra
action potential and of the following normal action potential were affected by the
stimulus interval, but the area of the first action potential of the next figure was not
affected. This means that when the first action potential of each figure is initiated,
the fibre is always in the same state and that this state is not affected by a change
in the stimulus interval in the preceding figure. In other words, the three intervening
normal action potentials are sufficient to abolish the effect of the variation of the
stimulus interval in the preceding figure.
Thus under these conditions the area of each extra action potential is a measure
of the value of N existing at the time of its upstroke. The variation of N with time
between two normal action potentials is obtained by varying the stimulus interval
and plotting the resulting area of the extra action potentials against the stimulus
interval as in Fig. 4.
Three important facts can be selected from the results obtained at low rates of
stimulation:
(a) The system rapidly attains a state of dynamic equilibrium when stimulated
at a constant rate or by a regularly repeated rhythmic figure. At a constant rate
equilibrium is reached after two or three action potentials. In the case of a rhythmic
figure containing at least four action potentials the results obtained from all figures
except the first are identical.
(b) The area of any action potential depends on the time interval separating it
from the preceding action potential. The area decreases steadily as this interval is
increased. (see Figs. 4 and 6).
(c) If an extra action potential is initiated shortly after a normal one, the area
of the following normal action potential is often smaller than the normal area. This
can be seen in Figs. 4 and 9.
From (b) it follows that N decreases steadily between action potentials and
therefore, to satisfy (a), it must increase by some amount, say AN, at some time
during the action potentials. The value of N existing at the beginning of the up-
stroke of an action potential (i.e. before AN has been added) will determine the
area of that action potential according to equation (2). The steady decrease of N
between action potentials is to be described by the solution of some differential
equation. The effect of stimulation will be simulated by increasing N by an amount
AN every time an action potential is initiated. For the sake of simplicity it is as-
sumed that N increases instantaneously by the amount AN during the upstroke of
each action potentiaL
Result (c) can now be interpreted in the following way: When an extra action
potential is initiated shortdy after a normal one, N is increased by a further AN in
the extra action potential. The fact that the following normal action potential is
often smaller than normal means that N, which in this case starts from an initial
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value which is higher than normal, must decrease at such a rate as to have a value
lower than normal by the time the next normal action potential is initiated. This
is shown schematically in Fig. 7.
This last fact means that the rate of decline of N cannot be governed by a single
first order differential equation. We shall therefore attempt to describe the be-
haviour ofN between stimuli by the following two equations:
dN= f(V, N) (3)dt
d= g(v, N) (4)
in which v is another variable governing the rate of decline of N. The first problem
is to find the form of the functions f and g such that the solutions N(t) of equations
N
,4 t. . 4
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FIGuRE 7 A graphic description of the behaviour of the variable N. The solid line
represents the variation of N occurring at a constant rate of stimulation. The positions
of the normal action potentials are indicated by the first and third arrows on the
abscissa. The broken line represents the decline of N after an extra action potential
initiated at the time indicated by the second arrow.
(3) and (4) will reproduce the shapes of the experimental curves. The second
problem is to find the dependence of AN on the other variables.
Some properties of f(v, N) can be deduced from the experimental results. Re-
sult (b) indicates that dN/dt is negative at all times (except during the upstroke
when AN is being added) and therefore f(v, N) must always be negative. To avoid
the possibility of obtaining a negative area in equation (2), N must be always
positive and therefore dN/dt must tend to zero as N tends to zero. A simple func-
tion satisfying these conditions is:
dN
-aNvN, aN> O (5)dt
The next step is to determine the form of the function g(v, N). To satisfy result
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(b) and keep dN/dt negative, v must be positive at all times. Result (c) is repre-
sented in Fig. 7 where the full line represents the hypothetical time course of N at a
constant rate of stimulation and the broken line the time course of N following an
extra action potential. To satisfy result (c), v must also increase whenN is increased
by an action potential.
The variable v can be considered to be continuous during the upstroke of the
action potential. Several forms of the function g of equation (4) together with equa-
tion (5) were solved on a digital computer. AN was kept constant and was added at
appropriate times to simulate experimental conditions. The simplest form of g which
would yield solutions in close agreement with the results was:
d= = b(cN2
- v) ed(0N3-1) (6)
The complexity of this function made us abandon the attempt to keep v continuous
during the upstroke, for not only is the solution of the simultaneous equations (5)
and (6) difficult, but also the physical meaning of g in equation (6) is obscure. On
the other hand, when v is allowed to change discontinuously a very simple form of
dv/dt leads to solutions of dN/dt which represent the results with excellent accuracy:
dp
= -bNv ov > 0, bN >O (7)dt
where vo is the value of v at t = 0. This equation governs the changes in v between the
upstrokes and v increases by an amount Av during the upstroke. The solution, N(t),
of equations (5) and (7) is:
N = No exp [aN vo(l - eNb)] (8)
in which No and vo are the values at t = 0 (i.e. just after the upstroke) of N and v
respectively.
The remaining problem is to find the dependence of the quantities AN and Av on
time, N and v. This dependence is to be determined from experiments using two and
three extra action potentials.
The variation of AN between two action potentials initiated at a constant rate was
determined in the following way. First, the decline of N between the normal action
potentials was determined as above. Then, keeping the time of occurrence of the
extra action potential fixed, the decline of N after the extra action potential was
determined by introducing a second extra action potential and recording the varia-
tion in its area with the interval between the two extra action potentials. The varia-
tion in N after the first extra action potential was then extrapolated back to the time
of the upstroke of that action potential. The difference between the extrapolated
value and the value to which N had declined after the first normal action potential
(as determined in the first experiment) was taken as the value of AN at the time
BIOPHYSICAL JOURNAL VOLUME 3 1963444
of the upstroke of that action potential. Fig. 8 illustrates the results of such an ex-
periment.
The mathematical procedure was as follows: First, the values of the constants A
and C of equation (2) and aNvy, bN, and No of equation (8) were determined by
fitting the decline of N between two normal action potentials with the expression of
equation (8). Then keeping A, C, and bN constant, the new values of No and a,1v.
were found by fitting the relationship of equation (8) to the experimental relation-
ships obtained with the second extra action potential.
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FoGumss 8a and 8b The determination of the time dependence of AN and Av. In Fig. 8a
the broken line and the solid lnes are piots of the equation N = No exp [-1.93 vo(( -
e-0.789), With Area = 24.8 + 42.5N fitted to the experimental points. The experimental
points show the decline of N after a normal action potential (0) and after extra action
potentials initiated after a stimulus interval of 250 (0), 530 (X), 1000 (A), and 1700
msec. (A). The basic stimulation rate was 0.282 sec.-. Fig. 8b shows the relationship be-
tween AN and A and time obtained from Fig. 8a by the method described in the text.
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It was found that both AN and the quantity aNAv (which was derived by a method
analogous to that for AN) were exponential functions of time of the forms:
AN = fN(I -e`-a)/CX) (9)
aNAv = Y + 5(1- e") (10)
in which t is the time interval from the upstroke of the preceding action potential
and CN, feN a, y, 8, and c are constants. The constant fof equation (10) was found in
every case to be equal (within the accuracy of the experiment) to the constant bN
of equation (7); therefore equation (10) can be rewritten:
aNAP = eN(1 - dNv) (1a)
The absolute values of N and v were fixed arbitrarily by making the constant eN of
equation (Ila) equal to aN and the constant fN of equation (9) equal to 1. The
resulting equation for Av is:
AP= 1 - dNv (Ilb)
Figs. 9a and 9b show the experimental relationships between the areas of the
extra and the following normal action potentials as a function of time. Theoretical
curves are fitted to the experimental points. The theoretical curve representing the
following normal action potential was obtained by adding to N and v at various
times the appropriate values of AN and Av calculated for those times from equations
(9) and (llb) and solving equation (8) with t equal to the time between the nor-
mal action potentials minus the stimulus interval.
As the constant a in equation (9) indicates, the increase of AN from zero does
not commence until a certain time after the upstroke of an action potential (Fig. 8b).
This time appears to coincide with the duration of the action potential; indeed, in
the few cases where the extra action potential was initiated in the repolarization
phase of the previous normal action potential, AN appeared to be a negative quantity.
The following correction was used in the expression for AN to keep the time at
which AN starts from zero approximately equal to the duration of the preceding ac-
tion potential:
AN = 1 -e-'9a-f"N (12)
An attempt was made to determine whether AN also depends on N and v by fol-
lowing the above experiment with an identical performed one but with the first nor-
mal action potential in each figure replaced by two closely spaced action potentials.
However, this is a lengthy and difficult experiment and no conclusive results were
obtained.
In summary, the behaviour of the action potential area at low rates of stimulation
can be described by the variation of a single variable N which decreases between
action potentials in accordance with equation (5) and which increases during the
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FiGunEs 9a and 9b The areas of the extra action potential (0) and the following
normal action potential (0) as functions of the stimulus interval in two different
fibres. The solid lines are the theoretical curves. In Fig. 9a the theoretical curve repre-
senting the following normal action potential was constructed by the method described
in the text from the values of constants obtained in Fig. 8. In Fig. 9b the area of the
extra action potential is fitted by: Area = 4.3 + 39 N, where N = 1.66 exp [-1.075
(1 - e-1")]. The curve representing the area of the following normal action
potential was obtained using the values axn0 = 0.614 sec.-' b, = 0.571 sec.-' cA, =
0.75 sec., dN = 0.336, and (a + .8M) = 0.13 sec., from data also shown in Fig. 6.
upstroke of each action potential by an amount AN given by equation (12). The
variable v which influences the rate of decrease of N behaves in a similar way; it
decreases between action potentials according to equation (7) and increases during
the upstroke of each action potential by an amount Av given by equation (11).
Action Potential Area at Constant Rates of Stimulation. To be able to
examine the behaviour of the second variable, M, it is essential to elimin.ate in some
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way from the experimental results the effects of the simultaneous changes in N. It
is not possible to devise an experiment involving stimulation which would not
produce changes in N, since N changes continually and approximates a constant
value only after a stimulus interval of the order of seconds. An obvious solution to
the problem is to initiate the action potentials every time N declines to a certain
value. This can be achieved by stimulating the muscle at any constant rate to allow
the N cycle to come to an equilibrium. The equations developed in the preceding
section indicate that when the rate of stimulation is suddenly altered to a new con-
stant rate, a new equilibrium state for the N cycle is reached after about five action
potentials. Thus, if the first few action potentials after a change in rate are disre-
garded, the variable N, which by this time has the same value before the upstroke
of each action potential, can be regarded as remaining constant and the action
potential area can be considered as a linear function of a new variable M:
Area = A + DM (13)
in which A is the same as in equations (1) and (2), D is constant at any constant
rate of stimulation and is proportional to the value attained byN before the upstroke
of each action potential (and thus depends on the rate), and M is the solution of
some differential equation.
The following experiment was designed for the investigation of the behaviour of
M:
(a) The muscle was stimulated at some constant rate fi until the recorded action po-
tential area reached a steady value (usually 3 to 4 minutes).
(b) The rate was then suddenly altered to a new constant rate f, and the areas of action
potentials initiated at the new rate were recorded at frequent intervals.
(c) When equilibrium was reached at f2, (a) and (b) were repeated for other values
of fi but with the same value of f2. All the measurements were made at the rate f2 s0
that throughout the experiment the value of N could be regarded as being constant.
(a) and (b) were carried out usually for four values of f1 and each run was repeated.
If the whole experiment was carried out without dislocation of the microlectrode
from the cell, it was repeated with a different value of f2.
The following approach was adopted in the attempt to represent these results in a
mathematical form: The basic assumption is, as in the case of the variable N, that
each action potential produces a sudden change, in this case a decrease in the
variable M, whereas in between stimuli M increases steadily and asymptotically to
some constant value, Mmax. There is, however, an important distinction between the
two variables M and N which necessitates a different approach to each problem. The
changes in N brought about by each action potential are sufficiently great and the
subsequent decline in N sufficiently rapid to reveal directly the relationship between
N and time. In the case of M, however, more than a hundred action potentials must
occur before the area reaches a steady value after any appreciable change in the
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rate of stimulation. This indicates that the change in M produced by any single ac-
tion potential is very small compared with the value of M. Because of this, the
changes in M cannot be measured directly (as can the changes in N); in addition to
being small, the changes in M are completely obscured by the simultaneous changes
in N.
Since it is not possible to examine directly the regeneration ofM during the rest-
ing state, the regeneration of M and its depletion by the action potentials will be
considered together as a single system. Because the sudden changes in M caused by
the action potentials, say AM, are small compared with the value of M, it is a use-
ful approximation to consider M as being used up at a continuous rate proportional
to the rate of stimulation rather than in discrete amounts. The differential equations
which are to describe the composite system of depletion and regeneration can then
be formulated with the rate of stimulation as a parameter.
In the experiments described above the time course of the changes in area are
very closely approximated by exponential curves (see Fig. 2). Although subsequent
analysis shows that the curves are not in fact exponential, the difference is slight;
we have as a first approximation considered them to be exponential and estimated
the constants P, Q, and T by fitting the experimental points with the equation:
Area = P + Qe-/'
The constant P which is the steady-state area was estimated directly from the last
few points of each curve, and the constant Q and the time constant r were estimated
by fitting an exponential curve to the experimental points by minimizing the squares
of the deviations of the time coordinate.
Although the results were obtained from the relationship between area and time,
they can be discussed in terms of M since changes rather than absolute values are
of interest. Several features of the results are of importance:
(a) The system attains equilibrium: If the muscle is stimulated at any given
constant rate for a sufficient length of time, all action potentials (recorded from any
one cell) have identical areas characteristic of that rate (Fig. 1).
(b) The steady state area is always approached asymptotically; equilibrium is
never attained in an oscillatory manner.
(c) The relationship between M and time after a change in rate is very closely
approximated by exponential curves (Fig. 2).
(d) The slope, dM/dt, at any one rate f, is not uniquely related to the value of
M. This can be seen in Fig. 2 if a horizontal line, say Area = 90, is drawn and the
three values of the slope are compared.
(e) As M1, the steady-state value ofM at the rate fl, is decreased (by increasing
fi) the value of T rises, at first slowly and then very rapidly (Fig. 10).
(f) For experiments in which f, > f2 (i.e. M1 < M2) the initial value of the slope,
(dM/dt)0, (i.e. just after the change in rate to f2) first increases as fi is increased,
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FIouRE 10 Relationship between the time constant of exponential curves fitted to the
recovery of the action potential area after a change in the rate of stimulation, and the
initial value of M, M1. The recovery curves were obtained at a rate of stimulation of
1.5 sec.-' (Fig. 2).
but when fi is increased beyond a certain value (> 7 sec.-l) the initial slope begins
to decrease again.
(g) The relationship between the rate f and Mf, the steady-state value of M, was
obtained at a constant value ofN by extrapolating the exponential curves obtained at
f2 back to t = 0. The extrapolated values of M were taken as Mf (see Discussion).
When this relationship is plotted as in Fig. 11, it is found that it can be fitted about
FIGURE 11 The relationship between the steady-state value of M, Mt, and the rate
of stimulation, f. The open circles (0) are the mean values of experimental points
obtained from the same cell as in Fig. 2 with Area = 32 + 118 M. The solid line is
the plot of M, = 1/(1 + .28f + .05f).
equally well by either of the following two equations:
A a + f
Mf = e-of
(14)
(15)
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in which a and 8 are constants. To simplify calculations the constant D in equation
(13) was chosen for each fibre to make Mma. = 1.
From- these observations certain deductions can be made about the differential
equations which govern the behaviour of M. Result (d) indicates that at least a
second order differential equation is necessary to describe the behaviour of M.
Therefore, taking into account the basic assumption and approximating the depletion
ofM by a continuous process, a suitable expression for dM/dt is:
dM = g(f M, ,) -h(f, M, #) (16a)
where the behaviour of ju is defined by:
d= ff M,/) (1 6b)
The function g corresponds to the regeneration ofM and h to the depletion ofM by
the action potentials. To satisfy (c) the solutions of these equations must either be
exponential curves or if they are not they must not depart too far in shape from ex-
ponential curves. Result (a) means that for all experimental values of f, dM/dt tends
to zero after long times and therefore in the steady state g = h. To satisfy (g) the
solutions for Mf of:
g(f, M,, ,f) = h(f, Mf,,f)
in which Mt and jf are the steady-state values of M and u at the rate f, should pref-
erably lie between the two relationships given by equations (14) and (15). The
significance of results (e) and (f) will be discussed later.
To limit the number of possible forms that equations (16a and 16b) could take,
one further assumption was made. The assumption is that the functions g and h in
equation (16a) are independent of each other, except through the value of M. This
is not only plausible, as it is merely assumed that the two processes g and h do not
interfere with each other, but it also leads to a considerable simplification of the two
functions and gives them a more precise meaning. The assumption has the following
consequences: Since h, the rate of depletion by the action potentials is obviously
proportional to the rate f, g must be independent of f; and the dependence of , in
equations (16a and 16b) can be assigned arbitrarily to either g or h, but a more
meaningful system is obtained if g is made to depend on ,u and h is made independent
of it. Equations (16a and 16b) now simplfy to:
dM - g(M, A) - f. h(M) (17a)dt
d__ - ,M,1 (17b)dt
These equations describe the following system: The variable M is being regen-
C. L. GIBBS, E. A. JOHNSON, AND J. TILLE Action Potential Area 451
erated at a rate dependent on the magnitude ofM and j&. The amount ofM used up
per action potential depends only on M.
It is now possible to find the form of the function h(M). Since at constant rates
dM/dt = 0:
g(M, f) =fh(Mf)
in which Mf and ,f are the steady-state values of M and p at the rate f. Consider the
situation in which the system is at equilibrium at the rate fi and the rate is changed
suddenly to f2. Just prior to the change in rate:
g(M1, Aj1) = fih(MI) (18)
When the rate is changed to f2 the initial value of dM/dt, say (dM/dt)0, is given by
(since none of the variables except f have had time to change):
( dMt = g(M, I1) -f2.h(M1)
Substituting for g from equation ( 18):
(dM)= fi * h(M1) - f2 *h(M1)
or
(dM\
h(MO) - fi - f2 (19)
in which all the quantities on the right-hand side are known. Thus by repeating the
experiment for different values of fl the relationship between h(M) and M can be
obtained (Fig. 12). The form of the relationship appears to be one of propor-
0.~~~~~~~~~~~
-we 04...6..
* t, ~~ ~ ~ ~ ~ ~ ,
brokenhne is1q0al toS0.0076
.,
FIGURE~~~~~12 The relationship..bewe h(M) an M. The open cice are values
calculated~~~~~~~~~~~~~~~~fro th reut hw nFg.2uigeuto 19.Tesoeoh
broken~0:line..is eqa /to@ 0.007....
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tionality; h(M) - bMM, where bM is a constant. Thus:
dM - g(M, jt) -fbMMdt
Since the value of M is to approach 1 when f = 0 a reasonable form of dM/dt
would be:
dMdt
-aJ(1- M)+O-)~fbMM
If o(,p) were a constant the solution of this equation corresponding to the experi-
ments would be exponential curves with a time constant equal to (am, + bMf2) (i.e.
independent of fi) and Mf would equal (as)/(amq' + bMf). Also, if fi were in-
creased, M would start off from lower and lower values and the initial value of dM/
dt would always increase. Thus to satisfy the results (e) and (f) the steady-state
value of 0(p) must decrease as f is increased in order to slow down the recovery ofM
after high rates of stimulation.
The final form of equation ( 17a) was obtained by letting '(j) = :
d=M am(l- M)--fbmM (20)dt
Finally, the form of q)(f, M, ) in equation (17b) must be determined. From the
experimental results it is clear that j, must behave in a manner similar to that of M.
It must decrease when the rate is increased and increase when the rate is decreased.
Four forms of equation (17b) were tried. Each one was solved together with
equation (20) on a digital computer and the solutions were compared with
the experimental results. In each case a suitable set of constants was chosen; the
steady-state values of M and / were calculated for several rates of stimulation by
solving the equations dM/dt = 0 and d,/dt = 0, and with each pair of values (Mf
and pf) as the initial conditions, the equations were solved taking f (this would cor-
respond to f2 in the experiments) as 1 sec.-1 or 1.5 sec.-1. This procedure simulated
the experiments described at the beginning of this section.
The equations were:
dty = CM(1 - u) -fdju
d = CMM(1 -A)
-fdA
dt = 14cM(1 -A) -fdMAL]
d-A= M[CM(1 - IA)-fdIdMu] (21)dt
All of the above equations except equation (21) failed to reproduce some of the
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aspects of the results. The solutions, M(t), of equations (20 and 21) are-nearly
exponential; the relationship between Mf and f is of a suitable form:
=f amcm (2
amcm + bMcmf+ bMdMf2 (22)
which lies between the two forms given in equations (14 and 15) and the "time con-
stant" varies in the correct manner with M1. Fig. 13 shows experimental results
fitted with the solutions of equations (20 and 21).
1*0
M AREA
140
08 (0)
120
100
80
40 80 120 160
seconds
FiGuRE 13 The recovery of the action potential area after a change in the rate of
stimulation. The experimental points (0) (obtained in the same cell as those in
Fig. 3) are fitted with the solutions, M(t), (solid lines) of the two simultaneous
equations (20 and 21) with ax = 0.03 sec.', bM = 0.01, cm = 0.01 sec.'1, dM =
0.0017, and f = 1.5 sec.'. All the points were obtained at the stimulation rate of 1.5
sec.-". The abscissa gives the time after the change in the rate of stimulation. Prior to
t = 0 the tissue was stimulated for 2 to 3 minutes at the rate shown by the numeral
in parenthesis situated above each curve.
The following procedure was adopted in determining the values of the constants:
The experimental relationship between the steady-state area and the rate of stimula-
tion was fitted by the expression given in equation (22). From this expression the
values of the ratios am/bM and cm/dm were obtained. The value of bm was obtained
from the relationship between h(M) and M. Suitable values for cm and dM were then
chosen and the equations (20 and 21) were solved. The solutions were compared
with the experimental results and the values of the constants were altered if the com-
parison was not satisfactory. Note that when the experimental relationship is fitted
in this way, the initial values of M and dM/dt are slightly different from those ob-
tained by fitting exponential curves.
In summary, the behaviour of the action potential area at constant rates of stimula-
tion is adequately described by the variation of a single variable, M, which increases
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between action potentials, the rate of increase being given by:
dM= aM(l- M) (23)dt "Al m
and which decreases during each action potential by an amount AM which depends
only on M:
AM- -bMM (24)
The variable ,u which influences the rate of increase ofM behaves in a similar way:
between action potentials it increases in accordance with:
dt = CMM(l -) (25)dt
and during the action potential it decreases by an amount Ap:
A,g = -dMIAM (26)
The description of M by equations (23 to 26) is approximated by equations (20
and 21) in accordance with the explanation on page 449 and in the Discussion.
The Relationship between the Steady-State Area and the Rate of Stimula-
tion. The steady-state values ofM andN were obtained for various rates of stimula-
tion using for M the same values of the constants as in Fig. 13 and for N the same
values of the constants as in Fig. 8. This theoretical relationship is compared with
an experimental one (from a different fibre) in Fig. 14.
AREA
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0.1 O2 05 10 2-0 5*0 10
f (sec.1)
FIGURE 14 The relationship between the steady-state area and the rate of stimula-
tion, f. The full circles ( 0 ) are experimental points obtained from one fibre. The
solid line is the plot of Area = 6 + 130 MN. The steady-state values of M and N
were calculated using the following values of constants: aN = 1.52 sec.', bN = 0.789
sec.-1, c = 0.45 sec., dN = 0.289, am = 0.03 sec.', bm = 0.01, cm = 0.01 sec.-1.
dm = 0.0017; the constants a and p of equation (12) have the values 0.05 sec. and
0.10 sec. respectively. No attempt was made in this case to reproduce exactly the
results obtained from this fibre but the figure demonstrates that the general shape
of the relationship is-well accounted for by the theory. Compare also with Fig. 1.
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The relationship is a good over-all test of the model since it involves all the differ-
ential equations and all the equations determining the A's. Unfortunately the time
required for an experiment in which the values of all the constants could be de-
termined in the one fibre makes such an experiment a practical impossibility. There-
fore, it was necessary to use the constants from two different fibres and to compare
the steady-state areas calculated with these constants with the steady-state areas re-
corded from a third fibre. Nevertheless, the general shape of the relationship is well
reproduced by the model.
The Number of Independent Constants. Since neither of the variables M
and N can be measured independently of the product BMN occurring in equation
(1), their absolute values have no meaning at the present time; only their variation
is of interest. Similarly, the variables ,u and v only appear in the equations describ-
ing the behaviour of M and N as the products amAp and aNv. For these reasons
several of the constants occurring in the equations can be eliminated.
This elimination has been carried out in the case of the M equations by making
the values of Mma. and pi,lax equal to 1 and in the case of N making the constant eN
of equation ( 11) equal to aN and fN of equation (9) equal to 1.
Thus the behaviour of the action potential area of fibres from the rabbit right
ventricle can be described by the nine equations (1, 5, 7, 11, 12, 23, 24, 25, and 26)
containing the ten independent constants A, B, am, bm, cm, dM, aN, bN, CN, and dN.
The two constants a and [8 of equation (12) appear to be only indirectly connected
with the dynamic behaviour of the variables.
DISCUSSION
To compare our results with those of other investigators is difficult, particularly be-
cause they measure the duration and not the area of the action potential. Carmeliet
(1955, 1958) has described in detail the relationship between the steady-state
duration of the frog ventricular action potential and the frequency of stimulation
and has expressed this relationship by the equation A = A. (1 - e-T), where A
is the duration of the action potential, A. and a are constants, and T is the stimulus
interval. Comparison can only be approximate since it is necessary to assume that
in the frog ventricle the area of the action potential in a linear function of the
duration. With this assumption, Carmeliet's finding would mean that N is constant
in the frog heart. The duration of the frog action potential would then become a
linear function of M in which case the present model would closely predict Car-
meliet's relationship between the frequency of stimulation and the steady-state
duration.
Interference of One Varable in Experiments Performed on the Other Varia-
ble. It is clear from the model that the changes in area in any one experiment can
never be completely ascribed to only one of the two variables M and N. However,
since N varies rapidly and attains a state of dynamic equilibrium after only a few
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action potentials at any constant rate and since the decrements in M for each re-
sponse are small and equilibrium in M is attained slowly, after hundreds of action
potentials, one can perform experiments in which the value of one or the other of
the variables can be considered to remain sufficiently constant to admit a simple and
meaningful interpretation of the results.
The simple assumption, made at the beginning of the section describing the be-
haviour of N, that at low rates of stimulation M has its maximum value can be seen
to be not strictly correct; small changes in the level of M can be expected even when
the rate of stimulation is changed, say, from 0.2 sec.-1 to 0.4 sec.-1. However, the
changes in M produced by single action potentials are small enough to allow us to
consider M to be constant when stimulating with a repeating rhythmic figure. This
means that the theoretical values of N should agree exactly with the experimental
ones for any stimulation arrangement as long as the number of action potentials in
successive 10 second intervals is kept constant (and as long as they are not too
unequally spaced, e.g. in a single burst followed by a pause), but that the constant
C in equation (2) has to be changed slightly when the number of action potentials
in the 10 second intervals is altered.
In the experiments designed to reveal the behaviour of M the effect of N is two-
fold: (a) because of the complex changes in N after a sudden change in the constant
rate of stimulation, the first few action potentials in each run must be disregarded;
(b) although at any constant rate of stimulation N will have the same value just prior
to the upstroke of each action potential, this value will be different for different
constant rates of stimulation. Thus the constant D in equation (13) will differ in
the same way, and although this does not effect the estimation of the time constant
of the curves relating the area of the action potential to the time after a sudden
change in rate, it does however make it impossible to directly correlate the magni-
tudes and changes in the level of N obtained at different rates of stimulation. On
the other hand, if all experiments are carried out at the one rate f2, N can be con-
sidered to have the one constant value and equation (13) will hold for all times at
which measurements are made. Thus to determine the relationship between f and the
steady state value of M, results obtained at only one rate of stimulation must some-
how be used. This was done by performing the experiments at the one rate as de-
scribed earlier and extrapolating the curves back to t = 0, ignoring the first few
responses during the rapid changes in N. These extrapolated values can then be
plotted against f, yielding the required relationship according to equation (13) in
which D is now constant.
Behaviour of the Variables during an Action Potential. It has been assumed
that all four of the variables, M, p, N, and v change discontinuously during the up-
stroke of the action potential. The real system is likely to behave in one of three
different ways (for the case of N and v the words regeneration and depletion must
be interchanged): (a) The regeneration process goes on continuously all the time,
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while the depletion is superimposed on it approximately instantaneously at some
time during the action potential; (b) the regeneration process behaves as in (a) but
the superimposed depletion occurs during a definite time interval (e.g., for the whole
duration of the action potential); (c) the two processes are mutually exclusive
(i.e., the regeneration stops while the depletion takes place).
The present equations are based on (a). The third possibility (c) was discounted
as it would result in large discrepancies between the predicted and observed results
at higher rates of stimulation. On the other hand, (a) and (b) are both acceptable
and it must be made clear what modifications (b) would produce in the model.
In the case of M and , the depletion is taken as going on all the time; this ap-
proximation is justified by the smallUness of the quantities AM and A/4 which are two
orders of magnitude smaller than the values of M and u. The error resulting from
this approximation was calculated and found to be negligible. The approximation
clearly encompasses both possibilities (a) and (b) and, therefore, both (a) and (b)
can be regarded as possibilities with indistinguishable effects. In the case of N and
v the two possibilities (a) and (b) would result in slightly different time courses of
N between action potentials, but the effect would be smaller than the present ex-
perimental error. Thus both possibilities should be kept in mind in any future in-
terpretations of the model.
Assumptions. As far as the mathematical description of the results is con-
cerned, the model contains no assumptions. All the assumptions made earlier were
only tentative; this mathematical model could not have been constructed on purely
deductive reasoning. At the present time the only physical quantity which is repre-
sented by the model is the action potential area. Its dynamic behaviour is adequately
described in terms of the behaviour of the two variables M and N. It is only when
correlation of the underlying differential equations with physical processes is at-
tempted that some of the statements made in the paper will have to be regarded as
assumptions.
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