Abstract. Let X be a metric space with bounded geometry, p ∈ {0} ∪ [1, ∞], and let E be a Banach space. The main result of this paper is that either if X has Yu's Property A and p ∈ (1, ∞), or without any condition on X when p ∈ {0, 1, ∞}, then quasi-local operators on ℓ p (X, E) belong to (the appropriate variant of) Roe algebra of X. This generalises the existing results of this type by Lange and Rabinovich, Engel, Tikuisis and the first author, and Li, Wang and the second author. As consequences, we obtain that uniform ℓ p -Roe algebras (of spaces with Property A) are closed under taking inverses, and another condition characterising Property A, akin to operator norm localisation for quasi-local operators.
Introduction
Roe algebras are C*-algebras associated to metric spaces (or more generally spaces endowed with a coarse structure), which encode their large scale structures. The interest to study these objects stems from two sources: index theory on open manifolds as well as the Novikov conjecture, and operator theory of banddominated operators. Recently, much interest has arisen in investigating their ℓ p -variants as well (see [4, 17] ).
On the index theory side, the K-theory of Roe algebras serves as a receptacle for indices of (for instance) geometric differential operators; this is how they originally appeared in the pioneering work of John Roe [22, 23] . This landscape, framed by various versions of the coarse Baum-Connes conjecture, has shown its power to produce significant results in geometry and topology, for instance for the Novikov conjecture and the bounded Borel rigidity conjecture (see e.g. [12, 35, 36] ), and about the non-existence of metrics of positive scalar curvature on open Riemannian manifolds (see e.g. [15, 27, 34] ).
On the single operator theory side, the elements of Roe algebras are referred to as band-dominated operators, and substantial work has been done for instance on their Fredholmness and essential spectrum (see e.g. [18, 21] and references therein). More recently, the coarse geometric ideas have been recognised as useful in this area as well (see e.g. [14, 19, 28, 30] ). These ideas have been applied for instance to Hamiltonians of quantum systems and Schrödinger operators [8, 9, 10] .
Roe algebras have various versions in studying different problems (for instance, uniform or stable versions). To work in the full generality, we choose the setup of ℓ p -Roe-like algebras, which is, roughly speaking, defined as the norm closure of some algebra of operators with finite propagation (also known as band operators in the operator theory language). This raises the question whether we can recognise exactly which operators belong to an ℓ p -Roe-like algebra, rather than producing a sequence of finite propagation approximants -in some situations, for example when considering index theory of pseudo-differential operators (see e.g. [6, 7] ), this may not always be possible.
To outline the main result of this paper, let us explain the notions in the case when (X, d) is a metric space with bounded geometry (for precise definitions see Section 2), p = 2, and the Banach space E appearing later is just C. Thinking of operators on ℓ 2 (X) as X-by-X matrices, we say that such an operator has finite propagation (or is a band operator), if the non-zero entries appear only in a band of finite width (measured by the metric on X) around the main diagonal. (See Definition 2.4 for full details.) The finite propagation operators form a *-subalgebra of B(ℓ 2 (X)), and its closure is called the uniform Roe algebra of X. Any finite propagation operator a has the property that there exists R ≥ 0, such that for any A, B ⊂ X with d(A, B) ≥ R, we have χ A aχ B = 0 (here we denote by χ A the characteristic function of A, acting as a multiplication operator on ℓ 2 (X)). One possible weakening of this condition is to ask that for any ε > 0 there exists R ≥ 0, such that for any A, B ⊂ X with d(A, B) ≥ R one has χ A aχ B < ε. Operators a satisfying this condition are called quasi-local; and it is immediate (by an approximation argument), that any operator in the uniform Roe algebra of X is indeed quasi-local.
The converse, namely the question whether any quasi-local operator belongs to the corresponding Roe algebra, is the main question this paper addresses. Note that a positive answer provides a method for checking whether an operator belongs to a Roe-like algebra merely by estimating norms of off-diagonal block restrictions of the operator (i.e. χ A aχ B ) and does not require producing finite propagation approximants. This is crucial, for instance, for the work of Engel [6, 7] on the index theory of pseudo-differential operators. To expand on this point, Engel [6, Section 2] points out that while indices of genuine differential operators on Riemannian manifolds live in the (appropriate) Roe algebra, the indices of uniform pseudo-differential operators are only known to be quasi-local.
Furthermore, a positive answer to this question is also used in the work of White and Willett [32] on classifying Cartan subalgebras of Roe algebras, with some applications on the associated rigidity problem as well.
The history of this question can be traced back to the work of Lange and Rabinovich [16] , where an affirmative answer is obtained in the case X = Z N using the Fourier transform. (This fact has been then used extensively in the band-dominated operator theory for studying Fredholmness, see e.g. [21] for an overview.) Subsequently, it appears in Roe [23, Remark on page 20]. The recent progress in p = 2 case includes the result of Engel [7] for the case when X is a manifold of bounded geometry with polynomial volume growth, and the result of Tikuisis and the first author [29] , where the authors assume that X has straight finite decomposition complexity (but note that X is only required to be proper, not necessarily of bounded geometry). This work has been generalised by Li, Wang and the second author to general p ∈ [1, ∞) [17] under the same assumption on the space X.
The main result of this paper provides an affirmative answer to this question for any metric space X with bounded geometry in the following cases: without any further assumption on X for p ∈ {0, 1, ∞}; or when X has Property A and p ∈ (1, ∞). For the former case, our proof is inspired by the recent work on limit operator theory [37] . For the latter case, we utilise the key technical trick from [17, 29] (cf. Proposition 5.3), but the remainder of our argument is of a very different nature than that of [17, 29] : We do not inductively chop a quasilocal operator (as was done using straight finite decomposition complexity) to eventually produce an approximant of finite propagation. Instead, we prove and use a property similar to the operator norm localisation property [3] , but for quasi-local operators (cf. Lemma 5.2).
We note that our result generalises (for metric spaces with bounded geometry) all the previous ones: both straight finite decomposition complexity and polynomial growth (separately) imply Property A. For the former, see [5] ; for the latter this is a result of Tu [31] . For completeness, let us note that for finitely generated groups, polynomial growth implies finite asymptotic dimension (using Gromov's theorem [11] one concludes that these groups are virtually nilpotent, so that a result of Bell and Dranishnikov applies [1] ). This in turn implies finite decomposition complexity [5, 13] . However we are not aware of an argument that would assert that polynomial growth implies (straight) finite decomposition complexity for general metric spaces.
We present two direct applications of our work: We observe that the conclusion of Lemma 5.2 for p = 2 is actually equivalent to Property A (and hence to the operator norm localisation property and the metric sparsification property [2, 3, 26] ). Thus we obtain yet another characterisation of Property A. The second application is that ℓ p -Roe-like algebras are closed under taking inverses (in B(ℓ p E (X))). While this is immediate when p = 2 (the C*-algebra case), for the remaining p this requires an argument (cf. a discussion of this property in the context on band-dominated operator theory [21] ).
The paper is structured as follows: After recalling the background notations, terminology and some existing results and examples in Section 2, we state and discuss the main result in Section 3. Our proof of the main result requires treating substantial portions of the two cases (p ∈ {0, 1, ∞} and p ∈ (1, ∞)) differently, so it is split up along this seam into Sections 4 and 5. The paper closes with applications and open questions in Section 6. assumption that X has bounded geometry, this is nothing else than ℓ ∞ (X). Nevertheless, we will use this notation to emphasise when we are considering these functions on X as (soon to be) acting as multiplication operators on some Banach space. Moreover, the Roe-like algebras and several other notions we refer to make sense and are useful for "continuous" spaces (e.g. manifolds) as well. The convenience of having a discrete space lies, for instance, in the fact that any characteristic function sits inside C b (X).
Let E be a Banach space. We denote the closed unit ball of E by E 1 . We denote the bounded linear operators on E by B(E), and the compact operators on E by K(E). Moreover, we define (X)) and f ∈ C b (X), we have
Also notice that j∈J e j ae j = sup j∈J e j ae j .
ℓ
p -Roe-like algebras.
. Denote the support of a function f ∈ C b (X) by supp( f ). We say:
• a is quasi-local, if for every ε > 0, it has finite ε-propagation.
Note that finite propagation operators are also called band operators in operator theory literature including [21, 25] . We recall the following two basic examples of operators with finite propagation:
(1) Let f : X → B(E) be a bounded function. Then the operator A ∈ B(ℓ p E (X)) defined by (Aξ)(x) := f (x)(ξ(x)) for any ξ ∈ ℓ p E (X) and x ∈ X, has propagation 0, called a multiplication operator. is finite. Define an operator V by:
where ξ ∈ ℓ p E (X) and x ∈ X. Then V is a finite propagation operator, called a partial translation operator.
The above two classes of operators indeed generate the set of all finite propagation operators as an algebra. More precisely, we have: Recall that the ℓ 2 -Roe-like algebras were introduced by Tikuisis and the first author [29] with an additional condition
which is used in the proof of their main result. Subsequently, Li, Wang and the second author [17] showed condition (2.1) is not necessary (for any p ∈ [1, ∞)). 
Before immersing into examples of ℓ p -Roe-like algebras, let us recall the following notion related to matrix algebras.
Definition 2.9 ([20]). Let (X, d) be a discrete metric space and p
, which is the matrix algebra over the finite set B n (x 0 ).
Phillips studied the relation between M p X and compact operators K(ℓ p (X)) in [20] . Following his arguments, we have:
Proof. The first statement follows directly from [20, Proposition 1.8] . For the second: when p = ∞ and X is infinite,
). When p = 1, we follow [20, Example 1.10]: take X = N and consider the operator T :
where ξ ∈ ℓ 1 (N) and δ 0 ∈ ℓ 1 (N) is the function taking value 1 at the original point, and 0 elsewhere. Since T has rank 1, it belongs to K(ℓ 1 (N)). However, it is clear
Now we provide several examples of ℓ p -Roe-like algebras, which include ℓ puniform Roe algebras, band-dominated operator algebras and ℓ p -Roe algebras; see [17, 29] as well. Recall that (X, d) is a metric space with bounded geometry, E is a Banach space and p ∈ {0} ∪ [1, ∞]. 
, which is the band-dominated operator algebra (see [30, 37] ). And it is clear that K(X, B) = K p E (X) defined thereby, which is the set of all P-compact operators on ℓ p E (X).
Now take E = ℓ p (N) and B to be the set of all locally compact operators in B(ℓ p (X; ℓ p (N))), which is clearly closed under block cutdowns and satisfies 
, which does not hold generally when p ∈ {1, ∞}.
Note that the ℓ 2 -Roe algebra coincides with the classical Roe algebra.
2.4.
Property A and partition of unity. Property A was first defined by Yu [36] , and since then it has been shown to be equivalent to a plethora of other properties (including the metric sparsification property, and the operator norm localisation property [2, 3, 26] , cf. also Section 5). We shall use the formulation in terms of existence of partitions of unity with small variation [33, Theorem 1.2.4]. For p ∈ [1, ∞), set q ∈ (1, ∞] to be the conjugate exponent of p, i.e., 1/p + 1/q = 1.
First recall that for a metric space X, a cover U = {U i } i∈I is uniformly bounded if sup i∈I diam(U i ) is finite; U has finite multiplicity if there exists some M such that for each x ∈ X, at most M elements of U contain x. For a function φ on X, set its support to be the closure of {x : φ(x) 0}, denoted by supp(φ). Definition 2.14 (Definition 6.1, [30] ). For p ∈ [1, ∞), a metric p-partition of unity on X is a collection {φ i : X → [0, 1]} i∈I of functions on X satisfying:
(1) The family {supp(φ i )} i∈I is uniformly bounded and has finite multiplicity.
Let r, ε > 0. A metric p-partition of unity {φ i } i∈I has (r, ε)-variation if for any x, y ∈ X with d(x, y) ≤ r, we have
The space X has Property A if for any r, ε > 0, there exists a metric p-partition of unity with (r, ǫ)-variation.
Note that the above definition assumes p ∈ [1, ∞). For the case that p ∈ {0, ∞}, we need a few more notions and a lemma from [37] .
Definition 2.15 ([37]
). Let {φ i } i∈I be a metric 1-partition of unity on X. A dual family of {φ i } i∈I is defined to be a collection
Clearly for any L > 0, L-Lipschitz dual family always exists. Furthermore, any dual family has finite multiplicity since X has bounded geometry.
The following technical lemma is taken from [37] , using partition of unity and the associated dual family to construct operators via blocks. To simplify the statement, we declare that a metric p-partition of unity always means a metric 1-partition of unity when p ∈ {0, 1, ∞}.
Lemma 2.16 ([37]).
For p ∈ {0} ∪ [1, ∞], let {φ i } i∈I be a metric p-partition of unity on X, and let {ψ i } i∈I be a dual family of {φ i } i∈I if p ∈ {0, 1, ∞}. Given a collection of bounded linear operators 
The main theorem
To state our main result, we need to recall two extra notions:
Let VL(X) denote the set of all very Lipschitz bounded sequences from C b (X). Define (X)) ∞ . We consider the relative commutant:
It is clear that any operator in B(ℓ p E (X)) with finite propagation commutes with VL ∞ (X). Hence by taking limits it follows that
The converse inclusion is also true provided the space has Property A, which is included in our main theorem as follows: 
Then we have:
are equivalent, and they are also equivalent to (iv) provided X has Property A.
We state the result in this form to keep in line with [17, 29] . Let us recall that [29] proved the above result for p = 2 and proper X with straight finite decomposition complexity, under the extra assumption (2.1) for Roe-like algebras. Subsequently, Li, Wang and the second author showed that (2.1) is not needed and proved the result for arbitrary p ∈ [1, ∞), under the same assumption on the space X. The Theorem above uses only a weaker assumption, namely Property A for p ∈ [1, ∞), and no assumption on X in case p ∈ {0, 1, ∞}.
The equivalence that "(i)⇔(ii)⇔(iii)" for p ∈ {0} ∪ [1, ∞), and the direction that "(i) ⇔ (ii) ⇒ (iii)" for p = ∞ can be proved by similar arguments as those in [29] for p = 2 and in [17] for p ∈ [1, ∞), hence omitted here. While special care needs to be taken for "(iii) ⇒ (i)" due to the fact that finitely supported vectors are no longer dense in ℓ ∞ E (X), which inevitably causes the problem that the norm of a general operator on ℓ ∞ E (X) might not be approximated by those of the restrictions on finite blocks. To overcome this problem, we provide the following auxiliary lemma. The proof is straightforward, hence omitted. Having observed the above lemma, now we can apply similar arguments as those in [17] to prove "(iii) ⇒ (i)" for p = ∞. And as we pointed out before, "(iv) ⇒ (i)" holds trivially for all p ∈ {0} ∪ [1, ∞], hence we may only focus on "(i) ⇒ (iv)".
Before stepping into the detailed proof of "(i) ⇒ (iv)", we would like to substitute condition (i) with a more practical one. First let us recall the following notation: for any
As shown in [29] , we have the following lemma: Proof. Sufficiency is clear from the definition of VL ∞ (X), so we only focus on necessity. Assume the contrary that for each n, there exists a
Then clearly ( f n ) n∈N belongs to VL ∞ (X) 1 and lim n→∞ [a, f n ] ≥ ε, which contradicts with the hypothesis.
In the rest of the paper, we prove (i) implies (iv) in Theorem 3.3 (with the condition from Lemma 3.5 in place of (i)), and the proof is divided into two cases: p ∈ {0, 1, ∞} and p ∈ (1, ∞). The cases share the general scheme (approximate a given quasi-local operator by a finite propagation one of the form from Lemma 2.16). However, most of the work is concentrated on proving that these are close to the original operator in norm -and for this the techniques in the two cases are rather different.
Proof for p ∈ {0, 1, ∞}
In this section, we prove part (1) of Theorem 3.3, (i) =⇒ (iv). Notice that Property A is not required here. We start with the following estimates on norms of commutant operators. Proof.
(1) When p = 0: first note that
By Lemma 2.16(1)(b) and the fact that i∈I φ i converges strongly to the identity operator on ℓ 0 E (X), we have that i∈I φ i [ψ i , b] converges strongly as well. Furthermore, for any vector v ∈ ℓ 0 E (X) and x ∈ X, we have
By Lemma 2.16(1)(c) and the fact that i∈I φ i converges strongly to the identity operator on ℓ 1 E (X), we have that i∈I [ψ i , b]φ i converges strongly as well. Furthermore, for any vector v ∈ ℓ 1 E (X) and unit vector w in ℓ
On the other hand, notice that i∈I
By Lemma 2.16(2) and the fact that i∈I φ i b converges point-wise strongly to b in B(ℓ ∞ E (X)), we know that i∈I φ i [ψ i , b] converges point-wise strongly as well. Furthermore, (4.1) and (4.2) still hold, so we finish the proof.
The following lemma is well-known to coarse geometers (see e.g. [22, Lemma (7.1)]). While for completeness, we provide a proof as well. Proof. We construct a graph G whose vertex set V is {U i } i∈I , and two vertices U i , U j are connected by an edge if and only if U i ∩ U j ∅ and i j. Since X has bounded geometry and the family {U i } i∈I is uniformly bounded and has finite multiplicity, the graph G has finite valency N for some N ∈ N. Clearly, it suffices to divide V into finitely many subsets such that any two vertices from the same one are not connected by an edge. Now we do the same procedure to the new graph G ′ with valency at most N − 1, and step by step, we end up with a decomposition of V into at most N subsets satisfying the requirement. Hence we finish the proof.
Proof of Theorem 3.3 (1) , "(i) ⇒ (iv)". By Lemma 3.5, we may suppose that b ∈ B ⊆ B(ℓ p E (X)) satisfies the condition: for any ε > 0, there exists some L > 0, such that b ∈ Commut(L, ε). Now fix an ε > 0, and let L be as in the condition. Take an arbitrary family of metric 1-partition of unity {φ i } i∈I . Such a family always exists: for example, take an arbitrary disjoint bounded cover {U i } i∈I of X, and take φ i to be the characteristic function of U i . We also take an L-Lipschitz dual family {ψ i } i∈I of {φ i } i∈I . Now define: 
belongs to B as well. Similarly, we have i∈I ψ i bφ i ∈ B. Therefore, we obtain that b ε ∈ B for p ∈ {0, 1, ∞}.
Finally, notice that
Proof for p ∈ (1, ∞)
This section contains the proof of part (2) in Theorem 3.3, (i) =⇒ (iv). Property A will appear here in two ways: To ensure the existence of metric partitions of unity with small variation, and as the metric sparsification property introduced in [3] . For the equivalence of the two formulations, see [26] . Note that we only use the fact that Property A implies the metric sparsification property, which was done in an elementary way in [2] . Definition 5.1. Let (X, d) be a metric space. Then X has the metric sparsification property, if for any c ∈ (0, 1], there exists a non-decreasing function f : N → N such that for any m ∈ N and any finite positive Borel measure µ on X, there is a Borel subset Ω = i∈I Ω i of X such that
The following lemma is a key ingredient, which can be regarded as a commutant version of the operator norm localisation property (see Definition 6.1 below). 
The proof is inspired by [3, Proposition 4.1] together with the following technical result introduced first [29] in the case of p = 2 and later generalised [17] to p ∈ [1, ∞), which plays an key role here. Briefly speaking, it provides an approach to decompose operators into blocks. Step I. Suppose a vector v ∈ ℓ p E (X) has the form v = i∈I v i with
The aim of this step is to prove the inequality (5.5) below.
Applying Proposition 5.3 to { f i } i∈I and the operator b, we have f b f − i∈I f i b f i ≤ ε, which implies that < ε, and let f be the associated function thereby. Then there exists some i ∈ I, such that
, we finish the proof.
To prove the main theorem, we would like to approximate an operator b ∈ B(ℓ p E (X)) by block diagonal operators in the form of i∈I φ p/q i bφ i coming from Lemma 2.16(1)(a), where {φ i } i∈I is a metric p-partition of unity and q is the conjugate exponent of p. To estimate their difference, we calculate as follows:
which converges strongly as well. Furthermore, we have the following uniform control:
for some L, ε > 0 and p ∈ (1, ∞). Then for any metric p-partition of unity {φ i } i∈I , the operator i∈I φ
which finishes the proof.
Proof of Theorem 3.3 (2), (i) =⇒ (iv).
Fixing an operator b ∈ B satisfying condition (i) and ε > 0, we aim to ε-approximate b by an operator in B with finite propagation.
Setting
) by Lemma 3.5. Applying Lemma 5.2 to ε/12, L, 2M, we obtain an s > 0 such that for any operator a ∈ B(ℓ p E (X)) with a ≤ 2M and a ∈ Commut(L, ε/12), there exists a unit vector v ∈ ℓ p E (X) with diam(suppv) ≤ s, and satisfying av ≥ a − ε/2. Since X has bounded geometry, the number K := sup z∈X ♯B(z, s + av ≥ a − ε/2.
Take F := supp(v), we have:
Now for any x ∈ N 1/L (F), we calculate:
For each y ∈ F, we calculate (using the Hölder inequality on the second line):
, and
)-variation. Combining (5.11) with (5.12), we have (again using the Hölder inequality on the second line)
Combining with (5.10), we have
Therefore, from (5.9), we obtain that
Finally, we prove that b ′ ∈ B. Applying Lemma 4.2 to the cover {supp(φ i )} i∈I provides a natural number N and a decomposition I = 
belongs to B in all cases. So we finish the whole proof.
6. Applications and Questions 6.1. A characterisation of Property A. The aim of this subsection is to prove that the conclusion of Lemma 5.2 for p = 2 and E = C is actually equivalent to the operator norm localisation property, introduced by Chen, Tessera, Wang and Yu [3] . Therefore, it provides an alternative approach to characterise Property A by a result of Sako [26] .
We recall a simplified version of the original definition for the operator norm localisation property; their equivalence is proved in [26, Proposition 3.1].
Definition 6.1. Let X be a metric space with bounded geometry. We say X has the operator norm localisation property, if for any c ∈ (0, 1) and R > 0, there exists S > 0 such that for any a ∈ B(ℓ 2 (X)) with propagation at most R and norm 1, there exists a unit vector v ∈ ℓ 2 (X) satisfying diam(supp(v)) ≤ S and av ≥ c.
Now we need the following auxiliary lemma. 
For each k = 1, . . . , N, v ∈ ℓ 2 (X) and x ∈ X, we calculate:
which implies that a ∈ Commut(L, ε). We finish the proof. Now we present and prove the following characterisation for Property A. ) with norm 1, there exists a unit vector v ∈ ℓ 2 (X) with diam(suppv) ≤ s and satisfying Considering an ℓ p -Roe-like algebra as a subalgebra of the appropriate B(ℓ p E (X)), one may ask whether the above property holds. The motivation to study this problem has its roots in the limit operator theory (see [21] for the case of Z N ), where this property plays an important role to study the Fredholmness of certain operators.
Using Theorem 3.3, we can give an affirmative answer to the above question under some natural assumptions. More generally, we have the following result. The proof is similar to that of Theorem 5.1, "(i) ⇔ (ii)" in [37] . Choose a point x 0 ∈ F 0 , and take
For any L-Lipschitz function f ∈ C b (X) 1 , we takef = f − f (x 0 ). Then
For the above F 0 ⊆ X, we have (6.4) bf K 1 = bf (Id − P F 0 )K 1 + bP F 0f K 1 , and
By (6.2), we obtain (6.5) bf (Id − P F 0 )K 1 < ǫ/6 and K 2 (Id − P F 0 )f b < ǫ/6.
Furthermore, since x 0 ∈ F 0 , we have
, which implies that (6.6) bP F 0f K 1 ≤ ǫ/6, and
Hence combining (6.3), (6.4), (6.5) and (6.6), we have:
By Lemma 3.5 again, we have that [b, f ] = 0 for all f ∈ VL ∞ (X). Finally, applying Theorem 3.3 "(i) ⇒ (iv)", b ∈ Roe(X, B).
Consequently, we have the following corollary from Examples 2.11 and 2.12. 6.3. Questions. We close the paper with two natural questions arising from the results in this paper.
First, note that our characterisation of Property A (Proposition 6.3, (3) and (4)) relies on the result of Sako [26] to get from the operator norm localisation property back to Property A. This result relies on positivity in an essential way, so this argument only work in the Hilbert space case, i.e. when p = 2. However, Lemma 5.2 works for any p ∈ (1, ∞). Second, in the case of p ∈ (1, ∞) or especially when p = 2, is the assumption of Property A really necessary for all the quasi-local operators to be approximable by operators with finite propagation? In other words: Question 6.7. Is there an example of a space X with bounded geometry and a quasi-local operator on (say) B(ℓ 2 (X)) which does not belong to the uniform Roe algebra B 2 u (X) (usually denoted C * u (X) in the literature)?
