INTRODUCTION 64
The calculation of forces acting on the musculoskeletal (MS) system during 66 activities of daily living (ADLs) is of great interest as it aids in understanding how hard and soft tissues interact throughout the human body and at the joint level, and may 68 help researchers and clinicians to understand better the mechanical pathways of MS pathologies. Body-level forces and moments are solved using multi-rigid body dynamic 70 methods, which are normally inexpensive computationally: given a known motion and the external forces acting on the body, muscle and joint forces can be calculated by 72 means of forward dynamics assisted data tracking and inverse dynamics with optimization-based muscle recruitment. The reader is referred to ref. [1] for an 74 extensive review of these techniques. At the joint and tissue level, more advanced techniques -such as finite-element (FE) or elastic-foundation (EF) analyses -are 76 required to represent the contact interactions between articulating surfaces and solve for ligament forces and secondary motions of the joints. 78
Despite its great appeal, the coupling of such techniques for solving tissue-level and body-level mechanics is overall a highly computationally demanding process, up to a 80 point that may hinder its clinical applicability or impede parametric and/or optimization analyses on a large scale. Recently, the force-dependent kinematic (FDK) method [2] 82 was applied to estimate leg muscle forces, knee ligament and contact forces and secondary kinematics simultaneously in a MS model of a patient having a total knee 84 replacement (TKR) [3] . However, the computational burden in that study was considerable, as it took more than four hours to analyze a single cycle of normal gait. 86
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Surrogate models have been proposed to reduce the computational burden of MS simulations while retaining a reasonable level of accuracy. Halloran et al. 88 demonstrated adaptive surrogate modeling techniques to accelerate the optimization of a jump height in a combined MS-FE model of the foot [4] . Surrogate models for the 90 analysis of native knee joint forces [5, 6] , cartilage stresses [7] and tibiofemoral (TF) contact interactions and wear in total knee replacement (TKR) [8] [9] [10] [11] were also 92
reported. These models utilized a variety of techniques, such as response surface optimization [6] , Lazy Learning [4] , nonlinear dynamic models [5] , Kriging [8] [9] [10] , and 94 artificial neural networks (ANN) [5, 7, 11] . Recently, Eskinazi and Fregly (2015) proposed a surrogate modeling approach based on ANN to accelerate an FE deformable contact 96 model of TKR [11] . Artificial neural networks are known, among others, for their ability to learn virtually any complex relationship between a set of input and output variables 98
[12]. For instance, for the knee joint, one would train ANNs using outcomes of repeated contact analyses of expensive reference FE or EF models, and subsequently fit the 100 relationships between TF pose and the resultant TF contact forces and moments. Then, within a musculoskeletal analysis, the surrogate model would replace the reference 102 contact model, providing a significant reduction in computation time. However, the performance of surrogate contact models for the simultaneous estimation of muscle 104 forces, TF ligament and contact forces and secondary kinematics during activities of daily living (ADLs) has not been demonstrated yet. 106
The aim of this study is to create and test a surrogate contact model of a TKR and to demonstrate its applicability in predicting muscle, ligament and TF contact forces andBIO-16-1267 Marra 6 secondary kinematics simultaneously during normal gait, right-turn gait, rising-from-achair, and squat. We addressed the following specific questions: 1) how much reduction 110 in simulation time is obtained and 2) how well is accuracy retained when a surrogate contact model is used instead of the reference contact model? 112
METHODS 114
A previously validated patient-specific MS model of a patient with a telemetric 116 knee prosthesis was the basis for this study [3] . The model was built using the AnyBody Modeling System (AMS, version 6, AnyBody Technology A/S, Aalborg, Denmark) [13] and 118 included head, two arms, trunk, pelvis and two legs. Further details can be found in ref. [3] . The analysis workflow consisted of two stages: a motion optimization (MO) and 120 force-dependent kinematics (FDK), which applies inverse dynamic analysis as part of the solution process. In the first stage (MO), the full-body model was driven using marker 122 trajectories from motion-capture data, and joint kinematics were optimized using an inverse kinematic analysis [14] . The AMS applies a full Cartesian formulation in which 124 each body is described by the translation of the segment origin and the segment orientation specified with Euler parameters. The relative movement between the 126 segments is restricted by constraint equations, which, in this case, allowed three translation and three rotations of the pelvis segment relative to the global reference 128 frame, three pelvis-trunk rotations, neck extension and for each leg, three hip rotations, knee flexion, ankle plantarflexion and subtalar eversion. In the second stage (FDK), the 130 optimized joint kinematics from MO stage and the experimental ground reaction forces
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and moments (GRF&Ms) were input to an FDK model, which solved for the 166 Hill-type 132 muscle element forces spanning the lower extremity, TF ligament and contact forces, and secondary TF joint kinematics under an assumption of quasi-static equilibrium 134 within the joint [2] . To save computation time, the right (unaffected) leg and both arms were excluded from the FDK analyses and artificial reaction forces and moments were 136 added to the pelvis segment to compensate for kinematic-kinetic inconsistencies.
138

Description of the Reference Contact Model 140
The reference TKR contact model of a left knee used in this study was extracted from the aforementioned MS model. It consisted of two contact pairs defined by the femoral 142 component and the medial and lateral side of the tibial insert, respectively. Implant geometries were obtained from the 5 th "Grand Challenge Competition to Predict In Vivo 144
Knee Loads" dataset [15] . TF contact forces and moments were calculated using a linear pressure-overclosure relationship between the articulating surfaces, in which the 146 contact forces were a linear function of the penetration volume, with a factor (pressure modulus) of 9.3 GN/m³ [3] . 148
To generate a surrogate contact model of TKR, it was necessary to find the relationship between contact forces and moments resulting from the relative pose 150 between the tibial and femoral component. For this, we used a design-of-experiment approach to define a model sampling scheme to obtain the desired input-output 152
relations. Subsequently, we fitted the samples obtained from repeated evaluation of the
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reference contact model using ANN until convergence criteria were reached. Details of 154 this procedure are herein provided.
The tibial component, consisting of medial and lateral contact surfaces, was fixed 156 to the global reference frame. The femoral component was free to move in space having 6 DOFs relative to the global frame. Thus, the relative TF pose could be defined by three 158 translations and three rotations between tibial (fixed) and femoral (moving) frames of reference ( Fig. 1) . Tibiofemoral translations were defined as the translations of the 160 femoral component frame measured with respect to the tibial frame of reference, and corresponded to anterior femur translation (x), joint distraction (y), and medial femur 162 translation (z), respectively. Tibiofemoral rotations were defined using Tait-Bryan angles with the 'z-y-x' sequence of intrinsic rotations from the femoral component body frame 164 to the tibial component body frame. This rotation sequence allowed the description of knee abduction (θ x ) around a well-defined axis fixed in the tibial body. As will become 166 clearer in the next section, knee abduction was a sensitive rotation, therefore, it was allowed to vary according to the abduction torque applied. Letting knee abduction be 168 the last rotation in the sequence, a change in the rotation did not affect the remaining two non-sensitive rotations (θ z and θ y ). Please note that the used sequence ('z-y-x' 170 rotations from femur to tibia) is equivalent to a 'x-y-z' rotation sequence from tibia to femur, as defined in ref. [11] , with an opposite sign convention. Furthermore, the 172 assumptions of conservative (friction-less) and linear elastic contact were made. Under these conditions, it was possible to simplify the contact formulation and assume the 174 contact forces and moments to depend purely on TF pose. Tibio-femoral forces and 
Sampling of the Reference Contact Model 184
An efficient sampling plan was necessary to ensure coverage of the design space. 186
Ideally, the surrogate model should have a perfect fit in all areas of the design space, which are likely to occur in a simulation, and also adequate in less probable areas, in 188 order to prevent the contact algorithm from producing unacceptably large prediction To define reasonable boundaries for the design space, we estimated and 208 extracted TF load-pose data from five reference FDK analyses of ADLs obtained using our MS model with the reference contact model. These activities included one walking 210 cycle of normal gait, one of right-turn gait, an unloaded leg-swing, two repetitions of a rising-from-a-chair task, and four repetitions of a squatting motion, for which motion-212 capture data were available as part of the Grand Challenge dataset [15] . Differently than in the study of Eskinazi and Fregly [11] , in which reference curves were extracted from 214 14 gait cycles, we included reference curves from several types of ADLs, with the aim of generalizing the capabilities of the surrogate contact model for future use, as we plan to 216 apply the surrogate model in MS analyses involving different loading conditions and ranges of motion. 218
To take into account different contact cases, we adopted a multi-domain approach, as in the study of Eskinazi and Fregly [11] , and we chose the Hammersley 220 quasi-random (HQ) sequence [16] to evenly distribute points in each domain (Table 1) .
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However, some different choices were made for distributing samples points across 222 domains, as detailed below. By using multiple domains, we attempted to maximize the coverage of areas of the design space that are as likely to occur as normal two-sided 224 contact during the analysis of ADLs, for instance including lift-off of one or both of the two sides of the implant, or situations where the implant surfaces are barely in contact. [11], but we sampled a much larger number of points. In this domain, the contact 258 boundary samples were re-used, and the distraction was raised up to 2 mm in four increments (as opposed to three in ref.
[11]). Furthermore, we extended the out-of-260 contact coverage with Domain 6, to ensure that the response of the surrogate model did not diverge dramatically when the femoral component separated substantially from the 262 tibial component, providing additional robustness to the surrogate model. In Domain 6, boundaries on the y translation were set between the maximum y translation of contact 264 boundary cases and 10 cm.
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All sample points were evaluated by repeated static analyses using the reference 266 contact model (Fig. 1) , to obtain the combinations of TF pose and corresponding TF loads. As for Domains 5 and 6 -in which samples consisted purely of pose parameters -268 the analysis was displacement-driven and TF loads solved for using ordinary inverse dynamics. Sampling domains that included sensitive directions for certain loads 270 (Domains 1-to-4) were analyzed using a combination of displacement-driven and forcedriven analyses, where TF pose parameters in non-sensitive directions and loads in 272 sensitive directions were prescribed, whereas TF pose parameters in sensitive directions and loads in non-sensitive directions were simultaneously solved for using FDK analyses. 274
In these cases, the FDK algorithm solved for the unknown TF pose parameters in sensitive directions that put the system in static equilibrium, under the application of TF 276 loads in sensitive directions and the prescribed pose in non-sensitive directions. Errors of up to 0.1% of the applied loads were tolerated, whereas samples that led to larger 278 errors were discarded. Additionally, samples that led to TF component overclosure larger than 2 mm were also filtered out. Approximately 85% of all the successful sample 280 points were allocated for surrogate model training. The remaining 15% were assigned to a separate testing dataset. No samples were allocated for testing in Domain 1, as the 282 accuracy in this sort of domain would be better evaluated by FDK analysis of ADLs.
284
Training of the Surrogate Contact Model 286
Multiple-input multiple-output feedforward ANNs were configured in MATLAB (version 8.6.0, The MathWorks Inc., Natick, MA) using the Neural Network Toolbox (Fig. 2) Given the impossibility to establish a priori the correct number of layers and neurons, a heuristic method was used to decide both number of network layers and 302 neurons per layer. We started with two hidden layers and ten neurons per layer. We started the network training and recorded the value of the performance function after 304 one hour. If the performance value fell below 0.001, then we would accept the current network configuration, else we would primarily add ten neurons to each layer (up to 306 forty neurons in total per layer) and, secondly, add one more hidden layer. After each network modification we would repeat the one-hour training test. This process led us to 308 a final network configuration consisting of three hidden layers with thirty neurons per layer, having hyperbolic tangent sigmoid transfer function. The network was then 310 completed with one output layer of purely linear neurons.
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Each network was trained using the MATLAB training function trainbr, which 312 uses Bayesian regularization within the Levenberg-Marquardt backpropagation algorithm. According to this training scheme, the performance function to be minimized 314 was a linear combination of squared errors and weights, in which the coefficients were continuously updated to prevent data over-fitting and lead to networks with good 316 generalization qualities. Each network trained for at least 18 hours and the training was stopped only after the performance function visibly converged. 318
After training succeeded, the weights and biases of each network were exported as standalone functions using built-in MATLAB capabilities. Custom-written MATLAB 320 routines translated those standalone functions into C++ code. The Eigen template library 
328
Testing of the Surrogate Contact Model and Performance of Simulated ADLs 330
We used the surrogate contact model functions to evaluate the sample points from the testing dataset, and reported the testing performances using the coefficient of 332 determination (R², defined by 1 -sum of squares of residuals divided by total sum of squares) and the root-mean-square error (RMSE) of output medial and lateral TF loads 334 relative to targets.
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We then replaced the reference contact model of the MS model with the newly 336 built surrogate contact model. This was achieved using C++ hook capabilities of the AMS, which can load external DLL functions and make them available to the model 338 during run time. In this way, the medial and lateral TF contact loads were obtained by executing function calls to the respective medial and lateral surrogate model DLL 340
functions, using the current TF pose as input argument. Differently from our previous MS model [3] , in which the computation of muscles and ligament lines of action -or 342 wrapping algorithm -was carried out using numerical methods, in this study, we opted for an analytical solution 2 , to prevent possible hindrances to the true performances of 344 the surrogate model. Moreover, since we were interested in testing a surrogate model of a TKR TF joint, we replaced the patellofemoral (PF) joint with an ideal revolute joint 346 and let the only DOF of patella be controlled by an elastic patellar ligament (stiffness 1187 N/mm). During an analysis, the FDK algorithm explored the TF pose space until a 348 quasi-static equilibrium was reached, and to do so it iteratively executed function calls to the surrogate model, rather than executing function calls to the reference contact 350 model. To evaluate the performance of the surrogate contact model for the analysis of dynamic motor tasks, we simulated four ADLs using both the reference and the 352 surrogate contact model. We simulated one walking cycle of normal gait, one of rightturn gait, two repetitions of a rising-from-a-chair task, and four repetitions of a 354 squatting motion for which motion capture data were available as part of the Grand Challenge dataset [15] . For each activity and for each contact model, we estimated TF 356 forces, moments and six-DOF knee kinematics and we evaluated the accuracy of the surrogate model predictions compared to the predictions obtained with the reference 358 model. We calculated R², RMSE, and maximum prediction errors for all TF forces, moments, and kinematics. Knee kinematics were defined according to a knee joint 360 coordinate system consistent with the description of Grood and Suntay [18] .
Tibiofemoral rotations were defined using Tait-Bryan angles with the 'z-x-y' sequence of 362 intrinsic rotations from the femoral component body frame to the tibial component body frame. Note that this convention differed from that used during the sampling 364 process; however, this choice was justified to provide a physically meaningful description of knee kinematics; namely, anterior tibial translation, joint distraction, 366 lateral tibial translation, knee flexion, knee adduction, and tibial external rotation.
Additionally, we compared the computation times required to complete the FDK 368 analyses with either contact model.
370
RESULTS 372
On the testing dataset, the surrogate model predicted medial and lateral TF loads with an R² value greater than 0.99 and 0.96, respectively, for all components of 374 force and moment. The largest medial and lateral RMS force errors (Table 2) Simulation times (Table 5 ) were 4.5 and 13.6 min for the normal gait, 7.3 and 394 22.7 min for the right-turn trial, 27.2 and 70.3 min for the rising-from-a-chair trial, and 38.5 and 96.4 min for the squat trial, when using the surrogate and reference contact 396 model, respectively. The speed improvement introduced by the surrogate model was greater than 2.5 times for the squat and rising-from-a-chair trials, and greater than 3 398 times for the normal gait and right-turn trials, thus it was greatest in trials with a short duration and a fewer number of time frames analyzed (less than 2 s/200 frames), as 400 opposed to trials with a longer duration (more than 8 s/1000 frames).
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Marra 19 The simulation time to analyze one walking cycle of normal gait (4.5 min) was 454 almost one order of magnitude smaller than the time reported by a previous study that used surrogate contact models of both TF and PF joints (42 min) [9] . Our model did not 456 include a PF joint contact model; however, it included 166 Hill-type muscles elements spanning the entire lower extremity, in addition to TF ligaments and contact forces, as 458 opposed to the other study, which included only eleven muscles spanning the knee joint and omitted all knee ligaments except the patellar ligament [9] . Other studies which did 460 not employ surrogate models reported simulation times to complete a forward and inverse dynamic analysis of one walking cycle which were comparable to ours (a few to 462 ten minutes) [20] [21] [22] . However, these models did not include muscles and some motions were input to the simulations; namely, knee anterior-posterior translation and 464 internal-external rotation. The analysis approach of the present study solved for the muscle forces of the entire lower extremity and did not prescribe any of the secondary 466 knee kinematics. We believe that estimating muscle, ligament and joint contact forces and secondary knee kinematics simultaneously -rather than prescribing or neglecting
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any of them -is essential if the aim is to investigate the effect of implant-related factors on the overall joint function, as any of the aforementioned outcomes may affect and/or 470 be affected by the different implant conditions. Thus, when the higher computational complexity of our modeling approach is taken into account, the time performances 472 appear more than justified.
When evaluating the surrogate model over a testing dataset, RMS prediction 474 errors were all lower than 76 N (F y Lat on Domain 6) and 1.9 Nm (M x Lat on Domain 6). The presence of extreme outliers was also noted, as testified by maximum errors in certain 476 domains that were orders of magnitude higher than the RMS errors in those domains:
1863 N for [11]. Thus, our RMS (maximum) errors were up to five (ten) times larger, which could be due to the different sampling choices (we used an expansion factor that was twice as 494 large) and/or different surrogate model architectures.
A surrogate contact modeling toolbox (SCMT) for the creation of surrogate 496 contact models was recently presented and made freely available by Eskinazi and Fregly [23] . This toolbox was tested for the replacement of an EF contact model of both TF and 498 PF joints in a TKR model. In this study, we developed our own surrogate model creation process, as the reference contact model of TKR was already available, as part of a 500 previously published MS model validated against knee forces and kinematics [3] .
Furthermore, the previously published toolbox could not easily connect to our modeling 502 environment, which let us pursue the development of a dedicated surrogate model creation process. 504
Our surrogate modeling approach introduced some novel aspects, as compared to previous studies, which are worth discussing. First, an advantage of the used FDK 506 approach is that it eliminates the sensitivity of predicted muscle, ligament, and joint contact forces to errors in the location of a fixed knee flexion-extension axis when such 508 is assumed in the applied knee model. When a fixed knee flexion-extension axis is used, typically only muscle forces are assumed to contribute to the net joint moment about 510 the fixed axis, whereas the contribution from contact and ligament forces are neglected.
Using FDK, the joint DOFs are left free to equilibrate under the compound action of
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muscle, ligaments and contact forces (in a quasi-static fashion) and no assumptions are required about the DOFs to which contact (and ligament) forces do not, and do, 514
contribute. This methodology relieves very much the efforts when modeling complex non-conforming joints, such as the knee [2] . Second, pre-transforming the sampling 516 variables using PCA in Domain 2 and Domain 3 likely made our sampling scheme more efficient, as the resulting sample points could be more densely distributed close to the 518 data points from the reference curves. This is due to the PCA being able to decouple the original variables, thus allowing sampling along the principal directions of the reference 520 data points. Third, although an explicit comparison was not performed in this study, choosing multiple-output instead of single-output ANNs may have benefitted the final 522 accuracy, as the covariance existing between the output loads was taken into account during the fitting process, whereas single-output ANNs would fit each of the output 524 variables independently from the others. However, this should be investigated in a future study. Fourth, using Bayesian regularization as part of the ANN training algorithm 526 helped preventing data over-fitting and producing ANNs with good generalization qualities. Using a training algorithm that does not intrinsically over-fit the data has also 528 the practical advantage of not requiring a constant monitoring of the training state and/or an additional dataset on which to perform validation. 530
We should note that our surrogate model creation process is not limited uniquely to the contact model presented in this study, but can be easily extended to 532 virtually any other FE or EF contact models, provided that the assumptions of elastic and friction-less contact are met. In that respect, the surrogate model could provide a fast
Marra 25
and valid alternative to contact models which cannot directly interface to the modeling system of use. Furthermore, the surrogate model resulting from our creation process 536 can be exploited in virtually any simulation software capable of integrating an external DLL module. This represents a very viable way to describe complex structural models, 538 without actually simulating them.
The time required to generate the sample points amounted to almost 5 days of 540 continuous computation on all four cores of an Intel® Core™ i5-4570 quad-core CPU equipped with 16 gigabytes of RAM. About 60 additional hours were necessary to train 542 the ANNs. The total surrogate model generation time was considerable, however, both the sampling process and the training of the neural networks could be massively 544 parallelized and executed on multiple processing units, or machines with many cores.
This approach would easily bring the generation time to more manageable levels. It 546 should also be noted that the generation time for a given implant design is paid only once upfront, but the resulting surrogate model can be reused for the evaluations of 548 many conditions and multiple patients. Another way to reduce the generation time would be to reduce the number of training points, but this aspect requires further 550 investigation.
The sample generation process relied heavily on reference curves and/or 552 variables bounds extracted from existing reference simulations performed with the reference model. This approach may work well when such data are already available -554 or if they can easily be obtained from experimental measurements -however, this is seldom the case. Perhaps the most challenging case is that of a patient-specific knee
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model, generated ex novo from medical images of the patient. In such a case, although some joint kinematics may be extracted using in vivo imaging techniques, no reference 558 load curves are available and a different sampling strategy should be devised. The definition of bounds for the sample points could also be based on the geometrical 560 conformity between the articulating surfaces, and bounds on joint loads in sensitive directions could be obtained from the literature. However, these approaches require 562 further investigation.
The activities simulated in this study were also incidentally used during the 564 sampling stage to provide reference curves. If activities were to be simulated which involved joint loads and/or kinematics very different from the ones in the training 566 dataset, it is almost impossible to know whether the surrogate model predictions would still be sufficiently accurate. One possible solution could be to build accuracy maps over 568 various regions of the design space and, subsequently, to relate the distance of new query points from the dataset of training points prior to the surrogate model evaluation 570 to estimate the expected accuracy for the new points. However, mapping the accuracy over a multi-dimensional domain is not trivial. 572
We introduced a discontinuity in the surrogate model, which prevented negative forces in the TF distraction (y) direction, and avoided the estimation of TF loads in non-574 sensitive directions when the compressive force was lower than or equal to zero. To find the configuration of static equilibrium in the TF joint, the FDK method solves a set of 576 nonlinear equations using gradient information. Therefore, our choice made the gradient of the system of equations potentially discontinuous, whereas a smooth
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transition to zero would be a better choice. However, the reference contact model contained the same discontinuity and the surrogate contact model did not exacerbate 580 this problem.
Friction between the articular implant surfaces was neglected and the contact 582 was assumed to be linear elastic based on penetration volume. The friction-less assumption may not allow proper study of polyethylene wear of the tibial insert under 584 dynamic conditions. However, for all other cases of interest (e.g., parametric variation, knee kinematic studies and ligament force predictions), this assumption does not 586 represent a major limitation. With regards to the linear elastic assumption, previous studies have failed to demonstrate the superiority of non-linear contact models over 588 linear models to describe the load response of the polyethylene component [24] .
However, the surrogate contact model creation process should work just as well for 590 non-linear elastic contact models, as long as the contact forces and moments can be represented as functions of only model pose. 592
In conclusion, we successfully applied surrogate modeling techniques based on ANNs to reduce the computation time of knee joint loads and kinematics in MS models. 594
We evaluated its accuracy and demonstrated its performance in the simulation of four ADLs. Accuracy was comparable to that of the reference model, while simulations were 596 performed three times as fast, with a full gait cycle analyzed in only 4.5 min. We believe that these performances will promote the applicability of MS models in extensive 598 parametric studies and/or planning of orthopedic interventions through optimization. Table 2 RMS (maximum) prediction errors of medial (Med) and lateral (Lat) TF loads for the testing dataset in each sampling domain. Table 3 RMS (maximum) prediction errors of medial (Med) and lateral (Lat) TF loads for normal gait, right-turn, rising-from-a-chair, and squat. Table 4 RMS (maximum) prediction errors of knee kinematic parameters for normal gait, right-turn, rising-from-a-chair, and squat. 
