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Abstract-An accelerated monotone iterative scheme for numerical solutions of a class of non- 
linear elliptic boundary value problems is presented. The mathematical analysis is devoted to a 
system of discretized equations of the elliptic boundary value problem by the finite-difference or 
finite-element method. It is shown that the sequence of iterations from a linear iteration process 
converges monotonically and quadratically to a unique solution in a sector between a pair of upper 
and lower solutions. This result is then used to show the quadratic convergence of the iterations to 
a maximal solution and a minimal solution when the nonlinear discrete system possesses multiple 
solutions. An application is given to a tabular reactor model from chemical engineering for numerical 
solutions, and the number of iterations are compared with that by the regular monotone iterative 
scheme. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Monotone iterations, Numerical solution, Elliptic boundary value problem, Qua- 
dratic convergence, Upper and lower solutions. 
1. INTRODUCTION 
In the treatment of numerical solutions of the nonlinear elliptic boundary value problem 
-v . (DVU) + v ’ vu = f(x, u), x E 0, 
cl; + pu = g(5, u), x E dR, 
(I.11 
by the finite-difference (or finite-element) method, where s1 is a bounded domain in R” with 
boundaryX2,v.Vu=e+...+e,Z au denotes the outward normal derivative of u on Xl, 
and f(z, u) and g(x, u) are, in general, nonlinear functions of 2~, the discretized equations of the 
problem is a system of algebraic equations which may be written in the compact form 
AU = F(U) (1.2) 
In the above system, U s (~1,. . . , UN) is a column vector representing the solution ui = ‘IL(x%) at 
themeshpointziinfi=fiUUaR(i=l,... , N), A is an N by N block matrix that is associated 
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with the diffusion-convection operator and the boundary condition in (l.l), and 
F(U) = (FI (W) , . . . , FN (UN)), 
F, (4 = fi (xi, u (xi)) + si (x:, u (x:,, , Xi E Cl, Xl E 69. 
(1.3) 
The function fi(x, I) appears at the interior mesh points in R while g(xi, I) appears on 
the boundary points and possibly neighboring boundary mesh points of dR. (See [1,2] for some 
detailed derivations.) It is assumed that D E D(z) is positive on fi, cr and /3 are nonnegative 
constants with cr + /? > 0, and Fi(ui) is a Cl-function of ui. The assumption on a,/3 includes 
the Dirichlet boundary condition ((Y = 0, /3 = 1, gi E g(Zi)) and the Neumann-Robin boundary 
condition (a = 1, /3 2 0). 
Using the standard central difference approximation for the first and second derivatives (and 
an upwind differencing scheme if the convection coefficient v 3 v(x) dominates the diffusion 
coefficient D(x)) the matrix A possesses the properties in Hypothesis (H) in Section 2 (cf. [2-41). 
Under this condition and the existence of a pair of ordered upper and lower solutions, one can 
construct two monotone sequences which converge to a maximal solution and a minimal solution 
of (l.l), respectively (cf. [2,4-g]). The above monotone iterative method is well known and has 
been widely used for both continuous and discrete elliptic boundary value problems. Some of the 
works for numerical solutions by this method are given in [2,4,5-151 while those for the continuous 
problems can be found in [16] and the references therein. However, most of the discussions in the 
above works involve monotone iterative schemes whose rate of convergence are of linear order. 
In a recent article [3], some accelerated monotone iterative schemes for parabolic boundary value 
problems are given. The purpose of thii paper is to extend the method used in [3] to obtain 
an accelerated monotone iterative scheme for the elliptic boundary value problem (1.1). An 
advantage of this method is that it leads to not only the existence and computational algorithm 
for maximal and minimal solutions but also quadratic convergence of the sequence of iterations 
for a certain class of nonlinear functions. Moreover, since the initial iteration in the monotone 
iterative scheme is either an upper solution or a lower solution which can be constructed from the 
equation without any knowledge of the solution, this method simplifies considerably the search 
for the initial guess as is often required in the Newton’s method. 
The plan of the paper is as follows. In Section 2, we present an accelerated monotone iterative 
scheme for the computation of maximal and minimal sequences, including the case where A is a 
singular matrix. Section 3 is devoted to the quadratic convergence of the maximal and minimal 
sequences for a certain class of nonlinear functions F(Cf). In Section 4, we give an application 
of the accelerated monotone iterative scheme to a tabular reactor model in chemical engineering 
where the number of iterations between the regular and the accelerated monotone iterations are 
compared. 
2. MONOTONE ITERATIVE SCHEMES 
To develop monotone iterative schemes for (1.2), we need a pair of ordered upper and lower 
solutions o,o which are required to satisfy the relation 0 1 6 and the inequalities 
where the inequality between vectors is always in the componentwise sense. For a given pair of 
ordered upper and lower solutions 0 3 (iii,. . . , CN), 6 s (61,. . . , a,), we Set 
and make the following hypothesis on A. 
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(H) The matrix A z (aij) is irreducible, and aii > 0, a,j < 0 for j # i, and 
5 aij 2 0, with strict inequality holds for at least one i. 
(2.2) 
j=l 
Hypothesis (H) implies that A is an M-matrix, and for any nonnegative diagonal matrix C. 
including C = 0, the inverse (A + C)-’ exists and is a positive matrix (cf. [17, p. 851). Moreover. 
the smallest eigenvalue of A, denoted by ~0, is real and positive, and if condition (2.2) is replaced 
by the condition 
5 aij = 0: for i = 1,. , N, (2.3: 
j=l 
then ~0 = 0 and A is singular. Condition (2.3) corresponds to the case of the Neumann boundar? 
condition (i.e., 0 = 0) and will be treated in the following discussion. 
Consider the linear iteration process 
(A + yI)U(“+‘) = yU(m) + F (Ucm)) , m=0,1,2,..., 
where y is any nonnegative constant satisfying 
y 2 y!‘) = max z - 
(2.4) 
It is well known that if the initial iteration in (2.4) is taken as U(O) = 0 (respectively, U(O) = 
0) then the corresponding sequence {U cm)} converges monotonically to a maximal solution U 
(respectively, a minimal solution u) of (1.2) (cf. [2-6,8,13,14]). T o increase the rate of convergence 
while maintaining the monotone property of the sequence, we modify the iteration process (2.4) 
by choosing some suitable nonnegative diagonal matrices 
Ccrn) =diag ( 
c$~),...,c~)), m=0,1,2 ,..., (2.5) 
and construct a sequence from the iterative scheme 
(A + Ccm)) U crn+l) = C(‘@U(m) + F (‘J(m) , 
( > 
m=0,1,2 ,.... W-3 
It is clear from Hypothesis (H) and the nonnegative property of Ccrn) that the inverse (A+C(m))-L 
exists and is a positive matrix for every m (cf. [17]). Th is implies that the sequence governed 
by (2.6) is well defined whenever Ccrn) exists and is nonnegative. Denote the sequence by {u”“‘} 
if U(O) = fi and by {@“)} if U(O) = 0, and refer to them as the maximal and minimal sequence, 
(ml respectively. To obtain the monotone property of these sequences, we choose the elements c, 
of Ccrn) by 
,p 
$4 = 2 
{ 
’ if r!“’ > 0 
z 
0, if y:(“’ < 0: m = 0, 1,2, , 
where r!“’ is given by z 
-y!“’ = mm 
z - 
{ 
-$Ui); td~m’<Ur<E~m)), m=0,1,2 ,..., 
z 
(2.7) 
(2.8) 
and Ei*’ -Cm) and Q!“’ are the respective components of U 
implie: that Ccrn) is nonnegative and 
and ycrn). The choice of cirn) in (2.7) 
dm)U + F(U) >_ C(+V + F(V), whenever 0’“’ 2 U > V > U(“) -- (2.9) 
To ensure that yjm) exists, we must show t~i”” 2 Gil”’ for every m. This relation and the 
monotone property of the maximal and minimal sequences are given by the following lemma. 
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LEMMA 2.1. The squences {~‘“‘},{Q(“)} governed by (2.6) with r(O) = i? and y(O) = i? are 
well defined and possess the monotone property 
jj < #y(m) < u(m+l) < $*+l) < ip) 5 0 -- -- - - , m=l,2,:... (2.10) 
Moreover, for each m = 1,2, . . . , UC*) and gCrn) are ordered upper and lower solutions of (1.1). 
PROOF. It is clear from (2.7) and (2.8) that G’(O) is well defined. By (2.6) and (2.1), the vector 
T?I’(O) E v-(O) - v(l) = 0 - fl(i) satisfies the relation 
(A + c(O)) b%‘(O) = (A + C(O)) 0 - [C(“)v(o) + F (“‘“‘)] = Afi _ F (0) > o, 
Since (A + C(O))-l exists and is positive, it follows that w(O) > o. This proves v(l) 5 u(O). A 
similar argument using the property of a lower solution gives Q(l) > g(O). Let IV(i) = ??l) --u(l). 
Then by (2.6) and (2.9) (with m = 0), 
(A + C(O)) w(l) = [c(‘)$‘) + F (~‘j’O’>] _ [c(O)@‘) + F (Q(o))] > o. 
This leads to $) _ _ > U(l). The above conclusions show that u(O) < Q(l) 5 U -0) I jp, 
This relation and (218) imply that C(l) is well defined which ensures that r(‘) and Y(2) exist 
and can be computed from (2.6) with UC’) = ?? and U(l) = u(l), respectively. Assume, by 
induction, that u’“’ and U(““) exist and satisfy the relation @m-1) 5 Ucrn) 5 8’“’ 5 ncrnml) 
for some m > 1. Then by (2.7) and (2.8), Ccrn) is well defined and is nonnegative. Therefore, 
(A + C(m))-1 is positive which implies that vtrn+‘) and @m+l) exist. Moreover, by (2.6), (2.9), 
and the induction hypothesis U --(m-1) 2 8’“‘) we have 
(A + Cc”)) (rem) _ @+l’> = (c(m) _ Cb-1)) ucrn) 
+ (A + C(“-1)) @’ _ (A + C(m)) ++l) 
= 
( 
C(m) _ c(d)) 8’“’ + [C(d)+-l) + F (@d)] 
- 
[ 
C(,)$m) + F i”j(“’ ( >I 
= [ C(m-l)@+ + F (“‘“-“)I _ ,&-‘)~(m) + F($d)] 2 0. 
This yields 8’“’ 2 u’m+l). A similar argument shows that gtrn+‘) 2 Utrn) and U 
-(m+l) > 
_ 
@m+l). The existence of the sequences {@“‘},{Q(m)} and the monotone property (2.10) follow 
from the principle of induction. 
Finally, by (2.6), (2.9), and (2.10), 
A+) = C(,Tl-1) 
( 
$m-l) - +‘) + F ($“-“) > F ($y’) , 
AU+) = -Ch‘-1) Uh! - - - @m-1)) + F (@“-‘)) 5 F (gem)) , 
for every m. This relation and (2.10) show that ff’“’ and Ucrn) are ordered upper and lower 
solutions of (1.2). I 
Accelerated Monotone Iterations 
In view of the monotone property (2.10)) we have the following existence-comparison theorem 
THEOREM 2.1. Let o,o be a pair of ordered upper and lower solutions of (1.2j1 and let Hy- 
-Cm) 
pothesis (H) hold. Then the maximal sequence {U } converges monotonically from above to 
a maximal solution i? of (1.1), and the minimal sequence @ cm)} converges monotonically from 
below to a minimal solution u. Moreover, 
0 < u(m) < u(m+l) < u < u < Ucm+l) < $m) < 0, -- -- -_- - - - m = 1,2,. (2.111 
PROOF. In view of the monotone property (2.10), the limits 
exist and satisfy relation (2.11). Since by (2.10), yz(m’ is a nonincreasing function of rn, and is 
bounded from below by yi, where 
(2.13) 
we see from (2.7), (2.8), and (2.5) that the sequence {Ccm)} converges to a matrix C as rn 4 w. 
It follows by letting m + 00 in (2.6) that u and u are solutions of the equation (A + C)U == 
CU -t F(U) which is equivalent to (1.2). The maximal and minimal property of ?? and u follows 
from the fact that every solution of (1.2) is an upper solution as well as a lower solution (see 
also, [4,16]). I 
It is seen from the proofs of Lemma 2.1 and Theorem 2.1 that the monotone convergence of 
the maximal and minimal sequences is based on the positive property of the matrix (A + C(m))-’ 
and the monotone property (2.9). These properties are ensured by the condition on A in (II) and 
the choice of c!“’ 2 in (2.7)) including the case ci (m) = 0 for all i. When the elements a,- satisfy 
condition (2.3), which corresponds to Neumann boundary condition in (1.2), the matrix A is 
singular (and ~0 = 0). In this situation, the inverse matrix (A + C(m))-” exists and remains 
positive if c!“’ > 0 for at least one i (cf. [17]). This is clearly the case if yJrn’ > 0 for some i. 
In the case ‘of yjrn’ 5 0 for all i (that is? F,(ui) is a nondecreasing function of ui): we choose 
c!“’ > 0 for at least one i. In each of the above cases, the inverse (A + C(“L))-l is positive ? 
and condition (2.9) holds. By the argument in the proof of Theorem 2.1 we have the followin% 
conclusion for the singular matrix A. 
THEOREM 2.2. Let the conditions in Theorem 2.1 be satisfied except that condition (2.2) 1s 
replaced by (2.3). For each m = 0, 1,2. , define cz (m) by (2.7) if yjrn) > 0 for at least one a, and 
by c(~) = 6 > 0 for some i if y, 
true: 
(m) < 0 for all i. Then all the conclusions in Theorem 2.1 hold 
It is seen from Theorems 2.1 and 2.2 that the main conditions for the monotone convergence of 
the maximal and minimal sequences are Hypothesis (H) and the existence of a pair of ordered up- 
per and lower solutions. The latter requirement depends mainly on the nonlinear function F(U) 
Various methods and techniques for the construction of upper and solutions have been discussed 
in [4,16]. In particular, if there exist constant vectors a = (al,. , a~) and b = (bi, h!\l j 
with a 5 o 5 b such that 
Fi (ai) 2 0 2 F, (bi) , fori=l,...,N, (2.1-l) 
then the pair 0 = b and 0 = a are ordered upper solutions. This pair will be used for 0111 
numerical example in the final section. 
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3. QUADRATIC RATE OF CONVERGENCE 
In this section we show, under some conditions on Fi(ui), that the sequences {D(m)},{@m)} 
converge quadratically to a solution of (1.2). It is assumed that for each i = 1, . . . , N, Fi(ui) 
is a C2-function of ui for Ui E (Gi, ci). We first consider the case where Fi(ui) possesses the 
nonincreasing property 
for all ui E (kj,Gi), i = 1,. . . ,N.’ (3.1) 
It is known that under the above condition, g = u (z U”) and U* is the unique solution of (1.1) 
(cf. [2,4]). Define 
(3.2) 
pe = p[(A + C)-‘1 + c, 
where C E diag(cl, . . . ,CN) with q = max{O,ri}, E > 0 is an arbitrary small constant, and p[B] 
denotes the spectral radius of B. In the following theorem, we show the quadratic convergence 
of the maximal and minimal sequences to U*. 
THEOREM 3.1. Let the hypotheses in Theorem 2.1 and condition (3.1) be satisfied, and let U* 
be the unique solution of (1.2) in (6,@. Then for any E > 0, there exists a norm in JR” such that 
if ($&(ui) 5 0 for ILL E (iii, iii), and 
II u* -u(m+l))I ~pJ+’ -Lq2, m = 0, 1,2,. . . ) (3.4) 
if (B)(ui) 2 0 for Ui E (iii,&). 
% 
PROOF. Consider the maximal sequence (8’“’ }. Since U* satisfies the equation 
(A+C(m))U*=C(m)U*+F(U*), (3.5) 
for every m, a subtraction of the above equation from (2.6) (with Ucrn) = 8’“‘) leads to 
(A + Cc”)) ($m+l’ - u’) = (7” ($“’ - u*) + F (,cm)) - F (u’) . (3.6) 
Since by (2.8), (3.1), and the hypothesis 3 5 0, I 
p = -2 ;ii,!“’ > 0, z ( > - 2 
we see from (2.5), (2.7), and (3.2) that Cc”‘) = -Fu(a’“‘). Using this relation and the mean- 
value theorem in (3.6) yields 
(A + Ch)) (D(m+l) - U’) = [-F, (r@)) + Fu (E’“‘)] (@) - U*) , 
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where t(m) z (&“‘, , [t’) 
--Cm) is an intermediate value between U and U*. Define 
I/(m) = - pu (,cm)) - F, (p)] (8’“’ - U’) (3.7) 
Then the above relation may be written as 
jym+l) - U’ = (A + C(m))-1 Jdrn). (3.8) 
Since by the mean-value theorem, the elements of the diagonal matrix FU(g(m)) - F,([cm)) are 
given by 
where q!m) is an intermediate value between u, 
V(“) ar: given by 
-(m) and f”“‘, we see that the components vjrn) of 
Now, by (2.11) and u = u z U*, we have 
‘il’“’ z 7) 2 [ 2 u* . 
It follows from (3.2) and (2.11) that 
(3.9) 
Moreover, by (2.5), (2.8), and (2.11), Cm) 2 C for every m. This implies that (cf. [17, p. 301). 
,[(A+@)-l] <p[(A+C)-‘1, m=l,2,.... (3.10) 
It is well known that given any c > 0 and any matrix B, there exists a matrix norm and a vector 
norm in RN such that JJBJJ < p[B] + 6 and IIBVIJ < JJBJI JJVJI for every V E RN (cf. 1181). By 
applying these norms in (3.8) with B = (A + C(“))-l and using the relations in (3.7). (3.9), 
and (3.10), we obtain 
II 
@m+l) 
-U*/~5(p[(A+C)-‘]++M~)~(m)-U*~~2. 
This proves relation (3.3). 
To show relation (3.4), we observe from (2.6) and (3.5) (with LJ(“) = II(“)) that 
(A + Ccm)) (U* - ycm+‘)) = dm) (U* - y’“‘) + F (U*) - F (u’““) 
By (2.8), (3.1), and the hypothesis s 2 0, 
$4 - aFi &N 
z 
dUi ( > 
2 0. 
This leads to the relation 
(A + Ccm)) (U* - g(mtl)) = [-Fu (,cm,) + F, (E’““)] (U* - ,cm)) , 
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for some intermediate value <cm) between U* and g (m). The conclusion in (3.4) follows from the 
same argument as that for (3.3). This proves the theorem. I 
In Theorem 3.1, it is assumed that condition (3.1) is satisfied for all ui E (&, 6i). This condition 
implies that a unique solution U* to (1.1) exists and both the maximal and minimal sequences 
converge to U*. In the general case without this condition, Theorem 2.1 ensures the convergence 
of {a’“‘} to a maximal solution v, and (51’“‘) to a minimal solution Q. To obtain the quadratic 
convergence of these sequences, we assume the existence of a constant b > 0 such that either 
or 
(3.11) 
(3.12) 
where Ei and ai are the respective components of u and Q. The above conditions require that 
Fi(Ui) be nonincressing and has a concavity property in a neighborhood of the maximal solution 
or the minimal solution. Under these conditions, we have the following quadratic convergence of 
the maximal and minimal sequences. 
THEOREM 3.2. Let the hypotheses in Theorem 2.1 be satisfied, and let u and V be the maximal 
and minimal solutions of (1.2) in (0, 0). Then there exists an integer m* 2 0 and a constant K, 
independent of m, such that 
II 
p+u -r SK $m)-L1*112, 
I/ II 
form>m*, (3.13) 
if condition (3.11) holds, and 
I/ 
u _ U@+l) < K u - U+) - II II - -- II 
2, for m > m*, (3.14) 
if condition (3.12) holds. 
PROOF. By (2.1), every solution of (1.2) is an upper solution as well as a lower solution, and 
by Lemma 2.1, p(m) and EC”) are upper and lower solutions for each m. This implies that the 
pair (77’“’ , u) and the pair (Q,@m)) are both ordered upper and lower solutions. Consider the 
maximal sequences {l?“‘}. By condition (3.11) and the convergence of {v’“‘} to ??‘, there exists 
an integer m* 1 0 such that for every m 2 m*, 
where Ei and E!“’ z are the respective components of v and 0’“‘. This condition and the maximal 
property of the solution g in (8,@ implies that u is the unique solution between B and vcrn). 
Hence, by considering 0 = ??m*) * and U = u in Theorem 3.1, we obtain the relation 
II TP+l) - 011 5 /liM’ (Iv(m) - q2 ) for m > m*, 
where pi and M’ are given by (3.2) with respect to the sector (Q,ui -(m*‘). This proves rela- 
tion (3.13) with K = p:M’. Similarly, if condition (3.12) holds then there exists m* 2 0 such 
that for m > m*, 
By considering u and U(m) as the pair of ordered upper and lower solutions and using the unique- 
ness property of Q in the sector (@“),Q), we conclude from Theorem 3.1 that relation (3.14) 
holds. This proves the theorem. I 
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4. APPLICATIONS 
To demonstrate the rate of convergence of the monotone iterative schemes (2.4) and (2.6) 
numerically, we consider a tabular reactor model in chemical engineering which is given by (cf. 119 
211) 
(UT? + $) = a( 1 - u) exp (y--J , O<r<l, (4.1 i 
UT(O) = 0, ur(l) + PUP) = 0, 
where u, = $ and CT, y, and ,0 are positive constants. Using the central difference approximation 
for u, and uTT, an elementary derivation gives a finite-difference system of (4.1) in the form (1.2). 
where the coefficient matrix A is given by 
A = h-2 
4 -4 0 “’ 0 
. . 
0 . . . -bi 2 -c, 0 > i=l,2,...,N-l> 
0 -2 dN 
(4.2) 
with b, = (l- 1/2i), ci = (1 + 1/2i), and dN = 2+2/@(1+1/2N) (cf. [l-3]). The function F(C:) 
is given by (1.3) with 
Fi (Ui) = n (1 - ui) exp , i,=O,l,..., N. 
It is clear that the matrix A in (4.2) possesses the properties in (H), including the strict inequality 
in (2.2) at i = N because ,0 > 0. Moreover, F,(O) 2 0 1 Fi(l) so that condition (2.14) is satisfied 
with ai = 0 and bi = 1. This implies that the constant vector b E (1, , 1) and a E (0, . 0) 
are ordered upper and lower solutions. With these constant vectors as the initial iterations, 
we can find the matrix Cc”) from (2.7),(2.8) and compute the maximal and minimal sequence’s 
{$“‘},{@“)} from either (2.4) or (2.6). 
It is known that for fixed values of y and p, problem (4.1) has a unique solution if 0 is eit,her 
small or large, and it has a maximal solution U(T) and a minimal solution U(T) if a is in a 
certain finite interval (cf. [16, p. 1351). According to the literature in chemical engineering, the 
value of CJ can vary from 1 to lo7 (cf. [20,21]). In the case of y = 15, p = 1, our numerical 
experiment demonstrates that problem (4.1) has a unique positive solution if 0 < c or 0 2 5 
and it has multiple positive solutions if a < a < 3, where a 2 26,700 and rj 2 149,000. Indeed. 
by increasing the value of 0 from 26,700 slightly the unique solution bifurcates to multiple 
solutions, and it remains so until g is increased beyond 149,000. An interesting observation in 
our numerical computations is that in the iteration process (2.4) the rate of convergence of the 
monotone iterations is moderate (within 100 iterations) if 0 is small, and it becomes very slow if 
F is either near a or near V. On the other hand, if the iteration process (2.6) is used then the rate 
of convergence is much accelerated. Some numerical results of the maximal and minimal solutions 
2L(Ti), Q(T~) at the quarter points of the interval (0,l) together with the number of iterations in 
the iteration processes (2.4) and (2.6), called regular and accelerated iteration, respectively, are 
given in Table 1. 
In the above iteration processes, the value of a and the mesh size h are taken as (7 = 27.000 
and h = 0.05. Also, a tolerance of E = 10d8 is used in the convergence criterion 
1’ 
u!m+l) _ p) f 2 
max 
I I 
u’“’ 
, i=O>l....>N <E: 
z 1 
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Table 1. 
1 1 3 
No. of Iterations 
7% 0.0 4 z 4 1.0 
Regular Accelerated 
tii 0.883438 0.866053 0.810909 0.713921 0.580904 752 30 
2li 0.006713 0.066571 0.00614i 0.005084 0.004464 752 30 
for the sequence {$“‘} and {IJ~““}. This convergence criterion leads to ~z(~+‘) = uirn) up to the 
first six digits which are listed in the table. More numerical results, including some results of the 
corresponding time-dependent problem, can be found in [3,4]. 
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