The last decade has witnessed a tremendous growths of interests in applications that deal with querying and mining of time series data. Numerous representation methods for dimensionality reduction and similarity measures geared towards time series have been introduced. Each individual work introducing a particular method has made specific claims and, aside from the occasional theoretical justifications, provided quantitative experimental observations. However, for the most part, the comparative aspects of these experiments were too narrowly focused on demonstrating the benefits of the proposed methods over some of the previously introduced ones. In order to provide a comprehensive validation, we conducted an extensive set of time series experiments re-implementing 8 different representation methods and 9 similarity measures and their variants, and testing their effectiveness on 38 time series data sets from a wide variety of application domains. In this paper, we give an overview of these different techniques and present our comparative experimental findings regarding their effectiveness. Our experiments have provided both a unified validation of some of the existing achievements, and in some cases, suggested that certain claims in the literature may be unduly optimistic.
INTRODUCTION
Today time series data are being generated at an unprecedented speed from almost every application domain, e.g., daily fluctuations of stock market, traces of dynamic processes and scientific experiments, medical and biological experimental observations, various readings obtained from sensor networks, position updates of moving objects in location- * Research supported by the Northrop Grumman Corp. contract: P.O.8200082518 † Research supported by the NSF grant IIS − 0325144/003 ‡ Research supported by NSF Career Award 0237918
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Two key aspects for achieving effectiveness and efficiency when managing time series data are representation methods and similarity measures. Time series are essentially high dimensional data [17] and directly dealing with such data in its raw format is very expensive in terms of processing and storage cost. It is thus highly desirable to develop representation techniques that can reduce the dimensionality of time series, while still preserving the fundamental characteristics of a particular data set. In addition, unlike canonical data types, e.g., nominal or ordinal variables, where the distance definition is straightforward, the distance between time series needs to be carefully defined in order to reflect the underlying (dis)similarity of such data. This is particularly desirable for similarity-based retrieval, classification, clustering and other mining procedures of time series [17] .
Many techniques have been proposed in the literature for representing time series with reduced dimensionality, such as Discrete Fourier Transformation (DFT) [13] , Single Value Decomposition (SVD) [13] , Discrete Cosine Transformation (DCT) [29] , Discrete Wavelet Transformation (DWT) [33] , Piecewise Aggregate Approximation (PAA) [24] , Adaptive Piecewise Constant Approximation (APCA) [23] , Chebyshev polynomials (CHEB) [6] , Symbolic Aggregate approXimation (SAX) [30] , Indexable Piecewise Linear Approximation (IPLA) [11] and etc. In conjunction with this, there are over a dozen distance measures for similarity of time series data in the literature, e.g., Euclidean distance (ED) [13] , Dynamic Time Warping (DTW) [5, 26] , distance based on Longest Common Subsequence (LCSS) [39] ,Edit Distance with Real Penalty (ERP) [8] , Edit Distance on Real sequence (EDR) [9] , DISSIM [14] , Sequence Weighted Alignment model (Swale) [31] , Spatial Assembling Distance (SpADe) [12] and similarity search based on Threshold Queries (TQuEST) [4] . Many of these work and some of their extensions have been widely cited in the literature and applied to facilitate query processing and data mining of time series data.
However, with the multitude of competitive techniques, we believe that there is a strong need to compare what might have been omitted in the comparisons. Every newlyintroduced representation method or distance measure has claimed a particular superiority. However, it has been demon-strated that some empirical evaluations have been inadequate [25] and, worse yet, some of the claims are even contradictory. For example, one paper claims "wavelets outperform the DFT" [34] , another claims "DFT filtering performance is superior to DWT" [19] and yet another claims "DFT-based and DWT-based techniques yield comparable results" [41] . Clearly these claims cannot all be true. The risk is that this may not only confuse newcomers and practitioners of the field, but also cause a waste of time and research efforts due to assumptions based on incomplete or incorrect claims.
Motivated by these observations, we have conducted the most extensive set of time series experiments to-date, reevaluating the state-of-the-art representation methods and similarity measures for time series that appeared in high quality conferences and journals. Specifically, we have reimplemented 8 different representation methods for time series, and compared their pruning power over various time series data sets. We have re-implemented 9 different similarity measures and their variants, and compared their effectiveness using 38 real world data sets from highly diverse application domains. All our source code implementations and the data sets are publicly available on our website [1] .
The rest of this paper is organized as follows. Section 2 reviews the concept of time series, and gives an overview of the definitions of different representation techniques and similarity measures investigated in this work. Section 3 and Section 4 present the main contribution of this work -the results of the extensive experimental evaluations of different representation methods and similarity measures, respectively. Section 5 concludes the paper and discusses possible future extensions of the work.
PRELIMINARIES
Typically, most of the existing work on time series assume that time is discrete. For simplicity and without any loss of generality, we make the same assumption here. Formally, a time series data is defined as a sequence of pairs T = [(p1, t1), (p2, t2), ..., (pi, ti), ..., (pn, tn)] (t1 < t2 < ... < ti < ... < tn), where each pi is a data point in a d-dimensional data space, and each ti is the time stamp at which pi occurs. If the sampling rates of two time series are the same, one can omit the time stamps and consider them as sequences of d-dimensional data points. Such a sequence is called the raw representation of the time series. In reality however, sampling rates of time series may be different. Furthermore, some data points of time series may be dampened by noise or even completely missing, which poses additional challenges to the processing of such data. For a given time series, its number of data points n is called the length. The portion of a time series between two points pi and pj (inclusive) is called a segment and is denoted as sij . In particular, a segment between two consecutive points is called a line segment.
In the following subsections, we briefly review the representation methods and similarity measures studied in this work. We observe that this is not meant to be a complete survey for the respective field and is only intended to provide the readers with a necessary background for following our experimental evaluations.
Representation Methods for Time Series
There are many time series representations proposed to support similarity search and data mining. Figure 1 shows a classification of the major techniques arranged in a hierarchy.
• That is to say, we can define a distance measurement on the reduced-size (i.e., compressed) representations that is guaranteed to be less than or equal to the true distance measured on the raw data. It is this lower bounding property that allows using representations to index the data with a guarantee of no false negatives [13] . The list of representations considered in this study includes (in approximate order of introduction) DFT, DCT, DWT, PAA, APCA, SAX, CHEB and IPLA. The only lower bounding omissions from our experiments below are the eigenvalue analysis techniques such as SVD and PCA [29] . While such techniques give optimal linear dimensionality reduction, we believe they are untenable for large data sets. For example, while [38] notes that they can transform 70000 time series in under 10 minutes, the assumption is that the data is memory resident. However, transforming out-of-core (disk resident) data sets using these methods becomes unfeasible. Note that the available literature seems to agree with us on this point. For (at least) DFT, DWT and PAA, there are more than a dozen projects each that use the representations to index more than 100000 objects for query-by-humming [18, 45] , Mo-Cap indexing [7] etc. However we are unaware of any similarly scaled projects that use SVD.
Similarity Measures for Time Series
In this section, we review the 9 similarity measures evaluated in this work, summarized in Figure 2 . Given two time series T1 and T2, a similarity function Dist calculates the distance between the two time series, denoted by Dist(T1, T2). In the following we will refer to distance measures that compare the i−th point of one time series to the i−th point of another as lock-step measures (e.g., Euclidean distance and the other Lp norms), and distance measures that allow comparison of one-to-many points (e.g., DTW) and one-to-many/one-to-none points (e.g., LCSS) as elastic measures.
The most straightforward similarity measure for time series, is the Euclidean Distance [13] and its variants, based on the common Lp-norms [43] . In particular, in this work we used L1 (Manhattan), L2 (Euclidean) and L∞ (Maxi- Figure 2 : A Summary of Similarity Measures mum) norms (c.f. [43] ). In the sequel, the terms Euclidean distance and L2 norm will be used interchangeably. Besides being relatively straightforward and intuitive, Euclidean distance and its variants have several other advantages. The complexity of evaluating these measures is linear, and they are easy to implement and indexable with any access method and, in addition, are parameter-free. Furthermore, as we will present, the Euclidean distance is surprisingly competitive with other more complex approaches, especially if the size of the training set/database is relatively large. However, since the mapping between the points of two time series is fixed, these distance measures are very sensitive to noise and misalignments in time, and are unable to handle local time shifting, i.e., similar segments that are out of phase. The DISSIM distance [14] aims at computing the similarity of time series with different sampling rates. However, the original similarity function is numerically too difficult to compute, and the authors proposed an approximated distance with a formula for computing the error bound.
Inspired by the need to handle time warping in similarity computation, Berndt and Clifford [5] introduced DTW, a classic speech recognition tool, to the data mining community, in order to allow a time series to be "stretched" or "compressed" to provide a better match with another time series. Several lower bounding measures have been introduced to speed up similarity search using DTW [21, 26, 27, 44] , and it has been shown that the amortized cost for computing DTW on large data sets is linear [21, 26] . The original DTW distance is also parameter free, however, as has been reported in [26, 40] enforcing a temporal constraint δ on the warping window size of DTW not only improves its computation efficiency, but also improves its accuracy for measuring time series similarity, as extended warping may introduce pathological matchings between two time series and distort the true similarity. The constraint warping is also utilized for developing the lower-bounding distance [26] as well as for indexing time series based on DTW [40] .
Another group of similarity measures for time series are developed based on the concept of the edit distance for strings. The best known such distance is the LCSS distance, utilizing the longest common subsequence model [3, 39] . To adapt the concept of matching characters in the settings of time series, a threshold parameter ε was introduced, stating that two points from two time series are considered to match if their distance is less than ε. The work reported in [39] also considered constraining the matching of points along the temporal dimension, using a warping threshold δ. A lower-bounding measure and indexing technique for LCSS are introduced in [40] .
EDR [9] is another similarity measure based on the edit distance. Similar to LCSS, EDR also uses a threshold parameter ε, except its role is to quantify the distance between a pair of points to 0 or 1. Unlike LCSS, EDR assigns penalties to the gaps between two matched segments according to the lengths of the gaps.
The ERP distance [8] attempts to combine the merits of DTW and EDR, by using a constant reference point for computing the distance between gaps of two time series. Essentially, if the distance between two points is too large, ERP simply uses the distance value between one of those point and the reference point.
Recently, a new approach for computing the edit distance based similarity measures was proposed in [31] . Whereas traditional tabular dynamic programming was used for computing DTW, LCSS, EDR and ERP, a matching threshold is used to divide the data space into grid cells and, subsequently, matching points are found by hashing. The similarity model Swale is proposed that rewards matching points and penalizes gaps. In addition to the matching threshold ε, Swale requires the tuning of two parameters: the matching reward weight r and the gap penalty weight p.
The TQuEST distance [4] introduced a rather novel approach to computing the similarity measure between time series. The idea is that, given a threshold parameter τ , a time series is transformed into a sequence of so-called thresholdcrossing time intervals, where the points within each time interval have a value greater than a given τ . Each time interval is then treated as a point in a two dimensional space, where the starting time and ending time constitute the two dimensions. The similarity between two time series is then defined as the Minkowski sum of the two sequences of time interval points.
Finally, SpADe [12] is a pattern-based similarity measure for time series. The algorithm finds out matching segments within the entire time series, called patterns, by allowing shifting and scaling in both the temporal and amplitude dimensions. The problem of computing similarity value between time series is then transformed to the one of finding the most similar set of matching patterns. One disadvantage of SpADe is that it requires tuning a number of parameters, such as the temporal scale factor, amplitude scale factor, pattern length, sliding step size etc.
COMPARISON OF TIME SERIES REP-RESENTATIONS
We compare all the major time series representations, including SAX, DFT, DWT, DCT, PAA, CHEB, APCA and IPLA. Note that any of these representations can be used to index the Euclidean Distance, the Dynamic Time Warping, and at least some of the other elastic measures. While various subsets of these representations have been compared before, this is the first time they are all been compared together. An obvious question to consider is what metric should should be used for comparison. We believe that wall clock time is a poor choice, because it may be open to implementation bias [25] . Instead, we believe that using the tightness of lower bounds (TLB) is a very meaningful measure [24] , and this also appears to be the current consensus in the literature [6, 8, 11, 21-23, 26, 35, 40] . We note that all the representation methods studied in this paper allow lower bounding.
T LB = LowerBoundDist(T, S)/T rueEuclideanDist(T, S)
where T and S are the two time series. The advantage of TLB is two-fold:
1. It is a completely implementation-free measure, independent of hardware and software choices, and is therefore completely reproducible. 2. The TLB allows a very accurate prediction of indexing performance. If the value of TLB is zero, then any indexing technique is condemned to retrieving every time series from the disk. If the value of TLB is one, then after some trivial processing in main memory, we could simply retrieve one object from disk and guarantee that we had the true nearest neighbor. Note that the speedup obtained is generally non-linear in TLB, that is to say, if one representation has a lower bound that is twice as large as another, we can usually expect a much greater than two-fold decrease in disk accesses. We randomly sampled T and S (with replacement) 1000 times for each combination of parameters. We vary the time series length {480, 960, 1440, 1920} and the number of coefficients per time series available to the dimensionality reduction approach {4, 6, 8, 10} (each coefficient takes 4 bytes). For SAX, we hard coded the cardinality to 256. Figure 3 shows the result of one such experiment with an ECG data set. The result of this experiment may at first be surprising, it shows that there is very little difference between representations, in spite of claims to the contrary in the literature. However, we believe that most of these claims are due to some errors or bias in the experiments. For example, it was recently claimed that DFT is much worse than all the other approaches [11] , however it appears that the complex conjugate property of DFT was not exploited. As another example, it was claimed "it only takes 4 to 6 Chebyshev coefficients to deliver the same pruning power produced by 20 APCA coefficients" [6] , however this claim has since been withdrawn by the authors [2] . Of course there is some variability and difference depending on data set. For example, on highly periodic data set the spectral methods are better, and on bursty data sets APCA can be significantly better, as shown in Figure 4 .
In contrast, in Figure 5 we can see that highly periodic data can slightly favor the spectral representations (DCT, DFT, CHEB) over the polynomial representations (SAX, APCA, DWT/PAA, IPLA).
However it is worth noting that the differences presented in these figures are the most extreme cases found in a search over 80 diverse data sets from the publicly available UCR Time Series Data Mining Archive [20] . In general, there 
COMPARISON OF TIME SERIES SIMI-LARITY MEASURES
In this section we present our experimental evaluation on the accuracy of different similarity measures.
The Effect of Data Set Size on Accuracy and Speed
We first discuss an extremely important finding which, in some circumstances makes some of the previous findings on efficiency, and the subsequent findings on accuracy, moot. This finding has been noted before [35] , but does not seem to be appreciated by the database community.
For an elastic distance measure, both the accuracy of classification (or precision/recall of similarity search), and the amortized speed, depend critically on the size of the data set. In particular, as data sets get larger, the amortized speed of elastic measures approaches that of lock-step measures, however the accuracy/precision of lock-step measures approaches that of the elastic measures. This observation has significant implications for much of the research in the literature. Many papers claim something like "I have shown on these 80 time series that my elastic approach is faster than DTW and more accurate that Euclidean distance, so if you want to index a million time series, use my method". However our observation suggests that even if the method is faster than DTW, the speed difference will decrease for larger data sets. Furthermore, for large data sets, the differences in accuracy/precision will also diminish or disappear. To demonstrate our claim we conducted experiments on two highly warped data sets that are often used to highlight the superiority of elastic measures, Two-Patterns and CBF. Because these are synthetic data sets we have the luxury of creating as many instances as we like, using the data generation algorithms proposed in the original papers [15, 16] .
However, it is critical to note that the same effect can be seen on all the data sets considered in this work. For each problem we created 10000 test time series, and increasingly large training data sets of size 50, 100, 200, . . ., 6400. We measured the classification accuracy of 1NN for the various data sets (explained in more detail in Section 4.2.1), using both Euclidean distance and DTW with 10% warping window, Figure 6 shows the results. Note that for small data sets, DTW is significantly more accurate than Euclidean distance in both cases. However, for CBF, by the time we have a mere 400 time series in our training set, there is no statistically significant difference. For Two-Patterns it takes longer for Euclidean Distance to converge to DTW's accuracy, nevertheless, by the time we have seen a few thousand objects there is no statistically significant difference.
This experiment can also be used to demonstrate our claim that amortized speed of a (lower-boundable) elastic method approaches that of Euclidean distance. Recall that Euclidean distance has a time complexity of O(n) and that a single DTW calculation has a time complexity of O(nw), where w is the warping window size. However for similarity search or 1NN classification, the amortized complexity of DTW is O((P · n) + (1 − P ) · nw), where P is the fraction of DTW calculations pruned by a linear time lower bound such as LB Keogh. A similar result can be achieved for LCSS as well. In the Two-Pattern experiments above, when classifying with only 50 objects, P = 0.1, so we are forced to do many full DTW calculations. However, by the time we have 6400 objects, we empirically find out that P = 0.9696, so about 97% of the objects are disposed of in the same time as takes to do a Euclidean distance calculation. To ground this into concrete numbers, it takes less that one second to find the nearest neighbor to a query in the database of 6400 Two-Pat time series, on our off-the-shelf desktop, even if we use the pessimistically wide warping window. This time is for just sequential search with a lower bound, no attempt was made to index the data.
To summarize, many of the claims over who has the fastest or most accurate distance measure have been biased by the lack of tests on very (or even slightly) large data sets.
Accuracy of Similarity Measures
In this section, we evaluate the accuracy of the similarity measures introduced in Section 2. We first explain the methodology of our evaluation, as well as the parameters that need to be tuned for each similarity measure. We then present the results of our experiments and discuss several interesting findings.
Accuracy Evaluation Framework
Accuracy evaluation answers one of the most important questions about a similarity measure: why is this a good measure for describing the (dis)similarity between time series? Surprisingly, we found that accuracy evaluation is usually insufficient in existing literature: it has been either based on subjective evaluation, e.g., [4, 9] , or using clustering with small data sets which are not statistically significant, e.g., [31, 40] . In this work, we use an objective evaluation method recently proposed [25] . The idea is to use a one nearest neighbor (1NN) classifier [17, 32] on labelled data to evaluate the efficacy of the distance measure used. Specifically, each time series has a correct class label, and the classifier tries to predict the label as that of its nearest neighbor in the training set. There are several advantages with this approach. First, it is well known that the underlying distance metric is critical to the performance of 1NN classifier [32] , hence, the accuracy of the 1NN classifier directly reflects the effectiveness of the similarity measure. Second, the 1NN classifier is straightforward to implement and is parameter free, which makes it easy for anyone to reproduce our results. Third, it has been proved that the error ratio of 1NN classifier is at most twice the Bayes error ratio [36] . Finally, we note that while there have been attempts to classify time series with decision trees, neural networks, Bayesian networks, supporting vector machines etc., the best published results (by a large margin) come from simple nearest neighbor methods [42] .
Algorithm 1 Time Series Classification with 1NN Classifier
Input: Labelled time series data set T, similarity measure operator SimDist, number of crosses k Output: Average 1NN classification error ratio and standard deviation 1: Randomly divide T into k stratified subsets T1, . . . , T k 2: Initialize an array ratios[k] 3: for Each subset Ti of T do 4: if SimDist requires parameter tuning then 5:
Randomly split Ti into two equal size stratified subsets Ti1 and Ti2 6:
Use Ti1 for parameter tuning, by performing a leave-one-out classification with 1NN classifier 7:
Set the parameters to values that yields the minimum error ratio from the leave-one-out tuning process 8:
Use Ti as the training set, T − Ti as the testing set 9:
ratio[i] ← the classification error ratio with 1NN classifier 10: return Average and standard deviation of ratios [k] To evaluate the effectiveness of each similarity measure, we use a cross-validation algorithm as described in Algorithm 1, based on the approach suggested in [37] . We first use a stratified random split to divide the input data set into k subsets for the subsequent classification (line 1), to minimize the impact of skewed class distribution. The number of cross validations k is dependent on the data sets and we explain shortly how we choose the proper value for k. We then carry out the cross validation, using one subset at a time for the training set of the 1NN classifier, and the rest k − 1 subsets as the testing set (lines 3 − 9). If the similarity measure SimDist requires parameter tuning, we divide the training set into two equal size stratified subsets, and use one of the subset for parameter tuning (lines 4 − 7). We perform an exhaustive search for all the possible (combinations of) value(s) of the similarity parameter, and conduct a leave-one-out classification test with a 1NN classifier. We record the error ratios of the leave-one-out test, and use the parameter values that yield the minimum error ratio. Finally, we report the average error ratio of the 1NN classification over the k cross validations, as well as the standard deviation (line 10).
Algorithm 1 requires that we provide an input k for the number of cross validations. In our experiments, we need to take into consideration the impact of training data set size discussed in Section 4.1. Therefore, our selection of k for each data set tries to strike a balance between the following factors:
1. The training set size should be selected to enable discriminativity, i.e., one can tell the performance difference between different distance measures. 2. The number of items in the training set should be large enough to represent each class. This is especially important when the distance measure need parameter tuning.
3. The number of cross validations should be between 5 − 20 in order to minimize bias and variation, as recommended in [28] . The actual number of splits is empirically selected such that the training error for 1NN Euclidean distance (which we use as a comparison reference) is not perfect, but significantly better than the default rate.
Several of the similarity measures that we investigated require the setting of one or more parameters. The proper values for these parameters are key to the effectiveness of the measure. However, most of the time only empirical values are provided for each parameter in isolation. In our experiments, we perform an exhaustive search for all the possible values of the parameters, as described in Table 1 For DTW and LCSS measures, a common optional parameter is the window size δ that constrains the temporal warping, as suggested in [40] . In our experiments we consider both the version of distance measures without warping and with warping. For the latter case, we search for the best warping window size up to 25% of the length of the time series n. An additional parameter for LCSS, which is also used in EDR and Swale, is the matching threshold ε. We search for the optimal threshold starting from 0.02 · Stdv up to Stdv, where Stdv is the standard deviation of the data set. Swale has another two parameters, the matching reward weight and the gap penalty weight. We fix the matching reward weight to 50 and search for the optimal penalty weight from 0 to 50, as suggested by the authors. Although the warping window size can also be constrained for EDR, ERP and Swale, due to limited computing resource and time, we only consider full matching for these distance measures in our current experiments. For TQuEST, we search for the optimal querying threshold from Avg − Stdv to Avg + Stdv, where Avg is the average of the time series data set. For SpADe, we tune four parameters based on the original implementation and use the parameter tuning strategy, i.e. search range, step size, as suggested by the authors. In Table 1 , plength is the length of the patterns, ascale and tscale are the maximum amplitude and temporal scale differences allowed respectively, and slidestep is the minimum temporal difference between two patterns.
Analysis of Classification Accuracy
In order to provide a comprehensive evaluation, we perform the experiments on 38 diverse time series data sets, provided by the UCR Time Series repository [20] , which make up somewhere between 90% and 100% of all publicly available, labelled time series data sets in the world. For several years everyone in the data mining/database community has been invited to contribute data sets to this archive, and 100% of the donated data sets have been archived. This ensures that the collection represents the interest of the data mining/database community, and not just one group. All the data sets have been normalized to have a maximum scale of 1.0 and all the time series are z-normalized. The entire simulation was conducted on a computing cluster in the Northwestern University, with 20 multi-core workstations running for over a month. The results are presented in Table 2 . Due to limited space, we only show the average error ratio of the similarity measures on each data set. More detailed results, such as the standard deviation of the cross validations, are hosted on our web site [1] .
To provide a more intuitive illustration of the performance of the similarity measures compared in Table 2 , we now use scatter plots to conduct pair-wise comparisons. In a scatter plot, the error ratios of the two similarity measures under comparison are used as the x and y coordinates of a dot, where each dot represent a particular data set. Where a scatter plot has the label "A vs B", a dot above line indicates that A is more accurate than B (since these are error ratios). The further a dot is from the line, the greater the margin of accuracy improvement. The more dots on one side of the line indicates that the worse one similarity measure is compared to the other . First, we compare the different variances of Lp-norms. Figure 7 shows that the Euclidean distance and the Manhattan distance have a very close performance, while both largely outperforms the L∞-norm. This is as expected since the L∞-norm uses the maximum distance between two sets of time series points, and is more sensitive to noise [17] .
Next we illustrate the performance of DTW against Euclidean. Figure 8 (a) shows that full DTW is clearly superior over Euclidean on the data sets we tested. shows that the effectiveness of constrained DTW is the same (or even slightly better) than that of full DTW. This means that we could generally use the constrained DTW instead of DTW, to reduce the time for computing the distance and to utilize proposed lower bounding techniques [26] .
Unless otherwise stated, in the following we compare the rest of the similarity measures against Euclidean distance and full DTW, since Euclidean distance is the fastest and most straightforward measure, and DTW is the oldest elastic measure. The performance of DISSIM against that of Euclidean and DTW are shown in Figure 9 . It can be observed that the accuracy of DISSIM is slightly better than Euclidean distance, however, it is apparently inferior to DTW.
The performance of TQuEST against that of Euclidean and DTW are shown in Figure 10 . On most of the data sets, TQuEST is worse than Euclidean and DTW distances. While the outcome of this experiment cannot account for the usefulness of TQuEST, it indicates that there is a need to investigate the characteristics of the data set for which TQuEST is a favorable measure.
The performance of LCSS, EDR and ERP against that of Euclidean and DTW are shown in Figure 11 , Figure 12 Figure 13 : Accuracy of ERP, above the line Euclidean/Full DTW outperforms ERP Figure 13 respectively. All three distances outperform Euclidean distance by a large percentage. On the other hand, while it is commonly believed that these edit distance based similarity measures are superior to DTW [8, 10, 12] , our experiments show that this is generally not the case. Only EDR is potentially slightly better than full DTW, whereas the performance of LCSS and ERP are very close to DTW. Even for EDR, a more formal analysis using two-tailed, paired t-test is required to reach any statistically significant conclusion [37] . We also studied the performance of constrained LCSS, as shown in Figure 14 . It can be observed that the constrained version of LCSS is even slightly better the unconstrained one, while it also reduces the computation cost and gives rise to an efficient lower-bounding measure [40] . Next, we compare the performance of Swale against that of Euclidean distance and LCSS, as Swale aims at improving the effectiveness of LCSS and EDR. The results are shown in Figure 15 , and suggests that Swale is clearly superior to Euclidean distance, and yields an almost identical accuracy as LCSS. Finally, we compare the performance of SpADe against that of Euclidean distance and DTW. The results are shown in Figure 16 . In general, the accuracy of SpADe is close to that of Euclidean but is inferior to DTW distance, although on some data sets SpADe outperforms the other two. We believe one of the biggest challenges for SpADe is that it has a large number of parameters that need to be tuned.
Given the small tuning data sets, it is very difficult to pick the right values. However, we note again that the outcome of this experiment cannot account for the utility of SpADe. For example, one major contribution of SpADe is to detect interesting patterns online for stream data.
In summary, we found through experiments that there is no clear evidence that there exists one similarity measure that is superior to others in the literature, in terms of accuracy. While some similarity measures are more effective on certain data sets, they are usually inferior on some others data sets. This does not mean that the time series community should settle with the existing similarity measures, -quite the contrary. However, we believe that more caution need to be exercised to avoid making the kind of mistakes we illustrate in the Appendix.
CONCLUSION & FUTURE WORK
In this paper, we conducted an extensive experimental consolidation on the state-of-the-art representation methods and similarity measures for time series data. We reimplemented and evaluated 8 different dimension-reduction representation methods, as well as 9 different similarity measures and their variants. Our experiments are carried on 38 diverse time series data sets from various application domains. Based on the experimental results we obtained, we make the following conclusions.
1. As an additional comment, but not something that can be conclusively validated from our experiments, we would like to bring an observation which, we hope, may steer some interesting directions of future work. Namely, when pair-wise comparison is done among the methods, in few instances we have one method that has worse accuracy than the other in majority of the data sets, but in the ones that it is better, it does so by a large margin. Could it be due to some intrinsic properties of the data set? If so, could it be that those prop-erties may have a critical impact on which distance measure should be applied? We believe that in the near future, the research community will generate some important results along these lines.
As an immediate extension, we plan to conduct more rigorous statistical analysis on the experimental results we obtained. We will also extend our evaluation on the accuracy of the similarity measures to more realistic settings, by allowing missing points in the time series and adding noise to the data. Another extension is to validate the effectiveness of some of the existing techniques in expediting similarity search using the respective distance measures.
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We have made the best effort to faithfully re-implement all the algorithms, and evaluate them in a fair manner. The purpose of this project is to provide a consolidation of existing works on querying and mining time series, and to serve as a starting point for providing references and benchmarks for future research on time series. We welcome all kinds of comments on our source code and the data sets of this project [1] , and suggestions on other experimental evaluations.
APPENDIX

A SOBERING EXPERIMENT
Our comparative experiments have shown that while elastic measures are, in general, better than lock-step measures, there is little difference between the various elastic measures. This result explicitly contradicts many papers that claim to have a distance measure that is better than DTW, the original and simplest elastic measure. How are we to reconcile this two conflicting claims? We believe the following demonstration will shed some light on the issue. We classified 20 of the data sets hosted at the UCR archive, using the suggested two-fold splits that were establish several years ago. We used a distance measure called ANA (explained below) which has a single parameter that we adjusted to get the best performance. Figure 17 compares the results of our algorithm with Euclidean distance. Figure 17 : The classification accuracy of ANA compared to Euclidean distance
As we can see, the ANA algorithm is consistently better than Euclidean distance, often significantly so. Furthermore, ANA is as fast as Euclidean distance, is indexable and only has a single parameter. Given this, can a paper on ANA be published in a good conference or journal? It is time to explain how ANA works. We downloaded the mitochondrial DNA of a monkey, Macaca mulatta. We converted the DNA to a string of integers, with A (Adenine) = 0, C (Cytosine) = 1, G (Guanine) = 2 and T (Thymine) = 3. So the DNA string GAT CA . . . becomes 2, 0, 3, 1, 0, . . .. Given that we have a string of 16564 integers, we can use the first n integers as weighs when calculating the weights of the Euclidean distance between our time series of length n. So ANA is nothing more than the weighed Euclidean distance, weighed by monkey DNA. More concretely, if we have a string S: S = 3, 0, 1, 2, 0, 2, 3, 0, 1, . . . and some time series, say of length 4, then the weight vector W with p = 1 is {3, 0, 1, 2}, and the ANA distance is simply:
After we test the algorithm, if we are not satisfied with the result, we simply shift the first location in the string, so that we are using locations 2 to n + 1 of the weight string. We continue shifting till the string is exhausted and reported the best result in Figure 17 . At this point the reader will hopefully say "but that's not fair, you cannot change the parameter after seeing the results, and report the best results". However, we believe this effect may explain many of the apparent improvements over DTW, and in some cases, the authors explicitly acknowledge this [10] . Researchers are adjusting the parameters after seeing the results on the test set. In summary, based on the experiments conduced in this paper and all the reproducible fair experiments in the literature, there is no evidence of any distance measure that is systematically better than DTW in general. Furthermore, there is at best very scant evidence that there is any distance measure that is systematically better than DTW in on particular problems (say, just ECG data, or just noisy data).
Finally, we are in a position to explain what ANA stand for. It is an acronym for Arbitrarily Naive Algorithm. 
