ABSTRACT Motivation: Interpretation of high-throughput gene expression profiling requires a knowledge of the design principles underlying the networks that sustain cellular machinery. Recently a novel approach based on the study of network topologies has been proposed. This methodology has proven to be useful for the analysis of a variety of biological systems, including metabolic networks, networks of protein-protein interactions, and gene networks that can be derived from gene expression data.
INTRODUCTION
With advances in microarray technologies, it has become possible to monitor simultaneously the expression profiles of thousands of genes under various experimental conditions. The large amounts of data increasing from day to day provide opportunities to computationally elucidate elements of functional and regulatory connections among genes. For instance, several approaches have been developed to infer causal relationships between genes from temporal gene * To whom correspondence should be addressed. expression profiles (Tavazoie et al., 1999; Weaver et al., 1999; D'haeseleer et al., 2000; Dewey and Galas, 2001; Guelzim et al., 2002; Shen-Orr et al., 2002; Yeung et al., 2002) . In general, simple associations between genes can be effectively found by clustering genes in accordance with the degree of similarity of their expression profiles (Eisen et al., 1998; Tamayo et al., 1999) . Although clustering analysis has been demonstrated to be of significant value for the exploration of gene expression data, more advanced methods are needed to identify gene networks underlying cellular machinery (Butte et al., 2000; Zhou et al., 2002) .
One useful approach to study such complex systems as gene networks is to analyze their basic design principles. The steps involved include: (1) the definition of a plausible measure of connectivity (directed or undirected) between elements of the system (genes in our case); (2) using this definition and specific experimental data, the construction of a network map; (3) the quantitative characterization of the topology of the resulting network; (4) the development of a computational method that reproduces the observed topological characteristics of the system (Simon, 1955; Barabasi and Albert, 1999; Strogatz, 2001) . This approach has proven useful to help shed light on the structure of networks of protein-protein interactions (Uetz et al., 2000; Maslov and Sneppen, 2002) , metabolic networks Ravasz et al., 2002) , the protein domain universe (Dokholyan et al., 2002) and the networks representing influence of one gene expression dynamics on another (Bhan et al., 2002) .
Conventionally, to quantitatively describe a network topology at minimum three metrics are employed: clustering coefficient, diameter and degree distribution. For a node i in a network, with k i edges connecting it to its nearest neighbors, the clustering coefficient is defined as C i = 2n/k i (k i − 1), where n denotes the number of edges existing between its nearest neighbors. C i is equal to 1 for a node connected to a fully interlinked cluster, and 0 if the node is linked to a disconnected group. The network diameter D is defined as the smallest number of links by which starting from one node another node can be reached, averaged over all pairs of nodes. In other words, the mean clustering coefficient measures the cliquishness of a typical neighborhood, whereas the diameter measures the typical separation between nodes. Finally, the degree distribution is the probability P (k) that a node has k links (k is the degree).
There are two classes of network architecture that are of special interest for application in systems biology (Kitano, 2002) : so-called 'small world' networks (Watts and Strogatz, 1998) and scale-free power law networks (Simon, 1955; Barabasi and Albert, 1999) . Small world networks are characterized by high clustering coefficients and small diameters. These properties reflect the existence of local building blocks together with long-range connectivity. Most nodes in small world networks have approximately the same number of links, and the degree distribution P (k) decays exponentially for large k. If compared with small world networks, the standard scale-free power law networks have smaller clustering coefficients and larger diameters. A distinctive property of these networks is a power law for the degree distribution, P (k) ∼ k −γ . The power law for the degree distribution implies that unlike the small world architecture these networks are extremely heterogeneous; their topology is dominated by a few highly connected nodes (hubs), which link the rest of the low-connected nodes to the system (Barabasi and Albert, 1999) . The two network classes are modeled in two different ways. The small world network can be obtained from a regular short-range lattice by randomly 'rewiring' links to remote nodes (Watts and Strogatz, 1998) . The power law network can be obtained as the result of a preferential attachment growing process in which each new node added to the network is connected to one of already acquired nodes, i, with a probability that is proportional to the number of existing links k i (the 'rich get richer' mechanism: Barabasi and Albert, 1999; .
Studies of the architecture of metabolic networks (Ravasz et al., 2002) and interaction networks derived from temporal gene expression profiles (Bhan et al., 2002) have demonstrated that the classification of such networks as belonging to one of these specific topological classes (small world versus power law) is not immediately apparent. Indeed, networks constructed on the basis of experimental data typically have high clustering coefficients and small diameters, properties that are characteristic for small world networks. On the other hand, in such cases the degree distribution has been shown to decay as P (k) ∼ k −γ , a behavior that is unusual for a small world network, suggesting the scale-free power law type of topology. To explain such a dichotomy (or 'mixed' topology) two models have been introduced. For metabolic networks Ravasz et al. (2002) have proposed a model of a 'hierarchical' network that is generated by a triple replication of a densely linked module of nodes followed by forming connections between replicas and the original cluster. The replication-connection growing process is repeated iteratively. As a result, a scalefree power law topology with embedded modularity, ensuring a high clustering coefficient, is achieved. Another mechanism for creating a network that demonstrates a 'mixed' topology, a gene duplication model, has been proposed by Bhan et al. (2002) . In this model, the offspring node inherits all the connectivity of its parent node. At the next step, one link in the network is rewired, and the node that will change neighbors is chosen in random with a probability proportional to the degree of connectivity ('preferential rewiring'). The resulting network does not feature apparent modular structure, yet the 'mixed' character of the network topology is evident.
Despite being significantly different, both models successfully reproduce the observed properties of the networks, and both models have no visible similarity with the original small world (Watts and Strogatz, 1998) or preferential attachment (Barabasi and Albert, 1999) models. Since only a few topological characteristics were analyzed, one can assume that it is possible to conceive many other models that explain the observed data.
There are three goals in the present paper. First, we analyze the networks derived from gene expression data for both time series experiments in yeast taken from the literature and for cell perturbation experiments, the results of which are partially presented here. We use a very simple method to derive the connectivity patterns that requires only raw experimental data. It will be demonstrated that for both kinds of experiments, time series and cell perturbations, the 'mixed' character of the network architecture is intrinsic to at least a significant part of the system, suggesting together with the results from Ravasz et al. (2002) and Bhan et al. (2002) that this kind of structural organization is common to a variety of biological systems.
Second, we introduce a novel model to explain the 'mixed' character of network topology. Unlike the de novo models developed by Ravasz et al. (2002) and Bhan et al. (2002) , our model represents an extension of the original model of network growth by a preferential attachment mechanism (Barabasi and Albert, 1999) . We are able to describe the transition from a pure scale-free power law network to a 'mixed' topology and further to a small world model as a continuous process regulated by a free parameter. An advantage of this model is that it enables us to explain a highly inhomogeneous distribution of nodes over disconnected sub-graphs, a feature that is observed for networks derived from experimental data.
Third, we investigate the resilience of networks with the 'mixed' type of topology to indiscriminate random as well as selective removal of nodes, and demonstrate a surprising tolerance of such networks not only to random errors but also to deliberate attacks.
METHODS AND IMPLEMENTATION

Experimental data
Time series data As an example of temporal expression profiles to be analyzed we used the yeast cell cycle data set provided by Cho et al. (1998) . This set has established itself as a de facto standard for assessment of newly developed computational algorithms. The set contains time-course expression profiles for about 6600 genes, with 17 time points covering nearly two yeast cell cycles (160 min). The raw data were downloaded from http://genomics.stanford.edu. A variation filter was used to eliminate those genes whose expression levels were relatively low as well as those genes that did not show significant changes during the time course. A total of 1306 genes passed the variation filter.
Cell perturbation data Our choice of cell perturbation experiments was motivated by the purpose to assess a consistency between the results of topological analysis of gene expression data and the information obtained by other methods. To this end we used an experimental design in which carcinoma cell lines (HT29, WiDr, DLD1 and HCT15) were stimulated for 16 h with agonists of the TNF family receptors, TNFR and lymphotoxin-beta receptor (LTBR) individually or in the presence of interferon-gamma (IFNg). This type of cell perturbation results in activation of the NFkB (by TNFR and LTBR) and/or JAK/STAT (by IFNg) pathways of transcriptional regulation. Both the NFkB and JAK/STAT pathways as well as their transcriptional targets have been extensively characterized (for a review see Rothwarf and Karin, 1999; Ramana et al., 2000) .
A total of nine different cell perturbations were employed so that the expression profile for each gene consisted of 10 points (including the control). The expression profiles for a set of more than 12 000 genes were measured for each cell line. The whole data set was again filtered for genes that showed high expression level and significant variability across the profile. In addition, we required that genes passing the variation filter display a 'reliable' behavior of the expression profile for at least two cell lines belonging either to pair WiDr + HT29 or to pair DLD1 + HCT15. The filtering process yielded a non-redundant joint list with 631 genes.
Details of the cell perturbation experiments and the resulting gene lists for both data sets are available upon request.
Network connectivity
As an indicator of whether two nodes (genes) in the network are connected by an undirected link we use the degree of similarity between their expression profiles. The expression profile of each gene for both types of experiments is normalized such that the expression level varies between 0 and 1. Each ith profile is treated as an M-dimensional vector {e (1998) . Lower panel, distances between profiles for cell perturbation experiments. Distribution functions for four cell lines are shown on the lower panel. On both panels, the black curves represent normalized distribution functions obtained from real experimental data. The white curves correspond to the same data sets but each profile is shuffled. For the black curves left shoulders are clearly seen. These shoulders conform to an increased similarity between gene expression profiles. The shuffling destroys similarity and the left shoulders disappear.
the resulting small number of connections may be insufficient for a statistically significant analysis. On the other hand, setting the cutoff too high will lead to a meaningless situation in which all nodes in the network are connected. To establish an optimal interval for the boundary distances we use an approach in which a reasonable cutoff value is determined directly from the specific data set under consideration.
In Figure 1 (upper panel) the black curve represents the distribution density function of the Euclidean distances between temporal expression profiles of 1306 genes extracted from Cho et al. (1998) . The white curve indicates the same function for profiles with randomly shuffled time points. The integral under the white curve taken from 0 tod is the probability P (d) (the P -value) that the distance between randomly shuffled profiles will be less thand, and subsequently the corresponding nodes will be connected. In turn, the integral under the black curve, Q(d), controls the total number of connections in the network. The lower panel in Figure 1 shows observed (black curves) and shuffled (white curves) distribution functions for the perturbation experiments performed for four cell lines (the same 631 genes in each cell line; see above). The right choice for the cutoff distance should ensure a balance between the Q(d) and P (d) values: Q(d) must not be too small, whereas P (d) must not be too large. We have found empirically that cutoffs corresponding to P -values between 10 −4 and 10 −2 sufficiently restrict the appearance of false positive links while leaving enough material to determine a network topology with statistical significance. Note the results presented below are not changed substantially if the cutoffs are varied within this interval (data not shown).
Network growth model
In the present section we formally describe a network growth model (Fig. 2) whose resulting properties fit well the network topology derived from experimental data. Our aim is to extend the growing preferential attachment model of Barabasi and colleagues (Barabasi and Albert, 1999; Jeong et al., 2000) in such a way that the 'mixed' type of the network topology (see the Introduction section) will be generated. The evolution of the network starts with two connected nodes. At each time step in the network growth process one new node is added (Fig. 2, first row, left panel, white circle). The new node may get connected to one of the already present nodes (Fig. 2 , first row, right panel, dashed lines). The target node is chosen using the preferential attachment mechanism: the probability that node i having k i links will be the target node is equal to (k i + 1)/ j (k j + 1), where the sum is taken over all nodes in the network. In the example of Figure 2 , the dashed line on the left panel, second row, indicates the selected target node. Unlike the pure preferential attachment model (Barabasi and Albert, 1999) in which a new node is unconditionally attached to the target, in our model we assign the connection with probability p 1 . If a link is created, the network is transformed into a new state with an additional link (Fig. 2, second row, right panel) . If no link is formed, the network returns to its previous state (dashed arrow); the new node remains single ('orphan') until in one of the next cycles another new node will get connected to it, or the new node may remain an orphan forever. The next step is an important addition to the standard preferential attachment model. If the new node is attached to the selected target node then all nodes connected to the target (the adjacent nodes) are also considered for possible connections with the new node (Fig. 2, third row, left panel) . Whether an adjacent node will get connected the new one is determined independently for each of those nodes using the probability p 2 . Thus, it is possible that all adjacent nodes will get connected to the new one, or none. An instance of an intermediate case (two links are formed out of four possible) is depicted in Figure 2 , third row, right panel.
In our model, the preferential attachment mechanism for the selection of a target node ensures power law decay of the degree distribution while probability-based additional connectivity to the adjacent nodes increases the clustering coefficients and results in shorter path lengths between nodes. Note that if p 1 = 1 and p 2 = 0, our model behaves exactly like the pure preferential attachment model. Varying parameters p 1 and p 2 makes it possible to generate networks with different types of topology, from random connectivity to well organized structures. The dependence of networks topology on the values of parameters p 1 and p 2 will be presented elsewhere. In the present paper, we will focus on a situation in which the resulting network consists of several disconnected clusters plus orphans. We define cluster as a connected sub-graph in which starting from any node any other node in the sub-graph can be reached through the linkage, whereas there are no links to nodes that do not belong to the sub-graph. Table 1 summarizes a statistical analysis of cluster structure for a network constructed using yeast temporal expression profiles (Cho et al., 1998) , obtained for a cutoff distance that corresponds to a P -value of 10 −4 . This cutoff yields 661 totally disconnected nodes (orphans), which is about 50% of all 1306 selected genes. The remaining nodes demonstrate a strongly inhomogeneous distribution over clusters. As it is seen from Table 1 there is a 'giant' cluster of 427 nodes in size. This cluster features a high clustering coefficient (0.63) and a short mean path length (2.95). There are also two smaller clusters (60 and 43 nodes) with lower clustering coefficients. The size of all other clusters does not exceed four nodes. In the last column of Table 1 , motifs of profile shapes are depicted for profiles belonging to corresponding clusters. Motifs are derived by comparison of expression levels with the zerotime point: up/down means an increase/decrease of expression if compared with the zero-time point; a mixed type of expression changes is also possible. Table 2 illustrates the same analysis performed for cell perturbation experiments. Results are for a cutoff distance corresponding to a P -value of 10 −3 . In this case, motif types are determined by comparison with the expression levels in the control experiment. The similarity between non-random network structures derived from time series and cell perturbations experiments is clearly visible.
RESULTS AND DISCUSSION
Statistical parameters
We have performed the similar calculations using shuffled data (white curves in Fig. 1 ) with the same cutoff distances as for real data (those that correspond to P -value 10 −4 for time series experiments and 10 −3 for cell perturbation data). As expected, in this case the results demonstrate a random type of networks topology (data not shown).
The statistical parameters in Tables 1 and 2 indicate that at least the giant clusters observed in our studies can be classified as small world networks. On the other hand, the networks we constructed from experimental data are characterized by a strongly inhomogeneous distribution of nodes over disconnected clusters and by a large number of orphans, features that are found neither in small world networks nor in scalefree power law networks. Apparently, an approach aiming to model networks derived from gene expression experiments should be able to reproduce this peculiarity.
Model adjustment
Three factors determine the topology of networks generated by the model we introduced in the previous section of this paper: (1) the choice of target node with an advantage for the highly connected nodes; (2) parameter p 1 , the probability that a new node will be linked to an already existing cluster; and Only those clusters are depicted whose sizes are larger than four nodes (the total number of nodes is 631). The largest clusters from the pair of cell lines WiDr + HT29 have 135 (82%) overlapping genes. The same number for the pair DLD1 + HCT15 is 87 (84%) genes. These sets of 135 (WiDr + HT29) and of 87 (DLD1 + HCT15) genes have 75 (86%) overlapping genes.
(3) parameter p 2 , which controls the degree of network connectivity. Variation of these parameters gives rise to a large variety of network structures, including random, totally connected, small world, and scale-free power law networks (data not shown). Our goal here is to adjust parameters p 1 and p 2 such that the resulting network reproduces the main features of the 'mixed' (small world + power law) network topology mentioned above as well as properties observed in the previous section of this paper: a large amount of orphans and an inhomogeneous distribution of remaining non-orphan nodes over clusters. To this end we first eliminate an extra parameter by setting p 1 = p 2 = p and then adjust the parameter p such that the fraction of orphans in the model network approximates the one observed in networks derived from experimental data. This fraction is about 0.5 (see Tables 1 and 2 ). We have found that our model can generate the same number of orphans if parameter p is adjusted to p ≈ 0.3. Interestingly, with this simple choice of parameters our model also immediately yields a network structure that closely resembles that of networks obtained using experimental data. The resulting network architecture is characterized by the appearance of a large number of orphans comprising 45-50% of nodes, plus 2-3 giant clusters that account for another 45-50% of nodes. Finally, the rest non-orphan nodes are in small clusters containing up to five nodes. Moreover, clustering coefficients and diameters of the giant clusters created by our model have approximately the same values as those in Tables 1 and 2: 0.60-0.65 for clustering coefficients and 2-4 links for the mean shortest path lengths separating nodes.
Degree distribution
Apart from large clustering coefficients and small diameters an important feature of the 'mixed' topology-the feature that in fact defines its mixed quality-is a power law characteristic of the degree distribution decay, P (k) ∼ k −γ . In the preferential attachment model originally proposed by Barabasi and Albert (1999) the exponent γ is equal to 3. Modification of this model allowing for rewiring events makes it possible to extend the interval of power law exponent changes to 2 < γ < 4 . As reported in Jeong et al. (2000) , for metabolic networks γ ≈ 2.2. For networks representing the phenomenological influence of one gene expression level on another Bhan et al. (2002) demonstrated that the degree distribution also obeyed power law but the exponent γ ≈ 3/2. Note that the difference between γ = 2.2 and 3/2 is essential because the exponent characterizes the global architecture of networks, and in the framework of preferential attachment model exponents lower than 2 cannot be obtained. For this reason, Bhan et al. (2002) introduced an alternative, 'preferential rewiring' model. Compared with previous studies, we investigated different experimental systems and different organisms and proposed another approach to deriving network connectivity. Thus we considered it useful to analyze the degree distribution decay observed in our studies. Figure 3 summarizes these results, and shows that they do not depend on the size of the system (sizes are 631, 1306 and 6598 nodes), on the type of experiments (time series versus cell perturbations), on the experimental organism (yeast versus cell lines), or on a specific cell line (four different cell lines used). In all cases the −3/2 power law-the same as reported by Bhan et al. (2002) -is observed. The solid curve in Figure 3 depicts the results of modeling averaged over 10 trials. Although we do not use any additional adjusting parameters except for the connectivity parameter p mentioned above (which in Fig. 3 is set to p = 0.3) the model very well fits the experimental data. pointed out an interesting feature of scalefree power law networks if compared with networks that demonstrate an exponential decay of the degree distribution. Power law networks display drastically different error and attack tolerance. Communications inside a network can be Fig. 3 . Log-log plot of the degree distributions P (k) versus k obtained from experimental data and as the result of modeling. Circles correspond to the degree distributions derived from temporal expression profiles (Cho et al., 1998) of 1306 selected genes and from the profiles for the whole data set containing 6598 genes (the latter is to demonstrate an independence of the outcome from the size of the system). Squares represent the data obtained from cell perturbation experiments. Degree distributions for all four cell lines are shown together (for the same 631 genes in each cell line). Solid curve is the result of modeling in which a network of 10 000 nodes has been constructed as described in the text. The curve depicts the degree distribution averaged over 10 trials. The dashed lines indicate slopes of −3/2 (thick line) and −3 (thin line). slightly or strongly affected by the removal of nodes. Random error is the arbitrary removal of a randomly chosen node from the network. Deliberate attack, on the other hand, is a removal of a node that is highly important for the total network connectivity. In exponential networks such as random or small world all nodes possess an almost equal number of links. Due to this homogeneity, exponential networks display a similar response to random errors and deliberate attacks. In contrast, the connectivity of power law networks is maintained by a small number of highly connected nodes (hubs). Since the probability that a hub is chosen randomly is very low, power law networks are very tolerant to random damage. On the other hand, these networks are very vulnerable to deliberate attacks. The malfunctioning (elimination from the network) of a few hubs completely destroys communications between remaining nodes.
Error and attack tolerance
In Figure 4 we demonstrate the tolerance of networks with the 'mixed' topology. It is immediately apparent that such networks are extremely tolerant to random errors. Indeed, 
, where the first sum is taken over clusters with more than two nodes, n i is the size of the ith cluster, N total is the number of nodes in the intact network, N removed is the number of removed nodes (f = N removed /N total ). White symbols indicate the response to random errors, black symbols the response to deliberate attacks. Circles represent the response of the network constructed using temporal expression profiles (the largest cluster containing 427 genes, see Table 1 ). Squares represent the response of the network derived from cell perturbation experiments for the HT29 cell line (the largest cluster containing 172 genes, see Table 2 ). Other cell lines behave similarly (data not shown). The white curve shows behavior of the model network (the largest cluster containing over 6000 nodes) under random errors. The solid black curve illustrates the response of the model network to deliberate attacks. For comparison, the dashed curve depicts the behavior of the standard preferential attachment model under deliberate attacks.
even if up to 60-70% of nodes are arbitrarily removed their malfunctioning does not prevent the ability of the remaining nodes to efficiently communicate with each other. This is true for both the model networks and for the networks derived from gene expression experiments. Next, we modeled deliberate attacks through the sequential elimination of the most highly connected nodes. The dashed curve in Figure 4 indicates the behavior of a network generated by the pure preferential attachment model. The removal of only about 10-15% of highly connected nodes is sufficient for the remaining nodes to be almost completely disconnected. This is consistent with the results reported in . As expected, the enhanced connectivity of the networks with 'mixed' topology leads to higher robustness of those networks to deliberate attacks (Fig. 4 , solid black curve). Indeed, when up to 25-30% of the most highly connected nodes are damaged the remaining part of the network is still intact. One may argue that this surprising tolerance of networks with 'mixed' topology to both random error and deliberate attack may serve to equip living systems with a high degree of resilience to perturbations. In our case, the tolerance of gene expression networks may reflect 'molecular redundancy' of signal transduction pathways, which is apparent at the level of transcriptional responses to various environmental cues and has been observed in particular for the NFkBand STAT-mediated responses (Rothwarf and Karin, 1999; Ramana et al., 2000) .
Concluding remark
To extract a gene network from experimental data we used a very simplistic method, joining genes, which have expression profile similarities above a threshold. Despite there is no immediate biological implication of our choice for the networks construction the similarity between genes expression profiles may be considered proxies for communications between genes. The results presented in this paper, together with those reported by others, strongly support a commonality of network architectures derived for a large variety of biological systems, for a large variety of approaches to network extraction from experiments, and for a large variety of methods to model the networks. We believe that this universality of outcomes is rooted in the fact that very general characteristics of a huge ensemble of communicating elements that drive the topology are studied so that details may not be of great importance.
