Using approximations of the score of the log-likelihood function we derive moment conditions for estimating spatial regression models, starting with the spatial error model. Our approach results in computationally simple and robust estimators such as a new moment estimator derived from the first order approximation that is obtained form solving a quadratic moment equation and performs similarly to existing GMM estimators. As our estimator based on the second order approximation resemble the GMM estimator proposed by Kelejian & Prucha (1999), we provide an intuitive interpretation of their estimator. Additionally, we provide a convenient framework for computing the weighting matrix of the optimal GMM estimator. Heteroskedasticity robust versions of our estimators are also provided.
Introduction
Spatial regression models have gained increasing popularity in applied economics during the last three decades, for example, when estimating regional spillovers and peer effects among economic agents. 1 As Anselin (2010) puts it, the field of spatial econometrics has moved "from the margins in applied urban and regional science to the mainstream of economics and other social sciences".
In the past 20 years much progress has been made in the estimation of spatial models. Besides a well developed Maximum Likelihood (ML) estimation framework (see Kelejian & Prucha (1998 , 1999 . 2 Initially the main motivation for the derivation of GMM estimators for spatial models has been its computational simplicity. In particular, the inversion of n × n matrices is avoided, which can be computationally demanding whenever the sample size n is large. Although the inversion of large matrices is no longer a severe problem with nowadays computer technologies it may hinder the application of simulation methods such as the bootstrap. Furthermore, GMM estimators require weaker distributional assumptions than the traditional ML estimators and are robust to (unknown) heteroskedasticity and deviations from normality (see Anselin 1988 , Kelejian & Prucha 1999 , Lin & Lee 2010 . It should be noted however that quasi-ML estimators have been developed allowing for more general distributional assumptions (e.g. Lee 2004 ). Another advantage is that GMM methods can easily be adapted for estimating moodels with endogenous covariates or lagged 1 Some recent applications are Lin (2010) , Piras et al. (2012 ), de Dominicis et al. (2013 , Kelejian et al. (2013) , Miguélez & Moreno (2013) , and Brady (2014) . For a list of applications from 1991 until 2007 see Kelejian & Prucha (2010b) .
2 Important contributions to the development of the GMM framework include Kelejian & Prucha (2001 , 2004 , 2010a , Lee (2002 Lee ( , 2003 Lee ( , 2004 Lee ( , 2007a , , Kapoor et al. (2007) , Fingleton (2008a,b) , Fingleton & Le Gallo (2008a,b) , Arnold & Wied (2010) , Arraiz et al. (2010) , Elhorst (2010b) , , Lin & Lee (2010) , , , Baltagi & Liu (2011) , Drukker et al. (2013) , Wang & Lee (2013) , Kelejian & Piras (2014) , Lee & Yu (2014 , Qu & Lee (2015) , and Qu et al. (2016) . dependent variables (see Le Gallo 2008a,b and Elhorst 2010a) .
In this paper we point out a close relationship between the ML and GMM estimation methods. We argue that the moment conditions of the GMM estimator proposed by Kelejian & Prucha (1999) can be interpreted as a second order approximation of the ML scores. Accordingly, the GMM estimator is expected to perform similar to the ML estimator, which is typically observed in empirical practice. We also derive a justidentified method of moment estimator based on a first order approximation of the scores. The resulting estimator is very simple to compute by just solving a quadratic equation. Our Monte Carlo simulations suggest that this estimator is nearly as efficient as the usual GMM estimator based on a second order approximation.
We first focus on GMM estimation of regression models with exogenous regressors and spatial error correlation as introduced by Cliff & Ord (1973) , often referred to as the spatial error model (SEM) model. We then extend the GMM methodology to models that accommodate spatial spillover effects. Specifically the proposed estimators can be employed for estimating the spatial autoregressive (SAR) and the spacial Durbin model (SDM). Another possible extension is the estimation of spatial panel data models, where the computational simplicity of our estimators should be particularly beneficial (see Kapoor et al. 2007) . 3 The main contribution of this paper is the idea to derive moment conditions by applying approximations to the first order condition of the ML estimator. The resulting estimators are labelled the first or second order Maximum Likelihood Approximate Moment (MLAM) estimators. The first order MLAM estimator is the simplest available estimator of the spatial autoregressive parameter that results from solving a quadratic moment equation. Since the estimator is based on just identified moment conditions, no weighting matrix is required. Furthermore the estimator is robust to heteroscedastic and non-normal error distributions. For the second order MLAM estimator we obtain moment conditions that resemble the ones proposed by Kelejian & Prucha (1999) . Hence, we argue that their estimator can be interpreted as an approximation of the score of the log-likelihood function. Second, we derive efficient GMM estimators with computationally simplified optimal weighting matrices. Following the approach of Kelejian & Prucha (2010b) as well as Lin & Lee (2010) we also propose heteroskedasticity-robust versions of all our estimators. Third, we carry out Monte Carlo simulations in order to investigate the performance of alternative estimators under different sample sizes as well as both, homoskedastic and heteroskedastic errors.
As expected, the efficient GMM estimator based on our moment conditions performs similarly to the one using the moments of Kelejian & Prucha (2010b) . Moreover, the results suggest that the extremely simple first order MLAM estimator performs only slight worse than the optimal estimators based on over-identified moment conditions. The rest of the paper is structured as follows. In section 2 we present the spatial autoregressive model and outline the GMM approach of Kelejian & Prucha (1999) .
Approximate moment conditions underlying our MLAM estimators, as well as their asymptotic distribution are derived in section 3. In section 4 we propose simplified efficient GMM estimators, whose heteroskedasticity robust modifications are presented in section 5. GMM estimation of the spatial autoregressive model is considered in section 6. Some Monte Carlos results on the performance of the proposed estimators are discussed in section 7 and section 8 concludes.
The spatial error model (SEM)
We first focus on the linear regression model with spatially correlated errors given by
where the vector y = [y 1 , . . . , y n ] comprises the observations of the dependent variable, X is a n × k matrix of exogenous regressors and u is the n × 1 vector of disturbances with E(u|X) = E(u) = 0. The spatial dependence among the elements of the error vector u is represented by the spatial error model (2). In what follows, let
, where I n denotes the n×n identity matrix. The model assumptions can be summarized as follows:
The regressor matrix is strictly exogenous with E(u|X) = 0 and (b) n −1 X X has full rank for all n.
Assumption 2. The elements ε i of the vector ε are i.i.d. with E(ε i ) = 0, E(ε 2 i ) = σ 2 0 > 0, and E(|ε i | 4+δ ) < ∞ for some positive constant δ. 
Assumption 3 is a normalization rule. Part (c) implies that M n is normalized accordingly. For example, consider the non-normalized weight matrix M r n . Then, as noted by Kelejian & Prucha (2010b) , assumption 3(c) will hold for B n (ρ) = (I n − ρM n ),
|m r ij |}, and where m r ij indicates the (i, j)-element of matrix M r n . Alternatively, assumption 3(c) will also hold if M n is normalized such that each row sums to unity, as often done in empirical applications (see Kelejian & Prucha 2010b ). In our Monte Carlo simulation we also use such a row-normalized weight matrix. Together assumptions 2 and 4, imply that the mean of u = B(ρ 0 ) −1 ε is E(u) = 0 and that the variance-covariance matrix E[uu ] = σ 2 B(ρ 0 ) −1 (B(ρ 0 ) ) −1 is uniformly bounded, thus limiting the degree of correlation between elements of u (see Kelejian & Prucha 2010b) . Assumptions 1 to 4 are standard in the literature on GMM estimation of the linear spatial error model (e.g. Kelejian & Prucha 1999 , Lee 2003 . If the weight matrix M n is row-normalized and, in addition, all elements of M n are non-negative, which is usually the case in empirical applications, assumptions 3 (c) and 4 (a) will hold as noted by Lee (2003) .
If in model (1) β is unknown, i.e. u is unobserved, we need the following additional assumption for the identification of ρ 0 :
Assumption 5. Let β be an initial estimate of β in (1). β is estimated by a consistent estimator
An estimator that satisfies assumption 5 is the OLS estimator of model (1). Given β OLS , one can apply any of the estimators discussed below on the residuals u OLS = y − X β OLS = u − X( β OLS − β) in order to obtain a consistent estimate ρ of the spatial autoregressive parameter ρ 0 . A consistent and asymptotically efficient estimate of β can then be obtained by the two-step GLS estimator
According to assumption 5 we have u = u + O p (n −1/2 ). Thus, for simplicity we treat β, and hence u, as known in the sections on estiamting the spatial error model. The log-likelihood function of the model results as
Taking the first order derivative with respect to ρ and concentrating out σ 2 yields the first order condition for maximizing the log likelihood
Note that the first order condition involves the inverse of the n × n matrix B n (ρ 0 )
which may become computationally demanding for sample sizes typically encountered in empirical practice. To sidestep this difficulty Kelejian & Prucha (1999) propose a method of moments approach for estimating ρ and σ 2 based on the three moment
where ε = u − ρ 0ū ,ε =ū − ρ 0ū ,ū = M n u andū = M nū . Substituting the first of these moment conditions into the second and rewriting ε = B n (ρ 0 )u yields the quadratic moment conditions
and
where
In Section 3 we analyze how these moment conditions are related to the score of the log-likelihood function (i.e. the first order condition for maximizing the log-likelihood). As outlined in Prucha (2014) it can be shown that minimizing the unweighted objective function based on the moment con-ditions in (5) is equivalent to minimizing S KP = m n (ρ) W KP,n m n (ρ) with m n (ρ) = [m 1,n (ρ), m 2,n (ρ)] and the weighting matrix W KP,n = diag{1, v} with v = 1/ 1 + n −1 tr{M n M n } 2 . We refer to this estimator as the original KP estimator in the following. Note that W KP,n is not the optimal weighting matrix. From the theory of GMM estimation we know that an estimator minimizing the objective function
is asymptotically efficient. In Section 4 we propose a simple representation of the moment conditions that allows us to easily estimate the optimal weighting matrix Υ n (ρ 0 ).
MLAM estimators
If ε is normally distributed, the efficient moment condition for estimating the parameter ρ 0 is the score of the log-likelihood function given in (4).
Under assumptions 3 and 4 we have
Using this expansion, truncating it after the first term such that B n (ρ) −1 ≈ I n (e.g. by assuming ρ 0 ≈ 0) and dividing by n (4) yields the moment condition
which clearly holds under assumptions 2 and 3 (a). Replacing u by its empirical counterpart u this moment condition is sufficient to identify the spatial autoregressive parameter ρ 0 such that it is possible to construct a simple method of moments estimator.
In what follows we call the resulting estimator the First Order Maximum Likelihood Approximate Moment (MLAM1) estimator. The moment condition in (10) can be rewritten as a quadratic polynomial in ρ with the two roots
The MLAM1 estimator ρ 1 is the root that satisfies assumption 3 (b), where in the above expressions u is replaced by u, yielding p n and q n . Since q n may be negative, it is possible that no real solution exists. In this case the unique estimator is found by setting q n equal to zero. This is equivalent to minimizing the squared moment m 1,n (ρ) 2 (the empirical counterpart of m 1,n (ρ) 2 , where in (10) u is replaced by u) because the moment function is symmetric around the minimum. 4 In order to improve the approximation of (4) we may truncate the expansion (9) at the second term such that B n (ρ) −1 ≈ I n + ρM n yielding the Second Order Maximum
Likelihood Approximate Moment (MLAM2) estimator based on the moment condition
Under assumptions 2 and 3 (a) this condition holds, since in the case of homoskedas-4 Due to this symmetry, for any pair of values with m n (ρ 1 ) = m n (ρ 2 ) it follows that the minimum is obtained as m n
. Since in our case ρ 1 and ρ 2 are complex conjugate roots with m n (ρ 1 ) = m n (ρ 2 ) = 0, it follows that (ρ 1 + ρ 2 )/2 is just the real part of the two solutions.
resents a diagonal matrix constructed by the diagonal elements of the matrix ρ 0 M 2 n .
Moreover, it is easy to show that the moment condition can be rewritten as
Note that for a symmetric spatial weight matrix M n = M n the moment is just a linear combination of the moments suggested by Kelejian & Prucha (1999) . 5 In the case that M n is asymmetric, which is usually the case if the row sums of M n are normalized, MLAM2 exploits very similar but not identical information as the estimator proposed by Kelejian & Prucha (1999) . Substituting ε by (I n − ρ 0 M n )u, the moment condition can be written as a cubic polynomial in ρ:
Now let m 2,n (ρ) be the empirical counterpart of (12) with u replaced by u. The MLAM2 estimator ρ 2 is the real root of m 2,n (ρ) that satisfies assumption 3 (b). From this it is clear that we do not need an initial estimate of ρ 0 , as suggested by the moment condition in (11). Hence, the implementation of both the MLAM1 and the MLAM2 estimator is straight forward and computationally very simple. 6 In a similar manner the m'th order approximation to the scores can be obtained from replacing B n (ρ)
. For m → ∞ the m'th order MLAM converges to the ML estimator. Since the computational advantage over the ML estimator gets lost for MLAM estimators with m > 2 we focus on the first and second order approximation.
Next, we derive the limiting distribution of the MLAM estiamtors. The moment conditions of the estimators can be represented as a quadratic form given by
where for the MLAM1 estiamtor
whereas for the MLAM2 estimator we have
Let ε i denote the i'th element of the vector ε and a k,ij,n the (i, j)-element of A k,n (ρ 0 ), k ∈ {1, 2}. Using similar representations as Born & Breitung (2011) we can rewrite m k,n (ρ 0 ) as follows:
a k,ii,n = 0, and
Under assumption 4 (a) the variance of ξ k,i,n is finite for all i and n.
Under assumption 2 it holds that E(ε
and that ∑ n i=2 ε i ξ k,i,n and ∑ n 1=1 a k,ii,n z i are uncorrelated. Note also that the latter sum is equal to zero for k = 1 (the MLAM1 estimator) since all diagonal elements of the matrix
,n is a martingale difference sequence with respect to the increasing sigma-algebra generated by {ε 1 , . . . , ε i−1 }. The central limit theorem for martingale difference sequences yields
where κ 4 = E(ε 4 i )/σ 4 0 − 1 (with κ 4 = 2 for normally distributed errors). With these results the limiting distribution of the MLAM estimator can be derived. 
where V k is defined in (18) and
The proof of Theorem 1 is provided in the appendix.
In practice, the asymptotic variances can be consistently estimated by the respective sample moments based on u and by inserting the estimator
where ε i is the i'th element of the vector ε = (I − ρM n ) u. Note also that the limiting distribution is invariant to the error variance σ 2 0 since the factor σ 4 0 drops from the asymptotic variance V k /ψ 2 k .
Efficient GMM estimators
As outlined in Section 2 the original GMM estimator suggested by Kelejian & Prucha (1999) based on the moment conditions (6) and (7) is not efficient. Kelejian & Prucha (2010b) and Drukker et al. (2013) propose GMM estimators with optimal weighting matrices Υ n as defined in (8). In this section we employ a simpler approach to obtain an asymptotically efficient GMM estimator based on the empirical counterpart of the moment vector m n (ρ) = [m 1,n (ρ), m 2,n (ρ)] , proposed by Kelejian & Prucha (1999) , (7) and
, which is easily seen in (11), the single moment condition of the simple MLAM2 estimator proposed in section 3 is just a linear combination of the moments in m * n (ρ).
As in Section 3 we represent the first moment condition of the original KP estimator as
with η 1,i,n = ε i ξ 1,i,n , where ξ 1,i,n is defined in (17), whereas the second moment condi-tion can be represented as
m ii,n z i = 0 so that this term can be neglected when minimizing the criterion function. It is required only for computing the weighting matrix, which is typically held fix during the iterative minimization.
Using the results of Section 3 it is not difficult to show that η i,n = [η 1,i,n , η 2,i,n ] is a martingale difference sequence with respect to the increasing sigma-algebra generated by {η 1,n , . . . , η i−1,n }. Invoking the central limit theorem for martingale difference sequences yields
Let η i,n (ρ) be constructed as η i,n , where ε i is replaced by the i'th element of ε n (ρ) = (I − ρM n )û. An asymptotically efficient GMM estimator based on the KP moment conditions results from minimizing the objective function
with
From the law of large numbers it follows that under assumptions 1 to 5 the estimator Υ n ( ρ) is consistent for the optimal weighting matrix Υ n (ρ 0 ) whenever the estimate ρ is consistent for ρ 0 . For example, a consistent initial estimate may be obtained by letting Υ n = W KP,n as in the original approach by Kelejian & Prucha (1999) .
The asymptotic distribution of the efficient GMM estimator is presented in the following theorem.
Theorem 2. Under assumptions 1 to 5 and n → ∞ the efficient GMM estimator
The proof of theorem 2 is provided in the appendix.
In practice the variance of ρ opt can be consistently estimated by
The asymptotic distribution of the GMM version of the MLAM estimator based on the moment vector m * n (ρ) = [m 1,n (ρ), m 2,n (ρ)] results easily from replacing the elements of M n by the elements of M n when constructing η 2,i,n and δ n (ρ). Asymptotically this estimator may yield a smaller variance than the simple MLAM2 estimator if there exists some superior linear combination of m 1,n (ρ) and m 2,n (ρ) than m 1,n (ρ) + ρ m 2,n (ρ).
Heteroskedastic and non-Gaussian errors
The MLAM1 estimator is based on the empirical counterpart of the moment m 1,n (ρ 0 ) = E(ε M n ε) which remains valid under heteroskedastic and non-Gaussian errors. In contrast, the original KP estimator and the MLAM2 estimator, including their efficient GMM variants presented in section 4, are inconsistent if the errors are heteroskedastic.
This is due to the fact that E(z i ) = E(ε 2 i ) − σ 2 0 may be different from zero (see eqs.
(16) and (21)). Furthermore, the asymptotic variances of the estimators presented in Theorems 1 and 2 require homoskedastic errors (see assumption 2).
In order to cope with this shortcoming, Kelejian & Prucha (2010b) propose the al-
, where diag{M n M n } represents a diagonal matrix constructed by the diagonal elements of the matrix M n M n . Accordingly, the matrix M 0,n is obtained by setting the diagonal elements of M n M n equal to zero. Similarly, a heteroskedasticity robust mod-
These heteroskedasticity robust moments can easily be constructed by dropping the terms depending on z i = ε 2 i − σ 2 0 in (16) and (21). For the simple (i.e. just identified)
MLAM2 estimator the robust moment condition results as
where η h 2,i,n = ε i ξ 2,i,n and ξ 2,i,n is defined in (17). The heteroscedasticity robust version of the moment used by the original KP estimator is given by
For the GMM version of the MLAM2 estimator the corresponding moment m h 2,n (ρ 0 ) is constructed equivalently, replacing the elements of M n by those of M n .
The asymptotic distributions of the resulting estimators are easily derived by setting the diagonal elements of A 2,n (ρ 0 ) (for the simple MLAM2 estimator), respectively M n and M n (for the GMM estimators), equal to zero. For example, the asymptotic variance V 2 in (18) is replaced by
The respective modifications of the limiting distributions presented in Theorems 1 and 2 are obvious and we therefore do not derive the modified limiting distributions.
GMM estimators for the spatial autoregressive model (SAR) and the Durbin model (SDM)
In empirical practice, the spatial autoregressive model is more relevant as it offers the opportunity to estimate spatial spillover effects (see e.g. Elhorst 2010a). The basic SAR model is given by
where γ and W n correspond to ρ and M n in the spatial error model. Furthermore, let to γ, W n , and C n (γ) instead of ρ, M n , and B n (ρ). Assuming further that ε ∼ N (0, σ 2 I n )
yields the log-likelihood function
with the gradients 7
The reduced form representation of the model
Concentrating out σ 2 yields the moment conditions g 1 (β, γ) = ε W n C n (γ) −1 Xβ and
n tr{W n C n (γ) −1 }I n ]ε along with the moment condition obtained from the gradient with respect to β, g 0 (β, γ) = X ε. These are the same moment conditions as the ones proposed by Lee (2007a) for the best GMM estimator (BGMME).
Using the first order approximation C n (γ) −1 ≈ I n gives rise to the following set of moments for estimating β and γ
The first and third moment conditions are also employed for the spatial error model and only the second moment is added for the spatial autoregressive model. Accordingly, the treatment of the spatial autoregressive model is straightforward.
Note that our approach yields not only computationally very simple but also heteroskedasticity robust moment conditions. In particular, g 2 (β, γ) in (32) is heteroskedasitity robust, while the original moment condition g 2 (β, γ) is not. An alternative heteroskedasticity robust, yet computationally more demanding version of g 2 (β, γ)
, as proposed by Lin & Lee (2010) .
The moment condition g 1 (β, γ) can be interpreted as a linear combination of the k vector of moments
While the vector of moments g(β, γ) = ( g 0 (β, γ) , g + 1 (β, γ) , g 2 (β, γ)) leads to an overidentified GMM estimator whenever the number of regressors is larger than one, the linear moment conditions in g + 1 (β, γ) are computationally simpler than the nonlinear moment condition g 1 (β, γ). The optimal weight matrix can be constructed as in section 4. Specifically we rewrite the moment condition (32) as
where ζ i,n = ∑ i−1 j=1 (w ij,n + w ji,n )ε j for i ≥ 2, and w ij,n denotes the (i, j) element of W n . Accordingly the set of moment conditions can be written as
and w i,·,n denotes the i'th row of W n . Let ε i denote the i'th element of the vector ε = (I n − γW n ) u, where u denotes the residuals from a consistent initial estimation of the model (e.g. by using the identity matrix as the weight matrix). The optimal weight matrix of the GMM estimator can be easily estimated as
where z i,n is constructed as z i,n but using ε i instead of ε i when computing ζ i−1,n . We refer to the resulting estimator as the MLAM1 estimator for the spatial autoregressive model.
Note that the Generalized Spatial Two-Stage Least Squares (GS2SLS) estimator of Kelejian & Prucha (1998) is based on g 0 (β, γ) and a p'th order approximation of g 1 (β, γ), resulting in the instrumental variable matrix that is given by the linearly independent columns of (X, W n X, W 2 n X, . . . , W p n X) whereas the term g 2 (β, γ) is ignored. As pointed out by Lee (2007a) this may result in a dramatic loss of efficiency if β is close to zero.
Let us finally consider the SDM given by
In this case the MLAM1 estimator based on the vector of moments g(β, γ) and treating W n X as additional exogenous regressors is no longer identified because W n X is already employed as instrument for the lagged dependent variable in (33). A potential remedy is the use of higher order approximations of C n (γ) −1 . For example, a second order approximation of the moment g 2 (β, γ) yields
This suggest to employ
for identifying the parameters α and γ, where ε = y − γW n y − Xβ − W n Xα. As pointed out by Gibbons & Overman (2012) the identification by powers of W n typically results in weak identification. Accordingly, the loss in efficiency may become large relative to the ML estimator when estimating the SDM. 8
Monte Carlo comparison
We now compare the properties of alternative MM and GMM estimators for the SEM and SAR in a Monte Carlo (MC) simulation distinguishing the case of small and large samples as well as homo-and heteroskedastic disturbances. To this end we employ two variants of a row standardized "ahead-behind" spatial weight matrix similar to the one used by in which observation i has d i = 2r i neighbors, r i "ahead" (i − r i , . . . , i − 1) and r i "behind" (i + 1, . . . , i + r i ). 9 The corresponding elements of the matrix are initially set to one and then the matrix is row-normalized.
In symmetric. The characteristics of both matrices for sample sizes n = 100 and n = 1000 are summarized in Table 1 : No. of neighbors percent nonzero avg. max min n = 100 1000 M 1,n 5. with σ 2 0 = 1. As noted by Kelejian & Prucha (1999) the choice of the error variance σ 2 0 does not affect the performance of the estimators. Results are presented for small samples with n = 100 and large samples with n = 1000.
In addition to the baseline specification we also consider a heteroskedastic setup similar to Kelejian & Prucha (2010b) . Specifically ε i = σ 0,i i , where i is generated by independent draws from a standard normal distribution and σ 2 0,i = d i /5, where, as defined above, the factor d i denotes the number of neighbors of individual i. The scaling is such that the average error variance is approximately 1.
The following estimators are included in our MC study: KP-NLS refers to the inefficient and not heteroskedasticity robust original KP estimator computed by running a nonlinear least-squares estimator based on the three moment conditions in (5). In the heteroskedastic-error setup we compare this estimator to the heteroskedasticity robust but inefficient GMM version of the original KP estimator using the weighting matrix W KP,n (see section 2), labeled KP-GMM. MLAM1 and MLAM2 indicate the simple moment estimators based on a first and second order approximation of the likelihood function (see Section 3). Recall that these estimators involve no weighting matrix as they are based on a single moment condition. For both estimators we use the heteroskedasticity robust variants (described in Section 5) in the setup with heteroskedastic errors. KP-eff and MLAM-eff refer to the efficient GMM estimators based on the two-dimensional KP and MLAM2 moment vector, respectively, and the corresponding optimal weighting matrix proposed in section 4.
Besides comparing the estimation performance in terms of the bias and root mean squared error (RMSE) of the estimators, actual sizes of the t-statistics are reported in order to assess whether the asymptotic properties regarding the variance-covariance structure of the estimators remain valid in small samples. 10 The MC results allow us to assess how our simple MM estimators perform compared to the original estimator by Kelejian & Prucha (1999) and its efficient and heteroskedasticity robust counterpart.
For our analysis we focus on the disturbance vector of the SEM model given in equation (2). All MC results are based on 1000 replications as in comparable simulation studies (e.g. Lin & . Table 2 summarizes the MC results for both spatial weight matrices and sample size n = 100 under homoskedasticity. There is no clear tendency for any estimator to yield the smallest bias if the sample size is that small. This holds true for both types of the spatial weight matrix, M 1,n and M 2,n . However, the MLAM2 estimator tends to yield the largest bias in cases where ρ 0 is large in absolute value. The efficient GMM estimators (KP-eff and MLAM-eff) do not yield smaller RMSE than the other estimators if the variation in the number of neighbors per observation is large (M 1,n ).
In the case of a more moderate variation in the number of neighbors per observation (M 2,n ) the efficient GMM estimator with KP moments improves slightly in terms of RMSE relative to the original KP estimator (KP-NLS). Overall, the MLAM2 estimator yields the smallest RMSE for samples of size 100. Furthermore, the results in Table 2 show that the KP-NLS estimator fits the desired rejection rate of 5% best in the case of small samples with large variation in the number of neighbors (M 1,n ) whereas the efficient GMM estimators tend to reject too often. If the number of neighbors varies less (M 2,n ) the actual size of the MLAM1 approach is close to the nominal size of 5%.
[TABLE 2 ABOUT HERE ]
Increasing the sample size to 1000 but maintaining homoskedastic errors changes the relative performance of the estimators only little, see Table 3 . Still there is no clear tendency which estimator yields the smallest bias if the number of neighbors per observation varies a lot (M 1,n ). For the spatial weight matrix with moderate variation Hence, for each estimator we expect a (wrong) rejection to occur in 5% of the MC replications.
(M 2,n ) the efficient GMM estimators yield the smallest bias whereas the KP-NLS estimator possesses the largest bias. In specification M 1,n the efficient GMM estimator with KP moments yields a smaller RMSE than the KP-NLS estimator while the efficient GMM variant of the MLAM2 estimator does not improve relative to the simpler variants. This changes in specification M2 where both variants of the efficient GMM yield a smaller or equal RMSE than the other estimators. Generally the differences are not very large, however. Overall the estimators fit the desired rejection rate of 5% adequately, an exception being the efficient GMM estimators in the case of specification M 1,n with ρ 0 = −0.8.
[TABLE 3 ABOUT HERE ]
Incorporating heteroskedasticity that depends on the spatial dependence structure, which is arguably more realistic than the case of homoskedastic errors, leads to more pronounced results. Table 4 contains the results for small samples (n = 100). Not surprisingly the original KP estimator, which relies on homoskedasticity, yields much larger biases than the heteroskedasticity robust estimators for almost all values of ρ.
Among the latter there is, however, again no clear ranking in terms of size distortions.
The efficient GMM estimators with KP moments yield smaller RMSE than the inefficient counterpart (KP-GMM) in more cases than under homoskedasticity and for both spatial weight matrices. Yet the MLAM2 and even the MLAM1 estimator still yield the smallest RMSE in most cases. The actual sizes are least reliable for the efficient GMM estimators and the KP-NLS estimator.
[TABLE 4 ABOUT HERE ]
The MC results presented above do not reveal a notable advantage of the efficient GMM estimators. This picture changes in the case of heteroskedastic errors and a sample size of 1000. These results are summarized in Table 5 . The efficient GMM estimators yield the smallest bias across all specifications. As expected, the bias is almost indistinguishable between these two estimators. Not surprisingly the non-robust KP-NLS estimator yields the largest bias. Also in terms of the RMSE the efficient GMM estimators perform best. However, for some values of ρ the RMSE of the simple MLAM estimators is only marginally larger. While again the KP-NLS estimator generally yields the largest RMSE, the inefficient GMM variant yields similar results as the MLAM estimators for positive values of ρ. The fit of the rejection rate is best for the efficient GMM estimators in most specifications. In some cases the MLAM1 estimator performs even better. Generally the fit is adequate for all estimators but the KP-NLS estimator.
[TABLE 5 ABOUT HERE ]
The results of these MC simulations show that both, the efficient GMM variant with KP moments and the one with MLAM2 moments tend to outperform the other estimators in terms of bias and RMSE if the sample size is sufficiently large. The advantage is more pronounced in the case of heteroskedastic errors. Comparing both efficient GMM estimators with each other the performance is indistinguishable, as expected. 11
The simple MLAM estimators, based on a single moment condition, perform very well in general. For smaller samples they even outperform the (overidentified) efficient GMM estimators. This observation is remarkable and makes these simple moment estimators, not involving the estimation of a weighting matrix, a reasonable alternative to conventional GMM estimators. This holds in particular for the MLAM1 estimator, which has an analytical solution. Overall, the results also reassure the validity of the applied approximations empirically.
We close our MC simulation study by comparing the MLAM1 estimator for the spatial autoregressive model to the ML estimator and the GS2SLS estimator of Kelejian & Prucha (1998) which is based on the instrumental variable matrix [X, WX, W 2 X]. The 11 Recall that these estimators differ only in the second element of the moment vector given in (27). In the case of a symmetric spatial weight matrix they are equal, since then
regressor is generated as x i i.i.d.
∼ N (0, 1) and the spatial dependence is generated by the weight matrix W n = M 2,n . The sample size is n = 100 and various combinations of the parameters β and γ are considered. From the results presented in Table 6 it turns out that the MLAM1 estimator perfoms much better than the GS2SLS estimator, in particular if β is small. The reason is that for small β the instruments W k X are weak leading to a severe bias and large standard errors. Unfortunately, in empirical applications the R 2 is typically small, which is the scenario where the GS2SLS estimator performs poorly. As expected, the ML estimator performs best but the MLAM1 estimator is also unbiased and nearly as efficient as the ML estimator. Note that the MLAM1 estimator is robust against heteroskedastic and non-Gausian errors which is not the case for the ML estimator.
[ 
Conclusion
In this paper we reconsider (approximately) optimal moment conditions for the estimation of the spatial parameter in regression models with spatial error correlation (SEM). These are directly derived from the first order condition for the maximization of the log-likelihood function. The resulting moment conditions yield computationally simple and robust estimators. Illustrating the similarity of our moment conditions to those used by Kelejian & Prucha (1999) we provide an intuitive interpretation for their popular method of moments estimator. In addition we derive simplified efficient GMM estimators based on a modification of the moment conditions. Following Kelejian & Prucha (2010b) and Lin & Lee (2010) we also propose heteroskedasticity robust versions of all our estimators. Finally, we extend the idea underlying our estimators to the GMM estimation of the spatial autoregressive (SAR) and the spatial Durbin model (SDM).
Our MC results suggest that the efficient GMM estimators are (slightly) more efficient than the original KP estimator if the errors are heteroskedastic and the sample is large. As expected, the KP moments and the MLAM2 moments perform equally well, confirming our interpretation of the estimator by Kelejian & Prucha (1999) as an approximation of the score of the log-likelihood function. Most importantly the simplest MLAM1 estimator performs similar to the more demanding GMM or ML variants suggesting that this estimator is particularly attractive in empirical practice. Our MLAM1 estimator for the spatial autoregressive model performs well in comparison to both the GS2SLS estimator proposed by Kelejian & Prucha (1998) and also the (efficient) ML estimator.
Wang, W. & Lee, L.-f. (2013) , 'Estimation of spatial panel data models with randomly missing data in the dependent variable', Regional Science and Urban Economics 43, 521-538. Notes: The number of MC replications is 1000. The errors are generated as u = ρMu + ε, ε ∼ N (0, I). Entries report bias (without brackets), RMSE in round brackets, empirical sizes of ttests in curly brackets (nominal size = 0.050). For details on the spatial weight matrices see Table 1 . Notes: The data are generated by the model y = γW n y + Xβ + ε, where ε ∼ N (0, I) and W n = M 2,n (see table 1 ). Entries report bias (without brackets) and RMSE (round brackets). ML indicates the maximum likelihood estimator as implemented in the Matlab Econometrics Toolbox developed by James LeSage. The MLAM1 estimator is based on the moment equations (30)-(32). GS2SLS is the GMM estimator based on the matrix of instruments Z = [X, WX, W 2 X].
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