We present the research and development status of two MPEG-7 indexing/search systems under development at the Computer Research Institute of Montreal (CRIM). The first (called ERIC-7) targets content-based encoding of still images and is mainly designed to experiment with the various aspects of the visual MPEG-7/XML schema with the help of analysis and exploration tools. The interface allows navigating graphically among the various descriptors in the XML files and through interactive UML graphics. The second (called MADIS) aims at providing a practical audiovisual MPEG-7 indexing/retrieval tool, within the framework of a light architecture. MADIS is designed to (1) be fully MPEG-7 compliant, (2) address both encoding and search, (3) combine audio, speech and visual modalities and (4) have search capability on the Internet. MADIS currently targets content-based indexing of documentary films.
video navigation services on broadcast video content over the Dublin City University campus [8] and (5) the opensource Caliph & Emir tool for photo annotation and retrieval of the Know-Center, part of the Austrian Competence Centers [9] . One can mention also the IBM VideoAnnEx systems [11] and the Ricoh MovieTool [12] which assist authors to create video content descriptions interactively. Finally, another relevant initiative is the IBM Marvel system [12] which has achieved the top performance on the TRECVID semantic concept detection evaluation in 2003 and 2004. The CIMWOS and MARVEL projects are certainly the most similar to MADIS. In particular, CIMWOS aimed at developing a multimedia, multimodal and multilingual system supporting content-based indexing, archiving, retrieval, and on-demand delivery of audiovisual content. CIMWOS was targeting a broad scope: broadcast news and documentaries in three European languages. The MARVEL system also targets full multimedia indexing with advanced use of semantic concepts. At this time, MADIS is a smaller system than CIMWOS and MARVEL. However, its design is based on a light plug-in-type architecture. The plug-ins are developed within the framework of the free video processing/editing tool VirtualDub [13] for use on small-to medium-scale archives. Also, MADIS has been developed especially for the indexing of French documentary films of the National Film Board of Canada [14] .
The paper is organized as follows. Section 2 reviews the main objectives and characteristics of the MPEG-7 standard in the context of audio-visual archiving. Section 3 and 4 present ERIC-7 and MADIS respectively and the link between them, following the same presentation structure: (1) overall architecture, (2) encoding functionalities and (3) query engine. A special attention is paid on the user interface and the visualization features for both systems. Conclusions and future works are stated in the last Section.
MPEG-7
The MPEG-7, ISO/IEC International Standard 15938, was developed by the Moving Picture Experts Group. Formally named "Multimedia Content Description Interface", MPEG-7 standard defines a normative indexing of multimedia content at many levels ranging from low-level features to higher semantic description [15] [16] . The main advantage of the MPEG-7 standard is that it enables interoperability between applications and systems which processes and manage multimedia content. The benefits of its use are numerous. MPEG-7 is harmonized with other standards that have demonstrated success and acceptance in both traditional media and new media businesses, e.g., W3C (XML, XML Schema), IETF (URI, URN, URL), Dublin Core, SMPTE Metadata Dictionary, etc.
An MPEG-7 description is an XML file instantiating a subset of predefined normative tools. These tools are of two types: Descriptors (D) that define the XML syntax and the semantics of each feature of the multimedia content, and Description Schemes (DS), that assemble many Descriptors by specifying the structure and semantics of the relationships between them. These tools are defined by the Description Definition Language (DDL), which is based on the W3C XML Schema and that allows creation of new DSs or extension of existing ones. MPEG-7 comprises 25 tools specific to the description of visual content including still images, video and 3D models. Visual attributes such as color, texture, shape, motion, and even face features, can be represented by these tools. The collaborative development of the standard has produced the eXperimentation Model (XM) software, which is a simulation platform for the MPEG-7 tools [17] . Its purpose is to provide a common framework to test MPEG-7 applications. Besides the normative components, XM also implements non-normative components as feature extraction and search capabilities. To each D or DS corresponds a set of applications divided in two types: the server (extraction) applications and the client (search, filtering) applications. Only the output produced by XM is normative. The methods implemented in XM are not part of the standard and can be adapted or changed as needed.
ERIC-7

Architecture
The system architecture of ERIC7 is depicted on Figure 1 . It is composed of four main parts: the database, the encoding libraries, an Apache server and the Web client. The database is where the raw images and their corresponding MPEG-7 files are stored. The 
Encoding
In the current version of ERIC-7, 11 low-level features can be selected for the encoding.
• 6 from the XM library: HomogeneousTexture (encodes texture using Gabor filter banks), EdgeHistogram (encode the spatial distribution of contours), ColorLayout (encode the global spatial distribution of representative colors), ColorStructure (specifies the color content and the local repartition of them), DominantColor (encodes color distribution using a segmentation technique) and ScalableColor (encodes the HSV histogram using a Haar transform), • 4 from the VRW library: VRWColor (encodes the different hues and their respective proportions), VRWRoughness (encodes the spatial frequency of pixel intensity) and VRWTexture (encodes the texture in a way that is invariant under rotation, color and illumination changes), and • 1 implemented in-house and which characterizes the Fourier spectrum shape [19] [20] . 
Query
In ERIC-7, the search is done from a query image, stored locally or on the Web. The output is a list of images in the database that are similar to the query image with respect to one or more visual descriptors. The results of the different descriptors can be segmented (clustering) and various statistics on the query result are presented to the user. next best matches on the second row, and so on. The background color indicates the similarity of the image with respect to the query image according to the ColorStructure descriptor; the most similar image has a red background and the less similar has a blue background. For example, the first image on the first row is the one that is the closest to the query image with respect to EdgeHistogram; the second image on the first row has a red background so it is the closest in terms of ColorStructure.
The Clustering button in Figure 4 applies a simple hierarchical clustering in an attempt to group similar images. The images are first grouped by pairs at the first level; those pairs are grouped together at the second level and so on. The grouping criteria is simply the minimum distance (single-link criteria). A result example is given in Figure 6 for the distance matrix generated by the EdgeHistogram descriptor. Each column stands for a grouping level and each color represents a class. The number in parenthesis gives the minimal distance within the group. Figure 7 shows a high-level block diagram of the MADIS architecture and the audio-visual data description structure.
As usual in this type of system, the architecture is divided into 2 main parts: the off-line encoding part (left arrow) and the run-time query part (right arrow). The MPEG-7 encoder extracts automatically or semi-automatically the audiovisual content features and returns an MPEG-7 file according to the description structure. Management metadata (title, video summary, director name, producer name and production year) are added manually. The run-time query starts from a request done by the end-user on a Java-based interface (see Section 4.3 below). In addition to management metadata, the current search capabilities include spoken words recognition, face recognition, noise and music presence, motion activity in the scene, female/male voice and semantic-based key frames search. CA*net is the Canadian wideband backbone Internet network over which the request and film streaming is done [22] . CA*net4 interconnects Canadian research networks (universities, research centers, government research laboratories, schools) through a series of pointto-point optical paths. 
Encoding
According to the data description structure (Figure 7) , the whole movie is first segmented into visual shots. Each shot is further segmented in music, silence, speech or other audio content. The visual information in each shot is also summarized in few representative key frames or in terms of face recognition and motion activity. In this paper we concentrate on the visual content encoding parts. Details on the audio content part can be found in [2] . (2) within-shot key-frame detection, (3) key-frame categorization, (4) face detection and face recognition [7] , (5) key-faces detection and (6) global motion characterization. Except for the key-frames categorization, all these tools run automatically (after few parameter settings). The tools have been developed as plug-ins for the free video processing/editing tool VirtualDub [8] . Using a powerful and versatile framework like VirtualDub simplifies the development process, especially for the common video I/O functionalities and the interface customization. The plug-ins extract the visual content and optionally outputs MPEG-7/XML tags in an ASCII file. All those files are concatenated offline (along with the audio tags) into a large MPEG-7 file for each film.
Four of the audio-visual encoding methodologies experimented in MADIS are briefly described in the following (see [2] for additional descriptions).
Key-frame detection
Shot transition and key-frames detection are based on measures proposed in [23] . A key-frame is a frame that contents the most information and is the most distinct from the other frames within a shot. Two functions are defined: the socalled "utility function", based on the entropy of the color distribution, and the "frame distance function", based on the Bhattacharyya distance. First, the information level in the image is summarized by dividing the chrominance image in 2x2 regions over which one calculates the normalized histograms of the red and green components. Second, a feature vector for each frame is constructed from these histograms. Third, the utility function is used to identify the frames that carry the most information while being well illuminated. Finally, the frame distance function is used to quantify the frame similarity. The optimal numbers of key-frames within a single shot are detected automatically. The same distance function is used to detect shot transitions. The detected shot transitions and key-frames are summarized within a Scalable Vector Graphics [24] file format ( Figure 8 ). This provides the user a user-friendly graphical representation of shot summarization for video summarization purpose. 
Key frame categorization
Key-frames provide a visual film summarization in terms of an image set. In MADIS, we have explored clustering of the key-frames set in semantically meaningful image categories to allow archivists to search for images from a catalog of standard scenes. The main advantage of doing a search by category is that the catalog is adapted to the database. Such catalog guides the external user to the image categories available in the database and prevents searching for stuff that is not present in the database. The main difficulty however is to design an efficient semantic categorization algorithm. This is still an open complex issue in automatic content-based image indexing [25] . In MADIS we have only implemented a simple approach that demonstrates the concept to our archivist partner at the National Film Board of Canada.
We assume the archivists have a good knowledge of the generic type of visual scenes present in the archives (e.g. forest, sunset, night, town, seascape, etc). This a priori knowledge is used to label the most pertinent image categories. For each category, one manually selects a subset of representative key-frames that best represents the category (black points on Figure 9 ). The centroid of each category (cross in Figure 9 ) is approximated by this subset. Then, for each low-level descriptor, a distance is calculated between all the other key-frames in the film database (white squares in Figure 9 ) and this representative key-frames subset. The average of these distances provides a ranking of all the key-frames with respect to the centroid of the image category. We go further by doing a linear combination of low-level descriptors that maximize image category separation, using a Linear Discriminant Analysis (LDA).
This approach has been tested on a database of 635 key-frames that were automatically extracted from 9 documentary films. We considered 4 scene categories for the test (close-up face, sunset, underwood and night scene). Each key-frame has been encoded with the low-level visual descriptors of ERIC-7. The LDA classification has been compared to a manual categorization using the precision and recall measures P(N) = A(N)/N and R(N) = A(N)/[A(N) + C(N)], where A(N) is the number of key-frames correctly assigned by the system to the image category within the first N list elements and C is the number of key-frames missed by the system. P(N) is a kind of detection rate measure that tends to the fraction of key-frames belonging to the category as N increases. R(N) quantifies the fraction of pertinent key-frames found with respect to the total number of pertinent key-frames in the database; it tends to 100% as N increases. Table 1 shows the performance results for the 3 largest categories. The number of key-frames manually labeled as belonging to the close-up face, underwood and night categories was 300, 100 and 100 respectively. The first 20 hits always provide images belonging to the right category. This is of course preliminary result. More exhaustive tests are needed on larger databases to fully validate the practicality of the approach. Table 1 : Precision and recall (in %) for 3 scene categories
Key-face detection
Key-face detection is useful for cast summarization [26] and automatic extraction of face image training sets for face recognition. The key-face detection plug-in in MADIS proceeds through four main steps: (1) frontal face detection, (2) face image dissimilarity assessment, (3) face feature detection and (4) face normalization.
First, face candidates are detected on each frame with a cascade of boosted classifiers [27] . A spatial likelihood is assigned to each face candidates detected within a frame. The likelihood is used as Dempster-Shafer evidential information to increase face recognition performance in complex scenes (see [7] for details). A face frontal view selector, based on a spatial detection map of face candidates, is then applied. To this aim, a frontal view quality factor is calculated which measures the fraction of maximal detections R Face contained in a region A centered around the center of mass of the map maxima. A threshold is set on Q Face to keep only frontal views (Figure 10 ). Second, face image dissimilarity assessment consists in checking if the processed frame contains a face image similar to the last detected image face in a previous frame. This step is based on the key-frame detection algorithm described above. As a result, only face images of the same person that are dissimilar enough are stored. This ensures to provide a face image training set that captures face variability (e.g. lighting change) in the film with a minimum of images.
Third, for each detected face, a set of facial features (eyes, middle eye, nose and mouth) are detected using specialized boosted cascade classifiers. Finally, the positions of these features are used to scale and orient all key-faces images according to a normalized pose using affine, scaling, rotation or translation transforms. The key-face detection plug-in reads the film and automatically detects, normalizes and stores a representative set of frontal face images ( Figure 11 ). This set provides a cast listing and is used as training data for the MADIS face recognition plug-in which outputs MPEG-7 time tags stating the presence of the actor face in the scene.
Speech recognition
While MPEG7 supports combined word and phoneme lattices, we choose to use phoneme-only recognition. It has been shown that phoneme-based retrieval can be as effective as word-based retrieval [29] , but more importantly it solves the out-of-vocabulary word problem in recognition and unknown query terms in retrieval.
Our phoneme recognizer uses gender-dependent acoustic HMM, trained on a large database of Quebec French texts [13] . Each HMM models a phoneme given its left and right phonetic contexts. Phoneme sequences are modeled with an N-gram language model trained on representative texts, which have been mapped to phoneme sequences beforehand. We combine all the statistical models into a single recognition network, in the form of a weighted Finite State Transducer (FST). The recognizer processes each speech segment by extracting Mel-Frequency Cepstral Coefficients (MFCC) to form a sequence of input feature vectors. It then finds the path in the recognition network which maximizes the joint probability of the statistical models and the input feature sequence. To make the search efficient, we use a specialized version of transducer composition and a left-to-right beam search.
The first recognition pass is done with both male and female models in parallel, and the result with the highest likelihood identifies the speaker gender. We take this best result and perform a gender-dependent, unsupervised adaptation of the acoustic models using Maximum Likelihood Linear Regression (MLLR). Using the updated models, we do a second recognition pass, combine all the second pass results for an entire film (separately for each gender), and perform another unsupervised adaptation using MLLR, followed by a Maximum a Posteriori (MAP) adaptation. Finally, the updated models are used to get a final, third recognition phoneme sequence for each segment. The user enters its query in text form, which is first transformed into a phoneme sequence before the search process. Figure 12 shows snapshots of parts of the MADIS Web interface demo with which audio-visual queries can be entered (only a French version of the interface is currently available). Audio-visual queries can be done on (1) four key-frames categories, (2) presence of noise, music or silence in the video segments, (3) male or female voice, (4) presence of one of the 36 character faces and (5) global motion scene activity (very slow, slow, medium, fast and very fast). Single or combined requests can be done. For instance, Figure 13 shows a list of pointers to the beginning of the video segments that match the following query: search for video segments with very low motion activity were one sees Pierre Saras's face with a background male voice on the audio band speaking about "Marie-Louise" (the actual Pierre Saras's sister).
Query demo
The result points to the beginning of 3 different video segments that potentially match the query. A confidence level is provided for the face recognition based on Dempster-Shafer theory [28] . The confidence level for word recognition is based on a similarity measure that takes into account the word recognition errors (substitution, insertion, suppression) through a phoneme confusion matrix [2] . The confidence level on the motion activity is set to a fixed value of 1 and no confidence level on the voice type is taken into account. This choice is arbitrary for now as no final choice on the confidence level assignation has been made. The face recognition, audio and motion activity confidence levels are combined through an arithmetic mean to provide a global confidence. By clicking on the film titles in the list, the user starts the video streaming at the beginning of the visual segment that contains the requested information. 
CONCLUSIONS
We have briefly reported about the development of two complementary MPEG-7 indexing systems. ERIC-7 is based on image analysis tools developed in-house or integrated with specialized libraries. It is designed to experiment with the various aspects of the visual MPEG-7 schema. Query can be of two types: search by query image and database clustering. The interface allows navigating graphically among the various descriptors in the MPEG-7 files and through interactive UML graphics. This is important, for instance, to help track and analyze intermediate encoding results when one wants to identify optimal set of low-level visual features for a specific task. MADIS is an extension of ERIC-7 and aims at developing a practical MPEG-7 content-based indexing tool for small-to medium-size documentary films archives. The tool is being developed on documentary films archives of the National Film Board (NFB) of Canada. MADIS is not a monolithic software. Rather, it is developed within a light architecture and as plug-ins for an opensource video manipulation tool.
The primary role of ERIC-7 was to allow CRIM's researchers to get acquainted with the visual part of the MPEG-7 standard and the XM library. However, the current implementation of ERIC-7 suffers limitations both in terms of system design/integration (now based on Perl but Java might be more appropriate) and image clustering analysis (single-link versus more sophisticated semantic-based clustering). Despite these limitations, ERIC-7 has found itself to be a useful tool in other projects, for instance, to help identify optimal sets of low-level visual features for key frames categorization in the MADIS project and for landscape images characterization in a location scouting system for a local cinematographic industry [32] .
The primary goals of MADIS were to (1) develop a practical test-bed that demonstrates the possibility of automatic indexing for image, video, audio and speech to encode the audio-visual content of a movie database, and (2) demonstrate retrieval capabilities using a specific Web-based search tool. Inherently to any test-bed, MADIS suffer important limitations, especially regarding the search performance in large XML file databases which is a common drawback of the MPEG-7 standard and the small test database used (only 9 films). Future works for MADIS will concentrate on improving the encoding robustness, the graphical user interfaces and the encoding features. In particular, one wants to improve the robustness of the query engines and the key-frame categorization approach in MADIS, integrate the audio and speech recognition off-line programs as VirtualDub plug-ins, and develop additional audiovisual extractors like film quality indicator, smooth shot transitions, motion type identification, music type, noise type and speaker identification, text detector, etc.
