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Abstract
In this paper positive real matrices in indefinite inner product spaces are studied. This class of matrices
is intimately connected to dissipative matrices in the complex case. First the complex case and then the real
case are treated. An explicit construction is given for invariant semidefinite subspaces.
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0. Introduction
This paper concerns matrices that are positive real in an indefinite inner product space. To
be more precise, let F be either the complex field or the real field, and let H be an invertible
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Hermitian (in the complex case) or symmetric (in the real case) n × n matrix. With this matrix we
define an indefinite inner product onFn by [x, y] = 〈Hx, y〉. For the general theory on matrices
in indefinite inner product spaces we refer to [3,5,7,8,11]. An n × n matrix A overF is called
H -selfadjoint (in the complex case), or H -symmetric (in the real case) if [Ax, y] = [x,Ay].
Clearly this is equivalent to HA = A∗H , respectively HA = ATH . Likewise, an n × n matrix
U is called H -unitary (in the complex case) or H -orthogonal (in the real case) if U∗HU = H ,
respectively, UTHU = H .
A vector x in Fn is called H -nonnegative if [x, x]  0, H -nonpositive if [x, x]  0,
and H -neutral if [x, x] = 0. In the same way, a subspace M ⊂Fn is called H -nonnegative,
H -nonpositive, respectively, H -neutral, if each vector in the subspace is H -nonnegative, H -
nonpositive, respectively, H -neutral. The subspace is called maximal H -nonnegative if it is not
contained in a larger H -nonnegative subspace.
For several classes of matrices that have special properties in indefinite inner product spaces it
is well known that invariant maximal nonnegative subspaces and invariant maximal nonpositive
subspaces exist. This is the case for H -dissipative matrices (actually, the result holds in the more
general setting of operators in a Pontryagin space, see [1], also [11], and was recently extended
to the case of unbounded operators on Krein spaces [18,17]). A complex matrix A is called H -
dissipative if 12i (HA − A∗H)  0. For such matrices an explicit construction of invariant maximal
nonnegative subspaces and invariant maximal nonpositive subspaces was given in [19,16], see
also [13,14].
In this paper we study classes of matrices that are closely connected to dissipative matrices.
We shall call an n × n complex matrix A H -positive real if 12 (HA + A∗H)  0. Obviously, A
is H -positive real if and only if iA is H -dissipative. So, all conclusions and constructions for H -
dissipative matrices will hold as well for H -positive real matrices. Nevertheless, we shall re-derive
some results in the first part. Our motivation for doing so resides in the fact that for real matrices in
a real indefinite inner product, we cannot derive the corresponding results directly from the results
on dissipative matrices in the complex case, but we can use results on positive real matrices in
the complex case. A real n × n matrix A in a real indefinite inner product space generated by the
real symmetric invertible matrix H is called H -positive real if 12 (HA + ATH)  0. In the second
part of the paper we shall consider such matrices and construct invariant maximal nonnegative
and invariant maximal nonpositive subspaces explicitly.
The motivation for studying this class of matrices lies in the fact that they naturally appear in
various problems in analysis and engineering. We mention the theory of networks and systems
(see, e.g., [4]) and the theory of factorization of rational matrix functions [9,12]. A short application
to the latter theory will be given in the last section of the paper.
1. Preliminaries
Let H be an invertible Hermitian n × n matrix with entries in C. Then the mapping
x, y → 〈Hx, y〉, x, y ∈ Cn
defines an indefinite inner product on Cn×n. We will refer to this indefinite inner product as
the H -inner product. An n × n matrix A is called positive real in the H -inner product, or H -
positive real, if Re〈HAx, x〉  0, for all x ∈ Cn or, equivalently, if the ‘real positivity matrix’
P := 12 (HA + A∗H) is positive semi-definite. In this case there exists a matrix B such that
1
2
(HA + A∗H) = B∗B.
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The matrix A is called H -skew selfadjoint if 〈HAx, x〉 = −〈Hx,Ax〉 for all x, or P = 0. The
matrix A is called strictly H -positive real if Re〈HAx, x〉 > 0 for all x, or P > 0.
In general, if A is positive real in the H -inner product and S is an n × n invertible matrix, then
S−1AS is positive real in the S∗HS-inner product. In particular, if {x1, . . . , xn} is a Jordan basis of
A, we can take S such that the kth column of S is equal to xk , for k = 1, . . . , n. Then S−1AS is in
Jordan normal form, and S∗HS = (〈S∗HSek, el〉)nk,l=1 = (〈Hxk, xl〉)nk,l=1, where {e1, . . . , en} is
the standard basis of Cn. The positive real matrix P transforms into S∗PS = (〈Pxk, xl〉)nk,l=1. By
the ‘degree of real positivity’ we mean the number p := rankP . Clearly, A is H -skew selfadjoint
if and only if p = 0, and A is strictly H -positive real if and only if p = n. The degree of real
positivity does not change under transformations S, since rankP = rankS∗PS.
LetJk be a Jordan block of sizenk × nk with eigenvalueλk , for k = 1, . . . , N . Assume thatA =
diag(J1, . . . , JN) isH -positive real. DenoteH in corresponding block formH = (Hk,l)Nk,l=1, with
Hk,l of size nk × nl . From the real positivity of A it follows that
1
2
(Hk,kJk + J ∗k Hk,k)  0 for k = 1, . . . , N.
In Section 2 we will investigate the structure of the blocks Hk,l . In Section 2.1 we will restrict
ourselves to the case that A is a single Jordan block with an imaginary eigenvalue, in Section 2.2
the case of one imaginary eigenvalue is considered and in Section 2.3 we study the general case.
For a Hermitian matrix H , the number 〈Hx, x〉 is real for all vectors x ∈ Cn. If M ⊂ Cn is an
H -nonnegative subspace, x, y ∈ M , then we have Schwarz’ inequality
|〈Hx, y〉|2  〈Hx, x〉〈Hy, y〉. (1)
The following lemma is known and not hard to prove, by combining, e.g., [5, Theorem V.4.2]
and [11, Lemma 1.2].
Lemma 1.1. Let H be an invertible Hermitian matrix. Let M+ be a H -nonnegative subspace
and let M− be a H -nonpositive subspace. Let p be the number of positive eigenvalues of H, and
let q be the number of negative eigenvalues of H, counting multiplicities. Then M+ is maximal
H -nonnegative if and only if dimM+ = p. The subspace M− is maximal H -nonpositive if and
only if dimM− = q.
For a givenH -positive real matrixAwe give an explicit construction of anA-invariant maximal
H -nonnegative subspace in Section 3.
The following concepts will turn out to be useful. We shall say that an n × m matrix with
n  m is a lower triangular alternating Hankel matrix if it is of the form⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · · · · · · · · · · · · · · · · · · · 0 (−1)n−1a1
... 0 (−1)n−2a1 (−1)n−2a2
... q q
...
... q −a1 −a2
...
0 · · · · · · · · · 0 a1 a2 · · · · · · an
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Later on, we shall also need matrices of a comparable structure, where each entry is replaced
by a 2 × 2 matrix; the zero entries obviously by a 2 × 2 zero matrix, and the nonzero entries by
a real 2 × 2 matrix of the form
(
a b
−b a
)
. Such a matrix will be called a real lower triangular
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alternating block 2 × 2 Hankel matrix. For the sake of completeness, and to be able to refer to it
later on, we give its general form here:⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 · · · · · · · · · · · · · · · · · · · · · 0 (−1)n−1H1
... 0 (−1)n−2H1 (−1)n−2H2
... q q
...
... q −H1 −H2
...
0 · · · · · · · · · 0 H1 H2 · · · · · · Hn
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (2)
with
Hi =
(
ai bi
−bi ai
)
, ai, bi ∈ R.
2. Positive real matrices. The complex case
From the fact that A is H -positive real with a certain Jordan normal form, information can be
obtained about the zero structure of the matrix H . This leads to a simple form for the pair (A,H).
2.1. An imaginary eigenvalue with one Jordan block
Let us consider the case when A is simply a single n × n Jordan block with an imaginary
eigenvalue. Note that by definition A is H -positive real if and only if A − λI is H -positive real,
for λ ∈ iR. So without loss of generality we may assume that the eigenvalue of A is 0. We obtain
Ae1 =0,
Aek =ek−1 for k = 2, . . . , n.
The next result will give necessary and sufficient conditions forH to ensure thatA isH -positive
real. As the proof is analogous to [13, Theorem 2.1], it is omitted.
Theorem 2.1. Let A be a single n × n Jordan block with an imaginary eigenvalue, and let H be
an invertible Hermitian n × n matrix. Let P = (pk,l)nk,l=1 := 12 (HA + A∗H). Let m := [(n +
1)/2]. Then A is H -positive real if and only if
pk,l = 0 if k  m or l  m (3)
and ⎛⎜⎜⎝
pm+1,m+1 · · · pm+1,n
...
...
pn,m+1 · · · pn,n
⎞⎟⎟⎠  0. (4)
Note that the invertibility of H was not required in the proof. If H is not invertible and 12 (HA +
A∗H)  0, then (3) and (4) hold as well.
The following result is the analogue of [13, Corollary 2.1], however, pay attention to the
differences. The result follows immediately from the above theorem.
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Corollary 2.2. Let A be a single n × n Jordan block with an imaginary eigenvalue as above and
let H be an invertible Hermitian n × n matrix. Suppose A is positive real in the H -inner product.
Then H has the following form:
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
−a
0 q
(−1) n−32 a
(−1) n−12 a q
(−1) n−32 a
q ∗
−a
a q
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
if n is odd, and
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a¯
−a¯
0 q
(−1) n−22 a¯ q
(−1) n−22 a
q ∗
−a
a q
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
if n is even.
To make matters clear: if n is odd, then the horizontal and vertical lines divide the matrix into
four submatrices of unequal size, where the left upper block is of size m × m, with m = 12 (n + 1).
When n is even, the horizontal and vertical lines divide the matrix into four submatrices of equal
size, where the left upper block is of size m × m, with m = 12n. In both cases the block in the
lower left corner is a lower triangular alternating Hankel matrix, while the block in the upper
right corner is its adjoint (and hence is a lower triangular alternating Hankel matrix as well). In
the odd case, the main skew diagonal picks out one entry from the left upper block, and as this
entry is also on the main diagonal of a Hermitian matrix, it must be real. In both cases, the right
lower block exhibits no particular pattern.
Another immediate corollary to Theorem 2.1 is the following.
Corollary 2.3. If an n × n Jordan block A with an imaginary eigenvalue is H -positive real, then
the order of real positivity is  [n/2]. In this case A cannot be strictly H -positive real.
2.2. One imaginary eigenvalue
In this subsection we consider the case that A = diag(J1, . . . , JN) where Jk is an nk × nk
Jordan block with an imaginary eigenvalue λ. As in the previous subsection we may
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assume without loss of generality that λ = 0. Let n = ∑Nk=1 nk . We denote the standard basis
e1, . . . , en by x1,1, . . . , x1,n1 , x2,1, . . . , x2,n2 , . . ., xN,1, . . . , xN,nN . Let mk := [(nk + 1)/2] and
Mk = span{xk,1, . . . , xk,mk } for k = 1, . . . , N . LetM = M1+˙ · · · +˙MN . LetM ′k = span{xk,mk+1,
. . . , xk,nk } and let M ′ = M ′1+˙ · · · +˙M ′N . Denote by π the projection onto M ′ along M . We will
identify the vectors xk,1, . . . , xk,nk with the standard basis of Cnk and Mk with the corresponding
subspace of Cnk .
The proof of the next result is analogous to that of [13, Theorem 2.4].
Theorem 2.4. Let A = diag(J1, . . . , JN) where Jk is an nk × nk Jordan block with an imaginary
eigenvalue λ and let H be an n × n invertible Hermitian matrix. Let P = 12 (HA + A∗H). Then
A is H -positive real if and only if P |M = 0 and πP |M ′  0.
The next result follows easily from the above theorem in the same way as [13, Corollary 2.5]
was proved.
Corollary 2.5. If A = diag(J1, . . . , JN) is H -positive real and H = (Hk,l)Nk,l=1, then the blocks
Hk,k have a form as in Corollary 2.2, and the off-diagonal blocks Hk,l, k /= l, of size nk × nl
have the following form: if nk < nl then
Hk,l =
(
0 H1
H2 ∗
)
,
with H1 and H2 lower triangular alternating Hankel matrices, if nk > nl then Hk,l has the
transposed structure. If nk = nl is even then Hk,l has the same form, with H1 and H2 square
matrices, while if nk = nl is odd then Hk,l has the following form:
Hk,l =
⎛⎝0 a H1
H2 ∗
⎞⎠ ,
where H1 and H2 are (square) lower triangular alternating Hankel matrices and a is some
complex number, which depends on k and l.
The horizontal and vertical lines divide the matrices Hk,l into blocks such that the left upper
block is of size mk × ml . In case nk = nl is odd, there is only one nonzero entry in the left upper
block, being the entry in the last row and last column.
Obviously, in all cases Hk,l = H ∗l,k .
2.3. The simple form for the complex case
The next theorem is the analogue of [13, Theorem 2.7]. Since the argument in the proof is
similar, the proof will be omitted.
Theorem 2.6. Let A = diag(J1, . . . , JN) with Jk an nk × nk Jordan block with eigenvalue λk,
for k = 1, . . . , N. Let H = (Hk,l)Nk,l=1 be an invertible Hermitian matrix in corresponding blockform. If A is H -positive real, then for k, l = 1, . . . , N
(a) if λk ∈ iR then Hk,k is as in Corollary 2.2;
(b) if λk = λl ∈ iR then Hk,l is as in Corollary 2.5;
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(c) if λk, λl ∈ iR, λk /= λl, then Hk,l has the form
Hk,l =
(
0 0
0 ∗
)
, (5)
where the left upper zero block is of size mk × ml;
(d) if λk ∈ iR, λl ∈ C\iR, then Hk,l has the form
Hk,l =
(
0
∗
)
, (6)
where the upper zero block is of size mk × nl.
Note that, as a corollary, if λk ∈ iR, λl ∈ C\iR, then
H span{xk,1, . . . , xk,mk } ⊥ span{xl,1, . . . , xl,nl }, (7)
and if λk, λl ∈ iR, λk /= λl, then
H span{xk,1, . . . , xk,mk } ⊥ span{xl,1, . . . , xl,nl }. (8)
2.4. Construction of complex invariant maximal semidefinite subspaces
In this subsection we will describe an explicit construction of A-invariant maximal H -
nonnegative subspaces, whenever A is H -positive real. As before, we may assume A is in Jordan
normal form. Once we are able to solve the problem for Jordan matrices, then we can solve it in
general, with the help of the following lemma.
Lemma 2.7 (cf. [13]). Let A,H be n × n matrices, H invertible and Hermitian, and let M be
an A-invariant maximal H -nonnegative subspace of Cn. Then S−1M is S−1AS-invariant and
maximal S∗HS-nonnegative, for any invertible n × n matrix S.
For the moment, let A = diag(J1, . . . , JN , JN+1, JN+2) where
(1) Jk is an nk × nk Jordan block with an imaginary eigenvalue λk , for k = 1, . . . , N ,
(2) JN+1 is an nN+1 × nN+1 Jordan matrix with eigenvalues in C+ = {z ∈ C : Rez > 0},
(3) JN+2 is an nN+2 × nN+2 Jordan matrix with eigenvalues in C− = {z ∈ C : Rez < 0}.
Let n = ∑N+2k=1 nk . We shall denote the standard basis e1, e2, . . . , en by x1,1, . . . , x1,n1 , . . .,
xN+2,1, . . . , xN+2,nN+2 . Assume that A is H -positive real, and denote H in corresponding block
form by H = (Hk,l)N+2k,l=1. Theorem 2.6 gives the necessary structure for the blocks Hk,l . In order
to construct an A-invariant maximal H -nonnegative subspace, we will utilize the zero entries that
appear in H .
The subspaces span{xk,1, . . . , xk,mk } or span{xk,1, . . . , xk,mk−1} for k = 1, . . . , N , together
with span{xN+1,1, . . . , xN+1,nN+1} will be the building blocks. Note that, if M1 and M2 are
H -nonnegative subspaces, then
M1,M2 are Horthogonal ⇒ M1 +˙M2 is Hnonnegative. (9)
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Let mk = [(nk + 1)/2], for k = 1, . . . , N . In case there are k, l ∈ {1, . . . , N} such that nk = nl is
odd, there may appear the situation 〈Hxk,mk , xl,ml 〉 /= 0 while xk,mk and xl,ml are H -nonnegative.
Here we cannot immediately conclude that span{xk,mk , xl,ml } is H -nonnegative. To avoid this
situation we apply a transformation, as in the following Lemma. We assume that Imλ1  · · · 
ImλN . Moreover we assume, in caseλk = λk+1, thatnk  nk+1. Denote Imλ0 = −∞, ImλN+1 =
∞. We will call a set {k, k + 1, . . . , l} ⊂ {1, . . . , N} ‘maximal’ if
(a) λk = λk+1 = · · · = λl ;
(b) nk = nk+1 = · · · = nl ;
(c) either Imλk−1 < Imλk or, in case λk−1 = λk , nk−1 < nk;
(d) either Imλl+1 > Imλl or, in case λl+1 = λl , nl+1 > nl .
Lemma 2.8 (cf. [13, Lemma 3.2]). Let A,H be as above. There exists an invertible matrix S such
that
(a) S−1AS = A;
(b) for k ∈ {1, . . . , N} with nk even,
〈S∗HSxk,1, xk,nk 〉 = · · · = 〈S∗HSxk,mk , xk,mk+1〉 /= 0; (10)
(c) for k ∈ {1, . . . , N} with nk odd,
〈S∗HSxk,1, xk,nk 〉 = · · · = 〈S∗HSxk,mk , xk,mk 〉 /= 0; (11)
(d) for k, l ∈ {1, . . . , N}, k < l, with λk = λl and nk = nl even,
〈S∗HSxk,1, xl,nl 〉 = · · · = 〈S∗HSxk,mk , xl,ml+1〉 = 0; (12)
(e) for k, l ∈ {1, . . . , N}, k /= l, with λk = λl and nk = nl odd,
〈S∗HSxk,1, xl,nl 〉 = · · · = 〈S∗HSxk,mk , xl,ml 〉 = 0; (13)
(f) and for any maximal set τ = {k, k + 1, . . . , l} ⊂ {1, . . . , N},
SMτ ⊂ Mτ, (14)
where Mτ = span{xk,1, . . . , xk,mk } +˙ · · · +˙ span{xl,1, . . . , xl,ml }.
In connection with the non-imaginary eigenvalues, we have the following lemma. The proof
is a slight modifification of the proof of [13, Lemma 3.3], and is therefore omitted.
Lemma 2.9. Assume that the Jordan matrix A = diag(J1, . . . , JN+2) is H -positive real. Then
the subspace MN+1 =span{xN+1,1, . . . , xN+1,nN+1} is H -nonnegative and the subspace MN+2 =
span{xN+2,1, . . . , xN+2,nN+2} is H -nonpositive. If A is strictly H -positive real, then MN+1 is
H -positive and MN+2 is H -negative. If A is H -skew selfadjoint, then MN+1 and MN+2 are
H -neutral.
The next theorem is the main result of this section. An analogous result for H -dissipative
matrices was proved in [13], and later, in a similar way, also in [2]. As the proof is essentially the
same as the one in [13] it is omitted.
Theorem 2.10. If a matrix A is H -positive real, then there exists an A-invariant maximal H -
nonnegative subspace M+ and an A-invariant maximal H -nonpositive subspace M−, such that
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σ(A|M+) ⊂ C+, σ (A|M−) ⊂ C−; (15)
and for any generalized eigenspace Rλ with eigenvalue λ,
Rλ ⊂ M+ if λ ∈ C+, Rλ ⊂ M− if λ ∈ C−. (16)
3. Positive real matrices. The real case
In this section we shall deal with the real case. That is, we assume that H = HT is an invertible
real symmetric matrix, and that A is a real matrix satisfying HA + ATH  0. Compared to the
complex case the additional difficulty is that eigenvalues now appear in complex conjugate pairs,
and that we shall be interested in real A-invariant maximal H -nonnegative subspaces. In the
first subsection we deal with the case that there is a pair of complex conjugate pure imaginary
eigenvalues with just one real Jordan block. Needless to say, we shall work with the real Jordan
form instead of the complex Jordan form in this and the following section. Recall that the real
Jordan form of a real matrix A is given by A = SJS−1, where S is a real invertible matrix and
J = diag(J1, . . . , JN), where Ji is either a standard Jordan block with a real eigenvalue, or a
so-called real Jordan block corresponding to a pair of complex conjugate eigenvalues a ± bi,
given by
Ji =
⎛⎜⎜⎜⎜⎝
α I
.
.
.
.
.
.
.
.
. I
α
⎞⎟⎟⎟⎟⎠ , (17)
where α =
(
a b
−b a
)
, see, e.g., [10].
The second subsection deals with the case of a pair of pure imaginary eigenvalues with more
than one Jordan block. The third subsection deals with the general case.
Throughout we shall denote by H0 the matrix
(
0 1
−1 0
)
.
3.1. A pair of pure imaginary eigenvalues with one Jordan block
In this subsection we shall show that a form like the one in Corollary 2.2 can be achieved. In
fact we shall prove the following theorem.
Theorem 3.1. Let
H = [Hij ]ni,j=1, A =
⎛⎜⎜⎜⎜⎝
α I
.
.
.
.
.
.
.
.
. I
α
⎞⎟⎟⎟⎟⎠ , (18)
where α = a
(
0 1
−1 0
)
, and a /= 0, and where each Hij is a 2 × 2 matrix, while A is a 2n × 2n
matrix which we assume to be positive real, that is (HA + ATH)  0.
Then H has the following form: if n is even
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H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
H1n
−H1n
0 q
(−1) n−22 H1n q
(−1) n−22 HT1n
q ∗
−HT1n
HT1n q
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where Hij is of the form aij I + bijH0 for some aij , bij ∈ R, in case max(i, j)  n2 and if n is
odd
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
H1n
−H1n
0 q
(−1) n−32 H1n
(−1) n−12 H1n q
(−1) n−32 HT1n
q ∗
−HT1n
HT1n q
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where Hij is of the form aij I + bijH0 for some aij , bij ∈ R in case max(i, j) 
[
n+1
2
]
and
H1n = a1nI.
In case A is a single Jordan block with zero eigenvalue then the form of H is as in Corollary
2.2.
To be precise, the off-diagonal blocks in H are real lower triangular alternating block 2 × 2
Hankel matrix, as introduced in the preliminaries (2). The fact that H is symmetric forces the
relation between the block in the upper right hand corner and the block in the lower left hand
corner, as well as the specific form of the block on the main anti-diagonal in the case whenn is odd.
We start with two observations concerning 2 × 2 matrices. Recall that H0 =
(
0 1
−1 0
)
. Our first
observation is the following: if for a real 2 × 2 matrixX we haveXH0 = H0X thenX = aI + bH0
for some real numbers a and b.
To see this, let X =
(
a b
c d
)
. Then(
a b
c d
)(
0 1
−1 0
)
=
(
0 1
−1 0
)(
a b
c d
)
implies that −b = c and a = d .
Our second observation is the following: let X = XT and XH0 − H0X  0. Then X = aI .
This is seen as follows: let X =
(
a b
b d
)
. Then(
a b
b d
)
H0 − H0
(
a b
b d
)
=
( −2b a − d
a − d 2b
)
implies that 2b = 0 and a = d .
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Proof of Theorem 3.1. The case where A is a single Jordan block with zero eigenvalue is treated
as in the proof of Corollary 2.2.
So, let H and A be as in the statement of the theorem, and compute using αT = −α:
(HA + ATH)ij =
(
Hi1 · · · Hin
)
⎛⎜⎜⎜⎜⎜⎝
0
...
I
α
0
⎞⎟⎟⎟⎟⎟⎠+
(
0 · · · I −α 0 · · · 0)
⎛⎜⎜⎜⎝
H1j
H2j
...
Hnj
⎞⎟⎟⎟⎠ .
For i > 1, j > 1,
(HA + ATH)ij = Hijα + Hij−1 − αHij + Hi−1j
= (Hijα − αHij ) + Hij−1 + Hi−1j , (19)
while for i = 1 and j > 1, we get
(HA + ATH)1j = (H1jα − αH1j ) + H1j−1, (20)
and finally, for i = j = 1 it yields
(HA + ATH)11 = H11α − αH11. (21)
First we show that H11 = 0 when n > 1. By the second observation above we see that H11α −
αH11  0 implies thatH11 = h11I andH11α − αH11 = 0. So (HA + ATH)11 = 0. SinceHA +
ATH is positive semidefinite and symmetric, it follows that (HA + ATH)1,j = 0 for all j =
1, . . . , n. Consider (20) above for j = 2:
H12α − αH12 + H11 = 0.
Taking the trace of this equation left and right, using the fact that trace (αH12) = trace (H12α)
we see that trace H11 = 0. Hence h11 = 0, which gives H11 = 0.
Now we proceed by induction to show that H1j = 0 for j = 1, . . . , n − 1. Assume that
H1j−1 = 0. Then consider (20) above for j = 2, . . . , n:
H1jα − αH1j + H1j−1 = 0. (22)
So
H1jα − αH1j = 0, i.e., H1jH0 − H0H1j = 0.
By the first observation above H1j is of the form
aj
(
1 0
0 1
)
+ bj
(
0 −1
−1 0
)
= aj I + bjH0.
Now use (22) for j + 1:
H1j+1α − αH1j+1 + H1j = 0. (23)
Then also
H0H1j+1α − H0αH1j+1 + H0H1j = 0. (24)
Take the trace of (23), and use trace H1j+1α = trace αH1j+1 to see that trace H1j = 0. It follows
that aj = 0, so H1j = bjH0. Now take the trace of (24). Observe that
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trace H0H1j+1α − trace H0αH1j+1 = a(trace H0H1j+1H0 − trace H0H0H1j+1)
= a(trace H1j+1H 20 − trace H 20 H1j+1) = 0
as H 20 = −I . So, taking trace of (24) we see that traceH0H1j = 0, i.e., bj = 0. Hence H1j = 0
as well.
Next, taking j = n in (22) we then have
H1n = anI + bnH0 =
(
an bn
−bn an
)
.
We continue by showing that in general Hij = 0 for i + j < n + 1. We do this row by row.
Assume we have done so for row i < n − 1 and considerHi+1j . Note thatHi+1j = 0 by symmetry
for j  i. So consider Hi+1i+1. Use (19) to see that
(HA + ATH)i+1i+1 = Hi+1i+1α − αHi+1i+1,
since Hi+1i = 0 and Hii+1 = 0 by the induction hypothesis. As before, this can only be positive
definite in case Hi+1i+1α − αHi+1i+1 = 0, and Hi+1i+1 is a multiple of I . From this it follows
again that
(HA + ATH)i+1j = 0 for j = i + 1, . . . , n.
Consider (19) for j  i + 1:
Hi+1jα − αHi+1j + Hi+1j−1 + Hij = 0. (25)
Assume that we have already shown Hi+1j−1 = 0. By the induction hypothesis Hij = 0. So
Hi+1jα − αHi+1j = 0
and again by the first observation above we obtain that
Hi+1j = aI + bH0
for some a and b.
Now consider
Hi+1j+1α − αHi+1j+1 + Hi+1j + Hij+1 = 0.
As Hij+1 = 0 this gives
Hi+1j+1α − αHi+1j+1 + Hi+1j = 0.
Taking trace of this yields trace Hi+1j = 0. Multiplying by H0 and taking trace again yields
trace H0Hi+1j = 0. But then Hi+1j = 0 as we saw in similar circumstances above. So we proved
Hij = 0 for i + j < n + 1.
Next consider i + j = n + 1. Using the fact that
Hin+1−iα − αHin+1−i + Hin−i + Hi−1n+1−i = 0
and Hin−i = 0, Hi−1n+1−i = 0 we see that
Hin+1−iH0 − H0Hin+1−i = 0.
That is,
Hin+1−i = αiI + βiH0 =
(
αi βi
−βi αi
)
(26)
for some αi and βi .
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In the particular case that i = n + 1 − i, i.e., 2i = n + 1 (so necessarily n is odd in that case)
Hii = HTii and we get that
Hn+1
2
n+1
2
= αiI.
Now consider i + j  n + 2, (j = n + 2 − i, . . . , n) but either i 
[
n+1
2
]
or j 
[
n+1
2
]
. In this
case we still have (HA + ATH)ij = 0 as (HA + ATH)ii = 0. So
Hijα − αHij + Hij−1 + Hi−1j = 0. (27)
Taking trace we see
trace Hij−1 = −trace Hi−1j .
Multiplying by H0 and then taking trace we see that
trace H0Hij−1 = −trace H0Hi−1j .
Applying to the case i + j = n + 2 we see that Hin+1−i = −Hi−1n+2−i .
We now continue: suppose we have already shown Hij−1 + Hi−1j = 0, then it follows that
Hij = αij I + βijH0, as before. We can then continue by induction using the same arguments as
just used to show that Hin+1−i = −Hi−1n+2−i , to show that as long as i 
[
n+1
2
]
or j 
[
n+1
2
]
we have Hij = −Hi−1j+1.
We have proved the theorem. 
We continue with an analysis of the relation between the form we just found and the form
from the complex case which we obtained in the previous section. In order to do this, observe
that when we equip Cn with the indefinite inner product given by H that A, viewed as map
from Cn into itself is H -positive real (in the sense that HA + A∗H  0). So we can apply
the theory of the previous section to the matrices we have here as well. Let us suppose that
with respect to the basis e1, . . . , e2n we have the form (18). We choose fj = e2j−1 + ie2j and
fn+j = f¯j for j = 1, . . . , n. Let S be the matrix with fj as its j th column. Then S−1AS =
Jn(ai) ⊕ Jn(−ai), that is, the diagonal direct sum of a Jordan block of size n with eigenvalue
ai and a Jordan block of size n with eigenvalue −ai. Consider S∗HS = (〈Hfi, fj 〉)2ni,j=1. De-
compose this matrix as a two by two block matrix with n × n blocks. Using Theorem 2.6 we
already get the general form that this matrix must have, but there is one point we want to
make here: if n is odd the entries on the antidiagonals of the two diagonal blocks will be the
same.
Indeed, these entries are determined by 〈Hf1, fn〉 and 〈Hfn+1, f2n〉, respectively. It is a
straightforward computation to see that
〈Hf1, fn〉=〈He1, e2n−1〉 + i〈He2, e2n−1〉 − i〈He1, e2n〉 + 〈He2, e2n〉,
〈Hfn+1, f2n〉=〈He1, e2n−1〉 − i〈He2, e2n−1〉 + i〈He1, e2n〉 + 〈He2, e2n〉.
If n is odd both these numbers are 2a1n. In view of the construction of invariant semidefinite
subspaces it is useful to note that then also the middle entry on the antidiagonal will be the same.
Note that from that point of view it is not necessary to know the entries on the main antidiagonal
when n is even.
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3.2. One pair of pure imaginary conjugate eigenvalues
In this subsection we consider the case that A = diag(J1, . . . , JN) where Jk is an 2nk × 2nk
real Jordan block with one pair of pure imaginary eigenvalues α = a
(
0 1
−1 0
)
, a /= 0. Let n =∑N
k=1 2nk.We denote the standard basis e1, . . . , en byx1,1, . . . , x1,2n1 , x2,1, . . . , x2,2n2 , . . . , xN,1,
. . . , xN,2N. Let mk =
[
(nk+1)
2
]
and Mk = span{xk,1, . . . , xk,mk } for k = 1, . . . , N. Let M =
M1 +˙ · · · +˙MN. Let M ′k = span{xk,mk+1 , . . . , xk,2nk } and let M ′ = M ′1 +˙ · · · +˙M ′N. Let π be
the projection onto M ′ along M. We will identify the vectors xk,1, . . . , xk,2nk with the standard
basis of R2nk and Mk with the corresponding subspace of R2nk .
The next result is the analogue of Theorem 2.1.
Theorem 3.2. LetA be a single 2n × 2n real Jordan block with one pair of imaginary eigenvalues
α = a
(
0 1
−1 0
)
, a /= 0, and let H be an invertible real symmetric 2n × 2n matrix. Let P =
(Pk,l)
n
k,l=1 = 12 (HA + ATH). Let m =
[
n+1
2
]
. Then A is H -positive real if and only if Pk,l = 0
if k  m or l  m and⎛⎜⎝Pm+1,m+1 · · · Pm+1,n... ...
Pn,m+1 · · · Pn,n
⎞⎟⎠  0. (28)
Proof. Denote the block entries of H by 2 × 2 matrices Hk,l, k, l = 1, . . . , n. If n = 1, then by
hypothesis, P = (P11) = 0. If n  2, then the sufficiency part is clear.
For the necessity part, we assume that A is H -positive real. The positive semidefiniteness of
the right lower (n − m) × (n − m) block of P is clear. To show that the other block entries are 0
it is sufficient to prove that the vectors Pe1, . . . , P em are 0, since P is real symmetric. From the
proof of Theorem 3.1 we observe that
(i) P1j = 0 for j = 1, . . . , n,
(ii) If i + j < n + 1, i.e., if j < n + 1 − i, then Hij = 0, Hi,j−1 = 0 and Hi−1,j = 0,
since it is proved there that Hij = 0 for all i, j such that i + j < n + 1. From (19) in the
proof of Theorem 3.1 it follows thatPij = 0 for all i + j < n + 1 and i, j > 1.We also have
(iii) Pi,n+1−i = 0 for all 1  i  n.
(iv) Pij = 0 for all i + j  n + 2 such that i 
[
n+1
2
]
or j 
[
n+1
2
]
.
Thus it follows from (i), (ii), (iii) and (iv) and the symmetry of P that Pij = 0 for i  m or
j  m. 
The following theorem is the analogue of Theorem 2.4.
Theorem 3.3. Let A = diag(J1, . . . , JN) where Jk is an 2nk × 2nk real Jordan block with one
pair of imaginary eigenvalues α = a
(
0 1
−1 0
)
, a /= 0 and let H be an 2n × 2n invertible real
symmetric matrix. Let P = 12 (HA + ATH). Then A is H -positive real if and only if P |M = 0
and πP |M ′  0.
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Proof. The only nontrivial part is to prove that if A is H -positive real, then P |M = 0. Let H be
given in corresponding block formH = (Hk,l)Nk,l=1 withHk,l of size 2nk × 2nl. IfA isH -positive
real, thenPkk = 12 (HkkJk + J Tk Hkk)  0.Then from Theorem 3.2 (the analogue of Theorem 2.1),
it follows that Pkk|Mk = 0. Let P = BTB for some matrix B. Now, for l = 1, . . . , mk we have
〈Bxk,l;Bxk,l〉 = 〈Pxk,l, xk,l〉 = 〈Pkkxk,l, xk,l〉 = 0,
hence Bxk,l = 0 and finally Pxk,l = BTBxk,l = 0 for l = 1, . . . , mk and k = 1, . . . , N. 
Finally, we give an analogue of Corollary 2.5.
Corollary 3.4. Let A = diag(J1, . . . , JN) where Jk is an 2nk × 2nk real Jordan block with one
pair of imaginary eigenvalues α = a
(
0 1
−1 0
)
, a /= 0, and let H be an 2n × 2n invertible real
symmetric matrix. If A is H -positive real and H = (Hk,l)Nk,l=1, then the blocks Hk,k have a form
as in Theorem 3.1, and the off-diagonal blocks Hk,l, k /= l, have the form: if nk < nl then
Hk,l =
(
0 H2
H1 ∗
)
,
where H1 and H2 are real lower triangular block 2 × 2 alternating Hankel matrices (see (2)),
and if nk > nl the Hk,l has the transposed structure; if nk = nl is even then Hk,l has the same
structure, and in addition H1 and H2 will be square, and finally, if nk = nl is odd then
Hk,l =
⎛⎝0 H2 H3
H1 ∗
⎞⎠ ,
where H1 and H3 are real lower triangular block 2 × 2 alternating Hankel matrices, and H2 is
of the form H2 =
(
c d
−d c
)
for some real numbers c and d, which depend on k and l.
In each case the horizontal and vertical lines divide the block matrices Hk,l into blocks such
that the left upper block is of size mk × ml. In case nk = nl is odd, there is only one nonzero
2 × 2 matrix in the left upper block, being the entry in the last row and the last column.
3.3. The simple form for the real case
The strategy in what follows will be to combine the results of Sections 2 and the previous
subsections to prove that:
1. the real A-invariant subspacesN+ andN− corresponding to the open right half plane and
the open left half plane, respectively, are H -nonnegative, respectively, H -nonpositive,
2. then to show the existence of real A-invariant subspacesM±iR such that the eigenvalues of
A restricted to these subspaces are pure imaginary, and in addition they are H -orthogonal to both
N+ and toN−,
3. and finally,M+iR is H -nonnegative and as large as possible given these conditions, andM
−
iR
is H -nonpositive and as large as possible given these conditions.
In order to construct these subspaces we have to find analogues for the real case of some of
the statements in Section 2. This will be done in the present subsection.
Once these subspaces are constructed we have thatM+iR +˙N+ is a real A-invariant subspace
which is maximal H -nonnegative, and such that the eigenvalues of A restricted to it are in the
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closure of C+. Also,M−iR +˙N− is a real A-invariant subspace which is maximal H -nonpositive,
and such that the eigenvalues of A restricted to it are in the closure of C−. This construction will
be carried out in a bit more detail in the next subsection.
What we will need are analogues of Theorem 2.6 and the lemmas in Section 2.4.
Let us start with the observation that the analogue of Lemma 2.7 holds. The proof is straight-
forward, and therefore omitted.
Lemma 3.5. Let H = HT be an invertible, real, symmetric n × n matrix, let A be a real n × n
matrix, and let M be a real A-invariant maximal H -nonnegative subspace of Rn. Let S be
an invertible real n × n matrix. Then S−1M is a real S−1AS-invariant and maximal STHS-
nonnegative invariant subspace.
Next, we turn our attention to another point that is fairly easy to see, namely the analogue of
Lemma 2.9. In the same time we will rephrase that a little as well.
Lemma 3.6. Let H = HT be a real symmetric invertible matrix, and let A be a real H -positive
real matrix. Decompose Rn = X1 +˙X2 +˙X3 into three real A-invariant subspaces, in such a
way that if we denote Ai = A|Xi , then A1 has all its eigenvalues in the open left half plane, A2
has all its eigenvalues on the imaginary line, and A3 has all its eigenvalues in the open right half
plane. Then X1 is H -nonpositive and X3 is H -nonnegative. If A is strictly H -positive real, then
X1 is H -negative and X3 is H -positive.
Proof. The proof makes use of the complex case which was already established in Lemma 2.9
(using also Lemma 3.5). Indeed, consider H and A as complex matrices acting on Cn. Then the
subspace Yi = {x + iy | x, y ∈ Xi} i = 1, 2, 3, are the spectral subspaces of A corresponding to
the open left half plane, the imaginary line and the open right half plane, respectively. By Lemma
2.9 we know that Y1 is H -nonpositive and Y3 is H -nonnegative. But then it follows that X1 is
H -nonpositive and X3 is H -nonnegative. 
This can be rephrased a little bit differently as follows: the complex spectral invariant subspaces
M−, respectivelyM+, of A corresponding to the eigenvalues of A in C−, respectively C+, are of
the formM− =N− + iN−, respectivelyM+ =N+ + iN+, for real A-invariant subspaces
N±. These subspaces are H -nonpositive, respectively H -nonnegative.
So, it remains to prove the analogues of Theorem 2.6 and Lemma 2.8.
First we state the analogue of Theorem 2.6 that we have to prove.
Theorem 3.7. Let A = diag(J1, . . . , JN), with either Jk is an nk × nk Jordan block with real
eigenvalueλk, or Jk is a 2nk × 2nk real Jordan block with a pair of complex conjugate eigenvalues
λk, λ¯k, for k = 1, . . . , N. Define mk = [(nk + 1)/2]. Let H = (Hk,l)Nk,l=1 be a real invertible
symmetric matrix in corresponding block form. If A is H -positive real, then for k, l = 1, . . . , N
we have
(a1) if λk = 0 then Hk,k is as in Corollary 2.2,
(a2) if Jk has a pair of complex conjugate pure imaginary nonzero eigenvalues, say aki and
−aki, then Hk,k is as in Theorem 3.1,
(b1) if Jk and Jl both have zero eigenvalue, then Hk,l is as in Corollary 2.5,
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(b2) if Jk and Jl both have pure imaginary nonzero eigenvalue ±aki and ±al i with ak = al then
Hk,l is as in Corollary 3.4,
(c1) if Jk has zero eigenvalue, and Jl has a pair of complex conjugate pure imaginary nonzero
eigenvalues ±al i, then Hk,l has the form
Hk,l =
(
0 0
0 ∗
)
, (29)
where the left upper zero block is of size mk × 2ml,
(c2) if Jk and Jl both have a pair of complex conjugate pure imaginary nonzero eigenvalues
±aki, respectively ±al i, then Hk,l has the form (29) where now the left upper zero block is
of size 2mk × 2ml,
(d1) if Jk has zero eigenvalue, and Jl has a real nonzero eigenvalue λl, then Hk,l has the form
Hk,l =
(
0
∗
)
, (30)
where the upper zero block is of size mk × nl,
(d2) if Jk has zero eigenvalue, and Jl has a pair of complex conjugate eigenvalues al ± bl i, with
al, bl /= 0 then Hk,l has the form (30) where now the upper zero block is of size mk × 2nl,
(d3) if Jk has a pair of complex conjugate pure imaginary nonzero eigenvalues ±aki and Jl has
a real nonzero eigenvalue λl then Hk,l has the form (30) where now the upper zero block is
of size 2mk × nl,
(d4) if Jk has a pair of complex conjugate pure imaginary nonzero eigenvalues ±aki and Jl has
a pair of complex conjugate eigenvalues al ± bl i, with al, bl /= 0 then Hk,l has the form
(30) where now the upper zero block is of size 2mk × 2nl.
Proof. The proof we shall give here differs in nature from the proof given for Theorem 2.6. Parts
(a1) and (a2) are already proved before, as are parts (b1), (b2) and (d1).
We shall first prove parts (d4) and (d3), in the mean time preparing also for the proof of part
(c). Suppose that A is a real H -positive real matrix of the form
A =
(
J1 0
0 J2
)
,
with J1 a real 2n1 × 2n1 Jordan matrix with eigenvalues ±ai, and J2 a real matrix with the
property that it has no eigenvalues in common with J1 (and hence also not with −J1). Let us write
H as
H =
(
H11 H12
HT12 H22
)
,
with corresponding block sizes. Now we have
0  P = HA + ATH =
(
H11J1 + J T1 H11 H12J2 + J T1 H12
HT12J1 + J T2 HT12 H22J2 + J T2 H22
)
=
(
P11 P12
P T12 P22
)
.
Because of Theorem 3.1 we have that P11 is of the form
P11 =
(
0 0
0 ∗
)
,
where the zero matrix in the upper left corner is of size 2[(n1 + 1)/2] × 2[(n1 + 1)/2]. Let us
write m1 = [(n1 + 1)/2] as usual. From the fact that P is positive semidefinite it follows that also
the first 2m1 columns of P T12 must be zero.
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Now consider the equality
P T12 = HT12J1 + J T2 HT12
as a linear matrix equation with HT12 as the unknown. Then because σ(J1) ∩ σ(−J T2 ) = ∅, we
have that
HT12 =
1
2π i
∫

(λ − J T2 )−1P T12(λ − J1)−1dλ,
where  is a contour around the spectrum of J T2 separating it from the spectrum of −J1 (which
is equal to the spectrum of J1), see e.g., [6, Theorem I.4.1].
We have to show that the first 2m1 columns of HT12 are zero. Because of the above formula for
HT12 it is enough to show that the first 2m1 columns of (λ − J T2 )−1P T12(λ − J1)−1 are zero. This
obviously will be the case if the first 2m1 columns of P T12(λ − J1)−1 are zero.
Introduce the projection  of R2n1 onto the first 2m1 coordinates, that is
 =
(
I2m1 0
0 0
)
.
Because J1 is a real Jordan matrix it leaves Im invariant. Hence J1 = J1, and so
(λ − J1)−1 = (λ − J1)−1
for λ on the contour . Now note that the first 2m1 columns of P T12(λ − J1)−1 are zero if and only
if
P T12(λ − J1)−1 = 0.
But this is now easily seen to be true. Indeed,
P T12(λ − J1)−1 = P T12(λ − J1)−1,
and since P T12 = 0 we obtain the desired result.
In conclusion: HT12 = 0, that is, H12 is of the form (30).
In a similar way one proves that if J1 is a Jordan matrix with zero eigenvalue, and J2 is any
matrix which is invertible, then the corresponding block H12 has the first m1 rows zero.
Now observe that we have made no assumption on J2 other than that it has no eigenvalues in
common with J1 (and hence not with −J1). This makes it possible to use what we have proved
previously in parts (d3) and (d4), but also in part (c2). Indeed, what we have shown so far implies
that in this case Hk,l has the first 2mk rows equal to zero. By interchanging the roles of k and l
it follows that HTk,l has the first 2ml rows equal to zero. Combining these two results we see that
Hk,l has the form (29). The remaining case, (c1), is proved in a similar manner. 
Note that so far we have shown that H must have zeros in certain entries when A is assumed
to be in real Jordan normal form. In other words, the fact that these entries are zero is independent
of the particular choice of the real Jordan basis. We now come to the point where by a particular
choice of the basis we can create zeros in additional entries of H (compare Lemma 2.8, where
the same happened in the complex case).
The most important item still to prove is the analogue of Lemma 2.8, part (e). In fact, for
the construction of invariant maximal nonnegative and invariant maximal nonpositive subspaces
this is the only part of Lemma 2.8 that is strictly necessary. Observe that for the eigenvalue 0
we can use the construction of Lemma 2.8 directly, but for nonzero pure imaginary eigenvalues
we have to do some work. We formulate the analogue of Lemma 2.8, part (e), in the following
proposition.
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Lemma 3.8. Let A = diag(J1, . . . , JK) be H -positive real, where each Ji is a real Jordan matrix
with eigenvalues ±ai, of size 2n0 × 2n0 where n0 is odd. As before, denote m0 = [(n0 + 1)/2].
Let H = (Hk,l)Kk,l=1 be a decomposition of H into blocks of size 2n0 × 2n0. Then there is a real
Jordan basis {xi,j }K,2n0i=1,j=1 for A such that with respect to that basis the entries in H given by〈Hxk,2m0−1, xl,2m0−1〉, 〈Hxk,2m0 , xl,2m0−1〉, 〈Hxk,2m0−1, xl,2m0〉, and 〈Hxk,2m0 , xl,2m0〉 are all
zero for k /= l.
Proof. Note that in terms of the form that we show in Corollary 3.4 the lemma states that the
matrices H2 appearing in the upper left corner of the matrices Hk,l corresponding to odd blocks
are zero when we choose the Jordan basis appropriately.
In order to show how to deal with this an example is perhaps more informative than a complete
proof. 
Example. Let A = J3(a) ⊕ J3(a), where
J3(a) =
⎛⎜⎜⎜⎜⎜⎜⎝
0 a 1 0
−a 0 0 1
0 a 1 0
−a 0 0 1
0 a
−a 0
⎞⎟⎟⎟⎟⎟⎟⎠ .
Then, by what we have proved in Theorem 3.1 and Corollary 3.4, we have that H has the following
form, where each entry denotes a two by two matrix, stars denoting entries that are immaterial to
us, and C denoting the matrix C =
(
c −d
d c
)
:
H =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 a1I 0 0 ∗
0 −a1I ∗ 0 C ∗
a1I ∗ ∗ ∗ ∗ ∗
0 0 ∗ 0 0 a2I
0 CT ∗ 0 −a2I ∗
∗ ∗ ∗ a2I ∗ ∗
⎞⎟⎟⎟⎟⎟⎟⎠ .
Let us denote the Jordan basis with respect to which we have this form by e1, . . . , e12. We want
to construct another Jordan basis for A such that in the corresponding matrix for H the entries C
and CT are now zero. Obviously this will affect also the values of a1 and a2.
Consider first the matrix
H1 =
(−a1I C
CT −a2I
)
.
Note for convenience that  := detC = c2 + d2  0, and as we assume C /= 0 we have  > 0.
Also, it is straightforward that CCT = CTC =  · I . Put
S =
(
I I
a1C−1 0
)
.
Then
STH1S =
(
a1
(
1 − a1a2
)
0
0 −a1
)
.
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Let us consider the basis xi , i = 1, . . . , 12 given by
xi = ei + a1

(ce6+i − de7+i ), i = 1, 3, 5,
xi = ei + a1

(de5+i + ce6+i ), i = 2, 4, 6,
xi = ei−6 i > 6.
That is, if we construct
S˜ =
⎛⎜⎜⎜⎜⎜⎜⎝
I 0 0 I 0 0
0 I 0 0 I 0
0 0 I 0 0 I
a1
 C
T 0 0 0 0 0
0 a1 C
T 0 0 0 0
0 0 a1 C
T 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠
and build the matrix X by putting the vector xi in the ith column, then X = S˜. Note that, since C
is invertible, so is S˜, and hence the vectors xi form a basis.
First we check that the vectors xi form a real Jordan basis for A. Indeed, as the last six vectors
of this basis are the first six vectors of the original basis, there is nothing to prove for these vectors.
We have
Ax6 = Ae6 + a1d Ae11 +
a1c

Ae12
= (ae5 + e4) + a1d (−ae12 + e9) +
a1c

(ae11 + e10)
= a
(
e5 + a1c e11 −
a1d

e12
)
+
(
e4 + a1d

e9 + a1c

e10
)
= ax5 + x4
and also
Ax5 = Ae5 + a1c Ae11 −
a1d

Ae12
= (−ae6 + e3) + a1c (−ae12 + e9) −
a1d

(ae11 + e10)
= −a
(
e6 + a1d e11 +
a1c

e12
)
+
(
e3 + a1c

e9 − a1d

e10
)
= −ax6 + x3.
Likewise we have Ax4 = ax3 + x2 and Ax3 = −ax4 + x1, and finally
Ax2 = ae2 + a1d

Ae7 + a1c

Ae8
= ae1 − a1d

ae8 + a1c

ae7 = ax1
and similarly, Ax1 = −ax2. Hence the basis is a real Jordan basis for A. In other words, S˜−1AS =
A.
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Corresponding to this basis we compute the matrix H , or at least the part that is essential to
our goals. That is, we compute
H˜ = XTHX = S˜THS˜.
Put a˜2 = −
(
a1 − a
2
1a2

)
. Based on our earlier computation of STH1S it can be checked that
H˜ =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 a˜2I 0 0 ∗
0 −a˜2I ∗ 0 0 ∗
a˜2I ∗ ∗ ∗ ∗ ∗
0 0 ∗ 0 0 a1I
0 0 ∗ 0 −a1I ∗
∗ ∗ ∗ a1I ∗ ∗
⎞⎟⎟⎟⎟⎟⎟⎠ .
So, we have achieved in the left lower block and in the upper right block that the central entry is
zero. This concludes the example.
Note however, that the idea of the example will work in the general situation: if A has several
blocks with the same imaginary eigenvalue and the same size, then we will be able to make the
central two by two block entries in the off-diagonal blocks of H corresponding to this part of A
zero. This also means that we can construct a maximal H -nonnegative or maximal H -nonpositive
A-invariant subspace block by block. 
3.4. Construction of real invariant maximal semidefinite subspaces
In this subsection we make an explicit construction of an A-invariant maximal H -nonnegative
subspace, and of an A-invariant maximal H -nonpositive subspace when A is a real H -positive
real matrix, and H is a real symmetric invertible matrix.
We start by bringing the pair (A,H) to an appropriate simple form. After doing so we may
assume that
A = diag(J1, . . . JL, JL+1, . . . , JN , JN+1, JN+2),
where
1. Ji , i = 1, . . . , L is a Jordan block with zero eigenvalue of size ni × ni , with respect to the
basis xi,1, . . . , xi,ni ,
2. Ji , i = L + 1, . . . , N is a real Jordan block with eigenvalues ±ai of size 2ni × 2ni , with
respect to the basis xi,1, . . . , xi,2ni ,
3. JN+1 is a real Jordan matrix of size nN+1 × nN+1 with eigenvalues in the open right half
plane, with respect to the basis xN+1,1, . . . , xN+1,nN+1 ,
4. JN+2 is a real Jordan matrix of size nN+2 × nN+2 with eigenvalues in the open left half plane,
with respect to the basis xN+2,1, . . . , xN+2,nN+2 .
As usual, we shall denote mk = [(nk + 1)/2] for k = 1, . . . , N . With respect to this decom-
position we denote H = (Hk,l)N+2k,l=1.
We shall assume in addition that for the blocks with zero eigenvalue in case (1), when nk = nl
is odd, the Jordan basis is chosen in such a way that the condition in Lemma 2.8, part (e) holds,
and that for the blocks with imaginary eigenvalues in case (2), when ak = al and nk = nl is odd,
the real Jordan basis is chosen in such a way that the condition in Lemma 3.8 holds.
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Now put
M+i = span{xi,1, . . . , xi,mi }, i = 1, . . . , L,
when ni even, or ni odd with 〈Hxi,mi , xi,mi 〉 > 0,
M+i = span{xi,1, . . . , xi,mi−1}, i = 1, . . . , L,
when ni odd with 〈Hxi,mi , xi,mi 〉 < 0,
M+i = span{xi,1, . . . , xi,2mi }, i = L + 1, . . . , N,
when ni even, or ni odd with 〈Hxi,2mi , xi,2mi 〉 > 0,
M+i = span{xi,1, . . . , xi,2m1−2}, i = L + 1, . . . , N,
when ni odd with 〈Hxi,2mi , xi,2mi 〉 < 0.
Also, put
M−i = span{xi,1, . . . , xi,mi }, i = 1, . . . , L,
when ni even, or ni odd with 〈Hxi,mi , xi,mi 〉 < 0,
M−i = span{xi,1, . . . , xi,mi−1}, i = 1, . . . , L,
when ni odd with 〈Hxi,mi , xi,mi 〉 > 0,
M−i = span{xi,1, . . . , xi,2mi }, i = L + 1, . . . , N,
when nieven, or ni odd with 〈Hxi,2mi , xi,2mi 〉 < 0,
M−i = span{xi,1, . . . , xi,2m1−2}, i = L + 1, . . . , N,
when ni odd with 〈Hxi,2mi , xi,2mi 〉 > 0.
Finally, putMN+1 = span{xN+1,1, . . . , xN+1,nN+1}, andMN+2 = span{xN+2,1, . . . , xN+2,nN+2}.
We can now state our main result of this subsection.
Theorem 3.9. The subspace M+ = M+1 +˙ · · · +˙M+N +˙MN+1 is maximal H -nonnegative and
A-invariant. In addition it has the property that σ(A|M+) is in the closed right half plane.
The subspace M− = M−1 +˙ · · · +˙M−N +˙MN+2 is maximal H -nonpositive and A-invariant.
In addition it has the property that σ(A|M−) is in the closed left half plane.
Proof. The proof is based on two facts: the first one is that for each i = 1, . . . , N the subspacesM+i
and M−i are Ji-invariant and maximal Hii-nonnegative, respectively maximal Hii-nonpositive,
while MN+1 is maximal HN+1,N+1-nonnegative and JN+1-invariant, and MN+2 is maximal
HN+2,N+2-nonpositive and JN+2-invariant (see Lemma 3.6). The second fact is that, thanks to
the special construction involving the odd-order blocks having pure imaginary eigenvalues (cf.
Lemma 3.8), and using also Theorem 3.7 these spaces are all mutually H -orthogonal. We can then
finish the proof by using the well-known fact that the sum of H -nonnegative subspaces which are
mutually H -orthogonal is again H -nonnegative, and likewise for H -nonpositive subspaces. 
4. Application to pseudocanonical factorization
Let W(λ) be a rational m × m matrix function, with W(∞) = I and such that ReW(λ) is a
nonnegative matrix for every λ on the imaginary line which is not a pole of W .
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In this section we study pseudocanonical factorizations of such a function. A factorization
W = W−W+ is called a (right) pseudocanonical factorization if W+ and its inverse have no
poles and zeros in the open left half plane, and W− and its inverse have no poles and ze-
ros in the open right half plane, and, moreover, the factorization is minimal on the imaginary
line.
Let W(λ) = Im + C(λIn − A)−1B be a minimal realization of W . As usual, we shall denote
by A× the matrix A× = A − BC. It is known that there is a one-to-one correspondence between
right pseudocanonical factorizations of W and pairs of subspaces (M,M×) with the following
properties:
(i) M is an A-invariant subspace such that the restriction A|M of A to M has no eigenvalues
in the open right half plane, and M contains the span of all eigenvectors and generalized
eigenvectors of A corresponding to eigenvalues in the open left half plane,
(ii) M× is an A×-invariant subspace such that the restriction A×|M× of A× to M× has no
eigenvalues in the open left half plane, and M× contains the span of all eigenvectors
and generalized eigenvectors of A× corresponding to eigenvalues in the open right half
plane,
(iii) M +˙M× = Cn.
See, e.g., [15].
The property that the real part of W(λ) is nonnegative for pure imaginary λ translates into
properties of the matrices A, B, C in a minimal realization in the following way: there is a
hermitian solution to the algebraic Riccati equation
XA + A∗X = 1
2
(XB + C∗)(B∗X + C), (31)
(see, e.g., [4,13,14]). Moreover, every solution of this algebraic Riccati equation is invertible.
Note that from Eq. (31) we have that A is X-positive real. A simple calculation shows that
XA× + (A×)∗X = 1
2
(XB − C∗)(B∗X − C), (32)
and hence also A× is X-positive real.
Consider the subspace M− which is A-invariant and maximal X-nonpositive, as constructed
in Theorem 3.9. Also consider the subspace (M×)+ which is A×-invariant and maximal X-
nonnegative which we obtain from applying Theorem 3.9 to the X-positive real matrix A×. Then
for these subspaces the properties (i) and (ii) above hold. We shall show that for these subspaces
property (iii) holds automatically, thereby showing that a pseudocanonical factorization for W
exists.
As a matter of fact, we shall show a bit more.
Lemma 4.1. Let M be any A-invariant maximal X-nonpositive subspace, and let M× be any
A×-invariant X-nonnegative subspace. Then M +˙M× = Cn.
Proof. Since the dimensions of M and M× add to n all we need to show is that M ∩ M× = (0).
To do this, let x ∈ M ∩ M×. Since M is X-nonpositive, and M× is X-nonnegative, it follows that
〈Xx, x〉 = 0. Now we use the fact that the Cauchy–Schwarz inequality holds on M and on M×
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in the indefinite inner product given by X (even though it does not hold on the whole space, it
does hold on nonnegative subspaces and on nonpositive subspaces). Hence
|〈XAx, x〉|2  〈XAx,Ax〉〈Xx, x〉 = 0,
|〈Xx,Ax〉|2  〈XAx,Ax〉〈Xx, x〉 = 0.
Adding these two equations, and using (31) we see that
0 = Re〈XAx, x〉 = 1
2
‖(B∗X + C)x‖2.
In a similar way, using (32) we prove that
0 = Re〈XA×x, x〉 = 1
2
‖(B∗X − C)x‖2.
So (B∗X + C)x = (B∗X − C)x = 0. It follows that Cx = 0. This in turn implies that A×x =
(A − BC)x = Ax, which hence is a vector in both M and M×, i.e., in M ∩ M×. We have shown
that M ∩ M× is A-invariant and contained in ker C. Since the realization is minimal it follows
that M ∩ M× = (0), as desired. 
We conclude that the following theorem holds.
Theorem 4.2. Let W(λ) be such that W(∞) = I, and W(λ) has a nonnegative real part for pure
imaginary λ which are not poles of W. Then W admits a pseudocanonical factorization.
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