Abstract. Let R be a standard graded algebra over a field. We investigate how the singularities of Spec R or Proj R affect the h-vector of R, which is the coefficients of the numerator of its Hilbert series. The most concrete consequence of our work asserts that if R satisfies Serre's condition (S r ) and have reasonable singularities (Du Bois on the punctured spectrum or F -pure), then h 0 , . . . , h r ≥ 0. Furthermore the multiplicity of R is at least h 0 + h 1 + · · · + h r−1 . We also prove that equality in many cases forces R to be Cohen-Macaulay. The main technical tools are sharp bounds on regularity of certain Ext modules, which can be viewed as Kodaira-type vanishing statements for Du Bois and F -pure singularities. Many corollaries are deduced, for instance that nice singularities of small codimension must be Cohen-Macaulay. Our results build on and extend previous work by de Fernex-Ein, Eisenbud-Goto, Huneke-Smith, Murai-Terai and others.
Introduction
Let R = k[x 1 , . . . , x n ]/I be a standard graded algebra over a field k. Suppose R is a domain. How many independent quadrics can I contain? Such a question has long been studied in algebraic geometry, and some beautiful answers are known. For example, if k is algebraically closed, and I is prime and contains no linear forms, then the number of quadratic minimal generators of I is at most n−d+1 2 where d = dim R. Furthermore, equality happens if and only if R is a variety of minimal degree (see Theorem 5.6 for a generalization of this result to non-reduced schemes).
In another vein, a striking result by Bertram-Ein-Lazarsfeld ([3, Corollary 2]) states that if Proj R is smooth and the sum of n − d highest degrees among the minimal generators of I is less than n, then R is Cohen-Macaulay. We will also extend this result to mild singularities.
The common theme in the aforementioned statements is how the singularities of R affect its Hilbert function. This article grew out of an attempt to better understand this phenomenon. It turns out that such numerical information is most conveniently expressed via the h-vector. Recall that we can write the Hilbert series of R
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We will call the vector of coefficients (h 0 , h 1 , . . . , h s ) the h-vector of R. The bound on the number of quadrics mentioned above can be easily seen to be equivalent to the statement that h 2 ≥ 0. Furthermore, it is well-known and easy to prove that if R is Cohen-Macaulay then h i ≥ 0 for all i. A very concrete motivation for our work comes from the following question: Question 1.1. Suppose R satisfies Serre's condition (S r ). When is it true that h i ≥ 0 for i = 0, . . . , r?
An answer for this question when I is a square-free monomial ideal is contained in a beautiful result of Murai-Terai (the h-vector of a simplicial complex ∆ equals the h-vector of its Stanley-Reisner ring k[∆]).
Theorem ( [25] ). Let ∆ be a simplicial complex with h-vector (h 0 , h 1 , . . . , h s ). If k[∆] satisfies (S r ) for some field k, then h i ≥ 0 for i = 0, . . . , r.
In general, some additional assumptions are needed as shown in Remark 2.13 where, for any n ≥ 3, it is constructed a standard graded k-algebra R satisfying (S n−1 ) and having h-vector (1, n, −1). It even turns out that such an R has Castelnuovo-Mumford regularity 1 and is Buchsbaum. Contrary to this, we can surprisingly show the following, which is our main result: Theorem 1.2. Let R be a standard graded algebra over a field and (h 0 , . . . , h s ) be the h-vector of R. Assume R satisfies (S r ) and either:
(1) char k = 0 and X = Proj R is Du Bois. (2) char k = p > 0 and R is F -pure.
Then h i ≥ 0 for i = 0, . . . , r. Also, h r + h r+1 + · · · + h s ≥ 0, or equivalently R has multiplicity at least h 0 + h 1 + · · · + h r−1 .
If furthermore R has Castelnuovo-Mumford regularity less than r or h i = 0 for some i ≤ r, then R is Cohen-Macaulay.
Note that Theorem 1.2 generalizes the work of Murai-Terai, since a StanleyReisner ring is Du Bois in characteristic 0 and F -pure in characteristic p. The key point is to establish good bounds on certain Ext modules, just like what Murai and Terai did, but for ideals that are not necessarily square-free.
One can deduce other surprising consequences from our results. We discuss one of them now. There is a well-known but mysterious theme in algebraic geometry that "nice singularities of small codimension" should be Cohen-Macaulay. Perhaps the most famous example is Hartshorne's conjecture that a smooth subvariety in P n k of codimension e has to be a complete intersection provided e < n/3. Although this conjecture is wide-open, numerous partial results has been obtained, and many of them assert that such variety has to be projectively Cohen-Macaulay. One or our corollaries can be viewed as another confirmation of this viewpoint (extending [7, Corollary 1.3] For instance, the Corollary asserts that if I is generated by quadrics, then R is Cohen-Macaulay provided that it is Cohen-Macaulay in codimension e. Under stronger assumptions, it follows that R is Gorenstein or even complete intersection, see Corollary 5.5.
We now briefly describe the content and organization of the paper. Section 2 establishes all the important preparatory results. It contains a careful analysis of a property which we call (MT r ). This is a condition on regularity of certain Ext modules studied by Murai-Terai (these modules are sometimes called deficiency modules in the literature, see [27] ). It turns out that this regularity condition is precisely what we need to prove all the statements of the main theorem. We give a self-contained and independent proof that (MT r ) implies non-negativity of h i for i ≤ r, when equalities occur, and also that (MT r ) is preserved under generic hyperplane section. Our proofs work also for modules.
What remains, which is our main technical contribution, is to establish the condition (MT r ) for algebras with nice singularities. We achieve this goal in Sections 3 (characteristic 0) and 4 (positive characteristic). Our results there give strong bounds on regularity of the Matlis dual of the local cohomology modules of such algebras, and are perhaps of independent interests. As mentioned above, they can be viewed as Kodaira-vanishing type statements.
In Section 5 we put everything together to prove Theorem 1.2 and give several applications. Our bounds imply stringent conditions on Hilbert functions of algebras satisfying assumptions of 1.2, see Corollary 5.2. One can also show that certain algebras with nice singularities and small codimension must be Cohen-Macaulay, see Corollary 5.4. We also write down perhaps the strongest possible statement for h 2 (R), which can be viewed as generalization of the classical bound e(R) ≥ 1 + e where e is the embedding codimension, and the equality case which forces R to be rings of minimal multiplicity.
In the last section, we propose an open question which can be viewed as a very strong generalization of our result and prove a first step toward such problem, which generalized one of the main results of Huneke and Smith in [15] .
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Preliminaries
Set up 2.1. We will use the following notations and conventions throughout the paper: 
We also write p M (t) for the numerator and c r (M) for the quantity 
Motivated by this result, we make the following definition.
The analysis of this notion led us to a more direct proof of Theorem 2.2. We first note a few preparatory results. The following facts are trivial consequences of graded duality:
(1) The condition (MT r ) depends only on R and does not depend on the presentation R = S/I (we won't need this). 
Proof. This is well-known and easy, but we give a proof for convenience.
, then so are the following modules:
For the rest, we assume d = dim M ≥ 1. As l is generic, it is regular on M ′ , so from the short exact sequence 0
The bound on regularity of
follows from the property (MT r ) for M ′ and Proposition 2.5. For the module M/lM, note that we have the short exact sequence
Another application of the long exact sequence of Ext and the fact that M ′ /lM ′ is (MT r ) proves what we need.
The next proposition tracks the behavior of h-vector modulo a generic linear form for a module satisfying (MT r ). Let c r (M) be the quantity:
As l is generic, it is regular on M ′ and so
We also have the short exact sequence 0 → N/lN → M/lM → M ′ /lM ′ → 0, which gives:
We can now give a direct and simple proof of Theorem 2.2, extended to the module case.
Proof. We can extend k if necessary and hence assume it is infinite. Since M is (MT r ), we have N <r = 0 where N = H 
′ is Cohen-Macaulay, and so is M ′ . It follows that h j (M ′ ) = 0 for j ≥ i and reg M ′ ≤ i − 1. Write M = F/P where P is the first syzygy of M. Then N = Q/P for Q ⊆ F , and
Q is generated in degree at most i. But N ≤i = 0 (we already know that N <r = 0, if i = r then the equality h r (M) = h r (N) + h r (M ′ ) forces h r (N) = N r = 0). Thus Q = Q ≤i ⊆ P , and N = 0. The rest follows as in the first part. Example 2.10.
(
The following connects Serre's condition (S i ) to dimension of Ext, it appears without proof in [29 
the Krull dimension of the zero-module is −∞).
Proof. Recall that dim R = d and ht I = e. Assume first that R satisfies (S r ). If i < r ≤ depth R, there is nothing to prove because Ext
For the other direction, for all h = e, . . . , n let us denote by V h the set of prime ideals of S of height h containing I. We have the following chain of equivalences:
(where in the equivalence between the second and third line we used the equidimensionality of R).
for all h = e, . . . , n (because i < b ≤ r).
Remark 2.12. In Proposition 2.11, the equidimensionality of R is needed only in the case " r = 1"
On the other hand, an argument similar to the one used to prove Proposition 2.11 shows that dim R/p = dim R for all associated prime ideals if and only if dim Ext
We conclude this section with the following remark that shows that we cannot hope to answering "always!" to Questions 1.1. 
Setting R = S/I, we claim the following properties:
For it, let us notice that, for any term order on S, the set {x i x j : 1 ≤ i ≤ j ≤ n} ∪ {x 1 y 1 + . . . + x n y n } is a Gröbner basis by Buchberger's criterion. So we can choose a term order such that the initial ideal of I is
So depth R ≥ depth S/J = n − 1 and
(1 − t) n . In particular, R is not Cohen-Macaulay, therefore depth R = n − 1. We have 1 ≤ reg R ≤ reg S/J. Since it is a monomial ideal, it is simple to check that J has linear quotients, so reg S/J = 1. Finally, take a prime ideal p ∈ Proj S containing I and consider the ring S p /IS p . Notice that there exists i such that y i / ∈ p, so
Therefore, by denoting S
that is certainly Cohen-Macaulay. For the last point, notice that we have a short exact sequence:
·(x 1 y 1 +...+xnyn)
m (S/I) is the kernel, but it is easy to compute that, up to scalar, the only element in the kernel is the element
Thus we are done.
Regularity bounds in characteristic 0
In this section we establish the key vanishing result in the characteristic 0 that is needed in Theorem 1.2 stated in the introduction. As explained in Section 2, we need to establish condition (MT r ) (Definition 2.3) for nice singularities satisfying Serre's condition (S r ). The following gives a bound on regularity of Ext i S (R, ω S ) which is crucial. We begin by recalling the definition of Du Bois singularities.
Suppose that X is a reduced scheme essentially of finite type over a field of characteristic 0. Associated to X is an object Ω is an isomorphism.
To this purpose, we will use ω • R to denote the normalized dualizing complex of R, thus h −i (ω
Note that when R (resp. X) is Du Bois, we have ω
. We begin by recalling some vanishing/injectivity result that we will need:
1 This means π is a log resolution of (Y, X) that is an isomorphism outside of X. We note that this is not the original definition of Ω 0 X but it is equivalent by the main result of [28] . 
Theorem 3.2 (Lemma 3.3 in [18]). h
We are now ready to prove Proposition 3.1:
for all m > 0 by Theorem 3.3 (here L = O X (1) is very ample, and since X has Du Bois singularities ω
for all i and j ≥ 2. We next consider the case j = 0. We note that by Theorem 3.4 we have 
It remains to prove the case j = 1. By Theorem 3.2 we have
At this point, we note that the long exact sequence of local cohomology of (1) implies that
Thus we have a spectral sequence
, and we already know the latter one vanishes in degree > 0 for all i and j = 1, thus (E ij 2 ) <0 = 0 for all i and j = 1. Therefore the spectral sequence in degree < 0 degenerates at E 2 -page. It follows that
Regularity bounds in positive characteristic
The purpose of this section is to prove the analog of Proposition 3.1 in characteristic p > 0. The natural analogous assumption would be to assume X = Proj R is F -injective. Albeit we do not know any counterexample to the thesis of Theorem 1.2 under the assumption that X is F -injective, we know that Proposition 3.1 is not true in positive characteristic (as Kodaira vanishing fails even if X is smooth). As usual for this business, we can settle the problem assuming that R itself is F -pure.
Proof. Let q = p t for some t ∈ N. Given an R-module M, we denote by q M the R-module that is M as an abelian group and has R-action given by r ·m = r q m. The statement allows to enlarge the field, thus we can assume that k is perfect. Under the assumptions, by [13, Corollary 5.3 ] the tth iterated Frobenius power F t : R → q R splits as a map of R-modules, so for any j = 0, . . . , n the induced map on local cohomology
is an injective splitting of R-modules as well. Notice that a degree s element in
. By abuse of notation, from now on we will write F t for H j m (F t ). Let us apply to such map the functor − ∨ = Hom k (−, k), obtaining the surjective splitting of R-modules:
while it has degree s if u = qs. By graded Grothendieck's duality, we therefore have a surjective splitting of R-modules
which "divides" the degrees by q. By applying the local cohomology functor H k m (−) to the above splitting, we get a surjective map of graded R-modules
S (R, ω S )) dividing the degrees by q. Hence, because q can be chosen arbitrarily high, the graded surjection of R-modules H
) s is actually 0 whenever s > 0.
Applications and examples
In this section, we first put together our technical results to prove main Theorem 1.2.
Proof of Theorem 1.2. Assume R satisfies (S r ) and one of the assumptions: X = Proj R is Du Bois (characteristic 0) or R is F -pure (characteristic p). We can extend k if necessary and hence assume it is algebraically closed. By Theorem 2.8 and Proposition 2.9, all the conclusions follow if we can establish that R is (MT r ). But Propositions 2.11 tells us that dim Ext 
Proof. The Hilbert series of R can be written as:
where r i = dim k R i . By comparing coefficients in ( * ) we always have:
− r i , what we need to prove amount to:
The l-th coefficient on both sides give exactly the equality we seek.
From the equality above, the following is an immediate consequence of our main Theorem 1.2. Then for each l ≤ r, we have: The next corollary fits the well-known but mysterious theme that "nice singularities of small codimension" should be Cohen-Macaulay. Proof. By Corollary 5.4, R is Cohen-Macaulay. Let X = Proj R. The assumption of smoothness and n ≥ 2e + 3 implies that Pic(X) = Z, generated by O X (1), see [21, Theorem 11.4] . It follows that the class group of R is trivial, and therefore the canonical module is free.
Our methods also give streamlined proof and sometimes strengthen known results.
Here is a statement on h 2 that can be seen as a modest extension of [9, Theorem 4.2]. − dim k J 2 . It follows that h 2 (R) ≥ h 2 (T ). One also easily see that e(R) ≥ e(T ). So we may replace R by T and assume R is reduced. We may assume now that d = dim R ≥ 2.
Let l be a generic linear form,R = R/lR and R ′ =R/N with N = H 0 m (R). Bertini Theorem tells us that one Proj R ′ is still connected in codimension one and reduced. Since R is connected and reduced, H 
Thus by induction on dimension, we can assume dim R ′ = 2. But here H 0 m (R) ≤1 = H 1 m (R) ≤0 = 0 say precisely thatR is (MT 2 ) (see Proposition 2.4). Our Theorem 2.8 now applies to show the needed inequalities (note that e + 1 = h 0 (R) + h 1 (R)). If any equality happens, then Theorem 2.9 asserts that R is Cohen-Macaulay (necessarily of regularity 2). To finish we now claim that if dim R ≥ 2 and R/lR is Cohen-Macaulay for a generic l, then so is R. Let N = H 0 m (R) and R ′ = R/N. We obtain an exact sequence 0 → N/lN → R/lR → R ′ /lR ′ → 0. But since R/lR is Cohen-Macaulay of dimension at least 1, N/lN = 0, which forces N = 0, thus l is regular on R and we are done. If (h 0 , . . . , h s ) is the h-vector of R, is it true that h i ≥ 0 whenever i = 0, . . . , r? If furthermore R has Castelnuovo-Mumford regularity less than r, is it true that R is Cohen-Macaulay? The first step to answer 6.1 would be to relax the condition X = Proj R is Du Bois (i.e., R is Du Bois in codimension ≤ d−1) in key Proposition 3.1 to R being Du Bois in lower codimension. This amounts to strong Kodaira-vanishing type statements. At this point we can prove the following, which is a generalization of [15, Theorem 3.15] . 
where the first 0 is by Theorem 3. 
