This paper investigates vertical price transmission along the milk supply chain in the Russian market using a vector autoregression model. Monthly farm-gate and retail prices were used in the analysis. Using cointegration technique, we find no empirical evidence for cointegration between farm-gate and retail prices. We show that there is bidirectional Granger causality from farm to retail prices and vice versa. However, response of the farm-gate price to a change in retail price is greater and slightly longer than price response of the retail price to a change at the farm level. The results support the assumption that price changes are not transmitted efficiently from one level to another.
Introduction
In Russia, dairy producers express concerns about the fact, that price changes are not transmitted efficiently from farmers to retailers. This state of play caused reallocation of incomes from rural sector to other sectors. There was a great deal of studies to analyze vertical price transmission that applied time series econometric procedures. However, much analysis on vertical price transmission in the food markets focuses only on selected countries rather than Russia. In this context, we are motivated to study vertical price transmission along the dairy supply chain in Russia to get good insight into the price interaction at the various levels of marketing chain (farm-retail). There is some gap in our knowledge concerning price transmission on Russian food markets that the paper sought to fill. Kharin (2015) used farmgate and retail prices for estimating the vertical price linkages along the whole milk supply chain in one of the Russian region. The findings provide evidence of unidirectional Granger causality from retail to farm prices and not vice versa. Pokrivcak and Rajcaniova (2013) examine price transmission mechanism between farm and retail levels in vertical chain of potatoes in Slovakia. They found an evidence of structural break and existence of asymmetry in price transmission along the potato supply chain. Dai Jiawu et el. (2017) estimated the VAR systems for pork retail price and price transmissions in different links of China. Empirical results indicated the asymmetry of price transmission in the Chinese pork market, and demand and supply shocks from three food scare incidents were found to impact retail price and price transmissions differentially. Byeong-il Ahn and Hyunok Lee (2015) investigate the asymmetry of price transmission in the marketing chain of shipping points and terminal markets for fresh fruits in the western United States. Their results indicate that the price adjustments and asymmetry patterns are closely related to product characteristics, especially the intensity of product perishability. In the study of Zhuo Ning and Changyou Sun (2014) , the degree of vertical integration and the presence of asymmetric price transmission are investigated for saw timber and lumber products in the southern and western United States. Asymmetric price transmission is found along the timber supply chain. In the long term, prices are more responsive when the price margin is increased than decreased. The paper by Byeong-il Ahn and Hyunok Lee (2013) extends the estimation of price relationships in wood processing and empirical assessment of asymmetric price transmission by incorporating time lags in both explanatory and dependent variables. The empirical findings in this study suggest the potential for lower wholesale prices of fiberboard with more competition in wholesale marketing. Fousekis et el. (2016) [ 16] investigate vertical price transmission in the US beef supply chain. The empirical results indicate the presence of asymmetry in magnitude for the pair of markets farm-wholesale and the presence of both asymmetry in speed and asymmetry in magnitude for the pair of markets wholesale-retail.
In general, it is clear, that, mostly, prices are imperfectly transmitted along the supply chain. That is, a shock to prices at one level (say, the farm level) is not instantaneously passed through to wholesale and retail prices, as assuming perfect competition and zero profits would predict. There are good reasons for less than full pass-through apart from the existence of market power (for example, menu costs to changing prices, fixed-price contracts).
The main aim of this paper is to investigate vertical price transmission on the diary market in Russia. The paper addresses following research questions. Firstly, the long-term relationship between the milk prices at farm-gate and retail level is analysed. Subsequently, the price transmission elasticity is estimated. The contribution of the paper is twofold. Firstly, it provides a review dealing with the issue of price transmission in Russian dairy market. Secondly, it gives empirical evidence of vertical price linkages in the Russian dairy sector by taking into account the structural breaks.
Materials and methods
The price transmission analysis has been carried out using monthly dairy prices from 2002 to 2014 at the farm-gate and retail levels in Russian Federation. The source of the data is the Federal State Statistics Service of Russia. We use the logarithmic transformation of monthly prices measured in Russian rubles per liter.
The influence of farm-gate (retail) price on retail (farm-gate) price is investigated using multiple linear regressions. Initially, we consider P 1t to be the (natural) logarithm of retail price and P 2t to be the (natural) logarithm of farm-gate price.
Then we specify the model (Ansah, 2012)
where t -index of time, α -constant term (the log of a proportionality coefficient), 
where P t -natural logarithm of the price, c -intercept, t -linear time trend. This regression includes k lagged first differences to account serial correlation.
Phillips-Perron test builds on ADF test. While the ADF test uses a parametric autoregression, a great advantage of PP test is that it is nonparametric, i.e. it does not require to select the level of serial correlation as in ADF. The main disadvantage of the PP test is that it works well only in large samples. And it also shares disadvantages of ADF tests: sensitivity to structural breaks, poor small sample power resulting.
The Phillips-Perron and ADF tests specify the null hypothesis that a time series is non-stationary, i.e. unit root is present. In small samples, the general observation is that the Augmented Dickey-Fuller and Phillips-Perron tests have low power.
Often structural breaks present in time series (for instance, change in government policy which is denoted with G t in equation 1). Structural breaks can result in wrong conclusion about the presence of unit root. Therefore, we should apply unit root test taking into account the presence of structural breaks.
Zivot-Andrews (1992) test is an Augmented
Dickey-Fuller (ADF) based unknown structural break test which estimates the model assuming a possible break at each point and chooses the break date where the t-statistic from ADF test of unit root is at minimum. In our case, ZA test is more preferable as we do not know the exact date of structural break (in comparison with other unit root tests for structural breaks).
The test runs the following three regression models:
1. model A which allows for a one-time change in the intercept of the series;
2. model B which permits a one-time change in the slope of the trend function;
3. model C which combines a one-time structural break in the intercept and trend.
The models are given below:
where D t is a dummy variable to capture an intercept shift occurring at each possible break date (T B ), and DT t is a trend shift dummy variable. D t equals 1 if t > T B , and 0 otherwise; and DT t equals t -T B if t > T B , and 0 otherwise.
The null hypothesis in all the three models is that the series contains a unit root with a drift that excludes any structural break, while the alternative hypothesis implies that the series are a trendstationary with a one-time break occurring at an unknown point in time.
Co-integration means that prices move closely together in the long-run, while in the short-run they may drift apart. There might be a linear combination of same integrated price series that is stationary. Co-integration analysis is used to estimate long-run price relations between non-stationary and same integrated variables.
Given that some of price series will be nonstationary, we will apply conventional GrangerEngle approach to test for co-integration. Engle and Granger (1987) used a technique to test for co-integration which included the static following regression estimated with OLS:
If and are I(1) price series, then the residuals ν t from the regression would be I(0) if they are co-integrated. So, if the residuals are I(1) we accept the null hypothesis of non-cointegration, otherwise, if the residuals are stationary, I(0), we reject the null hypothesis and accept that and are co-integrated.
ADF test for unit roots is applied to residuals from the co-integrating regression. First, we should test whether the price series have the same order of integration using unit root tests. If both price series have the same order of integration, we will carry out test for co-integration between the prices.
However, the power of Engle-Granger test is decreased if there is a structural break in co-integrating relationship. To avoid this problem, Gregory and Hansen (1996) improved the EngleGranger regression in order to take into account structural breaks in the intercept or in the intercept and trend. These models are specified as follows:
Model C/T: Level shift with trend
Model C/S: Regime shift
where φ t -dummy variable equals 1 if t >T, 0 otherwise; T = [nτ] point at which a break occurs (n -sample size, τ (0,1)).
Gregory and Hansen (1996) suggested three statistics for aforementioned models: ADF * , Z a * , Z t * . They are corresponding to the traditional ADF test and Phillips type test of unit root on the residuals.
First, for each possible breakpoint T, estimate the models (8)- (10) 
where υ t -the white noise, n,q -the lag order of P 2 and P 1 variables respectively.
In our study, P 2 and P 1 is the retail and farm-gate prices, the α's and β's are parameters. We test for the significance of the β's and if they are jointly significant, then we conclude that P 1 Granger causes P 2 . We assume that there is a linear relationship between the farm-gate and retail prices. The Granger causality test needs that the variables should be stationary.
In order to determine the optimum lags in the models, the Akaike (1973) 
where P 1t and P 2t -farm-gate and retail prices, P 1t-k and P 2t-k -lagged farm-gate and retail prices.
If the price series are stationary we model them by directly fitting a VAR to the data. If the series are non-stationary we take differences to make them stationary and then we fit a VAR model. In both cases, the models are estimated equation by equation using the method of least squares. For each equation, the parameters are estimated by minimising the sum of squared εt values.
The VAR model includes the Granger causality results (testing whether one price variable is useful in forecasting another). As a drawback, individual coefficients in the estimated VAR models are often difficult to interpret, users of this technique often estimate the impulse response function (the response of one price variable to a sudden and temporary change in another price variable). The VAR model generates the impulse response function that indicates us about how fast a price shock at one price transmits towards another price. It describes the response of one variable to an impulse of another variable.
Results and discussion
Stationarity of the price series was checked with the conventional ADF test and Phillips-Perron test. The number of optimal lags was determined using mBIC. Our preliminary visual examination of price series graphs gives us the insight that model for unit-root test should contain constant and a time trend. The null hypothesis H0 is rejected if the critical value is greater than test statistic (p-value is less than level of significance).
The results are summarized in table 1.
The output presented in table 1 shows that null hypothesis of stationary price series in levels was rejected for all variables except for farm prices for whole milk. The lag length was 6. However, at higher lag length the null hypothesis of stationarity for farm price series was rejected as well. Tests based on first differences show that all [19] Notes: ** -null hypothesis of non-stationarity rejected at 5% of significance; *** -null hypothesis of non-stationarity rejected at 1 % of significance; the value in parentheses indicates p-value. Source: own calculations Hence, we can conclude that all price variables are integrated of the order one, I (1). Our findings allow us to assume that there is co-integration between farm and retail dairy prices which is required to be investigated.
Price Transmission Analysis: the Case of Milk Products in Russia
As we were saying above, the presence of structural breaks can lead to wrong conclusions concerning time series stationarity. To solve this problem, we investigated the stationarity using Zivot-Andrews (1992) approach. The results are presented in table 2.
From the table 2, we can see that we cannot reject null hypothesis of non-stationarity at 1% and 5% of significance. Therefore, structural breaks are insignificant and we will not take them into account. Hence, we can sum up that our price series are I (1) and we first will run the conventional test of Engle and Granger and then Gregory-Hansen tests.
Within this test for co-integration the static equation is first estimated with OLS and then the stationarity of the residuals of the relationship (between farm and retail prices for whole milk) is tested with the ADF test using the critical values proposed by MacKinnon (1991) . If the residuals are revealed to be stationary, the price pair is identified to be cointegrated. We set the maximum lag in accordance with Schwert (1989) rule and used the information criterions to select appropriate lag lengths. ADF test statistics for Engle-Granger test are shown in table 3.
As we can see, we cannot reject the null hypothesis of non-cointegration in the milk farm-retail chain.
According to the findings in the table 4, we also can not reject the null hypothesis of GregoryHansen cointegration test since two or more test statistics exceed critical values at 1% and 5% level of significance. When we select a significance level, one should pay attention to the sample size. With a small sample size, it is more likely to get a random result. Therefore, we can apply a higher probability of Type I error. If we increase a sample size, random deviations compensate for each other, and it is less likely to obtain a significant difference in homogeneous samples. Therefore, it is necessary to apply a lower significance level. If the sample size is small (less than 100 variables), it is possible to reject the null hypothesis at a significance level of 5 % or even 10 %. Our price series are more than 100 variables. Bross (1971) points out that the continuing usage of the 5% level is indicative of another important practical point: it is a feasible level at which to do research work.
Hence, we found that both price pairs are not co-integrated and we will specify and estimate VAR model in first differences. According to our findings, we can specify VAR model in first differences and estimate dynamic effects in farmretail price relationships via Impulse Response Function graphs (table 5 and figure 1 ).
Then we should implement Granger causality F-tests of zero restrictions within the framework of VAR. In order to estimate the possible direction of price transmission, we carried out Granger causality test. The appropriate lag length was selected in accordance with BIC. In order to avoid autocorrelation problem we computed HAC (heteroskedasticity and autocorrelationconsistent) standard errors within the model. As shown in table 6, the direction of price transmission goes from retailers to farmers and vice versa.
[20] 3. *** -1 % significance level; ** -5% significance level; 4. ∆lnFarm_milk -farm log-price for whole milk (in first difference); ∆lnRetail_milk -retail log-price for whole milk (in first difference); 5. Lag order has been selected in accordance with information criteria (SBIC); 6. Since time trend is statistically insignificant and also have not significant effect on the whole regression model, this variable was eliminated from the model. Source: own calculations [21]
Notes: ∆lnFarm_milk -farm log-price for whole milk (in first difference); ∆lnRetail_milk -retail log-price for whole milk (in first difference); *** 1 % significance level; ** 5% significance level; Source: own calculations Hence, the results of the VAR indicate that there is a positive and significant relationship between the farm-gate price for whole milk and the retail price. Further from the analysis of the impulse response function (figure 1) we revealed that a one-standard deviation shock to retail price causes an increase in farm price, followed by a gradual decrease until the effect dies out after 16 months. Farm price change reaches a maximum on the second month after the initial retail price change shock to the economy. A one-standard shock to farm price causes retail price to peak immediately, then it begins to decrease until the effect dies out after 14-15 months. The responses are all positive at each period of responsive period.
Conclusion
In this study we have investigated relationship between the farm-gate and retail prices for milk in Russia. Structural break tests revealed breaks but they were insignificant and have not been taken into account. Vertical price transmission was evaluated in the co-integration framework, using classical Engle-Granger and Gregory-Hansen approaches. The results have shown that a long-run co-integration relationship does not exist between farm and retail prices, that is, they do not move together. That is quite surprising that this finding is not in line with most studies on price transmission on the East European milk markets which found price series co-integration (Kharin et el., 2017; Lajdova and Bielik, 2015; Falkowski, 2010).
We have found evidence that change in one price has a significant effect on another one, that is, Granger test established bidirectional Granger causality from farm to retail prices and vice versa. However, response of the farm-gate price to a change in retail price is greater and slightly longer than price response of the retail price to a change at the farm level. One of the factor, underlying the fact that retailers have more market power than farmers. However, the argument about asymmetric price transmission goes further. The assertion is that, due to imperfect price transmission (especially caused by market power), a price reduction at the farm level is only slowly, and possibly not fully, transmitted through the supply chain. The implication is that the profit margins of the oligopolistic actors (those with the market power) will be higher than normal.
The absence of market integration in our study and complete pass-through of price changes [22] from farmers to retailers has important implications for economic welfare (Rapsomanikis et el., 2003) . Imperfect price transmission arising either due to trade and other policies, or due to transaction costs ( poor transport and communication infrastructure), results in a reduction in the price information available to economic agents and consequently may lead to decisions that contribute to inefficient outcomes.
Our study will help the Russian authorities that need to have a transparent picture in the price transmission on the milk market, and support the rural sector in the aspect of distribution and balancing of subsidies in the dairy chain. This study can be extended with including wholesale level in the analysis as well as using a wider range of advanced unit root and co-integration tests under multiple structural breaks.
