In this paper an efficient approach to nonlinear non-Gaussian state estimation based on spline filtering is presented. The estimation of the conditional probability density of the unknown state can be ideally achieved through Bayes rule. However, the associated computational requirements make it impossible to implement this online filter in practice. In the general particle filtering problem, estimation accuracy increases with the number of particles at the expense of increased computational load. In this paper, B-Spline interpolation is used to represent the density of the state pdf through a low order continuous polynomial. The motivation is to reduce the computational cost. The motion of spline control points and corresponding coefficients is achieved through implementation of the Fokker-Planck equation, which describes the propagation of state probability density function between measurement instants. This filter is applicable for a general state estimation problem as no assumptions are made about the underlying probability density.
INTRODUCTION
This paper presents a multivariate spline filter as a solution to implementation problem for nonlinear Bayesian estimator. Generally, a good representation of the probabilities and likelihood functions is essential to the success of the filtering algorithm in nonlinear estimation problems. A variety of numerical methods have been developed to address the problem which include the Extended Kalman filter(EKF) [5] , unscented Kalman filter(UKF) [8] and various Sequential Monte Carlo filters [1] [7] [20] . The idea of using discrete splines and spline filtering is discussed in [18] . A varied implementation of the particle filter using log homotopy is discussed in [19] . In particle filtering , the computational load increases exponentially with number of particles as described in [21] . A continuous-discrete state estimation problem is presented in this paper. A multi-dimensional B-spline based approach is used to obtain a continuous representation of the probability density function over the target space.
In the literature, methods to construct splines for representing a probability density are widely analyzed in various application areas [6] [12] [14] [15] [16] . While working with clustered data, spline methods for representing the date can account for cluster correlation and are non-local as described in [16] . Since the elements in the state vector are cross correlated, spline methods are used in this paper to represent the probability density of the state as opposed to kernel methods. An approach using monosplines to address the problem of nonlinear estimation using quadratures is presented in [11] . This approach assumes that the process and measurement noises are zero mean Gaussian. In [4] , another method is presented to obtain the nonlinear estimate of phase demodulation with a two dimensional phase process model as an alternative to fourier filter. In [17] , a method for solving nonlinear estimation problems using splines is presented in which the nonlinear function is converted to linear in a higher dimensional space. Spline based filtering for target tracking allows easy manipulation of the density functions since they are polynomials of finite order. For instance, it is a straightforward process to find the target probability in any region in the state space by evaluating the integral of the spline representation over that region.
However, to be of practical use in estimation, it is essential to extend the univariate filter to a multidimensional one. This is achieved using tensor product approach. Although the complexity of the tensor product approach increases exponentially with dimension, complexity can be reduced by exploiting the structure of the linear system that needs to be solved to construct the spline polynomial. Once the target probability density function is represented by an equivalent B-spline representation, the prediction and update steps are implemented. For prediction, a practical implementation of the Fokker-Planck-Kolmogorov equation is used. In solving the Fokker-Planck-Kolmogorov equation no assumptions are made about the probability density of the state. The predicted pdf at each instant is used in the update step to find the final updated density of the state. The resulting multi-dimensional filter can be used in the most general circumstances and the density could even be multi-modal.
The rest of the paper is organized as follows. Section 2 presents ideal nonlinear Bayesian filtering, state equation, measurement model, prediction step and the update step. The spline polynomial being used in the filter is discussed in section 3 where the definition of B-splines, their relevant properties, evaluation and construction are described. The extension of the single dimensional spline polynomial to multidimensional one using tensor product approach is also described in that section. The initialization, prediction and update steps of spline filter are described in section 4. Finally, section 5 concludes the paper.
NONLINEAR BAYESIAN FILTERING
The general target dynamic model, which governs the evolution of the state sequence is assumed to be of a continuous discrete nature. The system state is assumed to evolve in continuous time according tȯ
where
the state vector of the system at any time t, f [t, X(t)] is possibly a non linear function vector valued function of the state X(t), G(t, X(t)) is an n × m real matrix and η t is a zero mean continuous time white process noise with intensityQ(t) and autocorrelation
The objective of target tracking is to recursively estimate X(t) from the measurements obtained at discrete times as
where Z(t k ) is the measurement at time instant t k , H k is, in general, a nonlinear function and w k is an i.i.d. measurement noise sequence of known statistics.
In filtering, the main purpose is estimating the probability distribution of the state X(t) conditioned up to the current time step. This leads to the pdf p(X(t k )|Z(1 : k)) which can be obtained probabilistically in two steps: prediction and update. It is assumed that the initial pdf p(X(0)|Z(0)) of the state vector is available. Suppose the prior pdf p(X(t k−1 )|Z(1 : k − 1)) at time t = k − 1 is available. Then the pdf associated with the predicted state can be obtained using the continuous system model (1) via Kolmogorov forward or Fokker-Planck equation [5] .
where p(X(t)) denotes the state density at time t and Z(1 : i) = Z(1), . . . , Z(i) denotes the set of measurements up to time i.
The pdf associated with the update state is given by Bayes equation
where the denominator
is a normalization term. The normalization term depends on the likelihood function p(Z(t k )|X(t k )) defined by the measurement model (3).
A practical implementation of the Fokker-Planck equation is discussed in the following sections.
B-SPLINES
This section briefly introduces B-Splines and their properties. The reader is referred to [3] and [22] for a detailed background on splines. The spline interpolation in B-form is given by [3] B
is the j th B-spline of order p for the given knot sequence t. of the two variables t and x is to be taken by fixing x and considering it as a function of t alone.
From definition, the first order B-spline is given by
Starting from the first order, the higher order B-splines can be constructed using the recurrence relation
with
Positivity Property of B-Splines
The B-spline B j,p,t is made up of at most p nontrivial polynomial pieces and vanishes outside the interval [t j , . . . , t j+p ] and is positive on the interior of that interval [3] i.e.,
while
With the positivity property of B-splines and having α i ≥ 0 for all i, the positivity of spline representation of probability and likelihood functions are ensured.
Integral of B-splines
The integral of B-spline, for t 1 ≤ x ≤ t s , is given by
Construction of B-splines
The basis sequence of B-splines B j for j = 1, . . . , n are linearly independent [3] . Thus the space defined by the span of the B-spline basis functions B j 's is n-dimensional. If the strictly increasing sequence t = τ 1 , τ 2 , . . . , τ n of data sites is given, then for a given function g, the spline f n j=1 α j B j agrees with g at τ , if
This is a linear system of n equations with n unknown α i 's with coefficient matrix (B j (τ i )), the spline collocation matrix.
Multidimensional Spline
The spline definition given above can be generalized to estimate multidimensional state vectors using the tensor product approach [13] [3] . A tensor product of two linear spaces of functions in abstract algebra is defined as follows.
Let U and V be linear space of functions defined on real sets X and Y , respectively. Then for each u U and v V , the function
is called the tensor product of u with v an denoted by u ⊗ v.
Further, the set of all finite linear combinations of functions on X × Y of the form u ⊗ v is called the tensor product of U with V and is given by
Using this approach, a bivariate B-spline is obtained as
This concept can be extended to any finite dimensional space and thus provides a mechanism to construct multidimensional B-splines.
SPLINE FILTER
This section describes the prediction and update steps of the optimal recursive Bayesian filtering using spline representation of density and likelihood functions as described in [9] and [13] .
Prediction
The prior density of the state is represented by p(X(t k−1 )). It is the density of the state at time t k−1 conditioned on the measurements from time instant 1 to k − 1. Assume that the spline representation
Then, the prediction step of the spline filter involves solving the integral (4) numerically. The propagation of state's pdf between the measurement instants is governed by the forward diffusion equation or the Fokker-Planck equation or Kolmogorov forward equation. This can be done by representing p[X(t)] using B spline representation as described in (4) . (20) Opening out the equation using product rule to obtain
Derivative of a spline polynomial is another spline polynomial of lower order [3] 
where B jp is the j th B-spline of order p and the knot sequence is unchanged. The 
∂ ∂x(t) B(x(t)) and
t k t k−1 ∂ ∂t p[X(t)] = p[X(t k )] − p[X(t k−1 )](23)
Numerical Integration
In general, numerical integration is used to solve the Fokker-Planck equation by discretizing the state and time space. However, the main advantage of using the spline approximation is that there is no need to perform the discretizing in the state space. Discretion is performed only in time space.
Imposing pdf property to spline
When state density is represented using spline polynomials, the values of the probability density must be kept positive. When the derivative of the density spline
is found, it has certain negative values corresponding to the points where the slope is negative. However, when the prior density is added to it, the negative part of the density should be canceled to leave a positive predicted state density. The predicted pdf must always be positive for every value of X. Thus, a condition is imposed to ensure that the spline representation predicted in the problem must be positive for every value of X.
Moving Spline Points
The domain of the state space having a significant mass of the pdf should be identified for implementing the Fokker-Planck equation and the Bayes formula effectively. However, if the limits of the domain are set too narrow then the evolved pdf may have significant mass outside the selected domain. If the limits of the domain are set too wide then the associated computational complexity increases, without a significant improvement in accuracy. The limits of the domain have to be optimally chosen keeping aforementioned problems in mind. However, the state pdf evolves in time and hence the limits of the state variable domain need to be recursively evaluated for each propagation time instant to represent the state density more accurately.
Update Step
The spline representation of predicted density B k|k−1 (X(t k )) is available and the update step involves solving (5) . This can be done by constructing the spline representation B l,k (X(t k )) of the likelihood function p(Z(t k )|X(t k )) over the interval [t 1 (k − 1), . . . , t s (k − 1)]. The same knot sequence is used to construct the spline interpolation of the likelihood function in order to reduce the computational cost of multiplying B k|k−1 (X k ) and B l,k (X k ). The spline interpolation of the update density is then calculated as
The spline function for the updated posterior density B k|k (X(t k )) is now available. However, in many cases it is possible to remove the insignificant end portion of the posterior density with lower target probability. This is done by finding the integral value of 
Finding Estimate
The mean of the state estimateX(t k ) at time step t = k is calculated by
Finding the higher moments is also straightforward with spline filter approach.
Initialization
The spline filter is initialized by constructing the spline interpolation B 0|0 of the pdf p(X(0) | Z(0)) of initial target state. The initial state probability density function is available as a set of data points, which consist of value of the state variable and corresponding probability density values. Suppose the initial probability density of the state vector is available as a set of data points as shown in figure 1(a) . A B-spline interpolation can be fitted smoothly to the available data as shown in figure 1(b) . The values of the Spline polynomials (denoted as + signs on the graph), evaluated at the knots (the X coordinates corresponding to the + signs) are the same as the values of the probability density function of the state vector at those knot points.
CONCLUSIONS
This paper described a newly developed algorithm to implement nonlinear/non-gaussian Bayesian filtering. BSpline interpolation is used with tensor product approach to generalize it to multidimensional spaces. The numerical methods used to evaluate the prediction and update steps for the filter have been illustrated. The region of the target state space having a significant target probability density, is considered, while defining the knot sequence of the spline interpolation used to represent target density function. In this filtering algorithm, the probability density information is represented as a finite polynomial using spline representation, hence the entire density information is estimated as opposed to just the moments of the density function. Thus, finding the target probability information over a specified region is a straightforward process. Moments of the target probability density are also easily available.
