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Abstract
In this paper, we prove that the Brezis–Nirenberg problem with slightly supercritical non-linearity,
u+ λε N−4N−2 u+ uN+2N−2 +ε = 0 in Ω, u > 0 in Ω, u = 0 on ∂Ω,
where Ω is any bounded smooth domain in RN , N  5, and λ is a positive number, has two solutions with the shape of a tower of
bubbles, for all ε > 0 sufficiently small.
We also prove that the slightly subcritical problem:
u+ |u| 4N−2 −εu = 0 in Ω, u = 0 on ∂Ω,
where Ω is any bounded smooth domain in RN , N  3, has a solution with the shape of a tower of sign changing bubbles, for all
ε > 0 sufficiently small.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article nous démontrons que le problème de Brezis–Nirenberg avec une non-linéarité légèrement surcritique,
u+ λε N−4N−2 u+ uN+2N−2 +ε = 0 dans Ω, u > 0 dans Ω, u = 0 sur ∂Ω,
où Ω est un domaine borné régulier de RN , N  5, λ réel positif, a deux solutions sous forme d’une tour de bulles lorsque ε → 0+.
Nous démontrons également que dans le cas d’une non-linéarité faillement souscritique,
u+ |u| 4N−2 −εu = 0 dans Ω, u = 0 sur ∂Ω,
où Ω est un domaine borné, régulier, de RN , N  3, le problème a une solution qui change de signe et qui est aussi sous forme de
tour de bulles lorsque ε → 0+.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we are interested in the construction of solutions to the slightly supercritical problem:
u+ λε N−4N−2 u+ uN+2N−2 +ε = 0 in Ω, u > 0 in Ω, u = 0 on ∂Ω, (1.1)
where Ω is a smooth bounded domain in RN , the dimension N is greater or equal to 5, λ is a positive parameter and
ε is supposed to be small and positive.
We are also interested in the construction of sign changing solutions to the slightly subcritical problem:
u+ |u| 4N−2 −εu = 0 in Ω, u = 0 on ∂Ω, (1.2)
where Ω is a smooth bounded domain in RN , N  3, and ε is supposed to be small and positive.
Here we recognize that N+2
N−2 + 1 = 2NN−2 is the critical Sobolev exponent, namely the embedding
H 10 (Ω) ⊂ L
2N
N−2 (Ω) exists but it is not compact.
In a celebrated paper, Brezis and Nirenberg [3] established that the problem,
u+μu+ uN+2N−2 +ε = 0 in Ω, u > 0 in Ω, u = 0 on ∂Ω, (1.3)
for ε = 0, in a general bounded smooth domain Ω , is solvable for 0 <μ< λ1, where λ1 is the first eigenvalue of −
under Dirichlet boundary conditions. This result is optimal, since the condition μ< λ1 is also necessary for existence.
On the other hand, Pokhozaev’s identity [17], gives nonexistence for μ 0, for any ε  0, in star-shaped domains.
In [5] the authors study the problem of existence for solutions to (1.1) in the case Ω is the unit ball. In this context,
they construct families of radially symmetric solutions uε to (1.1) such that uε(0) = ‖uε‖∞ → ∞ as ε → 0. To be
more precise, they find that, given any number k  1, there exist solutions of the form,
uε(y) = αN
k∑
j=1
(
1
1 +M
4
N−2
j |y|2
)N−2
2
Mj
(
1 + o(1)) as y → 0,
where Mj → +∞ and Mj = o(Mj+1), as ε → 0, for all j and αN = (N(N − 2)) 4N−2 . The shape of the solutions
described above is the one of a superposition of bubbles, namely sum of functions of the form,
Uδ,ζ (x) = αN
(
δ
δ2 + |x − ζ |2
)N−2
2
, (1.4)
with Mj = δ−N−22 and ζ = 0. The family of functions Uδ,ζ , for any parameter δ > 0 and any point ζ ∈RN , is known
[1,19] to be the only bounded solutions to the limit problem:
u+ uN+2N−2 = 0 in RN. (1.5)
The phenomena discovered in [5], namely the existence of solutions to a certain semilinear elliptic problem involving
the critical Sobolev exponent with the shape of a superposition of several bubbles centered at the same point but with
different scaling parameters, was new and somewhat surprising, since for ε = 0 and μ → 0+ in (1.3) only a single
bubble is present, as established by Brezis and Peletier [4], also see [18,12].
The method used to prove the result in [5] strongly relies on the symmetry of the problem. In [10], the authors
could extend the construction described above to a more general class of domains, namely domains whose associated
Robin’s function has a non-degenerate critical point.
The Robin’s function of a domain Ω is defined as τ(x) = H(x,x). Here H(x,y), x, y ∈ Ω , is given as follows:
for all y ∈ Ω , H(x,y) satisfies
−H(x,y) = 0 in Ω, H(x, y) = 1
N−2 , x ∈ ∂Ω. (1.6)|x − y|
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the Laplace operator vanishing at the boundary ∂Ω , we have:
G(x,y) = γN
(
1
|x − y|N−2 −H(x,y)
)
, (1.7)
with γN := 1(N−2)|∂B| , where |∂B| denotes the surface area of the unit sphere in RN .
Assume now that the domain Ω is such that the corresponding Robin’s function τ(x) has a non-degenerate critical
point ζ in Ω . For instance, if Ω is a convex and symmetric domain with respect to the x1, . . . , xN axes in [11] it
was proved that the origin is a non-degenerate critical point of the Robin’s function. In this case, one of the results
contained in [10] states that solutions to (1.1) of the form of a tower of bubbles centered at ζ do exist.
In this paper we further extend the result in [5] and [10] to any bounded smooth domain. Indeed we prove that
in any bounded domain Ω problem (1.1) does admit solutions with the shape of a tower of bubbles and we remove
the assumption on the non-degeneracy of the critical point of the Robin’s function. The reason is the following: given
any domain Ω , its Robin’s function is smooth, positive and unbounded as x approaches the boundary, thus it has a
minimum in Ω , and hence at least one critical point.
We next state our result, and we do it only for N  5.
Theorem 1.1. Assume N  5. Then, given an integer k  1, there exists a number λ¯k > 0 such that if λ > λ¯k there
exists ε0 > 0 such that for any ε ∈ (0, ε0) there exist points ξj (i)ε ∈ Ω , positive numbers dj (1)ε < dj (2)ε , j = 1, . . . , k,
and two solutions u(i)ε , i = 1,2, of problem (1.1) of the form:
uε(y) = αN
k∑
j=1
(
dj
(i)
ε
ε
2j−1
N−2
(dj
(i)
ε
ε
2j−1
N−2 )2 + |y − ξj (i)ε |2
)N−2
2 +Θε(y), (1.8)
where, as ε goes to 0, ‖Θε‖H 10 (Ω) → 0, τ(ξj
(i)
ε
) → minx∈Ω τ(x) and dj (i)ε → dj (i) > 0, for i = 1,2 and j = 1, . . . , k.
The results in [5] and [10] hold true also for dimension N = 4, with some minor modifications in the expansions
(1.8). The same situation occur for our result, but we omit the case N = 4 not to make the presentation more heavy.
In dimension N = 3 some further technical difficulties arise also in the radially symmetric context. Nevertheless, in
[6] the case N = 3 is treated. We believe our result can be extended also to dimension N = 3.
As far as it concerns problem (1.2), in [16], the authors prove that if Ω is symmetric with respect to the x1, . . . , xN
axes, problem (1.2) has a sign-changing solution with the shape of a tower of bubble with alternate signs, centered at
the center of symmetry of the domain. We are able to extend such a result to a general domain.
Theorem 1.2. Assume N  3. Then, given an integer k  1, there exists ε0 > 0 such that for any ε ∈ (0, ε0) there exist
points ξj ε ∈ Ω , positive numbers dj ε , j = 1, . . . , k, and a solutions uε of problem (1.2) of the form:
uε(y) = αN
k∑
j=1
(−1)j
(
dj εε
2j−1
N−2
(dj εε
2j−1
N−2 )2 + |y − ξj ε|2
)N−2
2 +Θε(y), (1.9)
where, as ε goes to 0, ‖Θε‖H 10 (Ω) → 0, τ(ξj ε) → minx∈Ω τ(x) and dj ε → dj > 0, for j = 1, . . . , k.
Finally, we mention the work in [8], where the authors consider a problem with slightly supercritical non-linearity
and Neumann boundary conditions, when Ω is a domain with symmetries. They build a solution with the shape of
a tower of bubbles, centered at the center of symmetry of the boundary of the domain. We conjecture, that using the
approach developed in the present paper, one should be able to remove the assumption about the symmetry on the
domain.
The proof of the results contained in [5,6,8,16] is based on a version of the Liapunov–Schmidt reduction (see [9])
in the class of radially symmetric functions with bounded weighted L∞-norm (see also [7]). On the other hand, the
proof of the results in [10] uses a gluing technique already used by Mazzeo and Pacard [13] in some other context.
The approach we use here is more similar to the one developed in [5], namely the Liapunov–Schmidt reduction, but
we do it in the framework of proper Sobolev spaces, as for instance in [14] and [15].
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proof of Theorems 1.1 and 1.2 is given in Section 2. The rest of the paper is devoted to prove in details the several
steps used to reach the results in Theorems 1.1 and 1.2.
2. Scheme of the proof and proof of Theorem 1.1
Let us set some notations. We provide the Sobolev space H 10 (Ω) equipped with the scalar product
〈u,v〉 = ∫
Ω
∇u∇v dx. Let ‖ · ‖ be the norm induced by 〈·,·〉. If u ∈ Lq(Ω), we denote by |u|q = (
∫
Ω
|u|q dx)1/q the
Lq -norm.
We denote by i∗ : L 2NN+2 (Ω) → H 10 (Ω) the adjoint operator of the embedding i : H 10 (Ω) ↪→ L2
∗
(Ω), i.e. if
w ∈ L 2NN+2 (Ω) then u = i∗(w) in H 10 (Ω) is the unique solution of the equation −u = w in Ω , w = 0 on ∂Ω .
Moreover, it holds ∥∥i∗(w)∥∥ c|w| 2N
N+2
(2.1)
for some positive constant c which depends only on N .
To study the slightly supercritical case, it is useful to recall the following result.
Remark 2.1. Let s > N
N−2 . If w ∈ L
Ns
N+2s (Ω), then i∗(w) ∈ Ls(Ω), and∣∣i∗(w)∣∣
s
 c|w| Ns
N+2s
(2.2)
for some positive constant c which depends only on N and Ω .
Set
sε := 2N
N − 2 + ε
N
2
, i.e.
sε
p + ε =
Nsε
N + 2sε . (2.3)
Let Hε := H 10 (Ω)∩Lsε (Ω) be the Banach space equipped with the norm,
‖u‖ε = ‖u‖ + |u|sε .
Using the above definitions and notations, it is clear that problem (1.1) can be written as follows:
u = i∗[fε(u)+ λε N−4N−2 u], u ∈ Hε, (2.4)
where fε(u) = up−ε+ and u+ = max{u,0}.
We next describe the shape of the solutions we are looking for.
Let ξ be a point in Ω and, given an integer number k, let δj , for j = 1, . . . , k, be positive parameters defined as
multiple of proper power of ε, namely
δj = ε
2(j−1)+1
N−2 dj , with dj > 0. (2.5)
Let ξj , for j = 1, . . . , k, also be k points in Ω given by:
ξj = ξ + δjσj , with σ1, . . . , σk−1, σk ∈RN and σk = 0. (2.6)
Fix a small η > 0 and assume that
dist(ξ, ∂Ω) > η, η < dj <
1
η
and |σj | 1
η
for j = 1, . . . , k. (2.7)
It is an immediate observation that
δ1 = ε 1N−2 d1 and δj+1
δj
= ε 2N−2 dj+1
dj
. (2.8)
We construct solutions to problem (1.1), as predicted by Theorem 1.1, which at main order are superpositions of
copies of the standard bubble defined in (1.4), properly modified, with parameters of concentration δj and points of
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PUδj ,ξj (x) the modifications to the standard bubbles, which are simply projections of the original Uδj ,ξj (x) into the
space H 10 (Ω), namely −PUδj ,ξj = Upδj ,ξj with PUδj ,ξj (x) = 0 for x ∈ ∂Ω .
We look for a tower of bubbles, solution to (1.1), of the form:
u(x) = V (x)+ φ(x), V (x) = Vd¯,σ¯ ,ξ (x) :=
k∑
j=1
PUδj ,ξj (x), (2.9)
where we set d¯ := (d1, . . . , dk) ∈ Rk+ and σ¯ := (σ1, . . . , σk) ∈ R(k−1)N+ . The term φ has to be thought as a remainder
term, of lower order.
Let us focus on the principal term of (2.9). From elliptic estimates, one gets easily that
PUδ,ζ (x) = Uδ,ζ (x)− αNδ N−22 H(x, ξ)+O
(
δ
N+2
2
)
, (2.10)
uniformly for x ∈ Ω , and in particular
0Uδ,ζ (x)− PUδ,ζ (x) cδ N−22 , x ∈ Ω. (2.11)
Having this in mind, we see that V is mainly concentrated around ξ , in the sense that
for any ρ > 0, V (x) = O(√ε ) for x ∈ Ω \B(ξ,ρ),
while the magnitude of V (x) is a certain negative power of ε if x is close to ξ . We need to be more precise. For this
purpose, we decompose B(ξ,ρ) in the union of concentric, not overlapping, annulus Ai
Ai := B(ξ,
√
δiδi−1 ) \B(ξ,
√
δiδi+1 ), i = 1, . . . , k, (2.12)
where δ0 = ρ2δ1 and δk+1 = 0. Observe that in each annulus Ai the leading term in V is Uδi,ξi , namely the size of V in
Ai is of order ε−i+
1
2
.
We next describe the term φ in (2.9). To do so, let us recall (see [2]) that every solution to the linear equation,
−ψ = f ′0(Uδ,ζ )ψ in RN,
is a linear combination of the functions
Z
j
δ,ζ (x) := ∂ζj Uδ,ζ (x) = αN(N − 2)δ
N−2
2
xj − ζj
(δ2 + |x − ζ |2)N/2 , j = 1, . . . ,N,
and
Z0δ,ζ (x) := ∂δUδ,ζ (x) = αN
N − 2
2
δ
N−4
2
|x − ζ |2 − δ2
(δ2 + |x − ζ |2)N/2 .
If we denote PZjδ,ζ , j = 0,1, . . . ,N , to be the projections of PZjδ,ζ onto H 10 (Ω), elliptic estimates give:
PZ
j
δ,ξ = Zjδ,ξ − αNδ
N−2
2 ∂ξj H(x, ξ)+O
(
δ
N+2
2
)
if j = 1, . . . ,N, (2.13)
and
PZ0δ,ξ = Z0δ,ξ − αN
N − 2
2
δ
N−4
2 H(x, ξ)+O(δ N2 ). (2.14)
Let
K := span{PZjδi ,ξi : j = 0,1, . . . ,N, i = 1, . . . , k},
and
K⊥ := {φ ∈ Hε: 〈φ,PZjδi ,ξi 〉= 0, j = 0,1, . . . ,N, i = 1, . . . , k}.
Let Π :Hε → K and Π⊥ :Hε → K⊥ be the orthogonal projections.
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Π⊥
{
V + φ − i∗[fε(V + φ)+ λε N−4N−2 (V + φ)]}= 0, (2.15)
Π
{
V + φ − i∗[fε(V + φ)+ λε N−4N−2 (V + φ)]}= 0. (2.16)
Given ξ , d¯ and σ¯ satisfying conditions (2.7), one can solve uniquely Eq. (2.15) in φ ∈ K⊥. This solution φ is the
lower order term in the description of the ansatz (2.9). This is the content of:
Proposition 2.1. For any η > 0, there exists ε0 > 0 and c > 0 such that for any ξ ∈ Ω, d¯ ∈Rk+, σ¯ ∈R(k−1)N satisfying
(2.7), for η < λ < 1
η
and for any ε ∈ (0, ε0) there exists a unique φ = φ(ε, d¯, σ¯ , ξ) ∈ K⊥ which solves Eq. (2.15).
Moreover
‖φ‖ε  cε| ln ε| if 3N  6 or ‖φ‖ε  cε p2 if N  7. (2.17)
Finally, (d¯, σ¯ , ξ) → φ(ε, d¯, σ¯ , ξ) is a C1-map.
Roughly speaking, the solution φ to (2.15) is found with a fixed point argument (see Section 5), which works thanks
to two fundamental ingredients: the existence and estimates of the inverse of the linear operator obtained linearizing
problem (1.1) around V in the space K⊥ (see Section 3) and the study of the error term
R := Π⊥{i∗[fε(V )]− V + λε N−4N−2 V }. (2.18)
This last thing is done in Section 4.
We are left now to solve Eq. (2.16), more precisely to find the point ξ ∈ Ω , the points σ1, . . . , σk−1 ∈ RN and the
parameters d1, . . . , dk so that (2.16) is satisfied. It happens that this problem has a variational structure, in the sense
that solving (2.16) reduces to find critical points to some given explicit finite dimensional functional.
Let Jε : Hε →R be defined by:
Jε(u) := 12
∫
Ω
|∇u|2 dx − 1
2
λε
N−4
N−2
∫
Ω
u2 dx −
∫
Ω
Fε(u)dx,
where Fε(u) := 1p+1+ε (u+)p+1+ε , and the function J˜ε :Rk+ ×R(k−1)N ×Ω →R be defined by:
J˜ε(d¯, σ¯ , ξ) := Jε(V + φ). (2.19)
Next result contains two fundamental statements to conclude the proof of our Theorem 1.1. First it states that
solving Eq. (2.16) is equivalent to finding critical points (d¯ε, σ¯ε, ξε) of the finite-dimensional function defined in
(2.19). The proof of this fact is given at the end of Section 5. Second it computes the asymptotic expansion, as ε → 0,
of the function J˜ε(d¯, σ¯ , ξ), for parameters d¯ bounded and bounded away from zero, points σ¯ bounded and point ξ far
away from the boundary of Ω . More precisely, in the above region the function J˜ε(d¯, σ¯ , ξ) is uniformly close, together
with its derivatives, to a constant plus an explicit function εΨλ(d¯, σ¯ , ξ) plus a lower order term o(ε). The proof of this
fact is quite involving: the C0-closeness is contained in Section 6. Concerning the C0-closeness of the derivatives, we
need to treat the derivatives with respect to the parameters d1, . . . , dk and respect to the points σ1, . . . , σk−1 and the
derivatives with respect to the point ξ in two different ways. This is contained in Section 7.
Proposition 2.2. The following facts hold.
Part 1. If (d¯ε, σ¯ε, ξε) is a critical point of J˜ε , then the function V + φ is a solution to problem (1.1).
Part 2. For any η > 0, there exists ε0 > 0 such that for η < λ < 1η and for any ε ∈ (0, ε0) it holds:
J˜ε(d¯, σ¯ , ξ) = a1 + a2ε − a3ε ln ε + εΨλ(d¯, σ¯ , ξ)+ o(ε), (2.20)
C1-uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact sets
of Rk+. Here,
Ψλ(d¯, σ¯ , ξ) = a4τ(ξ)dN−21 − a6
k−1∑(dj+1
dj
)N−2
2
g(σj )+ a7
k∑
lndj − a5λd21 , (2.21)
j=1 j=1
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g(σ ) :=
∫
RN
1
(1 + |y|2)N+22
1
|y + σ |N−2 dy, σ ∈R
N. (2.22)
We have now all the tools to give:
Proof of Theorem 1.1. From Proposition 2.2, Part 1, it follows that V +φ, where V = V (d¯ε, σ¯ε, ξε) is defined in (2.9)
and φ = φ(ε, d¯ε, σ¯ε, ξε) is the function whose existence is guaranteed by Proposition 2.1, is the solution predicted by
Theorem 1.1 if (d¯ε, σ¯ε, ξε) is a critical point for J˜ε(d¯, σ¯ , ξ) (see (2.19)).
Taking into account the expansion (2.20) in Proposition 2.2, Part 2, we start showing that if λ is large enough, the
function Ψλ introduced in (2.21) has two critical points.
Let us perform the change of variables:
s1 := d1 and si := di/di−1, i  2.
The function Ψλ in the new variables s¯ = (s1, . . . , sk) reads as
Ψ̂λ(s¯, σ¯ , ξ) := a4τ(ξ)sN−21 − a5λs21 + ka7 ln s1
+
k∑
i=2
[
(k − i + 1)a7 ln si − a6s
N−2
2
i g(σi−1)
]
.
Let ξ0 ∈ Ω be a strict minimum point of the Robin’s function, i.e. for some ρ > 0 minξ∈∂B(ξ0,ρ) τ (ξ) > τ(ξ0).
Then there exists λ∗ = λ∗(ρ) such that for any λ > λ∗, for any σ¯ ∈ R(k−1)N and for any ξ ∈ B(ξ0, ρ) the function
s¯ → Ψ̂λ(s¯, σ¯ , ξ) has exactly two critical points s¯(1)(σ¯ , ξ) and s¯(2)(σ¯ , ξ). More precisely,
s
(1)
i = s(2)i =
[
2a7(k − i + 1)
a6g(σi−1)(N − 2)
] 2
N−2
, i = 2, . . . , k,
and s(1)1 and s
(2)
1 are solutions to the equation:
a4(N − 2)τ (ξ)sN−31 − 2a5λs1 + ka7
1
s1
= 0.
It is useful to point out that s(1)1 , s
(2)
1 → 0 as ξ → ∂Ω . Moreover, it is easy to check that they are non-degenerate, i.e.
the matrice (∂2shsl Ψ̂λ(s¯
(j), σ¯ , ξ))h,l=1,...,k is invertible for j = 1,2.
Now, for j = 1,2, let us consider the reduced function:
(σ¯ , ξ) → Ψ̂λ
(
s¯(j), σ¯ , ξ
)= γ1 − γ2(s(j)1 )2 + γ3 ln(s(j)1 )− γ4 k−1∑
i=1
(k − i) lng(σi),
for some constants γi ’s with γ2, γ3 > 0.
Since ξ0 is a strict maximum point of ξ → −γ2(s(j)1 )2 + γ3 ln(s(j)1 ) and each σi = 0 is a strict minimum point of
σi → − lng(σi), by degree theory we easily deduce that the point (0, ξ0) is a C1-stable critical point of the reduced
function, in the sense that small C1-perturbations of the reduced function still have a critical point, close to (0, ξ0).
Therefore, we can conclude that, for j = 1,2, the point (s¯(j),0, ξ0) is a C1-stable critical point for Ψλ, in the sense
that small C1-perturbations of the function Ψλ still have a critical point, close to (s¯(j),0, ξ0). Part 2 of Proposition 2.2
thus concludes the proof of the theorem. 
Proof of Theorem 1.2. We look for a tower of sign changing bubbles, solution to (1.2), of the form:
u(x) = W(x)+ψ(x), where W = Wd¯,σ¯ ,ξ :=
k∑
(−1)jPUδj ,ξj ,
j=1
8 M. Musso, A. Pistoia / J. Math. Pures Appl. 93 (2010) 1–40where the concentration point ξj and the concentration parameters δj satisfy (2.5), (2.6) and (2.7). Here d¯ =
(d1, . . . , dk) where dj is defined in (2.5). The remainder term ψ = ψε,d¯,σ¯ ,ξ is a lower order term which is constructed
in a similar way to Proposition 2.1.
If Iε : H 10 (Ω) →R is defined by:
Iε(u) := 12
∫
Ω
|∇u|2 dx − 1
p + 1 − ε
∫
Ω
|u|p+1−ε dx,
let I˜ε :Rk+ ×R(k−1)N ×Ω →R be the reduced energy, namely I˜ε(d¯, σ¯ , ξ) := Iε(W +ψ).
Arguing exactly as in the proof of Theorem 1.1, we are lead to find a critical point of the reduced energy I˜ε , whose
uniform expansion is given by:
I˜ε(d¯, σ¯ , ξ) = a1 + a2ε − a3ε ln ε + εΦ(d¯, σ¯ , ξ)+ o(ε),
which holds C1-uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact
sets of Rk+. Here
Φ(d¯, σ¯ , ξ) = a4τ(ξ)dN−21 + a6
k−1∑
j=1
(
dj+1
dj
)N−2
2
g(σj )− a7
k∑
j=1
lndj , (2.23)
where ai ’s are positive constants defined in (6.8) and g is defined in (2.22).
Let us point out that the interaction between two consecutive bubbles is positive if they have different sign and it is
negative if they have the same sign. This is why the second term in (2.23) is positive, while the second term in (2.21)
is negative.
We also point out that the expansion of I˜ holds true if N  3 since Eq. (1.2) does not contain any linear term, while
the expansion of J˜ in (2.20) requires N  5, because of the presence of the linear term λε N−4N−2 u in Eq. (1.1).
The proof follows the same argument of the proof of Theorem 1.1. 
3. The linear problem
Let us introduce the linear operator L : K⊥ → K⊥ defined by
L(φ) := Π⊥{φ − i∗[f ′ε(V )φ − λε N−4N−2 φ]}. (3.1)
This section is devoted to study the invertibility of L. We start with an a-priori estimate for solutions φ ∈ K⊥ of
L(φ) = h, for some right-hand side h with bounded ‖ · ‖ε-norm. We have the validity of the following:
Lemma 3.1. For any η > 0, there exists ε0 > 0 and c > 0 such that for any ξ ∈ Ω, σ¯ ∈R(k−1)N and d¯ ∈Rk+ satisfying
(2.7), for η < λ < 1
η
and for any ε ∈ (0, ε0),∥∥L(φ)∥∥
ε
 c‖φ‖ε for any φ ∈ K⊥.
Proof. We argue by contradiction. Assume there exist sequences εn → 0, ξn ∈ Ω , σ¯n ∈ R(k−1)N and
d¯n = (d1n, . . . , dkn) ∈Rk+, with ξn → ξ ∈ Ω , σin → σi and din → di > 0, φn,ψn ∈ K⊥ such that
L(φn) = ψn, ‖φn‖εn = 1 and ‖ψn‖εn → 0. (3.2)
From the definition of (3.1), we get the existence of ζn ∈ K such that
φn − i∗
[
f ′εn(Vn)φn
]= ψn + ζn, (3.3)
where Vn := V (d¯n, σ¯n, ξn).
Step 1. We prove that
‖ζn‖εn → 0. (3.4)
M. Musso, A. Pistoia / J. Math. Pures Appl. 93 (2010) 1–40 9In fact, let ζn =∑j=0,1,...,N,i=1,...,k bijn PZjδin,ξ in . We multiply (3.3) by PZhδln,ξ ln , we integrate in Ω and we get:∑
j=0,1,...,N
i=1,...,k
b
ij
n
〈
PZ
j
δin,ξ
i
n
,PZh
δln,ξ
l
n
〉= ∫
Ω
[
f ′εn(Vn)− λε
N−4
N−2
n
]
φnPZ
h
δln,ξ
l
n
dx. (3.5)
By Lemma A.5 we deduce that∑
j=0,1,...,N
i=1,...,k
b
ij
n
〈
PZ
j
δin,ξ
i
n
,PZh
δln,ξ
l
n
〉= blhn [ch 1(δln)2 + o
(
1
(δln)
2
)]
+ o
(
1
(δln)
2
) ∑
j=0,1,...,N
j =h
b
lj
n + o
(
1
(δln)
2
) ∑
j=0,1,...,N
i=1,...,k, i =l
b
ij
n . (3.6)
Moreover, by Lemmas A.3, A.2 and the orthogonality condition 〈φ,PZjδi ,ξi 〉 = 0 we deduce:∫
Ω
f ′εn(Vn)φnPZ
h
δln,ξ
l
n
− λε
N−4
N−2
n
∫
Ω
φnPZ
h
δln,ξ
l
n
=
∫
Ω
f ′εn(Vn)φn
(
PZh
δln,ξ
l
n
−Zh
δln,ξ
l
n
)+ ∫
Ω
[
f ′εn(Vn)− f ′0(Vn)
]
φnZ
h
δln,ξ
l
n
+
∫
Ω
[
f ′0(Vn)− f ′0(Uδln,ξ ln )
]
φnZ
h
δln,ξ
l
n
− λε
N−4
N−2
n
∫
Ω
φnPZ
h
δln,ξ
l
n

∣∣f ′εn(Vn)∣∣N2 |φn| 2NN−2 ∣∣PZhδln,ξ ln −Zhδln,ξ ln ∣∣ 2NN−2 + ∣∣f ′εn(Vn)− f ′0(Vn)∣∣N2 |φn| 2NN−2 ∣∣Zhδln,ξ ln ∣∣ 2NN−2
+ ∣∣f ′0(Vn)− f ′0(Uδln,ξ ln )Zhδln,ξ ln ∣∣ 2NN+2 |φn| 2NN−2 + λε N−4N−2n |φn| 2NN−2 ∣∣PZhδln,ξ ln ∣∣ 2NN+2
= o
(
1
δln
)
. (3.7)
Finally (3.4) follows by (3.5), (3.6) and (3.7).
Step 2. We prove that
lim inf
n
∫
Ω
f ′εn(Vn)u
2
n = c > 0, (3.8)
where un is defined as follows. Let us write Eq. (3.3) as{
−un = f ′εn(Vn)un + f ′εn(Vn)(ψn + ζn)− λε
N−4
N−2
n φn in Ω,
un = 0 on ∂Ω,
(3.9)
where
un := φn −ψn − ζn, with ‖un‖εn → 1. (3.10)
We prove that
lim inf
n
‖un‖ = c > 0. (3.11)
In fact by (3.9) we deduce:
un = i∗
[
f ′εn(Vn)un + f ′εn(Vn)(ψn + ζn)− λε
N−4
N−2
n φn
]
,
and by (2.2), (2.3) and (3.10) we get:
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[∣∣f ′εn(Vn)un∣∣ Nsεn
N+2sεn
+ ∣∣f ′εn(Vn)(ψn + ζn)∣∣ Nsεn
N+2sεn
+ λε
N−4
N−2
n |φn| Nsεn
N+2sεn
]
 c
∣∣f ′εn(Vn)∣∣ sεn (p+1)
(p+1)(p−εn)−sεn
|un|p+1 + c
∣∣f ′εn(Vn)∣∣N2 |ψn + ζn|sεn
+ cλε
N−4
N−2
n |φn|sεn  c‖un‖ + o(1), (3.12)
because
Nsεn
N + 2sεn
< sεn,
sεn(p + 1)
(p + 1)(p − εn)− sεn
= N
2
+O(ε) and ∣∣f ′εn(Vn)∣∣N2 = O(1).
Therefore if ‖un‖ → 0 by (3.12) we deduce that also |un|sεn → 0 and that is not possible because of (3.10). This gives
the validity of (3.11).
We multiply (3.9) by un we deduce that
‖un‖2 =
∫
Ω
f ′εn(Vn)u
2
n +
∫
Ω
f ′εn(Vn)(ψn + ζn)un − λε
N−4
N−2
n
∫
Ω
φnun. (3.13)
By Hölder’s inequality, (3.2) and (3.4) we get:∣∣∣∣ ∫
Ω
f ′εn(Vn)(ψn + ζn)un
∣∣∣∣ ∣∣f ′εn(Vn)∣∣N2 |ψn + ζn| 2NN−2 |un| 2NN−2
 c‖ψn + ζn‖εn‖un‖εn = o(1), (3.14)
and
λε
N−4
N−2
n
∫
Ω
φnun = O
(
λε
N−4
N−2
n |φn| 2N
N+2
|un| 2N
N−2
)= o(1), (3.15)
because 2N/(N + 2) < 2N/(N − 2).
Finally, (3.8) follows by (3.10), (3.13), (3.14), (3.15) and (3.11).
Step 3. Let us prove that a contradiction arises, by showing that∫
Ω
f ′εn(Vn)u
2
n = o(1). (3.16)
To do so, we use the annulus defined in (2.12).
Let χjn be a smooth cut-off function such that⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
χ
j
n (x) = 1 if
√
δ
j
nδ
j+1
n  |x − ξn|
√
δ
j
nδ
j−1
n , i.e. x ∈ Ajn,
χ
j
n (x) = 0 if |x − ξn|
√
δ
j
nδ
j+1
n
2 or |x − ξn| 2
√
δ
j
nδ
j−1
n ,
|∇χjn (x)| 2√
δ
j
nδ
j−1
n
and |∇2χjn (x)| 4
δ
j
nδ
j−1
n
.
(3.17)
For any j = 1, . . . , k we define uˆjn(y) = δjn
N−2
2
un(δ
j
ny + ξn)χjn (δjny + ξn).
In Step 4 will show that
uˆ
j
n → 0 weakly in D1,2
(
R
N
)
and strongly in Lqloc
(
R
N
)
for any q ∈ [2,2∗). (3.18)
Let us prove (3.16). We have:∫
Ω
f ′εn(Vn)u
2
n =
∫
Ω\B(ξ,ρ)
f ′εn(Vn)u
2
n +
k∑
j=1
∫
j
f ′εn(Vn)u
2
n.An
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Ω\B(ξ,ρ)
f ′εn(Vn)u
2
n  c
k∑
i=1
(
δin
)2 ∫
Ω\B(ξ,ρ)
u2n = o(1).
Finally, for any j we get:∫
A
j
n
f ′εn(Vn)u
2
n  c
k∑
i=1
∫
A
j
n
(Uδin,ξ in
)p−1+εu2n
 c
(
δ
j
n
)2−N−22 (p−1+ε) ∫
(A
j
n−ξn)/δjn
(
1
1 + |y − σj n|2
)N−2
2 (p−1+ε)(
uˆ
j
n
)2
+
k∑
i=1
i =j
(∫
A
j
n
(Uδin,ξ in
)(p−1+ε)
N
2
) 2
N |un|22N
N−2
= o(1).
Here the first term goes to zero because ( 11+|y|2 )
2 ∈ LN2 (RN) and (3.18) holds. The second term goes to zero because
setting x − ξn = δiny and using (4.10) we deduce:∫
(A
j
n−ξn)/δjn
(Uδin,ξ in
)(p−1+ε)
N
2 = O
( ∫
√
δ
j
nδ
j+1
n /δ
i
n|y|
√
δ
j
nδ
j−1
n /δ
i
n
1
(1 + |y − σin|2)N+ε
N(N−2)
4
)
.
Step 4. Let us prove (3.18).
It is useful to point out that
∇uˆjn(y) = δjn
N
2 [∇un(x)χjn (x)+ un(x)∇χjn (x)], x = δjny + ξn, (3.19)
and then, for x = δjny + ξn,
uˆ
j
n(y) = δjn
N+2
2 [
un(x)χ
j
n (x)+ 2∇un(x)∇χjn (x)+ un(x)χjn (x)
]
. (3.20)
First of all, by (3.19) and (3.17) we easily deduce that ‖uˆjn‖D1,2(RN)  c.
Therefore, up to a subsequence, uˆjn → uˆj weakly in D1,2(RN) and strongly in Lqloc(RN) for any q ∈ [2,2∗).
We will show that uˆj solves the problem:
−uˆj = f ′0(U1,σj )uˆj in RN, (3.21)
and satisfies the orthogonality conditions∫
RN
∇Zh1,σj ∇uˆj = 0, h = 0,1, . . . ,N. (3.22)
These two facts imply that uˆj = 0, which gives a contradiction and concludes the proof of the lemma.
We are thus led to prove (3.21) and (3.22). We start with (3.21).
By (3.20) and (3.9) if x = δjny + ξn, y ∈ Ωjn := Ω−ξn
δ
j
n
, we get:
−uˆjn(y) = δjn2f ′εn
(
Vn(x)
)
uˆ
j
n(y)+ δjn
N+2
2
f ′εn
(
Vn(x)
)(
ψn(x)+ ζn(x)
)
χ
j
n (x)
− δjn
N+2
2
λε
N−4
N−2
n φn(x)χ
j
n (x)+ 2δjn
N+2
2 ∇un(x)∇χjn (x)+ 2δjn
N+2
2
un(x)χ
j
n (x),
uˆ
j
n = 0 on ∂Ωjn .
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RN
∇uˆjn(y)∇ϕ(y)dy =
∫
RN
δ
j
n
2
f ′εn
(
Vn
(
δ
j
ny + ξn
))
uˆ
j
n(y)ϕ(y) dy
+
∫
RN
δ
j
n
N+2
2
f ′εn
(
Vn
(
δ
j
ny + ξn
))(
ψn
(
δ
j
ny + ξn
)+ ζn(δjny + ξn))χjn (δjny + ξn)ϕ(y)dy
− δjn
N+2
2
λε
N−4
N−2
n
∫
RN
φn
(
δ
j
ny + ξn
)
χ
j
n
(
δ
j
ny + ξn
)
ϕ(y)dy
+ 2δjn
N+2
2
∫
RN
[∇un(δjny + ξn)∇χjn (δjny + ξn)+ un(x)χjn (δjny + ξn)]ϕ(y)dy
=: I1 + I2 + I3 + I4. (3.23)
It is easy to check that I2, I3, I4 → 0. Let us compute the limit of I1. If
√
δ
j
nδ
j+1
n
2  |δjny| 2
√
δ
j
nδ
j−1
n we have:
f ′εn
(
Vn
(
δ
j
ny + ξn
))= f ′εn(PUδjn,ξjn (δjny + ξn)+∑
i =j
PUδin,ξ in
(
δ
j
ny + ξn
))
= f ′εn
(
1
δ
j
n
N−2
2
U(y − σj n)+Uδin,ξ in
(
δ
j
ny + ξn
)+ o(1)), (3.24)
with
Uδin,ξ in
(
δ
j
ny + ξn
)=
⎧⎪⎪⎨⎪⎪⎩
O
( 1
δin
N−2
2
)
if j > i,
O
( δin N−22
δ
j
n
N−2
1
|y−(δin/δjn)σ in|N−2
)
if i > j.
(3.25)
Therefore by (3.24) and (3.25), using the Lebesgue’s dominated convergence theorem we get that
I1 :=
∫
RN
δ
j
n
2
f ′εn
(
Vn
(
δ
j
ny + ξn
))
uˆ
j
n(y)ϕ(y) dy →
∫
RN
f ′0
(
U(y − σj )
)
uˆj (y)ϕ(y) dy.
Thus (3.21) follows by passing to the limit in (3.23).
We now prove (3.22).
We have (setting δjny = x − ξn):∫
RN
∇Zh
1,σ jn
(y)∇uˆjn(y) dy =
∫
RN
f ′0
(
U1,σ jn
(y)
)
Zh
1,σ jn
(y)uˆ
j
n(y) dy
= δjn
∫
√
δ
j
nδ
j+1
n
2 |x−ξ |2
√
δ
j
nδ
j−1
n
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x)χ
j
n (x) dx
= δjn
[∫
A
j
n
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x) dx + o(1)
]
. (3.26)
We will show that
δ
j
n
∫
j
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x) dx = o(1). (3.27)
An
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First of all, by (3.4) and (3.10) we deduce:
δ
j
n
∫
Ω
∇PZh
δ
j
n,ξ
j
n
(x)∇un(x) dx = o(1). (3.28)
On the other hand, ∫
Ω
∇PZh
δ
j
n,ξ
j
n
(x)∇un(x) dx =
∫
Ω
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x) dx
=
∫
Ω\B(ξn,ρ)
+· · · +
∑
l=1,...,k
l =j
∫
Aln
+· · · +
∫
A
j
n
= · · ·
=
∫
A
j
n
+· · · + o
(
1
δ
j
n
)
. (3.29)
In fact ∣∣∣∣ ∫
Ω\B(ξn,ρ)
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x) dx
∣∣∣∣ c∣∣Zhδjn,ξjn ∣∣ 2NN−2 |un| 2NN−2
( ∫
Ω\B(ξn,ρ)
U
2N
N−2
δ
j
n,ξ
j
n
) 2
N
= O(δjn),
and if l = j ∣∣∣∣ ∫
Aln
f ′0
(
U
δ
j
n,ξ
j
n
(x)
)
Zh
δ
j
n,ξ
j
n
(x)un(x) dx
∣∣∣∣ c∣∣Zhδjn,ξjn ∣∣ 2NN−2 |un| 2NN−2
(∫
Aln
U
2N
N−2
δ
j
n,ξ
j
n
) 2
N
= o
(
1
δ
j
n
)
,
because by (4.10) we get ∫
Aln
U
2N
N−2
δ
j
n,ξ
2
n
= o(1).
That concludes the proof. 
Next result states the invertibility of the operator defined in (3.1).
Proposition 3.2. For any η > 0, there exists ε0 > 0 and c > 0 such that for any ξ ∈ Ω, σ¯ ∈ R(k−1)N and d¯ ∈ Rk+
satisfying (2.7), for η < λ < 1
η
and for any h ∈ K⊥ there exists a unique φ ∈ K⊥ solution to L(φ) = h, for any
ε ∈ (0, ε0). Furthermore
‖h‖ε  c‖φ‖ε. (3.30)
Proof. Notice that the problem L(φ) = h in φ gets re-written as
φ +K(φ) = h¯ in K⊥, (3.31)
where h¯ is defined by duality and K : K⊥ → K⊥ is a linear compact operator. Using Fredholm’s alternative, showing
that Eq. (3.31) has a unique solution for each h¯ is equivalent to showing that the equation has a unique solution for
h¯ = 0, which in turn follows from Lemma 3.1. The estimate (3.30) follows directly from Lemma 3.1. This concludes
the proof of Proposition 3.2. 
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We shall estimate the ‖ · ‖ε-norm of the error term R defined in (2.18). This is the content of next:
Lemma 4.1. For any η > 0, there exists ε0 > 0 and c > 0 such that for any ξ ∈ Ω, σ¯ ∈R(k−1)N and d¯ ∈Rk+ satisfying
(2.7), for η < λ < 1
η
and for any ε ∈ (0, ε0),
‖R‖ε  cε| ln ε|.
Proof. First of all, we remark that PUδi,ξi = i∗(Upδi ,ξi ) = i∗[f0(Uδi ,ξi )] and so we can write (setting Ui := Uδi,ξi ):
R := Π⊥
{
i∗
[
fε(V )−
k∑
i=1
f0(Ui)
]
+ λε N−4N−2 V
}
= Π⊥{i∗[fε(V )− f0(V )]}+Π⊥{i∗[f0(V )− k∑
i=1
f0(Ui)
]}
+Π⊥{λε N−4N−2 V }.
Therefore by (2.1) and (2.2) we deduce:
‖R‖ε = ‖R‖ + |R|sε  c
(∣∣fε(V )− f0(V )∣∣ 2N
N+2
+ ∣∣fε(V )− f0(V )∣∣ Nsε
N+2sε
)
+ c
(∣∣∣∣∣f0(V )−
k∑
i=1
f0(Ui)
∣∣∣∣∣ 2N
N+2
+
∣∣∣∣∣f0(V )−
k∑
i=1
f0(Ui)
∣∣∣∣∣
Nsε
N+2sε
)
+ c(∣∣λε N−4N−2 V ∣∣ 2N
N+2
+ ∣∣λε N−4N−2 V ∣∣ Nsε
N+2sε
)
=: R1 +R2 +R3. (4.1)
Set qε := NsεN+2sε . If ε = 0 then q0 = 2NN+2 . We have to estimate the Lqε -norm, with ε  0 small enough. We point
out that (2.3) implies that
qε − q0 = −εχ(ε) with χ(ε) → c > 0 as ε goes to zero. (4.2)
This fact will be used in all the following estimates.
Estimate of R3.
We have:
R3 =
⎧⎨⎩
O(ε) if N  7,
O(ε| ln ε|) if N = 6,
O(ε3/2) if 3N  5.
(4.3)
In fact, by (2.5) and (2.6) we get:∫
Ω
|V |qε  c
k∑
i=1
∫
Ω
U
qε
i  c
k∑
i=1
∫
Ω
(
δ
N−2
2
i
(δ2i + |x − ξi |2)
N−2
2
)qε
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
O(
∑k
i=1 δ
N−N−22 qε
i ) if N  7,
O(
∑k
i=1 δ
2qε
i | ln δi |qε ) if N = 6,
O(
∑k
i=1 δ
N−2
2 qε
i ) if 3N  5,
=
⎧⎪⎨⎪⎩
O(ε
N
N−2 − 12 qε ) if N  7,
O(ε
1
2 qε | ln ε|qε ) if N = 6,
1
2 qεO(ε ) if 3N  5,
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|V |qε =
⎧⎪⎨⎪⎩
O(ε
2
N−2 ) if N  7,
O(ε
1
2 | ln ε|) if N = 6,
O(ε
1
2 ) if 3N  5.
(4.4)
Therefore (4.3) follows.
Estimate of R2.
We have:
R2 =
⎧⎨⎩
O(εp/2) if N  7,
O(ε| ln ε|) if N = 6,
O(ε) if 3N  5.
(4.5)
We have: ∣∣∣∣∣f0(V )−
k∑
i=1
f0(Ui)
∣∣∣∣∣
qε

∣∣∣∣∣f0(V )−
k∑
i=1
f0(PUi)
∣∣∣∣∣
qε
+
k∑
i=1
∣∣f0(PUi)− f0(Ui)∣∣qε . (4.6)
It holds:
∣∣f0(PUi)− f0(Ui)∣∣qε =
⎧⎨⎩
O(εp/2) if N  7,
O(ε| ln ε|) if N = 6,
O(ε) if 3N  5,
(4.7)
because by (2.11), ∫
Ω
∣∣(PUi)p −Upi ∣∣qε  c ∫
Ω
∣∣Up−1i (PUi −Ui)∣∣qε + c ∫
Ω
|PUi −Ui |pqε
 ccδ
N−2
2 qε
i
∫
Ω
(
δ2i
(δ2i + |x − ξi |2)2
)qε
+ cδ
N+2
2 qε
i ,
and
∫
Ω
(
δ2i
(δ2i + |x − ξi |2)2
)qε
=
⎧⎪⎪⎨⎪⎪⎩
O(δ
2qε
i ) if N  7,
O(δ
2qε
i | ln δi |) if N = 6,
O(δ
N−2qε
i ) if 3N  5.
Therefore by (4.2), (2.5) and (2.6) we deduce (4.7).
We want to prove that ∣∣∣∣∣f0(V )−
k∑
i=1
f0(PUi)
∣∣∣∣∣
qε
=
⎧⎨⎩
O(εp/2) if N  7,
O(ε| ln ε|) if N = 6,
O(ε) if 3N  5.
(4.8)
To do so, we use the annulus defined in (2.12). In particular, we make the following observation. Let h ∈ L1rad(RN).
Performing the proper change of variable we get: for any j = l,∫
√
δl δl+1
δj
|y|
√
δl δl−1
δj
h
(|y|)dy =
⎧⎨⎩O((
δl
δj
)N/2) if j  l − 1 < l,
O((
δj
δl
)N/2) if j  l + 1 > l.
(4.9)
By (4.9) and the choice of δi ’s made in (2.5) we deduce that
if h ∈ L1rad
(
R
N
)
and j = l,
∫
√
δl δl+1
δ
|y|
√
δl δl−1
δ
h
(|y|)dy = O(ε NN−2 )= o(ε). (4.10)j j
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Ω
∣∣∣∣∣
(
k∑
i=1
PUi
)p
−
k∑
i=1
(PUi)
p
∣∣∣∣∣
qε
=
∫
Ω\B(ξ,ρ)
∣∣∣∣∣
(
k∑
i=1
PUi
)p
−
k∑
i=1
(PUi)
p
∣∣∣∣∣
qε
+
k∑
l=1
∫
Al
∣∣∣∣∣
(
k∑
i=1
PUi
)p
−
k∑
i=1
(PUi)
p
∣∣∣∣∣
qε
. (4.11)
We have: ∫
Ω\B(ξ,ρ)
∣∣∣∣∣
(
k∑
i=1
PUi
)p
−
k∑
i=1
(PUi)
p
∣∣∣∣∣
qε

k∑
i=1
∫
Ω\B(ξ,ρ)
U
pqε
i
=
k∑
i=1
O
(
δ
N+2
2 qε
i
)= O(ε N+22(N−2) qε). (4.12)
We have for any l:∫
Al
∣∣∣∣∣
(
k∑
i=1
PUi
)p
−
k∑
i=1
(PUi)
p
∣∣∣∣∣
qε
=
∫
Al
∣∣∣∣(PUl +∑
i =l
PUi
)p
− (PUl)p −
∑
i =l
(PUi)
p
∣∣∣∣qε
 c
∫
Al
∣∣∣∣(PUl + t∑
i =l
PUi
)p−1∑
i =l
PUi
∣∣∣∣qε + c∑
i =l
∫
Al
|PUi |pqε
 c
∫
Al
∣∣∣∣(PUl)p−1∑
i =l
PUi
∣∣∣∣qε + c∑
i =l
∫
Al
|PUi |pqε
 c
∑
i =l
∫
Al
∣∣Up−1l Ui∣∣qε + c∑
i =l
∫
Al
|Ui |pqε . (4.13)
If i = l by (2.5) and (2.6) we scale by x − ξ = δiy and we get:∫
Al
|Ui |pqε  c
∫
√
δlδl+1|x−ξ |√δlδl−1
(
δ
N−2
2
i
(δ2i + |x − ξi |2)
N−2
2
)pqε
= cδN−
N+2
2 qε
i
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
(1 + |y − σi |2)N+22 qε
= O(ε 2NN−2 − N+22(N−2) qε). (4.14)
If N > 6 by (2.5) and (2.6) we scale by x − ξ = δiy and we get:∫
Al
∣∣Up−1l Ui∣∣qε  c ∫
√
δlδl+1|x−ξ |√δlδl−1
(
δ2l
(δ2l + |x − ξl |2)2
)qε( δ N−22i
(δ2i + |x − ξi |2)
N−2
2
)qε
= c δN−
N−2
2 qε
i δ
2qε
l
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
(δ2l + |δiy − δlσl |2)2qε
1
(1 + |y − σi |2)N−22 qε
=
⎧⎪⎪⎨⎪⎪⎩
O(δ
N−N+62 qε
i δ
2qε
l )
∫√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
|y−(δl/δi )σl |4qε
1
(1+|y−σi |2)
N−2
2 qε
, if l > i
O(δ
N−N−22 qε
i δ
−2qε
l )
∫√
δl δl+1|y|
√
δl δl−1
1
2
N−2
2 qε
, if l < i
δi δi (1+|y−σi | )
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⎧⎨⎩O(δ
N−N+22 qε
i (
δl
δi
)2qε ε
N
N−2 ), if l > i
O(δ
N−N+22 qε
i (
δi
δl
)2qε ε
N
N−2 ), if l < i
= O(ε 4N−2 qε+ NN−2 ). (4.15)
If N < 6 by (2.5) and (2.6) we scale by x − ξ = δly and we get:∫
Al
∣∣Up−1l Ui∣∣qε  c ∫
√
δlδl+1|x−ξ |√δlδl−1
(
δ2l
(δ2l + |x − ξl |2)2
)qε( δ N−22i
(δ2i + |x − ξi |2)
N−2
2
)qε
= cδN−2qεl δ
N−2
2 qε
i
∫
√
δl δl+1
δl
|y|
√
δl δl−1
δl
1
(1 + |y − σl |2)2qε
1
(δ2i + |δly − δiσi |2)
N−2
2 qε
=
⎧⎪⎪⎨⎪⎪⎩
O(δ
N−2qε
l δ
−N−22 qε
i )
∫√
δl δl+1
δl
|y|
√
δl δl−1
δl
1
(1+|y−σl |2)2qε , if l > i
O(δ
N−Nqε
l δ
N−2
2 qε
i )
∫√
δl δl+1
δl
|y|
√
δl δl−1
δl
1
|y−(δi/δl )σi |(N−2)qε
1
(1+|y−σl |2)2qε , if l < i
=
⎧⎨⎩O(δ
N−N+22 qε
l (
δl
δi
)
N−2
2 qε ), if l > i
O(δ
N−N+22 qε
l (
δi
δl
)
N−2
2 qε ), if l < i
= O(εqε). (4.16)
A similar arguments allows to prove that if N = 6 then∫
Al
∣∣Up−1l Ui∣∣qε = O(εqε | ln ε|qε). (4.17)
Therefore, (4.5) follows by (4.6) and (4.8).
Estimate of R1.
We have:
R1 = O
(
ε| ln ε|). (4.18)
By mean value theorem we deduce that for some t ∈ [0,1],∫
Ω
∣∣fε(V )− f0(V )∣∣qε = ∫
Ω
∣∣ε(V )p+tε ln(V )∣∣qε = ∫
Ω\B(ξ,ρ)
+· · · +
k∑
j=1
∫
Aj
. . . , (4.19)
where the annulus Aj are defined in (2.12).
First of all, we point out that if ρ is small enough PUi(x) cδ
N−2
2
i for any x /∈ B(ξ,ρ), for some positive constant c.
Therefore ∫
Ω\B(ξ,ρ)
∣∣ε(V )p+tε ln(V )∣∣qε  cεqε k∑
i=1
δ
N−2
2 (p+tε)qε
i
∣∣ln(cδ N−221 + · · · + cδ N−22k )∣∣qε
= O(|ε ln ε|qε). (4.20)
Moreover, on each annulus Aj we get:∫
A
∣∣ε(V )p+tε ln(V )∣∣qε dx  cεqε k∑
i=1
∫
A
(Ui)
(p+tε)qε ∣∣ln(PU1 + · · · + PUk)∣∣qε dx. (4.21)j j
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Aj
(Ui)
(p+tε)qε ∣∣ln(PU1 + · · · + PUk)∣∣qε dx
 cεqε δN−
N−2
2 (p+tε)qε
i
∫
√
δj δj+1
δi
|y|
√
δj δj−1
δi
1
(1 + |y − σi |2)N−22 (p+tε)qε
×
∣∣∣∣ln[ αN
δ
N−2
2
i
(
1
(1 + |y − σi |2)N−22
+
∑
i =j
δ
N−2
2
i δ
N−2
2
j
(δ2j + |δiy − δjσj |2)
N−2
2
+
∑
i
O(δ
N−2
2
i )
)]∣∣∣∣qε dy
= O(|ε ln ε|qε), (4.22)
because if
√
δj δj+1
δj
 |y|
√
δj δj−1
δj
it holds,
δ
N−2
2
i δ
N−2
2
j
(δ2j + |δiy − δjσj |2)
N−2
2
=
⎧⎨⎩O((
δi
δj
)
N−2
2 ) if i > j,
O((
δj
δi
)
N−2
2 1|y−(δj /δi )σj |N−2 ) if j > i.
Estimate (4.18) follows by (4.19), (4.20), (4.21) and (4.22).
That concludes the proof. 
5. The finite-dimensional reduction
The contents of Sections 3 and 4 allow us to prove Proposition 2.1, namely unique solvability of the nonlinear
projected problem (2.15).
Proof of Proposition 2.1. First of all, we point out that in virtue of Proposition 3.2, solving problem (2.15) is
equivalent to find a fixed point of the operator:
T (φ) := L−1(N(φ)+R), φ ∈ K⊥,
where
R := Π⊥{i∗[fε(V )]− V + λε N−4N−2 V },
and
N(φ) := Π⊥{i∗[fε(V + φ)− fε(V )− f ′ε(V )φ]}.
By Lemma 3.1 we get: ∥∥T (φ)∥∥
ε
 c
(∥∥N(φ)∥∥
ε
+ ‖R‖ε
)
, (5.1)
and ∥∥T (φ1)− T (φ2)∥∥ε  c∥∥N(φ1)−N(φ2)∥∥ε. (5.2)
By (2.1), (2.2) and (2.3) we deduce:∥∥N(φ)∥∥
ε
 c
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣ Nsε
N+2sε
+ c∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣ 2N
N+2
, (5.3)
and ∥∥N(φ1)−N(φ2)∥∥ε  c∣∣fε(V + φ1)− fε(V + φ2)− f ′ε(V )(φ1 − φ2)∣∣ Nsε
N+2sε
+ c∣∣fε(V + φ1)− fε(V + φ2)− f ′ε(V )(φ1 − φ2)∣∣ 2N . (5.4)N+2
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c(|V |p−2−ε|φ|2 + |φ|p+ε) if 3N  5, (5.5)∣∣fε(V + φ1)− fε(V + φ2)− f ′ε(V )(φ1 − φ2)∣∣
 c
(|φ1 − φ2|p−1+ε + |φ2|p−1+ε)|φ1 − φ2| if N  6, (5.6)
and ∣∣fε(V + φ1)− fε(V + φ2)− f ′ε(V )(φ1 − φ2)∣∣
 c
(|V + φ2|p−2−ε|φ1 − φ2| + |φ1 − φ2|p−1+ε)|φ1 − φ2|
+ c(|V |p−2−ε|φ2| + |φ2|p−1+ε)|φ1 − φ2| if 3N  5. (5.7)
We remark that |V |qε = O(1) if qε = p + 1 +O(ε).
We will use the following relations:∣∣|u|p+ε∣∣ Nsε
N+2sε
= |u|
N+2sε
N
sε and
∣∣|u|p+ε∣∣ 2N
N+2
= |u|p+ε2N
N+2 (p+ε)
 c|u|p+εsε (5.8)
because of (2.3) and sε > 2NN+2 (p + ε). Moreover
|u1u2| Nsε
N+2sε
 |u1|sε |u2|N2 and |u1u2| 2NN+2  |u1| 2NN−2 |u2|N2 . (5.9)
Finally if 3N  5,
|u1u2u3| Nsε
N+2sε
 |u1|sε |u2|sε |u1| Nsε2sε−N , |u1u2u3| 2NN+2  |u1| 2NN−2 |u2| 2NN−2 |u1| 2N6−N . (5.10)
By Lemma 4.1, using (5.5), (5.8) and (5.10), we get that there exists c > 0 such that
‖φ‖ε  crε ⇒
∥∥T (φ)∥∥
ε
 crε (5.11)
and by (5.4), (5.6), (5.7), (5.8), (5.9) and (5.10), we get that there exists L ∈ (0,1) such that
‖φ1‖ε, ‖φ2‖ε  crε ⇒
∥∥T (φ1)− T (φ2)∥∥ε  L‖φ1 − φ2‖ε, (5.12)
where rε := ε| ln ε| if 3N  6 or rε := ε p2 if N  7. By (5.11) and (5.12) we deduce that T is a contraction mapping
and so it has a fixed point φ := φ(ε, d¯, σ¯ , ξ) which satisfies (2.17).
A standard argument shows that (d¯, σ¯ , ξ) → φ(ε, d¯, σ¯ , ξ) is a C1-map. That concludes the proof. 
At this point we can conclude that V +φ, with V = V (d¯ε, σ¯ε, ξε) defined in (2.9) and φ = φ(ε, d¯ε, σ¯ε, ξε) predicted
by Proposition 2.1, is a solution to our original problem if we can find (d¯ε, σ¯ε, ξε) to solve Eq. (2.16). But this is
equivalent to finding critical points of the reduced function J˜ε(d¯, σ¯ , ξ) defined in (2.19). This is the content of Part 1
of Proposition 2.2, whose proof is given in the following.
Proof of Proposition 2.2, Part 1. Let ∂s denote ∂dh if h = 1, . . . , k, and ∂σr j if r = 1, . . . , k − 1, and ∂ξj if j =
1, . . . ,N . By (2.15) we get
∂s J˜ε(d¯, σ¯ , ξ) = J ′ε(V + φ)[∂sV + ∂sφ]
= 〈V + φ − i∗[fε(V + φ)+ λε N−4N−2 (V + φ)], ∂sV + ∂sφ〉
=
N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , ∂sV + ∂sφ
〉
, (5.13)
for some cliε ∈R.
If we compute (5.13) at (d¯ε, σ¯ε, ξε), which is a critical point of J˜ε , then we get:
0 =
N∑ k∑
cliε
〈
PZlδi ,ξi , ∂sV + ∂sφ
〉
. (5.14)l=0 i=1
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First of all, by (2.5) and (2.6) we deduce that⎧⎪⎪⎨⎪⎪⎩
∂dhV = εahPZ0δh,ξh + εah
∑N
j=1 PZ
j
δh,ξh
σhj ,
∂σr j V = δrPZjδr ,ξr ,
∂ξj V =
∑k
t=1 PZ
j
δt ,ξt
,
(5.15)
where ah := 2(h−1)+1N−2 . Therefore, by Lemma A.5 we have:
N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , ∂dhV
〉
= εah
N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , PZ
0
δh,ξh
〉+ εah N∑
l=0
k∑
i=1
N∑
j=1
σhj c
li
ε
〈
PZlδi ,ξi , PZ
j
δh,ξh
〉
= ε
ah
δ2h
c0hε
[
c0 + o(1)
]+ εah
δ2h
N∑
j=1
σhj c
jh
ε
[
c1 + o(1)
]
, h = 1, . . . , k, (5.16)
N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , ∂σr j V
〉= δr N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , PZ
j
δr ,ξr
〉
= 1
δr
cjrε
[
c1 + o(1)
]
, r = 1, . . . , k − 1, j = 1, . . . ,N, (5.17)
and
N∑
l=0
k∑
i=1
cliε
〈
PZlδi ,ξi , ∂ξj V
〉= N∑
l=0
k∑
i=1
k∑
t=1
cliε
〈
PZlδi ,ξi , PZ
j
δt ,ξt
〉
=
k∑
t=1
1
δ2t
cj tε
[
c1 + o(1)
]= 1
δ2k
cjkε
[
c1 + o(1)
]
, j = 1, . . . ,N. (5.18)
Secondly, we point out that, since φ ∈ K⊥, it holds 〈PZlδi ,ξi , φ〉 = 0, which implies:〈
PZlδi ,ξi , ∂sφ
〉= −〈∂sPZlδi ,ξi , φ〉= O(∥∥∂sPZlδi ,ξi∥∥‖φ‖)= o(∥∥∂sPZlδi ,ξi∥∥), (5.19)
because of (2.17). Moreover it is easy to check that
∥∥∂sPZlδi ,ξi∥∥=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
‖∂dhPZlδi ,ξi‖ = 0 if h = 1, . . . , k, h = i,
‖∂dhPZlδh,ξh‖ = O(ε
ah
δ2h
),
‖∂σr j PZlδi ,ξi‖ = 0 if r = 1, . . . , k − 1, h = i, j = 1, . . . ,N,
‖∂σr j PZlδr ,ξr‖ = O( 1δr ) if h = i, j = 1, . . . ,N,
‖∂ξj PZlδi ,ξi‖ = O( 1δ2i ) if j = 1, . . . ,N.
(5.20)
Finally, by (5.16), (5.18), (5.19) and (5.20) we deduce that the linear system in (5.14) has only the trivial solution.
That concludes the proof. 
6. The reduced energy: The C0-estimate
This section is devoted to give the C0-expansion of the reduced energy J˜ε(d¯, σ¯ , ξ) = Jε(V + φ). We show first in
Lemma 6.1 that Jε(V + φ) is equal to Jε(V ) plus a term which has size o(ε) in C0-sense. Then in Lemma 6.2 we
further expand Jε(V ).
We start with
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Jε(V + φ) = Jε(V )+ o(ε),
C0-uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact sets of Rk+.
Proof. It holds:
Jε(V + φ)− Jε(V ) = 12‖φ‖
2 − λε N−4N−2
∫
Ω
Vφ +
∫
Ω
[
k∑
i=1
f0(Uδi ,ξi )− fε(V )
]
φ
−
∫
Ω
[
Fε(V + φ)− Fε(V )− fε(V )φ
]
. (6.1)
We prove that the right-hand side of (6.1) is o(ε). In fact, the first term in the right-hand side is o(ε) because of (2.17).
Moreover, we have:∣∣∣∣∣
∫
Ω
[
k∑
i=1
f0(Uδi ,ξi )− fε(V )
]
φ
∣∣∣∣∣
∣∣∣∣∣
k∑
i=1
f0(Uδi ,ξi )− fε(V )
∣∣∣∣∣ 2N
N+2
|φ| 2N
N−2
= o(ε), (6.2)
because of (4.5) and (2.17). We have also,∣∣∣∣ ∫
Ω
V φ
∣∣∣∣ k∑
i=1
|Uδi,ξi | 2N
N+2
|φ| 2N
N−2
= o(ε), (6.3)
because of (2.17), and
|Uδi,ξi | 2N
N+2
=
⎧⎪⎪⎨⎪⎪⎩
O(δ2i ) if N  7,
O(δ2i | ln δi |) if N = 6,
O(δ
N−2
2
i ) if 3N  5.
Finally, by the mean value theorem we get for some t ∈ [0,1]:∣∣∣∣ ∫
Ω
[
Fε(V + φ)− Fε(V )− fε(V )φ
]∣∣∣∣= ∣∣∣∣ ∫
Ω
f ′ε(V + tφ)φ2
∣∣∣∣
 c
∫
Ω
|V |p−1+εφ2 + c
∫
Ω
|φ|p+1+ε
 c
∣∣|V |p−1+ε∣∣N
2
|φ|22N
N−2
+ c|φ|p+1+εsε = o(ε), (6.4)
because of (2.17) and ||V |p−1+ε|N
2
= O(1). Therefore the claim follows. 
Lemma 6.2. For any η > 0, there exists ε0 > 0 such that for η < λ < 1η and for any ε ∈ (0, ε0) it holds:
Jε(V ) = a1 + a2ε − a3ε ln ε + εΨλ(d¯, σ¯ , ξ)+ o(ε), (6.5)
C0-uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact sets of Rk+. Here
Ψλ(d¯, σ¯ , ξ) := a4τ(ξ)dN−21 − a6
k−1∑
j=1
(
dj+1
dj
)N−2
2
g(σj )+ a7
k∑
j=1
lndj − a5λd21 , (6.6)
where
g(σ ) :=
∫
N
1
(1 + |y|2)N+22
1
|y + σ |N−2 dy, σ ∈R
N, (6.7)R
22 M. Musso, A. Pistoia / J. Math. Pures Appl. 93 (2010) 1–40and ai ’s are positive constants defined as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a1 := kN
∫
RN
Up+1(y) dy,
a2 := kp+1
∫
RN
Up+1(y) lnU(y)dy − k
(p+1)2
∫
RN
Up+1(y) dy,
a3 := k2N(p+1)
∫
RN
Up+1(y) dy,
a4 := 12
∫
RN
Up(y)dy,
a5 := 12
∫
RN
U2(y) dy,
a6 := αp+1N ,
a7 := N(p+1)2
∫
RN
Up+1(y) dy.
(6.8)
Proof. We write:
Jε(u) = E0(u)−Qε(u)+ Pε(u), (6.9)
where
E0(u) := 12
∫
Ω
|∇u|2 dx − 1
p + 1
∫
Ω
up+1 dx,
Qε(u) := λ2 ε
N−4
N−2
∫
Ω
u2 dx,
and
Pε(u) := 1
p + 1
∫
Ω
(u+)p+1 dx − 1
p + 1 + ε
∫
Ω
(u+)p+1+ε dx.
Set Uj := Uδj ,ξj .
Step 1. We expand E0(V ).
We write:
E0
(
k∑
j=1
PUj (x)
)
=
k∑
j=1
[
1
2
∫
Ω
U
p
j PUj dx −
1
p + 1
∫
Ω
PU
p+1
j dx
]
− 1
p + 1
∫
Ω
[(
k∑
j=1
PUj
)p+1
−
k∑
j=1
(PUj )
p+1 − (p + 1)
k∑
j,i=1
i>j
(PUi)
pPUj
]
dx
−
k∑
j,i=1
i>j
∫
Ω
[
(PUi)
p −Upi
]
PUj dx
=: I1 + I2 + I3. (6.10)
Estimate of I1.
It is easy to check that (2.10) implies:
1
2
∫
Ω
U
p
j PUj dx −
1
p + 1
∫
Ω
PU
p+1
j = c1 + c2τ(ξj )δN−2j +O
(
δNj
)
, (6.11)
where
c1 := 1
N
∫
N
Up+1(x) dx and c2 := 12
∫
N
Up(x)dx. (6.12)
R R
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I1 = kc1 + c2ετ(ξ)dN−21 + o(ε). (6.13)
Estimate of I3.
By (2.11), we get:∫
Ω
[
(PUi)
p −Upi
]
PUj dx = O
(
δ
N−2
2
i
∫
Ω
U
p−1
i Uj dx
)
= O
(
δ
N−2
2
i
(∫
Ω
U
p
i
) p−1
p
(∫
Ω
U
p
j
) 1
p
)
= O(δ N−22i (δ N−22i ) p−1p (δ N−22j ) 1p )= o(ε), (6.14)
and so
I3 = o(ε). (6.15)
Estimate of I2.
Let us recall the definition of the annulus (see (2.12)),
Ai := B
(
ξ,
√
δiδi−1
) \B(ξ,√δiδi+1 ), i = 1, . . . , k,
where δ0 = ρ2δ1 and δk+1 = 0.
We shall decompose the integral on B(ξ,ρ) in the sum of concentric, not overlapping, annulus Ai , whose union
gives the original ball B(ξ,ρ). Observe that in each annulus Ai the leading term in
∑k
j=1 Uδj ,ξj is Uδi,ξj , as a direct
computation easily shows. For this reason, on each annulus Ai we change variable setting δiy = x − ξ . We have:
−(p + 1)I2 =
∫
Ω\B(ξ,ρ)
[(
k∑
j=1
PUj
)p+1
−
k∑
j=1
(PUj )
p+1 − (p + 1)
k∑
j,i=1
i>j
(PUi)
pPUj
]
dx
+
k∑
l=1
∫
Al
[(
k∑
j=1
PUj
)p+1
−
k∑
j=1
(PUj )
p+1 − (p + 1)
k∑
j,i=1
i>j
(PUi)
pPUj
]
dx. (6.16)
We have: ∫
Ω\B(ξ,ρ)
∣∣∣∣∣
(
k∑
j=1
PUj
)p+1
−
k∑
j=1
(PUj )
p+1 − (p + 1)
k∑
j,i=1
i =j
(PUi)
pPUj
∣∣∣∣∣dx
 c
k∑
j=1
∫
Ω\B(ξ,ρ)
U
p+1
j dx + c
k∑
i,j=1
∫
Ω\B(ξ,ρ)
U
p
i Uj dx
 c
k∑
j=1
δNj + c
k∑
i,j=1
δ
N+2
2
i δ
N−2
2
j = O
(
ε
N
N−2
)
. (6.17)
Let us estimate each integral on Al . We have:∫
Al
[(
k∑
j=1
PUj
)p+1
−
k∑
j=1
(PUj )
p+1 − (p + 1)
k∑
j,i=1
i>j
(PUi)
pPUj
]
dx
=
∫
Al
[(
PUl +
k∑
j=1
PUj
)p+1
− (PUl)p+1 − (p + 1)(PUl)p
k∑
j=1
PUj
]
dxj =l j =l
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k∑
j=1
j =l
∫
Al
(PUj )
p+1 dx − (p + 1)
∫
Al
[
k∑
j,i=1
i>j
(PUi)
pPUj − (PUl)p
k∑
j=1
j =l
PUj
]
dx
=: L1 +L2 +L3. (6.18)
We estimate L2 in (6.18). We have for j = l (setting x − ξ = δj y),∫
Al
(PUj )
p+1  c
∫
Al
U
p+1
j  c
∫
√
δlδl+1|x−ξ |√δlδl−1
δNj
(δ2j + |x − ξj |2)N
dx
=
∫
√
δl δl+1
δj
|y|
√
δl δl−1
δj
1
(1 + |y − σj |2)N dy = O
(
ε
N
N−2
)= o(ε), (6.19)
because of (4.10) and (2.8). By (6.19) we deduce:
L2 = o(ε). (6.20)
We estimate L3 in (6.18). It holds:
− 1
p + 1L3 =
∫
Al
[
k∑
j,i=1
i>j
(PUi)
pPUj − (PUl)p
k∑
j=1
j =l
PUj
]
dx
= −
k∑
j=1
j>l
∫
Al
(PUl)
pPUj dx −
k∑
j,i=1
i =l,i>j
∫
Al
(PUi)
pPUj dx
= −
k∑
j=1
j>l
∫
Al
U
p
l Uj dx −
k∑
j=1
j>l
∫
Al
[
(PUl)
p −Upl
]
Uj dx
−
k∑
j=1
j>l
∫
Al
(PUl)
p[PUj −Uj ]dx −
k∑
j,i=1
i =l,i>j
∫
Al
(PUi)
pPUj dx. (6.21)
First of all, if j > l it holds (setting x − ξ = δly):∫
Al
U
p
l Uj dx = αp+1N
∫
√
δlδl+1|x−ξ |√δlδl−1
δ
N+2
2
l
(δ2l + |x − ξl |2)
N+2
2
δ
N−2
2
j
(δ2j + |x − ξj |2)
N−2
2
dx
=
(
δj
δl
)N−2
2
α
p+1
N
∫
√
δl+1
δl
|y|
√
δl−1
δl
1
(1 + |y − σl |2)N+22
1
((δj /δl)2 + |y − (δj /δl)σj |2)N−22
dy
=
(
δj
δl
)N−2
2
[
α
p+1
N
∫
RN
1
(1 + |y − σl |2)N+22
1
|y|N−2 dy + o(1)
]
. (6.22)
Next, since 0 PUj (x)−Uj (x) cδ
N−2
2
j for x ∈ Ω (see (2.11)) and j > l we deduce that∫
(PUl)
p[PUj −Uj ]dx = O
(
δ
N−2
2
j
∫
U
p
l
)
= O(δ N−22l δ N−22j )= o(ε) (6.23)Al Ω
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Al
[
(PUl)
p −Upl
]
Uj dx = o(ε). (6.24)
Finally, if i > j (setting x − ξ = δiy),∫
Al
(PUi)
pPUj  c
∫
Al
U
p
i Uj
 c
∫
√
δlδl+1|x−ξ |√δlδl−1
δ
N+2
2
i
(δ2i + |x − ξi |2)
N+2
2
δ
N−2
2
j
(δ2j + |x − ξj |2)
N−2
2
dx
= cδ
N−2
2
i δ
N−2
2
j
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
(1 + |y − σi |2)N+22
1
(δ2j + |δiy − δjσj |2)
N−2
2
dy
 c
(
δi
δj
)N−2
2
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
(1 + |y|2)N+22
dy
=
⎧⎨⎩O((
δl
δj
)
N−2
2 ) if i = l,
O((
δi
δj
)
N−2
2 )o(ε) if i = l,
(6.25)
because of (4.10).
By (6.21), (6.22), (6.23), (6.24) and (6.25), taking into account (2.5) and (2.6), we deduce that
L3 =
{
(p + 1)c3ε(dl+1dl )
N−2
2 g(σl)+ o(ε) if l = 1, . . . , k − 1,
o(ε) if l = k, (6.26)
where
c3 := αp+1N and g(σ ) :=
∫
RN
1
(1 + |y|2)N+22
1
|y + σ |N−2 dy. (6.27)
We estimate L1 in (6.18). By mean value theorem we get for some t ∈ [0,1]:∫
Al
[(
PUl +
k∑
j=1
j =l
PUj
)p+1
− (PUl)p+1 − (p + 1)(PUl)p
k∑
j=1
j =l
PUj
]
dx
= p(p + 1)
2
∫
Al
(
PUl + t
k∑
j=1
j =l
PUj
)p−1( k∑
j=1
j =l
PUj
)2
dx
 c
k∑
j=1
j =l
∫
Al
U
p−1
l U
2
j dx + c
k∑
i,j=1
i,j =l
∫
Al
U
p−1
i U
2
j dx. (6.28)
If i, j = l we use (6.19) and we get:∫
U
p−1
i U
2
j = O
((∫
U
p+1
i
) p−1
p+1(∫
U
p+1
j
) 2
p+1)= O(ε NN−2 )= o(ε). (6.29)Al Al Al
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Al
U
p−1
l U
2
j = O
((∫
Al
U
p+1
j
) 1
p
(∫
Al
U
p
l Uj
) p−1
p
)
= O((ε NN−2 ) 1p ε p−1p )= o(ε),
because of (2.8).
Finally, by (6.28), (6.29) and (6.30) we get:
L1 = o(ε). (6.30)
Finally, by (6.16), (6.17), (6.18), (6.30), (6.20) and (6.26), we get:
I2 = −c3ε
k−1∑
l=1
(
dl+1
dl
)N−2
2
g(σl)+ o(ε). (6.31)
By (6.10), (6.13), (6.31) and (6.15), we get:
E0
(
k∑
j=1
PUj
)
= kc1 + c2ετ(ξ)dN−21 − c3ε
k−1∑
l=1
(
dl+1
dl
)N−2
2
g(σl)+ o(ε). (6.32)
Step 2. We expand Qε(
∑k
j=1 PUj ).
Here we use the assumption that N  5. We write:∫
Ω
(
k∑
j=1
PUj
)2
dx =
k∑
j=1
∫
Ω
PU2j + 2
k∑
i,j=1
i<j
∫
Ω
PUjPUi. (6.33)
Now, by (2.11) for any j = 1, . . . , k, we have (setting δj y = x − ξj ),∫
Ω
PU2j =
∫
B(ξ,d)
U2j +O
(
δN−2j
)= c4δ2j +O(δN−2j ), (6.34)
where
c4 :=
∫
RN
U2(y) dy. (6.35)
Concerning the other term in (6.33), in an analogous way we have say for j > i, scaling δiy = x − ξi ,
∫
Ω
PUjPUi 
∫
Ω
UjUi  c
∫
Ω
δ
N−2
2
i
(δ2i + |x − ξi |2)
N−2
2
δ
N−2
2
j
|x − ξj |N−2
 c
(
δj
δi
)N−2
2
δ2i
∫
RN
1
(1 + |y|2)N−22
1
|y + (ξi − ξj )/δi |N−2 = o(ε). (6.36)
By (6.33), (6.34) and (6.36), using (2.5) and (2.6), we get:
Qε
(
k∑
j=1
PUj
)
= 1
2
c4ελd
2
1 + o(ε). (6.37)
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∑k
j=1 PUj ).
Taylor’s expansion implies that
1
p + 1
∫
Ω
(
k∑
j=1
PUj
)p+1
− 1
p + 1 + ε
∫
Ω
(
k∑
j=1
PUj
)p+1+ε
= ε
p + 1
∫
Ω
(
k∑
j=1
PUj
)p+1
ln
(
k∑
j=1
PUj
)
− ε
(p + 1)2
∫
Ω
(
k∑
j=1
PUj
)p+1
+O(ε2)
= ε
p + 1
∫
B(ξ,d)
(
k∑
j=1
Uj
)p+1
ln
(
k∑
j=1
Uj
)
− k ε
(p + 1)2
∫
RN
Up+1(y)+ o(ε). (6.38)
We next estimate the first term of the last expression above in formula (6.38). To do so, we use the annulus defined in
(2.12). On each annulus Ai we change variable setting δiy = x − ξ and we get:∫
Ai
(
k∑
j=1
Uj
)p+1
ln
(
k∑
j=1
Uj
)
= αp+1N
∫
√
δi+1
δi
|y|
√
δi−1
δi
[
1
(1 + |y − σi |2)N−22
+ δ
N−2
2
i
∑
j =i
δ
N−2
2
j
(δ2j + |δiy − δjσj |2)
N−2
2
]p+1
× ln
[
αN
δ
N−2
2
i
(
1
(1 + |y − σi |2)N−22
+ δ
N−2
2
i
∑
j =i
δ
N−2
2
j
(δ2j + |δiy − δjσj |2)
N−2
2
)]
dy
= −N − 2
2
( ∫
RN
Up+1(y) dy
)
ln δi +
∫
RN
Up+1(y) lnU(y)dy
+O
((
δi
δi−1
)N
2 +
(
δi+1
δi
)N
2
)
. (6.39)
By (6.38) and (6.39), using (2.5) and (2.6), we get:
Pε
(
k∑
j=1
PUj
)
= εc5 − εc6
k∑
i=1
ln δi + o(ε) = εc5 − εc6
k∑
i=1
lndi − c7ε ln ε + o(ε), (6.40)
where
c5 := k
p + 1
∫
RN
Up+1(y) lnU(y)dy − k
(p + 1)2
∫
RN
Up+1(y) dy, (6.41)
c6 := 1
p + 1
N − 2
2
∫
RN
Up+1(y) dy = (N − 2)
2
4N
∫
RN
Up+1(y) dy, (6.42)
c7 := c6
k∑
i=1
2(i − 1)+ 1
N − 2 =
k2
N − 2c6. (6.43)
Finally, estimate (6.5) follows by (6.32), (6.37) and (6.40). 
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In this section we estimate the gradient of the reduced energy (2.19) and we prove Proposition 2.2.
Lemma 7.1. For any η > 0, there exists ε0 > 0 such that for η < λ < 1η and for any ε ∈ (0, ε0) it holds, for h =
1, . . . , k,
∂dh
[
Jε(V + φ)
]= ∂dh[Ψλ(d¯, σ¯ , ξ)]+ o(ε), (7.1)
for any r = 1, . . . , k − 1 and i = 1, . . . ,N
∂σ ir
[
Jε(V + φ)
]= ∂σ ir [Ψλ(d¯, σ¯ , ξ)]+ o(ε), (7.2)
and for any i = 1, . . . ,N
∂ξi
[
Jε(V + φ)
]= ∂ξi [Ψλ(d¯, σ¯ , ξ)]+ o(ε), (7.3)
C0-uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact sets of Rk+. The
function Ψ is defined in (6.6).
Proof of (7.1) and (7.2). Let ∂s denote ∂dh for h = 1, . . . , k and ∂σr i for r = 1, . . . , k − 1 and i = 1, . . . ,N . It holds:
∂sJε(V + φ)− ∂s
[
Ψλ(d¯, σ¯ , ξ)
]= [J ′ε(V + φ)− J ′ε(V )][∂sV ]
+ J ′ε(V + φ)[∂sφ] +
[
∂sJε(V )− ∂sΨλ(d¯, σ¯ , ξ)
]
. (7.4)
First of all, we claim that [
∂sJε(V )− ∂sΨλ(d¯, σ¯ , ξ)
]= o(ε),
uniformly with respect to ξ in compact sets of Ω , σ¯ in compact sets of R(k−1)N and d¯ in compact sets of Rk+. The
proof of this fact follows the steps of the expansion of Jε(V ), contained in Lemma 6.2.
We shall prove now that [
J ′ε(V + φ)− J ′ε(V )
][∂sV ] = o(ε), (7.5)
and
J ′ε(V + φ)[∂sφ] = o(ε). (7.6)
Let us prove (7.5).
We have: [
J ′ε(V + φ)− J ′ε(V )
][∂sV ]
=
∫
Ω
∇φ∇∂sV −
∫
Ω
[
fε(V + φ)− fε(V )
]
∂sV − λε N−4N−2
∫
Ω
φ∂sV
= −
∫
Ω
[
fε(V + φ)− fε(V )− f ′ε(V )φ
]
∂sV −
∫
Ω
f ′ε(V )φ∂sV − λε
N−4
N−2
∫
Ω
φ∂sV . (7.7)
First of all, the last term in (7.7) satisfies:
λε
N−4
N−2
∣∣∣∣ ∫
Ω
φ∂sV
∣∣∣∣ λε N−4N−2 |φ| 2NN−2 |∂sVd¯,ξ | 2NN+2 = o(ε), (7.8)
because of (2.17), (5.15) and Lemma A.4.
Secondly, the second term in (7.7) satisfies:
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Ω
f ′ε(V )φ∂sV
∣∣∣∣ δi∑
j
∣∣∣∣ ∫
Ω
f ′ε(V )φ
(
PZ
j
δi ,ξi
−Zjδi ,ξi
)∣∣∣∣
+ δi
∑
j
∣∣∣∣ ∫
Ω
[
f ′ε(V )− f ′0(V )
]
φZ
j
δi ,ξi
∣∣∣∣+ δi∑
j
∣∣∣∣ ∫
Ω
[
f ′0(V )− f ′0(Uδi ,ξi )
]
φZ
j
δi ,ξi
∣∣∣∣
 δi
∑
j
∣∣V p−1+ε∣∣N
2
|φ| 2N
N−2
∣∣PZjδi ,ξi −Zjδi ,ξi ∣∣ 2NN−2
+ δi
∑
j
∣∣f ′ε(V )− f ′0(V )∣∣N2 |φ| 2NN−2 ∣∣Zjδi ,ξi ∣∣ 2NN−2
+
∑
j
|φ| 2N
N−2
∣∣[f ′0(V )− f ′0(Uδi ,ξi )]Uδi,ξi ∣∣ 2N
N+2
= o(ε), (7.9)
because of (2.17), Lemmas A.2, A.3 and the facts that |V p−1+ε|N
2
= O(1) and δiZjδi ,ξi = O(Uδi,ξi ).
We shall prove that the first term in (7.7) satisfies:∣∣∣∣ ∫
Ω
[
fε(V + φ)− fε(V )− f ′ε(V )φ
]
∂sV
∣∣∣∣= o(ε). (7.10)
Estimate (7.5) will follow by (7.7), (7.8), (7.9) and (7.10).
Let us prove (7.10) when 3N  6. By (5.5), (2.17) and Lemma A.4 we deduce that∣∣∣∣ ∫
Ω
[
fε(V + φ)− fε(V )− f ′ε(V )φ
]
∂sV
∣∣∣∣
 |V | 2N
6−N
|φ|22N
N−2
|∂sV | 2N
N−2
+ |φ|p+εsε |∂sV | sεsε−(p+ε) = o(ε),
because sε
sε−(p+ε) = 2NN−2 + o(1), |V | 2N6−N = O(ε
1
2 ) and by (5.15) we immediately get |∂sV | 2N
N−2
= O(1).
Let us prove (7.10) when N  7. By (A.2), taking into account that δiZjδi ,ξi = O(Uδi,ξi ), we get:∣∣∣∣ ∫
Ω
[
fε(V + φ)− fε(V )− f ′ε(V )φ
]
∂sV
∣∣∣∣
 cδi
∑
j
∫
Ω
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣∣∣PZjδi ,ξi −Zjδi ,ξi ∣∣
+ cδi
∑
j
∫
Ω
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣∣∣Zjδi ,ξi ∣∣
 cδi
∑
j
|φ|p+εsε
∣∣PZjδi ,ξi −Zjδi ,ξi ∣∣ sεsε−(p+ε) + c
∫
Ω
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Uδi,ξi
= o(ε),
because by (2.17), using the fact that δi |PZjδi ,ξi −Z
j
δi ,ξi
| sε
sε−(p+ε)
= O(δ
N−2
2
i ), we immediately get:
δi
∑
j
|φ|p+εsε
∣∣PZjδi ,ξi −Zjδi ,ξi ∣∣ sεsε−(p+ε) = O(εp2+ 12 )= o(ε).
It only remains to prove: ∫ ∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Uδi,ξi = o(ε). (7.11)
Ω
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Ω
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Ui = ∫
Ω\B(ξ,ρ)
+· · · +
∫
B(ξ,ρ)
. . .
=
∫
Ω\B(ξ,ρ)
+· · · +
k∑
l=1
l =i
∫
Al
+· · · +
∫
Ai
. . . , (7.12)
where A1, . . . ,Ak are the annulus introduced in (2.12) and we set Ui := Uδi,ξi . By (A.2) we get:∫
Ω\B(ξ,ρ)
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Ui  cδ N−22i ∫
Ω\B(ξ,ρ)
|φ|p+ε
 cδ
N−2
2
i |φ|p+εsε = O
(
ε
1
2 + p
2
2
)= o(ε). (7.13)
Moreover, if l = i by (A.2) we get:∫
Al
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Ui  c ∫
Al
|φ|p+εUi
 c|φ|p+εsε
(∫
Al
U
sε
sε−(p+ε)
i
) sε−(p+ε)
sε = O(ε p22 + 12 )= o(ε), (7.14)
because sε
sε−(p+ε) = 2NN−2 +O(ε), and by (4.9)∫
Al
U
2N
N−2
i =
∫
√
δlδl+1|x−ξ |√δlδl−1
δNi
(δ2i + |x − ξi |2)N
=
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
1
(1 + |y − σi |2)N = O
(
ε
N
N−2
)
.
Finally, we have: ∫
Ai
∣∣fε(V + φ)− fε(V )− f ′ε(V )φ∣∣Ui
=
∫
Ai
∣∣fε(V + φ)− fε(V )− f ′ε(Ui)φ∣∣Ui + ∫
Ai
∣∣f ′ε(Ui)− f ′ε(V )∣∣|φ|Ui
= o(ε), (7.15)
since ∫
Ai
∣∣f ′ε(Ui)− f ′ε(V )∣∣|φ|Ui  ∣∣[f ′ε(Ui)− f ′ε(V )]Ui∣∣ 2N
N+2
|φ| 2N
N−2
= o(ε)
(since, as in Lemma A.3, we can show that |[f ′ε(Ui)− f ′ε(V )]Ui | 2N
N+2
= O(εp/2)) and, moreover by (A.2) we get:∫
Ai
∣∣fε(V + φ)− fε(V )− f ′ε(Ui)φ∣∣Ui = ∫
Ai
∣∣f ′ε(V + θφ)− f ′ε(Ui)∣∣|φ|Ui
 c
∫
U
p−2+ε
i
∣∣∣∣∑
j =i
PUj + PUi −Ui + θφ
∣∣∣∣|φ|UiAi
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∑
j =i
∫
Ai
U
p−1+ε
i Uj |φ| + c
∫
Ai
|PUi −Ui ||φ|Up−1+εi + c
∫
Ai
U
p−1+ε
i φ
2
 c
∑
j =i
(∫
Ai
(
U
p−1+ε
i Uj
) 2N
N+2
)N+2
2N |φ| 2N
N−2
+ cδ
N−2
2
i
∣∣Up−1+εi ∣∣N2 |φ| 2NN−2 + c∣∣Up−1+εi ∣∣N2 |φ|22NN−2
= O(ε2p−1 + ε 12 + p2 + εp)= o(ε),
because |Up−1+εi |N2 = O(1),
sε
sε−(p+ε) = 2NN−2 +O(ε) and by (4.15) if j = i(∫
Ai
(
U
p−1+ε
i Uj
) 2N
N+2
)N+2
2N = O(εp−1+ p2 ).
Estimate (7.11) follows by (7.12), (7.13), (7.14) and (7.15).
That concludes the proof of (7.5).
Let us prove (7.6).
Since (2.15) holds we have:
J ′ε(V + φ)[∂sφ] =
N∑
l=0
k∑
j=1
clj
〈
PZlδj ,ξj , ∂sφ
〉
, (7.16)
with, in virtue of (5.19) and (5.20),
〈
PZlδj ,ξj , ∂sφ
〉=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if s = dh, h = 1, . . . , k, h = j,
O(
‖φ‖
δh
) if s = dh, h = j,
0 if s = σr i, r = 1, . . . , k − 1, r = j, i = 1, . . . ,N,
O(
‖φ‖
δr
) if s = σr i, r = j, i = 1, . . . ,N.
(7.17)
Moreover, the following estimate holds for t = 0,1, . . . ,N , ι = 1, . . . , k:
ctι = O(διε| ln ε|) if 3N  6 or ctι = O(διε p2 ) if N  7. (7.18)
Estimate (7.6) will follow by (7.16), (7.17) and (7.18).
Let us prove (7.18). Since (2.15) holds we have:
J ′ε(V + φ)
[
PZtδι,ξι
]= N∑
l=0
k∑
i=1
cli
〈
PZlδi ,ξi , PZ
t
δι,ξι
〉
. (7.19)
On the other hand, since φ ∈ K⊥ we get:
J ′ε(V + φ)
[
PZtδι,ξι
]= ∫
Ω
∇V∇PZtδι,ξι −
∫
Ω
fε(V + φ)PZtδι,ξι − λε
N−4
N−2
∫
Ω
(V + φ)PZtδι,ξι
=
∫
Ω
[
k∑
i=1
f0(Uδi ,ξi )− f0(V )
]
PZtδι,ξι +
∫
Ω
[
f0(V )− fε(V )
]
PZtδι,ξι
+
∫
Ω
[
fε(V )− fε(V + φ)
]
PZtδι,ξι − λε
N−4
N−2
∫
Ω
(V + φ)PZtδι,ξι
= O
(∣∣∣∣∣
k∑
i=1
f0(Uδi ,ξi )− f0(V )
∣∣∣∣∣ 2N ∣∣PZtδι,ξι ∣∣ 2NN−2
)
N+2
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N+2
∣∣PZtδι,ξι ∣∣ 2NN−2 )
+O(∣∣V p−1+ε∣∣N
2
|φ| 2N
N−2
∣∣PZtδι,ξι ∣∣ 2NN−2 )+O(|φ|p+εsε ∣∣PZtδι,ξι ∣∣ 2NN−2 )
+ λε N−4N−2 o(1)+ λε N−4N−2 O(|φ| 2N
N−2
∣∣PZtδι,ξι ∣∣ 2NN+2 )
= O
(
ε| ln ε|
δι
)
if 3N  6 or O
(
ε
p
2
δι
)
if N  7, (7.20)
where we used (4.3), (4.5), (2.17), (A.4), the facts that ∫
Ω
VPZtδι,ξι dx = o(1), |PZtδι,ξι | 2NN−2 = O(
1
δι
) and that by (A.1)∫
Ω
[
fε(V )− fε(V + φ)
]
PZtδι,ξι = O
((∣∣V p−1+ε∣∣N
2
|φ| 2N
N−2
+ |φ|p+εsε
)∣∣PZtδι,ξι ∣∣ 2NN−2 ).
Finally, (7.18) follows by Lemma A.5, (7.19) and (7.20). 
Proof of (7.3). In order to prove estimate (7.3), we need the following estimate of ∇φ on the boundary of ∂Ω , whose
proof is postponed in Appendix B.
Lemma 7.2. It holds
∫
∂Ω
|∇φ|2 dσ = o(ε).
Now, let uε := V + φ and set:
Sε(uε) := −uε − fε(uε)− λε N−4N−2 uε =
N∑
l=0
k∑
h=1
clhf ′0(Uδh,ξh)Zlδh,ξh , (7.21)
because of (2.15).
We have:
∂ξi
[
Jε(V + φ)
]= J ′ε(V + φ)[∂ξi V + ∂ξi φ] = ∫
Ω
Sε(uε)∂ξi uε = −
∫
Ω
Sε(uε)∂xi uε. (7.22)
In fact ∂ξi V = −∂xiV and by (7.21) we also have:∫
Ω
Sε(uε)∂ξi φ =
N∑
l=0
k∑
h=1
clh
∫
Ω
f ′0(Uδh,ξh)Zlδh,ξh∂ξ i φ
= −
N∑
l=0
k∑
h=1
clh
∫
Ω
∂ξi
[
f ′0(Uδh,ξh)Zlδh,ξh
]
φ =
N∑
l=0
k∑
h=1
clh
∫
Ω
∂xi
[
f ′0(Uδh,ξh)Zlδh,ξh
]
φ
= −
N∑
l=0
k∑
h=1
clh
∫
Ω
f ′0(Uδh,ξh)Zlδh,ξh∂xi φ = −
∫
Ω
Sε(uε)∂xi φ,
where we use that
∫
Ω
∇PZlδh,ξh∇φ =
∫
Ω
f ′0(Uδh,ξh)Z
l
δh,ξh
φ = 0.
Moreover, using integration by parts as in [18], Section 2, the choice of parameters δi in (2.5) and points ξi in (2.6),
Lemmas B.1 and 7.2, we have:∫
Ω
Sε(uε)∂xi uε =
∫
Ω
(−uε)∂xi uε dx = −
1
2
∫
∂Ω
|∇uε|2νi dσ
= −1
2
∫ ∣∣∇(V + φ)∣∣2νi dσ + o(ε)
∂Ω
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2
∫
∂Ω
|∇V |2νi dσ − 12
∫
∂Ω
|∇φ|2νi dσ −
∫
∂Ω
∇V∇φνi dσ + o(ε)
= −1
2
k∑
h=1
∫
∂Ω
|∇PUδh,ξh |2νi dσ −
k∑
h,l=1
l =h
∫
∂Ω
∇PUδh,ξh∇PUδl,ξl νi dσ
− 1
2
∫
∂Ω
|∇φ|2νi dσ −
k∑
h=1
∫
∂Ω
∇PUδh,ξh∇φνi dσ + o(ε)
= −1
2
k∑
h=1
∫
∂Ω
|∇PUδh,ξh |2νi dσ −
k∑
h,l=1
l =h
∫
∂Ω
∇PUδh,ξh∇PUδl,ξl νi dσ
− 1
2
∫
∂Ω
|∇φ|2νi dσ −
k∑
h=1
∫
∂Ω
∇PUδh,ξh∇φνi dσ + o(ε)
= −1
2
∫
∂Ω
|∇PUδ1,ξ1 |2νi dσ + o(ε)
= −εdN−21 ∂xiH(ξ1, ξ1)
( ∫
RN
Up(y)dy
)
+ o(ε) = −a4εdN−21 ∂ξi τ (ξ)+ o(ε), (7.23)
where a4 is defined in (6.8). Finally, the claim follows by (7.22) and (7.23). 
Proof of Proposition 2.2, Part 2. The uniform closeness follows by Lemmas 6.2 and 6.1. The C1-estimate follows
by Lemma 7.1. 
Appendix A
Lemma A.1. For any a  0 and b ∈R we have:∣∣|a + b|q − aq ∣∣ { c(q)min{|b|q, aq−1|b|} if 0 < q < 1,
c(q)(|a|q−1|b| + |b|q) if q  1. (A.1)
In particular, we get for any u,v ∈ H 10 (Ω)∣∣f ′ε(u+ v)− f ′ε(u)∣∣ { cmin{|v|p−1+ε, |u|p−2+ε|v|} if N  7,
c(|u|p−2+ε|v| + |v|p−1+ε) if 3N  6. (A.2)
Lemma A.2. It holds: ∣∣f ′ε(V )− f ′0(V )∣∣N2 = O(ε| ln ε|).
Proof. We argue exactly as in the proof of estimate (4.18). 
Lemma A.3. It holds:
∣∣[f ′0(V )− f ′0(Uδi ,ξi )]Uδi,ξi ∣∣ 2N
N+2
=
⎧⎨⎩
O(εp/2) if N  7,
O(ε| ln ε|) if N = 6,
O(ε) if 3N  5.
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Ω
∣∣[f ′0(V )− f ′0(Ui)]Ui∣∣ 2NN+2 = ∫
Ω\B(ξ,ρ)
+· · · +
∫
B(ξ,ρ)
. . . . (A.3)
Now ∫
Ω\B(ξ,ρ)
∣∣∣∣[f ′0(∑
j
PUj
)
− f ′0(Ui)
]
Ui
∣∣∣∣ 2NN+2  c∣∣∣∣(∑
j
δ2j
)
δ
N−2
2
i
∣∣∣∣ 2NN+2
= O(ε N+22(N−2) 2NN+2 ). (A.4)
Moreover ∫
B(ξ,ρ)
∣∣∣∣[f ′0(∑
j
PUj
)
− f ′0(Ui)
]
Ui
∣∣∣∣ 2NN+2 = k∑
l=1
l =i
∫
Al
+· · · +
∫
Ai
. . . . (A.5)
Let us consider the case N  7. We estimate
∫
Al
. . . when l = i. By (A.2) with ε = 0 we have:
∫
Al
∣∣∣∣[f ′0(∑
j
PUj
)
− f ′0(Ui)
]
Ui
∣∣∣∣ 2NN+2  c ∫
Al
∣∣∣∣∣∣∣∣(PUi −Ui)+∑
j =i
PUj
∣∣∣∣p−1Ui∣∣∣∣ 2NN+2
 c
∫
Al
∣∣|PUi −Ui |p−1Ui∣∣ 2NN+2 + c∑
j =i
∫
Al
∣∣Up−1j Ui∣∣ 2NN+2
= O(ε( 4N−2 + N+22(N−2) ) 2NN+2 ), (A.6)
because by (4.9) we deduce:
∫
Al
∣∣|PUi −Ui |p−1Ui∣∣ 2NN+2  c ∫
√
δlδl+1|x−ξ |√δlδl−1
∣∣∣∣ δ
N+2
2
i
(δ2i + |x − ξi |2)
N−2
2
∣∣∣∣ 2NN+2
 c
∫
√
δl δl+1
δi
|y|
√
δl δl−1
δi
δ
8N
N+2
i
∣∣∣∣ 1
(1 + |y − σi |2)N−22
∣∣∣∣ 2NN+2
= O(δ 8NN+2i ε NN−2 )= O(ε( 4N−2 + N+22(N−2) ) 2NN+2 ),
by (6.19) if l = j we get: ∫
Al
∣∣Up−1j Ui∣∣ 2NN+2  (∫
Al
U
p+1
i
)N−2
N+2(∫
Al
U
p+1
j
) 4
N+2
= O(ε NN−2 )= O(ε N+22(N−2) 2NN+2 )
and by (4.15) we get if l = j and l = i,∫
Al
∣∣Up−1l Ui∣∣ 2NN+2 = O(ε( 4N−2 + N+22(N−2) ) 2NN+2 ).
We estimate
∫
. . . . By (A.2) with ε = 0 we have:Ai
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Ai
∣∣∣∣[f ′0(∑
j
PUj
)
− f ′0(Ui)
]
Ui
∣∣∣∣ 2NN+2  c ∫
Ai
|U
6−N
N−2
i
(
|PUi −Ui | +
∑
j =i
|PUj |
)
Ui
∣∣∣∣ 2NN+2
 c
∫
Ai
∣∣|PUi −Ui |Up−1i ∣∣ 2NN+2 + c∑
j =i
∫
Ai
∣∣UjUp−1i ∣∣ 2NN+2
= O(ε( 4N−2 + N+22(N−2) ) 2NN+2 ), (A.7)
because ∫
Ai
∣∣|PUi −Ui |Up−1i ∣∣ 2NN+2  c ∫
B(ξ,ρ)
∣∣∣∣ δ
N+2
2
i
(δ2i + |x − ξi |2)2
∣∣∣∣ 2NN+2
= O(δNi )= O(ε N+22(N−2) 2NN+2 ),
and by (4.15) if j = i we get ∫
Ai
∣∣Up−1i Uj ∣∣ 2NN+2 = O(ε( 4N−2 + N+22(N−2) ) 2NN+2 ).
Finally, by (A.3), (A.4), (A.5), (A.6) and (A.7) the claim follows when N  7. We argue in a similar way when
3N  5 and N = 6, using (4.16) and (4.17) (instead of (4.15)), respectively. 
Lemma A.4. It holds for any h = 1, . . . ,N ,
∣∣Zhδ,ξ ∣∣ 2N
N+2
=
⎧⎪⎨⎪⎩
O(δ
N−2
2 ) if N = 3,
O(δ| ln δ|) if N = 4,
O(δ) if N  5,
and
∣∣Z0δ,ξ ∣∣ 2N
N+2
=
⎧⎪⎨⎪⎩
O(δ
N−4
2 ) if 3N  5,
O(δ
1
2 | ln δ|) if N = 6,
O(δ) if N  7.
Lemma A.5. It holds: 〈
PZ
j
δi ,ξi
, PZhδl,ξl
〉= o( 1
δ2i
)
if l > i,
〈
PZ
j
δi ,ξi
, PZhδi ,ξi
〉= o( 1
δ2i
)
if j = h,
〈
PZ
j
δi ,ξi
, PZ
j
δi ,ξi
〉= cj 1
δ2i
+ o
(
1
δ2i
)
,
for some positive constants c0 and c1 = · · · = cN .
Proof. Set Ui :=δi ,ξi and Zji := Zjδi ,ξi . We have:〈
PZ
j
i ,PZ
h
l
〉= ∫
Ω
f ′0(Ui)Z
j
i Z
h
l +
∫
Ω
f ′0(Ui)Z
j
i
(
PZhl −Zhl
)
,
with ∫
f ′0(Ui)Z
j
i
(
PZhl −Zhl
)

∣∣f ′0(Ui)∣∣N2 ∣∣Zji ∣∣ 2NN−2 ∣∣PZhl −Zhl ∣∣ 2NN−2 = o
(
1
δi
)
.Ω
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Ω
f ′0(Ui)Z
j
i Z
h
l = α
1
N−2
N (N − 2)2
∫
Ω
δ
N+2
2
i
xj − ξij
(δ2i + |x − ξi |2)
N+4
2
δ
N−2
2
l
xh − ξlh
(δ2l + |x − ξl |2)
N
2
dx
= α
1
N−2
N (N − 2)2
∫
Ω−ξi
δi
δ
N−4
2
i δ
N−2
2
l
yj (δiy
h + ξih − ξlh)
(1 + |y|2)N+42 (δ2l + |δiy + ξi − ξl |2)
N
2
dy
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
O((
δl
δi
)
N−2
2 1
δ2i
) if l > i,
o( 1
δ2i
) if l = i, j = h,
1
δ2i
α
1
N−2
N (N − 2)2
∫
RN
y2j
(1+|y|2)N+2 dy + o( 1δ2i ) if l = i, j = h.
Moreover, if j = 1, . . . ,N and h = 0 we get (setting x − ξi = δiy):∫
Ω
f ′0(Ui)Z
j
i Z
0
l = α
1
N−2
N
(N − 2)2
2
∫
Ω
δ
N+2
2
i
xj − ξij
(δ2i + |x − ξ |2)
N+4
2
δ
N−4
2
l
|x − ξl |2 − δ2l
(δ2l + |x − ξl |2)
N
2
dx
= α
1
N−2
N
(N − 2)2
2
∫
Ω−ξi
δi
δ
N−4
2
i δ
N−4
2
l
yj (|δiy + ξi − ξl |2 − δ2l )
(1 + |y|2)N+42 (δ2l + |δiy + ξi − ξl |2)
N
2
dy
=
⎧⎨⎩O((
δl
δi
)
N−4
2 1
δ2i
) if l > i,
o( 1
δ2i
) if l = i.
Finally, if j = 0 and h = 0 we get (setting x − ξi = δiy):∫
Ω
f ′0(Ui)Z
j
i Z
0
l = α
1
N−2
N
(N − 2)2
4
∫
Ω
δ
N
2
i
|x − ξi |2 − δ2i
(δ2i + |x − ξi |2)
N+4
2
δ
N−4
2
l
|x − ξl |2 − δ2l
(δ2l + |x − ξl |2)
N
2
dx
= α
1
N−2
N
(N − 2)2
4
∫
Ω−ξi
δi
δ
N−4
2
i δ
N−4
2
l
(|y|2 − 1)(|δiy + ξi − ξl |2 − δ2l )
(1 + |y|2)N+42 (δ2l + |δiy + ξi − ξl |2)
N
2
dy
=
⎧⎪⎨⎪⎩
O((
δl
δi
)
N−4
2 1
δ2i
) if l > i,
1
δ2i
α
1
N−2
N
(N−2)2
4
∫
RN
(|y|2−1)2
(1+|y|2)N+2 dy + o( 1δ2i ) if l = i.

Appendix B
Lemma B.1. It holds:
1
2
∫
∂Ω
|∇PUδ,ξ |2νi dσ = δN−2∂xiH(ξ, ξ)
∫
RN
Up(y)dy + o(δN−2).
Moreover
|∇PUδ,ξ |L2(∂Ω) = O
(
δ
N−2
2
)
.
Proof. See [18], formulas (2.7) and (2.10). 
M. Musso, A. Pistoia / J. Math. Pures Appl. 93 (2010) 1–40 37Proof of Lemma 7.2. We argue as in Appendix C of [18]. Let uε := V + φε . The function φε ∈ H 10 (Ω) solves:
−φε − λε N−4N−2 φε = fε(uε)−
k∑
i=1
f0(Uδi ,ξi )+ λε
N−4
N−2 V −
N∑
l=0
k∑
i=1
clhf ′0(Uδi ,ξi )Zlδi ,ξi . (B.1)
Let ζ be a smooth function in RN such that
0 ζ  1, ζ(x) = 0 for |x − ξ | ρ, ζ(y) = 1 for |y| 2ρ,
for some ρ > 0. By (B.1) we deduce that ζφε is a solution in H 10 (Ω) of the problem,{
−(ζφε)− λε N−4N−2 (ζφε) = gε in Ω,
ζφε = 0 on ∂Ω,
(B.2)
where
gε := fε(uε)−
k∑
i=1
f0(Uδi ,ξi )+ λε
N−4
N−2 V −
N∑
l=0
k∑
i=1
clif ′0(Uδi ,ξi )Zlδi ,ξi − 2∇ζ · ∇φε − φεζ. (B.3)
By (B.2) we deduce that∣∣∇(ζφε)∣∣2L2(∂Ω) = ∣∣∇(φε)∣∣2L2(∂Ω)  c|gε|2Lq(Ω), where q := 2NN + 1 . (B.4)
We will prove that |gε|2Lq(Ω) = o(ε) and the claim will follow.
Let us estimate |gε|2q := |gε|2Lq(Ω). By (B.3) we deduce that
gε = O
(
k∑
i=1
[
ζU
p+ε
δi ,ξi
]+ ζ |φε|p+ε + k∑
i=1
[
ζU
p
δi ,ξi
]+ λε N−4N−2 k∑
i=1
[ζUδi ,ξi ]
+
N∑
l=0
k∑
i=1
∣∣cli∣∣∣∣ζUp−1δi ,ξi Zlδi ,ξi ∣∣+ |∇ζ ||∇φε| + |φε||ζ |
)
. (B.5)
We have to estimate each term of (B.5) in the Lq(Ω)-norm. It holds:∣∣∣∣∣
k∑
i=1
[
ζU
p+ε
δi ,ξi
]∣∣∣∣∣
2
q
= O
((
k∑
i=1
∫
|x−ξ |ρ
U
(p+ε)q
δi ,ξi
)2/q)
= O
(
k∑
i=1
δ
(N−2)(p+ε)
i
)
= o(ε),
∣∣∣∣∣
k∑
i=1
[
ζU
p
δi ,ξi
]∣∣∣∣∣
2
q
= O
((
k∑
i=1
∫
|x−ξ |ρ
U
pq
δi ,ξi
)2/q)
= O
(
k∑
i=1
δ
(N−2)p
i
)
= o(ε),
∣∣∣∣∣λε N−4N−2
k∑
i=1
[ζUδi ,ξi ]
∣∣∣∣∣
2
q
= O
(
ε
2(N−4)
N−2
(
k∑
i=1
∫
|x−ξ |ρ
U
q
δi ,ξi
)2/q)
= O
(
ε
2(N−4)
N−2
k∑
i=1
δN−2i
)
= o(ε),
∣∣∣∣∣
N∑
l=0
k∑
i=1
∣∣cli∣∣∣∣ζUp−1δi ,ξi Zlδi ,ξi ∣∣
∣∣∣∣∣
2
q
= O
(
N∑
l=0
k∑
i=1
|cli |2
( ∫
|x−ξ |ρ
U
(p−1)q
δi ,ξi
∣∣Zlδi ,ξi ∣∣q)2/q
)
= O
(
N∑
l=0
k∑
i=1
∣∣cli∣∣2δNi
)
= o(ε),
because of (7.18).
In Appendix C of [18] it was proved that
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Ω
(|∇ζ ||∇φε|)q)2/q = o(‖φε‖2)= o(ε),
(∫
Ω
(|ζ ||∇φε|)q)2/q = o(‖φε‖2)= o(ε),
because of (2.17).
It remains to estimate |ζ |φε|p+ε|2q .
We multiply Eq. (B.1) against ζ 2(N−2)N+1 |φε|
2+2ε(N−2)
N+1 φε and we integrate on Ω . Arguing exactly as in [18] we get:∫
Ω
−φεζ
2(N−2)
N+1 |φε|
2+2ε(N−2)
N+1 φε  C
( ∫
Ω
[
ζ |φε|p+ε
]q) 2p+1
+O
(∫
Ω
|φε|
N+3+2ε(N−2)
N+1 |∇φε|
∣∣∇ζ 2(N−2)N+1 ∣∣+ ∫
Ω
|φε|
2(N+2)+2ε(N−2)
N+1
∣∣∇ζ N−2N+1 ∣∣2),
for some strictly positive constant C. We also have:∫
Ω
|φε|
N+3+2ε(N−2)
N+1 |∇φε|
∣∣∇ζ 2(N−2)N+1 ∣∣= O(∫
Ω
|φε|p+1
) 1
p+1
N+3+2ε(N−2)
N+1
O
(∫
Ω
|∇φε|2
) 1
2
×O
(∫
Ω
∣∣∇ζ 2(N−2)N+1 ∣∣ N(N+1)3−ε(N−2)2 ) 3−ε(N−2)2N(N+1)
= O(‖φε‖ 2N+4+2ε(N−2)N+1 ),
and in a similar way ∫
Ω
|φε|
2(N+2)+2ε(N−2)
N+1
∣∣∇ζ N−2N+1 ∣∣2 = O(‖φε‖ 2N+4+2ε(N−2)N+1 ).
On the other hand we have:
fε(uε)−
k∑
i=1
f0(Uδi ,ξi )+ λε
N−4
N−2 V + λε N−4N−2 φε −
N∑
l=0
k∑
i=1
clif ′0(Uδi ,ξi )Zlδi ,ξi
= O
(
|φε|p+ε +
k∑
i=1
U
p+ε
δi ,ξi
+
k∑
i=1
U
p
δi ,ξi
+ ε N−4N−2
k∑
i=1
Uδi,ξi + ε
N−4
N−2 |φε|
+
N∑
l=0
k∑
i=1
∣∣cli∣∣∣∣Up−1δi ,ξi Zlδi ,ξi ∣∣
)
.
Arguing exactly as in [18] we get:∫
Ω
ζ
2(N−2)
(N+1) |φε|p+ε+
N+3+2ε(N−2)
N+1 = O
(( ∫
Ω
|φε|sε
) 2
N
(∫
Ω
[
ζ |φε|p+ε
]q) 2p+1)
= o
((∫
Ω
[
ζ |φε|p+ε
]q) 2p+1)
,
since sε = (p − 1 + ε)N because of (2.3). We also have the validity of the following estimates:2
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i=1
∫
Ω
ζ
2(N−2)
(N+1) |φε|
N+3+2ε(N−2)
N+1 Up+εδi ,ξi
= O
(∫
Ω
|φε|p+1
)N+3+2ε(N−2)
(N+1)(p+1)
O
(
k∑
i=1
( ∫
|x−ξ |ρ
U
2N(N+1)(p+ε)
N2+N+6−2ε(N−2)2
δi ,ξi
)N2+N+6−2ε(N−2)2
2N(N+1)
)
= O
(
‖φε‖
N+3+2ε(N−2)
N+1
k∑
i=1
δ
N−2
2 (p+ε)
i
)
= O(‖φε‖N+3+2ε(N−2)N+1 ε p2 ),
and
k∑
i=1
∫
Ω
ζ
2(N−2)
(N+1) |φε|
N+3+2ε(N−2)
N+1 Upδi ,ξi
= O
(∫
Ω
|φε|p+1
)N+3+2ε(N−2)
(N+1)(p+1)
O
(
k∑
i=1
( ∫
|x−ξ |ρ
U
2N(N+1)p
N2+N+6−2ε(N−2)2
δi ,ξi
)N2+N+6−2ε(N−2)2
2N(N+1)
)
= O
(
‖φε‖
N+3+2ε(N−2)
N+1
k∑
i=1
δ
N+2
2
i
)
= O(‖φε‖N+3+2ε(N−2)N+1 ε p2 ),
and
λε
N−4
N−2
k∑
i=1
∫
Ω
ζ
2(N−2)
(N+1) |φε|
N+3+2ε(N−2)
N+1 Uδi,ξi
= OεN−4N−2
(∫
Ω
|φε|p+1
)N+3+2ε(N−2)
(N+1)(p+1)
O
(
k∑
i=1
( ∫
|x−ξ |ρ
U
2N(N+1)
N2+N+6−2ε(N−2)2
δi ,ξi
)N2+N+6−2ε(N−2)2
2N(N+1)
)
= O
(
ε
N−4
N−2 ‖φε‖
N+3+2ε(N−2)
N+1
k∑
i=1
δ
N−2
2
i
)
= O(ε N−4N−2 + 12 ‖φε‖N+3+2ε(N−2)N+1 ),
and
λε
N−4
N−2
∫
Ω
ζ
2(N−2)
(N+1) |φε|
2(N+2)+2ε(N−2)
N+1 = O(ε N−4N−2 ‖φε‖ 2(N+2)+2ε(N−2)N+1 ),
and finally:
N∑
l=0
k∑
i=1
∣∣cli∣∣ ∫
Ω
ζ
2(N−2)
(N+1) |φε|
N+3+2ε(N−2)
N+1 Up−1δi ,ξi
∣∣Zlδi ,ξi ∣∣
= O
(∫
Ω
|φε|p+1
)N+3+2ε(N−2)
(N+1)(p+1)
O
(
N∑
l=0
k∑
i=1
∣∣cli∣∣( ∫
|x−ξ |ρ
∣∣Up−1δi ,ξi Zlδi ,ξi ∣∣ 2N(N+1)N2+N+6−2ε(N−2)2 )
N2+N+6−2ε(N−2)2
2N(N+1)
)
= O
(
‖φε‖N+3N+1
N∑
l=0
k∑
i=1
∣∣cli∣∣δ N+22i
)
= O(‖φε‖N+3N+1 ε p2 ),
because of (7.18). We conclude the proof of the lemma with,
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Ω
[
ζ |φε|p+ε
]q) 2q = O(‖φε‖ 2N+4+2ε(N−2)N−2 + ‖φε‖N+3+2ε(N−2)N−2 ε (3N−10)(N+1)2(N−2)2 + ‖φε‖N+3+2ε(N−2)N−2 ε p(N+1)2(N−2) )
= o(ε),
because of (2.17). 
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