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Abstract 
 
Societal acceptance of biometric technology is 
complex and highly dependent on trust. The limited 
work on trust in biometric s is mostly anecdotal with 
correlational patterns associated with familiarity and 
confidence in different types of biometric s [26]. To 
develop a comprehensive understanding of people’s 
trust perceptions toward biometric s, we employed 
existing theories to develop a systematic measure of 
trust in biometric s from a consumer perspective. We 1) 
gathered prior trust measures in the context of 
interpersonal interaction, technology adoption, 
information system and automated technology, 2) 
identified common trust dimensions across these 
contexts, 3) modified the items for the context of 
biometric technology, and 4) conducted a survey study 
to determine sub-factors and reliability of this new 
measure. Our data generated seven new factors 
associated with consumer trust in biometric technology. 
We discuss implications of the current work and suggest 
future directions.   
 
1. Introduction  
 
Biometric technology  is a type of technology that 
measures, accumulates data and potentially analyzes a 
person's physiological or behavioral characteristics [33]. 
These characteristics which are unique to each 
individual can be used to verify or identify that person. 
Biometric technology  is preferred over traditional 
identification paradigms such as protected passwords, 
as a more reliable and accurate identification and 
verification technique [34].  While biometric 
technology  is considered a more rigorous system for 
collecting and analyzing human data, it is prone to 
biases and provokes anxiety and discomfort among the 
people in which it measures [10]. For instance, privacy 
concerns influence user comfort level in biometric 
technology  such as border security screening [12]. 
Privacy counsel for Europe indicates that privacy is one 
of the key factors of trust in information technology 
[31]. Accordingly, user trust and acceptance toward 
biometric technology is an important avenue to explore.  
Trust is critical in determining people’s behavior. 
Prior research found that privacy and trust are closely 
related in predicting people’s willingness to disclose 
personal information [31]. Privacy concern is one of the 
major issues with Biometric technology; this factor may 
influence people’s behavioral intention to use and or 
provide personal and physiological data to this type of 
technology. Interpersonal trust, or people’s disposition 
to trust other individuals has a significant influence on 
how people trust technology in general [12]. For 
instance, people’s trust level associated with individual 
differences and cultural norms predict the extent to 
which people trust automation [26]. Accordingly, we 
incorporate and extend on interpersonal trust to develop 
a fundamental understanding of trust in biometric s 
technology, and how trust mediates acceptance of 
biometric s technology. It is important to understand 
human factors associated with trusting biometric 
technology. Yet, to our knowledge there are no 
systematic trust measures of biometric technology.  
The dearth of work that examined trust in 
biometrics were anecdotal, based on general 
correlational measures of people’s acceptance toward 
this technology [26:5]. We employ existing theories and 
measures on (a) interpersonal trust, (b) trust in 
technology and (c) trust in automation, to develop a 
more refined measure of trust in biometric s. From prior 
research, we refine items associated with four starting 
dimensions of trust and implement these in the context 
of biometric al technology. These dimensions include: 
1) Ability measures what functionality does biometric 
technology provide to users; 2) Attitude measures what 
users think about biometric technology; 3) Behavior 
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measures how users employ biometric technology; 4) 
Ease of Use measures how easy it is to use biometric 
technology. We test our modified measures with human 
subjects and examine the reliability of these dimensions 
in the context of biometric technology. We also propose 
new dimensions applicable to this type of technology. 
We then test the extent to which our refined measure 
predicts people’s perception of trust in biometric 
technology in general, and how individual differences 
further influence trust levels.   
The paper is organized as follows. First, after the 
prior literature review, we describe how four starting 
dimensions of trust were selected. Second, we detail the 
measure items and samples. Third, we explain how the 
three dimensions were extracted in the context of 
trusting biometric technology. Finally, we present the 
analysis of our data, discuss current results and future 
directions. 
 
2. Prior Work 
 
Prior empirical work has proposed the privacy-
trust-behavioral intention model in e-commerce [21] in 
which people are more likely to trust and provide 
personal information if the privacy policy of an e-
commerce website is fully disclosed. Biometric 
technology to some extent functions similar to an e-
commerce business. Biometric s gathers people’s 
personal information and physiological data for 
identification purposes. However, there are limitations 
in terms of the availability of accumulated data, people’s 
access to that data, agents who have access to the data 
and the function of the gathered data. Accordingly, 
people are more likely to have low trust toward 
biometric s because of such privacy concerns [8, 27]. 
Thus, it is important for researchers to understand the 
factors that contribute to people’s trust in biometric 
technology.  
To our knowledge there are no trust measures 
developed in the biometric s context. However, prior 
literature does provide reliable trust measures in other 
domains. Interpersonal trust or people’s disposition to 
trust others, heavily influences people’s trust in general 
technology, automation, and information technology. 
Consequently, researchers have been successful at 
developing trust measures in these domains [10, 18, 19, 
24]. While these domains are not in the context of 
biometric s, there are some similarities across these 
types of technologies, particularly in the realm of 
information accumulation and exchange  [8, 27]. Thus 
we build on trust measures in these domains and adopt 
them in the context of biometric technology. 
 
2.1 Interpersonal Trust Dimensions 
 
Trust is a multidimensional construct [11]. 
Interpersonal trust reflects a person’s willingness to be 
vulnerable to the actions of others based on positive 
expectations  [26]. Thus far, majority of trust literature 
in terms of theoretical and empirical work fixate on 
interpersonal trust [6, 9, 13]. Interpersonal trust is 
important in biometric technology  since this type of 
trust is highly predictive of people’s trust in technology 
as a whole [6].  Rotter [30] proposed that interpersonal 
trust in a dyadic relationship arises from attributes 
associated with a trustee and a trustor in three types of 
situations: group, organization and individual. Within 
the group context, Jarvenpaa et al. [17] identified 6 
dimensions of trust: Behavior, trustworthiness, ability, 
integrity, benevolence and propensity. In the 
organization context, Paine [28] proposed the following 
dimensions for interpersonal trust: Integrity, 
dependability, competence, honesty and vulnerability. 
For individual-level of interpersonal trust,  prior studies 
[18–20] identified these dimensions: dependency, faith, 
belief, disposition and predictability. Table 1 provides a 
summary of these dimensions.  
 
Table 1. Interpersonal trust dimensions from 
prior literature 
Reference Context 
Trust 
Dimension 
Theoretical 
Trust 
Dimension 
[17] 
Interperson
al trust in 
group 
Behavior, 
Trustworthines
s, Ability, 
Integrity, 
Benevolence 
Propensity 
Behavior, 
Trustworthiness
, Ability, 
Integrity, 
Benevolence, 
Reliability, 
Faith 
[28] 
Interperson
al trust in 
organizatio
n 
Integrity, 
Dependability, 
Competence, 
Honesty, 
Vulnerability. 
[12, 29, 35] 
Individual 
Interperson
al trust 
Dependency, 
Faith, Belief, 
Disposition, 
Predictability. 
 
While these contexts give rise to many dimensions, 
i.e. sub-factors, capturing interpersonal trust, there are 
some overlaps among these factors with relevance to 
biometric technology. For instance, Paine [28] 
measured honesty as how much and how accurately 
information is shared between people in an 
organization. In a biometric s context, we can examine 
this from a uni-directional rather than a bi-directional 
perspective since there is only one linkage of people 
sharing information with the biometric technology and 
not the other way around.  Similarly, Jarvenpaa et al. 
measured propensity as how personal traits influence the 
trustor’s trust toward the trustee. In the context of 
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biometric s, we can examine the influence of personal 
traits and individual differences in trust level. 
Accordingly, we employ these prior dimensions from 
interpersonal trust framework as the theoretical basis for 
our trust measure. 
 
2.2 Trust Dimensions in General Technology 
 
Literature shows several empirical measures of 
trust in the context of general technology. These 
measures reflect the extent to which people adopt and 
use technology as a whole. Table 2 provides a summary 
of the dimensions/factors derived from trust in general 
technology measures. 
 
Table 2. General technology trust dimensions 
from prior literature 
Reference Context 
Trust 
Dimension 
Theoretical 
Trust 
Dimensions  
[1] 
Trust in 
mobile 
banking 
technology 
Perceived 
usefulness, 
Perceived ease 
of use, 
Credibility, the 
Amount of 
information, 
Normative 
pressure 
Ability, Ease of 
Use, 
Reliability, 
Compatibility, 
Usefulness, 
Risk, Behavior, 
Functionality, 
Helpfulness, 
Attitude, 
Intension, Faith 
[2] 
Trust in 
mobile 
banking 
technology 
Compatibility, 
usefulness, and 
Risk 
[4] 
Trust in 
general 
technology 
Attitude, 
Perceived ease 
of use, 
Perceived 
usefulness, 
Behavioral 
control, 
Subjective 
norm, Intention 
to adopt 
technology. 
[24] 
Trust in 
general 
technology 
Reliability, 
Functionality, 
Helpfulness, 
Faith 
 
Amin et al. [1] found that perceived usefulness, 
ease of use, credibility, the amount of information and 
normative pressure are meaningful factors predicting 
people’s acceptance of technology, in the context of  
mobile banking. in a similar context, Koenig-Lewis et 
al. [2] identified compatibility, usefulness, and risk are 
significant factors for adoption of technology. 
Aboelmaged. [4] incorporated these factors to develop a 
behavioral measure capturing people’s intent to use 
technology. In this work, trust dimensions of attitude, 
ease of use, usefulness, behavioral control, subjective 
norm and intention to adopt technology, were predictive 
of intentions. In another line of work, McKnigh et al. 
[24] developed a measure of trust in technology 
stemming from interpersonal trust measures. These 
researchers identified the following factors: reliability, 
functionality, helpfulness, and faith in general 
technology. In our work we implement the theoretical 
and conceptual framework of these factors into the 
domain of biometric technology. We use the dimensions 
listed in table 2 as the theoretical basis for trust in 
general technology. 
 
2.3 Trust Dimensions in Information 
Technology (IT) 
 
Consistent with the literature on trust in general 
technology, trust measures on information technology 
demonstrate factors and dimensions with a similar 
conceptual nature, also derived from interpersonal trust 
[24]. Faith in information technology, an index of trust, 
is a prevalent conceptual framework examined, which 
captures people’s beliefs about various attributes of 
information technology. In this case, more faith in 
information technology reflects people’s beliefs that 
information reliable, functional, and provides the 
necessary help needed. Extending on this work, 
Jarvenpaa et al. [18] proposed that user’s trust in 
information technology (e.g. internet store) is dependent 
on reputation. Since trust involves risk [23], Jarvenpaa 
et al. also suggested that people’s risk perceptions are 
highly indicative of trust in information technology. 
Thus, these dimensions expanded earlier factors 
identified in interpersonal trust and trust in general 
technology. 
Similar to trust dimensions in tables 1-2, Riquelme 
and colleagues [14] found that ease of use, usefulness, 
norms, and social risk are factors that influence the 
intention to adopt information technology (e.g. online 
banking service). Extending these factors, Bhattacherjee 
[3] found that attitude, subjective norm and behavioral 
control can explain 52% of variance in predicting 
people’s intention to use information technology (e.g. e-
brokerage services). Thus, we also incorporate these 
theoretical models and items associated with these 
measures into the context of biometric technology. 
Since both biometric technology and information 
technology often require sharing information, we 
predict that these unique dimensions are valid for 
biometric s (see table 3).  
 
Table 3.  Information technology trust 
dimensions from prior literature 
Reference Context 
Trust 
Dimension 
Theoretical 
Trust 
Dimensions  
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[25] 
Trust in 
general 
technology 
Faith 
Faith, Ease of 
Use, 
Reputation, 
Risk, Attitude, 
Usefulness, 
Subjective 
norm, Behavior 
[18] 
Trust in 
internet store 
Risk Perception, 
Reputation 
[14] 
Trust in 
online 
banking 
service 
Ease of use, 
Usefulness, 
Social norms, 
Social risk 
[3] 
Trust in 
general 
information 
technology 
Attitude, 
Subjective 
norm,  
Behavioral 
control 
 
2.4 Trust Dimensions in Automation 
 
Recent research in the automation technology 
developed a trust measure in this context with the 
incorporation of cultural factors [7], based on prior trust 
dimensions in automation [19]. The work expanded on 
factors mentioned earlier such as attitude, usefulness, 
ease of use, subjective norm, reliability, faith and 
behavioral intention associated with interpersonal trust 
[36], general technology [16] and information 
technology [32]. In addition to these factors, Hoff et al. 
[15] identified workload and complexity as unique 
dimensions for trust in automation. Biros et al. [5] 
confirmed that under high workloads, operators use 
automation more often to maintain pace with task 
demands, regardless of their level of trust. In another 
research, Lyons et al. suggested that under high-risk 
conditions, operators may have a tendency to reduce 
their reliance on complex automation, but increase their 
reliance on simple automation [22]. 
Since majority of trust dimensions in automation 
were derived from a system perspective, we propose that 
trust in biometric technology will also encompass these 
factors. Majority of work on trust in automation 
examine trust from the user’s perceptive. Given that 
current biometric technology is incorporated into the 
general technology used by consumers, e.g. touch and 
fingerprint detection in smart phones, we also develop 
our trust in biometric s measure from the user or 
consumer perspective. Table 5 illustrates the summary 
of factors discussed in trusting automation and the 
theoretical conceptualization we plan to employ in our 
work. 
 
Table 4. Automation trust dimensions from 
prior literature 
Reference Context 
Trust 
Dimension 
Theoretical 
Trust 
Dimensions  
[7] 
Trust in 
Automation 
Attitude, 
Usefulness, 
Ease of Use, 
Subjective 
norm, 
Reliability, 
Faith and 
Behavioral 
Intention 
Attitude, 
Usefulness, 
Ease of Use, 
Subjective 
norm, 
Reliability, 
Faith, 
Behavioral 
Intention, 
Workload, 
Complexity 
 
2.5 Trust Dimensions in Biometric Technology  
 
From these existing trust dimensions, we selected 
four dimensions that were in common across the 
contexts of interpersonal trust, trust in general 
technology, information technology and automation. 
Table 5 lists these dimensions. The conceptual 
definition of these factors are as follows: (1) Ability 
refers to the functionality of biometric technology; (2) 
Attitude refers to a user’s judgment toward biometric 
technology based on prior experience and existing 
knowledge,; (3) Behavior refers to the user’s belief 
toward future behavior, i.e. impact, of biometric 
technology based on prior experience and existing 
knowledge; (4) Ease of Use refers to the user’s 
perceived effort in learning and using biometric 
technology. In our study we combined the items 
associated with these dimensions from the factors 
mentioned earlier. We modified these items to reflect 
consumer perspective on trusting biometric technology. 
We carried out an online study with general working 
population from Mechanical Turk to determine the 
reliability of these dimensions and the generation of new 
factors specifically associated with biometric 
technology.  
 
Table 5. Trust dimensions with unique 
dimensions and shared dimensions 
 
 
3. Current Research and Methods 
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3.1 Initial Scale Construction 
 
Previous research [20] suggested a "dimension 
sampling" method, which assumes a predefined 
dimension of content for each measurable construct and 
select candidate items that can faithfully represent this 
domain. Accordingly, a three-step procedure was used 
to create items for the proposed trust scale and establish 
its content validity. 1) Relevant facets of each of the four 
starting trust dimensions were identified by 
conceptualizing them in the biometric technology 
context. 2) Items from prior trust literature reflecting 
each starting trust dimension were identified and 
modified to minimize semantic overlap across items. 3) 
Prior scale items that matched best with the starting trust 
dimensions were selected and reworded to relate 
specifically to the biometric technology context. New 
items were created to represent trust level from users’ 
perspective. Most items were reworded in general 
biometric technology (e.g. I look forward to see more 
daily use biometric technology ) to ensure that the 
proposed trust items are not specific to a particular type 
biometric technology, thus minimizing any extant 
biases in the trust dimensions (such as, personal 
preference). The number of items for the proposed trust 
dimensions was 25. This number ensures that survey 
takers can finish all items in 10-15 minutes in order to 
obtain a desired reliability. Further, it is important to 
keep our measurement scales as short as possible to 
minimize respondent fatigue.  
The first phase of scale construction required 
specifying items for each of our four trust dimensions: 
Ability, Attitude, Behavior and Ease of Use. Ability 
refers to user’s perception that biometric technology has 
the necessary functionalities, and meets most of the 
user’s needs. Attitude refers to user’s judgment of 
biometric technology based on pre-existing knowledge 
and concerns of private user information and previous 
experience. Behavior identified as whether or not the 
technology makes users intent or continue to use based 
on their current experience. Ease of Use is identified as 
whether or not the technology demonstrates helpfulness 
and usefulness toward user concerns and needs, and 
makes good-faith efforts to resolve user concerns.  
In the second phase, pervious research trust 
measure items were reviewed again. From prior trust 
measurements, items that met 3 conditions were 
selected. Items were selected based on whether they, (1) 
examined one of the four starting dimensions of trust, 
(2) could be adapted to assessing user’s trust in 
biometric technology, and (3) did not overlap with any 
of the study's other constructs. Items with substantial 
semantic overlap were merged into a single item. For 
instance, the items "Technology is changing too fast for 
me." [28] and "It is too difficult to keep up with 
advancements in technology." [3] were grouped into one 
single “Ease of Use” item. Each item was reworded to 
relate specifically to biometric technology context (with 
user as the trustor) and anchored using a 5-point Likert 
scale ranging from "strongly disagree" to "strongly 
agree."  
The final phase was to reduce the initial item pool 
to 25 items representing each of the four dimensions of 
trust. Item reduction and refinement were conducted by 
(1) directly changing the context to biometric 
technology or (2) completely rewriting the items.  
 
3.2 Task and Procedure 
 
Participants for this study were Amazon 
Mechanical Turk workers. The participants were 100 
random selected workers from U.S and 100 random 
selected workers from India. A survey link instruction 
was generated. The introduction outlined the purpose of 
the study, provided a hyperlink to an online survey form, 
and as an incentive, offered participants $0.4 after they 
completed survey. Participants were 31% female with a 
mean age of 34.0 years. All participants were given a 
brief introduction about biometric technology before 
completing the survey items. Participants were asked to 
rate their opinion about each statement associated with 
the consumer perspective of biometric technology (see 
Table 8).  
 
4. Analysis and Result 
 
Reliability analysis was performed on responses for 
each four starting dimensions. Skewness for all measure 
items average responses ranged between -0.9 and -0.56, 
kurtosis ranged between 0.8 and 1.51, within the -2 to 
+2 range, which identified reasonably normal 
distributional properties for the Mechanical Turk data. 
The initial trust measures were modeled as a four-
factor model, with 7 items measuring ability, 7 items 
measuring attitude, 5 items measuring behavior, 5 items 
measuring ease of use and 1 general trust measure in 
biometric technology. The reliability analysis is shown 
in Table 6. These response are considered reliable 
(Cronbach's alpha is higher than 0.7).  
Principal component analysis (PCA) combined 
with Varimax and Kaiser Normalization rotation 
method was employed to extract new features (in this 
case, we tried to extract new dimensions/factors). Three 
new factors were extracted with eigenvalue greater than 
1, since 1 is considered as an average eigenvalue, 
therefore grater 1 is considered as above average. The 
new three factor model (Table 7) explains 59.1% of the 
variance associated with trust in biometrics.  
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Table 6. Reliability statistics for starting 
dimensions 
Starting 
Dimensions 
Cronbach's 
Alpha 
Cronbach's Alpha Based 
on Standardized Items 
Num of 
Items 
Ability 0.822 0.830 7 
Attitude 0.873 0.876 7 
Behavior 0.872 0.874 5 
Ease of Use 0.787 0.789 5 
 
Table 7. Reliability statistics for extracted 
dimensions 
Extracted 
Dimensions 
Cronbach's 
Alpha 
Cronbach's Alpha Based 
on Standardized Items 
Num of 
Items 
Factor 1 0.953 0.954 19 
Factor 2 0.884 0.887 7 
Factor 3 0.815 0.817 6 
 
Next, rotated component matrix was performed to 
examine the factor loading for each item (Table 8). 
Results of the rotated component matrix will be used to 
refine our items for future empirical research. Based on 
the factor loading and new group items, we marked 
Factor 1 as “Functionality”, Factor 2 as “Intention” and 
Factor 3 as “Ease of Use” (Table 8). Functionality is 
defined as users’ trust toward biometric technology, 
based on whether the technology has met most of the 
user’s needs. In this case, security and privacy can be 
considered as one of important sub dimensions in 
functionality from empirical data. For instance, items 
“Biometric technology  keeps users information safe 
during most time.”, “I would be able to use biometric 
technology  well for securing personal information” and 
“I find that biometric technology  useful in managing 
personal information.” with high loading factor for 
Factor 1 suggest that privacy and security have great 
impact when users think about a biometric technology. 
Intention is defined as user’s willingness to transform 
and employ biometric technology. For instance, “I read 
about advancements in biometric technology.” 
illustrates user trust and willingness to use biometric 
technology by gathering more information about 
biometric technology. Ease of use is defined as the 
difficulty level for users to use biometric technology. 
Unlike other type of technology, ease of use can be 
defined as the usefulness and helpfulness of biometrics. 
In this case, users were more concerned about the 
difficulty level of biometric technology and the 
difficulty level of gathering information about biometric 
technology.  
 
Table 8. Mechanical Turk data collection FA 
(factor analysis) results: The values 
represented the factor loadings for each item. 
The model of specific items with a threshold 
value 0.4, in order to eliminate the noise. 
 
 
5. Discussion and Future Directions 
 
The purpose of this paper was to develop and 
validate an instrument for measuring users’ trust in 
biometric technology. Scale construction is one of the 
most important steps in confirmatory research because 
the quality of a measurement items determines the 
extent to which observed results are meaningful and 
accurate. As discussed before, prior trust scales were not 
directly applicable to biometric technology. Based on 
four starting dimensions of trust adopted from prior trust 
measurements (ability, attitude, behavior and ease of 
use) in biometric technology contexts, an initial three 
factor model was constructed (Table 8).  
The development of a trust scale in this paper is part 
of a larger study examining the impact of cultural factor 
in trusting biometric technology. In future studies we 
will examine how cultural norms associated with 
general societal trust impacts trusting biometric 
technology. We expect the results of this research to 
provide a reliable psychometric instrument that captures 
the nature and antecedents of trust in biometric s across 
cultures. The current measures focus on biometric 
technology in general, and trust from a consumer’s 
perspective. For future work, we plan on investigating 
whether trust varies with different types of biometric 
technology. We will also examine people’s trust 
perceptions when they are required to use biometric 
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technology, e.g. crossing border, identification 
technology at work, etc… Finally, one of the interesting 
and value-added areas is machine learning, where we 
can classify high trust of biometric technology users and 
low trust biometric technology users based on our 
proposed dimensions (features). We expect a linear 
separation between high versus low trust in biometric 
technology users.  
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