Abstract -In this paper, a resolvent estimate is proved for discretisations of second order ordinary differential operators subject to Dirichlet boundary conditions on a finite or infinite interval. As a discretisation method, a fully discrete Galerkin method using continuous splines of order r 2 on a locally quasi-uniform grid is considered. As a byproduct, an a priori estimate for the discretised differential operator is obtained.
Introduction
(I), the dual space of H 1 0 (I). It is well-known (see, e.g., [4] and the literature cited there) that A satisfies in all L p -spaces a resolvent condition, i.e., for each θ ∈ ( π 2 , π) there exist κ 0 and C I such that for p ∈ [1, ∞] , λ ∈ Σ κ,θ and f ∈ L p (I)
where Σ κ,θ is the sector Σ κ,θ = {λ ∈ C : | arg(λ − κ)| θ} and · p denotes the usual norm in L p (I). In this paper, the form A(·, ·) is discretised by a fully discrete Galerkin method using continuous splines of order r 2 on a non-uniform grid. Our aim is to prove a resolvent estimate corresponding to (1.2) for the discrete analogue A h of A obtained in this way, where the constant in the estimate is independent of the discretisation parameter.
Resolvent estimates are of vital importance in the analysis of discretised parabolic equations especially when dealing with smoothing error estimates or simultaneous time and space discretisations (see [1, 2, 6, [10] [11] [12] [13] and the standard monography [16] in this field). So it is no surprise that a number of papers on this topic can be found in the literature. The difficulty lies in considering L p -norms, p = 2, since for the L 2 -norm the resolvent estimate is easy to prove even for meshes without any non-uniformity restriction. The earliest L p -result we know of is [19] , where the Galerkin method for the operator Av = −v using continuous splines of order r 2 on a uniform mesh of width h was considered. The bound in the resolvent estimate contained an additional power of log h. This result was extended in [17] to second order differential operators and quasi-uniform meshes. In [9] , the resolvent estimate was proved for the second order divided difference on uniform meshes without a logarithmic factor as a corollary of a result on the generalised numerical range of matrices and based on the theorem by V. Thomée on the stability of finite difference operators in l p -spaces. A short direct proof of this result was given in [7] using an explicit representation of the discrete Green's function for the second order divided difference operator. The bound in the resolvent estimate was shown to be also independent of the length of the interval I.
A major step forward was made in [4] . Resolvent estimates with a logarithm-free bound are proved for the Galerkin method using continuous splines of order r 2 for second order differential operators, although still for quasi-uniform meshes, by means of the energy method. Further progress was achieved for Av = −v in [5] using linear splines and the lumped mass approximation of the identity. For meshes without any non-uniformity restriction a bound was proved for p ∈ [1, ∞) in a p-dependent sector Σ κ,θ with an angle θ > π/2 tending to π/2 for p → ∞. From this result the authors derived the resolvent estimate for p = ∞ with a bound containing a logarithmic factor in a sector with an angle close to π/2, both depending on the minimal size of the mesh. The method to prove the result is based on an extension of the proof for the L 2 case by using the duality map in l p -spaces. The method extends to the Laplacian in two space dimensions for linear finite elements on triangulations satisfying the Delaunay condition. For locally quasi-uniform meshes, a further result in [5] is obtained by the energy method providing a logarithm-free bound in arbitrary sectors Σ κ,θ with θ < π.
For more than one space dimension, there are rather sophisticated methods developed in [3, 14, 15, 18] for proving resolvent estimates. It is no surprise that there the triangulations are assumed to be quasi-uniform.
The discrete problem and main results
To set up the discretisation of (1.1), we start with a subdivision by breakpoints 
where ω j > 0 are given weights and
h , respectively, we denote the corresponding norms. The inner product (2.1) can be viewed as a composite quadrature rule with quadrature points ξ j and weights ω j . The subspace W h ⊂ W e h is defined to consist of those grid functions f h that are one-valued at the breakpoints and satisfy the boundary conditions
(we need a larger space of splines of order r + 1 in the later analysis) can be considered as an element of W h by taking for each k the restriction on π 
with the usual modification for p = ∞. We consider a sequence of discretisations of the continuous sesquilinear form A(·, ·), where h runs through a sequence H of mesh-size vectors. The meshes π h for h ∈ H are in this paper assumed to be locally quasi-uniform, i.e., there exists a constant C H such that h k /h k±1 C H for all k and h ∈ H. Let functions a h , b h and c h ∈ W e h be given satisfying for some
for x ∈ π h . Throughout the paper C and c will denote generic constants (c positive) which are independent of significant quantities, especially they do not depend on p ∈ [1, ∞] , the length of the interval I or the mesh π h , as long as it is locally quasi-uniform with a fixed bound C H for the mesh-ratios. We define the sesquilinear form 
and , π) 
(As a consequence of condition (2.5), the operator D ν h is a multiplication by a function in W h .) Using the norm equivalence (A1) we see that (2.9) is equivalent to
for f h ∈ W h . In the special case that r = 2, if we take
where b 0 and c 0 are given constants, it is not difficult to verify that
where D 2,h and δ h denote the central divided differences of the second and the first order, respectively, with respect to the non-uniformly distributed breakpoints {x k , k = 0, . . . , N + 1}. Thus, (2.10) contains [5, Th. 3 .1] and the theorem in [7] as a special case.
For the case that b h = 0 the following theorem states the resolvent estimate with a constant depending on the (bounded) interval I.
Theorem 2.2. Assume that conditions (2.3), (2.5), (2.6) hold. Then for each
It is surprising that in the case that b h = 0 the extension of the proof of (2.9) does not yield (2.11) with a constant independent of I. Under mild additional assumptions this can be achieved as the next theorem shows. We say that the quadrature points lie symmetric if 
Remark 2.3. The assumption that a h = 1 is only made to simplify some technical details in the proof of Theorem 2.3. Theorems 2.1 and 2.2 will be proved in the next section and Theorem 2.3 in Section 5.
Proof of Theorems 2.1 and 2.4
The basis of the proof of the theorems is similar to the reasoning developed in [4] for the finite element method using splines on quasi-uniform meshes. If not explicitly stated otherwise we assume in this section that
We need some preparations. One ingredient of the proof will be the following a priori estimate that can already be found in [4, Lemma 2.1]. We write Σ θ as a shorthand for Σ κ,θ .
, π) and let (2.3) , (2.6) 
and (3.1) be satisfied. Then for
where ξ > 0 is determined from the unique representation
we calculate
Invoking the last condition in (2.3) and (3.1), we obtain for
Note that |η| δξ for λ ∈ Σ θ , where δ = tan(θ/2). Hence, we derive from (3.4)
Addition of this inequality to (3.5) and invoking (2.6) proves the assertion.
We introduce for y ∈ I and λ ∈ Σ θ the discrete Green function γ h (·, y; λ) ∈ S r h as the solution of
for v h ∈ S r h which, as a consequence of Lemma 3.1, exists uniquely.
for w h ∈ S r h can then be written as u h (y; λ) = (v h , γ h (·, y; λ)) for y ∈ I. Thus, we obtain the estimate (2.9) for p = ∞ and κ = 0 by proving
for y ∈ I and λ ∈ Σ θ . Estimate (2.9) is then obtained for p = 1 by duality and for p ∈ (1, ∞) by interpolation. For later use we introduce for = 0, . . . , N + 1 the weight function ρ h (·, x ; ξ) by linear interpolation of its values
at the breakpoints. The parameter τ is positive and will be specified later. In our application there is ξ > 0. The function ρ h (·, x ; ξ) is then monotonely increasing for x x and monotonely decreasing for x x and ρ h (x , x ; ξ) = 1. We define the step functioñ
It is easy to check that
We now provide some useful relations for the weighted Green function
(recall relation (3.3) between ξ and λ). For a shorter notation, we frequently suppress the dependence on x , ξ and λ and write f k,j in place of f h (x k,j ). Recall that we use convention (2.2) for the restriction on the mesh π h of functions with jump discontinuities at the breakpoints.
Lemma 3.2. The following relations hold for
Proof. We apply Lemma A3, taking into account the definition (3.10) and J h γ h = γ h .
Lemma 3.3. The following estimate holds:
Proof. Consider the case k . Using (3.11) and (3.12), we obtain the representation
(3.14)
Taking into account (3.9) and the monotonicity of ρ h , we bound the first sum in (3.14) by
Similarly, we obtain for the second sum in (3.14)
i.e., the same bound as in (3.15) . Now multiply (3.14) by h k ω j a k,j , sum with respect to j and k and use (3.15) and (3.16) to obtain
where ω m > 0 was used in the last step. The reasoning for k < follows the same lines. The assertion is thus proved. 
Proof. Recalling definition (3.10) and condition (2.5), we see that 17) where the last equality holds since
and taking into account the monotonicity of ρ h , we derive
We use (3.13) to estimate further with the triangle inequality. The collection of all terms containing the quantity
By definition of γ h this quantity is equal to J h (ρ h σ h )(x ) = σ h (x ) and the assertion is proved.
Lemma 3.5. The following estimate holds:
Proof. The proof is obtained from (3.18) by using of the triangle inequality and the monotonicity of ρ h . 
Proof. Combining Lemma 3.1 applied with v h = σ h (·, x ; λ) and Lemma 3.4 and using estimates (3.19) and (A5), the latter with = 1/(τ ξ), yields
where in the last estimate η was taken small enough. By choosing now τ small enough we obtain
The assertion then follows with the aid of (A5) that furnishes with = ξ
and η = 1 the result |σ h (x, x ; λ)| Cξ
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Our next aim is to extend estimate (3.20) from the validity at breakpoints x to all of π h .
Lemma 3.7. Assume that (3.2) holds. Then for
λ ∈ Σ θ max y∈π h γ h (·, y; λ) 1,h C max k=0,...,N +1 γ h (·, x k ; λ) 1,h + 1 ξ 2 .
Proof. It is not difficult to show that
for v h ∈ S r h and x ∈ I. LetL denote the Lagrange polynomials of degree r − 1 belonging to the points ξ 1 , . . . , ξ r modified outside of the interval [0, 1] to be equal to zero there. Since γ h (x, ·; λ) ∈ S r h , we have the representation (we suppress the dependence on λ in the notation)
for x ∈ I, y ∈ I k and k = 0, . . . , N with certain functions d (k) . For x ∈ I and k = 0, . . . , N the function
lies in S r h and can be inserted into inequality (3.2). For the occurring quantities in (3.2) we obtain
(note that also the polynomialsL , = 2, . . . , r − 1, are linearly independent). Taking into account (3.22) -(3.24), we see that for
From the definition (3.24) we obtain the bound
while γ
apply (3.2) with v h replaced by γ (k)
h and estimate the resulting left-hand side with the aid of (3.25) and (3.26) and the right-hand side with the aid of (3.27) and (3.28), respectively. Dividing the obtained inequality by the sum in the right-hand side of (3.28) yields the estimate
for x ∈ I, where δ (k) (x) = 1 for x ∈ I k and zero elsewhere, and the estimate
was taken into account. From (3.23) we see that
. . , r and the assertion follows from (3.29) by forming the · 1,h -norm after dividing the first factor on the left and with an obvious estimate.
Proof of Theorem 2.1. It is sufficient to give the proof for c h 0, since the general case is obtained by a simple translation of λ.
Our aim is to show (3.8) from which, as already noted, the assertion follows. To begin with, apply first (3.2) and then (3.6) with v h = γ h (·, x ; λ). We obtain (it is convenient to introduce
Hence, with (3.20) we see (note that ρ h (·, x ; λ) is piecewise linear and monotonely increasing or decreasing for x x or x x , respectively) that
(recall that the meshes are locally quasi-uniform). An application of Lemma A.5 yields γ h (·, x ; λ) 1,h C/ξ 2 for = 0, . . . , N + 1 and (3.8) follows from Lemma 3.7.
Proof of Theorem 2.2.
Compared with the proof of Theorem 2.1 there are only some modifications to be made in order to cope with the sesquilinear form b h . Using Lemma 3.8 we derive now instead of (3.21)
It is at this point where the assumption of a bounded interval I comes into play because Friedrich's inequality is applied in the estimate
The arguments for the rest of the proof are the same as in the proof of Theorem 2.1. Especially, for a general sesquilinear form A h (·, ·) Lemma 3.1 holds in the form that for each θ ∈ ( π 2 , π) there exists κ 0 such that 
Proof. Consider the case k , the case k < is similar. Using (3.11) and (3.12), we obtain the representation
Taking into account (3.9) and the monotonicity of ρ h , we bound the second sum in (3.30) by
The first sum in (3.30) has the same bound. Thus, after multiplying (3.30) by h k ω j b k,j and summing with respect to j and k, we obtain the desired bound by estimating as at the end of the proof of Lemma 3.3.
where 
denote the inner product generated by the basic quadrature rule. To derive a representation of A h , we carry out a test in (2.7) with splines from S r h which vanish except at one point of π h . With v k,j as a shorthand for v h (x k,j ) the resulting equations belonging to mesh points x k,j with j ∈ {2, . . . , r − 1} are
where we used
. The latter relation results from the symmetry of the quadrature points. At the breakpoints x k , k = 1, . . . , N , two neighboring intervals are involved and the resulting equations are 
where the equation for j = 1 comes from (4.4). The polynomials L j , j = 1, . . . , r − 1, are linearly independent and, therefore their Gram matrix is invertible. Consequently, after some obvious estimates of the coefficients of A h v h on the right-hand side of (4.5) we obtain max =2,...,r
The a priori estimate (4.1) is now immediate.
We need the a priori estimate (4.1) to provide an interpolation inequality for the operator B h defined in (2.8). 
Proof. From its defining equation (2.8), we determine similarly to (4.2) and (4.3) the representation of B h as
From the interpolation inequality (b) in [8] it is seen that for all > 0 there exists C( ) such that for all intervals I of length not less than δ
h . The asserted estimate (4.6) follows from the above two inequalities.
Proof of Theorem 2.5
We need two preparatory lemmas. Proof. As a consequence of (2.5), D ν h is the multiplication with a function, i.e., there 
Proof (Indirect). Assume that there exists a subsequence H ⊂ H and for
The resolvent estimate (2.9) can be written in the form 
where = c was taken in the final step. The assertion is now seen to hold if we choose, depending on the size of θ and C, κ large enough.
Remark 5.1. The assumption a h = 1 in Theorem 2.2 is only made for convenience since then the interpolation theorem from [8] is available. The corresponding interpolation inequality holds also for the case needed to deal with a general a h .
Infinite interval I
In this section we abandon our assumption so far that I is a bounded interval. Clearly, the condition involving δ in Theorem 2.3 is trivially satisfied.
Proof. For p ∈ [1, ∞) the asserted resolvent estimate for an unbounded interval I is obtained by passing to the limit in the corresponding estimate for bounded I, which is possible to do since the constant in the bound is independent of the length of I. If p = ∞ we have to argue differently because we do not get the whole space S r h ∩ L ∞ (I) by forming the completion of the subspace of functions with compact support. But from the now already known case p = 1 the resolvent estimate furnishes the estimate
for y ∈ I, where γ h (·, ·; λ) is the discrete Green function for the unbounded interval I. The representation u h (y; λ) = (v h , γ h (·, y; λ) for the solution of (3.7), now with the right-hand
, is still valid and (6.1) entails the resolvent estimate for p = ∞ as before. 
Proof. Since there are exactly r mesh points in each subinterval π 
Proof. For x ∈ [x k , x k+1 ] we have the representation
The assertion is now seen to hold, since v h is piecewise linear and x k, − x k,j = h k (ξ − ξ j ). 
We obtain from (A3) with f h = w h by differentiation
in I k with certain intermediate values η k, ∈ I k , where in the second equality L = 0 was taken into account. Since w h is a polynomial of a degree less than r in I k , we obtain the bound
for x ∈ I k and k = 0, . . . , N from which z h 2 C w h h follows. Furthermore, (A1) gives z h 2 C w h h . Inserting these estimates into (A6), the assertion is proved after rescaling η > 0. 
