Majorization uncertainty relations are derived for arbitrary quantum operations acting on a finitedimensional space. The basic idea is to consider submatrices of block matrices comprised of the corresponding Kraus operators. This is an extension of the previous formulation, which deals with submatrices of a unitary matrix relating orthogonal bases in which measurements are performed. Two classes of majorization relations are considered: one related to tensor product of probability vectors and another one related to their direct sum. We explicitly discuss an example of a pair of one-qubit operations, each of them represented by two Kraus operators. In the particular case of quantum maps describing orthogonal measurements the presented formulation reduces to earlier results derived for measurements in orthogonal bases. The presented approach allows us also to bound the entropy characterizing results of a single generalized measurement.
I. INTRODUCTION
The Heisenberg uncertainty relation [1] is one of the fundamental limitations in description of the quantum world. It is commonly emphasized that one is unable to assign simultaneously precise values to non-commuting observables. Despite a vast literature concerning the uncertainty relations, there is an on going debate over their scope and validity [2, 3] . The traditional formulation of Robertson [4] gives a lower bound on the product of the standard deviations of two observables. This state-dependent bound is proportional to the modulus of the expectation value of the commutator in the measured state. Dependence on the pre-measurement state results in the fact that Robertson's bound may vanish, even if the commutator itself is non-zero. For instance, a trivial bound is obtained for any eigenstate of any of the two observables [5] . Relations with a lower bound on product of the standard deviations are useful for a small class of quantum observables [6] .
There are several other approaches to measure the amount of uncertainty in quantum measurements. Entropic uncertainty relations are currently the subject of a considerable scientific interest [7] [8] [9] . For the case of canonically conjugate variables, this approach was initiated by Hirschman [10] and later developed in [11, 12] . Advantages of entropic uncertainty relations for finite-dimensional systems were emphasized in [13, 14] . The famous result of Maassen and Uffink [5] is based on the Riesz theorem and inspires many later formulations. Entropic uncertainty relations were derived for several special measurements such as mutually unbiased bases [15] [16] [17] . This question was further examined with use of both the generalized entropies of Rényi and Tsallis [18] . Another viewpoint on the Maassen-Uffink bound is connected with the role of a quantum memory [19] . Improved entropic uncertainty relations in the presence of quantum correlations were obtained in [20] .
As was emphasized in [21] , entropic bounds cannot distinguish the uncertainty inherent in obtaining a particular combination of the outcomes. Studies of the fine-grained uncertainty relations were initiated in [21] and further developed in [22] [23] [24] . Majorization relations offer an alternative way to express the uncertainty principle in terms of probabilities per se [25] . At the same time, majorization relations directly lead to desired inequalities in terms of the Shannon entropy or other generalized entropies. First majorization entropic uncertainty relations were based on tensor product of probability vectors [26, 27] . Even stronger bounds obtained in [28] are based on majorization relations applied to direct-sum of probability vectors.
In this work we extend the techniques applied in [26, 28] for orthogonal projective measurements for any tracepreserving quantum operations in finite dimensions. This issue was already discussed in [27] , but our present results go much further and lead to explicit bounds easy to apply in the general case. The case of POVM measurements is included into discussion, as quantum measurements can be described in terms of Kraus operators. In our approach we use the majorization techniques for vectors depending on norms of submatrices. In the case of orthogonal measurements, the authors of [26, 28] used submatrices of a unitary matrix, relating both bases. In this work, concerning the general case of arbitrary quantum operations, we consider submatrices of block matrices formed by concatenation of Kraus operators, which represent the quantum operation. Majorization uncertainty relations obtained in this work are compared with generalizations of the Maassen-Uffink bounds for quantum operations [29, 30] .
The paper is organized as follows. In Sect. II, we review required notions and preliminary facts of matrix analysis. Previous results on majorization uncertainty relations are briefly discussed in Sect. III. The majorization uncertainty relations for quantum operations are obtained in Sect. IV. In Sect. V we consider an example of two quantum operations acting on a single qubit and represented by two Kraus operators each. Majorization bounds derived here are compared with uncertainty relations of the Maassen-Uffink type. In Sect. VI, we show that in the case of two orthogonal measurements the proposed formulation reduces to the former one. The paper is concluded in Sect. VII with a brief summary of results obtained. In A, we apply of the majorization approach to the case of a single quantum operation.
II. PRELIMINARIES
In this section, preliminary facts are briefly outlined. For any two integers m, n ≥ 1 the symbol M m×n (C) denotes the space of all m × n complex matrices [31] . If m = n, we will usually write M n (C). Each matrix X ∈ M m×n (C) can be represented in terms of the singular value decomposition [32] ,
where
If the given matrix X has rank k, then we can write Σ so that
where r = min{m, n}. The diagonal entries {σ jj } = {σ j (X)} of Σ are known as the singular values of X. The non-zero σ jj 's are the squared roots of positive eigenvalues of both XX † and X † X. A coordinate-independent formulation of the above facts can be found in [33] .
We will use the notion of the spectral norm of a matrix, which can be written in terms of the singular values,
It is sometimes referred to as the operator norm. Other norms are widely used in quantum information theory [33] for quantifying various properties of a matrix. Many of them are also defined in terms of singular values. For instance, the Schatten norms form an important family of unitarily invariant norms. A norm || || is said to be unitarily invariant if
for all X ∈ M m×n (C) and for all unitary matrices U ∈ M m (C), V ∈ M n (C) [32] . We will also exploit the following two facts. Let X and Y be two rectangular matrices of the same size. Then the products XY † and Y † X have the same non-zero eigenvalues. If X is a submatrix of Y, then X ∞ ≤ Y ∞ .
The space of linear operators on finite-dimensional Hilbert space H will be denoted as L(H). By L s.a. (H) and L + (H) we mean the real space of Hermitian operators and the set of positive operators, respectively. Let square matrices X and Y represent elements of L(H). Their Hilbert-Schmidt product is defined as [33] X , Y hs := Tr(X † Y) .
This inner product induces the Hilbert-Schmidt norm of matrices. If the reference basis is fixed, we can avoid distinguishing between elements of L(H) and these matrices which represent them. We shall prove another statement concerning the spectral norm.
Lemma 1 Let X be a rectangular matrix, and let Y be obtained from X by adding rows of zeros and columns of zeros. Then these matrices have the same spectral norm, i.e., X ∞ = Y ∞ .
Proof. Without loss of generality, we assume that zero rows are placed below and zero columns are added right. This is merely rearranging of vectors of the standard basis. So, we can write
where 0's are zero submatrices. Due to (1), we further obtain
By 1 1, we mean the identity matrices of the corresponding size. Formula (6) shows that non-zero singular values of the matrices X and Y are the same. To approach majorization uncertainty relations, the authors of [26, 28] inspected norms of submatrices of a certain unitary matrix. To the given two orthonormal bases {|e i } and {|f j }, with i, j = 1, . . . , d, we assign the unitary matrix W of size d with entries w ij = e i |f j . By SUB(W, k), we mean the set of all its submatrices of class k defined by
The positive integer k runs all the values, for which the following condition for sum of integer dimensions holds, r + r ′ = k + 1. The majorization relations of [26, 28] are expressed in terms of quantities
This definition can be extended to an arbitrary matrix and, furthermore, to a block matrix. Let X be a M × N matrix of blocks X ij , each of size d, namely
Calculations with block matrices are similar to these with ordinary matrices [31] . We should only remember that their entries do not commute. Block submatrices of (9) are defined quite similarly to submatrices of ordinary matrices. That is, one fixes a subset of rows and a subset of columns in (9) . Keeping the blocks on the points of intersection will result in a submatrix composed of some d × d blocks of X. This definition should not lead to a confusion since the size of blocks is prescribed initially. We will now extend definitions (7) and (8) . Let us define the set
Again, the positive integer k runs all the values with respect to r + r ′ = k + 1. For M × N block matrix (9), we have 1 ≤ k ≤ M + N − 1. Similarly to (8), we further introduce a sequence with positive elements
The aim of the present work is to extend the techniques applied in [26, 28] for orthogonal measurements for tracepreserving completely positive maps, also called quantum operations or stochastic maps. Let us recall some basic notions of the field. We will consider a linear map Φ :
. This map is called positive, when elements of L + (H) are mapped to elements of L + (H ′ ) [34] . To describe physical processes, linear maps have to be completely positive [35, 36] . Let id ′′ be the identity map on L(H ′′ ), where the space H ′′ is assigned to a reference system. Complete positivity implies that the map Φ ⊗ id ′′ is positive for any dimension of the auxiliary space H ′′ . A completely positive map Φ can be written by an operator-sum representation. For the input density matrix ρ ∈ L + (H), the output one is then written as
Here, the Kraus operators A i map the input space H to the output space H ′ . They are described by matrices with dim(H ′ ) rows and dim(H) columns. Representations of the form (12) are not unique [33] . Each concrete set {A i } resulting in (12) will be referred to as "unraveling" of the map Φ. This terminology is due to Carmichael [37] who introduced this notion to represent master equations. If a physical process is closed and the probability is conserved, the map preserves the trace:
This relation satisfied for all ρ is equivalent to the following constraint for the set of the Kraus operators:
Here 1 1 denotes the identity operator on the input space H. A general quantum measurement can be described by a collection of measurement operators [35] . These measurement operators obey the relation (14), so we can treat them as Kraus operators. If the pre-measurement state is described by a density matrix ρ ∈ L + (H), normalized as Tr(ρ) = 1, then the probability of i-th outcome is written as Tr A † i A i ρ . When we are interested only in the probabilities of the respective outcomes, we may restrict an attention to positive semidefinite operators E i = A † i A i . The set {E i } gives a non-orthogonal resolution of the identity often called positive operator-valued measure (POVM). Thus, the POVM formalism to deal with quantum measurements is naturally involved into our approach. We only note that measurement operators give a more refined description of the measurement process.
For any quantum operation Φ one has a certain freedom in the operator-sum representation. Suppose that the set { A i } is another unraveling of the quantum operation (12) . Then the Kraus operators are related as
where the matrix Γ = [[γ ij ]] is unitary [35] . Here, we assume that the sets A = {A i } and A = { A i } have the same cardinality by adding zero operators, if needed. A size of the matrix Γ corresponds to this cardinality. Finally, we recall some notions of majorization. Let x = (x 1 , . . . , x N ) and y = (y 1 , . . . , y N ) be vectors in R N . The majorization x ≺ y implies that [31] 
and equality is required for k = N . Here the arrows down imply that the components should be put in the decreasing order. As was discussed in [25] [26] [27] [28] , the uncertainty principle may sometimes be expressed by a majorization relation.
III. MAJORIZATION UNCERTAINTY RELATIONS FOR TWO VON NEUMANN MEASUREMENTS
In this section, we briefly discuss a general formulation of majorization uncertainty relations for two von Neumann measurements. Definitions of the used entropic measures are recalled as well. To each von Neumann measurement, we can assign some orthogonal resolution of the identity. We first suppose that measured observables are non-degenerate, whence the orthogonal projectors are all of rank-one. It will be convenient to write the dimensionality explicitly. Thus, we deal with two orthonormal bases in d-dimensional Hilbert space H d . In any prescribed basis, vectors |ψ ∈ H d are represented as elements of M d×1 (C).
Let us consider two orthonormal bases denoted by {|e i } and {|f j } with i, j = 1, . . . , d. If the pre-measurement state is described by the normalized density matrix ρ ∈ L + (H d ), then elements of the generated probabilistic vectors p and q are expressed as
There are several ways to formulate uncertainty relations. In this approach, entropic functions are used to quantify an amount of uncertainty associated with a generated probability distribution. We will use both the Rényi and the Tsallis entropies. For 0 < α = 1, the Rényi α-entropy is defined as [38] H α (p) :
This entropy is a non-increasing function of the Rényi parameter α [38] . Quantum information measures of the Rényi type are examined in [39, 40] . The Tsallis α-entropy of degree 0 < α = 1 is defined by [41] T α (p) :
Quantum applications of Tsallis entropic functions are considered in [42] [43] [44] . In the limit α → 1, both entropies (19) and (20) lead to the Shannon entropy
Note that for α → 1 the Tsallis entropy tends to the Shannon entropy if the latter quantity is defined via natural logarithm as in (21) . If required, one can rescale the above formulas in order to change the base of the logarithm. In the following, we will use the fact that entropies (19) and (20) are both Schur concave. Many properties of entropies (19) and (20) and their applications are discussed in the book [36] . We now recall some details of the majorization approach in finite dimensions. Applications of this approach to the case of position and momentum are discussed in [25] . Suppose p and q denote two probability vectors generated by two quantum measurements performed on two copies of the same quantum state. The key idea of this approach is to majorize some binary combination of p and q by a third vector with bounding elements. Majorization relations of the tensor-product type, first considered in [26, 27] , are obtained by finding a probability vector ω ′ such that the following majorization relation holds,
In the present paper, we also deal with majorization relations of the direct-sum type originally introduced in [28] . This approach, usually producing stronger bounds, is based on the relation
where a suitable probability vector ω has to be found. For any pair of observables, the vectors ω and ω ′ can be obtained within the following procedure. Let d-dimensional probabilistic vectors p and q be described according to (17) and (18), respectively. It was shown in [28] that these probabilistic vectors obey (23) with
The sequence of positive elements s k is determined by (7) and (8) with the unitary matrix W = e i |f j . Strictly speaking, the integer subscript k in (8) ranges from 1 up to d 2 − 1. It is easy to see, however, that s d = 1 in the case of two orthonormal bases. Next numbers of the sequence {s k } will be 1 as well. So, we have discarded several zeros from the right-hand side of (24) . An earlier result derived in [26] can be written as (22) , where
In principle, majorization relations (22) and (23) already impose some restrictions on the probabilistic vectors p and q. Moreover, they can be easily converted into entropic uncertainty relations. As the Rényi entropy is Schur concave, the majorization relation (22) leads to the following bounds for Rényi entropy with α > 0 [26, 27] ,
The authors of [27] also used majorization relations of the tensor-product type. They formulate an optimization problem for finding a majorizing vector in (22) . This problem can be easily extended to the case of several POVM measurements. However, since no general, effective algorithm for solving the optimization problem is available, in this work we extend other techniques applied for orthogonal measurements in [26] . As was shown in [28] , majorization relation (23) allows one to improve entropic bounds. For 0 < α ≤ 1, we have
This bound is stronger, since ω ≺ ω ′ and, herewith, [28] . For α > 1 relation (27) does not hold. However, in the case α > 1 the sum of two Rényi entropies satisfies another inequality [28] 
It turned out that the sum of two Tsallis α-entropies is bounded from below similarly to (27) . For any α > 0 we have
Extensions of the above majorization relations to several orthonormal bases are discussed in [26, 28] . We aim to generalize majorization relations in another direction connected with quantum operations.
IV. MAJORIZATION UNCERTAINTY RELATIONS FOR TWO QUANTUM OPERATIONS
In this section, we formulate majorization uncertainty relations for a pair of trace-preserving quantum operations. For simplicity, we focus on the case of the same dimensionality of the input and output states. Reformulation for different dimensions of the input and output spaces is a purely technical task. Since block matrices will be used in our consideration, dimensionality should be mentioned explicitly. As above, the Hilbert space of interest is referred to as 
For the initial state ρ ∈ L + (H d ), the analogous equations take the form
The sum of prescribed particular probabilities can be written in a matrix form. We define column block matrices with m, n, and (m + n) blocks of size d as
To simplify notation, the collections of indices {i 1 , . . . , i m } and {j 1 , . . . , j n } are written as {1, . . . , m} and {1, . . . , n}, respectively. The corresponding block columns are defined by an obvious substitution and used in further calculations. The columns of all the Kraus operators are denoted as
We shall now prove a key result of our approach to uncertainty relations for an arbitrary pair of quantum operations.
Proposition 2 For all m, n ∈ {1, . . . , N } and arbitrary density matrix ρ ∈ L + (H d ), we have
where the probabilities are defined in (31) . Moreover, the following relation holds,
Proof. The indices m and n are fixed in the calculations of the proof. Using the spectral decomposition, we have
where the vectors |ψ λ form an eigenbasis of ρ. Due to (36), we prove (34) for pure input states. One has
Due to the properties of the spectral norm, we obtain
Reexpressing the block matrix GG † , we further write
By 0, we mean zero blocks of the corresponding size. Writing the formula
we see that the spectral norm of the Hermitian matrix in the left-hand side of (40) is equal to Y ∞ . Due to properties of the spectral norm, including the triangle inequality, we obtain
Further, we have C Am ∞ ≤ C AN ∞ and C Bn ∞ ≤ C BN ∞ by submultiplicativity of the spectral norm. For a trace-preserving quantum operation, the Kraus operators obey the identity resolution (14) . That is, we have
Hence, non-zero singular values of C AN and C BN are all 1. Substituting these facts to (38) finally gives
This completes the proof of (34). As is seen from (38), inequality (34) is saturated with those eigenvector of G † G that corresponds to the maximal eigenvalue. Hence, the claim (35) follows.
This bound holds for all pure input states, and therefore, for any mixed state. We are now ready to formulate majorization uncertainty relations for two trace-preserving quantum operations. The structure of (35) gives us a hint for an appropriate extension of the definition (7). We will deal with rectangular matrices whose entries are matrices again. The size of such entries is fixed and determined by the dimensionality. The main result is posed as follows.
Proposition 3 Let A = {A i } and B = {B j } be unravelings of two TPCP maps. Let us define ω and ω ′ according to (24) and (25), where the numbers (8) should be replaced with the numbers (11) calculated for the block matrix
Then the probabilistic vectors p(A|ρ) and q(B|ρ) defined due to (31) obey the majorization relations (22) and (23) .
The justification of the claim is quite similar to the reasons given for (23) in [28] and for (22) in [26] . The key point has been proved above as Proposition 2. Formally, we merely replace s k with c k in both the equations (24) and (25) . It should be noted that the sequence {c k } contains N 2 − 1 numbers. With certainty, the final number of this sequence is equal to 1 due to (42) . For two quantum operations, each with N Kraus operators, the majorizing vectors ω and ω ′ are generally comprised of N 2 − 1 elements. Thus, expressions (24) and (25) should be recast accordingly. Possible values of spectral norms dealt with in (11) have a certain impact on majorization relations. Let us consider some properties of such norms. In general, elements of the sequence {c k } depend on the choice of Kraus operators. Recall that the Kraus operators are treated as blocks forming block matrices (32) . We shall now prove that the freedom in operator-sum representation does not alter the quantity C AN C † BN ∞ .
Lemma 4 Let the sets {A i } and { A i } be unravelings of the TPCP map Φ, and let the set {B i } be an unraveling of the TPCP map Ψ. Then,
where the matrices C AN and C BN are defined in (33), and
Proof. Two unravelings of the same map are linked by the relation (15) with a fixed unitary Γ A ∈ M N (C). Therefore, we can represent the matrix (46) in the form
Since the spectral norm is unitarily invariant, its value is the same for matrices C AN C † BN and C AN C † BN .
Suppose that the Kraus operators B i give another representation of the map Ψ. Similarly to (47), we have
Applying the above result, we see that the spectral norm C AN C † BN ∞ is equal to the right-hand side of (45) . On the other hand, spectral norms of matrices of the form C Am C † Bn generally depend on the choice of Kraus operators. This is a reflection of the fact that the given TPCP map is characterized by an entire family of unravelings.
Lemma 5 Let C Am be a column of m blocks A i , and let C Bn be a column of n blocks B j . Then the following equality holds
Here, the column block matrices C |A|m and C |B|n are defined as
in terms of positive operators
Proof. Using the polar decomposition, we can write
where U i and V j are some unitary matrices. Let us introduce the diagonal matrices of unitary blocks:
Due to (51) we easily obtain
whence
As the spectral norm is unitarily invariant, the last formula leads to (49) . The above statements describe some general properties of the quantities of interest. Thus, there are many particular forms of an explicit formulation of majorization relations for two quantum operations. It is connected with the wellknown freedom in the choice of Kraus operators.
V. SIMPLE EXAMPLES OF MAJORIZATION RELATIONS
In this section, we will exemplify the developed scheme in the simplest non-trivial case. It is useful to consider two qubit quantum operations, each with two Kraus operators. The general formulas for elements of the sequence {c k } can be reduced to
The result (57) follows from (42) , since N = 2 here. Expression (56) is justified as follows. For convenience, we will further denote labels by ±. The maps are written as
The following observations can be made from (58) and (59). First of all, we deal with the positive operators |A ± | and |B ± |. As the number of Kraus operators is two, the operators |A + | and |A − | have the common eigenbasis. Hence, we can represent the pair |A ± | in terms of the Bloch vector and another parameter connected with the traces. The pair |B ± | is treated similarly. Unfortunately, obtained expressions for the norms are more involved in comparison to (55)-(57). However, they become considerably simpler, is the Kraus operators are all normalized to unity in sense of the Hilbert-Schmidt inner product. Therefore we assume that
and focus on this example, since it covers the previously known case of two orthogonal measurements. Keeping the completeness relation, we can now write
where τ = (τ x , τ y , τ z ) denote the vector of three Pauli matrices. The length of any of two Bloch vectors a and b is not larger than 1. Denoting a = | a| and b = | b|, we easily obtain
Slightly more complicated calculation of c 1 gives the following expression,
As mentioned in (57), we have c 3 = 1. We can now write the majorization relations (23) and (22) for two quantum operations with
where t k = (1 + c k ) 2 /4. Entropic uncertainty relations are then expressed as (26)- (29) with the corresponding conditions on the entropic parameter α.
The described example is helpful for comparing our majorization bounds with the Maassen-Uffink uncertainty relation. The Maassen-Uffink result [5] is perhaps the best known entropic formulation of the uncertainty principle. It was inspired by a previous conjecture of Kraus [14] . Although the Maassen-Uffink uncertainty relation was originally written for two non-degenerate observables, it can be extended in several directions [30, [45] [46] [47] [48] . Its analogue for two generalized measurements is due to Krishna and Parthasarathy [29] . Here we will adopt a later formulation presented in [30] . Let P = {P i } and Q = {Q j } be two positive operator-valued measures (POVMs) on H d . In other words, each of these sets contains positive operators such that
If the pre-measurement state is described by density matrix ρ, we correspondingly deal with probabilities
We also introduce the functionf
Calculating with these probabilities leads to the entropies H α (P|ρ) and H β (Q|ρ) according to the definition (19) . For 1/α + 1/β = 2, the Rényi entropies satisfy the state-independent bound In particular, the sum of Shannon entropies is bounded from below as
The condition 1/α + 1/β = 2 reflects the fact that the Maassen-Uffink result is based on Riesz's theorem (see, e.g., theorem 297 in the book [49] ). An alternative viewpoint is that uncertainty relations follow from the monotonicity of the quantum relative entropy [50] . Then the condition on α and β is due to the so-called duality of entropies [50] . Majorization relations (23) and (22) lead to uncertainty bounds on the sum of corresponding entropies of the same order. Except for (71), the Maassen-Uffink approach provides a lower bound on the sum of entropies of different orders. Relaxing a restriction, the right-hand side of (71) gives a lower bound on the sum of two Rényi's entropies of the same order 0 < α ≤ 1. It is known that the Rényi α-entropy does not increase with growth of the parameter α.
We shall now return to our example of two quantum operations with the Kraus operators (61) and (62), respectively. Let us denote
One then givesf (P, Q) = c 1 in the sense of (55) . Here, we can replace A i and B † j with |A i | and |B j | as the spectral norm is unitarily invariant. Thus, for 0 < α ≤ 1 we write
where p ± = Tr(P ± ρ) and q ± = Tr(Q ± ρ). The inequality (73) is herewith Rényi's formulation of the Maassen-Uffink type for the example of two qubit channels. Another approach to derive Rényi-entropy uncertainty relations was developed in [51] . We aim to compare (73) with (27) , which follows from relation (23) ∡( a, b) . The result for c 1 is obtained by substituting the scalar product into the right-hand side of (64). For the given 0 < α ≤ 1, the majorization-based entropic bound then follows from (27) by substituting (65). Running b, we will visualize the bounds of interest. For two outcomes, the maximal value of (19) is equal to ln 2. It is convenient to rescale Rényi's entropies by ln 2 so the logarithm becomes taken in the base 2.
The right-hand side of (27) is shown in Fig. 1 for ∡( a, b) = π/2 and for three values of the parameter α = 1, α = 0.5, and α = 0.2. There is a range of b, in which formula (27) gives a stronger bound. At the same time, the Maassen-Uffink bound is better for small b, as the probability distributions become almost uniform. In Fig. 2 , the right-hand side of (27) is shown for ∡( a, b) = π/3. In this case the range of parameter, for which the bound (27) is stronger becomes greater and the difference between both bounds becomes larger. On the other hand, the Maassen-Uffink bound is still better for sufficiently small b. With further decrease of the angle ∡( a, b), the picture is similar to this shown in Fig. 2 . For sufficiently large b, relation (27) provides a significant improvement with respect to the the Maassen-Uffink relation.
VI. EQUIVALENCE IN THE CASE OF TWO ORTHONORMAL BASES
In this section, we show that the presented formulation of majorization uncertainty relations includes earlier results of [26, 28] as particular cases. Let us begin by simplifying the above example of qubit channels with the Kraus operators (61) and (62). The case of two orthonormal bases is realized with two projective measurements of a qubit. To avoid a confusing notation, the corresponding unit vectors will be denoted by m and n. Instead of the Kraus operators (61) and (62), we now deal with rank-one projectors
Here, the vectors of each bases are numbered in the "plus/minus" notation. For i, j = ±1, simple calculations give
In our example, the formulas (64) and (76) lead to the same result, since
In the case considered, the formula (63) further gives c 2 = 1. From (8), we obtain the same value. Indeed, the quantity s 2 is the maximum among the spectral norms of the matrices e i |f + e i |f − , e + |f j e − |f j .
In two dimensions, the spectral norm of each of the matrices (78) is equal to 1. It follows from the completeness relation. As noted in (57), we have c 3 = 1. The spectral norm of a unitary matrix is also 1, so that s 3 = 1. For two rank-one projective measurements of a qubit, more general approach of Section IV leads to the same majorization relations as the previous formulation proposed in [26, 28] . We shall now prove the above claim for an arbitrary finite dimensionality. In such general case, we will assume that the basis vectors are numbered by the index running from 1 to d. The precise statement is formulated as follows.
Proposition 6
Let {|e i } and {|f j } be two orthonormal bases in d-dimensional Hilbert space. In terms of the rankone projectors
we define the sequence of positive numbers
For all k = 1, . . . , d, we then have c k = s k , where s k is defined by (8) with the unitary matrix W = e i |f j .
Proof. Let U e and U f be the two unitary transformations such that
By |i ∈ M d×1 (C), we mean the column with 1 on i-th place and with 0 on all the other places. That is, the above transformations respectively turn our bases into the computational one. For all m ∈ {1, . . . , d}, we now write
Similarly, the block column 1 1 n ⊗ U f C Λn is represented. As the spectral norm is unitarily invariant, for all m, n ∈ {1, . . . , d} we have
Therefore, the numbers of the form (80) can be calculated by replacing C Πd C † Λd with the block matrix
It follows from (82) that the (i, j)-block of W is the d × d matrix w ij |i j|. Due to the structure of the computational basis, the (i, j)-entry of this block reads w ij = e i |f j , while all other entries are equal zero. To each block m × n submatrix of W, we assign the m × n submatrix of W. The latter is obtained from the former by replacing each d × d block w ij |i j| by the single entry w ij . Such a replacement implies that we eliminate some purely zero rows and columns from the submatrix of blocks. Due to Lemma 1, this operation does not alter the spectral norm. Thus, there is one-to-one correspondence between block submatrices of W and usual submatrices of W with the following property. It provides the same value of the spectral norms of an element of BSUB W, k and its "twin" of SUB(W, k). For any given k = 1, . . . , d we actually deal with the same collection of values of the spectral norm of an element. Hence, the optimization of (80) results in c k = s k , where the latter quantity is defined by (8) .
The statement of Proposition 6 justifies that the approach of Sect. IV is a natural and reasonable extension of the formulations of the papers [26, 28] . In the case of two orthonormal bases, the sequence of numbers c k is actually reduced to the sequence of numbers s k defined by (8) . This fact was also exemplified in Sec. V with the one-qubit example.
VII. CONCLUDING REMARKS
We have derived majorization uncertainty relations for a pair of trace-preserving quantum operations. They are an extension of the previous technique developed in [26, 28] . In the case of orthonormal bases, majorization relations were posed in terms of spectral norms of submatrices of a unitary matrix. We have generalized this approach by considering norms of block matrices comprised of the corresponding Kraus operators. To any collection of Kraus operators, we assign a vector of probabilities generated by the input state. Majorization relations of both the direct-sum and the tensor-product types are obtained within the developed scheme. The direct-sum majorization relations for orthogonal measurements provide bounds stronger than these obtained with the tensor product of probability vectors [28] . This conclusion remains valid also in the considered case of quantum operations.
Existing freedom in the choice of Kraus operators is somehow reflected in the context of uncertainty relations. First of all, this choice has an impact on the probabilities assigned to quantum operations in (30) . The right-hand sides of (23) and (22) depend also on the chosen Kraus operators. In this sense, we rather deal with majorization uncertainty relations for given unravelings of quantum operations, each determined by a concrete set of measurement operators.
In this work we analyzed the simplest case of two quantum operations. However, the same approach allows us to get some non-trivial bounds also in the case of a single operation -see A. As was shown in [28] , majorization relations of the direct-sum type are naturally reformulated for several measurements in orthonormal bases. Extending such a treatment for the case of several quantum operations remains as a topic of future research.
Entropic majorization relations for two arbitrary quantum operations derived in this work can be considered as a direct generalization of previous results concerning orthogonal measurements [26, 28] . Dealing with spectral norms of submatrices, majorization relations of both types can be obtained in a unified way. Presented approach is focused on norms of block submatrices of block matrices comprised of the corresponding Kraus operators.
Although majorization relations derived in this work were illustrated with an explicit example for a pair of tracepreserving completely positive maps acting on a single qubit, they are valid for arbitrary two quantum operations acting on a finite-dimensional state. Therefore these results can be applied for studying various problems in the theory of quantum information.
As entropic uncertainty relations represent lower bounds for the average entropy characterizing a given measurement, one studies also so-called entropic certainty relations [16] , i.e. the corresponding upper bounds. Although for two orthogonal measurements in d-dimensional space the trivial upper bound equal to log d is always saturated [52] , some nontrivial certainty relations for three or more orthogonal measurements were recently derived in [53] . It would be therefore interesting to study an analogous problem for quantum operations. To be more specific, one can pose the problem of finding upper bounds for the average entropy characterizing generalized measurements with the number of Kraus operators equal to the rank of the Choi matrices corresponding to the investigated quantum operations.
