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Speech recognition is harder when communicating with 
multiple talkers. This “talker variability effect” has not 
been extensively examined for cochlear implant (CI) users, 
who have difficulty discriminating same-gender talkers but 
not different-gender talkers. A shadowing task was 
conducted with normal hearing listeners (N=19) under CI 
simulation. The test consisted of a single-talker condition 
(ST), and two multi-talker conditions with different male 
and female voices (MT-M) or only different female voices 
(MT-F). Response times were longer and accuracy was 
lower in MT-M compared to MT-F. Thus, the talker 
variability effect was observed only when talkers were 
perceptible under CI simulation. 
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In real-life communication, the listener has to adapt to new 
talkers’ voices in order to process the nonlinguistic 
information conveyed by the talker’s voice, in addition to 
the linguistic information. Processing this information can 
be a challenge when listening to multiple talkers. This 
phenomenon is called “talker variability effect”, which is 
the slowing or decrease in accuracy of word recognition 
under conditions of talker change compared with 
conditions of talker stability. Because the listener has to 
adapt to each new voice, understanding spoken language 
takes more time and effort, resulting in slower and less 
accurate word recognition in multi-talker conditions 
compared to single-talker conditions (e.g., [2, 26, 27]).  
In order to adjust to talker variability, listeners must adapt 
to different phonetic features of different speakers’ voices, 
such as fundamental frequency, vowel length and formant 
frequencies (e.g. [9, 10]). For normal hearing (NH) 
listeners it is easy to distinguish different voices and to 
perceive subtle differences. However, hearing-impaired 
users of cochlear implants (CIs) have difficulty 
distinguishing talkers’ voices, because the quality of the 
input signal is degraded compared to NH people [14].  
CIs are auditory prosthetic devices that enable deaf people 
and people with profound hearing loss to hear. While CI  
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users show good speech understanding in favorable 
conditions (e.g., quiet, single talker), some details of the 
speech signal are lost and important cues characterizing a 
talker’s voice (e.g. f0 and vocal-tract length (VTL)) are not 
well conveyed [16]. The phonetic-relevance hypothesis 
states that sources of variability that affect phonetically-
relevant acoustic speech features cause decrements in 
spoken word recognition [27].  Because of their poor 
perception of voice cues, CI users have difficulty 
perceiving differences between talkers, and demonstrate 
poor talker discrimination and identification [7]. Other 
common problems CI users have, are understanding speech 
in noise and music perception [11].  
Findings on the talker variability effect in CI users have 
been inconclusive. On the one hand, studies suggest that 
talker variability does not influence speech perception in 
NH listeners when they do not sense a talker change [1, 
25]. Since CI users show poor talker discrimination and 
identification [7], the talker variability effect may not play 
a role in speech perception in CI users. On the other hand, 
researchers have shown that talker variability indeed plays 
a role in speech perception in CI users (e.g., [21]). 
However, there is a large variance in speech perception 
between CI users. CI users with poor talker perception 
would probably have overall poorer speech understanding. 
The difference between single- and multi- talker 
conditions would be relatively less for them than for CI 
users with good perception. Thus, talker variability may 
affect not all users and only in certain conditions. 
Therefore, a new step in research into CI speech 
perception is to investigate the factors that influence the 
size of the talker variability effect. 
In the current study, the following research question was 
investigated: Do different talker voices influence the talker 
variability effect under CI simulation? A shadowing task 
was conducted with 8-channel acoustic simulation of CI 
hearing, representative of the average CI user [12]. In this 
task, a participant listens to isolated words and then 
immediately repeats them. There were three conditions: 
one single-talker (ST) and two different multi-talker 
conditions. Because in the multi-talker conditions each 
stimulus was produced by another talker, there was trial to 
trial variability in talkers’ voices. The perceived similarity 
of different voices was manipulated by including only 
female talkers (MT-F) or mixed female and male talkers 
(MT-M). Using CI simulations is also useful to exclude 
additional factors interacting with hearing performance 
common to CI users [23], including surgical, device, and 
demographic factors [3]. 
CI users are generally able to achieve some level of gender 
categorization [18, 22], but, perceiving differences 
between same-gender voices is difficult [22]. Similarly, 
under CI simulation, gender discrimination may be good 
but same-gender talker discrimination may be challenging. 
It is expected that CI simulations will result in problems 
perceiving variability in relevant phonetic properties of 
speech [6, 21, 27]. Subsequently, we hypothesized that 
listeners would experience more difficulty – slower and 
less accurate word recognition – in multi-talker conditions 
than in single-talker conditions. Further, we predicted that 
between the two multi-talker conditions, the talker 
variability effect will be stronger when there are both male 




Listeners consisted of 19 native speakers of Dutch (2 male, 
17 female), ages 18.2-24.5 yr. (M = 21.4 yr.; SD = 1.7 yr). 
Listeners had pure tone thresholds better than 25 dB at 
frequencies between 250 and 8,000 Hz. The study was 
approved by the Medical Ethical Committee of the 
University Medical Center Groningen. Listeners were 
provided with detailed information about the study, and 
written informed consent was obtained. Listeners received 
10 euros for their participation. 
Materials 
For the stimuli, target words were selected from the NVA 
corpus [5], which consists of monosyllabic words and is 
often used in clinical setting for hearing tests. Half of the 
selected words were easy, based on lexical frequency and 
density characteristics generally associated with easier 
recognition, and the other half were hard (low frequency, 
high density) [24]. Five male speakers, ages 22.1-33.8 yr. 
(M = 25.4 yr.; SD = 4.8 yr.) and ten female speakers, ages 
19.2-21.6 yr. (M = 20.8 yr.; SD = 0.9 yr.) produced the 
words. All speakers were native speakers of Dutch and 
received 40 euros for their participation in a larger 
recording session. For the recordings, speakers were asked 
to read aloud the words in a natural speaking style. The 
words were presented visually one-by-one on a MacBook 
laptop using PsyScope X Build 77 [8]. Speakers wore a 
Shure head-mounted microphone (SM10A), positioned 
approximately two centimeters from the left corner of the 
mouth. The microphone output was fed to an Applied 
Research Technology microphone tube pre-amplifier. The 
output of the microphone pre-amplifier was connected to a 
MOTU MicroBooc IIc, which digitized the signal and 
transmitted it via USB ports to the laptop, where each 
utterance was recorded in a WAV 16-bit digital sound file 
at a sampling rate of 44.1 kHz using Audacity. Overall, 
each speaker participated in two recording sessions of two 
hours, involving words, sentences, and paragraphs. Audio 
files were edited using PRAAT [4], creating separate audio 
files for each stimulus.  
Stimulus words were processed through an 8-channel 
noise-band vocoder implemented in Matlab. To achieve 
this, the original signal was filtered into 8 bands between 
150 and 7000 Hz, using 8th order, zero-phase Butterworth 
filters, based on previous studies (e.g., [15]). The bands 
were partitioned based on Greenwood’s frequency-to-
place mapping function, simulating evenly spaced regions 
of the cochlea [17]. The same cutoff frequencies were used 
for both the analysis and synthesis filters. The temporal 
envelope from each frequency band was extracted by half-
wave rectification and low-pass filtering at 300 Hz, using 
a zero-phase 4th order Butterworth filter. Filtering white 
noise into spectral bands was done to generate noise-band 
carriers independently for each channel. For this, the same 
12th order Butterworth bandpass filters were used. To 
construct the final stimuli, the noise carriers in each 
channel were modulated with the corresponding extracted 
envelope and the modulated noise bands from all vocoder 
channels were added together.  
In the ST condition, 40 different words were spoken by the 
same speaker. In the MT-F condition, ten different female 
talkers produced the same 40 words (4/talker). The MT-M 
condition was almost the same, except that there were five 
different female talkers and five different male talkers. 
Across listeners, all individual speakers appeared in the ST 
condition twice (two listeners), so that an effect of 
condition could not have been caused by the baseline 
intelligibility of individual talkers. The multi-talker 
conditions were the same for each listener.  
Procedure 
Before testing, listeners filled out an online questionnaire, 
with questions about the listeners’ residential history, 
language background, and hearing history. The listener 
underwent a hearing screening the day of testing. The 
listeners were seated at a distance of 1 meter from the 
speaker in a soundproof room. All stimuli were presented 
via a loudspeaker at 65 dB. To familiarize the listeners 
with CI simulations, an 8-channel noise vocoded version 
of “The North Wind and the Sun” in Dutch [20] was 
played prior to the first experimental block.  
On each trial, a tone (250 Hz) was played for 100 
milliseconds, followed by a 1000 milliseconds silence and 
then the stimulus item (via PsyScope X Build 77 [8]). The 
listener then repeated what he/she has heard as fast as 
possible without compromising accuracy. A microphone 
standing approximately 30 centimeters away from the 
listener recorded both stimuli and responses. In PRAAT 
[4], accuracy (right or wrong) and response time for right 
answers were annotated. Every listener started with the 
single-talker condition, but the order of the multi-talker 
blocks was balanced over listeners. 
 
RESULTS 
The dependent variables were accuracy and response time. 
Talker condition was the independent variable.  
Accuracy 
Mean accuracy across conditions is displayed in Figure 1. 
Accuracy in the ST condition was lower (M = 0.704, SD = 
1.131) than in the MT-F condition (M = 0.807, SD = 
0.074). MT-F was higher than accuracy in the MT-M 
condition (M = 0.658, SD = 0.077).  
A repeated measures ANOVA, with condition (ST, MT-F 
and MT-M) as a within-subjects factor revealed a main 
effect of condition (F(2, 36) = 21,584, p < 0.001). Post-hoc 
Bonferroni tests showed that accuracy in the ST condition 
was significantly lower than in the MT-F condition (p = 
0.002) and accuracy in the MT-F condition was 
significantly higher than in the MT-M condition (p < 
0.001). However, the ST condition did not differ 
significantly from the MT-M condition (p = 0.212). 
Response time 
Response times in the ST (single-talker) condition were 
slower (M = 2461.95, SD = 226.794) than in the MT-F 
(multi-talker female only condition (M = 2353.80, SD = 
188.762). Response times in the MT-F condition were 
faster than in the MT-M (multi-talker mixed) condition 
(M = 2443.90, SD = 238.197).  
Again, a repeated measures ANOVA, with condition (ST, 
MT-F and MT-M) as a within-subjects factor revealed a 
main effect for condition (F(2, 36) = 9.874, p < 0.001). 
Post-hoc Bonferroni tests showed that response time in the 
ST condition was significantly slower than in the MT-F 
condition (p = 0.002) and response times in the MT-F 
condition were significantly slower than in the MT-M 
condition (p = 0.005). However, the ST condition did not 
differ significantly from the MT-M condition (p = 1.000). 
 
 
Figure 1. Accuracy in all three conditions. 
 
CONCLUSION 
The current study investigated whether different talker 
voices influence the talker variability effect under CI 
simulation. Contrary to our initial prediction and to 
previous studies (e.g., [25, 26]), listeners responded faster 
and more accurately in the MT-F condition compared to 
the ST condition. In order to understand this unexpected 
result, scores on the ST condition were further examined 
(see Table 1).  Adaptation to vocoded speech occurs very 
quickly within about 20 sentences [19] but may be harder 
when listening to words. During the last ten trials of the ST 
condition, the response time was shorter and almost equal 
to the response time in the MT-F condition. Therefore, one 
could assume that listening to the vocoded paragraph was 
not enough to fully adapt to the degradation, and listeners 
needed additional exposure. 
 
Table 1 
Detailed results for ST and MT-F. 
 Accuracy Response time 
ST (entire block) 0.704 2461.95 
ST (last 10 trials) 0.758 2365.35 
MT-F (entire block) 0.807 2353.80 
 
The interesting finding from the current study is the 
comparison of the two multi-talker conditions. Consistent 
with the second hypothesis, understanding words was 
harder when there were speakers from different genders. 
Since CI simulation approximates CI hearing, we expected 
same-gender voice differences to be more difficult to 
perceive than different-gender voice differences. Listeners 
responded more slowly and less accurately in the MT-M 
condition compared to the MT-F condition, consistent with 
studies which showed that CI users are able to identify 
speakers of different genders [18, 22]. However, the talker 
variability effect does not play a role in the MT-F 
condition, which could maybe be explained by a study 
which states that same-gender voice differences are not 
perceived under CI simulation [22]. Thus, the talker 
variability effect relies upon good perception of talker 
differences, which CI users do not have.  
While all listeners started with the ST condition, the 
sequence of the multi-talker conditions was balanced, half 
completed ST – MT-F – MT-M, the other half completed 
ST – MT-M – MT-F.  Future research would require 
balancing the presentation of all three conditions across 
listeners. As such, it is expected that accuracy and response 
time would be similar between ST and MT-F conditions. 
Another way to prevent this learning effect, is to add a 
training session before starting with the actual experiment, 
so adapting to CI simulation would be finished before 
starting with the actual experiment. However, to prevent 
any kind of learning effect, applying counterbalancing as 
well as a training session would be recommended.  
The present results could be helpful to improve the hearing 
training CI patients receive after being implanted. 
Optimization of speech perception depends on passive 
learning (daily listening), and active learning, via auditory 
training programs in the clinic [13]. In the clinic, CI users 
are often tested with single-talker tests that reduce real-life 
sources of degradation. Most CI users score well on these 
speech perception tests. However, outside the clinic, 
patients often have problems with understanding speech in 
noise [11] or dealing with other sources of variability, such 
as different speaking styles [29] or regional accents [28]. 
Based on the current research, one could say that clinical 
hearing training could maybe improve by making use of 
different male and female voices, to see if this helps CI 
users getting better used to daily hearing situations.  
To conclude, the size of the talker variability effect under 
CI simulation depends on whether differences in talkers’ 
voices are perceptible under CI simulation. If listeners are 
unable to detect differences between talkers’ voices, talker 
variability does not influence word recognition. However, 
when listeners do detect differences, listeners respond 
more slowly and less accurately. Future research should 
include counter balancing over all three conditions and a 
training session to get listeners used to the sound of a CI, 
in order to prevent a learning effect and to investigate the 
size of the talker variability effect relative to single-talker 
conditions. In addition, research should be carried out 
directly with CI users to investigate whether the talker 
variability effect further varies based on individual 
listener’s auditory functioning and perceptual skills. The 
implication for actual CI users, who vary greatly in their 
ability to hear differences both between talkers of the same 
gender and between different genders (e.g., [14 & 16]), 
would be that some implant users may be more susceptible 
to talker variability in real-life speech communication and 
may struggle to understand speech outside the clinic. 
Results of the current study may implicate that hearing 
training for CI patients could be improved by using 
multiple talkers in speech recognition assessments and/or 
training protocols.  
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