INTRODUCTION
Let (M, g) be a compact Riemann surface whose volume is normalized to be 1, h 1 , ..., h n be positive C 3 functions on M, ρ 1 , .., ρ n be nonnegative constants. In this article we continue our study of the following Liouville system defined on (M, g): Therefore, the Liouville system (1.1) is a natural extension of the classical Liouville equation, which has been extensively studied for the past three decades. Both the Liouville equation and the Liouville system are related to various fields of geometry, Physics, Chemistry and Ecology. For example in conformal geometry, when ρ = 8π and M is the sphere S 2 , equation (1.2) is equivalent to the famous Nirenberg problem. For a bounded domain in R 2 and n = 1, a variant of (1.2) can be derived from the mean field limit of Euler flows or spherical Onsager vortex theory, as studied by Caglioti, Lions, Marchioro and Pulvirenti [6, 7] , Kiessling [28] , Chanillo and Kiessling [9] and Lin [34] . In classical gauge field theory, equation (1.1) is closely related to the Chern-Simons-Higgs equation for the abelian case, see [5, 24, 25, 45] . Various Liouville systems are also used to describe models in the theory of self-gravitating systems [1] , Chemotaxis [17, 27] , in the physics of charged particle beams [4, 20, 29, 30] , in the non-abelian Chern-Simons-Higgs theory [21, 26, 45] and other gauge field models [22, 23, 31] . For recent developments of these subjects or related Liouville systems in more general settings, we refer the readers to [2, 3, 12, 13, 14, 15, 18, 19, 32, 33, 34, 35, 36, 37, 40, 41, 42, 43, 44, 46, 47] and the references therein.
For any solution u of (1.2), clearly adding any constant to u gives another solution. So it is nature to assume u ∈H 1 (M), where
Corresponding to (1.1) we set
to be the space for solutions. For any ρ = (ρ 1 , · · · , ρ n ), ρ i > 0(i ∈ I = {1, ..., n}), let Φ ρ be a nonlinear functional defined inH 1 where χ M is the Euler characteristic of M. Moreover, if ρ k tends to the hypersurface {ρ; 8πN ∑ i∈I ρ i = ∑ i, j∈I a i j ρ i ρ j }, there exist exactly N disjoint blowup points (see [38] ).
The proof of the a priori bound in [38] relies on the sharp estimate for a sequence of bubbling solutions to (1.1). Let u k be the blowup solutions corresponding to ρ k and B(p t , δ 0 ) (t = 1, .., N) be disjoint balls around distinct blowup points in M. Then under assumptions (H1) and (H2), the behavior of u k around any p t is fully bubbling, that is, the maximum values of any components of u k in any of the balls are of the same magnitude: One may expect the limiting entire solution to be different around each blowup point, however the authors proved thatŨ is independent of blowup points, and only depends on the ratio of ρ k 1 − ρ 1 : ρ k 2 − ρ 2 : ..ρ k n − ρ n (see [37] ). Naturally it leads to the question: how to construct bubbling solutions with the help of this information?
In this paper and subsequent ones, we are devoted to study the bubbling phenomenon of Liouville systems: how to accurately estimate the bubbling solutions of (1.1) and how to construct them. These are quite challenging analytic problems. In general, blowup analysis for a system of equations is much harder than that for the single equation. One reason is that the Pohozaev identity, a balancing condition, is no longer so powerful as in the scalar case. Another reason is that there are too many entire solutions: the parameter σ = (σ 1 , ..., σ n ) (σ i = 1 2π R 2 e u i ), which represents the energy of the entire solution, forms a submanifold of n − 1 dimension. However, for the Liouville equation, the energy is just one number: R 2 e u = 8π. In this article we consider the case of one blowup point, and always assume (H1) only. Let ρ = (ρ 1 , ..., ρ n ) and Note that if (H2) also holds also, then Λ I (ρ) = 0 implies Λ J (ρ) > 0 for all J I ( see [38] ). For any ρ we define (m 1 , ..., m n ) by The integrability of eŨ i implies m i > 2 for all i. On the other hand Λ I (ρ) = 0 can be written as ∑ i∈I (m i − 4)ρ i = 0. Thus either min{m 1 , ..., m n } < 4 or m i = 4 for all i ∈ I. We also note that (1.7) implies that Γ 1 is a smooth submanifold because the normal vector at ρ ∈ Γ 1 :
( ∑ j∈I a i j ρ j − 4π, ..., ∑ j∈I a n j ρ j − 4π), has all its components positive. The asymptotic behavior ofŨ i (x) shows that the decay rate of eŨ i (x) is O(|x| −m ), where m = min{m 1 , ..., m n }. In this article we define Q ∈ Γ 1 with m = 4, i.e. m i = 4 for all i. Thus the decay rate of eŨ i for ρ = Q is O(|x| −4 ). The difference on the decay rate for Q and ρ = Q will have great effects on bubbling analysis later.
Let u k = (u k 1 , ..., u k n ) be a sequence of blow up solutions to (1.1) with ρ = ρ k such that ρ k → ρ ∈ Γ 1 . The point Q defined above is of particular importance, the readers will see that in our main theorems below, the asymptotic behavior of blowup solutions, the nature of Λ I (ρ k ) and the location of blowup point are all significantly different depending on ρ = Q or not.
Let p be the blowup point of u k and
there is only one blowup point p. It is easy to see that u k fully blows up at p (see Lemma 6.1):
Our first result is on the location of the blowup point p. Let p k → p be where the maximum of {u k 1 , .., u k n } is attained, then we have
where ∇ 1 denotes the derivative with respect to the first variable, and γ(x, y) stands for the regular part of the Green's function.
Our second result is about the decay rate of Λ I (ρ k ). To state the result, we need to define the following quantity D i (i ∈ I = {1, ..., n}):
provided that m < 4. The limit is well defined if m < 4, see section 6.
, where I 1 is a subset of I where m i = m for all i ∈ I 1 , c i is a constant determined in (6.14) .
If M is a flat torus with fundamental cell domain Ω ⊂ R 2 , then D i can be written as
See [8] and [15] for related discussions. 
where
c i is determined in (6.14) .
Important information on bubbling solutions can be observed on the two cases: ρ = Q and ρ = Q. Theorem 1.2, which is on ρ = Q, has its leading term in Λ I (ρ k ) involved with global information of the manifold, while the leading term in Theorem 1.3, which corresponds to ρ = Q, only depends on the geometric information at the blowup point. Moreover, the error terms in Theorem 1.2 and Theorem 1.3 respectively also indicate the different asymptotic behaviors of blowup solutions near the singularity. All these differences in the two cases will lead to separate strategies in the construction of bubbling solutions in forthcoming works.
Since Liouville systems and Toda systems share a lot of common features, it is informative to compare our main theorems with the ones for the SU (3) Toda system. First, the location of the blowup point in Theorem 1.1 is a critical point of a combination of log h i , ρ i and γ (∇ 1 γ vanishes if the Riemann surface has constant curvature). However for the SU (3) Toda system, the blowup point p is a critical point of both log h 1 and log h 2 , i.e. p satisfies (see [36] )
Second, for the SU (3) Toda system, the convergence rate of ρ k i − ρ i is estimated to be ρ
k , where b i is the term in (1.14). Nevertheless our result in (1.14) is again a combination of the b i s. The comparison of the results reflects some major difference between the Toda system and our Liouville system:
(1) The dimension of kernel space of the linearized operator at an entire solution is 8 for SU (3) Toda system, and is 3 for our Liouville system.
is only a point for SU (3) Toda system, while for the Liouville system it is a (n − 1) dimensional manifold.
As far as the blowup analysis is concerned, our Liouville system has disadvantages in both respects, as the kernel space is too small and Γ is too large. For a sequence of bubbling solutions, it is extremely difficult to pin-point suitable approximating solutions from Γ, because at the beginning, the local energy of bubbling solutions could be estimated in some rough way. This rough estimate of the local energy leads to a small perturbation of global bubbling solutions. This perturbation on global solutions, albeit small, has a non-negligible effect on the approximation of blowup solutions. This difficulty is particularly evident when we study bubbling solutions with multiple blowup points in [39] . Therefore our method to obtain those sharp results is different from ones in Chen-Lin [12] for the mean field equations and Lin-Wei-Zhao [36] for the SU (3) Toda system (The methods in [12] and [36] are similar).
The organization of the paper is as follows. In section two we first prove a uniqueness theorem for globally defined linearized Liouville systems. This result plays a central role for the delicate blowup analysis in sections three to five. The main idea of the proof uses a monotonicity property of solutions and we introduce a way to use maximum principles suitable for Liouville systems. In the second part of section two, we study the asymptotic behavior of global solutions to the Liouville system on R 2 and obtain some Pohozaev identities. In section three and section four we obtain a sharp expansion result for blowup solutions around a blowup point. Then in section five, for local equations we use Pohozaev identity to determine the locations of blowup points. Then in section six we return to the equation on manifold and compute the leading term for ρ k → ρ in both situations (ρ = Q or ρ = Q) and complete the proofs of the main theorems.
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PRELIMINARY RESULTS ON THE LIOUVILLE SYSTEMS
In this section we prove two theorems on the Liouville systems with the matrix A satisfying (H1). They are important for the blowup analysis and the computation of the leading terms of ρ → Γ 1 in this paper and ρ → Γ N in the forthcoming work [39] .
2.1. A uniqueness theorem for the linearized system of n equations. In the first subsection we prove a uniqueness theorem for the linearized system of n equations. Theorem 2.1. Let A be a matrix that satisfies (H1), u = (u 1 , .., u n ) be a radial solution of
(1)
for some τ ∈ (0, 1) and
Then there exist c 1 , c 2 ∈ R such that
Before the proof of Theorem 2.1 we first establish 
Then there exists a constant C such that Φ i (r) = Cu ′ i (r) for i ∈ I.
Proof of Lemma 2.1:
The proof is in two steps. First we show that under the assumption of Φ i at infinity we have the following sharper decay estimate:
Indeed, letψ i (r) = Φ i (r)/r. By direct computation we see thatψ = (ψ 1 , ...,ψ n ) satisfies
Clearly in order to show (2.3) we only need to show |ψ i (r)| ≤ Cr −2 for r > 1 under the assumption that |ψ i (r)| ≤ Cr −ε 0 for i ∈ I and r > 1. Let
it is easy to see thatψ(t) = (ψ 1 (t), ..,ψ n (t)) satisfies
and our goal is to show
Using the asymptotic rate of h i (t) at infinity we further havẽ
Sinceψ i (t) tends to 0 as t goes to infinity we knowψ i (t) = O(e −2t ) if l + ε 0 ≥ 4, in which case (2.6) is established. Otherwise we obtainψ i (t) = O(e (2−l−ε 0 )t ). In the latter case, we apply the same procedure to obtain a better decaying rate ofψ i (t) at infinity. After finite steps, (2.6) is established.
In the second step we complete the proof of the Lemma 2.1. By way of contradiction we suppose there is a solution Φ = (Φ 1 , .., Φ n ) that satisfies (2.2) and Φ is not a multiple of f = (u ′ 1 (r), .., u ′ n (r)). Let ψ 0 i = −u ′ i (r)/r, then clearly both ψ 0 = (ψ 0 1 , .., ψ 0 n ) andψ = (ψ 1 , ..,ψ n ) satisfy (2.4). We verify by direct computation that
Note that the last inequality is justified by u ′ i (r) < 0 for r > 0 and i ∈ I. Also, since e u i ≤ Cr −2−δ for some δ > 0 and r > 1,
Based on the computation above we set
.,ψ n ) and ψ 0 = (ψ 0 1 , .., ψ 0 n ). We first observe that ψ 0 i (0) > 0. Supposeψ ≡ ψ 0 , we can assume thatψ 1 (0) = 0 and |ψ i (0)| < ψ 0 i (0) for all i ∈ I. From the definition of S we immediately see that 0 ∈ S. Moreover, since |ψ i (r)| ≤ Cr −2 near infinity, we can choose |t| < δ with δ small so that all |t| < δ belong to S. Another immediate observation is that S has a lower bound. Indeed, for T sufficiently negative, ψ T 1 (0) < 0, which is impossible to have
Let T = inf S and let t m → T + . The sequence ψ t m i obviously converges to a function ψ i , which is just
On the other hand, from the behavior ofψ and ψ 0 at infinity (both are O(r −2 )) we immediately observe that
In regard to (2.4) we have
From (2.7) and (2.8) we see that ψ i is non-increasing. Since we have known that |ψ i (r)| ≤ Cr −2 near infinity we have
It is not possible to have all ψ i (0) = 0 because this implies ψ i ≡ 0, a contradiction to the assumption thatψ is not a multiple of ψ 0 . Therefore without loss of generality we assume ψ 1 (0) > 0. Then we further claim that ψ i is strictly decreasing for all i ∈ I. Indeed, let I 1 = { j ∈ I| a 1 j > 0 }, for each j ∈ I 1 we use (2.9) and ψ 1 (0) > 0 to obtain
Therefore for each j ∈ I 1 , ψ j is strictly decreasing, which immediately implies that ψ j (0) > 0. We can further define I 2 = {i ∈ I| a i j > 0 for some j ∈ I 1 .}. Then the same argument shows that ψ i is strictly decreasing for each i ∈ I 2 as well. Since the matrix A = (a i j ) n×n is irreducible, this process exhausts all i ∈ I. (2.8) yields ψ ′ i (r) ≤ −Cr −3 for r > 1 and i ∈ I. Then by using lim r→∞ ψ i (r) = 0 we further have (2.10) ψ
Then it is easy to see that for t = T − ε with ε > 0 small, we also have 
Note that the growth condition in (2.13) is weaker than what is assumed in the assumption in Theorem 2.1. The argument below also applies if φ is projected on sin kθ . First we show that
Let g 1 (t) = e kt and g 2 (t) = e −kt be two fundamental solutions of the homogeneous equation, a general solution g(t) is of the form
where c 1 , c 2 are constants. Using (2.14) in the above we obtain
With (2.15) we further obtain
Keep doing this for finite steps we obtain that φ k i decays faster than r −1 at infinity. The asymptotic theory of ODE can be similarly used to show that φ k i (r) = o(r) as r → 0. To get a contradiction, without loss of generality, we may assume that some of φ k i , say φ k 1 (r) > 0 for some r > 0 and
.
Now we apply the maximum principle at r = r 0 , and obtain ∆w 1 (r 0 ) ≤ 0, and ∇w 1 (r 0 ) = 0.
On the other hand, for j ≥ 2,
which obviously contradicts (2.17). Therefore (2.13) is established. When k = 1, 
Then for some δ 0 > 0
Proof of Lemma 2.2:
It is well known that
Indeed, let w i be the function defined by the right hand side of (2.20) . Then w i − u i is a harmonic function. Since they both have logarithmic growth at infinity, w i − u i = c. Evaluating both functions at 0 we have c = c i . Clearly
Using ∑ j a i j e u j (r) = O(r −2−δ 0 ) for some δ 0 > 0 and r large, we obtain, by elementary estimates,
which leads to
We arrive at (2.19) by using (2.22) in the Pohozaev identity for σ :
Lemma 2.2 is established. .
FIRST ORDER ESTIMATES
Let (h k 1 , ..., h k n ) be a family of positive, C 3 functions on B 1 with a uniform bound on their positivity and C 3 norm:
In the next three sections we consider a sequence of locally defined, fully blownup solutions u k = (u k 1 , ..., u k n ) and we shall derive their precise asymptotic behavior near their singularity and the precise location of their singularity. Here we abuse the notation u k = (u k 1 , ..., u k n ) and it is independent of the one used in the introduction.
Specifically we assume that u k satisfies the following equation in B 1 , the unit ball:
with 0 being the only blowup point in B 1 :
, and max
with bounded oscillation on ∂ B 1 :
, C independent of k and uniformly bounded energy:
Finally we assume that u k is a fully blown-up sequence, which means when rescaled according its maximum, {u k } converges to a system of n equations:
, and
For the rest of the paper we set
and m = min{m 1 , ..., m n }. In this section we derive a first order estimate for v k in Ω k . In [37] the authors prove that there is a sequence of global radial solutions
we have the following spherical Harnack inequality:
k and C is a constant independent of k, r. (3.8) will play an essential role in the first order estimate. To improve (3.7) we introduce φ k i to be a harmonic function:
Obviously φ k i (0) = 0 by the mean value theorem and φ k i is uniformly bounded on B 1/2 because of (3.3). Later in section 6, when the results in section 3,4,5 will be used to prove the main theorems, the function φ k i will be specified when we consider the system defined on Riemann surface.
Let V k = (V k 1 , ..,V k n ) be the radial solutions of (3.10)
It is easy to see that any radial solution V of (3.10) exists for all r > 0 and e V i ∈ L 2 (R 2 ). The main result of this section is to prove that
,φ k i and v k be described as above. Then for any δ > 0, there exist k 0 (δ ) > 1 and C independent of k and δ such that for all
Definition 3.1.
From Theorem 3.1 it is easy to see that lim
To prove Theorem 3.1, we have
Since both v k and V k converge to v, w k i = o(1) over any compact subset of R 2 . The first estimate of w k i is the following Lemma 3.1.
It is easy to use the decay rate of e v k i , e V k i and the closeness between v k i and
Hencew k i (r) = o(1) log r and (3.16) follows from this easily. Lemma 3.1 is established.
The following estimate is immediately implied by Lemma 3.1:
Before we derive further estimate for w k i we establish a useful estimate for the Green's function on Ω k with respect to the Dirichlet boundary condition:
Lemma 3.2. Let G(y, η) be the Green's function with respect to Dirichlet boundary condition on
Then in addition for |y| > 2,
In particular
The proof of (3.17) for η ∈ Σ 1 is obvious. For η ∈ Σ 2 , (3.17) also obviously holds if either |y| or |η| is less than
Therefore for η ∈ Σ 2 we only need to consider the case when |y|, |η| >
k . In this case it is immediate to observe that
where ∠(·, ·) is the angle between two unit vectors. Thus for η ∈ Σ 2 we only consider the situation when |y|, |η| >
where the last inequality holds because
The second case of (3.17) (when η ∈ Σ 2 ) is proved. For η ∈ Σ 3 , we first consider when |η| > 2|y|. In this case
For the second term, since η, y ∈ Ω k and |η| > 2|y|, we have |y||η| < For the second term, we want to show
If either |y| ≤ Proof of Theorem 3.1: First we prove (3.11) for α = 0. We consider the case m ≤ 3, the proof for the case m > 3 is similar. By way of contradiction, we assume
Suppose Λ k is attained at y k ∈Ω k for some i 0 ∈ I. We thus definē
Here we require δ to be small so that m − 2 − δ > 0 (Thus 3 − m + δ < 1). It follows from the definition of
. Besides, we also havew k i (0) = 0 for all i and ∇w k 1 (0) = o (1) . If a subsequence of y k stays bounded, then along a subsequencew k = (w k 1 , ..,w k n ) converges tow = (w 1 , ...,w n ) that satisfies
Thanks to (1) of Theorem 2.1w
Since ∇w 1 (0) = 0 we have c 1 = c 2 = 0, thusw i ≡ 0 for all i. On the other hand, the fact thatw k i 0 (y k ) = ±1 for some i 0 ∈ I implies thatw i 0 (ȳ) = ±1 whereȳ is the limit of y k . This contradiction means that y k → ∞. Next we shall show a contradiction if |y k | → ∞. By the Green's representation formula forw k i , 
Thus for some i ∈ I we have
where the constant on the boundary is canceled out. To compute the right hand side of the above, we decompose the Ω k as Ω k = Σ 1 ∪ Σ 2 ∪ Σ 3 as in Lemma 3.2. Using (3.17) we have
Hence
Similarly we can compute the other term:
By the computations above we see that the right hand side of (3.22) is o(1), a contradiction to the left hand side of (3.22) . Thus (3.11) is established for α = 0. The estimates for |α| = 1 and 2 follow easily by scaling and standard elliptic estimates. Therefore Theorem 3.1 is completely proved.
SECOND ORDER ESTIMATES
In this section we improve the estimates in Theorem 3.1 for m < 4 and m = 4, respectively. Let p i,k be the maximum point of
The following lemma estimates the location of p i,k .
The main result in this section is to find the ε k approximation to v k i (·) − φ k i (ε k ·). It is most convenient to write the expansion around one of the p i,k s. We choose p 1,k and shall use
with G k t,i (r) (t = 1, 2) satisfying some ordinary differential equations to be specified later.
Set
Using ∇v k i (0) = O(ε k ) (by Theorem 3.1) and φ k i (0) = 0 we observe that
The equation that v 1,k satisfies is (combining (3.11) and (3.12)) (4.7)
In the coordinate around p 1,k and we seek to approximate v
The first term in the approximation of v 1,k is V k . Here we note that the domain Ω 1,k is shifted from the ball Ω k by p 1,k .
We shall use five steps to establish an approximation of v 1,k i without distinguishing m = 4 or not.
Step one:
Let
Taking the difference between (4.7) and (3.10), we have
Here we observe that the oscillation of
Indeed, recall that Ω 1,k is the shift of the large ball Ω k by p 1,k . Let y 1 , y 2 ∈ ∂ Ω 1,k , one can find y 3 such that |y 3 | = |y 2 | and |y
With (4.10) we further write the equation for w
Similar to Theorem 3.1 we also have 
Proof: Using the definition of v 1,k and Theorem 3.1 we have
On the other hand we clearly have
by mean value theorem and the estimate of ∇V k i . Lemma 4.2 is established. Using Lemma 4.2 and (4.9) we now rewrite
By Lemma 4.2 and (4.9), the last two terms are O(ε 2 k (1 + |y|) 2−m ) regardless whether m ≥ 3 or not. Thus
where in the last step we used (4.9) again.
Step Two: Estimate of the radial part of w 1,k :
n ) be the radial part of w 1,k :
Due to the radial symmetry of
holds for some C independent of k and δ . So, g k,0
i (r) can be discarded as an error term.
To prove (4.16), we first observe that m ≤ 4 and by (4.15)
By considering . Note that each correction can be discarded as an error in the sense that they are smaller than the right hand side of (4.47). Using 2 + 2N − mN < 1 and the argument in the proof of Theorem 3.1 we obtain (4.16).
Step Three: The projection on sin θ and cos θ In this step we consider the projection of w 1,k over cos θ and sin θ , respectively:
clearly G k 1,i and G k 2,i solve the following linear systems: For 0 < r < ε −1 k and t = 1, 2
By the long behavior of w 1,k (Lemma 4.2) we have
Note that G k t,i (0) = 0 and G k t,i (r) = O(r) near 0.
Step Four: Projection of w 1,k onto higher frequencies
n ) be the projection of w 1,k on sin lθ . In this step we first establish a preliminary estimate for all these projections: Lemma 4.3. There exist l 0 ≥ 3 and C > 0 independent of k, l such that
By (4.11), (4.14) and Lemma 4.2 g k,l satisfies (4.23)
where, applying the Taylor expansion of H i,k j up to the second order,
for some C independent of k and l. Thus Clearly by Lemma 4.2
The reason that we include r 2 in the definition of g(·) is because by Lemma 4.2 we only know w
it is easy to see that for l 0 sufficiently large and l > l 0
To prove Lemma 4.3 it is enough to show 
Our goal is to prove ψ k i (r) > 0 for all 0 < r < ε −1 k . To do this, let f k = ( f k 1 , ..., f k n ) be the positive solution to the homogeneous system:
If ψ k i is not always non-negative we assume
Suppose the minimum is attained at r k . By the behavior of ψ k i and f k i , we have 0 < r k < ε
Evaluating both sides at r k , the left hand side is strictly 
Proof:
By Lemma 4.3, (4.23) can be rewritten as as
for some C independent of k and l. By standard ODE theory 
k . In the following we shall get rid of the first term on the right hand side of (4.38) . To this end, we need to evaluate the value of w 1,k on ∂ Ω 1,k . 
Lemma 4.5. (a) If m < 4, then
(4.39) |w 1,k i (y)| ≤ Cε m k −2 k log ε −1 k , y ∈ ∂ Ω 1,k . (b) If m = 4 and |m k i − 4| ≤ C/ log ε −1 k for all i, then (4.40) |w 1,k i (y)| ≤ Cε 2 k (log ε k ) 2 , y ∈ ∂ Ω 1,k .
Proof:
The Green's representation formula for w
where G(·, ·) is the Green's function on Ω 1,k with respect to the Dirichlet boundary condition. We observe that 
By using (4.42), (4.43) and (4.44) in (4.41) we have
To evaluate the right hand side, we divide Ω 1,k into a symmetric part: 
Moreover for η ∈ Ω 1,k \ D 1 , by (4.13) and (4.14) 
(Note that we use the fact that −4 , thus by elementary computation Then it is easy to see that the first term in (4.38) can be removed.
Step five:
For the projection on span{sin θ , cos θ }, we write (4.20) as
where h is the collection of other terms. By (4.22)
Then it is easy to see from (4.45) that
Similarly (4.46) also holds for G k 2,i .
Combining the results in the five steps we arrive at the following estimate without distinguishing m < 4 or not. 
Note that the estimate for |α| = 0 follows directly from the five steps. The estimate for |α| = 1 follows from standard gradient estimate for elliptic equations. (3.5) , (3.9) , (3.10) and (4.3) , respectively. Moreover G k t,i (t = 1, 2, i ∈ I) satisfy
We use the same notations as in the proof of Proposition 4.1. First we consider the radial part of w 1,k : Recall m < 4. Using Proposition 4.1 and (4.15) we have
Multiplying r on both sides of the equation and integrating, we obtain
Next we consider the projection of w 1,k on sin θ and cos θ . Let
where E k 1,i is the projection of the original right hand side on the subspace spanned by sin kθ and cos ku (k = 1, 2, ..). Since g k,0
i is a radial function, from the asymptotic behavior of g k,0 it is easy to see that the oscillation of it on
Using (4.42) in the equation above we haveω
Since we have known that ε k G k t,i (ε
), we can improve the estimate of Φ k using (4.45). The estimate of G k t,i now is
As far as the projection of w 1,k on higher frequencies is concerned, since we have (4.51), for g k,l we now have, instead of Lemma 4.4
As before we let z k i = w
for |α| = 0, 1 and |y| ≤ ε (4.4) . Instead of using the coordinate around p 1,k we use the coordinate around the origin to obtain (4.49).
Theorem 4.2 is established. 
For m = 4 we use (4.16) to write (4.15) as
Multiplying both sides by r and integrating, we have
To evaluate the integral, we use (2.21) to write
for some ε 0 > 0. Under the assumption of Theorem 4.3:
k . The projection on higher frequencies has the same estimates as in the case for m < 4. Specifically, let ω k i be the same as in Theorem 4.2. Then (4.51) also holds. Correspondingly (4.52), (4.53) and (4.54) still hold with m k = 4 by the same proof. Theorem 4.3 is established.
LOCATION OF THE BLOWUP POINTS
In this section we determine the locations of the blowup points in Theorem 4.2 and Theorem 4.3. 
where C is independent of k. On the other hand, under the assumptions in Theorem 4.3 we have
where σ k i is defined in Definition 3.1.
Proof of Theorem 5.1:
k /2), we use the following Pohozaev identity for the equation for v 1,k 
Using the expansion of v 1,k i in Proposition 4.1 ( which holds for m < 4 and m = 4) we have
By symmetry we have
Also by elementary estimates we have
The only difference on whether m < 4 or m = 4 is on this term. For m < 4, direct computation gives
On the other hand for m = 4, using the closeness between m k i and 4, we have 
Before evaluating the remaining two terms we first observe that by (4.52) and (4.54) that ∇v
Moreover, by symmetry we have
Similarly in the last integral:
Theorem 5.1 is established.
THE LEADING TERM FOR
In this section we complete the proofs of Theorem 1.2, Theorem 1.3 and Theorem 1.1. The notation u k refer to the one in the introduction. Let
Then we have
is a sequence of blow-up solutions. We use p k to denote the point where the maximum of Θ k on M is taken. Take the local coordinates around p k . Then ds 2 has the form e ψ(y p k ) (dy 2 1 + dy 2 2 ) where
K is the Gauss curvature. In local coordinates, (6.2) becomes
Note that from the definition ofh k i , f k i and ψ, the following can be verified by direct computation:
The following lemma proves that the Θ k is a fully blown up sequence.
to a system of n equations.
Proof: By way of contradiction we assume that only l (l < n) components of (ṽ k 1 , ..,ṽ k n ) converge to a system of l equations. Without loss of generality we assume that the first l components of (ṽ k 1 , ..,ṽ k n ) converge to (ṽ 1 , ..,ṽ l ) that satisfies
Then the entire solution (ṽ 1 , ...,ṽ l ) with finite energy satisfies
Let J = {1, ..., l}, then by Theorem C in [38] (ṽ 1 , ...,ṽ l ) also satisfies
Thus by letting k → ∞ we have
Since Λ J (σ v ) = 0, (6.10) is a violation of the definition of Γ 1 in the introduction. Lemma 6.1 is established.
Let φ k = (φ k 1 , ..., φ k n ) be the harmonic function that takes 0 at 0 and that kills the oscillation ofΘ k on ∂ B δ 0 . The first term in the expansion ofṽ
Later we shall show that m is equal to the one defined in (1.6). In regard to Lemma 2.2 we set c k i as According to Proposition 4.1, the expansion ofṽ k i can be written as
Here we note that the Green's function is of the form
where χ is a cut-off function such that χ ≡ 1 in B ε 1 for some ε 1 > 0 (2ε 1 is less than the injectivity radius of M) and χ ≡ 0 outside B 2ε 1 . In the sequel we always assume δ 0 < ε 1 /4. The Green's representation formula for
Next we claim that 
Observe that (6.19) ρ
Then by the definition of ε k ,ṽ k , c k i we obtain
where, by the same kind of notations used in section 3 and section 4,
By (6.7) we have
On the other hand by Proposition 4.1
Using (6.22) in the evaluation of (6.20) we have
For the final term in (6.18) by the following crude estimate established in [38] 
it is easy to see
Thus, back to (6.18),
Then (6.17) follows.
Next for x ∈ M \ B(p k , δ 0 ), by (6.16) and standard estimates
Consequently by (6.23) and (6.17)
where (6.25)
In the sequel we shall always use E δ to represent a term bounded by the right hand side of (6.25). 
By (6.19), (6.8)
Using the expansion ofṽ k i in (6.15) we have (since m < 4)
Now for i ∈ I 1 we have
It is easy to see from (6.12) and (6.7) that the m defined by (6.12) is the same as the one in (1.6). Combining (6.26), (6.27), (6.28) and Lemma 2.2 we have
Using (6.27), (6.28) 
Using (6.24) we have
Combining terms we have
We claim that for fixed k the following limit exists:
Indeed, write the second integral as the sum of one integral over B(p k , δ 1 )\B(p k , δ 0 ) and the other over M \ B(p k , δ 1 ), where δ 1 is chosen small enough so that in B(p k , δ 1 ),
In the local coordinate at p k , it suffices to prove
exists. Since
we use (6.32) and the Taylor expansions of h i and γ(
where c 1 , c 2 are some constants. Observe that the terms with c 1 , c 2 disappear in the integration and m k i < 4 − ε 1 for some ε 1 > 0 for all i ∈ I 1 , thus the limits in (6.31) exists.
The following lemma states the closeness between ρ k to ρ if m < 4. It will be used to simplify the leading terms in the statements of main theorems. 
For e U k i we use the definition of c k i in (6.13) and (2.18) to have (6.40) ρ 
