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HAUSDORFF MEASURE OF JULIA SETS IN THE
EXPONENTIAL FAMILY
JÖRN PETER
Abstrat. We onsider the Hausdor measure of Julia sets and esaping sets of
exponential maps with respet to ertain gauge funtions. We give onditions on
the growth of the gauge funtion whih imply that the measure is zero or innity,
respetively.
1. Main result and outline
1.1. Introdution and main result. The exponential family onsists of all fun-
tions Eλ(z) := λe
z
, where λ ∈ C \ {0}. Denote by Enλ the n-th iterate of Eλ. The
Fatou set F(Eλ) is the set of points where the iterates Enλ of Eλ form a normal family
in the sense of Montel (or equivalently, where the iterates are equiontinuous). The
omplement of F(Eλ) is the Julia set J (Eλ). The esaping set I(Eλ) is the set of
all points z suh that Enλ (z) tends to innity as n → ∞. A result of Eremenko and
Lyubih [5℄ implies that I(Eλ) ⊂ J (Eλ). The funtion Eλ is alled hyperboli if there
exists z0 ∈ C with Enλ (z0) = z0 and |(Enλ )′(z0)| < 1.
A gauge funtion is a monotonially inreasing funtion h : [0, ε) → R≥0 (where
ε > 0) whih is ontinuous from the right and satises h(0) = 0. Dene
Hh(A) := lim
δ→0
inf
{ ∞∑
i=1
h(diam Ai)
∣∣∣ ∞⋃
i=1
Ai ⊃ A, diam Ai < δ for every i
}
.
Then Hh is a metri outer measure on C, alled the Hausdor measure with respet
to h. In the speial ase where hs(t) := ts for some s > 0, Hhs is the s-dimensional
outer Hausdor measure. Given A ⊂ C, it is well known that there exists s0 ≥ 0
suh that Hhs(A) =∞ if s < s0 and Hhs(A) = 0 if s > s0. This value s0 is alled the
Hausdor dimension of the set A, whih we will denote by HD(A).
It was shown by MMullen [9℄ that HD(J (Eλ)) = 2 for all λ, whereas Julia sets
of hyperboli exponentials have zero Lebesgue measure (the latter result was shown
independently by Eremenko and Lyubih, [6℄). MMullen further remarked that
J (Eλ) always has innite Hausdor measure with respet to the gauge funtions
t 7→ t2 logk(1/t), where k ∈ N is arbitrary.
These results give rise to the question of haraterizing the gauge funtions h with
Hh(J (Eλ)) =∞ (resp. Hh(J (Eλ)) = 0 if Eλ is hyperboli).
If 0 < λ < 1/e, Eλ has exatly two real xed points αλ and βλ, where αλ is
attrating (i.e. E ′λ(αλ) < 1) and βλ is repelling (i.e. E
′
λ(βλ) > 1). Reall that
a lassial result of K÷nigs implies that there exists a holomorphi funtion Φλ,
dened in a neighborhood V of βλ, whih satises Φλ(βλ) = 0, Φ
′
λ(βλ) = 1 and
(1.1) Φλ(Eλ(z)) = βλΦλ(z) for all z suh that z, Eλ(z) ∈ V.
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The proof of K÷nigs' theorem (and of some other results stated here without proof)
an be found in standard monographs about omplex dynamis (e.g. [1℄, [10℄, [17℄).
It is easy to see that Φλ(U∩R) ⊂ R and that (1.1) admits a real-valued ontinuation
of Φλ to [βλ,∞). Further, Φλ(x) tends to ∞ as x→∞, but slower than any iterate
logk of the logarithm.
Our main result is the following:
Theorem 1.1 Let λ0 ∈ (0, 1/e). Dene βλ0 and Φλ0 as above. Let Kλ0 := log 2log βλ0 and
let h(t) = t2g(t) be a gauge funtion.
(a) If
lim inf
t→0
log g(t)
log Φλ0(1/t)
> Kλ0 ,
then Hh(J (Eλ)) = ∞ for every λ ∈ C \ {0}. The measure Hh is not even
σ-nite on J (Eλ).
(b) If
lim sup
t→0
log g(t)
log Φλ0(1/t)
< Kλ0,
then Hh(J (Eλ)) = 0 if λ ∈ (0, 1/e).
We will prove this theorem by showing that if h(t) = hλ0,γ(t) := t
2Φλ0(1/t)
γ
,
then Hh(J (Eλ)) = ∞ when γ > log 2/ log βλ0 and (provided that λ ∈ (0, 1/e))
Hh(J (Eλ)) = 0 when γ < log 2/ log βλ0 . Hene we will use the funtions hλ,γ very
frequently.
We show further that statement (a) of the above theorem remains true if we replae
J (Eλ) by I(Eλ), and that statement (b) is still valid if λ is a hyperboli parameter
or if we replae J (Eλ) by I(Eλ) and λ is arbitrary. In (b), the onstant Kλ0 then has
to be replaed by a smaller onstant whih not only depends on λ0, but also on λ.
There is a vast literature on dynamis of exponential maps. We mention only a
few results. Devaney and Kryh [4℄ proved that J (Eλ) is a 'Cantor bouquet' for
0 < λ < 1/e, i.e. it is homeomorphi to the produt of a Cantor set and the line
[0,∞). Shleiher and Zimmer [16℄ proved that I(Eλ) onsists of urves for all λ.
Karpi«ska ([7℄,[8℄) proved the following dimension paradox: For 0 < λ < 1/e, the
Hausdor dimension of the endpoints of the urves whih form the Cantor bouquet
is 2, but the Hausdor dimension of the urves without endpoints is 1. Urba«ski and
Zdunik [18℄ showed that the Hausdor dimension of the set of non-esaping points in
the Julia set of a hyperboli exponential map is always less than 2. Further, Rempe
[12℄ proved an analogue of Bötther's theorem for exponential maps. The last two
results mentioned will be used later in this work.
For an introdution to the dynamis of exponential maps, we refer the reader to
the extensive surveys by Devaney [3℄ and Shleiher [15℄, as well as Rempe's artile
mentioned above. For an introdution to general transendental dynamis, see e.g.
Bergweiler [2℄.
1.2. Outline of the paper. In setion 2, we provide some notations that we will
use throughout this work. After that, we review some basi results from funtion
theory and apply them to obtain results about distortion of holomorphi maps.
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In setion 3, we develop a suient ondition for a gauge funtion h suh that
J (Eλ) has innite (not even σ-nite) Hausdor measure with respet to h. The ideas
of the proof are due to MMullen, but we have to estimate things more arefully.
Setion 4 gives a suient ondition for a gauge funtion h suh that J (Eλ) has
zero Hausdor measure with respet to h. In ontrast to setion 3, this h depends
on λ. Further, λ is restrited to values between 0 and 1/e.
In setion 5, we show that the restrition that h depends on λ in unneessary by
showing that if βγ1λ1 = β
γ2
λ2
, the two resulting gauge funtions from setion 4 have the
same growth, i.e. their quotient an be estimated from above and below by positive
onstants. After that, we prove Theorem 1.1 and desribe how its statement an be
generalized to Julia sets of hyperboli exponential maps and esaping sets of arbitrary
exponential maps.
Aknowledgements. I deeply thank Walter Bergweiler for his onstant support
and advie. I am grateful to Albert Clop, Adam Epstein, Boguslawa Karpi«ska,
Janina Kotus, Lasse Rempe and Dierk Shleiher for many interesting and fruitful
disussions about this work. Further, I thank the EU Researh Training Network
CODY for their nanial support.
2. Notations and preliminaries
2.1. Notations. For z ∈ C, let ℜz and ℑz denote the real and imaginary parts of z.
If z0 ∈ C and r > 0, we write D(z0, r) for the dis in C with enter z0 and radius r
with respet to the eulidean metri. By D := D(0, 1) we denote the open unit dis
in C. For θ ∈ R, let Q(z0, r, θ) be the square with enter z0 and side length r whose
sides have angle θ with the oordinate axes. Thus
Q(0, r, 0) =
{
z ∈ C
∣∣∣ max {ℜz,ℑz} < r
2
}
and
Q(z0, r, θ) = z0 + e
iθQ(0, r, 0).
If the angle θ is not important, we will suppress it and just write Q(z0, r) in order
to inrease readability. If A ⊂ C is Lebesgue-measurable, we denote its Lebesgue
measure by |A|. If A,B ⊂ C are (Lebesgue-) measurable and 0 < |B| <∞, we write
dens(A,B) for the density of A in B, i.e.
dens(A,B) :=
|A ∩B|
|B| .
If x is a real number, we denote by [x] the largest integer whih is not greater than
x. We denote the postritial set of Eλ by P (Eλ), i.e.
P (Eλ) :=
⋃
n∈N0
Enλ (0).
For the remainder of this paper, let λ′ ∈ (0, 1/e) be xed. Set E := Eλ′ , β := βλ′ ,
Φ := Φλ′ and hγ := hλ′,γ for γ > 0 in order to suppress indies (for the denition of
the right sides, see setion 1).
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2.2. Basi results. In this setion, we provide most of the tools that are needed to
prove Theorem 1.1.
We start with the so-alled 'blow-up property' of Julia sets. Reall that the bak-
ward orbit of z ∈ C onsists of all points w ∈ C suh that fn(w) = z for some
n ∈ N.
Lemma 2.1 Let f be an entire funtion. If U ⊂ C is an open set interseting J (f)
and K ⊂ C is a ompat set whih does not ontain any point with nite bakward
orbit, then there exists n0 ∈ N suh that fn(U) ⊃ K for all n ≥ n0.
The next result follows diretly from Cauhy's integral formula:
Lemma 2.2 If a holomorhi funtion f maps D(z0, r) into a disk of radius s, then
|f ′(z0)| ≤ s
r
.
The following lemma is a simple appliation of the Koebe growth and distortion
theorems.
Lemma 2.3 Let z0 ∈ C, r > 0, f : D(z0, r) → C be a univalent funtion and
z ∈ D(z0, r). Then
r2 |f ′(z0)| r − |z − z0|
(r + |z − z0|)3 ≤ |f
′(z)| ≤ r2 |f ′(z0)| r + |z − z0|
(r − |z − z0|)3(2.1)
and
r2 |f ′(z0)| |z − z0|
(r + |z − z0|)2 ≤ |f(z)− f(z0)| ≤ r
2 |f ′(z0)| |z − z0|
(r − |z − z0|)2(2.2)
Koebe's theorems imply in partiular that the lass S of all univalent funtions
f : D → C suh that f(0) = 0 and f ′(0) = 1 is normal. This yields the following
result.
Theorem 2.4 For every ε > 0, there exists δ > 0 suh that if f ∈ S and z ∈ D with
|z| < δ, then ∣∣∣∣f(z)z − 1
∣∣∣∣ < ε.
Let A ⊂ C either be open and bounded or the losure of suh a set. A funtion
f : A→ C is said to have bounded distortion if f is a bilipshitz mapping, i.e.
0 < cf := inf
z,w∈A
z 6=w
|f(z)− f(w)|
|z − w| ≤ supz,w∈A
z 6=w
|f(z)− f(w)|
|z − w| =: Cf <∞.
The distortion of f is then dened as D(f) := Cf/cf .
It an be easily shown that if A is open and f has bounded distortion, then f
extends to a funtion on A with the same distortion as f . Conversely, if A is the
losure of an open bounded set, then f |
int(A) has the same distortion as f . Note that
maps with bounded distortion are injetive.
Some simple properties of holomorphi funtions with bounded distortion are sum-
marized in the following lemma.
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Lemma 2.5 Let U ⊂ C be bounded and open. Let f : U → C be a holomorphi
funtion with bounded distortion. Then the following statements hold:
(a) D(f) = D(f−1)
(b) If V ⊃ f(U) is a domain and g : V → C is univalent with bounded distortion,
then D(g ◦ f) ≤ D(g)D(f)
() If A ⊂ U is Lebesgue-measurable, then f(A) is Lebesgue-measurable and
dens(A,U) ≤ D(f)2dens(f(A), f(U))
(d) For every z ∈ U ,
cf ≤ |f ′(z)| ≤ cfD(f)
Using the Koebe theorems, we obtain a simple result whih will allow us to estimate
the distortion of a map:
Lemma 2.6 Let z0 ∈ C, r > 0, K > 3. Let f : D(z0, Kr) → C be a univalent
funtion. Then
D
(
f |D(z0,r)
)
<
(K + 1
K − 3
)6
.
From this result we obtain immediately
Lemma 2.7 Let Q1, . . . , Qn be a nite sequene of squares in C with the same side
length r, i.e. Qi = Q(ai, r) for some ai ∈ C. Let K > 3 and fi : Qi → C be univalent
maps suh that Qi+1 ⊂ fi(Qi) for every 1 ≤ i ≤ n − 1. Suppose that both fn and
f−11 ◦ . . . ◦ f−1n−1|Qn an be extended univalently to D(an, Kr/
√
2). Let
F := (fn ◦ . . . ◦ f1)−1 : fn(Qn)→ Q1.
Then
D(F ) ≤
(K + 1
K − 3
)12
independent of n.
In partiular, if there exists an entire funtion f suh that all the fi are restritions
of f to Qi, then (f
n)−1 (restrited to f(Qn)) has uniformly bounded distortion. This
was already shown by MMullen [9℄ using dierent tehniques.
Now we are ready to state the result that any square whih is small enough will
be mapped under an arbitrary univalent funtion f to a set whih is almost square-
shaped. This result is an appliation of Theorem 2.4.
Lemma 2.8 For every 1/
√
2 > ε > 0, there exists a onstant K > 1 with the follow-
ing property: Let z0 ∈ C, r > 0, K ′ ≥ K, a univalent funtion f˜ : D
(
z0, K
′r/
√
2
)→
C and a square Q = Q(z0, r, θ) be given. Let f := f˜ |Q and d := D(f) be the distortion
of f . Then
Q
(
f(z0), |f ′(z0)| r1
d
(
1−
√
2ε
)
, θ + arg f ′(z0)
)
⊂ f(Q)
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and
f(Q) ⊂ Q
(
f(z0), |f ′(z0)| rd
(
1 +
√
2ε
)
, θ + arg f ′(z0)
)
.
3. The estimate from below
In this setion, we prove that if βγ > 2, then the Julia set of any exponential map
Eλ has innite (even non-σ-nite) Hausdor measure with respet to hγ.
3.1. Preparations. We keep this setion rather short, sine most of the work done
here is an obvious generalization of methods developed by MMullen or onsists of
simple alulations.
We rst dene what it means for a family of sets to satisfy the 'nesting onditions'.
Denition 3.1 (nesting onditions) For k ∈ N, let Ak be a nite olletion of
ompat, disjoint and onneted subsets of C with positive Lebesgue-measure. Let
Ak be the union of the elements of Ak. We say that {Ak} satises the nesting
onditions if it has the following three properties:
(a) For every k ∈ N and F ∈ Ak+1, there exists some F ′ ∈ Ak suh that F ⊂ F ′.
(b) There exists a dereasing sequene (dk) onverging to 0 suh that
max
F∈Ak
diam(F ) ≤ dk for all k ∈ N
() There exists a sequene (∆k) of positive reals suh that
dens(Ak+1, F ) ≥ ∆k for all k ∈ N, F ∈ Ak.
The intersetion A :=
⋂∞
k=1Ak is a non-empty and ompat set.
We will use the following Frostman-type lemma (see e.g. [11℄, Theorem 7.6.1).
Lemma 3.2 Let h be a ontinuous gauge funtion and µ be a Borel probability mea-
sure on C. Let X ⊂ C be µ-measurable and 0 < c <∞. If
(3.1) lim sup
r→0
µ(D(z, r))
h(r)
≤ c for all z ∈ X,
then Hh(X) ≥ µ(X)/c.
The key lemma to the proof of this setion's main result is
Lemma 3.3 Let {Ak} be a olletion of families of sets whih satises the nesting
onditions (with properly hosen sequenes (dk) and (∆k)). Let A be dened as above.
Let ε > 0 and g : (0, ε) → R≥0 be a dereasing ontinuous funtion suh that t2g(t)
is inreasing. Further, suppose that limt→0 t2g(t) = 0 and
(3.2) lim
k→∞
g(dk)
k∏
j=1
∆j =∞.
Dene
h : [0, ε)→ R, t 7→
{
t2g(t) , t > 0
0 , t = 0
Then h is a ontinuous gauge funtion and we have Hh(A) =∞.
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Proof. The proof follows ideas of MMullen ([9℄, Proposition 2.2), we only give a
sketh here. First note that h is learly a ontinuous gauge funtion.
For F ∈ A1, we dene τ1(F ) := |F | / |A1| . For F ∈ Ak+1, there exists a unique
G ∈ Ak suh that F ⊂ G. Denoting by Fi the elements of Ak+1 that are ontained
in G, we dene
τk+1(F ) :=
|F |∑
i
|Fi|τk(G).
Now we set X := ⋃k∈NAk ∪⋃k∈N {M ⊂ C |M ∩Ak = ∅} and dene τ by
τ : X → R≥0, B 7→
{
τk(B) , B ∈ Ak
0 , B /∈ ⋃k∈NAk
By setting
η(B) := lim
δ→0
inf
{ ∞∑
i=1
τ(Bi)
∣∣∣ B ⊂⋃
i∈N
Bi, Bi ∈ X , diam(Bi) < δ
}
,
we obtain a metri outer measure on C. The restrition µ of η to all η-measurable
sets is a Borel probability measure supported on A with µ(A) = 1. It is easy to see
that µ oinides with τ on every Ak.
Let z ∈ A, r > 0 and D := D(z, r). Choose k ∈ N suh that dk > r ≥ dk+1.
Note that k tends to innity if and only if r tends to 0. Let D˜ be the union of
all sets in Ak+1 whih interset D. Then diam(D˜) ≤ 4r. Sine µ is supported
on A, we see that µ(D) ≤ µ(D˜) + µ(D \ D˜) = µ(D˜). Further, it is not diult
to show that µ(D˜) ≤ |D˜||A1| 1∆1···∆k . Combining the previous three estimates yields
µ(D) ≤ |D(z,4r)||A1| 1∆1···∆k . Sine
|D(z, 4r)|
|A1|
1
∆1 · · ·∆k = Cr
2g(r)
1
g(r)∆1 · · ·∆k ≤ C
1
g(dk)∆1 · · ·∆kh(r)
and C/(g(dk)∆1 · · ·∆k) → 0 as k →∞ by the hypothesis, an appliation of Lemma
3.2 nishes the proof. 
Our goal is to onstrut a family of sets that, given ε > 0, satises the nesting
onditions with ∆k >
1
2
− ε, dk < 1/Ek(2β) and A ⊂ J (Eλ). Then we an use the
above lemma and the funtional equation for Φ to obtain the desired result.
In the remaining part of this setion, let λ ∈ C be xed. For δ > 0, we dene
Iδ :=
[
− pi
2
+ δ − arg λ, pi
2
− δ − arg λ
]
and
Jδ := {z ∈ C | ℑz ∈ (Iδ + 2piik) for some k ∈ Z} .
If z = x+ iy ∈ Jδ, then argEλ(z) = arg λ+ y, and hene
(3.3) ℜEλ(z) = |λ| eℜz cos argEλ(z) ≥ |λ| cos
(pi
2
− δ
)
eℜz =: Ceℜz.
Consequently the real part of Enλ (z) grows exponentially fast as long as the iterates
Enλ (z) stay in Jδ and ℜz is large enough, so z ∈ I(Eλ) ⊂ J (Eλ) if
• Enλ (z) ∈ Jδ for all n ∈ N and
• z belongs to a suitable right half plane.
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To estimate the densities ∆k of our sets later on, we need the following lemma, whih
we do not prove it in full detail sine its statement is quite obvious. We introdue a
notation rst and state the lemma afterwards.
Denition 3.4 (r-box, r-paking) For r > 0, a subset Q ⊂ C is an r-box if
Q = Q(z0, r, 0) for some z0 ∈ C, i.e. a square of side length r with sides parallel to
the oordinate axes. For a set B ⊂ C and r > 0, an r-paking of B is a union of
disjoint r-boxes whih are ontained in B.
Lemma 3.5 For every δ, δ′ > 0, there exists r0 > 0 with the following property: If
r < r0, we an nd c(r) > 0 suh that for every z0 ∈ C, c > c(r) and θ ∈ R, the set
Q := Q(z0, cr, θ) ∩ Jδ has an r-paking pakQ whih satises
dens(pakQ, Q) >
1
2
− δ
pi
− δ′.
Proof. It is easy to see that for every r > 0, there exists c > 0 whih satises
dens(Jδ, Q(z0, rc, θ)) >
1
2
− δ
pi
− δ
′
2
for every z0 ∈ C, θ ∈ R.
Let Q = Q(z0, rc, θ) be an arbitrary square in C. In order to nd our r-paking of
Q, we x some small ε > 0 and over C with an (r + ε)-grid of (r + ε)-boxes. We
dene an r-paking pakQ of Q ∩ Jδ as follows: An r-box Q(z, r, 0) is ontained in
pakQ if and only if Q(z, r + ε, 0) is ompletely ontained in Jδ ∩ Q and belongs to
the (r + ε)-grid.
We want to estimate the number of (r + ε)-boxes whih are ontained in pakQ.
First, note that at least
[
(rc)2
(r+ε)2
]
squares from the grid interset Q, beause otherwise
the sum of the areas of the grid squares would be less than (rc)2 = |Q| whih is a
ontradition. Sine
|Jδ ∩Q| >
(1
2
− δ
pi
− δ
′
2
)
|Q| ,
it follows that the number of grid squares that interset Jδ ∩Q is at least[(1
2
− δ
pi
− δ
′
2
) (rc)2
(r + ε)2
]
.
The number of grid squares that interset Q and the boundary of a partiular strip T
in Jδ is bounded by O
(
rc
r+ε
)
= O(c), and there are O(rc) strips in Jδ interseting Q.
Hene it follows that the number of grid squares that interset ∂Jδ ∩ Q is bounded
by O(rc2). Consequently,
dens(pakQ, Q) ≥
(r + ε)2
r2c2
((1
2
− δ
pi
− δ
′
2
) r2c2
(r + ε)2
− 1−O(rc2)
)
=
1
2
− δ
pi
− δ
′
2
+O
( 1
c2
)
+O(r)
>
1
2
− δ
pi
− δ′
if r is small enough and c is large enough. 
The next result, whih is mainly an appliation of the preeding lemma, will help
us to estimate the densities of our nested sets.
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Lemma 3.6 For every ε˜ > 0, there exist δ > 0 and r0 > 0 with the following property:
If r ≤ r0, we an nd x > 0 suh that if
Q := Q(z0, r, θ) ⊂ (Jδ ∩ {z | ℜz > x}),
then there exists an r-paking pakEλ(Q)
of Eλ(Q) ∩ Jδ with
dens(pakEλ(Q), Eλ(Q)) >
1
2
− ε˜.
Proof. Let ε > 0. Beause Eλ is univalent on D(z, pi) for all z ∈ C, we onlude
from Lemma 2.8 that there exists r1 > 0 suh that for every r
′ < r1 and every
Q = Q(z, r′, θ), we an nd a square
Q
(
Eλ(z), |E ′λ(z)| r′
1
D(Eλ|Q)(1−
√
2ε)
)
whih is ontained in Eλ(Q) and another square
Q
(
Eλ(z), |E ′λ(z)| r′D(Eλ|Q)(1 +
√
2ε)
)
that ontains Eλ(Q). By Lemma 2.6, we an hoose r2 so small that D(Eλ|Q) < 1+ε
for every Q = Q(z, r′, θ), r′ < r2. Hene
Q
(
Eλ(z), |Eλ(z)| r′ 1
1 + ε
(1−
√
2ε)
)
⊂ Eλ(Q) ⊂ Q
(
Eλ(z), |Eλ(z)| r′(1+ε)(1+
√
2ε)
)
for all r′ < min {r1, r2} and all Q = Q(z, r′, θ). Now hoose δ, δ′ > 0 suh that
1
2
− δ
pi
− δ′ > 1
2
− ε.
By Lemma 3.5, there exists r3 > 0 with the following property:
If r′ < r3, we an nd c(r′) > 0 suh that for every Q = Q(z, cr′, θ) (where c ≥ c(r′)),
the set Q ∩ Jδ has an r′-paking pakQ with
(3.4) dens(pakQ, Q) >
1
2
− ε.
So hoose r < min {r1, r2, r3} and c(r) > 0 with the above property. Then we an
nd x > 0 suh that
|Eλ(z)| > c(r) 1 + ε
1−√2ε
for every z ∈ C with ℜz > x. If we x some square Q = Q(z0, r, θ) ⊂ {z | ℜz > x},
it follows that
Q1 := Q
(
Eλ(z0), |Eλ(z)| r1−
√
2ε
1 + ε
)
⊂ Eλ(Q)
⊂ Q
(
Eλ(z0), |Eλ(z)| r(1 + ε)(1 +
√
2ε)
)
=: Q2.
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Let an r-paking pakQ1 of Q1 ∩ Jδ whih satises (3.4) (with Q1 instead of Q) be
given. Then pakQ1 is also an r-paking of Eλ(Q) ∩ Jδ. Thus
dens(pakQ1, Eλ(Q)) =
∣∣
pakQ1 ∩ Eλ(Q)
∣∣
|Eλ(Q)|
≥
∣∣
pakQ1 ∩Q1
∣∣
|Q2|
=
∣∣
pakQ1 ∩Q1
∣∣
|Q1|
|Q1|
|Q2|
>
(1
2
− ε
) (1−√2ε)2
(1 +
√
2ε)2(1 + ε)4
.
Beause ε > 0 was arbitrary, we an hoose ε so small that the last term is smaller
than
1
2
− ε˜. 
If we want to estimate the distortion of inverse branhes of the exponential map
with the help of Lemma 2.7, we have to be sure that these inverse branhes are dened
on a large region. This is ensured by the following obvious lemma.
Lemma 3.7 Let δ > 0 and Jδ be dened as above. Let K > 0. Then there exists
x0 > 0 with the following property:
If z ∈ C, n ∈ N0 with ℜz > x0 and Ekλ(z) ∈ Jδ for all 0 ≤ k ≤ n, then
ℜEnλ (z)− ℜEkλ(0) ≥ K for all 0 ≤ k ≤ n.
Finally, the following result will be used to prove the non-σ-niteness. Its proof
an for example be found in [14℄.
Lemma 3.8 Let h1 and h2 be gauge funtions with
h2(t)
h1(t)
→ 0 as t → 0 and A ⊂ C.
If A has σ-nite Hh1-measure, then A has zero Hh2-measure.
3.2. A gauge funtion whih leads to innite measure. After these prepara-
tions, we an prove the main result of this setion.
Theorem 3.9 Let λ ∈ C \ {0} and γ > 0 suh that βγ > 2. Then Hhγ (J (Eλ)) =∞.
Proof. First of all, let ε > 0 suh that
(3.5) βγ
1/2− ε
(1 + ε)2
> 1.
Further, let K > 0 be so large that
(3.6)
(K + 1
K − 3
)12
< 1 + ε.
By Lemma 3.6, there exist δ > 0, x0 > 0 and r > 0 with the following three properties:
(a) Kr/
√
2 < pi
(b) If Q is an r-box with Q ⊂ Jδ ∩ {ℜz > x0}, then there exists an r-paking
pakEλ(Q) of Eλ(Q) ∩ Jδ suh that
dens(pakEλ(Q), Eλ(Q)) >
1
2
− ε.
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() r
√
2λ′/ |λ| < 1
For every Q as in (b), let B(Eλ(Q)) denote the olletion of the r-boxes that form
pakEλ(Q). Choose x1 ≥ x0 suh that
(3.7) ℜEnλ (z) > En(2β)
for all z ∈ Jδ ∩ {ℜz > x1} and all n ∈ N with Ekλ(z) ∈ Jδ whenever 0 ≤ k ≤ n. By
Lemma 3.7, we an hoose x2 ≥ x1 suh that for all z ∈ Jδ ∩ {ℜz > x2} and n ∈ N0
with Ekλ(z) ∈ Jδ for 0 ≤ k ≤ n, we have
(3.8) ℜEnλ (z)− ℜEkλ(0) ≥
Kr√
2
whenever 0 ≤ k ≤ n.
We dene T := Jδ ∩ {z | ℜz > x2} and hoose an r-box Q ⊂ T . Now we dene a
family of nested sets as follows: Set A0 := {Q} and
Ak :=
{
G | G ⊂ F for some F ∈ Ak−1 and Ekλ(G) ∈ B(Ekλ(F ))
}
for k ∈ N, i.e. A1 onsists of all preimages (under Eλ) of the r-boxes that are
ontained in B(Eλ(Q)), A2 onsists of those subsets of elements F ∈ A1 whih are
mapped onto an r-box in B(E2λ(F )) under E2λ and so on. Then {Ak} is a family of
nested sets. As in Denition 3.1, we dene Ak :=
⋃
F∈Ak F and A :=
⋂
k∈NAk. Then
z ∈ A implies that
Enλ (z) ∈ Jδ for all n ∈ N0.
It follows from (3.7) that ℜEnλ(z) →∞ as n→∞, and onsequently z ∈ J (Eλ).
We now want to estimate the densities and diameters of the sets in Ak. If k ∈ N
and F ∈ Ak−1, then Ek−1λ (F ) is an r-box Q = Q(zQ, r, 0). First, we estimate the
distortion of (Ekλ)
−1|Eλ(Q) : Eλ(Q) → F . Beause of ondition (a), Eλ is univalent
on D(zQ, Kr/
√
2). Further, the branh ϕ of (Ek−1λ )
−1|Q with ϕ(zQ) ∈ F an be
ontinued univalently to D(zQ, Kr/
√
2) beause of (3.8). It follows from Lemma 2.7
and (3.6) that
(3.9) D
(
(Ekλ)
−1|Ekλ(F )
)
< 1 + ε.
Thus we obtain by ondition (b) and Lemma 2.5 () that
1
2
− ε < dens
( ⋃
Q∈B(Ekλ(F ))
Q,Ekλ(F )
)
≤ D((Ekλ)−1|Ekλ(F ))
2
dens
(
(Ekλ)
−1( ⋃
Q∈B(Ekλ(F ))
Q
)
, F
)
≤ (1 + ε)2dens
( ⋃
Q∈B(Ekλ(F ))
(Ekλ)
−1(Q), F
)
.
Sine
Ak ∩ F =
⋃
Q∈B(Ekλ(F ))
(Ekλ)
−1(Q) ∩ F,
it follows that
(3.10) dens(Ak, F ) = dens
( ⋃
Q∈B(Ekλ(F ))
(Ekλ)
−1(Q), F
)
≥ 1/2− ε
(1 + ε)2
=: ∆k.
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Now we turn to the diameters of the sets in Ak. Let F ∈ Ak and u, v ∈ F . Beause
Ekλ(F ) is an r-box and hene onvex, it follows from the mean value inequality, (3.7)
and ondition () that
(3.11) |u− v| < r
√
2
|λ|
1
eEk−1(2β)
=
r
√
2λ′
|λ|
1
Ek(2β)
<
1
Ek(2β)
=: dk.
So {Ak} satises the nesting onditions. To nish the proof, we have to hek that t 7→
(Φ(1/t))γ satises the ondition (3.2) in Lemma 3.3. But this is now straightforward
and follows mainly from the funtional equation (1.1), ombined with (3.10) and
(3.11). In fat,
Φ
( 1
dk
)γ k∏
j=1
∆j = Φ
( 1
dk
)γ( 1/2− ε
(1 + ε)2
)k
= Φ(Ek(2β))γ
( 1/2− ε
(1 + ε)2
)k
=
(
βkΦ(2β)
)γ( 1/2− ε
(1 + ε)2
)k
=
(
βγ
( 1/2− ε
(1 + ε)2
))k
Φ(2β)γ
whih tends to innity as k → ∞ by (3.5). Thus Lemma 3.3 shows that J (Eλ) has
innite Hhγ -measure. 
It follows immediately from Lemma 3.8 that Hhγ is not even σ-nite on J (Eλ).
Note that the set A onstruted in the proof above belongs to I(Eλ), so the statement
of the theorem remains true if we replae J (Eλ) by I(Eλ).
4. The estimate from above
Reall that E = Eλ′ , β = βλ′, Φ = Φλ′ and hγ = hλ′,γ, where λ
′ ∈ (0, 1/e) is xed.
In this setion, we prove onversely that if γ > 0 is hosen suh that βγ < 2, then
J (E) has zero measure with respet to hγ. Note that, in ontrast to setion 3, the
parameter of the exponential map whose Julia set we measure and the parameter of
the gauge funtion we use for measuring have to be the same. We will get rid of this
restrition in setion 5.
4.1. Preparations. In [18℄, Urba«ski and Zdunik proved that the set of non-esaping
points in the Julia set of a hyperboli exponential map is small:
Theorem 4.1 Let λ ∈ C \ {0} suh that Eλ is hyperboli. Then
HD
(J (Eλ) \ I(Eλ)) < 2.
In partiular, this theorem implies that J (E) \ I(E) has zero Hhγ -measure for
every γ > 0, whih means that we an restrit ourselves to I(E) if we want to prove
that J (E) has zero Hhγ -measure.
We show that it is in fat suient to onsider a suitable subset of I(E). For this,
we need the following denition:
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Denition 4.2 For λ ∈ C \ {0}, we dene
IR(Eλ) := {z ∈ I(Eλ) | ℜEnλ (z) ≥ R for all n ∈ N0} .
Note that
(4.1) I(Eλ) =
∞⋃
n=0
E−nλ (IR(Eλ))
sine I(Eλ) is ompletely invariant.
Lemma 4.3 Let λ ∈ C \ {0} and γ, R > 0. Then Hhγ(IR(Eλ)) = 0 implies that
Hhγ (I(Eλ)) = 0.
Proof. First note that for every K > 0, there exists K ′ > 0 suh that hγ(Kt) ≤
K ′hγ(t). Hene zero Hhγ -measure is preserved by bilipshitz mappings. The state-
ment now follows easily from (4.1) sine Eλ is bilipshitz on small diss. 
4.2. A gauge funtion whih leads to zero measure. The main theorem of this
setion is the following:
Theorem 4.4 Let γ > 0 suh that βγ < 2. Then Hhγ(J (E)) = 0.
The proof of this theorem is rather tehnial, but the idea ould not be simpler:
For large R, we over the set IR(E) by small squares of a denite side length. Chosen
one of these squares Q, we show that every square Q0 inside whih is small enough
has zero Hhγ -measure. We do this by dividing Q0 into smaller squares and showing
that a ertain perentage of these squares does not interset the Julia set of E. By
repeating this method, we onstrut a sequene of overings of IR(E) by sets whose
diameters tend to 0, and an appliation of the funtional equation yields the desired
result. Observe that the idea of the proof originates from the well known (and muh
easier) result that a porous set has Hausdor dimension less than 2.
Before we start proving the theorem, we have to introdue a notation. In the last
setion, we were mostly interested in strips that may ontain points in the Julia set
(the strips that formed Jδ). In this setion, we are interested in strips whih are
ompletely ontained in the Fatou set: For δ > 0, we dene
Fδ :=
{
z ∈ C | ℑz ∈
[(4k + 1)pi
2
+ δ,
(4k + 3)pi
2
− δ
]
mod 2pi
}
.
Clearly, Fδ ⊂ F(E) if δ is small. Further it is immediate that Lemma 3.6 remains
valid if we replae Jδ by Fδ.
Proof of Theorem 4.4. By Theorem 4.1 and Lemma 4.3, it sues to show that
Hhγ (IR(E)) = 0 for some R > 0. Let ε′ > 0 suh that (1/2 + ε′)βγ < 1. Let ε > 0
and M ∈ N suh that
(1− ε) (1− 2ε)
4
(1 + 2ε)18
(1−√2ε
1 +
√
2ε
)4(M − 1
M
)2(1
2
− ε
)
≥ 1
2
− ε′,
(1− ε)
(1−√2ε
1 +
√
2ε
)4 (1− 2ε)4
(1 + 2ε)16
(1
2
− 2ε
)
≥ 1
2
− ε′
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and
(4.2)
1
1 + a
≥ M − 1
M
,
where we dene a by
(4.3) 1 + a :=
(1 +
√
2ε)(1 + 2ε)4
(1−√2ε)(1− 2ε)2 .
Now let K > 3 with
(4.4)
(K + 1
K − 3
)6
< 1 + 2ε
and suh that K satises the property of Lemma 2.8: If r′ > 0, z ∈ C, θ ∈ R and
f : D(z,Kr′/
√
2) → C is univalent, then f(Q(z, r′, θ)) is ontained in some square
Q(f(z), |f ′(z)| r′(1+√2ε)d) and ontains some square Q(f(z), |f ′(z)| r′(1−√2ε)/d),
where d = D(f |Q(z,r′,θ)).
Let r0 > 0 with
(4.5) KM
(1 + 2ε
1− 2ε
)2 r0√
2
< pi
and suh that r0 satises the property of Lemma 3.5:
We an nd a onstant A > (pi + 1)
√
pi/r0
√
ε suh that if Q = Q(z, Ar0, θ), then
there exists an r0-paking pakQ of Q ∩ Fδ with
(4.6) dens(pakQ, Q) >
1
2
− ε.
Beause of Lemma 3.6, we an also assume that r0 is so small that we an nd
R1 > 0 and δ > 0 with the following property: If Q := Q(z0, r0, θ) ⊂ {ℜz > R1} ,
then E(Q) ∩ Fδ has an r0-paking pakE(Q) whih satises
(4.7) dens
(
pakE(Q), E(Q)
)
>
1
2
− ε.
Further it is lear that there exists a universal onstant C ′ with the following property:
If we partition C into a grid of squares with side lengths r− and take any square
Q(z, r+, θ) with r+ > r−, then at most C ′r+/r− squares of the r−-grid interset the
boundary of Q(z, r+, θ). Now let
B := 90(A+ 1)r0
and hoose C > 0 suh that
C > Mr0
√
2 +B
and N := (C −Mr0
√
2)r0
1−√2ε
1+2ε
satises
1− C
′
N
> 1− ε.
In partiular, we have C > 4KMr0. Let
L := C −Mr0
√
2 > B
and
κ :=
1
LB
.
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Finally, let R ≥ R1 + (A+ 1)r0
√
2 suh that
(4.8) λ′eR−(A+1)r0
√
2 − α ≥ dist({ℜz ≥ R} , P (E)) ≥ C +
√
2Mr0,
where α denotes the real attrating xed point of E. After these preparations, hoose
some z′0 ∈ C suh that
Q0 := Q(z
′
0, r0, 0) ∩ IR(E) 6= ∅,
and some x = x(Q0) ∈ R with the following ve properties:
(a) x ≥ L (E2)′(max {ℜz | z ∈ Q0})
(b) − log κ
log x
≤ √κ− κ
() En(2x) ≥ (En)′(x) for all n ∈ N
(d) 1/E(x) < r0
(e) (En+1)′(x) +
√
2(En)′(x) <
√
2(En+1)′(x) for all n ∈ N
Note that x depends on Q0 only by property (a). From the rst ondition, it follows
immediately that
(4.9) (Em)′(x) ≥ L ∣∣(Em+2)′(z)∣∣ for all m ∈ N0 and z ∈ Q0.
We dene indutively a sequene of side lengths rn as follows. Let
r1 :=
1
E(x)
and for n ∈ N, let rn+1 be suh that
rn
rn+1
∈ N and rn(En+1)′(x) ∈
( rn
rn+1
− 1, rn
rn+1
]
.
So we an partition every square of side length rn into r
2
n/r
2
n+1 squares of side length
rn+1. Using property (e) of x, it follows easily by indution that
1√
2(En)′(x)
< rn for all n ∈ N.
Consequently,
(4.10)
1√
2(En)′(x)
< rn ≤ 1
(En)′(x)
for all n ∈ N.
Choose n ∈ N and a square Q = Q(z0, rn, 0) ⊂ Q0 suh that Q ∩ IR(E) 6= ∅.
Claim: If we partition Q into squares of side length rn+1, then at least( rn
rn+1
)2(1
2
− ε′
)
of these squares are ontained in F(E).
We start the proof of this laim by showing that there exists k ∈ N suh that
Ek(Q) is 'lose to a square' of side length bigger than Mr0.
Beause of (4.8), we have dist(Q,P (E)) ≥ C. By the blow-up property of J (E)
(Lemma 2.1), there exists a minimal k ∈ N suh that Ek−1(Q) is ontained in some
square Q(Ek−1(z0),Mr0), but Ek(Q) is not. We now show that Ek−1 : Q → C has
a univalent ontinuation to D(z0, Krn/
√
2). Let ϕ be the branh of (Ek−1)−1 whih
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is dened on a neighborhood of Ek−1(z0) and satises ϕ(Ek−1(z0)) = z0. By the
monodromy theorem and sine
dist(Ek−1(z0), P (E)) ≥ dist({ℜz ≥ R} , P (E))−
√
2Mr0 ≥ C > 4KMr0,
we onlude from (4.8) that ϕ has an analyti ontinuation to D(Ek−1(z0), 4KMr0).
Beause Ek−1(Q) is ontained in a dis of radiusMr0/
√
2, it follows from Lemma 2.2
that ∣∣(Ek−1)′(z0)∣∣ ≤ Mr0/
√
2
rn/2
= M
√
2
r0
rn
,
and onsequently ∣∣ϕ′(Ek−1(z0))∣∣ ≥ 1
Mr0
rn√
2
.
By the Koebe 1/4-Theorem, we obtain
ϕ(D(Ek−1(z0), 4KMr0)) ⊃ D(z0,
∣∣ϕ′(Ek−1(z0))∣∣KMr0) ⊃ D(z0, Krn/√2),
and therefore Ek−1 an be ontinued univalently to D(z0, Krn/
√
2). By Lemma 2.6
and (4.4), the distortion of Ek−1 satises
(4.11) D(Ek−1|Q) ≤
(K + 1
K − 3
)6
< 1 + 2ε.
It follows from Lemma 2.8 that Ek−1(Q) ontains some square
Q1 := Q(E
k−1(z0),
∣∣(Ek−1)′(z0)∣∣ rn(1−√2ε)/(1 + 2ε))
⊃ Q(Ek−1(z0),
∣∣(Ek−1)′(z0)∣∣ rn(1− 2ε)2)
and is ontained in some square
Q2 := Q(E
k−1(z0),
∣∣(Ek−1)′(z0)∣∣ rn(1 +√2ε)(1 + 2ε))
⊂ Q(Ek−1(z0),
∣∣(Ek−1)′(z0)∣∣ rn(1 + 2ε)2).
Beause the side length l1 of Q1 is at most Mr0, the side length l2 of Q2 satises
l2 <
(1 + 2ε
1− 2ε
)2
Mr0.
Sine (1 + 2ε
1− 2ε
)2
KMr0
1√
2
< pi
by (4.5), E is univalent on
D
(
Ek−1(z0),
(1 + 2ε
1− 2ε
)2
KMr0/
√
2
)
⊃ D
(
Ek−1(z0),
l2K√
2
)
.
The same arguments as before yield
(4.12) D(E|Q2) < 1 + 2ε,
and hene E(Q1) ontains a square of side length
∣∣E ′(Ek−1(z0))∣∣ l1(1−√2ε)/(1+2ε)
and E(Q2) is ontained in a square of side length
∣∣E ′(Ek−1(z0))∣∣ l2(1−√2ε)(1 + 2ε).
Thus, summarizing the previous estimates, E(Q1) ontains some square
Q′1 := Q
(
Ek(z0),
∣∣(Ek)′(z0)∣∣ rn (1−
√
2ε)(1− 2ε)2
1 + 2ε
)
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and E(Q2) is ontained in some square
Q′2 := Q
(
Ek(z0),
∣∣(Ek)′(z0)∣∣ rn(1 +√2ε)(1 + 2ε)3).
In partiular, Q′1 ⊂ Ek(Q) ⊂ Q′2. Sine Ek(Q) is not ontained in a square of side
length Mr0, it follows that the side length l
′
2 of Q
′
2 satises
l′2 > Mr0.
By the denition of a (see (4.3)) and (4.2), we onlude that
l′1 =
l′2
1 + a
>
1
1 + a
Mr0 ≥ (M − 1)r0.
If ε is hosen small enough, we an assume that the side length l′1 of Q
′
1 is also at
least Mr0. There are two ases:
Case 1 : l′1 ≤ Ar0.
Then (if A is hosen large enough) it follows that l′2 ≤ (A+ 1)r0.
We now show that at least almost half of Q belongs to the Fatou set. Choose
m ∈ N suh that mr0 ≤ r′1, but (m + 1)r0 > r′1. Then m ≥ M − 1 and we an
nd m2r20 squares of side length r0 whih have pairwise disjoint interiors and whih
are ompletely ontained in Q′1. Let P = Q(p, r0) be one of these squares. Beause
ℜz ≥ R − (A + 1)r0
√
2 ≥ R1 for all z ∈ P and by the way R1 and r0 are dened,
there exists an r0-paking pakE(P ) of E(P ) ∩ Fδ suh that
dens(pakE(P ), E(P )) >
1
2
− ε.
Sine E is learly injetive on D(p,KMr0/
√
2) (beause KMr0/
√
2 < pi), the dis-
tortion satises
D(E|P ) < 1 + 2ε.
If ϕP denotes the branh of E
−1
suh that ϕP (pakE(P )) ⊂ P , we obtain by Lemma
2.5 (d) that
dens
(
ϕP (pakE(P )), P
) ≥ 1
(1 + 2ε)2
(1
2
− ε
)
.
If we take the union over all P , it follows that
dens
(⋃
P
ϕP (pakE(P )), Q
′
1
)
≥ 1
(1 + 2ε)2
(1
2
− ε
)( m
m+ 1
)2
and onsequently
dens
(⋃
P
ϕP (pakE(P )), E
k(Q)
)
≥ 1
(1 + 2ε)2
(1
2
− ε
)( m
m+ 1
)2 |Q′1|
|Q′2|
=
( m
m+ 1
)2(1
2
− ε
) (1− 2ε)4(1−√2ε)2
(1 + 2ε)10(1 +
√
2ε)2
.
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Taking preimages, it follows from (4.11) and (4.12) that
dens
(
(Ek)−1
(⋃
P
ϕP (pakE(P ))
)
∩Q,Q
)
≥ 1
D(Ek|Q)2
( m
m+ 1
)2(1
2
− ε
) (1− 2ε)4(1−√2ε)2
(1 + 2ε)10(1 +
√
2ε)2
≥ 1
D(Ek−1|Q)2
1
D(E|Q2)2
( m
m+ 1
)2(1
2
− ε
) (1− 2ε)4(1−√2ε)2
(1 + 2ε)10(1 +
√
2ε)2
≥
(M − 1
M
)2(1
2
− ε
) (1− 2ε)4(1−√2ε)2
(1 + 2ε)14(1 +
√
2ε)2
(4.13)
We show now that these preimages (whih all belong to the Fatou set of E) are 'large'
ompared to a square of side length rn+1.
Let P be a square in Q′1, and let z ∈ P be arbitrary. Then ℜz ≥ R− (A+1)
√
2r0,
and onsequently
|E(z)| ≥ λ′eR−(A+1)
√
2r0 ,
whih implies that
dist(E(z), P (E)) ≥ |E(z)| − α > C
by the denition of R. Hene the branh ψ of (Ek+1)−1 with ψ(E(z)) ∈ Q an be
ontinued univalently to D(E(z), Kr0/
√
2). We denote (as in setion 3) the olletion
of boxes that form pakE(P ) by B(E(P )). So if P ′ = Q(zP ′ , r0, 0) ∈ B(E(P )) and
ψP ′ denotes the branh of (E
k+1)−1 with ψP ′(P ′) ⊂ Q, then D(ψP ′|P ′) < 1 + 2ε and
ψP ′(P
′) is ontained in a square Q′P ′ of side length
(4.14) ρ′P ′ := |ψ′P ′(zP ′)| r0(1 + 2ε)(1 +
√
2ε)
and ontains a square QP ′ of side length
(4.15) ρP ′ := |ψ′P ′(zP ′)| r0
1
1 + 2ε
(1−
√
2ε).
Let
(4.16) wP ′ := ψP ′(zP ′) ∈ Q.
We now show that
(4.17) (En+1)′(x) ≥ L ∣∣(Ek+1)′(wP ′)∣∣ ,
whih means that rn+1 is muh smaller than the size of the preimages of pakE(P ) in
Q. If k ≤ n+2, then (4.17) is lear by (4.9), so we may assume that k−n ≥ 3. Sine
C > 90(A+ 1)r0, we obtain
dist(Ek(Q), P (E)) ≥ dist(Q′2, P (E)) > 6(A+ 1)r0.
Hene the branh ϕ0 of (E
k)−1 with ϕ0(Ek(z0)) = z0 an be ontinued analytially
to D(Ek(z0), 6(A+ 1)r0). Beause
(4.18)
∣∣(Ek)′(z0)∣∣ ≤ √2(A+ 1) r0
rn
HAUSDORFF MEASURE OF JULIA SETS IN THE EXPONENTIAL FAMILY 19
by the same arguments as above, it follows again by the Koebe 1/4-Theorem that
ϕ0(D(E
k(z0), 6(A+ 1)r0)) ⊃ D
(
z0,
3
2
rn√
2
)
.
Thus Ek is univalent on D(z0,
3rn
2
√
2
). Corollary 2.3 implies that
(4.19)
∣∣(Ek)′(wP ′)∣∣ ≤ 3rn/2
√
2 + rn/
√
2
(3rn/2
√
2− rn/
√
2)3
(3rn/2
√
2)2
∣∣(Ek)′(z0)∣∣ .
Combining (4.10), (4.18) and (4.19), we obtain
(4.20)
∣∣Ek(wP ′)∣∣ ≤ 5/2(3/2)2
(1/2)3
√
2(A+ 1)r0
rn
=
B√
2rn
≤ B (En)′(x).
For the proof of (4.17), it remains to show that
(4.21) κEn+1(x) ≥ ∣∣Ek+1(wP ′)∣∣ .
To see this, we rst show that
(4.22) xκ
1/2j−1 ≤ κ1/2j−1 for all j ∈ N0,
whih is equivalent to
x ≥ x
(κ1/2
j
)
κ1/2j−1
for all j ∈ N0.
Beause of the obvious inequality
2j(κ1/2
j+1 − κ1/2j ) ≥ √κ− κ for all j ∈ N0
and ondition (b) on x, the right side is an inreasing sequene tending to x as j →∞,
and (4.22) is proven. The inequality (4.22) easily implies
(4.23) Ei(x)κ
1/2j−1 ≤ κ1/2j−1 for all i, j ∈ N0.
Now suppose that
(4.24) κEn+1(x) <
∣∣Ek+1(wP ′)∣∣ .
We show that this implies
κ1/2
j
En+1−j(x) <
∣∣Ek+1−j(wP ′)∣∣ for all 1 ≤ j ≤ n.
This an be done indutively. For j = 1, suppose that
∣∣Ek(wP ′)∣∣ ≤ κ1/2En(x). Then∣∣Ek+1(wP ′)∣∣ = λ′eℜEk(wP ′) ≤ λ′eκ1/2En(x) ≤ (λ′eEn(x))κ1/2 = En+1(x)κ1/2 ≤ κEn+1(x),
where the seond inequality holds beause λ′ < 1, and the last inequality follows from
(4.23). The step j → j + 1 an be done in exatly the same way. So (4.24) implies
κ1/2+...+1/2
n
n∏
j=1
Ej(x) <
k∏
j=k−n+1
∣∣Ej(wP ′)∣∣ ,
whih is the same as
(4.25) κ1−1/2
n
(En)′(x) <
k∏
j=k−n+1
∣∣Ej(wP ′)∣∣ .
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We have
k∏
j=k−n+1
∣∣Ej(wP ′)∣∣ = 1∏k−n
j=1 |Ej(wP ′)|
∣∣(Ek)′(wP ′)∣∣
≤ B∏k−n
j=1 |Ej(wP ′)|
(En)′(x)(4.26)
by (4.20), and
(4.27)
∣∣Ej(wP ′)∣∣ > R−Mr0√2 > C −Mr0√2 = L for j ≤ k − n
sine IR(E) ∩ Q 6= ∅ and Ej(Q) is ontained in a square of side length Mr0 for
j ≤ k − 1. Combining (4.25), (4.26) and (4.27) yields
κ1−1/2
n
(En)′(x) <
B
Lk−n
(En)′(x),
and hene
Lk−nκ1−1/2
n
B
< 1.
We now an show easily that this is impossible: It sues to prove that
Lk−nκ
B
=
Lk−n−1
B2
≥ 1.
But this is lear sine k−n−1 ≥ 2 and L > B by our assumption. So we have nally
proved (4.17). Consequently, the side length ρP ′ of the square QP ′ satises
ρP ′ ≥ L 1
(En+1)′(x)
r0
1
1 + 2ε
(1−
√
2ε) = N
1
(En+1)′(x)
≥ Nrn+1.
Now we are ready to prove the laim in this ase. At least
( ρP ′
rn+1
)2
squares in the
rn+1-grid interset QP ′, whereas only C
′ ρP ′
rn+1
squares of the grid interset ∂QP ′ , whih
implies that
( ρP ′
rn+1
)2
−C ′ ρP ′
rn+1
=
( ρP ′
rn+1
)2(
1−C ′ rn+1
ρP ′
)
≥
( ρP ′
rn+1
)2(
1−C ′ 1
N
)
>
( ρP ′
rn+1
)2
(1− ε)
squares are ontained in QP ′. Beause all the previous estimates were independent
of P ′ and P , we an do the same for every P and every P ′ ∈ B(E(P )) and obtain
that at least
(1− ε)
∑
P
∑
P ′∈B(E(P ))
( ρP ′
rn+1
)2
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squares of the rn+1-grid are ontained in F(E). It follows now from (4.13) that
(1− ε)
∑
P
∑
P ′∈B(E(P ))
( ρP ′
rn+1
)2
=
1
r2n+1
(1− ε) 1
(1 + 2ε)4
(1−√2ε
1 +
√
2ε
)2∑
P
∑
P ′∈B(E(P ))
(ρ′P ′)
2
≥ 1
r2n+1
(1− ε) 1
(1 + 2ε)4
(1−√2ε
1 +
√
2ε
)2∑
P
∑
P ′∈B(E(P ))
|ψP ′(P ′)|2
=
( rn
rn+1
)2
(1− ε) (1− 2ε)
4
(1 + 2ε)18
(1−√2ε
1 +
√
2ε
)4(M − 1
M
)2(1
2
− ε
)
≥
( rn
rn+1
)2(1
2
− ε′
)
,
so at least ( rn
rn+1
)2(1
2
− ε′
)
squares from the rn+1-grid belong to F(E).
Case 2: l′1 > Ar0. In this ase, we an nd an r0-paking pakQ′1 of Q
′
1 ∩ Fδ suh
that
dens(pakQ′1 , Q
′
1) >
1
2
− ε.
Beause we have to be sure that (Ek)−1 is univalent on a domain whih is large
enough, we onsider only the squares of pakQ′1
whih are ontained in Q′1 \Y , where
Y := {z ∈ C | dist(z, P (E)) < pi} ⊂ D(0, pi + 1). By the denition of A, we have
dens(Y,Q′1) < ε,
hene if pakQ′1\Y denotes only the elements of pakQ′1 whih are ontained in Q
′
1 \Y ,
we easily obtain
dens(pakQ′1\Y , Q
′
1) ≥ dens(pakQ′1, Q′1)− dens(Y,Q′1) >
1
2
− 2ε.
Beause D(Ek|Q) < (1 + 2ε)2, it follows that
dens((Ek)−1(pakQ′1\Y ) ∩Q,Q) ≥
1
(1 + 2ε)4
dens(pakQ′1\Y , E
k(Q))
=
1
(1 + 2ε)4
dens(pakQ′1\Y , Q
′
1)dens(Q
′
1, E
k(Q))
≥ 1
(1 + 2ε)4
(1
2
− 2ε
)
dens(Q′1, Q
′
2)
=
(1− 2ε)4
(1 + 2ε)12
(1−√2ε)2
(1 +
√
2ε)2
(1
2
− 2ε
)
.(4.28)
Again, denote by B(Q′1 \ Y ) the olletion of r0-boxes that form pakQ′1\Y and let
P ′ = Q(zP ′ , r0, 0) ∈ B(Q′1 \ Y ). By the denition of Y , it follows that the branh ψP ′
of (Ek)−1 that maps P ′ into Q an be ontinued univalently to D(zR, KMr0/
√
2).
Hene we have as before that ψ(P ′) is ontained in a square of side length ρ′P ′ and
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ontains a square QP ′ of side length ρP ′, where ρ
′
P ′ and ρP ′ are dened as in (4.14)
and (4.15). Let wP ′ := ψP ′(zP ′) ∈ Q be as in (4.16). We now show that
(4.29) (En+1)′(x) ≥ L ∣∣(Ek)′(wP ′)∣∣ .
First note that beause Ek−1 is injetive on D(z0, Krn/
√
2), we onlude as in ase 1
(using Corollary 2.3 again) that
∣∣(Ek−1)′(wP ′)∣∣ ≤ B (En)′(x),
and by the same arguments as before, (4.29) follows. Again we see (analogously to
ase 1) that QP ′ ontains at least (1− ε)
( ρP ′
rn+1
)2
squares in the rn+1-grid. Sine all of
our estimates were independent of P ′, we obtain that at least
(1− ε)
∑
P ′∈B(Q′1\Y )
( ρP ′
rn+1
)2
squares in the rn+1-grid are ontained in F(E), and thus we have with (4.28) that
(1− ε)
∑
P ′∈B(Q′1\Y )
( ρP ′
rn+1
)2
=
1
r2n+1
(1− ε)
∑
P ′∈B(Q′1\Y )
(ρP ′)
2
=
1
r2n+1
(1− ε)
∑
P ′∈B(Q′1\Y )
(ρ′P ′)
2
(1−√2ε
1 +
√
2ε
)2 1
(1 + 2ε)4
≥ 1
r2n+1
(1− ε)
(1−√2ε
1 +
√
2ε
)2 1
(1 + 2ε)4
∑
P ′∈B(Q′1\Y )
|ψP ′(P ′)|
≥ 1
r2n+1
(1− ε)
(1−√2ε
1 +
√
2ε
)4 (1− 2ε)4
(1 + 2ε)16
(1
2
− 2ε
)
r2n
≥
( rn
rn+1
)2(1
2
− ε′
)
,
and our laim is also true in ase 2.
So in eah of the two ases,
(1
2
+ ε′
)( rn
rn+1
)2
squares of side length rn+1 sue to over IR(E)∩Q. Hene we obtain the following:
Starting with a square Q of side length r1 depending on Q, we an over IR(E) ∩Q
by (1
2
+ ε′
)n( r1
rn+1
)2
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squares of side length rn+1. It follows (with hγ(t) = t
2Φ(1/t)γ) that
Hhγ (IR(E) ∩Q) ≤ lim
n→∞
(1
2
+ ε′
)n( r1
rn+1
)2
hγ(
√
2rn+1)
= lim
n→∞
(1
2
+ ε′
)n
r212Φ
( 1√
2rn+1
)γ
< 2r21 lim
n→∞
(1
2
+ ε′
)n
Φ((En+1)′(x))γ
≤ 2r21 lim
n→∞
(1
2
+ ε′
)n
Φ(En+1(2x))γ
= 2r21 lim
n→∞
(1
2
+ ε′
)n
(βn+1)γΦ(2x)γ
= 2r21β
γΦ(2x)γ lim
n→∞
((1
2
+ ε′
)
βγ
)n
= 0,
beause βγ(1/2 + ε′) < 1. We now only need to show that IR(E) an be overed by
ountably many suh squares Q: For Q0 = Q(z0, r0, 0), hoose x = x(Q0) as before
(whih denes r1), and the intersetion of IR(E) with every square of side length
r1 whih is ompletely ontained in Q0 has zero Hhγ -measure. Beause Q0 an be
overed by nitely many squares of side length r1 and IR(E) an learly be overed
by ountably many squares of side length r0, the theorem is proved. 
Observe that beause I(E) ⊂ J (E), the previous theorem is learly also true when
we replae J (E) by I(E).
5. The main theorem and its onsequenes
5.1. Equivalene of the gauge funtions. In the preeding two setions, we es-
timated Hhγ (J (Eλ)) for γ > 0, where hγ = hλ′,γ with xed λ′ ∈ (0, 1/e). One
major dierene between setion 3 and setion 4 is that λ was an arbitrary element
of C \ {0} in setion 3, whereas λ had to equal λ′ in setion 4. In this setion, we
will prove that if λ ∈ (0, 1/e), then J (Eλ) still has zero measure with respet to the
gauge funtion hγ, where γ is hosen suh that β
γ < 2. We prove this by showing
that two gauge funtions hλ1,γ1 and hλ2,γ2 are equivalent (in the sense that there exist
onstants c, C > 0 with c hλ1,γ1(t) ≤ hλ2,γ2(t) ≤ C hλ1,γ1(t) if t is small) whenever
βγ1λ1 = β
γ2
λ2
.
To prove this result, it is more onvenient to onsider a dierent parametrization
of the exponentials with a real repelling xed point. Let λ ∈ (0, 1/e) be xed. If
µ ∈ (1,∞) is hosen suh that µ/eµ = λ, i.e. µ = βλ, we onjugate Eλ by z 7→ z + µ
and get a orresponding funtion
E˜µ(z) = µ(e
z − 1).
Then 0 is a repelling xed point of E˜µ with multiplier µ. If we denote the Poinaré
funtion of E˜µ with respet to 0 by Φ˜µ, it is easy to hek that Φ˜µ(z) = Φλ(z + µ).
If we further set h˜µ,γ(t) := t
2(Φ˜µ(1/t))
γ
, then it is not hard to see that the gauge
funtions h˜µ,γ and hλ,γ dene the same Hausdor measure.
Consequently, the desired statement follows from
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Theorem 5.1 Let 1 < µ1, µ2 < ∞ and γ1, γ2 > 0 suh that µγ11 = µγ22 . Let Φ˜µ1 , Φ˜µ2
and h˜µ1,γ1, h˜µ2,γ2 be dened as above. Then there exist onstants c, C > 0 suh that
c <
h˜µ1,γ1(t)
h˜µ2,γ2(t)
< C
for every t > 0 small enough.
Proof. First, for an arbitrary µ ∈ (1,∞), dene
Lµ := (E˜µ|R)−1.
Then Lµ is dened on (−µ,∞) and a simple omputation shows that
Lµ(x) = log
(
1 +
x
µ
)
.
Choose x1(µ) with
(5.1) Lµ(x) ≤ log x whenever x ≥ x1(µ)
and
x0(µ) := Lµ(x1(µ)) > 1.
The funtional equation for Φ˜µ gives
Φ˜µ(L
n
µ(x)) =
1
µn
Φ˜µ(x) for all n ∈ N.
Let x ≥ x1(µ) and nµ(x) ∈ N suh that
Lnµ(x)µ (x) ∈ [x0(µ), x1(µ)).
Then
Φ˜µ(x) = lim
n→∞
µnLnµ(x)
= lim
n→∞
µnLn−nµ(x)µ (L
nµ(x)
µ (x))
= µnµ(x) lim
n→∞
µn−nµ(x)Ln−nµ(x)µ (L
nµ(x)
µ (x))
= µnµ(x)Φ˜µ(L
nµ(x)
µ (x)).(5.2)
By indution, it follows easily from (5.1) and the monotiity of the logarithm that
(5.3) Lnµ(x) ≤ logn(x) if n ≤ nµ(x).
We now prove (also by indution) an inequality in the other diretion: We laim that
(5.4) Lnµ(x) ≥ logn(x)− log(µ) if n ≤ nµ(x).
First of all, observe that
Lµ(x) = log
(
1 +
x
µ
)
= log
(x
µ
)
+ log
(
1 +
µ
x
)
> log x− log µ,
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so the inequality is true for n = 1. Now suppose that it holds for some n < nµ(x).
Then it follows from (5.3) that logn+1(x) ≥ x0(µ) > 1, in partiular logn+1(x) is well
dened. We ompute
Ln+1µ (x) = Lµ(L
n
µ(x))
> Lµ(log
n(x)− log(µ))
= log
(
1 +
logn(x)− log(µ)
µ
)
= logn+1(x)− log(µ) + log
(
1 +
µ
logn(x)
− log(µ)
logn(x)
)
> logn+1(x)− log(µ),
whih nishes the proof of (5.4). We have thus proved that for every µ ∈ (1,∞),
(5.5) logn(x)− logµ ≤ Lnµ(x) ≤ logn(x)
for all x ≥ x1(µ) and n ≤ nµ(x).
Let suh x1(µ1) and x1(µ2) be hosen for µ1 and µ2 and dene
x1 := max {x1(µ1), x1(µ2)} .
We show that the dierene between nµ1(x) and nµ2(x) is uniformly bounded in x.
Let x ≥ x1. Without loss of generality we may assume that nµ1(x) ≥ nµ2(x). Using
(5.5), we obtain
x0(µ1) ≤ lognµ1 (x)(x) ≤ Lnµ1 (x)µ (x) + log µ1 ≤ x1 + logµ1
as well as the orresponding statement for µ2. If we dene x0 := min {x0(µ1), x0(µ2)},
then
lognµj (x)(x) ∈ [x0, x1 + logmax
i
µi] for all x ≥ x1, j = 1, 2.
Now suppose that (xk) is a sequene of real numbers tending to ∞ suh that
|(nµ1 − nµ2)(xk)| → ∞.
Beause lognµ1 (xk)(xk) is bounded below by x0 and log
nµ2 (xk)(xk) is bounded above
by M = x1 + (1 + ε) logmaxi µi, we obtain
x0 ≤ lognµ1 (xk)(xk) = log(nµ1−nµ2 )(xk)(lognµ2(xk)(xk)) ≤ log(nµ1−nµ2 )(xk)(M),
whih is learly impossible. It follows that there exists some onstant K with
(5.6) |nµ1(x)− nµ2(x)| ≤ K for all x ≥ x1,
thus this dierene is uniformly bounded in x. Let n(x) := nµ1(x). We use (5.2) to
dedue that for i = 1, 2 and x ≥ x1,
Φ˜µi(x)
{
≤ µnµi(x)i Φ˜µi(x1) =: µnµi(x)i Bi
≥ µnµi(x)i Φ˜µi(x0) =: µnµi(x)i Ai
By passing to A := miniAi and B := maxiBi and using that nµ2(x) ∈ [n(x) −
K, n(x) +K] by (5.6), it follows that
µ
n(x)
2 Aµ
−K
2 ≤ Φ˜µ2(x) ≤ µn(x)2 BµK2
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and that
µ
n(x)
1 A ≤ Φ˜µ1(x) ≤ µn(x)2 B
for all x ≥ x1. Thus there exist onstants K1, K2 > 0 with
K1 ≤
Φ˜µj (x)
µ
n(x)
j
≤ K2 for all x ≥ x1, j = 1, 2.
Now we ompare Φ˜µ1 and Φ˜µ2 . We have
Φ˜µ1(x) ≤ K2µn(x)1
= K2(µ
n(x)
2 )
log(µ1)
log(µ2)
≤ K2 1
K
log(µ1)
log(µ2)
1
(Φ˜µ2(x))
log(µ1)
log(µ2)
=: C ′ (Φ˜µ2(x))
log(µ1)
log(µ2)
and analogously
Φ˜µ1(x) ≥ K1
1
K
log(µ1)
log(µ2)
2
(Φ˜µ2(x))
log(µ1)
log(µ2) =: c′ (Φ˜µ2(x))
log(µ1)
log(µ2) .
Let a := µγ11 = µ
γ2
2 , i.e.
γi =
log a
log µi
for i = 1, 2.
It follows that
Φ˜µ1(x)
γ1 = Φ˜µ1(x)
log a
log µ1
≤ C ′ log alogµ1 Φ˜µ2(x)
log a
log µ1
log µ1
log µ2
=: CΦ˜µ2(x)
log a
log µ2
= CΦ˜µ2(x)
γ2
Similarly, there exists c > 0 suh that
Φ˜µ1(x)
γ1 ≥ cΦ˜µ2(x)γ2
for all x ≥ x1. Thus, by the denition of h˜µi,γi ,
ch˜µ2,γ2(t) ≤ h˜µ1,γ1(t) ≤ Ch˜µ2,γ2(t)
for all t > 0 suh that 1/t ≥ x1. 
Corollary 5.2 Let 0 < λ1, λ2 < 1/e and γ1, γ2 > 0 suh that β
γ1
λ1
= βγ2λ2 . Let Φλ1 ,Φλ2
and hλ1,γ1 , hλ2,γ2 be dened as before. Then there exist onstants c, C > 0 suh that
c <
hλ1,γ1(t)
hλ2,γ2(t)
< C
if t > 0 is small enough.
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5.2. Proof of the main theorem. The proof of the main theorem is now just a
ombination of the results we ahieved in the preeding setions.
Proof of Theorem 1.1. For the proof of the rst statement, let λ ∈ C\{0}. Choose
γ > 0 suh that
(5.7)
log g(t)
log Φλ0(1/t)
≥ γ > Kλ0 for t small enough.
Then
g(t) ≥ Φλ0(1/t)γ
if t is small enough, whih learly implies that
Hh(J (Eλ)) ≥ Hhλ0,γ (J (Eλ)).
Further, (5.7) shows that βγλ0 > 2. Thus Hhλ0,γ(J (Eλ)) = ∞ by Theorem 3.9, and
the rst statement is proven.
Now we prove the seond statement. The hypothesis implies that there exists γ0 > 0
with
(5.8)
log g(t)
log Φλ0(1/t)
≤ γ0 < Kλ0 for t small enough.
From (5.8), it follows that βγ0λ0 < 2. Now hoose λ ∈ (0, 1/e) and γ > 0 suh that
βγλ = β
γ0
λ0
. It follows from Corollary 5.2 that there exists a onstant C > 0 suh that
Φλ0
(1
t
)γ0 ≤ CΦλ(1
t
)γ
if t is small enough. Hene
g(t) ≤ Φλ0
(1
t
)γ0 ≤ CΦλ(1
t
)γ
,
whih implies that
Hh(J (Eλ)) ≤ CHhλ,γ(J (Eλ)) = 0
by Theorem 4.4. Thus the seond statement is proven. 
Note that by the remarks after the proof of Theorem 3.9 and Theorem 4.4, the
statement remains true if we replae J (Eλ) by I(Eλ).
5.3. Consequenes. Finally, we show how results of Astala and Clop, as well as
Rempe, ombined with Theorem 4.1, an be used to give similar estimates for Julia
sets of hyperboli and esaping sets of arbitrary exponential maps, but - at least
a priori - at the expense of the optimal onstant Kλ0 . Rempe ([12℄, see also [13℄)
proved that for every λ ∈ C \ {0}, there exists R > 0 and a K-quasionformal map
φ : C→ C suh that
E ◦ φ = φ ◦Eλ on IR(Eλ).
In fat, he proved a more general theorem, but here we only need this result. Beause
φ is a onjugay on a subset of I(Eλ), it follows easily that
(5.9) φ(IR(Eλ)) ⊂ I(E).
Reently, Astala and Clop (oral ommuniation) proved the following result:
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Theorem 5.3 Let γ > 0 and hγ(t) = t
2g(1/t)γ be a funtion suh that g satises the
following three assumptions:
• g is monotonially inreasing and smooth
• lim
t→∞
g(t)/tα =
{
∞ α ≤ 0
0 α > 0
• For eah α > 0, there exists Cα > 0 and tα > 0 suh that
1
Cα
g(t) ≤ g(tα) ≤ Cαg(t)
whenever t ≥ tα.
Let ϕ : C → C be a K-quasionformal mapping and let F ⊂ C be ompat with
Hhγ (F ) = 0. Then
Hhδ(ϕ(F )) = 0 for every δ < γ
K
.
It is easy to see that Φ satises the three assumptions from the theorem. By
Theorem 4.4, we have Hhγ(J (E)) = 0, in partiular Hhγ (J (E) ∩ D(0, n)) = 0 for
every n ∈ N. Let δ < γ/K. Beause J (E)∩D(0, n) is a ompat set and φ−1 is also
a K-quasionformal mapping, it follows from Theorem 5.3 and I(E) ⊂ J (E) that
Hhδ(φ−1(I(E) ∩D(0, n))) = 0 for every n ∈ N.
Sine
φ−1(I(E)) =
⋃
n∈N
φ−1(I(E) ∩D(0, n)),
this impliesHhδ(φ−1(I(E))) = 0. Now, we onlude from (5.9) that Hhδ(IR(Eλ)) = 0,
and Lemma 4.3 yields Hhδ(I(Eλ)) = 0. Thus we obtain
Theorem 5.4 For every λ0 ∈ (0, 1/e) and λ ∈ C\{0}, there exist onstants K1, K2 >
0 (where K1 = log 2/ log βλ0) with the following property:
Let h(t) = t2g(t) be a gauge funtion.
(a) If
lim inf
t→0
log g(t)
log Φλ0(1/t)
> K1,
then Hh(I(Eλ)) =∞. The measure Hh is not even σ-nite on I(Eλ).
(b) If
lim sup
t→0
log g(t)
log Φλ0(1/t)
< K2,
then Hh(I(Eλ)) = 0.
In the hyperboli ase, we get the same result for J (Eλ) by Theorem 4.1, beause
in this situation, the set J (Eλ)\I(Eλ) has zero Hhλ0,γ -measure for every λ0 ∈ (0, 1/e)
and every γ > 0. We state this result for ompleteness:
Theorem 5.5 For every λ0 ∈ (0, 1/e) and λ ∈ C\{0} suh that Eλ is hyperboli, there
exist onstants K1, K2 > 0 (where K1 = log 2/ logβλ0) with the following property:
Let h(t) = t2g(t) be a gauge funtion.
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(a) If
lim inf
t→0
log g(t)
log Φλ0(1/t)
> K1,
then Hh(J (Eλ)) =∞. The measure Hh is not even σ-nite on J (Eλ).
(b) If
lim sup
t→0
log g(t)
log Φλ0(1/t)
< K2,
then Hh(J (Eλ)) = 0.
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