Using a Green's tensor method, we investigate the rate of resonance electronic energy transfer between two molecules near a dielectric cylinder. Both the case of a real and frequency-independent dielectric constant ⑀ and the case of a Drude-Lorentz model for ⑀͑͒ are considered, the latter case including dispersion and absorption. If the donor is placed at a fixed position near the cylinder, we find that the energy transfer rate to the acceptor is enhanced compared to its vacuum value in a number of discrete hotspots, centered at the cylinder's surface. In the absence of dispersion and absorption the rate of energy transfer may be enhanced at most a few times. On the other hand, for the Drude-Lorentz model the enhancement may be huge ͑up to 10 6 ͒ and the hotspots are sharply localized at the surface. We show that these observations can be explained from the fact that in the resonance region of the Drude-Lorentz dielectric surface plasmons occur, which play the dominant role in transferring the electronic energy between the donor and the acceptor. The dependence of the energy transfer rate on the molecular transition frequency is investigated as well. For small intermolecular distances, the cylinder hardly affects the transfer rate, independent of frequency. For larger distances, the frequency dependence is quite strong, in particular in the stop-gap region. The role of the intermolecular distance in the frequency dependence may be explained qualitatively using Heisenberg's uncertainty principle to calculate the spread in the frequencies of the intermediate photons.
I. INTRODUCTION
Ever since Purcell's early work on the subject ͓1͔, it has been known that the electromagnetic properties of a molecular system can be modified by placing it in a suitable environment. Modified decay rates and level shifts of atoms and molecules have been calculated and observed in a variety of different environments, from planar metallic and dielectric interfaces ͓2-5͔, microcavities ͓6-10͔, and multilayered geometries ͓11͔, to nanorods ͓12-15͔, nanospheres ͓16-19͔, gratings ͓20͔, and photonic crystals ͓21-25͔. These modifications can be accounted for by considering that the different environments place different boundary conditions on the electromagnetic field, thereby changing its density of states and local mode structure. Because the spontaneous emission rate is proportional to the local density of states at the emission frequency, it follows that the spontaneous emission rate will also be changed.
The resonance energy transfer ͑RET͒ between two atoms or molecules is the principal mechanism through which an excited atomic or molecular system transfers its excitation to a neighboring one. It plays a key role in biology ͑photosyn-thesis͒, nanophotonics ͑LEDs, nanolasers͒, quantum computation, microscopy, etc. ͓26͔. For a time RET has been described through two different theories, the radiationless short-range transfer theory, due to Förster ͓27͔, and the radiative long-range transfer theory ͓28͔. The radiationless energy transfer rate, valid at distances R / Ӷ1, exhibits the usual R −6 dependence characteristic of the squared instantaneous Coulomb coupling between two dipoles, while the radiative energy transfer rate, valid for R / ӷ1, behaves as R −2 and can be regarded as emission and absorption of a real photon. In the above, is the wavelength associated with the transition of the donor molecule. Both of these theories are now seen as limiting cases of a more general theory ͓29-32͔ that also includes a R −4 term, valid at intermediate distances, R / ϳ 1. Describing this theory in the multipolar formalism of quantum electrodynamics ͑QED͒ ͓31͔, the transfer can be regarded as always mediated through the propagation of transverse virtual photons, where the term virtual refers to the fact that these photons are not required to obey energy conservation, i.e., they do not necessarily have the same energy as the molecular transition under consideration. They are however required to obey Heisenberg's uncertainty relations pertaining to energy and time; therefore, the longer these virtual photons live ͑i.e., the further the two atoms are apart͒ the smaller the permissible spread in their energy is. When the atoms are a few wavelengths apart, the only photons that contribute to the RET are the ones that conserve energy and RET can thus be viewed as emission and absorption of a real photon.
Given the numerous and important roles RET plays, the ability to control it would provide a powerful tool in all of the different fields we mentioned above. The short-range regime or Förster transfer is of particular interest, because at distances larger than a wavelength other processes might compete successfully with RET in removing the excitation from the system ͑spontaneous emission, transfer through collisions with atoms in the environment, etc.͒. The fact that the RET can also be modified by placing the pair in a suitable environment has been demonstrated experimentally in many situations and theoretical predictions have been made for even more cases. From the relatively simple case of a planar dielectric interface ͓33,34͔, to microcavities ͓35-39͔, dielectric spheres ͓40-42͔, and in the radiative regime, a nanofiber ͓43͔, both enhancement and inhibition of RET have been observed and calculated. * j.knoester@rug.nl In this paper we investigate the modifications of the rate of energy transfer between two molecules placed close to a dispersive and absorptive dielectric cylinder. The cylinder is a suitable model for a nanowire and a frequently used building block for two-dimensional ͑2D͒ photonic crystals ͓44,45͔. The energy transfer rate is calculated using a Green's tensor method put forward in ͓46͔, according to which this rate is proportional to the absolute value squared of the Green's tensor taken at the positions of the two molecules. For calculating the Green's tensor of the dielectric cylinder, we employ the method of scattering superposition introduced in ͓47,48͔. We observe both enhancement and inhibition of the energy transfer rate as compared to its freespace value. For the case of a real and frequencyindependent dielectric function, the transfer rate is at most a few times larger than in free space; for a Drude-Lorentz dielectric, on the other hand, the enhancement can be as large as 6 orders of magnitude. This paper is organized as follows. In Sec. II we give a basic derivation of the energy transfer rate and make the connection between it and the Green's tensor. In Sec. III we derive the expression for the Green's tensor of an infinitely long dielectric cylinder, giving also a glimpse at its numerical implementation. Section IV is dedicated to the results obtained and their discussion, while Sec. V is reserved for conclusions. In Appendixes A and B we fill in a few gaps in the calculations.
II. RESONANCE INTERACTION AND THE GREEN'S TENSOR
A. Quantization of the electromagnetic field in dispersive and absorptive dielectric media
The process of energy transfer between molecules is an inherently quantum mechanical process and therefore requires that the electromagnetic field be also expressed in terms of quantum mechanical operators. For dispersive and absorptive media, this quantization requires special tools ͓46,49͔, which we briefly describe in order to keep the paper reasonably self-contained.
In the frequency domain, the electric and magnetic field operators, Ê and B , obey the quantum Maxwell equations,
It has been shown ͓51͔ that this formalism is applicable for lossless and dispersionless dielectric materials as well, provided that one properly takes the double limit ⑀Ј͑͒ → ⑀ = constant and ⑀Љ→ 0. In this limit, the operators f͑r , ͒ are related linearly to the usual photon annihilation operators.
B. Energy transfer rate
Let us consider two molecules, A and B, located at r A and r B , respectively. For the moment, we will describe each molecule as a two-level system, with ground state ͉a͘ ͉͑b͒͘ and excited state ͉aЈ͘ ͉͑bЈ͒͘ for molecule A͑B͒. Later on, we will allow these states to indicate the various vibrational sublevels in the electronic ground-and excited-state manifolds. The transition frequencies and dipole matrix elements are de-
We will employ the multipolar Hamiltonian ͓52͔ to describe this system in interaction with the electromagnetic field. In this description, direct Coulomb interactions between the two molecules are absent. Instead, they interact via the radiation field. The total Hamiltonian reads
where Ĥ rad has been given in Eq. ͑11͒ already,
with A † and A the Pauli raising and lowering operators for molecule A ͑similar for molecule B͒ and
In the last expression, the dipole operator of molecule A reads A = a Ј a A † + a Ј a ‫ء‬ A ͑similar for molecule B͒. Furthermore, the field operator Ê ͑r͒ has been given in Eq. ͑10͒ already.
We will be interested in energy transfer from molecule A to molecule B. Thus, we consider the initial state ͉i͘ in which molecule A is excited, molecule B is in its ground state, and the electromagnetic field is in its vacuum state,
This state has energy ប a Ј a . The final state, after the energy transfer, reads ͉f͘ = ͉a,bЈ͘ ͉0͘, ͑16͒
and has energy ប b Ј b . The expression for the rate of energy transfer is given by
where T is the transition operator, whose expression up to second order in the molecule-field interaction is
where is an infinitesimal positive constant. The first term in T has no contribution to the energy transfer rate, since it describes a single molecule-field interaction. The matrix element of the interaction is, therefore, given by
where ͉␣͘ denotes a complete set of intermediate states.
These intermediate states are of two types,
corresponding to the two time-ordered Feynman diagrams in Fig. 1 . Unlike in the initial and final states, where the electromagnetic field was in its vacuum state, in the intermediate states the field contains one ͑dressed͒ photon. The derivation of the matrix elements is given in Appendix A; here we simply write down the final result,
which leads to the expression for the energy transfer rate between the initial and final states, We may now account for the vibrational structure in the electronic ground and excited states of the molecules by summing over the rates for all possible combinations of transitions involving the different vibrational levels. These levels will be denoted a and b in the electronic ground states and aЈ and bЈ in the excited states. Using the Born-Oppenheimer approximation, the transition dipole matrix elements factorize as
where d A is the purely electronic transition dipole matrix element, while v a Ј a is the overlap integral between the vibrational states aЈ and a. A similar factorization occurs for molecule B. The total energy transfer rate is obtained by summing Eq. ͑22͒ over all initial and final states
where p a Ј denotes the equilibrium occupation probability of vibrational level aЈ in the excited state manifold of molecule A, while p b is the equilibrium occupation probability of vibrational level b in the ground state manifold of molecule B. Equation ͑24͒ may also be written
͑͒, ͑25͒
where
Here A em and B abs can be identified as the equilibrium singlephoton emission spectrum of molecule A and absorption spectrum of molecule B, respectively. If the Green's tensor is a slowly varying function of frequency, on the scale of the emission and absorption linewidths, then it can be taken approximately at the 0-0 transition frequency A of molecule A,
͑͒. ͑28͒
This expression reveals the standard overlap integral of donor emission and acceptor absorption spectra appearing in Förster's celebrated theory ͓27͔.
In the remainder of this paper, we will assume that the conditions for Eq. ͑28͒ to be valid hold. This enables us to write in a compact form the ratio ⌫ of the energy transfer rate w between both molecules in the presence of the cylinder and the rate w 0 for both molecules ͑at the same positions͒ in the absence of the cylinder ͑i.e., in free space͒. This ratio, which we will refer to as the normalized transfer rate, then reads
where G 0 ͑r B , r A , A ͒ is the Green's tensor in vacuum ͑see Ref.
͓48͔ for explicit expressions͒.
III. GREEN'S TENSOR FOR A DIELECTRIC CYLINDER
From the calculations in Sec. II, it is evident that the Green's tensor G͑r , s , ͒ for the dielectric cylinder is the one quantity that needs to be calculated in order to obtain the rate of energy transfer between the two molecules. The calculation of this tensor for different geometries is usually done using the vector wave functions method combined with the method of scattering superposition ͓47,48͔. We shall use these methods in this section to calculate the Green's tensor for the dielectric cylinder. In Sec. III A we present the general formalism of the calculation, and in Sec. III B, we discuss its numerical implementation.
A. Formalism
Consider a dielectric cylinder of radius c and complex dielectric function ⑀͑r , ͒, coaxial with the z axis and otherwise in vacuum. Due to the cylindrical symmetry of the problem the cylindrical coordinates present a natural choice ͑r = ͑ , , z͒ and s = ͑ s , s , z s ͒, respectively͒. The method of scattering superposition consists of separating the Green's tensor of an inhomogeneous medium in a homogeneous term and a scattering term,
The homogeneous term G h ͑r , s , ͒ is nonzero only when both the source point s and the field point r are in the same medium, without being separated by any surface of discontinuity in the dielectric properties of the material; it gives the field generated directly by the source dipole at s at the field point r. The scattering term G s ͑r , s , ͒ is always present and it gives the field generated by the source dipole at s at the field point r through scattering by surfaces of discontinuity.
In order to calculate the Green's tensor for the inhomogeneous medium through the method of scattering superposition, an integral representation of the homogeneous term in Eq. ͑30͒ above is needed. For this, we employ the method of vector wave functions detailed in ͓48͔. Given that the Green's tensor obeys Eq. ͑4͒, we shall seek to expand it in terms of the solutions of the vector Helmholtz equation,
that satisfy the radiation condition as r → ϱ and are regular at the origin.
We introduce the scalar Helmholtz equation,
whose solutions in cylindrical coordinates are
where k 2 + k z 2 = k 2 and J n ͑k ͒ is the regular Bessel function of the first kind. The solutions of the vector Helmholtz equation can be written as
Here, , , and ẑ are the unit vectors of the cylindrical coordinate system. It can be proven that these vector wave functions are orthogonal and form a complete set ͑see ͓48͔͒, so that we can expand the Green's tensor in terms of them. The expansion coefficients are easily found with the help of Eq. ͑4͒. The integral representation of the Green's tensor takes the form,
It is possible to simplify this expression still further by performing the k integration. Following Chew ͓48͔, we can perform this integration in the complex k plane, with the result of extracting the singularity of the Green's tensor. This leaves us with
Here 2 = 2 − k z 2 and M n ͑1͒ and N n ͑1͒ are given by Eqs. ͑34͒ with the Bessel functions J n replaced by the Hankel function of the first kind, H n ͑1͒ . This replacement is necessary in order for the Green's tensor to satisfy the Sommerfeld radiation condition.
Having found the integral representation of the homogeneous Green's tensor in terms of the vector wave functions, Eqs. ͑34͒, it is now possible to construct the scattering term needed to calculate the complete Green's tensor for the dielectric cylinder. We denote the medium inside the cylinder as medium 2 and the medium outside as 1. Thus, depending on the position of the source point and the field point, Eq. ͑30͒ can have the form given in Eq. ͑38͒ below. The first superscript refers to the field point position, the second one to the source point position and we have grouped the equations for later convenience,
We shall, in what follows, present the calculations for the case when the source point is outside the cylinder. The other case is completely analogous. We shall assume that the scattering term G s ͑r , s , ͒ can be written in a form similar to that of the homogeneous term G h ͑r , s , ͒ from Eq. ͑36͒,
should be noted that the r dependence in the above expressions involves combinations of the M and N vector wave functions; the reason for this is that in a cylindrical geometry the normal modes of the field do not decompose into TM and TE modes but have a hybrid nature. The R coefficients that appear in the expressions above can be calculated by imposing on the Green's tensor the boundary conditions at the cylinder's interface,
which lead to two sets of inhomogeneous linear equations for the unknown coefficients. In matrix form, these equations read as
where S n ͑k z ͒ represents the characteristic matrix, the same for both sets, X n ͑k z ͒ and Y n ͑k z ͒ are the unknown coefficients vectors and V n ͑k z ͒ and U n ͑k z ͒ are the free term vectors. Expressions for all these quantities are given in Appendix B.
For the case when the source point s is inside the cylinder, the unknown coefficients in Eq. ͑39͒ can be calculated following analogous steps. Thus we shall have a full expression for the Green's tensor of the dielectric cylinder.
As an example of the form that the components of the scattering Green's tensor take, we give its zz component for the case when the source point is outside the cylinder, and the field point is inside it.
where ␦ 0 =1 if n = 0 and ␦ 0 = 0 otherwise. In this expression, we have made several simplifications which we shall briefly discuss. First of all, the integrand does not depend on s and z s ; this is due to the rotational symmetry around the cylinder's axis and the translational symmetry along this axis. Hence, we can choose the coordinate system we use such that s = z s = 0. Furthermore, the integrand in Eq. ͑39b͒ is even in n, and therefore the summation from n =−ϱ to ϱ can be replaced with a summation from n =0 to ϱ, which leads to the cosine function in Eq. ͑42͒. The double-valued nature of the square root in = ͱ 2 − k z 2 generates branch cuts in the complex k z plane, de-fined by Im͑ ͒ = 0. There are two branch cuts, corresponding to 1 and 2 , each branch cut starting in a branch point at k z = Ϯ 1 and k z = Ϯ 2 and spanning the real axis toward ϱ. When performing the k z integration, we need to choose a path around the branch cut such that the Sommerfeld radiation condition is satisfied, i.e., the integrand vanishes at infinity. The proper path runs below the real axis. Besides the branch points and branch cuts mentioned above, the integrand in Eq. ͑42͒ can also have poles due to the scattering coefficient R NN 21 . Denoting these poles by k zp , they correspond to scattering resonances or whispering gallery modes ͑WGMs͒ when Re͑k zp ͒ Յ 1 and to guided modes when 1 Ͻ Re͑k zp ͒ Յ 2 .
B. Numerical implementation
Due to the rather complicated form of the expansion coefficients of the scattering terms, calculations can only be performed numerically. Furthermore, since the homogeneous part of the Green's tensor has a specific analytical expression,
with R = r − s, we only need to calculate numerically the scattering part of the Green's tensor. Numerically the task consists in performing one integration and a summation ͓see Eq. ͑39͔͒. The integrand in these equations is symmetric in k z and we can "fold" the integral so that we integrate only from 0 to ϱ. As mentioned in Sec. III A, to satisfy the radiation condition, we must choose a contour that runs below the real axis, in the fourth quadrant of the complex k z -plane toward ϱ. Because of the existence of poles in the first quadrant and close to the real axis in the region ͑0,k ͒, we choose the contour shown in Fig. 2 
͓25͔.
As observed above, the summation also exhibits a symmetry with respect to n ͑the multipole order͒ and can thus be "folded." The number of terms required for the series to converge depends strongly on the position of the two molecules: the closer they are to the boundary of the cylinder, the more terms are needed. We stop the summation when the relative error satisfies the criterion,
Here N m is the number of multipole terms already included in the summation. The maximum number of multipole terms needed for the criterion above to be satisfied ranges from less than 10 when the molecules are far away from the cylinder's surface to a few hundred when the molecules are close both to each other and to the cylinder. We have tested this method by calculating the relative spontaneous emission rate of a molecule in this geometry. In terms of the Green's tensor, the emission rate of a molecule is given by ͓13͔ ⌫͑r,͒ = 2 2 2 3បc 2 Im͕Tr͓G͑r,r,͔͖͒. ͑44͒
Using this expression ͑with a constant ⑀ = 2.0͒ we have obtained results that are numerically indistinguishable from the ones reported in Ref.
͓14͔ where a mode expansion method was employed to calculate the spontaneous emission rate.
IV. RESULTS AND DISCUSSION
Using the formalism presented above, we calculate the energy transfer rate between two molecules placed near a dielectric cylinder. We consider two different cases, namely, a frequency-independent dielectric function ͑Sec. IV A͒ and a medium with a Drude-Lorentz dielectric function ͑Secs. IV B and IV C͒. In all cases considered, the two molecules are located in the same ͑x , y͒ plane perpendicular to the cylinder axis. The results will be presented by giving the normalized energy transfer rate ⌫ defined in Eq. ͑29͒. In most plots this is done by keeping one of the molecules-the "donor"-fixed at some position on the x axis and scanning the other molecule-the "acceptor"-throughout the ͑x , y͒ plane ͑outside and inside the cylinder͒. All results reported here were obtained for transition dipoles ͑of both molecules͒ oriented along the cylinder axis. Changing these orientations does not lead to qualitatively different conclusions.
A. Frequency-independent dielectric function
We first consider the energy transfer rate for cylinders of real and frequency-independent dielectric function ⑀͑͒ = 2.0. In this case, the natural length scale in the problem is the vacuum wavelength of the 0-0 transition of molecule A, 0 =2c / A . Figure 3 shows the normalized energy transfer rate ⌫ between two molecules for four different cylinder radii, c = 0.2 0 , 0.5 0 , 1.0 0 , and 2.0 0 . In all cases, the donor molecule ͑indicated by the white cross͒ is placed on the x axis outside the cylinder, close to its surface, at s = 0.22 0 , 0.55 0 , 1.05 0 , and 2.2 0 , respectively. As is observed, ⌫ may be larger or smaller than unity, implying that both enhancement and reduction in the transfer rate are possible due to the presence of the cylinder. With increasing cylinder radius, a number of interesting "hotspots"-places where the rate is increased appreciably-is observed centered at the surface of the cylinder. Clearly, these hotspots result from interference of the various direct and scattered waves. Interference effects are expected to arise when the differences in the lengths of various electromagnetic propagation pathways between donor and acceptor are of the order of the typical wavelength of these intermediate waves. This explains why the number of hotspots grows with the cylinders circumference. The presence of focusing points on the boundary of the cylinder is similar to the focusing effect of the interaction between two molecules placed at antipodal positions near a dielectric sphere ͓40͔.
We notice that the typical distance between hotspots is of the order of 0 / 2, implying that 0 defines the typical scale for the intermediate waves. At first sight, this may seem quite natural, but it should be kept in mind that the intermediate photons do not necessarily conserve energy, as they only live for a short time ͑see Introduction͒. In order to estimate the minimal spread in photon energies, we consider the maximum travel distance between donor and acceptor close to the cylinder's surface. The photon travel time for this distance is c / c. Using the "Heisenberg uncertainty relation" ⌬⌬t Ϸ , this results in a spread of frequencies of the intermediate photons of the order of ⌬ = c / c , which in turn translates into a spread in the wavelength of the intermediate photons given by ⌬ = 2 / ͑2 c ͒. Using = 0 as central wavelength for the intermediate photons, we arrive at ⌬ = 1.0 0 for c = 0.2 0 and ⌬ = 0.1 0 for c =2 0 . From this we conclude that the distribution of photons contributing to the energy transfer in the case c = 0.2 0 is very broad. For c =2 0 this distribution is relatively narrow already and the central wavelength 0 may well be used to rationalize interference effects.
The enhancement of the energy transfer rate in the various hotspots near the circumference increases with increasing cylinder radius ͑from ⌫ Ϸ 3 for c = 0.2 0 to ⌫ Ϸ 12 for c =2 0 ͒. This may be explained by the fact that for increasing radius, the spread in intermediate wavelengths decreases, leading to better defined interference patterns. Similarly, the fact that hotspots are much less pronounced ͑or barely present͒ on the donors side of the cylinder, may also be explained from a larger spread in wavelength, owing to the smaller distances between donor and acceptor.
The enhancement of energy transfer at specific points near the circumference is of potential interest for sensing and microscopy applications. It should be noticed, however, that the vacuum ͑Förster͒ transfer rate over distances of 100 nm or more is very small for most donor-acceptor pairs, implying that even after enhancement it may be difficult to observe energy transfer across the cylinder, except for truly narrow cylinders c Շ 0.1 0 .
To conclude this section, we illustrate the intricate buildup of the hotspot pattern by considering contributions from individual multipole orders n to the Green's tensor G s , Eq. ͑42͒. Figure 4 shows these contributions to the total rate for n = 3 and n = 5 for a cylinder of radius c = 0.2 0 , placing the donor at s = 0.22 0 . As before, the result is normalized to the ͑total͒ energy transfer rate for the same molecules in the absence of the cylinder. Of course, the individual multipole terms are dominated by the cos 2 n factor, leading to 2n nodes in the enhancement patterns near the circumference. More surprising are the enormous enhancements seen for individual multipole orders ͑10 3 and more for the current case͒. Only after summing over tens of multipole contributions, does one converge to the full pattern, where ͑for c = 0.2 0 , s = 0.22 0 ͒ only one clear ͑antipodal͒ hotspot occurs with a modest enhancement of a factor of 3 ͓cf. Fig. 3͑a͔͒ . We found that this convergence occurs faster for larger radii.
To gain mathematical insight into the interference effect responsible for the cancellation of the large enhancement observed for individual multipole terms, we rewrite Eq. ͑42͒ as
From the numerical calculations that we have performed, we find that the function f n ͑ , s , z͒ is a slowly varying and monotonous function of n. In addition, it has no dependence, this being exclusively embodied in the cos͑n͒ term in Eq. ͑45͒. Hence, for a fixed , the interference is given predominantly by the cos term. For = 0 the successive terms in Eq. ͑45͒ interfere constructively and it would be expected that the largest enhancement of the energy transfer rate would occur for = 0. In fact, from Fig. 3͑a͒ it can be seen that the largest enhancement of the energy transfer rate actually occurs for = where cos͑n͒ = cos͑n͒ = Ϯ 1 and the successive multipole terms have alternating sings. This fact can easily be explained if we keep in mind that what is plotted in Fig. 3͑a͒ is the relative energy transfer rate, normalized to its value in free space. For = 0 the different multipole terms do indeed interfere constructively and this is the position where the absolute energy transfer rate has its maximum value. However, the free-space energy transfer rate at this position is also large ͑it behaves as R −6 for the distances involved in this particular example͒ and hence the relative energy transfer rate is small. On the other hand, when = , the successive multipole terms cancel each other almost completely, due to the weak dependence of f n on n. What remains after this cancellation is of the order of the energy transfer rate in free space at that distance, giving the modest enhancement of the total normalized energy transfer rate observed in Fig. 3͑a͒ .
B. Drude-Lorentz dielectric function
A more realistic model for the dielectric properties of the material is to use a complex, frequency-dependent dielectric function. As example, we use the Drude-Lorentz form,
where P is the plasma frequency. In this case we shall express all the relevant lengths, including the transition wavelength of the molecules, 0 , in terms of the resonance wavelength, T =2c / T . One feature of the Drude-Lorentz model is the presence of a stop-gap between T and L = ͱ T 2 + P 2 , where Re͓⑀͔͑͒ Ͻ 0. We have chosen to calculate the energy transfer rate between two molecules placed near a Drude-Lorentz-type dielectric cylinder with parameters L = 1.2 T and ␥ =10 −3 T , for a transition frequency of the two molecules located in the middle of the stop-gap, = 1.1 T . At this frequency, the dielectric function has the value ⑀͑͒Ϸ−1.09+ i0.01. The normalized energy transfer rate for two cylinder radii, c (b) (a) FIG. 4 . ͑Color online͒ Energy transfer rate through individual multipole terms between two molecules placed near a cylinder of radius c = 0.2 0 , normalized to the total energy transfer rate in free space. The dielectric constant is ⑀ = 2.0. ͑a͒ The multipole term of order n =3; ͑b͒ The multipole term of order n =5. = 0.2 T and c = 1.0 T , is presented in Fig. 5 ͑linear scale in the upper panels and logarithmic scale in the lower ones͒.
As is observed, the enhancement of the energy transfer rate due to the presence of the cylinder now reaches values that are considerably higher ͑up to a factor of 10 6 ͒ than in the case of a constant ⑀ ͑cf. Fig. 3͒ . Moreover, the pattern of the enhancement is also changed, being peaked around the cylinder's circumference much more sharply than in Fig. 3 and, in particular, for c = 0.2 T , more reminiscent of individual multipole patterns.
The reason for the large enhancements in a narrow shell around the cylinder lies in the role of surface plasmons. These localized waves live on ͑near͒ the interface between a medium with ⑀͑͒ given by Eq. ͑47͒ and vacuum in the
. Their amplitude drops off exponentially, both on the medium side and on the vacuum side, on a length scale given by the inverse of the imaginary part of the propagation constant in the direction perpendicular to the interface ͑Im k in the case of the cylinder͒ ͓55͔. For the parameters considered here, at = 1.1 T , the decay distances of the field amplitude on both sides of a planar interface equal roughly 0.05 T ; this implies a decay distance of 0.025 T for the square of the amplitude, which is the relevant quantity for the energy transfer rate. The contribution of surface plasmons to the energy transfer rate between two molecules was first recognized by Philpott ͓53͔ for the case of a planar interface.
In both situations considered in Fig. 5 , the donor is located within the decay distance of the amplitude squared from the cylinder surface. As in this range the amplitudes of the surface plasmons are much larger than those of the extended waves, the donor preferentially excites the former. These intermediate surface plasmons have a high interaction cross section with acceptors that are placed within their decay range. This explains both the large value of the maximal enhancements and the sharp nature of the hotspots. Making cross sections perpendicular to the cylinder's surface through the enhancement patterns of Fig. 5 reveals that the hotspots decay exponentially when moving away from the cylinder, with a decay distance of the order of 0.02 T . This lateral width of the hotspots agrees well with the above quoted decay distance for the amplitudes of the surface plasmons, lending further support to the conjecture that these are responsible for the enhancement patterns observed.
Another difference with Fig. 3 that deserves some attention is the fact that with increasing cylinder radius, the hotspots on the side of the cylinder away from the donor weaken and seem to merge ͑particularly clear in the logarithmic plot for c = 1.0 T ͒; the largest enhancement is then found on the donor side of the cylinder, in contrast to the situation for constant ⑀. This finds its origin in the spatial damping of the surface plasmons while they propagate along the circumference of the cylinder. For a planar interface, the decay distance of the surface plasmons along the interface is given by the inverse of the imaginary part of the in-plane propagation constant ͓55͔, which for = 1.1 T gives a propagation length of about 0.8 T . Thus, for c = 0.2 T , the surface plasmons can reach all around the cylinder, while for c = 1.0 T , they only can cover part of the circumference.
We have also found that, in contrast to the case of a constant ⑀, very few multipole terms are needed to converge to the total energy transfer rate. In fact, for c = 0.2 T , summing up to n = 5 already gives an enhancement pattern that agrees fairly well with Fig. 5͑a͒ , with a maximal enhancement that only differs by a factor of 2 from the final result. Summing up to n = 40 gives a pattern that is practically indistinguishable from Fig. 5͑a͒ . Mathematically, this finds its origin in the fact that, in contrast to the case of constant ⑀, the function f n ͑ , s , z͒ defined in Eq. ͑46͒ decays exponentially for large n. The value of n for which this function starts to behave as an exponentially decaying one increases with the radius of the cylinder, but does not depend on the position of the donor. Therefore, for cylinders of larger radius, the convergence of the multipole summation will progressively necessitate more terms.
C. Frequency-dependence of the energy transfer rate
In Sec. IV B all calculations were performed for the case of a Drude-Lorentz dielectric material at a specific transition frequency, = 1.1 T . It is interesting to know how the energy transfer rate depends on this frequency, in particular how sensitive it is to the value of relative to the stop gap and what is the role played by the distance between donor and acceptor. In this subsection we present the results of such calculations.
We consider a cylinder of radius c = 0.2 T and two molecules placed near it, both at a distance = s = 0.22 T from the cylinder's axis. encompassing the dielectric stop gap. The distance between the two molecules in terms of their transition wavelength, d / 0 = ͑ / T ͒͑d / T ͒, is given on the top x axis. We have chosen a linewidth ␥ = 0.05 T which is larger than the one used in Sec. III, in order to make the features of Fig. 6 less sharp and easier to see. No qualitative changes occur due to increasing ␥.
As is observed from Fig. 6 , for small intermolecular separations the modification of the energy transfer rate induced by the presence of the dielectric cylinder is very small for all frequencies. The effect of the cylinder increases with growing separation in particular in the stop-gap region of the spectrum. In the first two panels of Fig. 6 , the distance between the molecules is much smaller than their distance to the cylinder's interface, while the intermolecular distance is also very small compared to the transition wavelength 0 . Because of this, the homogeneous term in the Green's tensor is in its d −6 dependence regime. The scattering term, on the other hand, depends on the positions of the two molecules relative to the cylinder's axis ͑ = s = 0.22 T ͒ and on the cylinder's radius ͑ c = 0.2 T ͒ and is much smaller than the homogeneous term, giving therefore a small contribution to the energy transfer rate. The normalized rate for this case, when both molecules are in the vacuum outside the cylinder, will be very close to unity. One could say that, in this particular arrangement, the molecules exchange their excitation before they have time to notice the presence of the cylinder nearby.
If the distance between the two molecules is increased ͓Figs. 6͑c͒ and 6͑d͔͒ the homogeneous term of the Green's tensor will decrease as d −6 while the scattering term will be roughly constant ͑we keep , s , and c constant, and we only modify ͒; hence, the relative contribution of this scattering term increases in importance. This underlies the quite dramatic change in the normalized transfer rate for close to the medium's resonance frequency T , even for distances as small as d = 0.1 T and d = 0.2 T . In this case, the presence of the cylinder is felt very strongly by the two molecules and it is predominantly through scattering of photons off the cylinder that they transfer the excitation between them. This is illustrated by the sharp peaks in the normalized energy transfer rate for these distances, when the frequency is in the frequency range of surface plasmons. As we have seen in Sec. IV B, surface plasmons dominate the energy transfer between donor and acceptor if both are placed close to the cylinder's surface. Of course this only holds for transition frequencies in the stop-gap region where surface plasmons occur.
This behavior of the energy transfer rate is in qualitative accordance with what one would expect to obtain using the heuristic approach of Heisenberg's uncertainty principle described in Sec. I. If the separation between the two molecules is much smaller than the wavelength associated with their optical transition, the permissible spread in the frequency of the virtual photons exchanged between them is large. In fact it can be as large as or larger than the frequency interval over which the dielectric function varies appreciably, i.e., the bandwidth of the surface plasmons, with the result that contributions from photons of different frequencies will, in general, cancel each other, leading to a smoothing of the dependence of the energy transfer rate on frequency. This is well illustrated in Figs. 6͑a͒ and 6͑b͒ where the intermolecular separation is less than 2% of the transition wavelength. As soon as the intermolecular separation increases ͓Figs. 6͑c͒ and 6͑d͔͒, the virtual photon frequencies span a smaller interval and the energy transfer rate becomes more sensitive to the dielectric properties at or close to the molecular transition frequency. This accounts for the fact that the frequency dependence of the energy transfer rate is less smooth at these separations, in particular if the molecular transition is close to the resonance T .
In all the panels of Fig. 6 the two molecules are placed outside the cylinder, in vacuum. One can observe an analogous behavior when the molecules are placed inside the cylinder. In this case, however, when the intermolecular separation is very small, the energy transfer rate resembles that of a homogeneous medium with the same dielectric properties as the cylinder's material. Normalizing the energy transfer rate not to its value in free space, but to its value in this homogeneous medium, one recovers the behavior presented in Fig. 6 .
V. SUMMARY AND CONCLUSIONS
We have calculated the rate of incoherent electronic energy transfer between two molecules in the presence of a dielectric cylinder. The energy transfer process was considered as the exchange of intermediate ͑virtual͒ photons between donor and acceptor molecule. This leads to an expression for the energy transfer rate which is proportional to the square of the Green's tensor for the electromagnetic field with source point at the donor position and field point at the acceptor position ͓see Eqs. ͑26͒, ͑28͒, and ͑29͔͒. We have solved for the Green's tensor using the vector wave functions method and scattering superposition. We have been particularly interested in how the cylinder modifies the energy transfer rate compared to the one between the same molecules, placed at the same positions, in absence of the cylinder. We have found large differences between a model which uses a frequency independent and real dielectric constant ⑀ and one that uses a more realistic Drude-Lorentz form for ⑀͑͒, which includes a resonance and damping.
In all cases we have found that the presence of the cylinder may enhance the energy transfer rate at certain hotspots on the cylinder's surface. In the case of a real dielectric constant, these hotspots are rather weak ͑enhancements smaller than 10 for the cases considered͒, and separated by about half the transition wavelength of the molecules. They are clearly the result of interference of various waves on the dielectric interface. We expect that the net picture is that whispering gallery modes, generated by such interference effects, play a dominant role in the occurrence of the hotspots, but this is difficult to corroborate, as the Green's tensor method does not enable us to separate contributions from different classes of intermediate photons used to exchange the energy.
For a Drude-Lorentz dielectric function, the enhancement values are much larger ͑up to a factor of 10 6 ͒ and the hotspots are localized much more sharply at the cylinder's surface. We have shown that surface plasmons, which occur in an energy interval within the dielectric stop-gap, are responsible for these high and sharply peaked enhancement patterns. Both the width of the hotspots measured perpendicular to the surface and the fact that they disappear for growing cylinder radius when moving away from the donor molecule, can be explained quantitatively from the dominant role of surface plasmons. We have also found that for small separations between donor and acceptor molecules the effect of the cylinder is small, independent of the position of the molecular transition frequency relative to the stop-gap. This may be attributed to the fact that for small separations the direct interaction between donor and acceptor is more important than scattering contributions. On the other hand, for increasing donor-acceptor distance ͑if both molecules are still close to the cylinder͒, the effect can be very large. The enhancement of the transfer rate due to the cylinder then is strongly frequency dependent and peaks in the dielectric stop-gap, where the surface plasmons occur. These observations are in qualitative agreement with heuristic arguments based on the Heisenberg uncertainty principle that small ͑large͒ transfer distances require a broad ͑narrow͒ distribution of photons used to exchange the energy. For small distances, this smears any structure in the frequency dependence of the dielectric properties, effectively returning to the vacuum situation.
While in our theory we used a particular form of the dielectric function ͑the Drude-Lorentz model͒, it should be pointed out that our general approach may be applied to any form of ⑀͑͒. For a given cylinder material with known ⑀͑͒, one may simply use its tabulated or parametrized form in the numerical analysis to evaluate the normalized transfer rate. The analysis is not complicated by this in any particular way. Because, as far as we know, no experiments have been performed to probe intermolecular energy transfer near cylinders, we have chosen the generic Drude-Lorentz model in our studies, which captures the key aspects of the existence of a resonance. The latter is crucial for the occurrence of surface plasmons and, thus, for the most interesting effects we have predicted. We thus believe that these effects are generic, and may indeed be observed in experiment. One issue which in a comparison to experiment should be kept in mind, is that in defining the normalized transfer rate ⌫ ͓Eq. ͑29͔͒, we have assumed that the Green's tensor does not vary appreciably over the frequency range of the emission and absorption linewidths of the molecules considered. For molecules with broad spectra, this may easily be corrected by first integrating the energy transfer rate over the spectra ͓Eq. ͑25͔͒, before normalizing it.
Finally, we note that the predicted occurrence of localized hotspots in the normalized energy transfer rate may be of interest for microscopy and sensing devices based on electronic energy transfer ͓56,57͔. This holds in particular if one can make use of the huge enhancements that may arise due to surface plasmons.
