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RESUMEN:  Un  proceso  de  diálogo  entre  humanos  involucra  una  serie  de  actos  del  habla,  cuya  finalidad  es 
transmitir  los  deseos,  intenciones  y  creencias  entre  las  partes  involucradas  en  el  mismo.  El  reconocimiento  y 
clasificación de los actos del habla, la construcción de modelos basados en estos actos del habla y la evaluación de 
los modelos construidos, es el objetivo de los modelos de diálogo. Además, estos modelos, incorporados en un 
sistema informático, permiten la interacción hombre-máquina usando el habla para la solución de diversos problemas 
cotidianos como: comprar un tiquete de tren, reservar un vuelo, etc.  En este artículo se recogen las diferentes 
técnicas para la construcción de modelos de diálogo y algunos de los diversos sistemas informáticos que surgieron a 
partir de ellos, con el fin de determinar la aplicabilidad de los modelos de diálogo en el proceso de captura de 
requisitos durante la fase de definición del ciclo de vida de una aplicación de software. 
 
PALABRAS CLAVE: modelo de diálogo, sistema de diálogo, gestor de diálogo, actos del habla, expresiones. 
 
ABSTRACT: Speech acts are involved by human-human dialog processes. The purpose of speech acts is to transmit 
the desires, intentions, and beliefs among dialogue participants. In addition to speech acts, dialog models are suitable 
to  recognize  and  classify  speech  acts,  to  make  and  evaluate  speech-act-based  dialog  models.  Dialog  models, 
incorporated in a computer system, allow human-computer interaction and they can be used to solve, by means of the 
use of speech, several day-to-day problems like buying a train ticket, reserving a fight ticket, etc. We collect, in this 
paper, several techniques to make dialog models and some of the diverse computer systems that have been built from 
them. We are interested in determining the applicability of dialog models in the requirements capturing process, 
which belongs to the definition stage of software development lifecycle. 
 
KEY WORDS: dialog model, system dialog, dialog manager, speech acts, utterances. 
 
 
1.      INTRODUCCIÓN 
 
Un diálogo es una conversación entre dos o más 
personas,  llamadas  interlocutores,  que 
alternativamente  (haciendo  uso  de  turnos) 
manifiestan sus deseos, intenciones y creencias, 
mientras  hacen  parte  de  un  proceso  de 
negociación  [1-2]. 
 
 
En un diálogo cualquiera, la forma en que los 
interlocutores comunican sus deseos, intenciones  
y creencias se caracteriza mediante el uso de  los  
actos  del  habla,  los  cuales  se  clasifican  en: 
afirmaciones,  preguntas,  directrices,  respuestas, 
promesas y declaraciones, entre otras [3]. 
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Cada  acto  del  habla  tiene  sus  propias 
características  y  formas  de  aparición  en  un 
diálogo.  Además,  cada  acto  del  habla  se 
compone  de  unidades  fundamentales  más 
pequeñas denominadas en inglés utterance.  Un 
utterance es toda producción de sonido limitada 
por respiros o pausas [4]. Las técnicas para la 
construcción  de  modelos de diálogo se basan en  
esta  medida  fundamental,  para  modelar  los 
diferentes  diálogos  que  pueden  desarrollar  los 
humanos [5-6].  
 
Los modelos de diálogo son esquemas que tratan 
de  clasificar  y  caracterizar  los  diferentes  actos 
del habla, que se pueden encontrar en un diálogo, 
y  determinar  las  posibles  interrelaciones  que 
poseen [7].  
Para la elaboración de un modelo de diálogo, es 
necesario contar con un dominio de interacción y 
los  conceptos  susceptibles  de  referenciar  en 
dicho dominio, incluyendo sus relaciones. Estos 
conceptos,  y  su  dominio  de  interacción,  se 
conocen  como  la  ontología  del  dominio  de 
interacción del modelo de diálogo [8]. 
 
La ontología necesaria para la elaboración de un 
modelo  de  diálogo  se  determina  a  partir  de  la 
recolección  de  numerosos  diálogos  que  las 
personas  llevan  a  cabo,  según  el  dominio  de 
interacción. Este conjunto de diálogos, se conoce 
como  corpus  hablado  y  sirve  como  insumo 
inicial para la creación del modelo de diálogo, 
usando  diversas  técnicas  como  diagramas 
estocásticos,  máquinas de estados, etc. [9].    
 
La construcción de los modelos de diálogo tiene 
como  fin  el  desarrollo  de  sistemas  de  diálogo, 
que son capaces de interactuar con interlocutores 
humanos por medio del habla [10]. 
 
Son varias las propuestas para la construcción de 
sistemas de diálogo pero, en general, todas estas 
propuestas coinciden en que un sistema tal debe 
tener: un mecanismo de entrada del diálogo del 
usuario, un analizador sintáctico y semántico que 
examine y caracterice dichas entradas, un gestor 
de  diálogo  que  administre  el  diálogo  con  el 
usuario y determine las acciones más adecuadas 
a  desarrollar  de  acuerdo  con  las  entradas,  el 
corpus  hablado  del  sistema  y  un  generador  de 
diálogo que origine la respuesta al usuario [11]. 
Dependiendo de cómo se construya el sistema de 
diálogo, las características del modelo de diálogo 
y la forma en que se administre, los sistemas de 
diálogo se clasifican en:  
 
￿  Basados  en  pregunta-respuesta,  que  se 
caracterizan  porque  sólo  el  sistema  tiene  la 
facultad de dirigir el diálogo y la interacción se 
basa únicamente en una pregunta realizada por el 
usuario y una respuesta generada por el sistema 
[12], o a la inversa. 
￿  Intencionales,  en  los  cuales  todos  los 
interlocutores  (usuarios  y  sistema)  tienen  la 
facultad  de  guiar  el  diálogo.  Además,  puede 
existir  un  intercambio  bidireccional  de 
información  entre  ellos  con  la  intención  de 
alcanzar unas metas [8]. 
Además  de    la  construcción  del  sistema  de 
diálogo  con  su  respectivo  modelo  de  diálogo, 
también,  es  necesario  contar  con  métricas  que 
permitan evaluar la eficiencia y tasa de acierto 
del  sistema.  En  este  aspecto,  existen  varias 
propuestas desarrolladas desde la estadística que 
ayudan a este propósito [13]. 
 
En  este  artículo  se  muestran  las  técnicas 
existentes  para  la  elaboración,  construcción  y 
administración de modelos de diálogo y algunos 
de los diversos sistemas informáticos construidos 
con  estas  técnicas  y  otras  tecnologías  de 
procesamiento del lenguaje natural tales como: 
tratamiento  del  habla,  sintetizadores  del  habla, 
analizadores sintácticos y semánticos, etc. Esto 
se hace con el fin de determinar la aplicabilidad 
de  estos  modelos  y  sistemas  en  el  proceso  de 
captura  de  requisitos  durante  la  fase  de 
definición del ciclo de vida de una aplicación de 
software. 
 
El artículo se organiza así: en la sección 2, se 
discuten  algunas  técnicas  existentes  para  la 
construcción,  administración,  y  evaluación  de 
modelos de diálogo; en la sección 3, se describen 
diversos  sistemas  de  diálogo  que  utilizan  los 
modelos  de  diálogo  para  interactuar  con  sus 
usuarios por medio del habla; en la sección 4, se 
discute la aplicabilidad de este tipo de modelos y 
sistemas a la captura de requisitos de software. 
Finalmente, las conclusiones y el trabajo futuro  
se  discuten  en  las  secciones  5  y  6, 
respectivamente. Dyna 160, 2009 
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2.  TÉCNICAS PARA LA CONSTRUCCIÓN,  
ADMINISTRACIÓN  Y  EVALUACIÓN  DE 
MODELOS DE DIÁLOGO 
 
Las técnicas para la construcción de modelos de 
diálogo,  que  se  presentan  a  continuación,  se 
basan en la identificación y clasificación de los 
actos del habla y en la forma en que se pueden 
encontrar en un diálogo cualquiera.  
Grosz  y  Sidner  [14]  presentan  los  elementos 
básicos  de  una  teoría  computacional  para  el 
tratamiento de la estructura del discurso. Con el 
modelo,  se  trata  de  responder  a  dos  preguntas 
que  surgen  en  un  discurso:  ¿qué  origina  un 
discurso? y ¿qué lo hace coherente? Para ello, se 
toman en consideración las dos características de 
un discurso: intención y atención [14]. 
La estructura de cualquier discurso consta de tres 
componentes: la estructura de la secuencia de las 
unidades del habla (representadas por el vocablo 
inglés  Utterance  [4]),  la  estructura  de  las 
intenciones  y  el estado de  atención.  Con  estos 
tres componentes, es posible determinar los actos 
del  habla  de  un  discurso  cualquiera  y  las 
diferentes relaciones que puedan poseer [14]. 
Aunque el enfoque de Grosz y Sidner [14] es el 
análisis  de  discursos,  el  modelo  que  ellos 
proponen se puede aplicar a diálogos orientados 
a  la  tarea  (diálogos  en  donde  uno  de  los 
interlocutores busca  que los  otros  participantes 
realicen  alguna  acción)  haciendo  algunas 
suposiciones en su modelo [14-17]. 
 
Por  otro  lado,  Zubizarreta  [2]  propone,  en  el 
proceso de caracterización del diálogo, el empleo 
de  funciones  que  usan  los  constituyentes  del 
diálogo (interlocutores), denominadas funciones 
ilocutivas,  que  son  funciones  que  cambian  la 
relación entre los participantes del diálogo [18]. 
Estas  funciones  se  asocian  con  cada  acto  del 
habla y su uso puede requerir que se cumplan 
condiciones  (precondiciones  o  poscondiciones) 
al  interior  del  diálogo  [2].  El  uso  de  estas 
funciones  en  un  diálogo  orientado  a  la  tarea 
facilita  la  elaboración  del  árbol  estructural  de 
tales funciones, utilizando una gramática léxico-
funcional  [19].  La  elaboración  de  este  árbol 
facilita la interpretación del diálogo y sirve para 
determinar la mejor manera de responder a una 
solicitud  particular  emanada  de  cualquier 
interlocutor [2].  
Igualmente, Really [20] presenta una descripción 
del  diálogo,  dividida  en  dos  partes 
fundamentales:  un  análisis  sintáctico  de  la 
estructura  del  diálogo  y  una  descripción  del 
contexto comunicativo. Las unidades básicas de 
esta descripción son: expresiones de significado 
(ME),  acto  comunicativo  (CAct),  situación 
comunicativa  (CS)  y  estructura  de  la  situación 
comunicativa (CSS). Con el uso de las unidades 
básicas,  es  posible  elaborar  la  relación 
estructural  del  diálogo  que  se  esté  tratando, 
identificando todas las relaciones jerárquicas que 
puedan existir entre estas unidades básicas [20]. 
Otros trabajos similares, que buscan caracterizar 
el diálogo, son los de: Grice [21], Austin [22], 
Searle [23] y Sperber y Wilson  [24]. 
Los trabajos de Grosz y Sidner [14], Zubizarreta 
[2]  y  Really  [20]  se  basan  únicamente  en  la 
caracterización del diálogo, pero no proponen la 
forma  de  etiquetar  en  un  corpus  hablado  los 
actos del habla, ni la representación del modelo 
de  diálogo  según  estas  etiquetas,  ni  el 
mecanismo para gestionar un diálogo cualquiera.   
En  la  etiquetación  de  los  actos  del  habla, 
Martínez  et  al.  [25]  proponen  un  conjunto  de 
etiquetas para los actos del habla de tres niveles.  
El primer nivel de etiquetación es independiente 
del  dominio  del  diálogo  y  describe  el 
comportamiento  de  éste  (inicio-diálogo,  cierre-
diálogo, pregunta, respuesta confirmación, etc.).  
El  segundo  nivel  se  relaciona  con  la 
representación  semántica  de  una  frase  hablada 
que  realiza  un  interlocutor  en  un  turno  del 
diálogo. Finalmente, el tercer nivel representa la 
información  proporcionada  en  un  turno  del 
diálogo  que  hace  referencia  a  la  ontología  del 
dominio. A partir de esta clasificación, es posible 
construir un modelo estocástico, según los actos 
del  habla  reconocidos,  para  representar  el 
modelo  de  diálogo.  Este  modelo  estocástico, 
tiene gran utilidad en la elaboración del gestor de 
diálogo.  
En  la  Figura  1,  se  encuentra  un  ejemplo  de 
etiquetación  de  un  diálogo.  En  esta  Figura, 
INICIO-DIALOGO,  PREGUNTA, 
RESPUESTA,  CONFIRMACIÓN  Y  CIERRE-
DIÁLOGO son los actos del habla del diálogo y 
hacen parte de la etiquetación de primer nivel. 
VEHICULO-BUS,  VEHICULO-MICROBUS, 
HORA - LLEGADA,    HORA - SALIDA       y    Zapata y Mesa  
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NUEVA-CONSULTA  son  las  representaciones 
semánticas  de  cada  frase  y  hacen  parte  de  la 
etiquetación  de  segundo  nivel.  Finalmente,  la 
información proporcionada por el diálogo, como 
la hora de llegada y salida del bus (cuatro de la 
tarde, diez de la noche, etc.), compone el tercer 
nivel de etiquetación. 
Además de la propuesta de Martínez et al, [25], 
existen  otras  propuestas  diferentes  para  el 
reconocimiento  y  etiquetación  de los  actos  del  
habla,   usando  redes estocásticas o máquinas de  
estados. Estas propuestas son la de Fernández et 
al. [26], Litman et al. [27], Marineau et al. [3], 
Levin et al. [28], Clark y Popescu [29], Koit [30], 
Metzing  [31],  Ji  y  Bilmes  [32],  Sent  [33]  y, 
Ariav y Calloway [34].  
Dentro  de  la  construcción  de  un  sistema  de 
diálogo,  es  necesario  contar  con  gestor  que 
permita  administrar  los  modelos  de  diálogo, 
utilizando  su  representación  en  un  modelo 
estocástico.  Dentro  de  las  funciones  de 
administración,  se  encuentran:  terminar 
correctamente un diálogo iniciado, dar cabida a 
la  creación  de  subdiálogos  y  permitir  la 
navegación  entre  los  diálogos  que  cree  un 
interlocutor.  
 
P1: Buenos días, ¿En qué le puedo colaborar? 
(P1: INICIO-DIÁLOGO, PREGUNTA) 
 
P2: ¿A qué hora llega a su destino el bus de las cuatro de la 
tarde? 
(P1: PREGUNTA: VEHICULO-BUS, HORA-LLEGADA, 
HORA DE  SALIDA) 
 
P2: Ese bus sale a las cuatro de la tarde y llega a las diez de 
la noche. ¿Se le ofrece algo más? 
(P2: RESPUESTA: VEHICULO-BUS, HORA-LLEGADA, 
HORA-SALIDA.  
P2: PREGUNTA: NUEVA-CONSULTA) 
 
P2: Sí. El siguiente microbús, ¿a qué hora llega? 
(P1:  CONFIRMACIÓN,  PREGUNTA:  VEHICULO-
MICROBUS, HORA-DE LLEGADA) 
 
P1:  El  siguiente  microbús  llega  a  las  cinco  de  la  tarde. 
¿Desea algo más? 
(P2:  RESPUESTA:  VEHICULO-MICROBUS,  HORA-
LLEGADA. 
P2: PREGUNTA: NUEVA-CONSULTA) 
 
P2. No. Muchas gracias por la información.  
(P1: CONFIRMACIÓN, CIERRE-DIÁLOGO) 
 
Figura 1. Ejemplo de etiquetación de un diálogo 
Figure 1. Example of a dialog tagging 
Calle [35] propone, para la gestión del diálogo, 
un modelo de hilos. Estos hilos se asocian con 
cada diálogo que un interlocutor inicie y pueden 
usar, incluso, relaciones de dependencia. El uso 
de  estos  hilos  permite  el  tratamiento  de 
subdiálogos  que  se  puedan  generar  en  el 
transcurso  de  un  diálogo  base.  Además,  el 
modelo está en capacidad de regresar al diálogo 
que creó un subdiálogo después que éste finaliza. 
Además de la propuesta de Calle [35], existen 
otros modelos para la gestión del diálogo. Entre 
estas propuestas destacan la de Morik [36],  Yeh 
et al. [37], Cohen [38], McTear [39] y Litman y 
Allen [40].  
Las  anteriores  técnicas  permiten  obtener 
sistemas de diálogo basados en intenciones, pero 
poseen  una  gran  limitante:  la  necesidad  de  un 
corpus previo a la elaboración del sistema para 
construir el modelo estocástico. La exactitud de 
este sistema depende, en gran parte, del tamaño 
del  corpus  recolectado.  Ante  esta  desventaja, 
existe otro enfoque para la construcción de estos 
sistemas que no depende del tamaño del corpus, 
aunque  tenga  los  mismos  elementos  que  los 
sistemas intencionales tales como: un modelo de 
diálogo,  un  gestor  de  diálogo,  etc.  Su 
funcionamiento se basa en traducir las entradas 
del usuario en consultas SQL (Structured Query 
Language)  por  medio  de  análisis  semántico 
basado en el formalismo lambda calculus [41]. 
 
La  debilidad  de  este  enfoque,  radica  en  la 
limitante  del  sistema  de  requerir  que  los 
interlocutores  humanos  se  entrenen  sobre  qué 
preguntas  pueden  hacer  y  qué  preguntas  no 
pueden  hacer,  teniendo  en  cuenta  que  estas 
preguntas  se  deben  formular  en  una  expresión 
formal del lenguaje natural [42]. 
 
Sin importar qué sistema de diálogo se desarrolle, 
ya  sea  intencional  o  basado  en  pregunta-
respuesta,  es  necesario  contar con  mecanismos 
que permitan medir su eficiencia. A este respecto, 
Bernsen  et  al.  [43]  proponen  el  uso  de  varios 
indicadores  sobre  el  corpus  y  el  gestor  de 
diálogo  para  evaluar  la  eficiencia  del  sistema. 
Estos  indicadores  son,  entre  otros:  número  de 
diálogos  finalizados  exitosamente,    el  mismo 
número,  pero  incluyendo  diálogos  con  algún 
fracaso, total de diálogos desarrollados, tiempo 
promedio  de  las  intervenciones  de  los Dyna 160, 2009 
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interlocutores  en  cada  diálogo,  etc.  Con  estos 
indicadores, es posible obtener porcentajes que 
permiten  medir  la  eficiencia  y  utilidad  de  un 
sistema de diálogo en  particular.  
 
Además del trabajo de Bernsen et al. [43] existen 
otras propuestas para medir la eficiencia de un 
sistema  de  diálogo  como  la  de:  Xu  [5],  Calle 
[13], Wai et al. [44] y Kazemzadeh et al. [45]. 
 
 
3.    APLICACIÓN DE LOS MODELOS DE 
DIÁLOGO  EN  SISTEMAS  DE  DIÁLOGO 
HOMBRE-MÁQUINA 
 
Además de las técnicas para la construcción de 
modelos  de  diálogo,  presentadas  en  la  sección 
anterior, los avances en las tecnologías del habla 
y  la  creciente  demanda  para  acceder  a  la 
información  por  canales  amigables  (teléfono, 
web,  agendas  digitales,  etc.),  contribuyen  al 
desarrollo de los sistemas de diálogo con gran 
utilidad  en  la  vida  diaria  [46].  Estos  sistemas 
cumplen con varias características, tales como: 
acceso telefónico, dominio semántico restringido 
e iniciativa mixta en el control del diálogo [47]. 
Como se estableció en la sección 1, los sistemas 
de  diálogo  se  dividen  en:  sistemas  pregunta-
respuesta  [42]  [48]  y  sistemas  de  diálogos 
intencionales  [14]  [8].  Algunos  sistemas  de 
diálogo se presentan a continuación. 
 
 
3.1      Sistemas pregunta-respuesta 
 
Nandi  y  Bandyopadhyay  [42],  presentan  un 
sistema de diálogo para la gestión de los horarios 
de los trenes  en la  India en  el idioma  Telugu. 
Además de los componentes de reconocimiento 
de  voz  y  traducción  de  sonido  en  texto,  su 
componente principal es el manejador de diálogo 
(DM  por  sus  siglas  en  inglés)  que  es  el 
encargado  de  administrar  el  diálogo  entre  el 
usuario  y  el  sistema.  También,  está  en  la 
obligación de transformar la pregunta del usuario 
en una sentencia SQL, para luego responder la 
pregunta en lenguaje natural según el resultado 
entregado por la consulta SQL [42]. En la Figura 
2,  se  encuentra  la  arquitectura  del  sistema 
pregunta-respuesta. 
 
 
Figura 2. Arquitectura del sistema [42] 
Figure 2. System Architecture [42] 
 
El sistema, para su funcionamiento, utiliza una 
base de conocimiento y un corpus de diálogos 
frecuentes  entre  los  usuarios  y  empleados  del 
sistema  de  metro.  Con  este  conocimiento,  el 
sistema  es  capaz  de  procesar  una  pregunta  y 
responder adecuadamente a ésta con una tasa de 
eficiencia  del  96.34%  [42].  La  debilidad  del 
sistema  radica  en  la  necesidad  de  enseñarle  al 
usuario final qué preguntas puede hacer y qué 
preguntas no puede hacer; dificultando así una 
fluidez  oral  del  usuario  con  el  sistema.  Esto, 
hace que el usuario sólo pueda preguntar sobre 
horarios  de  trenes  y  no  sobre  otros  temas  que 
puedan concernir al sistema de trenes en la India 
[42]. Otros sistemas de diálogo que se basan en 
el enfoque del sistema anterior, son los de Katz 
et  al.  [49],  Zheng  [50],  Qi  et  al.  [51]    y 
Harabagiu et al. [52]. Todos ellos se caracterizan 
por  tratar  de  responder  de  la  manera  más 
adecuada a preguntas sencillas del interlocutor y 
esa  respuesta  no  origina  una  interacción  que 
involucre  utterances  de  un  tipo  diferente  a 
preguntas de parte del interlocutor y respuestas 
de parte del sistema. 
 
3.2      Sistemas intencionales 
 
El  sistema  HOPS  es  un  proyecto  que  busca 
permitir  el  acceso  mediante  voz  y  texto  a  los 
servicios  de  los  ayuntamientos  de  algunas 
ciudades de Europa. El sistema se compone de 
tres  módulos  que  realizan  todo  el  proceso  de 
diálogo  con  el  sistema:  el  módulo  de  voz,  el    Zapata y Mesa  
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módulo  de  texto  y  el  módulo  de  gestión  de 
diálogo. En la Figura 3, se encuentra un esquema 
de la arquitectura del sistema. 
 
 
Figura 3. Arquitectura del sistema HOPS [36] 
Figure 3. HOPS system architecture [36] 
 
El  módulo  de  voz  se  encarga  de  gestionar  la 
interacción  telefónica  y  de  procesar  la  voz 
utilizando VoiceXML (un lenguaje estándar para 
el desarrollo de sistemas de diálogo creado por 
McGlashan  et  al.  [53]).  El  módulo  de  texto 
gestiona la entrada y salida de texto a través de 
la web y analiza semántica y sintácticamente la 
entrada  del  usuario.  El  módulo  de  gestión  de 
diálogo es el encargado de administrar el diálogo 
entre el usuario y el sistema. Es muy similar al 
manejador de diálogo descrito en la sección 3.1 
pero con la diferencia de que las preguntas no las 
traduce a consultas SQL, sino que se basa en el 
formalismo  de  la  semántica  lambda  calculus 
para  interpretar  lo  que  el  usuario  pidió.  El 
módulo de gestión de diálogo [42] maneja tanto 
el módulo de voz como el módulo de texto. En 
este  caso,  no  se  trata  sólo  de  preguntas  y 
respuestas, sino de una verdadera interacción con 
el  sistema  de  diálogo  que  permite  diferentes 
tipos  de  utterances,  que  el  gestor  de  diálogo 
controla. 
 
Otros  sistemas  de  diálogo  que  se  basan  en  el 
enfoque del sistema anterior, son los de Blaylok 
y Allen [7], Rodríguez et al. [54], Bonafonte et 
al. [55] y Pineda et al. [56]. En Blaylok y Allen 
[7],  se  permiten  utterances  diferentes  a  las 
preguntas,  tales  como  afirmaciones  o 
confirmaciones, que acercan el diálogo al que se 
puede  dar  entre  interlocutores  humanos.  En  el 
caso  de  Rodríguez  et  al.  [54],  se  permiten 
incluso órdenes sencillas en forma de consultas, 
que  posibilitan  el  manejo  de  un  servidor  de 
correo.  En  los  demás  trabajos,  también  se 
presenta la posibilidad de ejecutar otras acciones 
diferentes  a  la  simple  interacción  entre  una 
pregunta  del  interlocutor  y  una  respuesta  del 
sistema,  mostrando,  de  esta  forma,  la 
intencionalidad  que  caracteriza  a  este  tipo  de 
sistemas. 
 
 
4.  APLICABILIDAD  DE  MODELOS  Y 
SISTEMAS  DE  DIÁLOGO  EN  LA 
CAPTURA  DE  REQUISITOS  DE 
SOFTWARE 
 
El  ciclo  de  vida  del  software  incluye, 
inicialmente, las fases de definición y análisis, en 
las cuales se realiza el denominado proceso de 
educción de requisitos. Este proceso consiste en 
la  captura,  recopilación,  análisis  y 
transformación de los requisitos que expresan los 
interesados  (aquellos  con  algún  interés  en  la 
elaboración de una aplicación de software), en 
especificaciones  formales  y  semiformales.  En 
[57] se presenta un método automático para la 
elaboración  de  diagramas  UML  (Unified 
Modeling  Language,  que  se  pueden  considerar 
especificaciones  semiformales  de  software), 
tomando  como  punto  de  partida  un  discurso 
expresado en el lenguaje controlado UN-Lencep. 
El  discurso  en  UN-Lencep  se  puede  elaborar 
tomando  como  base  dos  fuentes  diferentes:  el 
estudio exhaustivo de la documentación técnica 
que suministra el interesado o la aplicación de 
técnicas  de  captura  de  requisitos  basadas  en 
diálogos analista-interesado. En esta sección, se 
discute la segunda opción. 
 
Durante  las  fases  de  definición  y  análisis, 
correspondientes al desarrollo de una aplicación 
de software, los diálogos analista-interesado son 
muy  comunes  y  se  suelen  ocupar  de  temas 
específicos  del  dominio  que  hace  parte  de  la 
futura aplicación, de manera similar a como se 
produce el diálogo de la Figura 1 para definir los 
horarios de los buses y microbuses. Sin embargo, 
en  el  caso  de  la  educción  de  requisitos,  los 
diálogos no son tan cortos y se caracterizan por 
poseer turnos breves del analista (generalmente 
preguntas  abiertas),  seguidos  por  largos  turnos 
de respuesta por parte del interesado. Este tipo Dyna 160, 2009 
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de diálogo, es muy difícil de automatizar, puesto 
que se requiere, para ello, un conjunto robusto de 
herramientas computacionales para el análisis de 
la  respuesta,  que  vienen  constituyendo  durante 
muchos  años  el  objeto  de  estudio  de  la 
Lingüística Computacional, sin que exista, en la 
actualidad,  una  herramienta  que  realice,  de 
manera completamente automática, este análisis. 
Además,  los  temas  que  se  tratan  en  estos 
diálogos  son  altamente  especializados  (en  la 
mayoría  de  los  casos),  lo  cual  sugiere  la 
utilización  de  ontologías  y  repositorios  que, 
comúnmente, no se encuentran disponibles para 
su  uso.  Esto,  le  resta  posibilidades  de 
automatización  a  dicho  diálogo,  pues  es  el 
analista quien debe intervenir para interpretar la 
información que le entrega el interesado. 
 
La recopilación de trabajos que se presentó en 
las  secciones  2  y  3,  sugiere  que  es  posible  la 
elaboración de un modelo de diálogo enfocado 
en  el  proceso de captura de  requisitos,  el  cual 
sirva de base para la elaboración de un sistema 
de diálogo, pero también permite intuir algunas 
dificultades para este proceso: 
 
￿  No se puede recurrir a ontologías específicas 
del  dominio,  pues  se  restaría  generalidad  al 
proceso de desarrollo de software. En este caso, 
los  recursos  lingüísticos  deberían  apuntar  a 
diccionarios computacionales de carácter general. 
￿  Se  debería  poseer  un  mecanismo  especial 
que limitara la extensión de las respuestas de los 
interesados.  A  este  respecto,  un  lenguaje 
controlado que permita la definición de plantillas 
de respuestas podría ser útil. 
￿  Para que el computador lo pueda conducir, el 
diálogo  debería  poseer  un  plan  de  temas  que 
sirva  de  guía  para  “disparar”  las  preguntas  al 
interesado. En el caso de la captura de requisitos 
de  una  aplicación  de  software,  esos  temas  se 
podrían  identificar  hallando  las  similitudes  en 
varios diálogos reales que tengan esa orientación. 
Esta limitación sugiere la utilización de modelos 
y  gestores  de  diálogo  de  tipo  intencional,  no 
limitados  únicamente  a  respuestas  sencillas  de 
parte del interesado, puesto que el sistema debe 
decidir  qué  tipo  de  preguntas,  afirmaciones  o 
aclaraciones requiere de parte del interesado en 
cada uno de los instantes del diálogo. 
 
El  modelo  de  diálogo  para  la  captura  de 
requisitos, y el subsecuente sistema de diálogo, 
pueden conducir a la elaboración automática de 
discursos  en  UN-Lencep,  que  actualmente 
constituyen el insumo inicial para la generación 
automática de diagramas de UML. 
 
 
5.     CONCLUSIONES 
 
Un  diálogo  es  un  discurso  guiado  por  turnos 
entre dos o más personas, las cuales buscan, por 
medio de éste, la satisfacción de unas metas. Los 
modelos de diálogo tratan de clasificar los actos 
del habla que se puedan encontrar en un diálogo 
cualquiera  y  determinar  la  forma  como  se 
interrelacionan en ese diálogo en particular. 
Los sistemas de diálogo, usan los modelos de 
diálogo que, combinados con otros sistemas de 
procesamiento de lenguaje natural, permiten una 
interacción  con  los  usuarios  por  medio  del 
habla. 
Son  varios  los  enfoques  que  existen  para  la 
construcción de los sistemas de diálogo. Dos de 
estos  enfoques  son  los  sistemas  basados  en 
pregunta-respuesta  y  los  sistemas  de  diálogos 
intencionales. 
Sin importar cuál sea el enfoque a seguir para la 
elaboración de un sistema de diálogo (basado en 
intenciones o basado en pregunta-respuesta), es 
necesario  contar  con  métricas  que  permitan 
medir la eficiencia de estos sistemas. 
Las características de los diferentes modelos y 
sistemas de diálogo presentados en este artículo, 
sugieren  que  es  posible  la  construcción  de  un 
modelo de diálogo que contribuya a solucionar 
las dificultades que se presentan en el proceso 
de educción de requisitos de software. 
 
 
6.      TRABAJO FUTURO 
 
De  la  recopilación  presentada,  se  desprenden 
algunas líneas de trabajo por explorar: 
￿  Usando  los  diferentes  enfoques  para  la 
construcción  de  modelos  de  diálogo  que  se 
presentaron  en  esta  revisión  de  la  literatura 
especializada,  construir  un  modelo  de  diálogo 
para la captura de requisitos de una aplicación de 
software.  
   Zapata y Mesa  
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￿  Usando  el  modelo  de  diálogo  desarrollado 
para  la  captura  de  requisitos,  construir  un 
sistema de diálogo que le permita a un interesado 
ajeno  a  la  ingeniería  de  software,  levantar  los 
requisitos de un dominio en particular y construir 
el  discurso  en  UN-Lencep  [57],  sin  tener  que 
recurrir a un analista humano. 
￿  Definir  o  adaptar  un  conjunto  de  métricas 
que  permitan  establecer  la  calidad  tanto  del 
modelo como del sistema. 
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