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Tau Functions and Matrix Integrals
A. Yu. Orlov∗
Abstract
We consider solvable matrix models. We generalize Harish-Chandra-Itzykson-Zuber
and certain other integrals (Gross-Witten integral and integrals over complex matrices)
using the notion of tau function of matrix argument. In this case one can reduce matrix
integral to the integral over eigenvalues, which in turn is certain tau function. The result-
ing tau functions may be analyzed either by the method of orthogonal polynomials or by
Schur functions expansion method.
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1 Introduction
This paper in its main part is based on the previous paper ”Soliton theory, Symmetric Functions
and Matrix Integrals” [1] and the papers [2],[3]. In the first quoted paper we considered certain
class of tau-functions which we call tau-functions of hypergeometric type. The key point of
the paper was to identify scalar products on the space of symmetric functions with vacuum
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expectations of fermionic fields. We considered some known matrix models, hypergeometric
functions of matrix argument, Schur function expansion as the perturbation series for matrix
integrals.
We enlarge the class of matrix integrals which turned out to be tau functions. (This presen-
tation in particular means that one has a determinant representation, Schur function expansion
for perturbation series and the possibility to apply the orthogonal polynomials method for non-
perturbative analysis.)
Here we include a version of the previous paper [1] into the text to make it more self
consistent.
Symmetric functions. Symmetric function is a function of variables x = x1, . . . , xn which
is invariant under the action of permutation group Sn. Symmetric polynomials of n variables
form a ring denoted by Λn. The number n is usually irrelevant and may be infinite. The ring
of symmetric functions in infinitely many variables is denoted by Λ.
Power sums are defined as
pm =
∑
i=1
xmi , m = 1, 2, . . . (1.0.1)
Functions pm1pm2 · · · pmk , k = 1, 2, . . . form a basis in Λ.
There are different well investigated polynomials of many variables such as Schur functions,
projective Schur functions, complete symmetric functions [4]. Each set form a basis in Λ.
There exists a scalar product in Λ such that Schur functions are orthonormal functions:
< sλ, sµ >= δλ,µ (1.0.2)
The notion of scalar product is very important in the theory of symmetric functions. The
choice of scalar product gives different orthogonal and bi-orthogonal systems of polynomials.
Soliton theory. KP hierarchy of integrable equations, which is the most popular example,
consists of semi-infinite set of nonlinear partial differential equations
∂tmu = Km[u], m = 1, 2, . . . (1.0.3)
which are commuting flows:
[∂tk , ∂tm ] u = 0 (1.0.4)
The first nontrivial one is Kadomtsev-Petviashvili equation
∂t3u =
1
4
∂3t1u+
3
4
∂−1t1 ∂
2
t2
u+
3
4
∂t1u
2 (1.0.5)
which originally served in plasma physics [17]. This equation, which was integrated in [21],[6],
now plays a very important role both, in physics (see [18]; see review in [19] for modern
applications) and in mathematics. Each members of the KP hierarchy is compatible with each
other one.
Another very important equation is the equation of two-dimensional Toda lattice (TL)
[22],[7],[27]
∂t1∂t∗1φn = e
φn−1−φn − eφn−φn+1 (1.0.6)
This equation gives rise to TL hierarchy which contains derivatives with respect to higher times
t1, t2, . . . and t
∗
1, t
∗
2, . . ..
The key point of soliton theory is the notion of tau function, introduced by Sato (for KP
tau-function see [7]). Tau function is a sort of potential which gives rise both to TL hierarchy
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and KP hierarchy. It depends on two semi-infinite sets of higher times t1, t2, . . . and t
∗
1, t
∗
2, . . .,
and discrete variable n: τ = τ(n, t, t∗). More explicitly we have [7],[23, 20],[27]:
u = 2∂2t1 log τ(n, t, t
∗), φn(t, t∗) = − log τ(n + 1, t, t
∗)
τ(n, t, t∗)
(1.0.7)
In soliton theory so-called Hirota-Miwa variables x,y, which are related to higher times as
mtm =
∑
i
xmi , mt
∗
m =
∑
i
ymi , (1.0.8)
are well-known [24]. Tau function is a symmetric function in Hirota-Miwa variables, higher
times tm, t
∗
m are basically power sums, see (1.0.1), see [42] as an example.
It is known fact that typical tau function may be presented in the form of double series in
Schur functions [28, 29, 30]:
τ(n, t, t∗) =
∑
λ,µ
Kλµsλ(t)sµ(t
∗) (1.0.9)
where coefficients Kλµ are independent of higher times and solve very special bilinear equations,
equivalent to Hirota bilinear equations.
In the previous paper we use these equations to construct hypergeometric functions which
depend on many variables, these variables are KP and Toda lattice higher times. Here we
shall use the general approach to integrable hierarchies of Kyoto school [7], see also [23, 20].
Especially a set of papers about Toda lattice [27, 28, 29, 30, 31, 32, 33] is important for us. Let
us notice that there is an interesting set of papers of M.Adler and P. van Moerbeke, where links
between solitons and random matrix theory were worked out from a different point of view (see
[13],[14] and other papers).
Random matrices. In many problems in physics and mathematics one use probability
distribution on different sets of matrices. We are interested mainly in two matrix models. The
integration measure dM1,2 is different for different ensembles
Z =
∫
eV1(M1)+V2(M2)+U(M1,M2)dM1dM2 (1.0.10)
where
V1(M1) = Tr
∞∑
m=1
Mm1 tm, V2(M2) = Tr
∞∑
m=1
Mm2 t
∗
m (1.0.11)
while U may be different for different ensembles.
The crucial point when evaluating the integral (1.0.10) is the possibility to reduce it to the
integral over eigenvalues of matrices M1,M2. Then (1.0.10) takes the form
Z = C
∫
e
∑n
i=1
∑∞
m=1(x
m
i
tm+ymi t
∗
m)eU(x,y)
n∏
i=1
dxidyi (1.0.12)
In the present paper we are interested in the perturbation series of different matrix models
which are series in parameters tm, t
∗
m.
2 Symmetric functions
2.1 Schur functions and scalar product [4]
Partitions. Polynomial functions of many variables are parameterized by partitions. A parti-
tion is any (finite or infinite) sequence of non-negative integers in decreasing order:
λ = (λ1, λ2, . . . , λr, . . .), λ1 ≥ λ2 ≥ . . . ≥ λr ≥ . . . (2.1.1)
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Non-zero λi in (2.1.1) are called the parts of λ. The number of parts is the length of λ, denoted
by l(λ). The sum of the parts is the weight of λ, denoted by |λ|. If n = |λ| we say that λ is the
partition of n. The partition of zero is denoted by 0.
The diagram of a partition (or Young diagram) may be defined as the set of points (or
nodes) (i, j) ∈ Z2 such that 1 ≤ j ≤ λi. Thus Young diagram is viewed as a subset of entries
in a matrix with l(λ) lines and λ1 rows. We shall denote the diagram of λ by the same symbol
λ.
For example
is the diagram of (3, 3, 1). The weight of this partition is 7, the length is equal to 3.
The conjugate of a partition λ is the partition λ′ whose diagram is the transpose of the
diagram λ, i.e. the diagram obtained by reflection in the main diagonal. The partition (3, 2, 2)
is conjugated to (3, 3, 1), the corresponding diagram is
There are different notations for partitions. For instance sometimes it is convenient to
indicate the number of times each integer occurs as a part:
λ = (1m12m2 . . . rmr . . .) (2.1.2)
means that exactly mi of the parts of λ are equal to i. For instance partition (3, 3, 1) is denoted
by (1132).
Another notation is due to Frobenius. Suppose that the main diagonal of the diagram of λ
consists of r nodes (i, i) (1 ≤ i ≤ r). Let αi = λi−i be the number of nodes in the ith row of λ
to the right of (i, i), for 1 ≤ i ≤ r, and let βi = λ′i− i be the number of nodes in the ith column
of λ below (i, i), for 1 ≤ i ≤ r. We have α1 > α2 > · · · > αr ≥ 0 and β1 > β2 > · · · > βr ≥ 0.
Then we denote the partition λ by
λ = (α1, . . . , αr|β1, . . . , βr) = (α|β) (2.1.3)
One may say that Frobenius notation corresponds to hook decomposition of diagram of λ, where
the biggest hook is (α1|β1), then (α2|β2), and so on up to the smallest one which is (αr|βr).
The corners of the hooks are situated on the main diagonal of the diagram. For instance the
partition (3, 3, 1) consists of two hooks (2, 2) and (0, 1):
and
In Frobenius notation this is (2, 0|2, 1).
Schur functions, complete symmetric functions and power sums. We consider
polynomial symmetric functions of variables xi, i = 1, 2, . . . , n , where the number n is irrelevant
and may be infinity. The collection of variables x1, x2, . . .we denote by x
N . WhenN is irrelevant
we denote it by x.
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The symmetric polynomials with rational integer coefficients in n variables form a ring which
is denoted by Λn. A ring of symmetric functions in countably many variables is denoted by Λ
(a precise definition of Λ see in [4]).
Let us remind some of well-known symmetric functions.
For each m ≥ 1 the mth power sum is
pm =
∑
i
xmi (2.1.4)
The collection of variables p1, p2, . . . we denote by p.
If we define
pλ = pλ1pλ2 · · · (2.1.5)
for each partition λ = (λ1, λ2, . . .), then the pλ form a basic of symmetric polynomial functions
with rational coefficients.
Having in mind the links with soliton theory it is more convenient to consider the following
”power sums”:
γm =
1
m
∑
i
xmi (2.1.6)
which is the same as Hirota-Miwa change of variables (1.0.8). The vector
γ = (γ1, γ2, . . .) (2.1.7)
is an analog of the higher times variables in KP theory.
Complete symmetric functions hn are given by the generating function∏
i≥1
(1− xiz)−1 =
∑
n≥1
hn(x)z
n (2.1.8)
If we define hλ = hλ1hλ2 · · · for any λ, then hλ form a Z-basis of Λ.
The complete symmetric functions are expressed in terms of power sums with the help of
the following generating function:
exp
∞∑
m=1
γmz
m =
∑
n≥1
hn(γ)z
n (2.1.9)
Now suppose that n, the number of variables xi, is finite.
Given partition λ the Schur function sλ is the quotient
sλ(x) =
det
(
xλi+n−ji
)
1≤i,j≤n
det
(
xn−ji
)
1≤i,j≤n
(2.1.10)
where denominator is the Vandermond determinant
det
(
xn−ji
)
1≤i,j≤n =
∏
1≤i<j≤n
(xi − xj) (2.1.11)
Both the numerator and denominator are skew-symmetric, therefore Schur function in variables
x1, . . . , xn is symmetric.
For zero partition one puts s0(x) = 1.
The Schur functions sλ(x1, . . . , xn), where l(λ) ≤ n, form a Z-basis of Λn.
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Each Schur function sλ can be expressed as a polynomial in the complete symmetric func-
tions hn:
sλ = det (hλi−i+j)1≤i,j≤n (2.1.12)
where n ≥ l(λ).
Orthogonality. One may define a scalar product on Λ by requiring that for any pair of
partitions λ and µ we have
< pλ, pµ >= δλµzλ (2.1.13)
where δλµ is a Kronecker symbol and
zλ =
∏
i≥1
imi ·mi! (2.1.14)
where mi = mi(λ) is the number of parts of λ equal to i.
For any pair of partitions λ and µ we also have
< sλ, sµ >= δλ,µ (2.1.15)
so that the sλ form an orthonormal basis of Λ. The sλ such that |λ| = n form an orhtonormal
basis for all symmetric polynomials of degree n.
2.2 A deformation of the standard scalar product and series of hy-
pergeometric type
Scalar product <,>r,n. Let us consider a function r which depends on a single variable n,
the n is integer. Given partition λ let us define
rλ(x) =
∏
i,j∈λ
r(x+ j − i) (2.2.1)
Thus rλ(n) is a product of functions r over all nodes of Young diagram of the partition λ where
argument of r is defined by entries i, j of a node. The value of j−i is zero on the main diagonal;
the value j − i is called the content of the node. For instance, for the partition (3, 3, 1) the
diagram is
so our rλ(x) is equal to r(x+ 2)(r(x+ 1))
2(r(x))2r(x− 1)r(x− 2).
For zero partition one puts r0 ≡ 1.
Given integer n and a function on the lattice r(n), n ∈ Z, define a scalar product, parame-
terized by r, n as follows
< sλ, sµ >r,n= rλ(n)δλµ (2.2.2)
where δλµ is Kronecker symbol.
Let ni ∈ Z are zeroes of r, and
k = min |n− ni|. (2.2.3)
The product (2.2.2) is non-degenerated on Λk. Really, if k = n − ni > 0 due to the definition
(2.2.1) the factor rλ(n) never vanish for the partitions which length is no more then k. In this
case the Schur functions of k variables {sλ(xk), l(λ) ≤ k} form a basis on Λk. If n−ni = −k < 0
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then the factor rλ(n) never vanish for the partitions {λ : l(λ′) ≤ k} , where λ′ is the conjugated
partition, then {sλ(xk), l(λ′) ≤ k} form a basis on Λk. If r is non-vanishing function then the
scalar product is non-degenerated on Λ∞.
Example The case r(k) = k plays a role in applications to two-matrix models. In this
case we have a realization of this product similar to the realization of standard scalar product,
see (3.3.2) below. We shall prove that for the symmetric functions of n variables x1, . . . , xn we
have the following realization
< f(x), g(x) >r,n=
1
n!
∆(∂)f(∂) ·∆(x)g(x)|x=0, ∆(∂) =
∏
1≤i<j≤n
(
∂
∂xi
− ∂
∂xj
)
(2.2.4)
where ∆(x) is the Vandermond determinant (2.1.11), f(∂) is the symmetric function where
all xi are replaced by
∂
∂xi
and where r(k) = k. The proof follows from definition of the Schur
functions (2.1.10) and the formula
1
n!
det
(
∂λj+n−jxi
)
i,j=1,...,n
· det
(
xi
µj+n−j
)
i,j=1,...,n
|x=0 = δλµ
∏
1≤i<j≤n
(λi + n− i)! =< sλ, sµ >r,n
(2.2.5)
It is interesting to compare the scalar product (2.2.4) with that considered in [67].✷
Let us generalize the example (2.2.4)
A representation of the scalar product if r(0) = 0. Let us take
xˆ =
1
x
r(D), D = x
d
dx
(2.2.6)
Then
xˆm · xn|x=0 = δmnr(1)r(2) · · · r(n) (2.2.7)
Proposition 1 We have the following representation of scalar product
< f(x), g(x) >r,n=
1
n!
∆(xˆ)f(xˆ) ·∆(x)g(x)|x=0, ∆(xˆ) =
∏
1≤i<j≤n
(xˆi − xˆj) (2.2.8)
The proof follows from
1
n!
det
(
xˆ
λj+n−j
i
)
i,j=1,...,n
· det
(
xi
µj+n−j
)
i,j=1,...,n
|x=0 = δλµrλ(n) =< sλ, sµ >r,n (2.2.9)
A useful formula. First let us remind the so-called Caughy-Littlewood formulae [4]:∏
i,j
(1− xiyj)−1 =
∑
λ
sλ(x)sλ(y) (2.2.10)
where the number of x, y variables is irrelevant, and the Schur functions are defined via the
formula (2.1.10).
If γ = (γ1, γ2, . . .) and γ
∗ = (γ∗1 , γ
∗
2 , . . .) be two independent semi-infinite set of variables.
Then we have the following useful version of Cauchy-Littlewood formula:
exp
∞∑
m=1
mγmγ
∗
m =
∑
λ
sλ(γ)sλ(γ
∗) (2.2.11)
where the sum is going over all partitions including zero partition and sλ are constructed via
(2.1.12) and (2.1.9). Since I did not meet the relation (2.2.11) in the literature I need to
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prove it (see (3.2.1) below). This proof follows from bosonic (l.h.s) and from fermionic (r.h.s)
representations of the vacuum TL function.
Series of hypergeometric type. Let us consider the following pair of functions of vari-
ables pm
exp
∞∑
m=1
mγmtm, exp
∞∑
m=1
mγmt
∗
m (2.2.12)
where tm and t
∗
m are formal parameters. Considering pm as power sums and using formulae
(2.2.11) and (2.2.2), we evaluate the scalar product of functions (2.2.12):
< exp
∞∑
m=1
mγmtm, exp
∞∑
m=1
mγmt
∗
m >r,n=
∑
l(λ)≤k
rλ(n)sλ(t)sλ(t
∗) =
∑
λ
rλ(n)sλ(t)sλ(t
∗)
(2.2.13)
where sum is going over all partitions λ of the length l(λ) ≤ k, see (2.2.3), and including zero.
The Schur functions sλ(t), sλ(t
∗) are defined with the help of
sλ(t) = det hλi−i+j(t)1≤i,j≤l(λ), exp
∞∑
m=1
zmtm =
∞∑
k=1
zkhk(t) (2.2.14)
We call the series (2.2.13) the series of hypergeometric type. It is not necessarily convergent
series. If one chooses r as rational function he obtains so-called hypergeometric functions of
matrix argument, or, in other words, hypergeometric functions related to GL(N,C)/U(N)
zonal spherical functions [39],[26]. If one takes trigonometric function r we gets q-deformed
versions of these functions, suggested by I.G.Macdonald and studied by S.Milne in [38].
In case r(0) = 0, which we shall show is important in applications to models of random
matrices, we obtain
τr(n, t, t
∗) = e
∑∞
m=0
∑n
i=1
tmxˆmi ∆(xˆ) · e
∑∞
m=0
∑n
i=1
t∗mx
m
i ∆(x)|x=0, xˆi = 1
xi
r
(
xi
∂
∂xi
)
(2.2.15)
Scalar product of series of hypergeometric type. Considering the scalar product
of functions of γm and using formulae (2.2.13) and (2.2.2), we evaluate the scalar product of
series of hypergeometric type (2.2.13), which are related to the different choice of the function
r (which we denote by r1 and r2; don’t miss it with the notation rλ of (2.2.1), labelled by a
partition!) . We find that the scalar product is a series of hypergeometric type again:
< τr1(k, t, γ), τr2(m, γ, t
∗) >r,n= τr3(0, t, t
∗) (2.2.16)
where
r3(i) = r1(k + i)r(n+ i)r2(m+ i) (2.2.17)
3 Solitons, free fermions and fermionic realization of the
scalar product
In this section we use the language of free fermions as it was suggested in [23],[7].
3.1 Fermionic operators, Fock spaces, vacuum expectations, tau
functions [7]
Free fermions. We have the algebra of free fermions the Clifford algebra A over C with
generators ψn, ψ
∗
n(n ∈ Z), satisfying the defining relations:
[ψm, ψn]+ = [ψ
∗
m, ψ
∗
n]+ = 0; [ψm, ψ
∗
n]+ = δmn. (3.1.1)
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Any element of W = (⊕m∈ZCψm) ⊕ (⊕m∈ZCψ∗m) will be referred as a free fermion. The
Clifford algebra has a standard representation (Fock representation) as follows. Put Wan =
(⊕m<0Cψm) ⊕ (⊕m≥0Cψ∗m), and Wcr = (⊕m≥0Cψm) ⊕ (⊕m<0Cψ∗m), and consider left (resp.
right) A-module F = A/AWan (resp F
∗ = WcrA\A). These are cyclic A-modules generated
by the vectors |0〉 = 1 mod AWan (resp. by 〈0| = 1 mod WcrA), with the properties
ψm|0〉 = 0 (m < 0), ψ∗m|0〉 = 0 (m ≥ 0), (3.1.2)
〈0|ψm = 0 (m ≥ 0), 〈0|ψ∗m = 0 (m < 0). (3.1.3)
Vectors 〈0| and |0〉 are refereed as left and right vacuum vectors. Fermions w ∈ Wan eliminate
left vacuum vector, while fermions w ∈ Wcr eliminate right vacuum vector.
The Fock spaces F and F ∗ are dual ones, the pairing is defined with the help of a linear
form 〈0||0〉 on A called the vacuum expectation value. It is given by
〈0|1|0〉 = 1, 〈0|ψmψ∗m|0〉 = 1 m < 0, 〈0|ψ∗mψm|0〉 = 1 m ≥ 0, (3.1.4)
〈0|ψmψn|0〉 = 〈0|ψ∗mψ∗n|0〉 = 0, 〈0|ψmψ∗n|0〉 = 0 m 6= n. (3.1.5)
and by the Wick rule, which is
〈0|w1 · · ·w2n+1|0〉 = 0, 〈0|w1 · · ·w2n|0〉 =
∑
σ
sgnσ〈0|wσ(1)wσ(2)|0〉 · · · 〈0|wσ(2n−1)wσ(2n)|0〉,
(3.1.6)
where wk ∈ W , and σ runs over permutations such that σ(1) < σ(2), . . . , σ(2n − 1) < σ(2n)
and σ(1) < σ(3) < · · · < σ(2n− 1).
Lie algebra ĝl(∞). Consider infinite matrices (aij)i,j∈Z satisfying the condition: there
exists an N such that aij = 0 for |i − j| > N ; these matrices are called generalized Jacobian
matrices. The generalized Jacobian matrices form Lie algebra, Lie bracket being the usual
commutator of matrices [A,B] = AB − BA.
Let us consider a set of linear combinations of quadratic elements
∑
aij : ψiψ
∗
j :, where the
notation :: means the normal ordering which is defined as : ψiψ
∗
j := ψiψ
∗
j − 〈0|ψiψ∗j |0〉. These
elements together with 1 span an infinite dimensional Lie algebra ĝl(∞):
[
∑
aij : ψiψ
∗
j :,
∑
bij : ψiψ
∗
j :] =
∑
cij : ψiψ
∗
j : +c0, (3.1.7)
cij =
∑
k
aikbkj −
∑
k
bikakj, (3.1.8)
and the last term
c0 =
∑
i<0,j≥0
aijbji −
∑
i≥0,j<0
aijbji. (3.1.9)
commutes with each quadratic term.
We see that Lie algebra of quadratic elements
∑
aij : ψiψ
∗
j : is different of the algebra of the
generalized Jacobian matrices; the difference is the central extension c0.
Bilinear identity. Now we define the operator g which is an element of the group corre-
sponding to the Lie algebra ĝl(∞):
g = exp
∑
anm : ψnψm : (3.1.10)
Using (3.1.7) it is possible to derive the following relation
gψn =
∑
m
ψmAmng, ψ
∗
ng = g
∑
m
Anmψ
∗
m. (3.1.11)
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where coefficients Anm are defined by anm. In turn (3.1.11) yields
[
∑
n∈Z
ψn ⊗ ψ∗n, g ⊗ g] = 0 (3.1.12)
The last relation is very important for applications in soliton theory, and it is equivalent to the
so-called Hirota equations.
Higher times. Let us introduce
Hn =
∞∑
k=−∞
ψkψ
∗
k+n, n 6= 0, H(t) =
+∞∑
n=1
tnHn, H
∗(t∗) =
+∞∑
n=1
t∗nH−n. (3.1.13)
Hn ∈ ĝl(∞), and H(t), H∗(t∗) belong to ĝl(∞) if one restricts the number of non-vanishing
parameters tm, t
∗
m. For Hn we have Heisenberg algebra commutation relations:
[Hn, Hm] = nδm+n,0. (3.1.14)
Let us mark that
Hn|0〉 = 0 = 〈0|H−n, n > 0 (3.1.15)
For future purposes we introduce the following fermions
ψ(z) =
∑
k
ψkz
k, ψ∗(z) =
∑
k
ψ∗kz
−k−1dz (3.1.16)
Using (3.1.1) and (3.1.13) one obtains
eH(t)ψ(z)e−H(t) = ψ(z)eξ(t,z), eH(t)ψ∗(z)e−H(t) = ψ∗(z)e−ξ(t,z), (3.1.17)
e−H
∗(t∗)ψ(z)eH
∗(t∗) = ψ(z)e−ξ(t
∗,z−1), e−H
∗(t∗)ψ∗(z)eH
∗(t∗) = ψ∗(z)eξ(t
∗,z−1). (3.1.18)
Using ∑
n∈Z
ψn ⊗ ψ∗n = resz=0ψ(z)⊗ ψ∗(z) (3.1.19)
and formulae (3.1.17),(3.1.18) result in
[
∑
n∈Z
ψn ⊗ ψ∗n, eH(t) ⊗ eH(t)] = 0, [
∑
n∈Z
ψn ⊗ ψ∗n, eH
∗(t∗) ⊗ eH∗(t∗)] = 0 (3.1.20)
Therefore if g solves (3.1.12) then eH(t)geH
∗(t∗) also solves (3.1.12):[
resz=0ψ(z)⊗ ψ∗(z), eH(t)geH∗(t∗) ⊗ eH(t)geH∗(t∗)
]
= 0 (3.1.21)
The KP and TL tau functions First let us define vacuum vectors labelled by the integer
M :
〈n| = 〈0|Ψ∗n, |n〉 = Ψn|0〉, (3.1.22)
Ψn = ψn−1 · · ·ψ1ψ0 n > 0, Ψn = ψ∗n · · ·ψ∗−2ψ∗−1 n < 0,
Ψ∗n = ψ
∗
0ψ
∗
1 · · ·ψ∗n−1 n > 0, Ψ∗n = ψ−1ψ−2 · · ·ψn n < 0. (3.1.23)
Given g, which satisfy bilinear identity (3.1.12), one constructs KP and TL tau-functions
(1.0.7) as follows:
τKP (n, t) = 〈n|eH(t)g|n〉, (3.1.24)
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τTL(n, t, t
∗) = 〈n|eH(t)geH∗(t∗)|n〉. (3.1.25)
If one fixes the variables n, t∗, then τTL may be recognized as τKP .
The times t = (t1, t2, . . .) and t
∗ = (t∗1, t
∗
2, . . .) are called higher Toda lattice times [23, 27]
(the first set t is in the same time the set of higher KP times. The first times of this set t1, t2, t3
are independent variables for KP equation (1.0.5), which is the first nontrivial equation in the
KP hierarchy).
Fermions and Schur functions. In the KP theory it is suitable to use the definition of
the Schur function sλ in terms of higher times
sλ(t) = det(hni−i+j(t))1≤i,j≤r, (3.1.26)
where hm(t) is the elementary Schur polynomial defined by the Taylor’s expansion:
eξ(t,z) = exp(
+∞∑
k=1
tkz
k) =
+∞∑
n=0
znhn(t). (3.1.27)
Lemma 1 [7]
For −j1 < · · · < −jk < 0 ≤ is < · · · < i1, s− k ≥ 0 the next formula is valid:
〈s− k|eH(t)ψ∗−j1 · · ·ψ∗−jkψis · · ·ψi1 |0〉 = (−1)j1+···+jk+(k−s)(k−s+1)/2sλ(t), (3.1.28)
where the partition λ = (n1, . . . , ns−k, ns−k+1, . . . , ns−k+j1) is defined by the pair of partitions:
(n1, . . . , ns−k) = (i1 − (s− k) + 1, i2 − (s− k) + 2, . . . , is−k), (3.1.29)
(ns−k+1, . . . , ns−k+j1) = (is−k+1, . . . , is|j1 − 1, . . . , jk − 1). (3.1.30)
The proof is achieved by direct calculation. Here (. . . | . . .) is the Frobenius notation for a
partition, see (2.1.3).
3.2 Partitions and free fermions
First let us prove the formula (2.2.11). Consider the so-called vacuum TL tau function
〈0|eH(t)eH∗(t∗)|0〉 (3.2.1)
By the Heisenberg algebra commutation relation (3.1.14) and by (3.1.15) it is equal to
e
∑
m
mtmt∗m (3.2.2)
On the other hand one may develop eH
∗(t∗) in Taylor series, then use the explicit form of H∗
in terms of free fermions (see (3.1.13), and then use Lemma 1 of previous subsection. He gets∑
λ
sλ(t)sλ(t
∗) (3.2.3)
where sum is going over all partitions including zero partition ✷.
Lemma 2 Given partition λ = (i1, . . . , is|j1 − 1, . . . , js − 1) let us introduce the notation
|λ〉 = (−1)j1+···+jsψ∗−j1 · · ·ψ∗−jsψis · · ·ψi1 |0〉 (3.2.4)
〈λ| = (−1)j1+···+js〈0|ψ∗i1 · · ·ψ∗isψ−js · · ·ψ−j1 (3.2.5)
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Then
〈λ|µ〉 = δλ,µ (3.2.6)
where δ is Kronecker symbol, and
sλ(H
∗)|0〉 = |λ〉 (3.2.7)
〈0|sλ(H) = 〈λ| (3.2.8)
here sλ is defined according to (2.2.14) where instead of t = (t1, t2, . . .) we have
H∗ = (H−1,
H−2
2
, . . . ,
H−m
m
, . . .) (3.2.9)
H = (H1,
H2
2
, . . . ,
Hm
m
, . . .) (3.2.10)
✷
The proof of (3.2.7) and of (3.2.8) follows from using Lemma 1 and the development (2.2.11)
e
∑∞
m=1
Hmtm =
∑
λ
sλ(H)sλ(t) (3.2.11)
Lemma 3
sλ(−A)|0〉 = rλ(0)|λ〉 (3.2.12)
where sλ is defined according to (2.2.14) where instead of t = (t1, t2, . . .) we have
A = (A1,
A2
2
, . . . ,
Am
m
, . . .) (3.2.13)
Ak =
∞∑
n=−∞
ψ∗n−kψnr(n)r(n− 1) · · · r(n− k + 1), k = 1, 2, . . . . (3.2.14)
✷
The proof follows from the following. First the components of vector A mutually commute:
[Am, Ak] = 0. Then we apply the development
e
∑∞
m=1
Amtm =
∑
λ
sλ(−A)sλ(t) (3.2.15)
and apply the both sides to the right vacuum vector:
e
∑∞
m=1
Amtm |0〉 =∑
λ
sλ(t)sλ(−A)|0〉 (3.2.16)
Then we develop e
∑∞
m=1
Amtm |0〉 using Taylor expansion of the exponential function and also
use the explicit form of (3.2.14), Lemma 1, the definition of |λ〉 and also (3.2.6).
3.3 Vacuum expectation value as a scalar product. Symmetric func-
tion theory consideration.
Let us remember the definition of scalar product (2.1.13) on the space of symmetric functions.
It is known that one may present it directly in terms of the variables γ and the derivatives with
respect to these variables:
∂˜ = (∂γ1 ,
1
2
∂γ2 , . . . ,
1
n
∂γn , . . .) (3.3.1)
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Then it is known, that the scalar product of polynomial functions, say, f and g, may be
defined as
〈f, g〉 =
(
f(∂˜) · g(γ)
)
|γ=0 (3.3.2)
For instance, using (3.3.2), one easily gets
〈γn, γm〉 = 1
n
δn,m, 〈pn, pm〉 = nδn,m (3.3.3)
which is a particular case of (2.1.13).
The following statement is important
Proposition 2 Let scalar product is defined as in (3.3.2). Then
〈f, g〉 = 〈0|f(H)g(H∗)|0〉 (3.3.4)
where
H =
(
H1,
H2
2
, . . . ,
Hn
n
, . . .
)
, H∗ =
(
H−1,
H−2
2
, . . . ,
H−n
n
, . . .
)
(3.3.5)
It follows from the fact that higher times and derivatives with respect to higher times gives
a realization of Heisenberg algebra HkHm −HmHk = kδk+m,0:
∂γk ·mγm −mγm · ∂γk = kδk+m,0 (3.3.6)
and from the comparison of
∂γm · 1 = 0, F ree term of ∂γm is equal to 0 (3.3.7)
with
Hm|n〉 = 0, m > 0, 〈n|Hm = 0, m < 0 (3.3.8)
respectively.
Now let us consider deformed scalar product (2.2.2)
〈sµ, sλ〉r,n = rλ(n)δµ,λ (3.3.9)
Each polynomial function is a linear combination of Schur functions. We have the following
realization of the deformed scalar product
Proposition 3
〈f, g〉r,n = 〈n|f(H)g(−A)|n〉 (3.3.10)
where
H =
(
H1,
H2
2
, . . . ,
Hm
m
, . . .
)
, A =
(
A1,
A2
2
, . . . ,
Am
m
, . . .
)
(3.3.11)
Hk and Ak are defined respectively by (3.1.13) and (3.2.14).
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3.4 KP tau-function τr(n, t, t
∗)
For the collection of independent variables t∗ = (t∗1, t
∗
2, . . .) we denote
A(t∗) =
∞∑
m=1
t∗mAm. (3.4.1)
where Am were defined above in (3.2.14).
Using the explicit form of Am (3.2.14) and anti-commutation relations (3.1.1) we obtain
eA(t
∗)ψ(z)e−A(t
∗) = e−ξr(t
∗,z−1) · ψ(z) (3.4.2)
eA(t
∗)ψ∗(z)e−A(t
∗) = eξr′(t
∗,z−1) · ψ∗(z) (3.4.3)
where operators
ξr(t
∗, z−1) =
+∞∑
m=1
tm
(
1
z
r(D)
)m
, D = z
d
dz
, r′(D) = r(−D) (3.4.4)
act on all functions of z on the right hand side according to the rule which was described in the
beginning of the subsection 3.4, namely r(D)·zn = r(n)zn. The exponents in (3.4.2),(3.4.3),(3.4.4)
are considered as their Taylor series.
Using relations (3.4.2),(3.4.3) and the fact that inside resz the operator
1
z
r(D) is the con-
jugate of 1
z
r(−D) = 1
z
r′(D), we get
Lemma The fermionic operator eA
(t∗) solves the bilinear identity (3.1.12):[
resz=0ψ(z)⊗ ψ∗(z), eA(t∗) ⊗ eA(t∗)
]
= 0 (3.4.5)
✷
Of cause this Lemma is also a result of a general treating in [7].
Now it is natural to consider the following tau function:
τr(n, t, t
∗) := 〈n|eH(t)e−A(t∗)|n〉. (3.4.6)
Let us use the fermionic realization of scalar product (3.3.10). We immediately obtain
Proposition 4
τr(n, t, t
∗) = 〈e
∑∞
m=1
mtmγm , e
∑∞
m=1
mt∗mγm〉r,n (3.4.7)
Due to (2.2.13) we get
Proposition 5
τr(n, t, t
∗) =
∑
λ
rλ(n)sλ(t)sλ(t
∗). (3.4.8)
We shall not consider the problem of convergence of this series. The variables M, t play
the role of KP higher times, t∗ is a collection of group times for a commuting subalgebra of
additional symmetries of KP (see [35, 34, 13] and Remark 7 in [36]). From different point of
view (3.4.8) is a tau-function of two-dimensional Toda lattice [27] with two sets of continuous
variables t, t∗ and one discrete variableM . Formula (3.4.8) is symmetric with respect to t↔ t∗.
For given r we define the function r′:
r′(n) := r(−n). (3.4.9)
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Tau function τr has properties
τr(n, t, t
∗) = τr(n, t∗, t), τr′(−n,−t,−t∗) = τr(n, t, t∗). (3.4.10)
Also τr(n, t, t
∗) does not change if tm → amtm, t∗m → a−mt∗m, m = 1, 2, . . . ,, and it does change
if tm → amtm, m = 1, 2, . . . , r(n)→ a−1r(n). (3.4.10) follows from the relations
r′λ(n) = rλ′(−n), sλ(t) = (−)|λ|sλ′(−t). (3.4.11)
Let us notice that tau-function (3.4.8) can be viewed as a result of action of additional
symmetries [36],[20],[35] on the vacuum tau-function .
3.5 Algebra of ΨDO on a circle and a development of eA(t
∗), eA˜(t)
Given functions r, r˜, the operators
Am = −
∞∑
n=−∞
r(n) · · · r(n−m+ 1)ψnψ∗n−m, m = 1, 2, . . . , (3.5.1)
A˜m =
∞∑
n=−∞
r˜(n+ 1) · · · r˜(n+m)ψnψ∗n+m, m = 1, 2, . . . (3.5.2)
belong to the Lie algebra of pseudo-differential operators on a circle with central extension.
These operators may be also rewritten in the following form
Am =
1
2π
√−1
∮
: ψ∗(z)
(
1
z
r(D)
)m
· ψ(z) : (3.5.3)
A˜m = − 1
2π
√−1
∮
: ψ∗(z) (r˜(D)z)m · ψ(z) : (3.5.4)
where D = z d
dz
, pseudo-differential operators r(D), r˜(D) act on functions of z to the right.
This action is given as follows: r(D) · zn = r(n)zn, where zn, n ∈ Z is the basis of holomorphic
functions in the punctured disk 1 > |z| > 0. Central extensions of the Lie algebra of generators
(3.5.3) (remember the subsection 3.1) are described by the formulae
ωn(Am, Ak) = δmkr˜(n+m− 1) · · · r˜(n)r(n) · · · r(n−m+ 1), ωn − ωn′ ∼ 0 (3.5.5)
where n is an integer. These extension which differs by the choice of n are cohomological
ones. The choice corresponds to the choice of normal ordering ::, which may chosen in a
different way as : a : := a − 〈n|a|n〉, n is an integer. (We choose it by n = 0 see subsection
3.1). When functions r, r˜ are polynomials the operators
(
1
z
r(D)
)m
, (r˜(D)z)m belong to the
W∞ algebra, while the fermionic operators (3.2.14),(3.5.2) belong to the algebra with central
extension denoted by Ŵ∞ [41].
We are interested in calculating the vacuum expectation value of different products of op-
erators of type e
∑
Amt∗m and e
∑
A˜mtm .
Lemma [12] Let partitions λ = (i1, . . . , is|j1−1, . . . , js−1) and µ = (˜i1, . . . , i˜r|j˜1−1, . . . , j˜r−
1) satisfy the relation λ ⊇ µ. The following is valid:
〈0|ψ∗i˜1 · · ·ψ∗i˜rψ−j˜r · · ·ψ−j˜1eA(t
∗)ψ∗−j1 · · ·ψ∗−jsψis · · ·ψi1 |0〉 =
= (−1)j˜1+···+j˜r+j1+···+jssλ/µ(t∗)rλ/µ(0) (3.5.6)
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〈0|ψ∗i1 · · ·ψ∗isψ−js · · ·ψ−j1eA˜(t)ψ∗−j˜1 · · ·ψ∗−j˜rψi˜r · · ·ψi˜1 |0〉 =
= (−1)j˜1+···+j˜r+j1+···+jssλ/µ(t)r˜λ/µ(0) (3.5.7)
where sλ/µ(t) is a skew Schur function [4]:
sλ/µ(t) = det
(
hλi−µj−i+j(t)
)
, (3.5.8)
and
rλ/µ(n) :=
∏
i,j∈λ/µ
r(n+ j − i), r˜λ/µ(n) :=
∏
i,j∈λ/µ
r˜(n+ j − i) (3.5.9)
✷
The proof is achieved by a development of eA = 1 + A + · · · , eA˜ = 1 + A˜ + · · · and the di-
rect evaluation of vacuum expectations (3.5.6),(3.5.7), and a determinant formula for the skew
Schur function of Example 22 in Sec 5 of [4].
Let us introduce vectors
|λ, n〉 = (−1)j1+···+jsψ∗−j1+n · · ·ψ∗−js+nψis+n · · ·ψi1+n|n〉 (3.5.10)
〈λ, n| = (−1)j1+···+js〈n|ψ∗i1+n · · ·ψ∗is+nψ−js+n · · ·ψ−j1+n (3.5.11)
As we see
〈λ, n|µ,m〉 = δmnδλµ (3.5.12)
We see that Fock vectors (3.5.10) (and (3.5.11)) form a orthonormal basis in the Fock spaces
F (and respectively) F ∗.
Remark. From (3.1.16) we obtain∮
· · ·
∮
ψ(z1) · · ·ψ(zn)|0 >< 0|ψ∗(zn) · · ·ψ∗(z1) =
∑
λ,l(λ)≤n
|λ, n >< λ, n| (3.5.13)
which projects any state to the component Fn of the Fock space F =
⊕
n∈Z Fn . ✷
Using Lemma 1 and the development (3.2.15) we get
Lemma
|λ, n〉 = sλ(H∗)|n〉, 〈λ, n| = 〈n|sλ(H) (3.5.14)
and
sλ(−A)|n〉 = rλ(n)sλ(H∗)|n〉, 〈n|sλ(A˜) = r˜λ(n)〈n|sλ(H) (3.5.15)
H =
(
H1,
H2
2
, . . . ,
Hm
m
, . . .
)
, A˜ =
(
A˜1,
A˜2
2
, . . . ,
A˜m
m
, . . .
)
(3.5.16)
where Am, A˜m are given by (3.2.14), (3.5.2). ✷
There are the following developments:
Proposition 6
e−A(t
∗) =
∑
n∈Z
∑
λ⊇µ
|µ, n〉sλ/µ(t∗)rλ/µ(n)〈λ, n| (3.5.17)
eA˜(t) =
∑
n∈Z
∑
λ⊇µ
|λ, n〉sλ/µ(t)r˜λ/µ(n)〈µ, n| (3.5.18)
where sλ/µ(t) is the skew Schur function (3.5.8) and rλ/µ(n), r˜λ/µ(n) are defined in (3.5.9).
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The proof follows from the relation [4]
〈sλ/µ, sν〉 = 〈sλ, sµsν〉 (3.5.19)
Remark. It follows from (3.5.17), (3.5.18)
sν(−A) =
∑
n∈Z
∑
λ⊇µ
Cλµνrλ/µ(n)|µ, n〉〈λ, n|, sν(A˜) =
∑
n∈Z
∑
λ⊇µ
Cλµν r˜λ/µ(n)|λ, n〉〈µ, n| (3.5.20)
where coefficients Cλµν define the decomposition of the product of Schur functions sµsν =∑
λC
λ
µνsλ.
3.6 Schur function expansion of tau function. Loop scalar products
According to formulae (3.1.25) and (3.5.12) we have
τg(n, t, t
∗) = 〈n|eH(t)geH(t∗)|n〉 =∑
λ,µ
sλ(t)gλµ(n)sµ(t
∗) (3.6.1)
where gλµ is the matrix element
gλµ(n) = 〈λ, n|g|µ, n〉 (3.6.2)
Therefore we have the property:
(g1g2)λµ(n) =
∑
ν
(g1)λν(n)(g2)νµ(n) (3.6.3)
We can introduce the following ’integrable’ scalar product
< sλ, sµ >g,n= gλµ(n) (3.6.4)
In general this form is a degenerated one.
We see that we obviously have
< τg1(n1, t, γ), τg1(n2, γ, t
∗) >g,n= τg3(0, t, t
∗), g3(k) = g1(n1 + k)g(n+ k)g2(n2 + k) (3.6.5)
In the previous consideration we actually took
gλµ(n) = δλµrλ(n) (3.6.6)
Different examples of non diagonal gλµ expressed in terms of skew Schur functions one can
obtain using the Proposition of previous subsection. It will be used in the section ”Further
generalization” below. Let us note that in fact non diagonal gλµ were constructed in the form
of certain determinants in the papers [28],[29],[30].
Now let us consider the following scalar product of τg′ with itself:
<< τg′(n) >>g,n:=< τg′(n, γ, γ) >g,n=
∑
λ,µ
gλµ(n)g
′
µλ(n) (3.6.7)
One can easily see that this scalar product is the trace of operator g in the component of the
Fock space of the charge n, namely, Fn:
<< τg′(n) >>g,n=< τg′(n, γ, γ) >g,n=
∑
λ,µ
gλ,µ(n)g
′
µλ(n) =
∑
λ
〈λ, n|g′g|λ, n〉 = TraceFn(g′g)
(3.6.8)
Let us consider the following loop scalar product:
<< τg1(n)τg2(n) · · · τgp(n) >>g,n:=< τg1(n, γ(1), γ(2))τg2(n, γ(2), γ(3)) · · · τgp(n, γ(p), γ(1)) >g,n=
(3.6.9)∑
λ1,...,λp
g1λ1λ2(n) · · · gpλpλ1(n) = TraceFn(g1gg2g · · · gpg) (3.6.10)
As we shall see below the loop scalar product describes certain matrix integrals.
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4 Angle integration of tau functions of matrix argument.
Integration over complex matrices
In this section we shall generalize some known solvable matrix integrals. By the solvable matrix
integrals we mean those which can be presented as tau functions and which can be evaluated by
the method of orthogonal polynomials. Let us make a reference to the related paper [55], where
by solvable matrix model the author mean the model which admits a reduction of number of
integrals (from the order ∼N2 to the order N) via a character expansion method. Let us refer
to the papers [65],[48],[64] where different generalizations of HCIZ integral were considered.
4.1 Useful formulae
In this section we shall exploit the following formulae of an integration of Schur functions over
the unitary group [4]. First is the formula
∫
U(n)
sλ(AUBU
−1)d∗U =
sλ(A)sλ(B)
sλ(In)
, (4.1.1)
where d∗U is the Haar measure on the U(n). Then we have∫
U(n)
sλ(AU)sµ(U
−1B)d∗U =
sλ(AB)
sλ(In)
δλµ. (4.1.2)
If we have complex matrices Z then there are formulae [4]
π−n
2
∫ +∞
−∞
sλ(AZBZ
+)e−TrZZ
+
n∏
i,j=1
dℜZijdℑZij = sλ(A)sλ(B)
sλ(1, 0, 0, 0, . . .)
(4.1.3)
and
π−n
2
∫ +∞
−∞
sλ(AZ)sµ(Z
+B)e−TrZZ
+
n∏
i,j=1
dℜZijdℑZij = sλ(AB)
sλ(1, 0, 0, 0, . . .)
δλµ (4.1.4)
Then we need [4]
sλ(1, 0, 0, 0, . . .) =
1
Hλ
, Hλ =
∏
i,j
(λi + λ
′
j − i− j + 1) (4.1.5)
where Hλ is the hook product. The Pochhammer’s symbol related to a partition λ = (λ1, . . . , λk)
is the following product of the Pochhammer’s symbols (a)λ := (a)λ1(a− 1)λ2 · · · (a− k + 1)λk .
Then
(a)λ = Hλsλ(t(a)), (n)λ = Hλsλ(In) (4.1.6)
In addition we have the relation (bosonic (l.h.s) and fermionic (r.h.s) representation of the
vacuum TL tau function)
exp
∞∑
m=1
mtmt
∗
m =
∑
λ
sλ(t)sλ(t
∗), (4.1.7)
which is a general version of Cauchy-Littlewood identity [4].
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Let t∗∞ = (1, 0, 0, 0, . . .), t(a) = (
a
1
, a
2
, a
3
, . . .), r(k) =
∏p
i=1(k + ai)
∏s
i=1(k + bi)
−1, l(λ) is the
number of nonvanishing parts of λ. Let us write down the formulae for the hypergeometric
function of a matrix argument [26], see Appendix C:
pFs
(
a1 +M, . . . , ap +M
b1 +M, · · · , bs +M
∣∣∣∣∣X
)
= τr(M, t(x
n), t∗∞) =
∑
λ
l(λ)≤n
∏p
k=1 sλ(t(ak +M))∏s
k=1 sλ(t(bk +M))
(sλ(1, 0, 0, 0, . . .))
s−p+1 sλ(xn). (4.1.8)
Now let r(k) =
∏p
i=1(k + ai)(k + n−M)−1
∏s
i=1(k + bi)
−1. The hypergeometric functions of
two matrix arguments [26], see Appendix C, is
pFs
(
a1 +M, . . . , ap +M
b1 +M, · · · , bs +M
∣∣∣∣∣X, Y
)
= τr(M, t(x
n), t∗(yn)) =
∑
λ
l(λ)≤n
∏p
k=1 sλ(t(ak +M))∏s
k=1 sλ(t(bk +M))
(sλ(1, 0, 0, 0, . . .))
s−p+1 sλ(xn)sλ(yn)
sλ(In)
. (4.1.9)
Here xn = (x1, . . . , xn),y
n = (y1, . . . , yn) are eigenvalues of matrices X, Y .
Let us mark also the determinant representations of (4.1.8) and of (4.1.9) (details
we find in Appendix A), which are of importance in applications of the method of orthogonal
polynomials to the new matrix models, which we shall consider below.
The determinant representations have forms (the reader may find details in [1],[11]):
τr(M, t(x
n), t∗) =
det
(
xn−ki τr(M − k + 1, t(xi), t∗)
)n
i,k=1
∆(xn)
(4.1.10)
and
τr(M, t(x
n), t∗(yn)) =
cM
cM−n
det (τr(M − n + 1, xi, yj))ni,j=1
∆(xn)∆(yn)
, (4.1.11)
where
∆(xn) =
∏
i<j
(xi − xj) = det(xn−ki ), (4.1.12)
cn =
n−1∏
k=0
(r(k))k−n , (4.1.13)
τr(M − n+ 1, xi, yj) = 1 + r(M − n+ 1)xiyj + r(M − n+ 1)r(M − n+ 2)x2i y2j + · · · (4.1.14)
Below we need mainly the case M = n.
4.2 Certain matrix integrals and expansion in Schur functions
In this subsection we shall consider few integrals of exponential functions. We shall pick up the
solvable models.
Integration over complex matrices. Different integrals over complex matrices were
considered in the papers of I. Kostov, see [57],[58] as an example.
(A) Using relations (4.1.7) and (4.1.3) we evaluate the following integral over a complex
matrix M as the expansion over Schur functions
IA =
∫
e
∑∞
m=1
tmTr(AZBZ+)
m
e−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
sλ(t)sλ(A)sλ(B)
sλ(1, 0, 0, 0, . . .)
(4.2.1)
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where d2Z = π−n
2 ∏n
i,j=1 dℜZijdℑZij.
Let us compare this series with the relation (4.1.9). To identify them we have the follow-
ing prescription. He will specify at least one of the arguments of the Schur functions in the
numerator with one of the sets: with (1, 0, 0, 0, . . .) or with (a
1
, a
2
, a
3
, . . .). Let us notice that
if we take a = n we get the Schur function of the unit matrix In, which is the dimension of
the representation labeled by λ. Also we mark that sλ(1, 0, 0, 0, . . .) is the inverse of the hook
product Hλ.
Thus we have few opportunities.
(A1) First, putting t = (1, 0, 0, 0, . . .) we get
∫
e
∑∞
m=1
Tr(AZBZ+)e−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
sλ(A)sλ(B) =
n∏
i,j
(1− aibj)−1 = 1F0 (n|A,B)
(4.2.2)
(A2) Second, putting t(a) = (a
1
, a
2
, a
3
, . . .), ℜa < 1, we get the expansion of the following
matrix integral
∫
det
(
1− 1
2
AZBZ+
)−a
e−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
(a)λsλ(A)sλ(B) = 2F0 (a, n|A,B) (4.2.3)
which in general is a divergent series.
(A3) Then let us choose the matrix B as diagonal matrix with Bkk =
1
n
, k = 1, . . . , n. Let
us consider the limit n → ∞. In the limit with the help of (4.1.5) we get the hypergeometric
function of matrix argument
∑
λ,l(λ)≤n
(a)λ
sλ(A)
Hλ
= 1F0(a;A) (4.2.4)
(B) With the help of (4.1.7), (4.1.4) we get the development
IB =
∫
e
∑∞
m=1
tmTr(AZ)m+
∑∞
m=1
t∗mTr(Z+B)me−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
sλ(t)sλ(t
∗)sλ(AB)
sλ(1, 0, 0, 0, . . .)
(4.2.5)
Comparing it with (4.1.9) we obtain three solvable cases.
(B1) The first one is t∗ = (1, 0, 0, 0, . . .). Then we have
IB = e
∑∞
m=1
tmTr(AB)m (4.2.6)
(B2) The second one is AB = In, then we get
IB =
∑
λ,l(λ)≤n
(n)λsλ(t)sλ(t
∗) = 2F0 (n, n|t, t∗) (4.2.7)
This expansion coincides with the expansion for the model of two Hermitian random matrices
[?].
(B3) The third one is t∗ = (a
1
, a
2
, a
3
, . . .), then
IB =
∑
λ,l(λ)≤n
(a)λsλ(t)sλ(AB) = 2F0 (a, n|t, AB) (4.2.8)
Integration over unitary matrices.
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(C) The combination of the formula (4.1.1) with the formula (4.1.7) yields Schur function
representation for different matrix integral:∫
U(n)
e
∑∞
m=1
tmTr(AUBU+)
m
d∗U =
∑
λ,l(λ)≤n
sλ(t)sλ(A)sλ(B)
sλ(In)
(4.2.9)
Similar series were considered in the papers [55],[56].
Looking at this formula we see that one can choose t in such a way, that he gets the
hypergeometric functions of matrix arguments (4.1.9).
As a consequence we evaluate the following matrix integrals
(C1) HCIZ integral∫
U(n)
eTr(AUBU
+)d∗U =
∑
λ,l(λ)≤n
sλ(A)sλ(B)
Hλsλ(In)
= 0F0 (A,B) = cn
det(eaibj )
∆(a)∆(b)
(4.2.10)
(which we obtain putting t1 = 1; tm = 0, m > 1) and which is the hypergeometric function of
matrix arguments (4.1.9). For the last equality see (4.1.11).
(C2)∫
U(n)
det
(
1− AUBU+
)−a
d∗U =
∑
λ,l(λ)≤n
(a)λ
sλ(A)sλ(B)
Hλsλ(In)
= 1F0 (a;A,B) = cn
det(1− aibj)n−1−a
∆(a)∆(b)
,
(4.2.11)
which we obtain by putting tm = −a/m,m = 1, 2, . . .. For the last equality see (4.1.11).
(D) Let us remember the following integral , which is used for the study of two-dimensional
QCD [68] and called Gross-Witten one plaquette model
IGW =
∫
U(n)
e−
1
gs
Tr(U+U+)d∗U (4.2.12)
About this integral see also [59].
A generalization of this integral was considered in [69]:
IGW (J, J+) =
∫
U(n)
eTr(JU+U
+J+)d∗U (4.2.13)
where the method of orthogonal polynomials was applied and the links with the KP equation
and with the so-called generalized Kontsevich model was shown.
Using the orthogonality of Schur functions we easily get the development
IGW (J, J+) =
∑
λ,l(λ)≤n
sλ(JJ
+)sλ(1, 0, 0, . . .)
(n)λ
= 0F0
(
JJ+; (1, 0, 0, 0, . . .)
)
(4.2.14)
which is the TL tau function of hypergeometric type.
Let us further generalize the matrix integral (4.2.13) as follows∫
U(n)
e
∑
m
tmTr(AU)m+
∑
m
t∗mTr(U−1B)md∗U =
∑
λ,l(λ)≤n
sλ(AB)sλ(t)sλ(t
∗)
sλ(In)
(4.2.15)
Now we consider two special cases of the last integral.
(D1) For the first example we take t∗m = b/m,m = 1, 2, . . .ℜb < 1), then the integral (4.2.15)
is ∫
U(n)
e
∑
m
tmTr(AU)m det
(
1− U−1B
)−b
d∗U =
∑
λ,l(λ)≤n
(b)λ
sλ(AB)sλ(t)
(n)λ
= 1F0 (b|t, AB)
(4.2.16)
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By (4.1.10) we have the determinant representation of (4.2.16).
(D2) For the second example we take tm = a/m, t
∗
m = b/m,m = 1, 2, . . . (ℜa,ℜb < 1), then
the integral (4.2.15) is∫
U(n)
det (1− AU)−a det
(
1− U−1B
)−b
d∗U =
∑
λ,l(λ)≤n
(a)λ(b)λ
(n)λ
sλ(AB)
Hλ
= 2F 1 (a, b;n|AB)
(4.2.17)
which is Gauss hypergeometric function of the matrix argument AB. By (4.1.10) we have
the determinant representation of (4.2.17). Let us mark that for integer a, b the logarithmic
derivative of the hypergeometric function 2F 1 (a, b;n|AB) solves Painleve V equation [14].
(D3) The third example is well-known model of unitary matrices (A = B = 1). See [45]
about this model. Now we present the following representation∫
U(n)
e
∑
m
tmTrUm+
∑
m
t∗mTrU−md∗U =
∑
λ,l(λ)≤n
sλ(t)sλ(t
∗) (4.2.18)
Due to the restriction l(λ) ≤ n it is not the l.h.s of Cauchy-Littlewood formula (4.1.7). Let
us mark that the right hand side of (4.2.18) is the subject of the so-called Gessel theorem if
one take t = t(xm), t∗ = t∗(ym), n < m. This case was considered in [15]. In this case we
have different determinant representations by (4.1.10), by (4.1.11) and also by the formula for
semi-infinite TL tau-function (6.8.1).
4.3 Tau functions of a matrix argument and angle integration. The
integration of tau functions over complex matrices
It is suitable to introduce the notion of tau function of matrix argument by analogy with the
hypergeometric function of matrix argument (4.1.8),(4.1.9):
τ (n,X, t∗) := τ (n, t(xn), t∗) , τ (n,X, Y ) := τ (n, t(xn), t∗(yn)) (4.3.1)
where Hirota-Miwa variables x1, . . . , xn are just eigenvalues of a matrix X . We shall use large
letters for this matrix argument. As it is in the case of the hypergeometric functions the tau
function by definition depends only on eigenvalues of the matrix.
Generalization of HCIZ integral
Let us consider the averaging of the TL tau function τr(n,XUY U
+, t∗):
I = 〈τr
(
n,XUY U+, t∗
)
〉U :=
∫
U(n)
τr
(
n,XUY U+, t∗
)
d∗U =
∑
λ,l(λ)≤n
sλ(X)sλ(Y )sλ(t
∗)
sλ(In)
rλ(n)
(4.3.2)
If we take t∗ =
(
a
1
, a
2
, . . .
)
we get the following TL tau function τr˜(n,X, Y )
∑
λ,l(λ)≤n
(a)λ
(n)λ
rλ(n)sλ(X)sλ(Y ) = cn
det{τr˜(1, xi, yj)}|i,j=1,...,n
∆(x)∆(y)
, r˜(m) :=
a+m− 1
n +m− 1r(m)
(4.3.3)
which is certain hypergeometric function (4.1.9) in case r rational. The r.h.s is the determinant
representation of the l.h.s. , see (4.1.11). ∆(x) is the Vandermond determinant.
Generalization of the integral over complex matrices
Let us consider the averaging of the TL tau function τr(n,AZBZ
+, t∗):
IC = 〈τr
(
n,XZY Z+, t∗
)
〉Z :=
∫
τr
(
n,XZY Z+, t∗
)
e−TrZZ
+
d2Z (4.3.4)
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We get ∫
τr
(
n,XZY Z+, t∗
)
e−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
sλ(X)sλ(Y )sλ(t
∗)
sλ(1, 0, 0, . . .)
rλ(n) (4.3.5)
If we take t∗ =
(
a
1
, a
2
, . . .
)
we get new TL tau function τr˜(n,X, Y ), where
r˜(m) = (a+m− 1)r(m) (4.3.6)
Finely we obtain
IC = τr˜(n,x,y) = cn
det{τr˜(1, xi, yj)}|i,j=1,...,n
∆(x)∆(y)
(4.3.7)
see (4.1.11).
Generalization of Gross-Witten integral. This is the integral
I(XY ) =
∫
U(n)
τr (n, t, XU) τr˜
(
n, U−1Y, t∗
)
d∗U =
∑
λ,l(λ)≤n
sλ(XY )sλ(t)sλ(t
∗)
sλ(In)
r˜λ(n)rλ(n)
(4.3.8)
For rr˜ = 1 the integral (4.3.8) is equal to the integral (4.2.15).
Let zi, i = 1, . . . , n are eigenvalues of the matrix XY . The matrix integral (4.3.8) is TL tau
function if
(a) t∗m = a/m,m = 1, 2, . . . (a is any complex number), then
I(XY ) =
∑
λ,l(λ)≤n
(a)λr˜λ(n)rλ(n)
sλ(XY )sλ(t)
(n)λ
=
det
(
zn−ki τr′(n− k + 1, t(zi), t∗)
)
|ni,k=1
∆(zn)
(4.3.9)
where r′(m) = a+m−1
n+m−1r(m)r˜(m). The last equality is due to (4.1.10).
(b) t∗m = δ1,m, then
I(XY ) =
∑
λ,l(λ)≤n
sλ(XY )sλ(t)
(n)λ
r˜λ(n)rλ(n) =
det
(
zn−ki τr′(n− k + 1, t(zi), t∗)
)
|ni,k=1
∆(zn)
(4.3.10)
where r′(m) = 1
n+m−1r(m)r˜(m). The last equality is due to (4.1.10).
(c) and (d) one gets by t↔ t∗.
(e) XY = In then
I(XY ) = τrr˜(n, t, t
∗) (4.3.11)
This answer may be also derived from (3.5.13).
Remark. Let us notice that the following averaging over unitary group U(n)
I(XY ) =
∫
U(n)
τr
(
n,XU, U−1Y
)
d∗U =
∑
λ
rλ(n)
sλ(XY )
sλ(In)
(4.3.12)
is not TL tau function. ✷
In the similar way one can consider the integral over complex matrix Z
I(XY ) =
∫
τr (n, t, XZ) τr˜
(
n, Z+Y, t∗
)
e−TrZZ
+
d2Z =
∑
λ,l(λ)≤n
sλ(XY )sλ(t)sλ(t
∗)
sλ(1, 0, 0, 0, . . .)
r˜λ(n)rλ(n)
(4.3.13)
The reader will pick up the solvable cases in the way similar to the previous cases.
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5 Integral representation of the scalar product and the
integrals over eigenvalues of random matrices
5.1 Integral representation of the scalar product <,>r,n
In case the function r has zero the scalar product (9.1.1) is degenerate one. For simplicity let
us take r(0) = 0, r(k) 6= 0, k ≤ n. The scalar product (9.1.1) non generate on the subspace of
symmetric functions spanned by Schur functions {sλ, l(λ) ≤ n}, l(λ) is the length of partition
λ.
To find the integral representation of this scalar product it is enough to find a function µ of
one variable with the following property. If it depends on the product of two variables x and
y, then moments of this function have a diagonal form:∫
Γ
µ(xy)dxdy = A,
∫
Γ
µ(xy)xnymdxdy = Aδn,mr(1)r(2) · · · r(n), n,m = 1, 2, . . . (5.1.1)
where Γ is some integration domain to be defined later, and values of r(k) are certain given
numbers, and A is finite and does not vanish:
A 6=∞, A 6= 0, (5.1.2)
The appropriate µ we shall denote by µr.
Example 1. The variable y is a complex conjugated of x = z. The integration domain is
the whole complex plane, we suggest that (5.1.2) is fulfilled. Then obviously∫
c
znz¯mµr(|z|2)dzdz¯ = Aδnmr(1)r(2) · · · r(n), n,m = 1, 2, . . . (5.1.3)
Example 2. The variable x is real, and the variable y is imaginary one. The integration
is going over the real and over the imaginary axes. We take µr(xy) = e
−xy and obtain that
r(n) = n: ∫
ℜ
∫
ℑ
xnyme−xydxdy = −2π√−1δnmn!, n,m = 0, 1, 2, . . . (5.1.4)
Example 3. Both variables x, y lie on the unit circle: x = e
√−1φ, y = e
√−1ϕ. We take
µr(xy) = (xy)
−1e(xy)
−1
and obtain that r(n) = 1/n:∮ ∮
xnyme(xy)
−1 dxdy
xy
= −4π2δnm 1
n!
, n,m = 0, 1, 2, . . . (5.1.5)
✷
Remark. We can find an appropriate function µr in a following way. Let r be an analytical
function of one variable and consider r(Dx), Dx = x
d
dx
which acts on the power functions xs by
the multiplication by r(s). One suggests that there exists a function µr(x) with the following
properties (
1− 1
x
r(−Dx)
)
µr(x) = 0, Dx = x
d
dx
(5.1.6)
One may find solutions by using the Mellin transformation as
µr(x) =
∫
γ
xse−T (−s−1)ds (5.1.7)
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where
eT (s−1)−T (s) = r(s) (5.1.8)
The integration domain Γ in (5.1.1) should be chosen in such a way that the operator
1
x
r(D), D = x d
dx
is conjugated to the operator 1
x
r(−D), D = x d
dx
:
(
1
x
r(D)
)∗
=
(
1
x
r(−D)
)
(5.1.9)
on the appropriate class of functions, as used in (5.1.1) below.
At last with the help of (5.1.6) and (5.1.9) we get (5.1.1). ✷
In case r(0) = 0 the series
µr(x) = 1 +
x
r(−1) +
x2
r(−1)r(−2) + · · · (5.1.10)
is the formal solution of (5.1.6). This series is equal to the tau-function of hypergeometric type
related to 1/r′ , where
r′(n) := r(−n) (5.1.11)
µr(xy) = τ1/r′ (1, t(x), t
∗(y)) , ktk = xk, kt∗k = y
k (5.1.12)
Let us suggest that the series (5.1.10) is convergent (this fact depends on the choice of the
function r) , and the integral (5.1.1) exists (A 6= 0,∞), then one may choose this µr for
(5.1.21).
Example 1a. We consider the case of Example 1 above. The hypergeometric function
pFs(a1, . . . , ap; b1, . . . , bs;−|z|2), p ≤ s may be taken as an example of the function µr of the
Example 1. We put |z|2 = x below. We have
∫ ∞
0
xnpFs(a1, . . . , ap; b1, . . . , bs;−x)dx = (−)(n+1)(p−s)n!
∏s
i=1(1− bi)n+1∏p
i=1(1− ai)n+1
, (5.1.13)
see for instance [40]. In this case
A =
∏s
i=1(bi − 1)∏p
i=1(ai − 1)
, r(n) = n
∏s
i=1(bi − n− 1)∏p
i=1(ai − n− 1)
(5.1.14)
It is known that the hypergeometric function pFs, p ≤ s
pFs (a1, . . . , ap; b1, . . . , bs;−x) =
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bs)n
(−x)n
n!
. (5.1.15)
is a convergent hypergeometric series. It is of form (5.1.10). This series is a solution of(
x+Dx
∏s
i=1(Dx + bi − 1)∏p
i=1(Dx + ai − 1)
)
pFs(a1, . . . , ap; b1, . . . , bs;−x) = 0 (5.1.16)
which the hypergeometric equation (8.0.12) rewritten in the form (5.1.6), where xy is replaced
by −x. The operator r(−Dx) acts on each xn of the convergent series as the multiplication by
r(−n).✷
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Example 1b. We choose r(k) = −k(a−1−k)−1, then 1F0(a; x) = (1−x)−a is the solution
of (5.1.6), for the case ℜa < 0 the condition (5.1.9) is fulfilled inside the interval [0, 1], and for
ℜa < 1 we have ∫ 1
0
xn1F0(a; x)dx = A
n!
(2− a)n ; A = (1− a)
−1 (5.1.17)
✷
Now we shall turn to the multiply integrals. Let us evaluate the integral
Iλ,ν = A
−n
∫
· · ·
∫
∆(x)∆(y)sλ(x)sν(y)
n∏
k=1
µr(xkyk)dxkdyk (5.1.18)
where x = (x1, . . . , xn),y = (y1, . . . , yn)
∆(z) =
n∏
i<j
(zi − zj) (5.1.19)
Using (5.1.1), the definition of the Schur functions (2.1.10) and the definition of rλ(n) (2.2.1)
(see [2] for details) we finely get the relation
Iλν = rλ(n)δν,λ (5.1.20)
and we obtain
Proposition 7
〈f, g〉r,n = 1
An
∫
Γ
· · ·
∫
Γ
∆(x)∆(y)f(x)g(y)
n∏
k=1
µr(xkyk)dxkdyk (5.1.21)
Then it follows that
Proposition 8
〈f, g〉r,n = 1
n!An
∫
Γ
· · ·
∫
Γ
f(x)g(y) det (µ(xiyj))i,j=1,...,n∆(x)∆(y)
n∏
k=1
dxkdyk (5.1.22)
The proof of the last Proposition follows from the fact that the function det (µ(xiyj))i,j=1,...,n
is an anti-symmetric function in variables x1, . . . , xn. Then by changing notations of the vari-
ables xi inside of the integral we obtain the Proposition.
Let us remember that if
t(x) = (t1(x), t2(x), . . .), t
∗(y) = (t∗1(y), t
∗
2(y), . . .), mtm =
n∑
i=1
xmi , mt
∗
m =
n∑
i=1
ymi
(5.1.23)
we have the following determinant representation [9] , [10] (see an Appendix below (6.7.4),
(6.2.11), (6.2.12))
∆(x)∆(y)τr (n, t(x), t
∗(y)) = cndet (τr (1, xi, yk))
n
i,k=1, cn =
n−1∏
k=0
(r(k))k−n (5.1.24)
where x = (x1, . . . , xn),y = (y1, . . . , yn) which is true on the level of formal series.
τ1/r′ (n, t(x), t
∗(y)) is the tau-function (3.4.8), where the function r is chosen as 1/r′
τ1/r′ (n, t(x), t
∗(y)) = 1 +
(
∑n
i=1 xi) (
∑n
i=1 yi)
r(−1) + · · · (5.1.25)
Due to determinant representation (5.1.24) we see that this series is a convergent one, since we
consider the series (5.1.12) to be convergent.
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Proposition 9 Let the tau function τ1/r′ of (3.4.8), where r
′(n) := r(−n), is a convergent
series, and let r(0) = 0. Then we have the following realization of scalar product (2.2.2)
〈f, g〉r,n = A−nc−1n
∫
Γ
· · ·
∫
Γ
f(x)g(y)τ1/r′ (n, t(x), t
∗(y)) (∆(x))2 (∆(y))2
n∏
k=1
dxkdyk (5.1.26)
The proof follows from the fact that the function τ1/r′ (n, t(x), t
∗(y)) is a symmetric function
in variables x1, . . . , xn. Then by changing notations of the variables xi inside of the integral we
obtain the Proposition.
Then it follows from (5.1.26),(2.2.13) that for the same conditions the following duality
relation is true
τr (n, t, t
∗)) = (5.1.27)
A−nc−1n
∫
Γ
· · ·
∫
Γ
e
∑n
i=1
∑∞
m=1
(tmxmi +t
∗
my
m
i
)τ1/r′ (n, t(x), t
∗(y)) (∆(x))2 (∆(y))2
n∏
k=1
dxkdyk (5.1.28)
Also due to (2.2.16),(2.2.17) we have the following
τr3 (0, t, t
∗) = (5.1.29)
A−nc−1n
∫
Γ
· · ·
∫
Γ
τr1 (k, t, t
∗(x)) τ1/r′ (n, t(x), t
∗(y)) τr2 (m, t(y), t
∗)∆2(x)∆2(y)
n∏
k=1
dxkdyk
(5.1.30)
where
r3(i) = r1(k + i)r2(m+ i)r(n+ i) (5.1.31)
5.2 Normal matrix model
Let us consider a model of normal matrices. A matrix is called normal if it commutes with
Hermitian conjugated matrix.
Let M be n by n normal matrix. The following integral is called the model of normal
matrices:
INM(n, t, t∗;u) =
∫
dMdM+eU(MM
+)+V1(M)+V2(M+) = (5.2.1)
C
∫
c
· · ·
∫
c
|∆(z)|2e
∑n
i=1
U(ziz¯i)+V1(zi)+V2(z¯i)
n∏
i=1
dzidz¯i (5.2.2)
where dM =
∏
i<k dℜMikdℑMik
∏N
i=1 dMii, in the last integral the integration is going over com-
plex planes of eigenvalues zi, C is a number which appears due to the matrix ’angle integration’
over V (M = V ZV −1, where Z = diag{zn}), and U is defined by u = (u1, u2, . . .):
U(MM+) =
∞∑
n=1
unTr(MM
+)n, V1(M) =
∞∑
m=1
tmTrM
m, V2(M) =
∞∑
m=1
t∗mTr
(
M+
)m
(5.2.3)
∆(z) =
n∏
i<k
(zi − zk) (5.2.4)
and ∆(z) = 1 for n = 1.
As we see the integral (5.2.2) has a form of (5.1.21), where x = z,y = z¯ , see Example 1 of
this section, and
f(z) = e
∑n
i=1
∑∞
m=1
tmzmi , g(z¯) = e
∑n
i=1
∑∞
m=1
t∗mz¯
m
i , µr(ziz¯i) = e
U(ziz¯i) (5.2.5)
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Now let us compare eU with µr of (5.1.10). We choose the integration domain Γ to be the whole
complex plane. We suppose that
π
√−1
∫ +∞
0
e
∑∞
n=1
unzndz = A 6= 0,∞ (5.2.6)
The condition (5.1.2) is fulfilled. If he function eU(|z|
2) has a form of (5.1.10) (each Taylor
coefficient is non-vanishing), then the set of variables u = (u1, u2, . . .) is related to the set
{r(n), n = −1,−2, . . .} as follows
hm(u) =
1
r(−1) · · ·
1
r(−m) , r(−m) =
hm−1(u)
hm(u)
, e
∑∞
k=1
ukz
k
=
∞∑
m=0
hm(u)z
m (5.2.7)
Example. Tm = δm,1. Then
hm(u) =
1
Γ(m+ 1)
, r(−m) = m (5.2.8)
✷
Finely formula (2.2.13), where pm =
∑n
i=1 z
m
i , yields the series for (5.2.1):
INM(n, t, t∗;u) =< e
∑n
i=1
∑∞
m=1
tmzmi , e
∑n
i=1
∑∞
m=1
t∗mz
m
i >r,n=
∑
λ
rλ(n)sλ(t)sλ(t
∗) (5.2.9)
5.3 Two-matrix model
Details of this and of the next section one can find in [2].
Let us evaluate the following integral over n by n matrices M1 and M2, where M1 is a
Hermitian matrix and M2 is an anti-Hermitian one
I2MM(n, t, t∗) =
∫
eV1(M1)+V2(M2)e−TrM1M2dM1dM2 (5.3.1)
where
V1(M1) =
∞∑
m=1
tmTrM
m
1 , V2(M2) =
∞∑
m=1
t∗mTrM
m
2 (5.3.2)
It is well-known [16],[5] that this integral reduces to the integral over eigenvalues xi and yi of
matrices M1 and M2 respectively.
To do it first we diagonalize the matrices: M1 = U1XU
−1
1 ,M2 =
√−1U2Y U−12 , where
U1, U2 are unitary matrices and X, Y are diagonal matrices with real entries. Then one cal-
culates the Jacobians of the change of variables M1 → (X,U1),M2 → (Y, U2) : dM1 =
(∆(x))2
∏n
k=1 dxk
∏
i<j dℜ(U1)ijdℑ(U1)ij and dM2 = (∆(y))2
∏n
k=1 dyk
∏
i<j dℜ(U2)ijdℑ(U2)ij.
As a result we get
I2MM(n, t, t∗) =
∫
e
∑n
i=1
∑∞
m=1
tmxmi e
∑n
i=1
∑∞
m=1
tmymi I(x,y)∆2(x)∆2(y)
n∏
k=1
dxkdyk
∫
d∗U1
(5.3.3)
where
I(x,y) =
∫
e−TrXUY U
−1
d∗U (5.3.4)
is the so-calledHarish-Chandra-Itzykson-Zuber (HCIZ) integral. The integration (5.3.4)
is over unitary group U(n), d∗U is Haar measure. This integral was calculated [16], [5] :
I(x,y) =
det
(
e−xiyk
√−1
)n
i,k=1
∆(x)∆(y)
(5.3.5)
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Due to (5.1.24) formula (5.3.5) is a manifest of the fact that the Harish-Chandra-Itzykson-
Zuber integral actually is a tau-function (see a different approach to this fact in [47]). This is
the tau-function τr which corresponds to r(n) = −1/n, in other words we can write
I(x,y)
0! · · · (n− 1)! = τ1/r′ (n, t(x), t
∗(y)) , 1/r′(n) = −1
n
(5.3.6)
For n = 1, x1 = x, y1 = y we have
τ1/r′ (1, t(x), t
∗(y)) = e−xy
√−1 (5.3.7)
This was the subject of the Example (5.1.4).
Therefore due to (5.1.26) we obtain that the model of two Hermitian random matrices is
the series of hypergeometric type (2.2.13), where pm =
∑n
i=1 z
m
i and r(n) = n:
I2MM(n, t, t∗) =
Cn
(2π)n
< e
∑n
i=1
∑∞
m=1
tmzmi , e
∑n
i=1
∑∞
m=1
t∗mz
m
i >r,n=
Cn
(2π)n
∑
λ
(n)λsλ(t)sλ(t
∗)
(5.3.8)
where we remember that according to (2.2.1)
(n)λ =
∏
i,j∈λ
(n+ j − i) = Γ(n+ 1 + λ1)Γ(n+ λ2) · · ·Γ(λn)
Γ(n + 1)Γ(n) · · ·Γ(1) (5.3.9)
and Cn incorporates the volume of unitary group.
The same result one can obtain with the help of (5.1.21), using the known result that integral
(5.3.3) is equal to
Cn
∫ ∞
−∞
· · ·
∫ ∞
−∞
e
∑n
i=1
∑∞
m=1
tmxmi e
∑n
i=1
∑∞
m=1
tmymi e−
∑n
i=1
xiyi
√−1∆(x)∆(y)
n∏
i=1
dxidyi (5.3.10)
where xi and yi are eigenvalues of M1 and M2 respectively.
This integral has a form of (5.2.5) if one takes the integrals over variables xi be along the real
axe, while the integrals over variables yi be along the imaginary axe. Then we take r(n) = n
so that
µr(xy) = τ1/r′ = 1− xy + x
2y2
2
+ · · · = e−xy (5.3.11)∫
ℜ
∫
ℑ
e−xydxdy = 2π (5.3.12)
Thus we have the following perturbation series [2]
I2MM(n, t, t∗)
I2MM(n, 0, 0)
=
∑
λ
(n)λsλ(t)sλ(t
∗) (5.3.13)
In case all higher coupling constants are equal to 0 (namely, in the case of Gauss matrix integral)
this series can be easily evaluated as
I2MM(1, t1, t2, 0, 0, . . . ; t
∗
1, t
∗
2, 0, 0, . . .) =
∞∑
m=0
m!hm(t)hm(t
∗) =
exp
t1t∗1+t2(t∗1)
2
+t∗2(t1)
2
1−4t2t∗2√
1− 4t2t∗2
(5.3.14)
and for n > 1 one can use the formula (for example see [2])
τr (n, t, t
∗) =
1
(n− 1)! · · ·0! det
 ∂k+m
∂kt1∂
m
t∗1
τr (1, t, t
∗)
n−1
k,m=0
(5.3.15)
which is true for the case r(0) = 0.
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5.4 Hermitian one matrix model
Below we shall follow [2].
We suggest a fermionic representation of the well-known partition function of one matrix
model [8] (which generalizes the known Gaussian unitary ensemble (GUE), [5])
Z(N, g, g4) =
∫
dMe−NTr(
g
2
M2+g4M4), (5.4.1)
this fermionic representation being different from [45],[60]. The reason is that, as it was before
in the paper, we consider the matrix model in the sense of the perturbation series .
We chose the normalization of the matrix integral in such a way that it is equal to 1 when
g4 = 0.
Let us evaluate simplest perturbation terms for one matrix model using the series (5.3.14)
[2]. Let us consider the model of two Hermitian matrices (5.3.1), and take all tk = 0 except t4,
and all t∗k = 0 except t
∗
2. Then as it is known [49] if we put
g4 = −4N−1t4, g = (2Nt∗2)−1 (5.4.2)
we obtain that
I2MM(0, 0, 0, t4, 0, . . . ; 0, t
∗
2, 0, 0, . . .) = Z(N, g, g4) (5.4.3)
and therefore we get∑
λ
(N)λsλ(t)sλ(t
∗) =
∫
dMe−NTr(
g
2
M2+g4M4) = Z(N, g, g4) (5.4.4)
Remark. As it is well-known, see for instance [50], according to Feynman rules for one
matrix model we have (a) to each propagator (double line) is associated a factor 1/(Ng) (which
is 2t∗2 in our notations) (b) to each four leg vertex is associated a factor (−Ng4) (which is 4t4
in our notations) (c) to each closed single line is associated a factor N . Therefore one may say
that the factors (N)λ in (5.4.4) is responsible for closed lines, the factors sλ(t = 0, t2, 0, . . .) are
responsible for propagators and the factors sλ(t
∗) are responsible for vertices. As we see we get
the following structure for the Feynman diagrams, containing k = |λ|/4 vertices and 2k = |λ|/2
propagators:
(Ng4)
|λ|/4(Ng)−|λ|/2
∑
|λ|=4k
(N)λaλbλ (5.4.5)
where the number |λ| is the weight of partition λ, and aλ, bλ are numbers:
aλ = sλ(0, 0, 0, 1, 0, . . .), bλ = sλ(0, 1, 0, . . .) (5.4.6)
Let us also notice that to evaluate the numbers aλ, bλ one can use either the definition of Schur
functions (3.1.26)-(3.1.27), or one can use the following formulae, which we borrow in [56]:
bλ =
N−1∏
k=1
k!
∆(heven)∆(hodd)∏
i
(
heven
2
)∏
i
(
hodd−1
2
)sign
∏
i,j
(heven − hodd)
 (5.4.7)
aλ =
N−1∏
k=1
k!
3∏
ǫ=0
∆(hǫ)∏
i
(
hǫ−ǫ
2
)sign
 ∏
0≤ǫ1<ǫ2≤3
∏
i,j
(h
(ǫ2)
i − h(ǫ1)j )
 (5.4.8)
where we keep the notation hi of [56] for shifted weights λi − i (not miss with the complete
symmetric function). Here integers h factor into 4 groups of N
4
integers hǫ with ǫ = 0, 1, 2, 3
denoting their congruence modulo 4 [56]. ✷
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Since only t4 is non vanishing the first non vanishing Schur functions correspond to λ of
weight 4, which are (4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1). Let us notice that two last partition
are conjugated to the two first, and the partition (2, 2) is self conjugated.
To evaluate l.h.s. of (5.4.4) we use (2.2.1) , (2.1.12) and take into account the property for
conjugated partition λ′ we have
sλ′(−t) = (−)|λ|sλ(t), r′λ′(−n) = rλ(n) (5.4.9)
where |λ| is the number of boxes in the Young diagram (or the same - the weight of the
partition), and for r′ see (3.4.9).
The partition λ = (4) gives
N(N + 1)(N + 2)(N + 3)t4
(t∗2)
2
2!
= (N4 + 6N3 + 11N2 + 6N)
(
−Ng4
4
)(
1
8N2g2
)
(5.4.10)
Due to (5.4.9) , (5.4.2) the conjugated partition (1, 1, 1, 1) gives the same answer but N →
−N . (Thus one needs to keep only even powers of N).
The partition (3, 1) gives
N(N + 1)(N + 2)(N − 1)(−t4)(−t
∗
2)
2
2!
= (N4 + 2N3 −N2 − 2N)
(
−Ng4
4
)(
1
8N2g2
)
(5.4.11)
Again due to the contribution of the conjugated partition (2, 1, 1) one needs to keep only
even powers of N .
First Schur function in the l.h.s of (5.4.4) is equal to zero (due to (2.1.12) and since only t4
is non vanishing).
Finely we find first perturbation terms as
1−
(
N2
2
+
1
4
)
g4
g2
+ · · · (5.4.12)
This answer coincides with the well-known answer one gets by Feynman diagram method,
see [50]
For the next order one takes partitions of weight 8, as a consequence that it is only t4 that
is non vanishing. One can get that non vanishing contribution is only due to self conjugated
partitions (3, 3, 2), (4, 2, 1, 1), and to partitions (8); (7, 1), (4, 4); (6, 1, 1), (4, 3, 1); (5, 1, 1, 1) and
conjugated to these ones. The enumerated partitions yields respectively h24, h
2
4, then h8;−h8, h24;
−h8,−h24;−h8 for sλ(t∗). And it yields respectively h24−h4h22, h24−h4h22, then h8;−h8, h24;−h8−
h6h2,−h24 + h6h2;−h8 + h6h2 for sλ(t). For partitions (3, 3, 2), (4, 2, 1, 1), and for partitions
(8); (7, 1), (4, 4); (6, 1, 1), (4, 3, 1); (5, 1, 1, 1) we get respectively
N(N + 1)(N + 2)(N − 1)(N)(N + 1)(N − 2)(N − 1)
(
t24
)((t∗2)2
2!
)2
− (t
∗
2)
2
2!
(t∗2)
2
 (5.4.13)
N(N + 1)(N + 2)(N + 3)(N − 1)(N)(N − 2)(N − 3)(t24)
((t∗2)2
2!
)2
− (t
∗
2)
2
2!
(t∗2)
2
 (5.4.14)
and
N(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N + 7)
(
t24
2!
)(
(t∗2)
4
4!
)
(5.4.15)
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N(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N + 6)(N − 1)
(
− t
2
4
2!
)(
−(t
∗
2)
4
4!
)
(5.4.16)
N(N + 1)(N + 2)(N + 3)(N − 1)(N)(N + 1)(N + 2)
(
t24
)((t∗2)2
2!
)2
(5.4.17)
N(N + 1)(N + 2)(N + 3)(N + 4)(N + 5)(N − 1)(N − 2)
(
t24
2!
)(
(t∗2)
4
4!
− t∗2
(t∗2)
3
3!
)
(5.4.18)
N(N + 1)(N + 2)(N + 3)(N − 1)(N)(N + 1)(N − 2)
(
−t24
)−((t∗2)2
2!
)2
+ t∗2
(t∗2)
3
3!
 (5.4.19)
N(N + 1)(N + 2)(N + 3)(N + 4)(N − 1)(N − 2)(N − 3)
(
− t
2
4
2!
)(
−(t
∗
2)
4
4!
+ t∗2
(t∗2)
3
3!
)
(5.4.20)
At the highest order at N which is N6 one gets zero.
(32N6 + 320N4 + 488N2)t24(t
∗
2)
4 = (32N6 + 320N4 + 488N2)
(
Ng4
4
)2 ( 2
Ng
)4
= (5.4.21)
g24
g4
(32N4 + 320N2 + 488)
Finely
Z(N, g, g4) = 1− g4
g2
(
N2
2
+
1
4
)
+
g24
g4
(32N4 + 320N2 + 488) +O
(
g34
g6
)
(5.4.22)
5.5 Unitary two-matrix model
Let us consider the integral
IUM(n, t, t∗) =
∫
U(n)
e
∑∞
m=1
tmTrUm1 e
∑∞
m=1
t∗mTrUm2 eTrU
−1
1 U
−1
2 d∗U1d∗U2 (5.5.1)
This model was considered in [47]. By the Example 3 of the subsection 4.1 we have
IUM(n, t, t∗) =
∑
λ
sλ(t)sλ(t
∗)
(n)λ
= cn
det(eaibj )
∆(a)∆(b)
(5.5.2)
(the last formula we obtain via (4.1.11)).This expression coincides with the series HCIZ integral
(5.3.6). First this model was identified with HCIZ integral in [47].
5.6 New multi-matrix models which can be solved by the method
of orthogonal polynomials and the Schur function expansion
Here we consider new solvable multi-matrix integrals which we obtain with the help of the
subsection Angle integration of tau functions. Integration over complex matrices.
Let us remind that the multi-matrix model of Hermitian matrices
I =
∫
eV1(M1)+···+VN (MN )eTrM1M2eTrM2M3 · · · eTrMN−1MNdM1 · · · dMN (5.6.1)
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where M1, . . . ,MN are Hermitian n by n matrices and
Vk(Mk) =
∞∑
m=1
t(k)m TrM
m
k , k = 1, . . . , N, (5.6.2)
was shown to be multi-component KP tau function and solved by the method of orthogonal
polynomials.
Now we consider more general integral over matrices M1, . . . ,MN
I =
∫
eV1(M1)+···+VN (MN )R1(M1M2)R2(M2M3) · · ·RN−1(MN−1MN )dM1 · · · dMN (5.6.3)
If we choose the interaction term as hypergeometric function of matrix argument (see (4.3.1))
Rk(MkMk+1) = τrk(n, t,MkMk+1), t = (1, 0, 0, 0, . . .) (5.6.4)
then due to (4.3.2) it is possible to perform the angle integration over each Uk(n) where
Mk = UkX
(k)U+k , X
(k) = diag(x
(k)
1 , . . . , x
(k)
n ). Really, (4.3.2) is a tau function which has a
determinant representation (4.1.11). Finely we obtain the following integral over eigenvalues
x
(k)
i (i = 1, . . . , n; k = 1, . . . , N):
I = c
∫ n∏
i=1
ρk(x
(1)
i x
(2)
i )ρ2(x
(2)
i x
(3)
i ) · · ·ρN−1(x(N−1)i x(N)i )
N∏
k=1
e
∑N
k=1
∑∞
m=1
t
(k)
m (x
(k)
i
)mdx
(k)
i (5.6.5)
where
ρk(x
(k)
i x
(k+1)
i ) = τrk(1, t, x
(k)
i x
(k+1)
i ), t = (1, 0, 0, 0, . . .) (5.6.6)
(In the case of the familiar multi-matrix model (5.6.1) each ρk(xy), k = 1, . . . , N is e
−xy).
The integral (5.6.5) may be evaluated by the method of orthogonal polynomials {pm(tN, x)},
{πm(tN, x)} which depend on the collection of times tN = (t(1), t(2), . . . , t(N))∫
pm(t
N, x)πn(t
N, y)ω(tN, x, y)dxdx = δnme
φn(tN), n,m = 0, 1, 2, . . . (5.6.7)
Each of polynomials is of a form pm(t
N, x) =
∑
n≤m pnm(t
N)xn, πm(t
N, x) =
∑
n≤m πnm(t
N)xn,
and the weight function is
ω(tN, x, y) = eV1(x)+VN (y)
∫
ρk(xx
(2))ρ2(x
(2)x(3)) · · · ρN−1(x(N−1)y)
N−1∏
k=2
eVk(x
(k))dx(k) (5.6.8)
We obtain
I = c
n∏
k=1
eφk(t
N) (5.6.9)
Let us notice that the orthogonal polynomials are Baker-Akhiezer functions of TL hierarchy.
Gauss-Zakharov-Shabat factorization problem for TL equation [27] directly results from the
relation (5.6.7)
K+(t
N) = K−(tN)eΦG(tN), Φ = diag(φ1(tN), φ2(tN), . . .) (5.6.10)
where
(K+)nm = (π
−1)nm, (K−)nm = pnm, Gnm =
∫
xnymω(tN, x, y)dxdx (5.6.11)
(as it was in the case of two-matrix model [44]).
The Schur function expansion for these matrix matrix models is given by (1.0.9), where Kλµ
are expressed via products of skew Schur functions.
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5.7 Standard scalar product
Let us suggest a realization of the standard scalar product (3.3.2). This scalar product is
a particular case of (3.3.9). In this case r ≡ 1. This function has no zeroes, therefore the
consideration of the previous subsection is not valid. We realize (3.3.2) as follows
< f, g >=
∫
f(t)e−
∑∞
m=1
m|tm|2g(¯t)
∞∏
m=1
md2tm
π
(5.7.1)
where t¯m is the complex conjugated of tm. The formula for the scalar product of two tau-
functions is similar to (5.1.29):
< τr1(k), τr2(m) >= τr3(0) = (5.7.2)
where due to (3.4.8),(3.3.2) r3(i) = r1(k + i)r2(m+ i), and
=
∫
τr1 (k, t, γ) e
−
∑∞
k=1
k|γk|2τr2(m, γ¯, t
∗)
∞∏
i=1
kd2γk
π
(5.7.3)
Different representation of the standard scalar product one can get in the following way.
Consider
< τr1(k), τr2(m) >n=
∫
U(n)
τr1(k, t, U)τr2(m,U
−1, t∗)d∗U =
∑
l(λ)≤n
(r1r2)λsλ(t)sλ(t
∗), (5.7.4)
where the tau functions of matrix arguments are defined by (4.3.1). In case the restriction
l(λ) ≤ n is irrelevant the standard scalar product coincides with the scalar product <,>n of
(5.7.4).
5.8 About spectral determinants
In many problems it is interesting to evaluate the following integral over n by n matrices
K(n : a, b, c, d) =
∫ ∏pa
i=1 det(ai −M1)
∏pb
i=1 det(bi −M1)∏pc
i=1 det(ci −M2)
∏pd
i=1 det(di −M2)
eV1(M1)+V2(M2)eU(M1,M2)dM1dM2
(5.8.1)
where
V1(M1) =
∞∑
m=1
tmTrM
m
1 , V2(M2) =
∞∑
m=1
t∗mTrM
m
2 (5.8.2)
The integral (5.8.1) is called a spectral determinant. In case of one matrix model the results for
the product of the determinants were obtained in [63]. In the paper [66] the interesting results
were obtained to evaluate the rational expressions of the determinants.
In case the integral
I(t, t∗) =
∫
eV1(M1)+V2(M2)eU(M1,M2)dM1dM2 (5.8.3)
is a tau function of hypergeometric type, the spectral determinant is also a tau-function. By
the Wick theorem it is equal to a determinant. Really K(x, y) =
〈n|eH(t)ψ( 1
a1
) · · ·ψ( 1
apa
)ψ∗(
1
cpc
) · · ·ψ∗( 1
c1
)gψ∗(b1) · · ·ψ∗(bpb)ψ(dpd) · · ·ψ(d1)eH(t
∗)|n〉 (5.8.4)
Look Appendix A below. The explicit expression is rather long and we shall write down it
somewhere else.
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6 Appendices A
6.1 Baker-Akhiezer functions and bilinear identities [7]
Vertex operators V∞(t, z), V ∗∞(t, z) and V0(t
∗, z), V ∗0 (t
∗, z) act on the space C[t1, t2, . . .] of
polynomials in infinitely many variables, and are defined by the formulae:
V∞(t, z) = zMeξ(t,z)e−ξ(∂˜,z
−1), V ∗∞(t, z) = z
−Me−ξ(t,z)eξ(∂˜,z
−1), (6.1.1)
V0(t
∗, z) = zMe−ξ(t
∗,z−1)eξ(∂˜
∗,z), V ∗0 (t
∗, z) = z−Meξ(t
∗,z−1)e−ξ(∂˜
∗,z), (6.1.2)
where ∂˜ = ( ∂
∂t1
, 1
2
∂
∂t2
, 1
3
∂
∂t3
, . . .), ∂˜∗ = ( ∂
∂t∗1
, 1
2
∂
∂t∗2
, 1
3
∂
∂t∗3
, . . .).
We have the rules of the bosonization:
〈M + 1|eH(t)ψ(z) = V∞(t, z)〈M |eH(t), 〈M − 1|eH(t)ψ∗(z) = V ∗∞(t, z)〈M |eH(t)
dz
z
, (6.1.3)
ψ(z)eH
∗(t∗)|M〉 = V0(t∗, z)eH∗(t∗)|M − 1〉, ψ∗(z)eH∗(t∗)|M〉 = V ∗0 (t∗, z)eH
∗(t∗)|M + 1〉dz
z
(6.1.4)
The Baker-Akhiezer functions and conjugated Baker-Akhiezer functions are:
w∞(M, t, t∗, z) =
V∞(t, z)τ
τ
, w∗∞(M, t, t
∗, z) =
V ∗∞(t, z)τ
τ
, (6.1.5)
w0(M, t, t
∗, z) =
V0(t
∗, z)τ(M + 1)
τ(M)
, w∗0(M, t, t
∗, z) =
V ∗0 (t
∗, z)τ(M − 1)
τ(M)
, (6.1.6)
where
τ(M) = τ(M, t, t∗) = 〈M |eH(t)geH∗(t∗)|M〉. (6.1.7)
Both KP and TL hierarchies are described by the bilinear identity:∮
w∞(M, t, t∗, z)w∗∞(M
′, t′, t′∗, z)dz =
∮
w0(M, t, t
∗, z−1)w∗0(M
′, t′, t′∗, z−1)z−2dz, (6.1.8)
which holds for any t, t∗, t′, t′∗ for any integers M,M ′.
The Schur functions sλ(t) are well-known examples of tau-functions which correspond to
rational solutions of the KP hierarchy. It is known that not any linear combination of Schur
functions turns to be a KP tau-function, in order to find these combinations one should solve
bilinear difference equation, see [23], which is actually a version of discrete Hirota equation.
Below we shall present KP tau-functions which are infinite series of Schur polynomials, and
which turn to be known hypergeometric functions (8.0.20),(8.0.26).
6.2 H0(T), fermions ψ(T, z), ψ
∗(T, z), bosonization rules [12]
Throughout this section we assume that r, r˜ 6= 0.
Put
r(n) = eTn−1−Tn , r˜(n) = eT˜n−1−T˜n (6.2.1)
New variables Tn, n ∈ Z (and also T˜n) are defined up to a constant independent of n.
We define a generator H0(T ) ∈ ĝl(∞) :
H0(T ) :=
∞∑
n=−∞
Tn : ψ
∗
nψn :, (6.2.2)
36
which produces the following transformation:
e∓H0(T )ψne±H0(T ) = e±Tnψn, e∓H0(T )ψ∗ne
±H0(T ) = e∓Tnψ∗n (6.2.3)
This is the transformation which sends Am, A˜m of (3.2.14), (3.5.2) to H−m, Hm respectively.
Therefore
eH0(T˜ )A˜(T )e−H0(T˜ ) = H(t), e−H0(T )A(t∗)eH0(T ) = −H∗(t∗). (6.2.4)
It is convenient to consider the following fermionic operators:
ψ(T, z) = eH0(T )ψ(z)e−H0(T ) =
n=+∞∑
n=−∞
e−Tnznψn, (6.2.5)
ψ∗(T, z) = eH0(T )
n=+∞∑
n=−∞
z−n−1ψ∗ne
−H0(T ) =
n=+∞∑
n=−∞
eTnz−n−1ψ∗n. (6.2.6)
Now we consider Hirota-Miwa change of variables: t = ±t(xN) and t∗ = ±t∗(yN).
Considering (6.1.3),(6.1.4) and using (6.2.4),(6.2.5),(6.2.6) (6.1.3),(6.1.4) we get the follow-
ing bosonization rules
e−A(t
∗(yN ))|M〉 = ψ(T, y1) · · ·ψ(T, yN)|M −N〉
∆+(M,N, T,yN)
, (6.2.7)
e−A(−t
∗(yN ))|M〉 = ψ
∗(T, y1) · · ·ψ∗(T, yN)|M +N〉
∆−(M,N, T,yN)
, (6.2.8)
〈M |eA˜(T (xN )) = 〈M −N |ψ
∗(−T˜, 1
xN
) · · ·ψ∗(−T˜, 1
x1
)
∆˜+(M,N, T˜,xN)
, (6.2.9)
〈M |eA˜(−t(xN )) = 〈M +N |ψ(−T˜,
1
xN
) · · ·ψ(−T˜, 1
x1
)
∆˜−(M,N, T˜,xN)
. (6.2.10)
The coefficients are
∆±(M,N, T,yN) =
∏N
i<j(yi − yj)
(y1 · · · yN)N∓M ×
τ(M, 0,T, 0)
τ(M ∓N, 0,T, 0) , (6.2.11)
∆˜±(M,N, T˜,xN) =
∏N
i<j(xi − xj)
(x1 · · ·xN )N−1∓M ×
τ(M, 0, T˜, 0)
τ(M ∓N, 0, T˜, 0) , (6.2.12)
where in case N = 1 the Vandermond products
∏N
i<j(yi − yj),
∏N
i<j(xi − xj) are replaced by 1.
The origin of the notation τ(M, 0,T, 0) is explained latter, see (6.3.5),(6.3.7), and used for
τ(n, 0, T, 0) = eTn−1+···+T1+T0 = enT0
n−1∏
k=0
(r(k))k−n , n > 0, (6.2.13)
τ(0, 0, T, 0) = 1, n = 0, (6.2.14)
τ(n, 0, T, 0) = e−Tn−···−T−2−T−1 = enT0
−n−1∏
k=0
(r(k))k+n , n < 0. (6.2.15)
Therefore in Hirota-Miwa variables one can rewrite the vacuum expectation of the exponents
of (3.5.1) and (3.5.2):
〈M |eA˜(t(xN ))e−A(t∗(yN ))|M〉 =
〈M −N |ψ∗(−T˜, 1
xN
) . . . ψ∗(−T˜, 1
x1
)ψ(T, y1) · · ·ψ(T, yN)|M −N〉
∆˜+(M,N, T˜,xN)∆+(M,N, T,yN)
, (6.2.16)
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〈M |eA˜(−t(xN ))e−A(−t∗(yN ))|M〉 =
〈M +N |ψ(−T˜, 1
xN
) · · ·ψ(−T˜, 1
x1
)ψ∗(T, y1) · · ·ψ∗(T, yN)|M +N〉
∆˜−(M,N, T˜,xN)∆−(M,N, T,yN)
. (6.2.17)
This representation is suitable for an application of Wick rule (3.1.6) , see (6.7.4) below.
6.3 Toda lattice tau-function τ(n, t, T, t∗) [12]
Here we consider Toda lattice (TL) [19],[7],[27]. Our notations M, t, t∗ correspond to the nota-
tions s, x,−y respectively in [27].
Let us consider a special type TL tau-function (3.1.25), which depends on the three sets of
variables t, T, t∗ and on M ∈ Z:
τ(M, t, T, t∗) = 〈M |eH(t) exp
( ∞∑
−∞
Tn : ψ
∗
nψn :
)
eH
∗(t∗)|M〉, (6.3.1)
where : ψ∗nψn := ψ
∗
nψn − 〈0|ψ∗nψn|0〉. Since the operator
∑∞
−∞ : ψ
∗
nψn : commutes with all
elements of the ĝl(∞) algebra, one can put T−1 = 0 in (6.3.1). With respect to the KP and the
TL dynamics the variables Tn have a meaning of integrals of motion.
As we shall see the hypergeometric functions (8.0.10),(8.0.13),(8.0.20),(8.0.17) listed in the
Appendix are ratios of tau-functions (6.3.1) evaluated at special values of timesM, t, T, t∗. It is
true only in the case when all parameters ak of the hypergeometric functions are non integers.
For the case when at least one of the indices ak is an integer, we will need a tau-function of an
open Toda chain which will be considered in the Appendix.
Tau-function (6.3.1) is linear in each eTn . It is described by the Proposition
Proposition 10
τ(M, t, T, t∗)
τ(M, 0, T, 0)
= 1 +
∑
λ6=0
e(TM−1−Tλ1+M−1)+(TM−2−Tλ2+M−2)+···+(TM−l−Tλl+M−l)sλ(t)sλ(t∗). (6.3.2)
The sum is going over all different partitions
λ = (λ1, λ2, . . . , λl), l = 1, 2, 3, ..., (6.3.3)
excluding the partition 0.
Let r 6= 0,r˜ 6= 0. Then we put
r(n) = eTn−1−Tn, r˜(n) = eT˜n−1−T˜n . (6.3.4)
to show the equivalence of (3.4.8) and (6.3.2) in this case. We have
τ(n, 0, T, 0) = e−Tn−1−···−T1−T0 = e−nT0
n−1∏
k=0
(r(k))n−k , n > 0, (6.3.5)
τ(0, 0, T, 0) = 1, n = 0, (6.3.6)
τ(n, 0, T, 0) = eTn+···+T−2+T−1 = e−nT0
−n−1∏
k=0
(r(k))−k−n , n < 0. (6.3.7)
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Proposition 11 Let τ(n, t, T, t∗) is the Toda lattice tau function (6.3.1). Then
τ(n, t, T˜ + T, t∗)
τ(n, 0, T˜ + T, 0)
= 〈n|eA˜(t)e−A(t∗)|n〉 = τr˜r(n, t, t∗). (6.3.8)
where
A(t∗) =
∞∑
k=1
Akt
∗
k, A˜(t) =
∞∑
k=1
A˜ktk, (6.3.9)
Ak, A˜k are defined by (3.5.3),(3.5.4). The functions r˜, r are related to T˜ , T by (6.3.4), the
product rr˜ has no zeroes at integer values of it’s argument.
This proposition follows from formulas(6.2.3)-(6.2.4).
We shall consider r˜ = 1.
The notation τr(M, t, t
∗) will be used only for the KP tau-function (3.4.6). Notation
τ(M, t, T, t∗) is used for Toda lattice tau-function. These tau-functions are related via (6.3.8).
KP tau-function τ(n) := τr(n, t, t
∗) obeys the following Hirota equation:
τ(n)∂t∗1∂t1τ(n)− ∂t1τ(n)∂t∗1τ(n) = r(n)τ(n− 1)τ(n + 1). (6.3.10)
The equation
∂t1∂t∗1φn = r(n)e
φn−1−φn − r(n+ 1)eφn−φn+1 (6.3.11)
which is similar to the Toda lattice equation holds for
φn(t, t
∗) = − log τr(n+ 1, t, t
∗)
τr(n, t, t∗)
(6.3.12)
Equations (6.3.11) and (6.3.10) are still true in case r has zeroes.
If the function r has no integer zeroes, using the change of variables
ϕn = −φn − Tn, (6.3.13)
we obtain Toda lattice equation in the standard form [27]:
∂t1∂t∗1ϕn = e
ϕn+1−ϕn − eϕn−ϕn−1 . (6.3.14)
As we see from (6.3.13) the variables Tn might have the meaning of asymptotic values of the
fields φn for the class of tau-functions (6.3.1) which is characterized by the property ϕn → 0 as
t1 → 0.
6.4 Expansion of eH0 and its trace in the Fock subspace Fn
eH0(T ) =
∞∑
n=−∞
cn
∑
λ
rλ|λ, n〉〈λ, n| (6.4.1)
It then follows that the loop
<< τr(n) >>r,n=
∑
λ
rλ(n) = TrFne
H0(T ) (6.4.2)
where the trace is taken in the n-th component of Fock space Fn.
39
6.5 Expressions and linear equations for tau-functions I (Hirota-
Miwa variables)
It is well-known fact that tau-functions solves bilinear equations. The class of tau-functions
under our consideration solves also linear equations.
The relations of this subsection correspond to the case when at least one set of variables
(either t or t∗ or both ones) is substituted with Hirota-Miwa variables.
In cases t = t(xN) (using (6.2.9) and (3.4.3)) and t = −t(xN ) (using (6.2.10) and (3.4.2))
one gets the following representations
τr(M, t(x
N), t∗) = ∆−1
(
eξr′(t
∗,x1) · · · eξr′ (t∗,xN ) ·∆
)
, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN)N−1−M (6.5.1)
τr(M,−t(xN ), t∗) = ∆−1
(
e−ξr(t
∗,x1) · · · e−ξr(t∗,xN ) ·∆
)
, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−1+M (6.5.2)
where the exponents are formal series eξ = 1+ ξ + · · ·, and r(Di)∏k xakk = r(ai)∏k xakk . Let us
write down that according to (3.4.4),(3.4.9)
ξr′(t
∗, xi) =
+∞∑
m=1
t∗m (xir(Di))
m , ξr(t
∗, x) =
+∞∑
m=1
t∗m (xir(−Di))m , Di = xi
∂
∂xi
(6.5.3)
Let us note that [ξr′(t
∗, xn), ξr′(t∗, xm)] = 0 = [ξr(t∗, xn), ξr(t∗, xm)] for all n,m.
(6.5.2) may be also obtained from (6.5.1) with the help of (3.4.10).
From (6.5.1) it follows for m = 1, 2, . . . that(
∂
∂t∗m
−
N∑
i=1
(xir(Dxi))
m
)(
∆τr(M, t(x
N), t∗)
)
= 0, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN)N−1−M . (6.5.4)
In case t = t(xN), t∗ = t∗(yN
∗
) we get
τr(M, t(x
N), t∗(yN
∗
)) =
∑
λ∈P
rn(M)sλ(x
N)sλ(y
N∗) (6.5.5)
=
1
∆(x)
N∏
i=1
N∗∏
j=1
(1− yjxir(Dxi))−1 ·∆(x) (6.5.6)
=
1
∆(y)
N∏
i=1
N∗∏
j=1
(1− xiyjr(Dyj ))−1 ·∆(y) (6.5.7)
where
∆(x) =
∏N
i<j(xi − xj)
(x1 · · ·xN )N−1−M , ∆(y) =
∏N∗
i<j(yi − yj)
(y1 · · · yN)N∗−1−M (6.5.8)
Looking at (6.5.6) ,(6.5.7) one derives the following system of linear equations(
Dyj −
N∑
i=1
1
1− yjxir(Dxi)
+N
) (
∆(x)τr(M, t(x
N), t∗(yN
∗
))
)
= 0, j = 1, . . . , N∗ (6.5.9)
Dxi − N
∗∑
j=1
1
1− xiyjr(Dyj)
+N∗
(∆(y)τr(M, t(xN), t∗(yN∗))) = 0, i = 1, . . . , N (6.5.10)
In some examples below we shall take specify t∗ as follows.
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(1) Let us take
mtm =
N∑
k=1
xmk , t
∗ = (1, 0, 0, . . .) (6.5.11)
Then one consider the equation (6.5.19) with k = 1 (taking t∗1 = 1):
τr(M, t(x
N), t∗) =
1
∆
ex1r(D1)+···+xNr(DN ) ·∆, (6.5.12)
where
∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−M−1 (6.5.13)
and Di = xi∂xi . We get(
N∑
i=1
Di − 1
∆
(
N∑
i=1
xir(Di)
)
∆
)
τr(M, t(x
N), t∗) = 0 (6.5.14)
(2) Let us take
mtm =
N∑
k=1
xmk , mt
∗
m =
zm
1− qm , m = 1, 2, . . . (6.5.15)
Let us note that the tau-function τr(t, t
∗) will not change if instead of (6.5.15) one take
mtm =
N∑
k=1
(zxk)
m, mt∗m =
1
1− qm , m = 1, 2, . . . (6.5.16)
This gives the representation as follows
τr(M, t(x
N), t∗) =
1
∆(x)
N∏
i=1
1
(xir(Dxi); q)∞
·∆(x) (6.5.17)
We see that(
q
N2−N
2
−NMqD1+···DN −
N∏
i=1
(1− xir(Di))
) (
∆(x)τr(M, t(x
N), t∗)
)
= 0 (6.5.18)
We shall write down more linear equations, which follow from the explicit fermionic repre-
sentation of the tau-function (3.4.6) via the bosonization formulae (6.2.16) and (6.2.17) These
equations may be also viewed as the constraint which result in the string equations (6.14.4)
and (6.14.5).
For the variables xN in case t = t(xN), one can use the relation 〈M |Am = 0, and makes
profit of the relation Am = e
H0H−me−H0 inside the fermionic vacuum expectation value (6.2.16).
This way we get the partial differential equations for the tau-function (3.4.8):
∂τr(M, t(x
N), t∗)
∂t∗m
=
1
∆
(
N∑
i=1
(xir(Dxi))
m
)
∆τr(M, t(x
N), t∗), m = 1, 2, 3, . . . , (6.5.19)
where ∆ is proportional to ∆˜+ of (6.2.12):
∆ =
∏
i<j(xi − xj)
(x1 · · ·xN)N−1−M . (6.5.20)
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In variables y(∞), t∗ = −t∗(y(∞)), we can rewrite (6.5.19):
(−1)k
+∞∑
i=1
ek−1
(
1
y1
, . . . , 1
yi−1
, 1
yi+1
, . . .
)
∏
j 6=i(1− yiyj )
∂τr(M,−t(xN),−t∗(y(∞)))
∂yi
=
1
∆˜
(
N∑
i=1
(xir(−Dxi))k
)
∆˜τr(M,−t(xN),−t∗(y(∞))), (6.5.21)
where ek(y) is a symmetric function defined through the relation
∏+∞
i=1 (1+ tyi) =
∑+∞
k=0 t
kek(y).
Also we have (
M+N−1∑
k=1
k −
N∑
i=1
Dxi
)
∆˜−τ(M,−t(xN ), T,−t∗(y(N ′)))∆− =M+N ′−1∑
k=1
k −
N ′∑
i=1
(
1
yi
Dyiyi
) ∆˜−τ(M,−t(xN ), T,−t∗(y(N ′)))∆−, (6.5.22)
where ∆˜− = ∆˜−(M,N, 0,xN) and ∆− = ∆−(M,N, 0,y(N
′)). This formula is obtained by
the insertion of the fermionic operator resz : ψ
∗(z)z d
dz
ψ(z) : inside the fermionic vacuum
expectation.
These formulae can be also written in terms of higher KP and TL times, with the help of
vertex operator action, see the Subsection “Vertex operator action”. Then the relations (6.5.19)
are the infinitesimal version of (6.6.7), while the relation (6.5.22) is the infinitesimal version of
(6.6.8).
In some examples below we shall take specify t∗ as follows. (1) Let us take
mtm =
N∑
k=1
xmk , t
∗ = (t∗1, 0, 0, . . .) (6.5.23)
One notes that that the tau-function τr(t, t
∗) will not change if instead of (6.5.15) one take
mtm =
N∑
k=1
(t1xk)
m, t∗ = (1, 0, 0, . . .) (6.5.24)
Then one consider the equation (6.5.19) with k = 1, taking t1 = 1. We put Di = xi∂xi and get(
N∑
i=1
Di − 1
∆
(
N∑
i=1
xir(Di)
)
∆
)
τr(t(x
N), t∗) = 0 (6.5.25)
where r is given by (6.12.1), and
∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−M−1 (6.5.26)
6.6 The vertex operator action. Linear equations for tau-functions
II
Now we present relations between hypergeometric functions which follow from the soliton the-
ory, for instance see [13],[34]. (In [12] there were few misprints in the formulae presented below).
Let us introduce the operators which act on functions of t variables:
Ω(∞)r (t, t
∗) := − lim
ǫ→0
resz=0V
∗
∞(t, z + ǫ)ξr(t
∗, z−1)V∞(t, z)
dz
z
, (6.6.1)
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Ω(0)r (t
∗, t) := lim
ǫ→0
resz=0V
∗
0 (t
∗, z + ǫ)ξ(0)r (t, z)V0(t
∗, z)
dz
z
, (6.6.2)
where V∞(t, z), V ∗∞(t, z), V0(t
∗, z), V ∗0 (t
∗, z) are defined by (6.1.1), and
ξr(t
∗, z−1) =
+∞∑
m=1
t∗m
(
1
z
r(D)
)m
, ξ(0)r (t, z) =
+∞∑
m=1
tm (r(D)z)
m (6.6.3)
For instance
r = 1 : Ω(∞)r (t, t
∗) = Ω(0)r (t
∗, t) =
∑
n>0
ntnt
∗
n. (6.6.4)
Also we consider
Znn(t) = resz=0resz∗=0
zn
z∗n
V ∗∞(t, z
∗)V∞(t, z)
dzdz∗
zz∗
, (6.6.5)
Z∗nn(t
∗) = resz=0resz∗=0
zn
z∗n
V ∗0 (t
∗, z∗)V0(t∗, z)
dzdz∗
zz∗
. (6.6.6)
The bosonization formulae (6.1.3),(6.1.4) result in
Proposition 12 We have shift argument formulae for the tau function (3.4.8):
eΩ
(∞)
r (t,γ) · τr(M, t, t∗) = τr(M, t, t∗ + γ), eΩ
(0)
r (t
∗,γ) · τr(M, t, t∗) = τr(M, t+ γ, t∗). (6.6.7)
Also we have
e
∑∞
−∞
γn+MZnn(t) · τ(M, t, T, t∗) = e
∑∞
−∞
γn+MZ
∗
nn(t
∗) · τ(M, t, T, t∗) = τ(M, t, T + γ, t∗), (6.6.8)
For instance
eΩ
(∞)
r (t,t
∗) · 1 = eΩ(0)r (t∗,t) · 1 = τr(M, t, t∗) (6.6.9)
Also
e
∑∞
−∞
Tn+MZnn · exp
( ∞∑
n=1
ntnt
∗
n
)
= e
∑∞
−∞
Tn+MZ
∗
nn · exp
( ∞∑
n=1
ntnt
∗
n
)
= τ(M, t, T, t∗). (6.6.10)
6.7 Determinant formulae I (Hirota-Miwa variables) [12]
In the case t = t(xN) one can apply Wick theorem [23] to obtain a determinant formulae.
Proposition 13 A generalization of Milne’s determinant formula
τr(M, t(x
N), t∗) =
det
(
xN−ki τr(M − k + 1, t(xi), t∗)
)N
i,k=1
det
(
xN−ki
)N
i,k=1
. (6.7.1)
Proof follows from the representation (6.5.1):
τr(M, t(x
N), t∗) = ∆−1
(
eξr′ (t
∗,x1) · · · eξr′(t∗,xN ) ·∆
)
, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−1−M , (6.7.2)
from the explicit form of the Vandermond determinant:
∏
i<j(xi − xj) = det(xN−ki ) and from
the representation (6.7.2) for the case when the number of variables x is equal to one as:
τr(M − k + 1, t(xi), t∗) = eξr′(t∗,xi) · xM−k+1i (6.7.3)
where t(xi) = (xi,
x2
i
2
,
x3
i
3
, . . .).
In the case t = t(xN), t∗ = t∗(yN) we apply to (6.2.16) the Wick theorem to obtain a
different Proposition
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Proposition 14 For r 6= 0 we take a tau function τr(M, t(xN), t∗(yN)) and apply Wick’s
theorem. We get the determinant formula:
τr(M, t(x
N), t∗(yN)) =
cM
cM−N
det (τr(M −N + 1, xi, yj))Ni,j=1
∆(xN )∆(yN)
, (6.7.4)
where
cn =
n−1∏
k=0
(r(k))k−n (6.7.5)
τr(M −N +1, xi, yj) = 1+ r(M −N +1)xiyj + r(M −N +1)r(M −N +2)x2i y2j + · · · (6.7.6)
One can prove it also either from the representation (6.5.6) or from the representation
(6.5.7).
6.8 Determinant formulae II (The case r(0) = 0.)
There is also determinant formulae for tau functions in variables t, t∗. These one we get in case
the function r has zeroes. If r(0) = 0 and n > 0 then
τr(n, t, t
∗) = cn det
(
∂a+b
∂ta1∂t
∗
1
b τr(1, t, t
∗)
)n−1
a,b=0
(6.8.1)
cn =
n−1∏
k=0
(r(k))k−n (6.8.2)
6.9 Integral representations I (Hirota-Miwa variables) [12]
In the case t = t(xN), t∗ = t∗(yN) we get an integral representation formulae. For the fermions
(6.2.5) we easily get the relations:∫
ψ(T, αz)dµ(α) = ψ (T + T (µ), z) ,
∫
ψ∗
(
−T, 1
αz
)
dµ˜(α) = ψ∗
(
−T − T (µ˜), 1
z
)
(6.9.1)
where µ, µ˜ are some integration measures, and shifts of times Tn are defined in terms of the
moments: ∫
αndµ(α) = e−Tn(µ),
∫
αndµ˜(α) = e−Tn(µ˜). (6.9.2)
Therefore thanks to the bosonization formulae (6.2.16) we have the relations for the tau-
function; below t∗ is defined via Hirota-Miwa variables.
Proposition 15 Integral representation formula holds
∫
∆˜T˜ (α˜x
N)
τ
(
M, t(α˜xN ), T + T˜ , t(αy(N))
)
τ
(
M, 0, T + T˜ , 0
) ∆T (αy(N)) N∏
i=1
dµ˜(α˜i)
N∏
i=1
dµ(αi)
= ∆˜T˜+T˜ (µ˜)(x
N)
τ
(
M, t(xN), T + T˜ + T˜ (µ˜) + T (µ), t(yN)
)
τ
(
M, 0, T + T˜ + T˜ (µ˜) + T (µ), 0
) ∆T+T (µ)(yN). (6.9.3)
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where ∆T (αy(N)) = ∆
+(M,N, T, αy(N)), ∆˜T˜ (α˜x
N ) = ∆˜+(M,N, T˜ , α˜xN),
αy(N) = (α1y1, α2y2, . . . , αNyN) and α˜x
N = (α˜1x1, α˜2x2, . . . , α˜NxN ). In particular
∫ τ (M, t, T, t(αy(N)))
τ (M, 0, T, 0)
∆T (αy(N))
N∏
i=1
dµ(αi) =
τ
(
M, t, T + T (µ), t(yN)
)
τ (M, 0, T + T (µ), 0)
∆T+T (µ)(y
N). (6.9.4)
Remember that arbitrary linear combination of tau-functions is not a tau-function. Formulae
(6.9.3) and also (6.9.4) give the integral representations for the tau-function (3.4.6). It may
help to express a tau-function with the help of a more simple one.
We shall use the following integrals
1
2π
√−1
∫
C
ψ∗(−T, α
x
)eαα−bdα = ψ∗(−T − T b, 1
x
), (6.9.5)
∫ ∞
0
ψ∗(−T, 1
αx
)e−ααa−1dα = ψ∗(−T − T a, 1
x
), (6.9.6)
1
Γ(b− a)
∫ 1
0
ψ∗(−T, 1
αx
)αa−1(1− α)b−a−1dα = ψ∗(−T − T c, 1
x
), (6.9.7)
where C in (6.9.5) starts at −∞ on the real axis, circles the origin in the counterclockwise
direction and returns to the starting point, and
T bn = lnΓ(b+ n + 1), T
a
n = − ln Γ(a + n+ 1), T cn = ln
Γ(b+ n + 1)
Γ(a + n+ 1)Γ(b− a) . (6.9.8)
Let us remind that q-versions of exponential function, of gamma function and of beta function
are known as follows [25]
expq(x) =
1
(x(1 − q); q)∞ , Γq(x) = (1− q)
1−a (q; q)∞
(qx; q)∞
, Bq(x, y) =
Γq(x)Γq(y)
Γq(x+ y)
(6.9.9)
Gamma and beta functions have the q-integral representations
Γq(x) = −q−x
∫ ∞
0
αx−1
expq(α)
dqα, Bq(x, y) =
∫ 1
0
αx−1
(αq; q)∞
(αqy; q)∞
dqα (6.9.10)
where q-integral are defined as
∫ ∞
0
f(x)dqx = (1− q)
j=∞∑
j=−∞
qjf(qj),
∫ c
0
f(x)dqx = c(1− q)
j=∞∑
j=0
qjf(cqj) (6.9.11)
The following q-integrals will be of use:
q−a
q − 1
∫ ∞
0
ψ∗(−T, q
α(1− q)x)
αa−1
expq(α)
dqα = ψ
∗
(
−T − T (a, q), 1
x
)
, (6.9.12)
1
Γq(b− a)
∫ 1
0
ψ∗(−T, 1
αx
)αa−1
(αq; q)∞
(αqb−a; q)∞
dqα = ψ
∗(−T − T (a, b, q), 1
x
). (6.9.13)
45
where, as one can check using (6.9.10),
Tn(a, q) = ln
1
(1− q)nΓq(a+ n + 1) , Tn(a, b, q) = ln
Γq(b+ n+ 1)
Γq(a+ n+ 1)
. (6.9.14)
In the same way one can consider Hirota-Miwa variables (1.0.8). In the Examples below we
shall present hypergeometric functions listed in the Subsections 1.2 and 1.3 as tau-functions of
the type (6.2.16). Then we are able to write down integration formulae, namely (6.9.4), which
express p+1Φs and p+1Φs+1 in terms of pΦs with the help of (6.9.12), (6.9.13) and (6.9.3). In
[38] different integral representation formula was presented, which was based on the q-analog
of Selberg’s integral of Askey and Kadell. By taking the limit q → 1 one can consider functions
pFs. Using (6.9.8), one can express p+1Fs, p+1Fs+1 and pFs+1 as integrals of pFs with the help
of (6.9.6), (6.9.7) and (6.9.5) respectively.
6.10 Integral representations II
Now let us consider the case when τr depends on T, t
∗. Using (3.4.7) and (5.1.21) one gets the
integral representation for τr in case the function r has zero. Let us again choose r(0) = 0. The
have the representation described above
Proposition 16
τr(M, t, t
∗) =
∫
· · ·
∫
∆(z)∆(z∗)
M∏
k=1
e
∑∞
n=1(z
n
k
tn+z∗k
nt∗n)µr(zkz
∗
k)dzkdz
∗
k (6.10.1)
where
∆(z) =
M∏
i<j
(zi − zj), ∆(z∗) =
M∏
i<j
(z∗i − z∗j ) (6.10.2)
and µr is defined by (5.1.10 ),(5.1.2).
Now it is interesting to notice that if the series τ1/r (which defines µr, see (5.1.10)) is a
convergent series then the series τr may be divergent one. In this case one can consider the
integral Ir(M, t, t
∗) is an analog of Borel sum for the divergent series τr, see [2].
6.11 Rational r and their q-deformations
Lemma 1 If
r(n) =
∏p
i=1(n + ai)∏s
i=1(n+ bi)
(6.11.1)
then
rλ(n) = (sλ(γ(+∞)))s−p
∏p
k=1 sλ(γ(ak + n))∏s
k=1 sλ(γ(bk + n))
(6.11.2)
where
γ(∞) = (1, 0, 0, . . .), γ(a) =
(
a
1
,
a
2
,
a
3
, . . .
)
(6.11.3)
and sλ(γ) are Schur functions as functions of variables γ according to (2.1.9) and (2.1.12).✷
Lemma 2 If
r(n) =
∏p
i=1(1 + q
n+ai)∏s
i=1(1 + q
n+bi)
(6.11.4)
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then
rλ(n) = (sλ(γ(+∞, q)))s−p
∏p
k=1 sλ(γ(ak + n, q))∏s
k=1 sλ(γ(bk + n, q))
(6.11.5)
where
γm(a, q) =
1− (qa)m
m(1− qm) , γ(+∞, q) =
1
m(1− qm) , m = 1, 2, . . . (6.11.6)
✷ For the proof we use the following relations (see [4]):
(qa; q)λ =
∏
(i,j)∈λ
(1− qa+j−i) = sλ(γ(a, q))
sλ(γ(+∞, q)) , (a)λ =
∏
(i,j)∈λ
(a+ j − i) = sλ(γ(a))
sλ(γ(+∞) , (6.11.7)
Now we see that for arbitrary complex b we have
Proposition 17
< eγ1 , e
∑∞
m=1
mγmt∗m >r,n=< e
(b+n)
∑∞
m=1
mγm , e
∑∞
m=1
mγmt∗m >rb,n, rb(k) :=
r(k)
b+ k
. (6.11.8)
Also we have
< e
∑∞
m=1
γm
1−qm , e
∑∞
m=1
mγmt∗m >r,n=< e
∑∞
m=1
γm(1−q
b+n+m)
1−qm , e
∑∞
m=1
mγmt∗m >rb,n, rb(k) :=
r(k)
1− qb+k .
(6.11.9)
Let us note that parameters γm(a, q) and γm(a) are chosen via ’generalized Hirota-Miwa trans-
forms’ (6.11.6),(6.11.3) with ’multiplicity a’. Remember that |q| < 1. Due to
sλ(γ(+∞, q)) = lim
a→+∞ sλ(γ(a, q)) =
qn(λ)
Hλ(q)
, (6.11.10)
sλ(γ(+∞)) = lim
a→+∞ sλ
(
γ1(a)
a
,
γ2(a)
a2
, . . .
)
= lim
a→+∞
1
a|λ|
sλ(γ(a)) =
1
Hλ
. (6.11.11)
This allows to rewrite the series (6.12.7) and (6.12.25) only in terms of Schur functions, see
[12].
For functions pFs of (6.12.7),(6.12.9) and pΦs of (6.12.25),(6.12.26) we use the results of
subsection 5.4 to derive the following representations
pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣xN
)
=
1
∆(x)
ex1r(D1)+···+xN r(DN ) ·∆(x) (6.11.12)
=
1
∆(x)
N∏
i=1
(
1− xi r(Di)
b+Di
)−b
·∆(x) (6.11.13)
pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q,xN
)
=
1
∆(x)
N∏
i=1
1
(xir(Di); q)∞
·∆(x) (6.11.14)
=
1
∆(x)
N∏
i=1
(
xiq
br(Di)(1− qb+Di)−1; q
)
∞
(xir(Di); q)∞
·∆(x) (6.11.15)
where Di = xi
∂
∂xi
, ∆(x) is defined in (6.5.8), the notation (b; q)∞ see in (8.0.14).
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6.12 Examples of hypergeometric series [12]
The main point of this subsection is the observation that if r(D) is a rational function of D
then τr is a hypergeometric series. If r(D) is a rational function of q
D we obtain q-deformed
hypergeometric series. Concerning the hypergeometric functions see Appendix C. Now let us
consider various r(D).
Example 1 Let all parameters bk be non integers.
prs(D) =
(D + a1)(D + a2) · · · (D + ap)
(D + b1)(D + b2) · · · (D + bs) . (6.12.1)
For the vacuum expectation value (3.4.8) we have:
pτ sr (M, t, t
∗) =
∑
λ
sλ(t)sλ(t
∗)
(a1 +M)λ · · · (ap +M)λ
(b1 +M)λ · · · (bs +M)λ . (6.12.2)
Let us notice that if we put
t∗1 = 1, t
∗
i = 0, i > 1, (6.12.3)
then sλ(t
∗) = H−1λ (see (6.11.11)), where Hλ is the following hook product:
Hλ =
∏
(i,j)∈λ
hij, hij = (λi + λ
′
j − i− j + 1). (6.12.4)
Thus for t∗ as in (6.12.3) the tau function (6.12.2) yields the hypergeometric function related
to Schur functions as follows:
pτ sr (M, t, t
∗) = pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ t1, t2, . . .
)
=
∑
λ
(a1 +M)λ · · · (ap +M)λ
(b1 +M)λ · · · (bs +M)λ
sλ(t)
Hλ
. (6.12.5)
As an example taking a1 = 0, t = (t1, 0, 0, . . .), t
∗ = (t∗1, 0, 0, . . .) we obtain the well-known
ordinary hypergeometric function of one variable:
p−1Fs(a2 ± 1, . . . , ap ± 1; b1 ± 1, . . . , bs ± 1;±t1t∗1) = τr(±1, t, t∗), r(n) = n
∏p
i=2(ai + n)∏s
i=1(bi + n)
(6.12.6)
Now we take t = t(xN), t∗ = (1, 0, 0, . . .) then the (6.12.5) turns out to be the known
hypergeometric function of matrix argument X [39],[26]:
pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣X
)
= pτ sr (M, t(x
N), t∗) =
∑
λ
l(λ)≤N
(a1 +M)λ · · · (ap +M)λ
(b1 +M)λ · · · (bs +M)λ
sλ(x
N)
Hλ
. (6.12.7)
This function depends only on the eigenvalues of the matrix X which are xN = (x1, . . . , xN).
The hypergeometric function of matrix argument is also known as the hypergeometric function
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(8.0.26) related to zonal polynomials for the symmetric space GL(N,C)/U(N) [26],[4]. Here
xi = z
−1
i , i = 1, ..., N are the eigenvalues of the matrix X, and for zonal spherical polynomials
there is the following matrix integral representation
Zλ(X) = Zλ(IN)
∫
U(N,C)
∆λ (U∗XU) d∗U, (6.12.8)
where ∆λ (X) = ∆λ1−λ21 ∆
λ2−λ3
2 · · ·∆λNN and ∆1, . . .∆N are main minors of the matrix X, d∗U
is the invariant measure on U(N,C), see [26]. In our case Zλ(X) coincides with the Schur
function sλ(x
N).
Due to (6.5.1) hypergeometric function (6.12.5) has the representation as follows
pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣xN
)
=
1
∆
exp(x1r(D1)) · · · exp(xNr(DN)) ·∆, (6.12.9)
where Di = xi
∂
∂xi
and
∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−M−1 (6.12.10)
(See also (6.11.13) for different representations).
Now let us take t∗ = (t∗1, 0, 0, . . .). Then we get the same function (6.12.7), but with each
xi changed by −t∗1xi. Then one consider the equation (6.5.19) with k = 1. We put Di = xi∂xi
and get (
N∑
i=1
Di − 1
∆
(
N∑
i=1
xir(Di)
)
∆
)
pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣xN
)
= 0 (6.12.11)
where r is given by (6.12.1), and ∆ see in (6.12.10).
Taking N = 1, t∗ = (1, 0, 0, . . .) we obtain the ordinary hypergeometric function of one
variable x = x1, which is (compare with (6.12.6)):
pFs (a1 +M, . . . , ap +M ; b1 +M, . . . , bs +M ; x) = x
−Mexr(D) · xM , D = x d
dx
(6.12.12)
The ordinary hypergeometric series satisfies the known hypergeometric equation (we put M =
0) written in the following form:
(∂x − prs(D)) pFs(a1, . . . , ap; b1, . . . , bs; x) = 0, D := x∂x. (6.12.13)
This relation helps us to understand a meaning of the function r.
It is known that the series (6.12.7) diverges if p > s + 1 (until any of ai +M is non positive
integer). In case p = s+1 it converges in certain domain in the vicinity of xN = 0. For p < s+1
the series (6.12.7) converges for all xN . These known facts (see [25]) can be also obtained with
the help of the determinant representation (6.7.1) and properties of (8.0.10).
Now we have the following representations:
p+1Fs
(
a, a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣x1, . . . , xN
)
=
1∏N
i<j(xi − xj)
∫ ∞
0
· · ·
∫ ∞
0
(6.12.14)
(α1 · · ·αN)a−Ne−α1−···−αN pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣α1x1, . . . , αNxN
)
N∏
i<j
(αixi − αjxj)dα1 · · ·dαN
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Hankel type of representation
pFs+1
(
a1, . . . , ap
b, b1, . . . , bs
∣∣∣∣∣x1, . . . , xN
)
=
1∏N
i<j(xi − xj)
1
(2π
√−1)N
∫
C
· · ·
∫
C
(6.12.15)
(α1 · · ·αN)1−N−beα1+···+αN pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣ x1α1 , . . . , xNαN
)
N∏
i<j
(αixi − αjxj)dα1 · · · dαN
where C starts at −∞ on the real axis, circles the origin in the counterclockwise direction and
returns to the starting point.
Beta type representation:
p+1Fs+1
(
a, a1, . . . , ap
b, b1, . . . , bs
∣∣∣∣∣ x1, . . . , xN
)
=
1∏N
i<j(xi − xj)
(
1
Γ(b− a)
)N ∫ 1
0
· · ·
∫ 1
0
(6.12.16)
pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣α1x1, . . . , αNxN
)
N∏
i<j
(αixi − αjxj)
N∏
i=1
αa−Ni (1− αi)b−a−1dαi
Let us notice that according to [14] the logarithmic derivative of the hypergeometric function
(6.12.5) u(x) = d
dx
log 2F1
(
p,q
n
∣∣∣ t1 = x, 0, 0, . . .) is a solution of the Painleve V equation.
Example 2. Let us considerN byN matricesX,Y with eigenvalues xN = (x1, . . . , xN),y
N =
(y1, . . . , yN) respectively. In order to get a hypergeometric function of two matrix variables
X,Y, see (8.0.26) in the Appendix C, we put
prs(n) =
∏p
i=1(ai + n)∏s
i=1(bi + n)
1
N −M + n, (6.12.17)
Notice that r now explicitly depends on N .
Taking into account the relations (6.11.7) and (6.11.11) we get
(N)λ = Hλsλ(t(1
N)), 1N = (1, 1, . . . , 1) (6.12.18)
and putting t = t(xN) and t∗ = t∗(yN) we obtain the hypergeometric function of (8.0.26):
〈M |eH(t(xN ))e−A(t∗(yN ))|M〉 = pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣X,Y
)
=
∑
λ
l(λ)≤N
sλ(x
N)sλ(y
N)
(N)λ
(a1 +M)λ · · · (ap +M)λ
(b1 +M)λ · · · (bs +M)λ . (6.12.19)
Due to (6.5.8) hypergeometric function (6.12.19) has the representation as follows (r = prs):
pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣xN ,yN
)
=
1
∆
N∏
i,j=1
(1− yjxir(Dxi))−1 ·∆ (6.12.20)
Here and below the inverse operator (1− yjxir(Dxi))−1 is a formal series 1 + yjxir(Dxi) + · · ·.
For example when N = 1 we get the ordinary hypergeometric function of one variable
xy = x1y1’:
pFs (a1 +M, . . . , ap +M ; b1 +M, . . . , bs +M ; xy) = x
−M (1− xyr(Dx))−1 · xM (6.12.21)
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Looking at (6.12.9) one derives the following linear equation(
Dyj −
N∑
i=1
1
1− yjxir(Dxi)
+N
)
·
(
∆pFs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣xN ,yN
))
= 0 (6.12.22)
Example 3 The q-generalization of the Example 3 is Milne’s hypergeometric function of
the single set of variables. To get it we choose
pr
(q)
s (n) =
∏p
i=1(1− qai+n)∏s
i=1(1− qbi+n)
. (6.12.23)
We take t = t(xN), t∗ = t∗(y∞). By putting
yk = q
k−1, k = 1, 2, ..., t∗m =
+∞∑
k=1
ymk
m
=
1
m(1 − qm) , m = 1, 2, . . . (6.12.24)
we have sλ(t
∗) = q−n(λ)Hλ(q), see (6.11.10). We get Milne’s hypergeometric function (8.0.20):
〈M |eH(t)e−A(t∗)|M〉 = pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q,xN
)
=
∑
λ
l(λ)≤N
(qa1+M ; q)λ · · · (qap+M ; q)λ
(qb1+M ; q)λ · · · (qbs+M ; q)λ
qn(λ)
Hλ(q)
sλ(x
N ). (6.12.25)
According to (6.5.8),(6.12.24) we have the following representation
pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q,xN
)
=
1
∆(x)
N∏
i=1
1
(xir(Dxi); q)∞
·∆(x) (6.12.26)
=
1
∆
expq(x1r(D1)) · · · expq(xNr(DN)) ·∆
(the notations (b; q)∞, expq(α) see in (8.0.14), (6.9.9), ∆ is the same as in (6.12.10)). (See also
(6.11.15) for different representation).
For this hypergeometric functions we have the linear equation (6.5.18) (where we choose r
due to (6.12.23)), which is q-difference equation. For instance for the case N = 1,M = 0 we
get (compare it with (6.12.13))(
1
x
(
1− qD
)
− pr(q)s (D)
)
pΦs(a1, . . . , ap; b1, . . . , bs; q, x) = 0, D := x∂x, (6.12.27)
where pr
(q)
s (D) is defined by (6.12.23). Milne-s function itself for N = 1 is the ordinary basic
hypergeometric function:
pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q, x
)
=
+∞∑
n=0
(qa1+M ; q)n · · · (qap+M ; q)n
(qb1+M ; q)n · · · (qbs+M ; q)n
xn
(q; q)n
, x = x1(6.12.28)
Let us take M = 0. We have the following integral representation
p+1Φs
(
a, a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣ q, x1, . . . , xN
)
=
(−1)NqN−N
2
2
−Na
(1− q) 3N−N22
1∏N
i<j(xi − xj)
∫ ∞
0
· · ·
∫ ∞
0
(6.12.29)
N∏
i<j
(αixi − αjxj)pΦs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣ q, α1(1− q)x1q , . . . αN(1− q)xNq
)
N∏
i=1
αa−1i
expq(αi)
dqαi
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Also we have the Beta-type representation:
p+1Φs+1
(
a, a1, . . . , ap
b, b1, . . . , bs
∣∣∣∣∣ q, x1, . . . , xN
)
=
(
1
Γq(b− a)
)N
1∏N
i<j(xi − xj)
∫ 1
0
· · ·
∫ 1
0
(6.12.30)
N∏
i<j
(αixi − αjxj)pΦs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣ q, α1x1, . . . αNxN
)
N∏
i=1
αi
a−1 (αiq; q)∞
(αiqb−a; q)∞
dqαi
Example 4. To obtain Milne’s hypergeometric function of two sets of variables xN ,yN , we
take t = t(xN) and t∗ = t∗(yN). This choice restricts the sum over partitions λ with l(λ) ≤ N .
We put
pr
(q)
s (n) =
∏p
i=1(1− qai+n)∏s
i=1(1− qbi+n)
1
1− qN−M+n , (6.12.31)
e−Tn =
1
(1− q)nΓq(n+N −M + 1)
∏p
i=1(1− q)nΓq(ai + n + 1)∏s
i=1(1− q)nΓq(bi + n + 1)
, (6.12.32)
Γq(a) = (1− q)1−a (q; q)∞
(qa, q)∞
, (qa, q)n = (1− q)nΓq(a + n)
Γq(a)
. (6.12.33)
Here Γq(a) is a q-deformed Gamma-function
Γq(a) = (1− q)1−a (q; q)∞
(qa, q)∞
, (qa, q)n = (1− q)nΓq(a+ n)
Γq(a)
. (6.12.34)
Using (6.11.7) and (6.11.10) (see III of [4]) we get
(qN−M ; q)λ = q−n(λ)Hλ(q)sλ(1, q, . . . , qN−1) (6.12.35)
(see Appendix C for the notations) and we obtain the Milne’s formula (8.0.27)
τr(M, t(x
N), t∗(yN)) = pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q,xN ,yN
)
=
∑
λ
l(λ)≤N
qn(λ)
Hλ(q)
sλ(x
N)sλ(y
N)
sλ(1, q, . . . , qN−1)
(qa1+M ; q)λ · · · (qap+M ; q)λ
(qb1+M ; q)λ · · · (qbs+M ; q)λ . (6.12.36)
This is the KP tau-function (but not the TL one because (6.12.31) depends on TL variableM).
We have the same type of representation (6.12.20) and the same form of linear equation
(6.12.22), however we shall use (6.12.31) for r in formulae (6.12.20),(6.12.22).
To receive the basic hypergeometric function of one set of variables we must put indetermi-
nates yN in (6.12.25) as yi = q
i−1, i = (1, . . . , N). Thus we have
pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q,xN
)
=
∑
λ
l(λ)≤N
(qa1+M ; q)λ · · · (qap+M ; q)λ
(qb1+M ; q)λ · · · (qbs+M ; q)λ
qn(λ)
Hλ(q)
sλ(x
N) (6.12.37)
And for N = 1 we have the ordinary q-deformed hypergeometric function:
pΦs
(
a1 +M, . . . , ap +M
b1 +M, . . . , bs +M
∣∣∣∣∣ q, x, y
)
=
+∞∑
n=0
(qa1+M ; q)n · · · (qap+M ; q)n
(qb1+M ; q)n · · · (qbs+M ; q)n
(xy)n
(q; q)n
, xy = x1y1 (6.12.38)
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6.13 Baker-Akhiezer functions and the elements of Sato Grassman-
nian related to the tau function of hypergeometric type
This subsection is based on [12]. Let us write down the expression for Baker-Akhiezer functions
(6.1.5) in terms of Hirota-Miwa variables (1.0.8):
w∞(M,−t(xN ), t∗, 1
z
) =
τr(M,−t(xN+1), t∗)
τr(M,−t(xN ), t∗)
N∏
i=1
(1− xi
z
), xN+1 = (x1, . . . , xN , z), (6.13.1)
w∗∞(M, t(x
N), t∗,
1
z
) = −τr(M, t(x
N) + [z], t∗)
τr(M,xN , t∗)
N∏
i=1
1
(1− xi
z
)
dz
z
, [z] = (z,
z2
2
, . . .). (6.13.2)
We see that the variables xk, k = 1, . . . , N are zeroes of w∞(z) and poles of w∗∞(z).
Remark 1 The associated linear problems for Baker-Akhiezer functions are read as
(∂t1 − ∂t1φn)w(n, t, t∗, z) = w(n+ 1, t, t∗, z), (6.13.3)
∂t∗1w(n, t, t
∗, z) = r(n)eφn−1−φnw(n− 1, t, t∗, z). (6.13.4)
where w is either w∞ or w0. The compatibility of these equations gives rise to the equation
(6.3.11). Taking into account the second eq.(6.3.11), equations (6.13.3), (6.13.4) may be also
viewed as the recurrent equations for the tau-functions which depend on different number of
variables xN .
Let us write down a plane of Baker-Akhiezer functions (6.1.5), which characterizes elements
of Sato Grassmannian related to the tau-function (6.3.1) τr(M, t, t
∗). We take xk = 0, k =
1, . . . , N in (6.13.1) and obtain:
w∞(n, 0, t∗, z) = zn(1+
∞∑
m=1
r(n)r(n−1) · · · r(n−m+1)hm(−t∗)z−m), n =M,M+1,M+2, ....
(6.13.5)
The dual plane is
w∗∞(n, 0, t
∗, z) = z−n(1+
∞∑
m=1
r(n)r(n+1) · · · r(n+m−1)hm(t∗)z−m)dz, n = M,M+1,M+2, ....
(6.13.6)
About these formulae see also (6.14.22),(6.14.23).
We see that when r has zeroes, then the element of the Grassmannian defining the solution
corresponds to the finite-dimensional Grassmannian.
If r(0) = 0 one can construct a plane
{w∗∞(n, 0, t∗, 1/z), n = 1, . . . ,M} (6.13.7)
which is a spanned by a finite number of vectors. The space spanned by these vectors and in
addition by the vectors (6.13.5) gives the half infinite plane generated by {zn, n ≥ 0}.
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6.14 Gauss factorization problem, additional symmetries, string equa-
tions and ΨDO on the circle [12]
Let us describe relevant string equations following Takasaki and Takebe [31],[33]. We shall also
consider this topic in a more detailed paper.
Let us introduce infinite matrices to describe KP and TL flows and symmetries, see [27].
Zakharov-Shabat dressing matrices are K and K¯. K is a lower triangular matrix with unit
main diagonal: (K)ii = 1. K¯ is an upper triangular matrix. The matrices K, K¯ depend on
parameters M, t,T, t∗. The matrices (Λ)ik = δi,k−1, (Λ¯)ik = δi,k+1. For each value of t, T, t∗
and M ∈ Z they solve Gauss (Riemann-Hilbert) factorization problem for infinite matrices:
K¯ = KG(M, t, T, t∗), G(M, t, T, t∗) = exp (ξ(t,Λ))ΛMG(0, T, 0)Λ¯M exp
(
ξ(t∗, Λ¯)
)
.(6.14.1)
We put log(K¯ii) = φi+M , and a set of fields φi(t, t
∗), (−∞ < i < +∞) solves the hierarchy of
higher two-dimensional TL equations.
Take L = KΛK−1, L¯ = K¯Λ¯K¯−1, and (∆)ik = iδi,k, M̂ = K∆K−1 + M +
∑
ntnL
n,̂¯M = K¯∆K¯−1 +M +∑nt∗nL¯n. Then the KP additional symmetries [31],[33],[34],[13], [35] and
higher TL flows [27] are written as
∂t∗nK = −
((
r(M̂)L−1
)n)
−K, ∂t
∗
n
K¯ =
((
r(M̂)L−1
)n)
+
K¯, (6.14.2)
∂t∗nK = −
(
L¯n
)
−K, ∂t
∗
n
K¯ =
(
L¯n
)
+
K¯. (6.14.3)
Then the string equations are
L¯L = r(M̂), (6.14.4)̂¯M = M̂. (6.14.5)
The first equation is a manifestation of the fact that the group time t∗1 of the additional
symmetry of KP can be identified with the Toda lattice time t∗1. In terms of tau-function we
have the equation (6.6.7) in terms of vertex operator action [34],[13], or the equations (6.5.19)
in case the tau-function is written in Hirota-Miwa variables.
The second string equation (6.14.5) is related to the symmetry of our tau-functions with respect
to t↔ t∗.
When
r(M) = M + a, (6.14.6)
the equations (6.14.4),(6.14.5) describe c = 1 string , see [32],[33]. In this case we easily get
the relation
[L¯, L] = 1. (6.14.7)
The string equations in the form of Takasaki allows us to notice the similarity to the different
problem. The dispersionless limit of (6.14.7) (and also of (6.14.5), (6.14.4), where r(M) = Mn,
and of (6.14.6)) will be written as
λ¯λ = µn, n ∈ Z, (6.14.8)
µ¯ = µ. (6.14.9)
The case when λ¯ and µ¯ are complex conjugate of λ and of µ respectively, is of interest. These
string equations (mainly the case n = 1) were recently investigated to solve the so-called
Laplacian growth problem, see [43]. We are grateful to A.Zabrodin for the discussion on this
problem. For the dispersionless limit of the KP and TL hierarchies see [31].
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In case the function r(n) has zeroes (described by divisor m = (M1, ...): r(Mk) = 0), one
needs to produce the replacement:
Λ→ Λ(m), Λ¯→ Λ¯(m), (6.14.10)
where new matrices Λ(m),Λ¯(m) are defined as
(Λ(m))i,j = δi,j−1, j 6= Mk, (Λ(m))i,j = 0, j = Mk, (6.14.11)
(Λ¯(m))i,j = δi,j+1, i 6= Mk, (Λ¯(m))i,j = 0, i =Mk. (6.14.12)
This modification describes the open TL equation (??):
∂t1∂t∗1ϕn = δ(n)e
ϕn−1−ϕn − δ(n+ 1)eϕn−ϕn+1 . (6.14.13)
The set of fields φ∞, . . . , φM1, φM1+1 . . . consists of the following parts due to the conditions
Ms∑
n=−∞
φn = 0,
Mk+1∑
n=Mk+1
φn = 0,
M1+1∑
n=∞
φn = 0, (6.14.14)
which result from τ(Mk, t, t
∗) = 1.
Remark 2 The matrix r(M̂) contains (M̂ − bi) in the denominator. The matrix (M̂ − bi)−1
is K(∆− bi)−1K−1(1 +O(t)) (compare the consideration of the inverse operators with [35]).
The KP tau-function (3.4.8) can be obtained as follows.
G(M, t, T, t∗) = G(0, T, 0)U(M, t, t∗), U(M, t, t∗) = U+(t)U−(M, t∗). (6.14.15)
U+(t) = exp (ξ(t,Λ)) , U−(M, t∗) = exp
(
ξ(t∗, Λ¯r (∆ +M))
)
, (6.14.16)
The matrix G(0, T, 0) is related to the transformation of the eq.(6.3.14) to the eq.(6.3.11).
By taking the projection [27] U 7→ U−− for non positive values of matrix indices we obtain a
determinant representation of the tau-function (3.4.8):
τr(M, t, t
∗) =
detU−−(M, t, t∗)
det
(
U+−−(t)
)
det
(
U−−−(M, t∗)
) = detU−−(M, t, t∗), (6.14.17)
since both determinants in the denominator are equal to one. Formula (6.14.17) is also a Segal-
Wilson formula for GL(∞) 2-cocycle [46] CM (U+(−t), U−(−t∗)). Choosing the function r as
in Section 3.2 we obtain hypergeometric functions listed in the Introduction.
Remark 3 Therefore the hypergeometric functions which were considered above have the mean-
ing of GL(∞) two-cocycle on the two multi-parametric group elements U+(t) and U−(M, t∗).
Both elements U+(t) and U−(M, t∗) can be considered as elements of group of pseudo-differential
operators on the circle. The corresponding Lie algebras consist of the multiplication operators
{zn;n ∈ N0} and of the pseudo-differential operators {
(
1
z
r(z d
dz
+M)
)n
;n ∈ N0}. Two sets of
group times t and t∗ play the role of indeterminates of the hypergeometric functions (6.12.2).
Formulas (3.4.8) and (6.3.8) mean the expansion of GL(∞) group 2-cocycle in terms of corre-
sponding Lie algebra 2-cocycle
cM(z,
1
z
r(D)) = r(M), cM(r˜(D)z,
1
z
r(D +M)) = r˜(M)r(M). (6.14.18)
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Japanese cocycle is cohomological to Khesin-Kravchenko cocycle [51] for the ΨDO on the circle:
cM ∼ c0 ∼ ωM , (6.14.19)
which is
ωM(A,B) =
1
2π
√−1
∮
res∂A[log(D +M), B]dz, A,B ∈ ΨDO. (6.14.20)
For the group cocycle we have
CM
(
e−
∑
zntn , e−
∑
(z−1r(D))nt∗n
)
= τr(M, t, t
∗), (6.14.21)
where we imply that the order of ΨDO r(D) is 1 or less.
Remark 4 It is interesting to note that in case of hypergeometric functions pFs (8.0.17) the
order of r is p − s (see Example 3), and the condition p − s ≤ 1 is the condition of the
convergence of this hypergeometric series, see [25]. Namely the radius of convergence is finite
in case p− s = 1, it is infinite when p− s < 1 and it is zero for p− s > 1 (this is true for the
case when no one of ak in (8.0.17) is nonnegative integer).
Remark 5 The set of functions {w(n, z), n = M,M + 1,M + 2, . . .}, where
w(n, z) = exp
(
−
∞∑
m=0
t∗m
(
1
z
r(D)
)m)
· zn, (6.14.22)
may be identified with Sato Grassmannian (6.13.5) related to the cocycle (6.14.21). The dual
Grassmannian (6.13.6) is the set of one forms {w∗(n, z), n = M,M + 1,M + 2, . . .},
w∗(n, z) = exp
( ∞∑
m=0
t∗m
(
1
z
r(−D)
)m)
· z−ndz. (6.14.23)
7 Appendices B
7.1 A scalar product in the theory of symmetric functions [4]
We consider a ring of symmetric functions of variables xi, i = 1, 2, . . . , N , where N may be
infinity. Let us remember the notion of scalar product. Different choices of scalar product give
rise to different systems of bi-orthogonal symmetric polynomial functions (like Schur functions,
Macdonald functions and so on).
Actually we consider two sets of variables, the first one is x = (x1, x2, . . . , xN ), the second
is p = (p1, p2, . . .). These two sets are related via
pm =
N∑
i=1
xmi , m = 1, 2, . . . (7.1.1)
If one takes
e
∑∞
m=1
1
m
v−1m pmp
∗
m =
∑
λ
Pλ(p)Qλ(p
∗) =
∑
λ
pλp
∗
λ
z
(v)
λ
, (7.1.2)
then for any partitions µ, λ
〈Pµ, Qλ〉v = δµ,λ (7.1.3)
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with respect to the scalar product
〈pµ, pλ〉v = z(v)λ δµ,λ (7.1.4)
When v = 1 then
z
(v)
λ = zλ, zλ =
∏
i
imimi! (7.1.5)
where mi = mi(λ) is the number of parts of λ equal to i
pµ =
∏
i
pµi , pµi =
∑
k
xµik , mtm = pm (7.1.6)
If one takes
vm =
1− tm
1− qm (7.1.7)
he gets Macdonald’s polynomials Qλ(p) = Qλ(p; q, t), Pλ(p) = Pλ(p; q, t). In this case
z
(v)
λ = zλ(q, t) = zλ
l(λ)∏
i=1
1− qλi
1− tλi , zλ =
∏
i
imimi! (7.1.8)
where l(λ) is the length of λ and mi = mi(λ) is the number of parts of λ equal to i.
7.2 A deformation of the scalar product and series of hypergeomet-
ric type
For different choice of function v we choose numbers a(v), b(v) and a function r(v) which is a
function of one variable M , say. We define
r
(v)
λ (M) =
∏
i,j∈λ
r(v)(M + a(v)i+ b(v)j) (7.2.1)
as a product over all boxes of the Young diagram. In what follows we shall omit the superscript
(v).
Now let us deform the scalar product (7.1.3) in a following way
〈Pµ, Qλ〉v,r,M = rλ(M)δµ,λ (7.2.2)
To get series of hypergeometric type we consider
〈e
∑∞
m=1
∑N
k=1
v−1m x
m
k
pm
m , e
∑∞
m=1
∑N
k=1
v−1m y
m
k
pm
m 〉v,r,M (7.2.3)
Using (7.1.2)
〈e
∑∞
m=1
∑N
k=1
v−1m x
m
k
pm
m , e
∑∞
m=1
∑N
k=1
v−1m y
m
k
pm
m 〉v,r,M =
∑
λ
rλ(M)Pλ(x
N)Qλ(y
N) (7.2.4)
In this paper we shall consider two cases of (7.1.7). First one is
vn = 1 (7.2.5)
for all n. The second one is
v2n = 0, v2n+1 = 2 (7.2.6)
The first case corresponds to Schur function series. The second one corresponds to projective
Schur function series. These are the cases when the scalar product (7.2.2) can be presented as
a vacuum expectation of certain fermionic fields, see Section 4 and [52].
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7.3 Scalar product of tau functions. A conjecture.
Before we considered tau functions of hypergeometric type (3.4.8). In this subsection we shall
consider more general TL tau functions. Let τ1(t, t
∗), τ2(t, t∗) be TL tau functions of the form
τ1(t, t
∗) = eX(t) · e
∑∞
m=1
mtmt∗m , τ2(t, t
∗) = eY (t
∗) · e
∑∞
m=1
mtmt∗m (7.3.1)
where eX = 1+X + · · · , eY = 1 + Y + · · ·, and where the operators X(t) and Y (t∗) are linear
combinations of vertex operators (6.1.1) and (6.1.2) respectively:
Xi(t) =
∫
f(z, z′)V∞(t, z)V ∗∞(t, z
′)dzdz′ (7.3.2)
Yi(t
∗) =
∫
g(z, z′)V0(t∗, z)V ∗∞(t
∗, z′)dzdz′ (7.3.3)
If the TL tau functions (7.3.1) have the typical forms (1.0.9) (see [28],[29],[30])
τ1(t, t
∗) =
∑
λ,µ
Kλµsλ(t)sµ(t
∗), τ2(t, t∗) =
∑
λ,µ
Mλµsλ(t)sµ(t
∗) (7.3.4)
then their (standard) scalar product (2.1.15) is obviously equal to
< τ1(t, γ), τ2(γ, t
∗) >=
∑
λ,µ
Nλµsλ(t)sµ(t
∗), Nλµ =
∑
ν
KλνMνµ (7.3.5)
It is not immediately clear that what we got is a tau function again (without solving Hirota
equations). However on the other hand we have
< τ1(t, γ), τ2(γ, t
∗) >= eX(t) ·eY (t∗)· < e
∑∞
m=1
mtmγm , e
∑∞
m=1
mγmt∗m >= eX(t) ·eY (t∗) ·e
∑∞
m=1
mtmt∗m
(7.3.6)
The last relation shows that we get tau function again according to general results of [7]. (It
was shown there that the action of vertex operators eX to KP tau function gives rise to a new
KP tau function. TL tau function is the tau function of the pair of KP hierarchies related to
the sets of times t and t∗, see [27]).
Due to (5.7.1) it means that if the following integral over complex planes γm, m = 1, 2, . . .∫
τ1(t, γ)e
−
∑∞
m=1
m|γm|2τ2(−γ¯, t∗)
∞∏
m=1
md2γm
π
(7.3.7)
exists, then it is a new TL tau function. Here the variables γ¯ = (γ¯1, γ¯1, . . .) are complex
conjugated to γ = (γ1, γ2, . . .).
The proof can be done also directly as follows
∫
τ1(t, γ)e
−
∑∞
m=1
m|γm|2τ2(−γ¯, t∗)
∞∏
m=1
md2γm
π
= (7.3.8)
eX(t) · eY (t∗) ·
∫
e
∑∞
m=1
mtmγm−m|γm|2−mγ¯mt∗m
∞∏
m=1
md2γm
π
= (7.3.9)
eX(t) · eY (t∗) · e
∑∞
m=1
mtmt∗m (7.3.10)
which is tau function.
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Let us try to consider more general situation. Let τ0(t, t
∗) be a TL tau function with
the following properties. First, τ0(t, t
∗) = τ0(t∗, t). Second, each integral over complex plane
γm, m = 1, 2, . . . ∫
τ0(γ,−γ¯)d2γm = am (7.3.11)
where γ¯m is complex conjugated of γm, is convergent and non-vanishing. Then∫
τ0(γ,−γ¯)
∞∏
m=1
d2γm
am
= 1 (7.3.12)
Given τ0, we introduce the following scalar product
< f, g >0=
∫
f(γ)τ0(γ,−γ¯)g(−γ¯)
∞∏
m=1
d2γm
am
(7.3.13)
Let us present a conjecture that scalar product of TL tau functions is TL tau function again.
Conjecture. Let τ1(t, t
∗), τ2(t, t∗) be TL tau functions. If the integral over complex planes
γm, m = 1, 2, . . . ∫
τ1(t, γ)τ0(γ,−γ¯)τ2(−γ¯, t∗)
∞∏
m=1
d2γm
am
, (7.3.14)
exists, then it is a new TL tau function. ✷
7.4 Integral representation of scalar products
For the scalar product (7.2.2) one can present the following integral realization.
In case r = 1
〈f, g〉 =
∫
· · ·
∫
f(t)g(t¯)e−
∑∞
m=1
m|tm|2
∞∏
m=1
d2tm
am
(7.4.1)
where mtm are power sum functions, mt¯m are complex conjugated variables, and integration is
going over complex planes (tm, t¯m) . Normalization factors am depend on m:
am =
π
m
(7.4.2)
In case r(n) = n there is a representation
〈f, g〉r,n =
∫
· · ·
∫
f(z)g(z¯)e−
∑N
k=1
|zk|2|∆(z)|2
N∏
k=1
d2zk
bk
(7.4.3)
where z¯ = (z¯1, . . . , z¯N) are complex conjugated to z = (z1, . . . , zN), normalizing constants are
bk = π (7.4.4)
∆ is Vandermond determinant
∆(z) =
N∏
i<k
(zk − zi) (7.4.5)
and one puts ∆(z) = 1 for N = 1. The integration is going over complex planes (zk, z¯k).
For the scalar product (7.1.4) we present the representation
〈f, g〉v =
∫
· · ·
∫
f(t)g(t¯)e−
∑∞
m=1
m
vm
tm t¯m
∞∏
m=1
dtmdt¯m
am
(7.4.6)
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where mtm are power sum functions, mt¯m are complex conjugated variables, and integration is
going over complex planes (tm, t¯m) . Normalization factors am depend on m:
am =
2πvm
m
√−1 (7.4.7)
In particular for Macdonald’s polynomials Qλ(p; q, t), Pλ(p; q, t), see (7.1.7), we get∫
· · ·
∫
Qλ(p; q, t)Pλ(p¯; q, t)e
−
∑∞
m=1
pmp¯m
1−qm
m(1−tm)
∞∏
m=1
dpmdp¯m
am
= δµ,λ (7.4.8)
am = 2π
1− qm
m(1− tm)
√−1 (7.4.9)
8 Appendix C. Hypergeometric functions
Ordinary hypergeometric functions First let us remember that generalized hypergeometric
function of one variable x is defined as
pFs (a1, . . . , ap; b1, . . . , bs; x) =
∞∑
n=0
(a1)n · · · (ap)n
(b1)n · · · (bs)n
xn
n!
. (8.0.10)
Here (a)n is Pochhammer’s symbol:
(a)n =
Γ(a+ n)
Γ(a)
= a(a + 1) · · · (a+ n− 1). (8.0.11)
This hypergeometric function solves the equation s∏
k=0
(
x
d
dx
+ bk − 1
)
− x
p∏
j=1
(
x
d
dx
+ aj
)
pFs (a1, . . . , ap; b1, . . . , bs; x) = 0, b0 = 1
(8.0.12)
Given number q, |q| < 1, the so-called basic hypergeometric series of one variable is defined
as
pΦs (a1, . . . , ap; b1, . . . , bs; q, x) =
∞∑
n=0
(qa1 ; q)n · · · (qap; q)n
(qb1; q)n · · · (qbs; q)n
xn
(q; q)n
. (8.0.13)
Here (qa, q)n is q-deformed Pochhammer’s symbol:
(b; q)0 = 1, (b; q)n = (1− b)(1− bq1) · · · (1− bqn−1). (8.0.14)
Both series converge for all x in case p < s + 1. In case p = s + 1 they converge for |x| < 1.
We refer these well-known hypergeometric functions as ordinary hypergeometric functions.
The multiple hypergeometric series related to Schur polynomials [26],[25],[38].
There are several well-known different multi-variable generalizations of hypergeometric series
of one variable [26, 25]. If one replaces the sum over n to a sum over partitions λ = (n1, n2, . . .),
and replaces the single variable x to a Hermitian matrix X , he get one of generalizations of
hypergeometric series which is called hypergeometric function of matrix argument X with indices
a and b [39],[26]:
pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣X
)
=
∑
λ
l(λ)≤N
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
Zλ(X)
|λ|! . (8.0.15)
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Here the sum is over all different partitions λ = (n1, n2, . . . , nk), where n1 ≥ n2 ≥ · · · ≥ nk,
k ≤ |λ|, |λ| = n1 + · · ·+ nr and whose length l(λ) = k ≤ N (nk 6= 0). X is a Hermitian N ×N
matrix, and Zλ(X) are zonal spherical polynomial for the symmetric spaces of the following
types: GL(N,R)/SO(N), GL(N,C)/U(N), or GL(N,H)/Sp(N) see [25]. The definition of
symbol (a)λ depends on the choice of the symmetric space:
(a)λ = (a)n1(a−
1
α
)n2 · · · (a−
k − 1)
α
)nk , (a)0 = 1, (8.0.16)
where α = 2, α = 1 and α = 1
2
for the symmetric spaces GL(N,R)/SO(N), GL(N,C)/U(N),
and GL(N,H)/Sp(N) respectively. The function (8.0.15) actually depends on the eigenvalues
of matrix X which are xN = (x1, . . . , xN) . In what follows we consider only the case of
GL(N,C)/U(N) symmetric space. Then zonal spherical polynomial Zλ(X) is proportional to
the Schur function sλ(x1, x2, ..., xN ) corresponding to a partition λ [4], sλ(x1, x2, ..., xN ) is a
symmetric function of variables xk.
For this choice of the symmetric space the hypergeometric function can be rewritten as
follows
pFs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣X
)
=
∑
λ
l(λ)≤N
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
sλ(x
N )
Hλ
. (8.0.17)
where Hλ is ’hook product’:
Hλ =
∏
(i,j)∈λ
hij , hij = (ni + n
′
j − i− j + 1) (8.0.18)
and
(a)λ = (a)n1(a− 1)n2 · · · (a− k + 1)nk , (a)0 = 1 (8.0.19)
Taking N = 1 we get (8.0.10).
For this hypergeometric functions we suggested different representations like (6.11.12),(6.11.13)
or like (6.12.14),(6.12.15),(6.12.16).
Let |q| < 1. The multiple basic hypergeometric series related to Schur polynomials were
suggested by L.G.Macdonald and studied by S.Milne [38]. These series are as follows
pΦs
(
a1, . . . , ap; b1, . . . , bs; q,x
N
)
=
∑
λ
l(λ)≤N
(qa1 ; q)λ · · · (qap; q)λ
(qb1; q)λ · · · (qbs ; q)λ
qn(λ)
Hλ(q)
sλ
(
xN
)
, (8.0.20)
where the sum is over all different partitions λ = (n1, n2, . . . , nk), where n1 ≥ n2 ≥ · · · ≥ nk ≥ 0,
k ≤ |λ|, |λ| = n1 + · · ·+ nk and whose length l(λ) = k ≤ N . Schur polynomial sλ
(
xN
)
, with
N ≥ l(λ), is a symmetric function of variables xN and defined as follows [4]:
sλ(x
N) =
aλ+δ
aδ
, aλ = det(x
nj
i )1≤i,j≤N , δ = (N − 1, N − 2, . . . , 1, 0). (8.0.21)
Coefficient (qc; q)λ associated with partition λ is expressed in terms of the q-deformed Pochham-
mer’s Symbols (qc; q)n (8.0.14):
(qc; q)λ = (q
c; q)n1(q
c−1; q)n2 · · · (qc−k+1; q)nk . (8.0.22)
The multiple qn(λ) defined on the partition λ:
qn(λ) = q
∑k
i=1
(i−1)ni , (8.0.23)
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and q-deformed ’hook polynomial’ Hλ(q) is
Hλ(q) =
∏
(i,j)∈λ
(
1− qhij
)
, hij = (ni + n
′
j − i− j + 1), (8.0.24)
where λ′ is the conjugated partition (for the definition see [4]).
For this hypergeometric functions we suggested different representations like (6.11.14),(6.11.15)
or like (6.12.29),(6.12.30).
For N = 1 we get (8.0.13).
Let us note that in the limit q → 1 series (8.0.20) reduces to (8.0.17), see [25].
Hypergeometric series of double set of arguments [26],[25],[38]
Another generalization of hypergeometric series is so-called hypergeometric function of two
matrix arguments X,Y with indices a and b:
pFs (a1, . . . , ap; b1, . . . , bs;X,Y) =
∑
λ
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
Zλ(X)Zλ(Y)
|λ|!Zλ(IN) . (8.0.25)
Here X,Y are Hermitian N × N matrices and Zλ(X), Zλ(Y) are zonal spherical polynomials
for the symmetric spaces GL(N,C)/U(N), GL(N,R)/SO(N) and GL(N,H)/Sp(N) see [25].
The notations are the same as in previous subsection. Again we shall consider only the case of
GL(N,C)/U(N) symmetric spaces. In this case (8.0.25) it may be written as
pFs
(
a1, . . . , ap; b1, . . . , bs;x
(N),y(N)
)
=
∑
λ
(a1)λ · · · (ap)λ
(b1)λ · · · (bs)λ
sλ(x
N)sλ(y
N)
Hλsλ(1N)
, (8.0.26)
where 1N = (1, . . . , 1).
We suggest a different representations like (6.12.20) or different integral representations.
The q-deformation of the hypergeometric function (8.0.26) is as follows
pΦs
(
a1, . . . , ap
b1, . . . , bs
∣∣∣∣∣ q,xN ,yN
)
=
∑
λ
l(λ)≤N
(qa1 ; q)λ · · · (qap; q)λ
(qb1; q)λ · · · (qbs ; q)λ
qn(λ)
Hλ(q)
sλ
(
xN
)
sλ
(
yN
)
sλ (1, q, q2, ..., qN−1)
(8.0.27)
This is the multi-variable basic hypergeometric function of two sets of variables which was also
studied by S.Milne, see [38], [25].
There are also hypergeometric functions related to Jack polynomials C
(d)
λ [25]:
pFs(d)
(
a1, . . . , ap; b1, . . . bs;x
N ,yN
)
=
∑
λ
(a1)
(d)
λ · · · (ap)(d)λ
(b1)
(d)
λ · · · (bs)(d)λ
C
(d)
λ (x
N)C
(d)
λ (y
N)
|λ|!C(d)λ (1n)
, (8.0.28)
where
(a)
(d)
λ =
l(λ)∏
i=1
(
a− d
2
(i− 1)
)
ni
. (8.0.29)
Here (c)k = c(c + 1) · · · (c + k − 1). For the special value d = 2 the last expression (8.0.28)
coincides with (8.0.20), and reduces to (8.0.26) as |q| → 1. The open problem is to get a
fermionic representation of (8.0.28) for arbitrary value of the parameter d.
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9 Further generalization. Examples of Gelfand-Graev
hypergeometric functions
9.1 Scalar product and series in plane partitions
Let us consider the scalar product (3.3.9)
〈sµ, sλ〉r,n = rλ(n)δµ,λ (9.1.1)
For the simplicity of notations sometimes we shall write 〈, 〉r instead of 〈, 〉r,n.
We introduce notations
(t,p) =
∞∑
m=1
pmtm, (p, βi) =
∞∑
m=1
pmβim, (p, β
∗
i ) =
∞∑
m=1
pmβ
∗
im (9.1.2)
Lemma
〈sλ, e(p,β)sµ〉r,n = 〈sµe(p,β), sλ〉 = rλ(n)sλ/µ(β) (9.1.3)
One sees that for β = 0 and r = 1 the right hand side is equal to δµ,λ. ✷
Proof One develops e(p,βi) using
e(p,βi) =
∑
ν
sν(γ)sν(βi) (9.1.4)
and taking into account the orthogonality of Schur functions (9.1.1) and the formulas (see
section 5 of chapter I of [4])
sνsµ =
∑
λ
cλµνsλ, sλ/µ =
∑
ν
cλµνsν (9.1.5)
✷
Let us consider a set of scalar products (9.1.1) which differ by the choice of r. The scalar
product of functions of pi will be labelled by script i: we shall denote this scalar product as
〈, 〉r(i).
Lemma
e(pi,βi+γi−1) =
∑
ν1,ν2
sν1(γi)sν1/ν2(βi)sν2(γi−1) (9.1.6)
and for given partition νi−1 we have
〈e(pi,βi+γi−1), sνi−1(γi−1)〉r(i−1),ni−1 =
∑
νi
sνi(γi)sνi/νi−1(βi)r
(i−1)
νi−1
(ni−1) (9.1.7)
where
γi = (
pi1
1
,
pi2
2
,
pi3
3
, . . .) (9.1.8)
✷ Proof follows from the relations (see [4])
e
∑∞
n=1
(pinβin+
1
n
pinpi−1,n) =
∑
ν1
sν1(βi + γi−1)sν1(γi), sν2(βi + γi−1) =
∑
ν2
sν1/ν2(βi)sν2(γi−1)
(9.1.9)
and definition (3.3.9). ✷
Let us consider a set of {pi, i = 0, 1, 2, . . . , k + 1} and a set of {βi, i = 1, 2, . . . , k + 1} with
conditions
p0 = 0, pk+1 = p (9.1.10)
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With the help of Lemma we consider scalar product of scalar products (compare with
(3.4.7)):
〈e(pk ,βk+γk−1) · · · , 〈e(p3,β3+γ2), 〈e(p2,β2+γ1), e(p1,β1+γ0)〉r(1),n1〉r(2),n2 · · ·〉r(k−1),nk (9.1.11)
=
∑
νk⊇···⊇ν0
r(k−1)νk−1 (nk−1)r
(k−2)
νk−2
(nk−2) · · · r(2)ν2 (n2)r(1)ν1 (n1)
sνk(γk)sνk/νk−1(βk)sνk−1/νk−2(βk−1) · · · sν2/ν1(β2)sν1/ν0(β1)sν0(γ0) (9.1.12)
= Ik(p, r
k−1, λk−1, β,p0) (9.1.13)
where rk−1 = (r(1), r(2), . . . , r(k−1)), λk−1 = (n1, . . . , nk−1), sν0(γ0 = 0) = δ0,ν0.
This is the sum over all plane partitions [4] with the largest part k: π(k) = (ν1 ⊆ · · · ⊆ νk).
Now let us consider scalar product of different I and with respect to standard scalar product
(9.1.1) . Putting p0 = 0 we get a function of β = {βin, i = 1, . . . , k, n = 1, 2, . . .}, β∗ = {β∗in, i =
1, . . . , l, n = 1, 2, . . .}, which will appear to be a tau function
τr˜,r(λl−1, λ∗k, β, β
∗) = 〈Ik(p, r˜k−1, β, 0), Il(p, rl−1, β∗, 0)〉r(k),nk (9.1.14)
where r˜ = (r˜(1), r˜(2), . . . , r˜(k−1)), r = (r(1), r(2), . . . , r(k−1), r(k)) and λl−1 = (n1, . . . , nl−1), λ∗k =
(n∗1, . . . , n
∗
k). We see that (9.1.14) is a sum over a pair of plane partitions.
9.2 Integral representation for τr˜,r
In case the function r has zero the scalar product (9.1.1) is degenerate one. For simplicity let
us take r(0) = 0, r(k) 6= 0, k ≤ n. The scalar product (9.1.1) is non generate on the subspace of
symmetric functions spanned by Schur functions {sλ, l(λ) ≤ n}, l(λ) is the length of partition
λ.
〈f, g〉r,n =
∫
· · ·
∫ n∏
i=1
dz¯idziµr(z¯izi)∆n(z¯)∆n(z)f(z¯
n)g(zn) (9.2.1)
where z¯n = (z¯1, . . . , z¯n), z
n = (z1, . . . , zn) and
∆n(z¯) =
n∏
i<j
(z¯i − z¯j), ∆n(z) =
n∏
i<j
(zi − zj) (9.2.2)
Thus get the following integral representation for (9.1.14)
τr˜,r(λl−1, λ∗k, β, β
∗) = (9.2.3)
∫
· · ·
∫ l−1∏
j=1
nj∏
i=1
dz¯jidzjiµr˜(j)(z¯jizji)Djδ(zki − z∗l−1,i)δ(z¯ki − z¯∗l−1,i)
k∏
j=1
n∗
j∏
i=1
dz¯∗jidz
∗
jiµr(j)(z¯
∗
jiz
∗
ji)D
∗
j
(9.2.4)
Dj = ∆nj (z¯
∗
j )∆nj(z
∗
j )e
ξj , D∗j = ∆n∗j (z¯
∗
j )∆nj (z
∗
j )e
ξ∗j (9.2.5)
ξj =
∞∑
m=1
nj∑
k=1
(zjk)
m
(
βjm +
1
m
nj−1∑
i=1
(z¯j−1,i)
m
)
, j > 1, ξ1 =
∞∑
m=1
n1∑
k=1
(z1k)
mβ1m (9.2.6)
ξ∗j =
∞∑
m=1
n∗
j∑
k=1
(z¯∗1k)
m
β∗jm + 1m
n∗
j−1∑
i=1
(z∗j−1,i)
m
 , j > 1, ξ∗1 = ∞∑
m=1
n1∑
k=1
(z¯∗1k)
mβ∗1m (9.2.7)
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9.3 Multi-matrix integrals
In case r˜(j)(n) = n + aj, r
(j)(n) = n + a∗j we get that the tau function (9.2.3) is equal to the
following multi matrix integral
∫
· · ·
∫ l−1∏
j=1
dMjdM¯je
TrMjM¯jeVjδ(Mk −M∗l−1)δ(M¯ki − M¯∗l−1,i)
k∏
j=1
dM∗j dM¯
∗
j e
TrM∗
j
M¯∗
j eV
∗
j (9.3.1)
Vj =
∞∑
m=1
Tr(Mj)
m
(
βjm +
1
m
Tr(M¯j−1)m
)
, j > 1, V1 =
∞∑
m=1
Tr(M1)
mβ1m (9.3.2)
V ∗j =
∞∑
m=1
Tr(M¯∗j )
m
(
β∗jm +
1
m
Tr(M∗j−1)
m
)
, j > 1, V ∗1 =
∞∑
m=1
Tr(M¯∗1 )
mβ∗1m (9.3.3)
where Mj, M¯j has a size nj = M + aj and M
∗
j , M¯
∗
j has a size n
∗
j =M + a
∗
j .
9.4 Fermionic representation [12]
Due to (3.3.10) scalar product (9.1.14) is equal to a vacuum expectation value. Let us write
down it explicitly using [12].
Formula (6.3.1) is related to ’Gauss decomposition’ of operators inside vacuums 〈M | . . . |M〉
into diagonal operator eH0(T ) and upper triangular operator eH(t) and lower triangular operator
e−H
∗(t∗) the last two have the Toeplitz form. Now let us consider more general two-dimensional
Toda chain tau function
τ = 〈M |eH(t)ge−A(t∗)|M〉, (9.4.1)
where we decompose g in the following way:
g(β, β∗) = eA˜1(β1) · · · eA˜k(βk)e−Al(β∗l ) · · · e−A1(β∗1 ), (9.4.2)
where
β˜∗i = (βi1, βi2, . . .), β
∗
i = (β
∗
i1, β
∗
i2, . . .) (9.4.3)
A˜k(βk) =
∞∑
m=1
A˜kmβkm, Ak(β
∗
k) =
∞∑
m=1
Akmβ
∗
km (9.4.4)
Here each of Ak(β
∗
i ) has a form as in (3.5.3) and corresponds to operator r
(k)(D), while each
of A˜k(β˜∗k) has a form of (3.5.4) and corresponds to operator r˜
(k)(D):
A˜km = − 1
2π
√−1
∮
ψ∗(z)
(
r˜(k)(D)z
)m
ψ(z), m = 1, 2, . . . (9.4.5)
Akm =
1
2π
√−1
∮
ψ∗(z)
(
1
z
r(k)(D)
)m
ψ(z), m = 1, 2, . . . , (9.4.6)
Collections of variables β = {βin}, β∗ = {β∗in} play the role of coordinates for some wide
enough class of Clifford group elements g. This tau function is related to rather involved
generalization of the hypergeometric functions we considered above. Tau function (9.4.1),(9.4.2)
may be considered as the result of applying of the additional symmetries to the vacuum tau
function, which is 1, see Appendix “The vertex operator action”.
Let us calculate this tau function. First of all we introduce a set consisting of m+1 partitions:
(λ1, . . . , λm, λm+1 = λ), 0 = λ0 ⊆ λ1 ⊆ λ2 ⊆ · · · ⊆ λm ⊆ λm+1 = λ, (9.4.7)
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see [4] for the notation ⊆ for the partitions. The corresponding set
Θmλ = (λ
1, θ1, . . . , θm), θi = λi+1 − λi, i = 1, . . . , m (9.4.8)
depends on the partition λ and the number m + 1 of the partitions. We take as sΘ(t
∗, β∗)
the product which is relevant to the set Θmλ and depending on the set of variables µi = {µij}
(i = (1, . . . , m+ 1), j = (1, 2 . . .))
sΘm
λ
(µ) = sλ1(µ1)sθ1(µ2) · · · sθm(µm+1). (9.4.9)
Here sθi is a skew Schur function (see [4]). Further we define function rΘmλ (M):
rΘm
λ
(M) = rλ1(M)r
1
θ1(M) · · · rmθm(M), (9.4.10)
where the function riθi(M) , a skew analogy of rλ(M) of (2.2.1), is
rθi(M) =
s∏
j=1
r(n
(i)
j − j + 1 +M) · · · r(n(i+1)j − j +M), (9.4.11)
where λi+1 = (n
(i+1)
1 , . . . , n
(i+1)
s ). If the function r
i(m) has no poles and zeroes at integer points
then the relation
riθi(M) =
riλi+1(M)
riλi(M)
, i = 1, . . . , m (9.4.12)
is correct. To calculate the tau function we need the Lemma
Lemma 3 Let partitions λ = (i1, . . . , is|j1− 1, . . . , js− 1) and λ˜ = (˜i1, . . . , i˜r|j˜1− 1, . . . , j˜r− 1)
satisfy the relation λ ⊇ λ˜. The following is valid:
〈0|ψ∗i˜1 · · ·ψ∗i˜rψ−j˜r · · ·ψ−j˜1eA
i(βi)ψ∗−j1 · · ·ψ∗−jsψis · · ·ψi1 |0〉 =
= (−1)j˜1+···+j˜r+j1+···+jssθ(βi)rθ(0), θ = λ− λ˜. (9.4.13)
〈0|ψ∗i1 · · ·ψ∗isψ−js · · ·ψ−j1eA˜
i(β∗
i
)ψ∗−j˜1 · · ·ψ∗−j˜rψi˜r · · ·ψi˜1 |0〉 =
= (−1)j˜1+···+j˜r+j1+···+jssθ(βi)rθ(0), θ = λ− λ˜. (9.4.14)
✷ Proof: One proof is achieved by a development of , eA = 1+A+ · · · , eA˜ = 1+ A˜+ · · · and a
direct evaluation of vacuum expectations (9.4.13),(9.4.14). (see Example 22 in Sec 5 of [4] for
help).
The second proof of (9.4.13),(9.4.14) is achieved using the developments (3.5.17), (3.5.18)
respectively.✷
Then we obtain the generalization of Proposition 1:
Proposition 18
τM (t, t
∗; β, β∗) =
∑
λ
∑
Θk
λ
∑
Θl
λ
r˜Θk
λ
(M)rΘl
λ
(M)sΘk
λ
(t, β)sΘl
λ
(t∗, β∗), (9.4.15)
where r˜Θk
λ
(M) and rΘl
λ
(M) are given by (9.4.11).
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With the help of this series one can obtain different hypergeometric functions.
In the end of the subsection we put β = 0. For the case t = t(xN), all β = 0 one can obtain
the analog of (3.4.2)
eA(t
∗)g−1(β = 0, β∗)ψ(z)g(β = 0, β∗)e−A(t
∗) = e−ξrl(β
∗
l
,z−1) · · · e−ξr1 (β∗1 ,z−1)e−ξr(t∗,z−1)ψ(z)
(9.4.16)
eA(t
∗)g−1(β = 0, β∗)ψ∗(z)g(β = 0, β∗)e−A(t
∗) = eξr′l(β
∗
l
,z−1) · · · eξr′1 (β∗1 ,z−1)eξr′ (t∗,z−1)ψ∗(z)
(9.4.17)
where
ξrk(t
∗, z−1) =
+∞∑
m=1
tm
(
1
z
rk(D)
)m
, D = z
d
dz
, r′k(D) = rk(−D) (9.4.18)
In (9.4.16),(9.4.17) ξr are operators which act on z variable of ψ, ψ
∗.
In cases t = t(xN) (using (6.2.9) and (3.4.3)) and t = −t(xN ) (using (6.2.10) and (3.4.2))
one gets the following representations
Proposition 19
τ(M, t(xN), t∗; β = 0, β∗) = ∆−1eηl
′ · · · eη1′eη′∆, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN)N−1−M (9.4.19)
τ(M,−t(xN ), t∗; β = 0, β∗) = ∆−1e−ηl · · · e−η1e−η∆, ∆ =
∏
i<j(xi − xj)
(x1 · · ·xN )N−1+M (9.4.20)
where
η =
N∑
i=1
ξr(t
∗, xi), ηk =
N∑
i=1
ξrk(t
∗, xi) (9.4.21)
η′ =
N∑
i=1
ξr′(t
∗, xi), ηk ′ =
N∑
i=1
ξr′k(t
∗, xi) (9.4.22)
and (cf (3.4.4))
ξr′k(t
∗, xi) =
+∞∑
m=1
tm (xirk(Di))
m , ξrk(t
∗, xi) =
+∞∑
m=1
tm (xirk(−Di))m , Di = xi ∂
∂xi
(9.4.23)
Let us note that [ξr′k(t
∗, xi), ξr′k(t
∗, xj)] = 0 and [ξrk(t
∗, xi), ξrk(t
∗, xj)] = 0 for all k, i, j, while
in general [ηk, ηn] 6= 0.
(9.4.20) may be also obtained from (9.4.19) with the help of (3.4.10).
Looking at (9.4.19) one easily derives a set of linear equations, which are differential equa-
tions with respect to variables β∗ and t∗: ∂
∂β∗km
− eηl′ · · · eηk−1′ ·
(
N∑
i=1
xirk(Di)
)m
· e−ηk−1′ · · · e−ηl′
(∆τ(M, t(xN ), t∗; β = 0, β∗)) = 0
(9.4.24) ∂
∂t∗m
− eηl′ · · · eη1′ ·
(
N∑
i=1
xirk(Di)
)m
· e−η1′ · · · e−ηl′
(∆τ(M, t(xN ), t∗; β = 0, β∗)) = 0
(9.4.25)
where ∆ is the same as in (9.4.19).
Proposition 20 For the tau function τr(M, t, t
∗) of (3.4.6) and the vertex operators Ω(∞)r˜1 ,Ω
(0)
rl
defined by (6.6.1) we have
e−Ω
(∞)
r˜1
(β1) · · · e−Ω
(∞)
r˜k
(βk) · · · eΩ
(∞)
rl
(β∗
l
) · · · eΩ(∞)r1 (β∗1 ) · τr(M, t, t∗) = τ(M, t, t∗; β, β∗), (9.4.26)
eΩ
(0)
r1
(β∗1 ) · · · eΩ(0)rl (β∗l ) · · · e−Ω(0)r˜k (βk) · · · e−Ω(0)r˜1 (β1) · τr(M, t, t∗) = τ(M, t, t∗; β, β∗). (9.4.27)
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9.5 Loop matrix integrals
Let us consider three matrix integral used in [61]
I =
∫
e
∑∞
m=1(βmTrX
m
−+β
∗
mTrXm+ )e
√−1TrX−X+e−q
√−1TrX−ΩX+Ω−1dX−dX+dΩ (9.5.1)
Here X± are Hermitian n by n matrices, and Ω ∈ U(n). (In (9.5.1) we use βm (and β∗m) instead
of tm (and of t−m) in [61]).
Using (2.2.11),(5.3.8) and (9.1.5) we get
I =
∑
λ,ν,µ
sλ(β)
< sλ(X−)sν(X−), sν(X+)sµ(X+) >r,n
(−q)−|ν|(n)ν sµ(β
∗) =
∑
λ≥ν
(n)λsλ/ν(β)sλ/ν(β
∗)
(n)ν(−q)−|ν| (9.5.2)
As we see I =<< τ >> (see (3.6.8)), where
τ(n, t, t∗; β, β∗) = 〈n|eH(t)geH∗(t∗)|n〉 = ∑
λ≥ν,µ
(n)λsλ/ν(β)sλ/µ(β
∗)
(n)µ
sν(t)sµ(t
∗)(−q)|µ| (9.5.3)
where
g = (−q)neH(β)eA(β∗)e− log(−q)
∑∞
m=−∞
m:ψmψm: (9.5.4)
where A is the same as in the tau function for the two-matrix model (r(m) = m). We have
I = TrFng =
∑
λ gλλ.
9.6 The example of Gelfand,Graev and Retakh hypergeometric se-
ries [12]
Below we also put β = 0. Let us consider the tau function:
τ(M, β˜, β; 0, β∗) = 〈M |eA˜(β˜)e−Al(β∗l ) · · · e−A1(β∗1 )e−A(β)|M〉. (9.6.1)
We put
β˜ = (x,
x2
2
,
x3
3
, . . .), β = (y1, 0, 0, . . .), β
∗
i = (yi+1, 0, 0, . . .) i = (1, . . . , l). (9.6.2)
We obtain the series
τ(M,x, y1, . . . , yl+1) =
+∞∑
n1,...,nl+1=0
r˜(n1+···+nl+1)(M)rΘlλ(M)
(xy1)
n1 · · · (xyl+1)nl+1
n1! · · ·nl+1! = (9.6.3)∑
n1,...,nl+1∈Z
c(n1, . . . , nl+1)(xy1)
n1 · · · (xyl+1)nl+1, c(n1, . . . , nl+1) =
r˜(n1+···+nl+1)(M)rΘlλ(M)
Γ(n1 + 1) · · ·Γ(nl+1 + 1) ,(9.6.4)
where Θlλ corresponds to the set of simple partitions-rows
λ1 = (n1), λ
2 = (n1 + n2), . . . , λl+1 = (n1 + · · ·+ nl+1) (9.6.5)
When functions bi(n1, . . . , nl+1) defined as
bi(n1, . . . , nl+1) =
c(n1, . . . , ni + 1, . . . , nl+1)
c(n1, . . . , nl+1)
, i = 1, . . . , l + 1 (9.6.6)
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are rational functions of (n1, . . . , nl+1), then tau function (9.6.3) is a Horn hypergeometric series
[25].
Above series for the special choice of functions ri(D) can be deduced from the Gelfand, Graev
and Retakh series [54] defined on the special lattice and corresponding to the special set of
parameters. Let us take the rational functions ri(D):
ri(D) =
∏p(i)
j=1(D + a
(i)
j )∏s(i)
m=1(D + b
(i)
m )
, (i = 0, . . . , l), r0(D) = r(D) (9.6.7)
r˜(D) =
∏p(l+1)
j=1 (D + a
(l+1)
j )∏s(l+1)
m=1 (D + b
(l+1)
m )
(9.6.8)
Let define N = p(0) + s(0) + 2
∑l
j=1(p
(j) + 2s(j)) + p(l+1) + s(l+1) + l + 1 and consider complex
space CN . In this space we consider the l + 1-dimensional basis B and the vector υ consisting
of parameters.
p0 = s0 = 0, pi = p
(i−1) + s(i), si = s(i−1) + p(i), i = (1, . . . , l)
pl+1 = p
(l) + p(l+1), sl+1 = s
(l) + s(l+1), N =
l+1∑
j=1
(pj + sj) + l + 1 (9.6.9)
f i = −(ep0+s0+···+pi−1+si−1+1 + · · ·+ ep1+s1+···+pi−1+si−1+pi) +
+(ep1+s1+···+pi−1+si−1+pi+1 + · · ·+ ep1+s1+···+pi−1+si−1+pi+si), i = 1, . . . , l + 1 (9.6.10)
where ei = (0, . . . , 0,
i
1ˆ, 0, . . .)︸ ︷︷ ︸
N
. The lattice B ∈ CN is generated by the vector basis of dimension
l + 1:
bi = f i + · · ·+ f l+1 + eN−l−1+i, i = 1, . . . , l + 1 (9.6.11)
Vector υ ∈ CN is defined as follows (compare with (9.6.10)):
υi = −(a(i−1)1 ep0+s0+···+pi−1+si−1+1 + · · ·+ a(i−1)p(i−1)ep0+s0+···+pi−1+si−1+p(i−1) +
+b
(i)
1 ep0+s0+···+pi−1+si−1+p(i−1)+1 + · · ·+ b(i)s(i)ep0+s0+···+pi−1+si−1+pi) +
+((b
(i−1)
1 − 1)ep0+s0+···+pi−1+si−1+pi+1 + · · ·+ (b(i−1)s(i−1) − 1)ep0+s0+···+pi−1+si−1+pi+s(i−1) +
+(a
(i)
1 − 1)ep0+s0+···+pi−1+si−1+pi+s(i−1)+1 + · · ·+ (a(i)s(i) − 1)ep0+s0+···+pi−1+si−1+pi+si)(9.6.12)
for i = (1, . . . l), and
υl+1 = −(a(l)1 ep0+s0+···+pl+sl+1 + · · ·+ a(l)p(l)ep0+s0+···+pl+sl+p(l) +
+a
(l+1)
1 ep0+s0+···+pl+sl+p(l)+1 + · · ·+ a(l+1)s(l+1)ep0+s0+···+pl+sl+pl+1) +
+((b
(l)
1 − 1)ep0+s0+···+pl+sl+pl+1+1 + · · ·+ (b(l)s(l) − 1)ep0+s0+···+pl+sl+pl+1+s(l) +
+(b
(l+1)
1 − 1)ep0+s0+···+pl+sl+pl+1+s(l)+1 + · · ·+ (b(l+1)s(l+1) − 1)ep0+s0+···+pl+sl+pl+1+sl+1) (9.6.13)
Vector υ is:
υ = υ1 + · · ·+ υl+1 (9.6.14)
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Now we can write down Gelfand, Graev and Retakh hypergeometric series corresponding to
the lattice B and vector υ:
FB(υ; z) =
∑
b∈B
N∏
j=1
z
υj+bj
j
Γ(υj + bj + 1)
+
∑
n1,...,nl+1∈Z
N∏
j=1
z
υj+n1b
1
j+···+nl+1bl+1j
j
Γ(υj + n1b1j + · · ·+ nl+1bl+1j + 1)
(9.6.15)
Let us compare this series with tau function (9.6.3):
FB(υ; z) = c1(a, b)g1(z) · · · cl+1(a, b)gl+1(z)τ(M,x, y1, . . . , yl+1) (9.6.16)
where
c−1i (a, b) = Γ(1− a(i−1)1 ) · · ·Γ(1− a(i−1)p(i−1))Γ(1− b
(i)
1 ) · · ·Γ(1− b(i)s(i))×
×Γ(b(i−1)1 ) · · ·Γ(b(i−1)s(i−1))Γ(a
(i)
1 ) · · ·Γ(a(i)s(i)), i = 1, . . . , l (9.6.17)
c−1l+1(a, b) = Γ(1− a(l)1 ) · · ·Γ(1− a(l)p(l))Γ(1− a
(l+1)
1 ) · · ·Γ(1− a(l+1)s(l+1))×
×Γ(b(l)1 ) · · ·Γ(b(l)s(l))Γ(b
(l+1)
1 ) · · ·Γ(b(l+1)s(l+1)) (9.6.18)
zp0+s0+···+pi−1+si−1+pi+1 · · · zp1+s1+···+pi−1+si−1+pi+si
(−zp0+s0+···+pi−1+si−1+1) · · · (−zp0+s0+···+pi−1+si−1+pi)
= 1, i = 2, . . . , l (9.6.19)
zp1+1 · · · zp1+s1zN−l
(−z1) · · · (−zp1)
= y1 (9.6.20)
yi = zN−l−1+i, i = 2, . . . , l + 1 (9.6.21)
zp1+s1+···+pl+sl+pl+1+1 · · · zp1+s1+···+pl+sl+pl+1+sl+1
(−zp1+s1+···+pl+sl+1) · · · (−zp1+s1+···+pl+sl+pl+1)
= x (9.6.22)
gi(z) = z
(
−a(i−1)1
)
p0+s0+···+pi−1+si−1+1 · · · z
(
−a(i−1)
p(i−1)
)
p0+s0+···+pi−1+si−1+p(i−1) ×
×z
(
−b(i)1
)
p0+s0+···+pi−1+si−1+p(i−1)+1 · · · z
(
−b(i)
s(i)
)
p0+s0+···+pi−1+si−1+pi ×
×z
(
b
(i−1)
1 −1
)
p0+s0+···+pi−1+si−1+pi+1 · · · z
(
b
(i−1)
s(i−1)
−1
)
p0+s0+···+pi−1+si−1+pi+s(i−1) ×
×z
(
a
(i)
1 −1
)
p0+s0+···+pi−1+si−1+pi+s(i−1)+1 · · · z
(
a
(i)
s(i)
−1
)
p0+s0+···+pi−1+si−1+pi+si−1 (9.6.23)
for i = (1, . . . l), and
gl+1(z) = z
(
−−a(l)1
)
p1+s1+···+pl+sl+1 · · · z
(
−a(l)
p(l)
)
p1+s1+···+pl+sl+p(l) ×
×z
(
−a(l+1)1
)
p1+s1+···+pl+sl+p(l)+1 · · · z
(
−a(l+1)
s(l+1)
)
p1+s1+···+pl+sl+pl+1 ×
×z
(
b
(l)
1 −1
)
p1+s1+···+pl+sl+pl+1+1 · · · z
(
b
(l)
s(l)
−1
)
p1+s1+···+pl+sl+pl+1+s(l) ×
×z
(
b
(l+1)
1 −1
)
p1+s1+···+pl+sl+pl+1+s(l)+1 · · · z
(
b
(l+1)
s(l+1)
−1
)
p1+s1+···+pl+sl+pl+1+sl+1−1 (9.6.24)
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