Abstract. We show that the absolute numerical index of the space Lp(µ) is p
Introduction and preliminaries
Let X be a real or complex Banach space. Following the standard notation, by B X , S X , X * and L(X) we denote the closed unit ball, the unit sphere, the dual space, and the space of all bounded linear operators on X respectively. We write T for the unit sphere of the base field R or C. The numerical radius of an operator T ∈ L(X) is a semi-norm defined as v(T ) = sup x * (T x) : x ∈ S X , x * ∈ S X * , x * (x) = 1 , which is obviously smaller or equal than the operator norm. The numerical index of the space X is the constant n(X) = inf v(T ) : T ∈ L(X), T = 1 , equivalently, n(X) is the maximum of those k 0 such that k T v(T ) for every T ∈ L(X). This notion was introduced and studied in the 1970 paper [4] , see also the monographs [2, 3] and the survey paper [9] for background. Obviously, 0 n(X) 1, n(X) > 0 means that the numerical radius is a norm on L(X) equivalent to the operator norm and n(X) = 1 if and only if numerical radius and operator norm coincide. It is also not hard to see that n(X * ) n(X), being the reversed inequality false in general (see [9, §2] for a detailed account). There are lots of spaces with numerical index 1 (among classical ones, for instance, L 1 (µ) and C(K)), and some attractive open problems on them [9] . It is interesting to remark that the numerical index behaves differently in the real and in the complex cases. So, for every complex Banach space one has that n(X)
1/ e (and the inequality is the best possible), nevertheless, n(X) = 0 for some real Banach spaces X as ℓ 2 or, more in general, for every Hilbert space of dimension greater than 1.
The number of Banach spaces whose numerical index is known is small (see [9, §1] for a recent account) and, therefore, there are many interesting open problems consisting in calculating, or at least estimating, the numerical index of concrete Banach spaces. Among classical spaces, one of the most intriguing open problems is to calculate n(L p (µ)) for 1 < p < ∞, p = 2. Let us fix the notation and terminology on L p spaces. Let (Ω, Σ, µ) be any measure space and 1 < p < ∞. We write L p (µ) for the real or complex Banach space of (equivalent classes of) measurable scalar functions x defined on Ω such that
We use the notation ℓ m p for the m-dimensional L p -space. We write q = p/(p − 1) for the conjugate exponent to p. For any x ∈ L p (µ), we denote x # = |x| p−1 sign(x) in the real case, |x| p−1 sign(x) in the complex case, which is the unique element in L q (µ) ≡ L p (µ) * such that
and
Observe that, with this notation, one has
for every T ∈ L(L p (µ)). Finally, we consider the constants
(which is the numerical radius of the operator T (x, y) = (−y, x) defined on the real space ℓ 2 p , see [11, Lemma 2] for instance) and
(which is the numerical radius of the operator T (x, y) = (y, 0) defined on the real or complex space ℓ It has been proved recently that, fixed p, all infinite-dimensional L p (µ) spaces have the same numerical index [5, 6, 7] (see also [13] for a different approach) and that n(L p (µ)) > 0 for p = 2 in the real case [12] . On the way to state the last result, the authors of [12] introduced the so-called absolute numerical radius of an operator on a L p (µ)-space as follows. Given a measure space (Ω, Σ, µ), 1 < p < ∞ and T ∈ L(L p (µ)), the absolute numerical radius of T is the number
In [12] it is shown that n(L p (µ)) is positive by proving that both inequalities above can be reversed up to a positive constant. Namely, it is shown that 1 2 e T |v|(T ) and
Mp 12 e > 0. For notational convenience, we introduce the definition of the absolute numerical index of L p (µ) as the number
and the aforementioned result of [12] just says that |n|(L p (µ)) 1 2 e . Our first goal in this paper is to calculate the exact value of |n|(L p (µ)), namely, |n|(L p (µ)) = κ p (if the dimension of L p (µ) is greater than one) in both the real and the complex case. In other words, we will prove that,
and that this inequality is the best possible when the dimension of L p (µ) is greater than one. As a corollary, we get an improvement of the estimation of n(L p (µ)) obtained in [12] . Namely, in the real case, we get
In other words, in the real case,
Next, we study numerical radius of rank-one operators on L p (µ). For notational convenience again, we define the rank-one numerical index of an arbitrary Banach space X as the number
Our results state that for every atomless measure µ,
in both the real and the complex cases. This result is not sharp for values of p close to 2 as, for instance,
On the other hand, the estimation for n 1 (L p (µ)) tends to 1 as p → 1 or p → ∞.
Finally, the last part of the paper is devoted to study numerical radius of the so-called narrow operators on L p (µ) when the measure µ is atomless and finite (a class of operators containing compact operators, see section 4 for the definition and background). Defining the narrow numerical index of
we prove that
in the real case.
Notice that the inequality for the real case gives a positive estimate for 1 < p < ∞ (p = 2) which tends to 1 as p → 1 or p → ∞.
The outline of the paper is as follows. Section 2 is devoted to show that |n|(L p (µ)) = κ p . The results on rank-one operators appear in section 3 and the results on narrow operators are contained in section 4.
We recall some lattice notation which we will use in the paper. We refer the reader to [1] for abundant information on lattices and positive operators. Let E be a Banach lattice. For any subset F ⊆ E we write F + = {x ∈ F : x 0}. For two elements x, y ∈ E, by x ∨ y (resp. x ∧ y) we denote the least upper bound (resp. greatest lower bound) in E of the two-point set {x, y}, if it exists. A linear operator T : E −→ E is called positive provided T (E + ) ⊆ E + , or, in other words, if it sends positive elements to positive elements. An element y ∈ E is called a component of x ∈ E if |y| ∧ |x − y| = 0. In this case we write y ⊑ x. Let z ∈ E. An element x ∈ E is called a z-step function if x = m k=1 a k z k for some components (z k ) of z. Let (Ω, Σ, µ) be a measure space. On the real space L 0 (µ) of all (equivalence classes of) Σ-measurable functions, we consider the ordering x y if and only if x(t) y(t) for almost all t ∈ Ω. For two functions x, y ∈ L 0 , x ∨ y (resp. x ∧ y) is equal to the point-wise maximum (resp. minimum) of these functions. For any x ∈ L 0 (µ) and A ∈ Σ we denote x A = x 1 A where 1 A is the characteristic function of A. The expression A = B ⊔ C for sets A, B, C ∈ Σ means that A = B ∪ C and B ∩ C = ∅. If E is a sublattice of L 0 (µ) and x, y ∈ E then y ⊑ x if and only if y = x 1 A for some A ∈ Σ and a 1-step function is just a simple function and a z-step function is the product of z by a simple function. In particular, if x, z ∈ E are simple (= finite valued) functions with z 0 and supp x ⊆ supp z then x is a z-step function.
The absolute numerical index of L p (µ)
The main aim of this section is to calculate the absolute numerical index of the L p spaces, as shown in the following result.
It is immediate to check that for positive operators on L p (µ), the numerical radius and the absolute numerical radius coincide. Therefore, the following result is a consequence of the above theorem. We state here its proof since it is simple and useful to get a better understanding of the proof of Theorem 2.1.
be positive with T = 1, fix ε > 0, and take x ∈ S Lp(µ) so that T x p (1 − ε) and x 0 (observe that x can be taken positive because T |x| |T x| due to the positivity of T ). Next, fix any τ > 0, set y = x ∨ τ T x and A = {ω ∈ Ω : x(ω) τ (T x)(ω)}, and observe that
This, together with the positivity of T , allows us to write
for every τ > 0. Taking supremum on τ > 0 and ε > 0, we deduce that v(T ) κ p , as desired.
The proof of Theorem 2.1 depends on the base scalar field. In the real case it needs some auxiliary results which we state here. They carry the main idea for the best possible estimation of the absolute numerical radius in the real case and allow us to apply positivity arguments to any operator as it has been done in the proof of Proposition 2.2. Lemma 2.3. Let E be a vector lattice, z ∈ E + , and x ∈ E a z-step function with |x| z. Then there exist n ∈ N, λ j ∈ [0, 1], and y j ∈ E with |y j | = z for j = 1, . . . , n such that n j=1 λ j = 1 and
Proof. Let x = m k=1 a k z k with a k ∈ R and z k ⊑ z, and use induction on m. Observe that the hypothesis |x| z implies that |a k | 1 for every k = 1, . . . , m. For m = 1, one trivially has that x =
For the induction step assume that the assertion is true for a given m ∈ N and suppose that x = m+1 k=1 a k z k where z k ⊑ z and |a k | 1 for k = 1, . . . , m + 1. Then for x = m k=1 a k z k and z = z − z m+1 ∈ E + we have that z k ⊑ z for k = 1, . . . , m. By the induction assumption there are n 0 ∈ N, λ j ∈ [0, 1], and y j ∈ E with | y j | = z for j = 1, . . . , n 0 such that n0 j=1 λ j = 1 and x = λ 1 y 1 + · · · + λ n0 y n0 . Then set λ = 1+am+1 2 and observe that
Finally, take n = 2n 0 and λ j = λ λ j , y j = y j + z m+1 for j = 1, . . . , n 0 and
which fulfill the desired conditions. Corollary 2.4. Let E be a vector lattice, f a positive linear functional on E, T : E −→ E a linear operator, z ∈ E + , and x ∈ E a z-step function with |x| z. Then, there exists y ∈ E satisfying |y| = z and f |T y| f |T x| .
Proof. By Lemma 2.3 there are n ∈ N, λ j ∈ [0, 1], and y j ∈ E with |y j | = z for j = 1, . . . , n such that n j=1 λ j = 1 and x = λ 1 y 1 + · · · + λ n y n . Then we can write
and so, f |T y j | f |T x| for some j.
Proof. It follows immediately from Corollary 2.4 and the continuity of f , | · |, and T .
We are ready to prove the main result.
Proof of Theorem 2.
It is easy to check that T 0 = 1. Now we show that |v|(T 0 ) κ p . Given any x ∈ S Lp(µ) , we set
and observe that
Thus,
Now, we take supremum with x ∈ S Lp(µ) to get |v|(T 0 ) κ p as desired.
For the more interesting converse inequality, fix T ∈ L(L p (µ)) with T = 1, ε > 0, and τ > 0, choose x ∈ S Lp(µ) so that T x p p 1 − ε, and set
We split the rest of the proof depending on the base scalar field.
• Real case. Using Corollary 2.5 for x, z = |x| A + τ |T x| B , and
and therefore, we can write
for every τ > 0. Finally, the arbitrariness of ε > 0 gives |v|(T ) max
• Complex case. Since |x| < τ |T x| on B, it is possible to find measurable functions θ 1 , θ 2 : B −→ C such that
Indeed, for ω ∈ B define
where θ j = θ j on B and θ j = 0 on A, and observe that
Therefore, we can write
for every τ > 0. The arbitrariness of ε gives us that |v|(T ) max 
Remark 2.7. From the proof of Theorem 2.1 we deduce that κ p is also the best constant of equivalence between the norm and the numerical radius for positive operators (i.e. the inequality in Proposition 2.2 is the best possible). This is because the operator defined on Equation 3 is clearly positive.
The numerical radius of rank-one operators on L p (µ)
This section is devoted to estimate the numerical radius of rank-one operators on L p (µ) for atomless measures µ.
Theorem 3.1. Let (Ω, Σ, µ) be an atomless measure space. Then for 1 < p < ∞ one has
We need the following easy observation.
Remark 3.2. Let (Ω, Σ, µ) be an atomless measure space and let f 1 , . . . , f n be simple functions on Ω. Then, given any λ ∈ [0, 1], there exists a partition Ω = A ⊔ B into measurable subsets such that
for every j = 1, . . . , n. To see that this is true, let C 0 , C 1 , . . . , C m be a partition of Ω with 0 < µ(C k ) < ∞ for k = 1, . . . , m, such that all the functions f 1 , . . . , f n are null on C 0 and constant on every C k . Then, for
and observe that the sets given by
form the desired partition of Ω.
Proof of Theorem 3.1. The first inequality follows from the fact that in the proof of Theorem 2.1 it is constructed a positive and rank-one operator T 0 (see (3)) such that T 0 = 1 and
We now prove the more interesting second inequality. Let T ∈ L(L p (µ)) be a rank-one operator with norm one, that is,
for some fixed x, y ∈ S Lp(µ) . Without loss of generality, we may and do assume that x, y are simple functions. Fix τ > 0, λ ∈ [0, 1] and set
Using Remark 3.2, choose a partition
Then define z = λ
p τ y B and observe that
Besides, using the fact that (u + v)
Using this and (4) it is easy to check that
This, together with (5), tells us that
for every τ > 0 and every λ ∈ [0, 1]. Finally, since max
p which finishes the proof.
Note that for p → 1 and p → ∞ this gives the best possible estimation of the order of n 1 (L p (µ)) because κ Proof. We fix a rank-one operator T ∈ L(H) with T = 1. Then, T has the form T x = (x | x 1 ) x 2 for some elements
By just choosing the suitable θ ∈ {−1, 1} one obtains v(T ) 1/2 and so n 1 (H) 1 2 . For the converse inequality, observe that if we take x 1 , x 2 orthogonal, then for each x ∈ S H one has that
1 and, therefore, 
The numerical radius of narrow operators
In Section 3 we obtained an estimate for the numerical radius of rank-one operators in L p (µ), it is natural to ask if it is possible to obtain a similar estimate for finite-rank operators. The aim of this section is to prove that it is so. In fact, we will do the work for the wider class of narrow operators. Let us recall the relevant definitions. An operator T ∈ L(E, X) on a (real or complex) Köthe function space E on a finite measure space (Ω, Σ, µ) acting to a Banach space X is narrow if for each A ∈ Σ and each ε > 0 there is an x ∈ E such that x 2 = 1 A , Ω x dµ = 0 and T x < ε. The conditions x 2 = 1 A , Ω x dµ = 0 mean that there exists a decomposition A = A + ⊔ A − into sets of equal measure with x = 1 A + − 1 A − . This concept was introduced in [15] and developed in some other papers [8, 10, 14] (see also the expository paper [16] ). Note that if A ∈ Σ is an atom then T 1 A = 0 for any narrow operator T ∈ L(E, X), thus, the notion of narrow operator is nontrivial only for atomless measure spaces (Ω, Σ, µ). For a more general consideration of narrow operators we refer the reader to [14] . If the norm of E is absolutely continuous, then for every Banach space X every compact (AM -compact, Dunford-Pettis. . . ) operator T ∈ L(E, X) is narrow [14, 15] . For E = L p (µ) this is easy to see using the technique of the Rademacher system. Indeed, consider any Rademacher system (r n ) on A [15] . Since (r n ) is a weakly null sequence, we have that T r n → 0 as n → ∞. However, the converse is not true: there exists a narrow projection
Our estimate for the numerical radius of narrow operators in L p (µ) depends on the base scalar field. For the complex case we obtain the same estimate as we did for rank-one operators. 
To prove this result we need the following lemmas which suggest that a narrow operator behaves almost as a rank-one operator when it is restricted to a suitable finite dimensional subspace of arbitrarily large dimension. 
. . , m and j = 1, . . . , ℓ define sets E k,j = C k ∩ D j and, using the definition of narrow operator, choose u k,j ∈ L p (µ) so that
, and define
Let us show that the partition Ω = A ⊔ B has the desired properties. Indeed, observe that
and that one obviously has x B p = x A p , thus (i) is proved.
. . , ℓ} we have that
and hence
Analogously it is proved that µ(D j ∩ B) = 1 2 µ(D j ) for every j ∈ {1, . . . , ℓ} which finishes (ii). To prove (iii) observe that
and hence,
Therefore, one has that
Analogously, one obtains T x B − 1 2 y < ε finishing the proof of (iii).
) be a narrow operator, and let x, y ∈ L p (µ) be simple functions such that T x = y. Then for each n ∈ N and ε > 0 there exists a partition Ω = A 1 ⊔ . . . ⊔ A 2 n such that for each k = 1, . . . , 2 n one has
Proof. Let y = 
For the induction step suppose that the statement of the lemma is true for n ∈ N and find a partition Ω = A 1 ⊔ . . . ⊔ A 2 n such that for every k = 1, . . . , 2 n the following hold:
Then, for each k = 1, . . . , 2 n use Lemma 4.2 for x A k instead of x, T x A k instead of y, the decomposition
instead of ε, and find a partition Ω = A(k) ⊔ B(k) satisfying properties (i) − (iii). Namely, for each k = 1, . . . , 2 n we have that:
Let us show that the partition
has the desired properties for n + 1:
Property (1): using (i) and (6), one obtains
Property (2): for each k = 1, . . . , 2 n use (ii) and (6) to obtain
Property (3): for each k = 1, . . . , 2 n use (iii) and (6) to write
and analogously T x (A k ∩B(k)) − 2 −(n+1) y < ε, which completes the proof. 
Proof. Use Lemma 4.3 to choose a partition Ω = A 1 ⊔ . . . ⊔ A 2 n satisfying properties (1) − (3) with ε/j instead of ε. Then, setting
one obtains
Proof of Theorem 4.1. Let T ∈ L(L p (µ)) be a narrow operator of norm one. Fix ε > 0, τ > 0, n ∈ N and λ ∈]0, 1[ of the form λ = j 2 n where j ∈ {1, . . . , 2 n − 1}. Pick a simple function x ∈ S Lp(µ) so that y = T x satisfies y p 1 − ε. Without loss of generality we may assume that y is a simple function since one can approximate T by a sequence of narrow operators with the desired property (indeed, take a sequence of simple functions (y m ) converging to y and define T m = T − x # ⊗ (y − y m ). Then, T m (x) = y m , T m − T y − y m , and T m is narrow for every m ∈ N since it is the sum of a rank-one operator and a narrow one [15, Proposition 6 on p. 59]). Use Lemma 4.4 to find a partition Ω = A ⊔ B satisfying (A)-(C) and use (B) and (C) to obtain the following estimate:
Then for θ ∈ T define z θ = λ 
Using this and (7) we can write
From this point we study the real and the complex case separately. For the complex case, we continue the estimation in (8) as follows
By the arbitrariness of ε we can write v(T ) λ 1+τ p , the last inequality implies v(T ) κ 2 p which finishes the proof in the complex case.
In the real case, using (A) and (B) of Lemma 4.4, it is easy to check that 
Open problems
Problem 5.1. Calculate the numerical index of L p (µ) for 1 < p < ∞, p = 2. As we commented in the introduction, there are some estimations in the real case, but in the complex case the knowledge about n(L p (µ)) is almost negligible. As a conjecture, we think that n(L p (µ)) = M p in the real case and n(L p (µ)) = κ p in the complex case.
Problem 5.2. Calculate the rank-one numerical index of L p (µ). We conjecture that n 1 (L p (µ)) = κ p in both the real and the complex cases (if the dimension of L p (µ) is greater than 1). Problem 5.3. Is it true that the numerical index of L p (µ) coincides with n nar (L p (µ)) ? Let us comment that for Z = L p ([0, 1], ℓ 2 ) one has n(Z) = n(ℓ 2 ) < 1 and n nar (Z) = 1 since Z has the so-called Daugavet property. On the other hand, it is not difficult to show that n(ℓ p ) coincides with the numerical index of compact operators on ℓ p .
