[1] A nature run is a critical component of an observing system simulation experiment (OSSE), which is a framework for evaluating the potential impact of additional observations, enhanced observing systems, or alternative data assimilation schemes toward improving numerical weather forecasts. The nature run is a period of simulated weather generated by a research-quality numerical model, from which synthetic observations are sampled and provided to the data assimilation system and forecast model. This paper describes the development and validation of a nature run that depicts the life cycle of a strong hurricane over the North Atlantic Ocean. For compatibility with related research projects, the hurricane nature run is generated by a regional model, the weather research and forecasting model (WRF), embedded within the Joint OSSE global nature run previously generated by the European Center for Medium-Range Weather Forecasting. The domain sizes, resolution, and physical parameterizations used in the WRF simulation are discussed, and the evolution of the storm from tropical wave to recurving hurricane is described. The realism of the simulated hurricane is evaluated by comparing the model output to composited data from real hurricanes obtained from both in situ and remotely sensed observations. These include the pressure-wind relationship, the kinematic and thermodynamic structure of the boundary layer, the size and outward slope of the radius of maximum winds, and contours of frequency by altitude diagrams of reflectivity and vertical velocity. The strengths and weaknesses of the nature run hurricane are discussed.
1. Introduction
Motivation
[2] A ''nature run'' is an essential component of an observing system simulation experiment (OSSE). An OSSE is a framework for testing and improving forecast models of all types; in this paper, the forecast models of interest are those specifically engineered to predict the track and intensity of tropical cyclones (known as tropical storms and hurricanes in the Atlantic and East Pacific Oceans). The slow progress of improvement in hurricane intensity forecasts is well documented [Rappaport et al., 2009; Cangialosi and Franklin, 2011] .
[3] An OSSE is an extension of the concept of an observing system experiment (OSE). In an OSE, real observations during a single weather event (e.g., a major storm) or period of weather (a summer drought) are used to initialize numerical models that forecast the weather during the event(s) of interest [Atlas, 1997] . The investigators can experiment with adding new observations that are not part of the usual data stream, removing typical observations (data denial experiments), or using entirely new data assimilation schemes to determine which combinations of data and assimilation schemes produce the best forecasts [Louis et al., 1989; Zapotocny et al., 2007 Zapotocny et al., , 2008 Goerss, 2009] . Naturally, the forecasts are verified against real observations, some of which may be (preferably) independent from the observations used to drive the forecasts.
[4] While the OSE framework has been used successfully, it does suffer from certain limitations. Due to many limitations in our ability to observe the atmosphere, the true difference between the forecasts and the weather that actually occurred can never be known. Furthermore, one cannot go back in time and add new observations that were never actually taken. The OSSE framework overcomes these limitations by replacing real weather observations with ''synthetic'' observations from a high-quality numerical simulation of the weather [Arnold and Dey, 1986; Atlas, 1997] . This simulation, known as the nature run, replaces the actual weather events or periods that will be forecasted. While no simulation can reproduce weather and weather statistics perfectly, this simulation only needs to be sufficiently more realistic than the weather simulated by the forecast model; in other words, the nature run should be of substantially higher resolution and use different physical parameterizations so that its ''model climatology'' is superior to the forecast model [Atlas et al., 1985] . With the OSSE approach, one can then add as many new and different ''observations'' as desired to evaluate whether enhanced observational networks (e.g., more upper air stations) or entirely new types of data (e.g., Doppler lidar winds) will improve forecasts. The OSSE framework can take such tests one step further: from the model output of the nature run, the user can simulate observations from instruments that do not even exist (e.g., new aircraft or new satellites). From these studies, it can be determined if such instruments will make a positive impact on weather forecasts before committing to the full expenses of development, testing, and deployment [Atlas et al., 1985; Hoffman et al., 1990; Zhang and Pu, 2010] .
[5] This paper describes the development and validation of a nature run that is suitable for OSSEs that evaluate hurricane forecasting models and assimilation systems. Here ''validation'' means that the behavior and the structural properties of the simulated hurricane have been compared to real hurricanes and determined to be sufficiently realistic for these purposes. The strengths and weaknesses of the nature run hurricane will be shown in detail later.
Unique Aspects of the Hurricane Nature Run
[6] In some cases, a nature run is modeled after a real event or an actual weather period of interest, perhaps one that occurs during an intensive observing period. In this case, there will be additional data for validation. In this project, we have taken a different approach, which is to model a hurricane that occurred within in a global nature run that had already been performed and validated. The joint OSSE nature run (JONR) is a 13 month free-running simulation of the Earth's weather using a version of the European center for medium range weather forecasting (ECMWF) forecast model with T511 spectral resolution (approximately 40 km spatial resolution) and 91 vertical levels [Reale et al., 2007; Masutani et al., 2009] . After initialization, the simulated atmosphere is driven only by climatological solar forcing and spatially and temporally varying sea surface temperatures (SSTs) and sea ice coverage. This global data set provides initial conditions and synthetic observations (many of which have already been computed) for global model forecasts. Such forecasts are needed since many hurricane forecasting systems use regional forecast models that are embedded within global model forecasts. The global model forecasts will be performed first, followed by the regional model forecast which uses the global forecast as initial and boundary conditions. It is intended that the hurricane nature run (HNR) will provide observations that will be assimilated into regional forecast models, with the particular goal of determining what observations will improve forecasts of hurricane intensity and the structure of the wind field.
Case Selection
[7] The JONR simulates 13 months of weather using forcing and boundary conditions from January 2005 to February 2006 [Andersson and Masutani, 2010] . As such, it includes the Atlantic hurricane season of 2005, and given that it uses observed SSTs this global nature run produces a particularly active hurricane season [Reale et al., 2007] . After some consideration of the many simulated storms, a hurricane that occurred between 28 July 2005 and 10 August 2005 was selected as our case (The dates for this storm are stated incorrectly in Reale et al. [2007] and Andersson and Masutani [2010] ). Figure 1 shows the track of this storm as it was represented in JONR, overlaid on the SSTs from 00Z 29 July. This storm was chosen because it exhibits many typical phases of the hurricane life cycle: genesis from an easterly wave, intensification, expanding size during a mature stage, and then recurvature into the North Atlantic. None of these phases are influenced by interactions with land, unusually cold SSTs, or other synoptic weather systems (until recurvature). While landfall is certainly a process of great interest, an accurate simulation of landfall could require considerable additional efforts that are beyond the scope of the present project, such as the use of a high-quality land-surface model and high-resolution topography and land use data sets. Although it would be unusual for a hurricane as strong as this one (as it is simulated in the high-resolution model) to occur so early in the season, it would not be considered anomalous. The track shown by the JONR storm is typical for hurricanes that form from easterly waves in the Eastern Atlantic. Examples of the tracks of similar storms, Atlantic hurricanes in July and early August, are also shown in Figure 1 .
[8] Figure 1 shows the track of the JONR cyclone beginning from 12Z 28 July, which is the start of when a surface pressure minimum can be consistently followed. In preliminary simulations using nested, vortexfollowing grids (described further below), earlier start dates such as 00Z 27 and 00Z 28 July were tested. The erratic motions (or perhaps reformations) of the very weak low-level circulation on these days led to similar erratic behavior in the motion of the nested grids, such that small changes in the initial locations of the grids led to nontrivial changes in the evolution of the storm. For this reason, the simulation is initialized at the later time of 00Z 29 July. The simulation continues until 00Z 11 August at which time the storm approaches the northern boundary of the regional model domain.
Model Domain, Resolution, and Physics

Numerical Model
[9] The weather research and forecasting model (WRF) version 3.2.1 [Skamarock et al., 2008] was used for the HNR simulation. WRF is widely used for both research and operational weather forecasting in the midlatitudes, tropics, and for tropical cyclones. Many recent studies have shown that, with sufficient horizontal and vertical resolution, WRF can reproduce many features of hurricanes with surprising fidelity [e.g., Davis et al., 2008; Nolan et al., 2009a Nolan et al., , 2009b Lee and Chen, 2012] .
Grids and Resolution
[10] WRF has the capability of using multiply-nested grids that can move with time. In hurricane simulations, the nests are typically made to follow the center of the storm as defined by a local minimum in geopotential height for a given pressure surface. This allows the inner core of the hurricane, including such important features as the eye, eyewall, and rainbands to be simulated with fairly high resolution (e.g., 1-4 km grid spacing) without requiring similar resolution and computational expense to simulate the larger environment.
[11] In early development of the HNR, there was considerable experimentation with the size and configuration of the outer domain and the nested grids, and the processes leading to the final choices will not be described here. The outermost grid has 240 3 160 grid points with 27 km grid spacing, covering much of the Tropical North Atlantic (Figure 1) . A second (nested) grid has 120 3 120 grid points with 9 km spacing; the third grid has 240 3 240 points with 3 km spacing; and a fourth grid has 480 3 480 points with 1 km spacing.
[12] All four grids have 61 ''full'' model levels in the vertical direction. The WRF model vertical coordinate g uses the dry hydrostatic pressure p h normalized by its surface value p hs , g5ðp h 2p top Þ=ðp hs 2p top Þ. Here p top is the pressure at the top of the domain, set to be 50 hPa for the HNR. The full levels are specified by constant g values ranging from 1 to 0. The full levels refer to the tops and bottoms of grid cells in the vertical direction, with the lowest being at the surface and the highest being at p h 5 p top . Only the model variables / (geopotential) and w (vertical velocity) are defined at these levels; most other variables, such as horizontal velocities, temperature, pressure, and humidity, are defined at the half levels with g values that are equal to the mean of their adjacent full levels. Figure 2a shows the g values and Figure 2b shows the physical heights of the full levels at the center of the domain at the start of the simulation. These model levels move up and down in geometric height (z) with variations in the temperature structure of the atmospheric column, but these shifts range from less than 10 m for the lowest model levels to at most a few hundred meters for the highest levels.
Physics and Parameterizations
[13] Numerous physical processes in the atmosphere occur on scales smaller than can be resolved by the model. These include the formation of clouds and precipitation (microphysics), the transmission and absorption of solar and infrared radiation, and the vertical and horizontal mixing of momentum and scalars by turbulence. The parameterization schemes to simulate such processes were chosen as follows.
Microphysics
[14] In preliminary simulations with two nested grids (3 km resolution), the WRF 6 class single-moment scheme (WSM6) [Hong and Lim, 2006] and 6 class double-moment scheme (WDM6) were tested and compared. It was found that the double-moment scheme produced more realistic distributions of reflectivity and precipitation, with smaller areas of very high reflectivity, and broader areas of light precipitation. For these reasons WDM6 was used.
Radiation
[15] The recently developed RRTM-G schemes for both shortwave and longwave radiation [Iacono et al., 2008] were used. Since the HNR will be used to generate simulated data from satellite retrievals, we desired to have the most consistent interactions possible between the evolving cloud and radiation fields. For this reason, the radiation schemes were called every 6 min of model time on all grids. To our knowledge, this is more frequently than in any previous (published) hurricane simulation. These frequent radiation calls account for about one third of all the computation time.
Convective Parameterization
[16] Thunderstorms and their associated updrafts and downdrafts are poorly resolved on the 27 and 9 km grids. The Kain-Fritsch convective parameterization [Kain and Fritsch, 1990; Kain, 2004] was activated on these grids. While there remains some debate about whether convection is ''well resolved'' on 3 km grids, the parameterization was not activated on the 3 km grid in this case. This provides a transition region between the parameterized and fully resolved convection, and moves artifacts on boundaries between the grids with and without parameterization to a greater distance from the hurricane center.
Boundary Layer
[17] Following the findings of Nolan et al. [2009a Nolan et al. [ , 2009b , the Yonsei University (YSU) planetary boundary layer scheme [Noh et al., 2003; was used for surface fluxes and turbulent mixing in the boundary layer. The ''TC'' option for formulas of surface exchange coefficients for momentum, heat, and moisture as a function of wind speed was used. Following Davis et al. [2008] and Dudhia et al. [2008] , this option applies a surface roughness length formula that stops increasing when the wind speed exceeds approximately 30 ms
21
. However, the formula for surface roughness (or, effectively, surface drag coefficient) was reverted back to the formula that had been in the previous version of WRF (3.1.1). Preliminary tests with 3 km resolution using the WRF 3.2.1 formula found that the radius of maximum winds (RMW) of the simulated hurricane contracted to a smallest radius of 45 km, and later expanded to 60 km. While not unrealistic, smaller radii would provide a better test for future forecast models that assimilate the HNR data, since the observed RMW is often smaller than can be simulated by the forecast models. The WRF 3.1.1 formula provides slightly larger roughness lengths in the wind speed range from 10 to 30 ms
. This change resulted in a small but worthwhile reduction in the size of the storm.
Large-Scale Forcing
[18] For best results with future OSSEs, it is highly desirable for the track of the WRF simulated hurricane to remain very close to the track of the hurricane in the JONR. Preliminary simulations found that the WRF hurricane could drift considerably off course from the track of the ECMWF hurricane, which is not surprising for a 13 day simulation. This is especially problematic when the storm approaches the northern boundary of the domain, as the boundary conditions will be attempting to ''receive'' the hurricane in an entirely the wrong location, leading to large mismatches in the fields near the boundaries.
[19] To address this, we implemented the ''fourdimensional data assimilation'' (FDDA) [Stauffer and Seaman, 1990 ] option in WRF 3.2.1, affectionately known to many modelers as ''nudging.'' The FDDA option relaxes the WRF model fields of horizontal velocity, temperature, and humidity to the values from the JONR (interpolated to the WRF grid) with a specified relaxation time scale. This relaxation to the global model data was applied only on the outer (27 km) grid of the WRF simulation. The inner nested grids were not directly affected by the nudging. Nonetheless, the nudging does force the regional model away from its natural state. In testing with 9 km resolution simulations, we attempted to find the longest time scale (weakest relaxation) that forced the WRF simulated hurricane to remain on track with the global model. A relaxation time scale of 24 h produced excellent agreement between the WRF and ECMWF tracks; longer time scales did not work as well, and shorter time scales did not make additional improvement.
Ocean Cooling
[20] Turbulence and currents in the ocean forced by hurricane wind fields can cause significant cooling of SST [Price, 1981] . Except in cases of stationary or slowmoving storms, much of this cooling is not realized until the center of the storm has passed by. Nonetheless, even for storms moving at moderate speeds (5-10 ms 21 ) cooling can occur as the storm approaches so that the SST underneath at least part of the hurricane eyewall cools by 1 K or more [Jacob et al., 2000; D'Asaro, 2003] . While the SST response to a hurricane can be much better reproduced by a three-dimensional ocean current model [Yablonsky and Ginis, 2009; Lee and Chen, 2012] , the initial cooling that occurs under and immediately behind the eye can in some cases be fairly well captured by a one-dimensional mixed layer model. Such a model considers each grid point as a column of the ocean that is not affected by advection from its neighbors but rather only considers the cooling of the ocean mixed layer by mixing with cooler water in the thermocline. This mixing is caused by the motion of the mixed layer (treated as a single layer) that is in turn forced by the wind stress of the storm. Nolan et al. [2009a] found that using the mixed layer model of Pollard et al. [1973] in WRF produced more realistic simulations of Hurricane Isabel (2009), especially in regards to low-level thermodynamics.
[21] Here we use the same mixed layer model as implemented in WRF 3.2.1. This version includes energy gain and loss from shortwave and longwave radiation so that the SSTs exhibit a very weak diurnal cycle. The initial depth of the mixed layer h ml and stratification C at the top of the thermocline must be specified. For simulations of Hurricane Isabel (2003), Nolan et al. [2009a] chose h ml 5 70 m and C 5 0.1 km 21 by comparing the size and strength of the simulated cold wake to the cold wake observed after the passage of the storm. Here we only sought to find a realistic mixed layer depth that would result in a tangible difference in the peak intensity of the storm. Tests with 3 km resolution found it was necessary to reduce h ml to 25 m (using C 5 0.1 km
21
) to produce even a very small decrease (just a few hPa) in the peak intensity. This may be in part because the simulated hurricane moves faster (about 7 ms 21 ) at its time of peak intensity as compared to Isabel (about 4 ms 21 ). Since even smaller values of h ml would seem unrealistic for the tropical Atlantic (even in late July), we elected to use h ml 5 25 m. Figure  3 shows the surface wind field and SST at 12Z 5 August, near the time of peak intensity. SST is reduced very slightly ahead of the storm, by about 0.5 C at the center, and by as much as 1.5 C in the cold wake behind it; the SST pattern compares very well to the analysis of the cold wake of Hurricane Frances (2004) as shown by D'Asaro et al. [2007] . Although this produces a nearly negligible change in the cyclone intensity, simulating the cold wake produces a more realistic structure of the atmospheric boundary layer on the right side of the storm [Nolan et al., 2009a; Lee and Chen, 2012] .
Results
[22] This section will describe the evolution of the nature run hurricane and its basic characteristics. Hereafter, the hurricane simulated within the HNR will be referred to as NRH1. Comparison of its structure to data from observed storms will follow in the next section.
Track and Intensity
[23] Figure 4 shows the track and intensity of NRH1, with the JONR hurricane alongside for comparison. Except for substantial meandering in the first 24 h, the track of the WRF hurricane is nearly identical to the JONR storm. The JONR cyclone intensifies very slowly, and even though the minimum surface pressure falls below 980 hPa which would be typical for a category one hurricane, its peak surface wind speeds do not quite achieve hurricane intensity (33 ms
21
). This discrepancy is due to the coarse resolution of the JONR model (effectively $40 km).
[24] The evolution of NRH1 is much more like what would be expected for a tropical cyclone under favorable conditions. Over the first 2 days, the minimum pressure falls from 1010 to 1005 hPa as the easterly wave becomes organized into a coherent circulation. However, examination of the surface wind and pressure fields show that the low-level circulation does not become organized into what might typically be Figure 3 . Depiction from the 9 km grid of the cold wake generated by the simple mixed layer ocean model used in the HNR. Vectors show the surface wind field, scaled so that a vector reaching one of its neighbors represents 60 ms
. The 28C contour is thickened. The small white area near the lower-left corner indicates land.
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identified as a tropical depression by an operational center until around 00Z 31 July. Figure 5a shows surface pressure (p sfc ), surface (10 m) wind vectors, and simulated reflectivity at z 5 2.9 km (roughly equal to flight level for NOAA P3 research aircraft) from this time. Even though p sfc has been smoothed three times in both directions with a 1-1-1 filter, it is evident that its lowest values occur underneath convective cells away from the center of circulation. This explains why the formation of a coherent, closed surface circulation occurs after the minimum p sfc values shown in Figure  4b have fallen below values that are typically reported for depressions or even weak tropical storms. Before 00Z 31 July, the circulation is elongated southwest to northeast, and such asymmetry is still evident at this time.
[25] Forty-eight hours later, the low-level circulation has become much more circular and the peak surface winds exceed 25 ms
21
. At this stage the cyclone would undoubtedly be named as a tropical storm. Figure 5b shows that convection is limited to the south and southwest of the circulation; this is due to strong northeasterly wind shear (not shown). This wind shear decreases over the next 24 h and the WRF hurricane begins a period of rapid intensification (RI). Figure 6a shows the storm structure in the early phase of RI. Convection has wrapped around to the north side of the center, and there are distinct rainbands on the south side. Figure 6b shows the structure at 00Z 4 August, the end of the RI period. The reflectivity shows a completely closed and fairly circular eyewall.
[26] Figure 7 shows the storm at later stages. At 00Z 8 August, the storm has reached a larger, more ''mature'' structure, with a broader distribution of precipitation, less intense convection in the eyewall, and signs of polygonal eyewall activity [Muramatsu, 1986; Schubert et al., 1999] . At 00Z 10 August, the storm has begun its recurving phase, the precipitation field is elongated in the northeastward direction, and the reflectivity field suggests dry air is entering into the storm from the southeast and wrapping around to the west side of the eyewall.
[27] The reasons for the intensity changes, including the period of RI, are not mysterious. Figure 8 shows the time evolution of mean values of the vector magnitude of the difference between the mean winds at 850 and 200 hPa (hereafter, wind shear) and SST averaged in a 900 km 3 900 km box around the center of the storm. In the first 2 days, wind shear values vary wildly between 5 and 12 ms 21 but are mostly greater than 7 ms 21 . At the same time, SST underneath the storm is actually decreasing from 28.0 to 27.3 C. After 00Z 2 August, wind shear decreases to values less than 5 ms 21 , while SST steadily increases back above 28 C, ultimately reaching a maximum of 29.5 C around 00Z 6 August. Wind shear increases between 8 and 10 August, but then decreases again as the storm accelerates to the northeast. The low-wind shear at this time would be unusual (but not anomalous) for a recurving hurricane, and it explains the fairly symmetric presentation of the storm at this stage as shown in Figure 7b .
Structural Evolution
[28] The temporal evolution can be more systematically examined through radius-time Hovmoller diagrams of azimuthal-mean fields at selected altitudes. Figure 9a shows the azimuthal-mean azimuthal (tangential) wind ðV t Þ at z 5 2 km, and the azimuthal-mean vertical wind ðV z Þ at z 5 5 km. (In fact, these fields are calculated on specified model levels. Although the geometric heights of these levels vary across the model domains, such variations are generally only a few percent from their mean values. z 5 2 km is best represented by model level 18, while z 5 5 km is best represented by model level 29.) Figure 9b shows the Figure 5 . Simulated reflectivity (shaded), surface pressure (contours), and surface wind vectors from the 3 km grid of the HNR at (a) 00Z 31 July and (b) 00Z 2 August. In Figure 5a , the contour interval for surface pressure is 1 hPa and the 1008 hPa contour is thickened. In Figure 5b , the contour interval is 2 hPa and the 1008 hPa contour is thickened. Wind vectors are scaled so that a vector reaching from any grid point to a nearest neighbor represents 60 ms
21
. Plots show the entire 3 km domain with 240 3 240 grid points. Wind vectors are plotted every 10th grid point. Figure 5 , but for (a) 00Z 3 August, with pressure contours at 4 hPa and the 1004 hPa contour thickened, and (b) 00Z 4 August, with pressure contours at 8 hPa. In both plots, the size of the domain is reduced to 200 3 200 grid points centered on the vortex. simulated reflectivity at z 5 2.9 km and the surface rain rate in mm h 21 . At each time, the center is identified from the minimum of the surface pressure field after it is smoothed 500 times with a 1-1-1 filter in both directions (this center definition is used for all subsequent computations of azimuthal means). Although the cyclone would be identified as a tropical storm between 00Z 31 July and 00Z 2 August, the RMW is very large during this period and most of the precipitation is well away from the center. Contraction of the wind and precipitation fields does not occur until the RI period that begins on 2 August. Between 00Z 3 and 4 August an eyewall forms, contracts to a radius of approximately 40 km, and further intensifies. The RMW at this time is typical for intensifying hurricanes [Kimball and Mulekar, 2004; Rogers et al., 2013] .
[29] In the next 12 h, structural changes occur that are consistent with secondary eyewall formation (SEF) and an eyewall replacement cycle (ERC) [Willoughby et al., 1982; Houze et al., 2007; Sitkowski et al., 2011] .
Between 00Z and 06Z 4 August, new local maxima in vertical velocity, reflectivity, and rain rate appear at larger radii (80-100 km) from the center. The inner maxima associated with the inner eyewall dissipate over the next few hours, while the outer maxima intensify and contract to radii of 60-70 km. By 00Z 5 August the outer eyewall has completely replaced the original eyewall. Over the next 48 h the azimuthal mean wind fields weaken and then reintensify twice, each time contracting to a slightly smaller radius.
[30] In some real tropical cyclones that undergo SEF/ ERC, there are periods where radar reflectivity fields show two distinctly separated and fully closed eyewalls [e.g., Black and Willoughby, 1992] . In NRH1, however, there is no time where plan views of the simulated reflectivity reveal two distinct eyewalls. Figure 10a shows simulated reflectivity at the time when the inner and outer eyewalls are the most evident. The outer reflectivity maximum in the azimuthal mean fields is associated with a long spiral band that encircles the inner eyewall, from south of the center at r 5 110 km to west of the center at r 5 70 km. Sitkowski et al. [2011] noted that distinct secondary maxima in flight-level wind speed (as observed by aircraft) are always present in SEF/ERC events. Figure 10b shows flight level wind speed, and it is evident that distinct local maxima in wind speed would be observed by an aircraft penetrating this storm from every direction except the southwest. The low-reflectivity region just east of the eastern edge of the inner eyewall is indicative of a partial lowreflectivity ''moat.'' The asymmetric moat pattern shown in Figure 10a is quite similar to a reflectivity field taken on 21 September 2005 in Hurricane Rita by one of the NOAA P3 aircraft [Rogers and Uhlhorn, 2008, Figure 1c ] during its own well-documented SEF/ERC [Bell et al., 2012] .
[31] Sitkowski et al.
[2011] also found that, in most cases, SEF/ERC occurs near the end of a period of significant intensification, is associated with a reduction of intensity, and is often followed by strengthening to intensity that exceeds the original peak (cf., their Figure  8 ). Except for its brief period of higher 1 min winds before SEF, NRH1 follows this pattern: the surface pressure, time-averaged peak winds, and azimuthally averaged winds all indicate greater intensity after the ERC (the latter two quantities are shown later in this paper).
[32] The vertical structure of the storm can be seen from radius-height sections of V t and azimuthal-mean reflectivity, as shown at three times in Figure 11 : 12Z 3 August (during RI), 00Z 4 August (at the end of RI), and 18Z 5 August (early in the mature phase). The reflectivity fields distinctly show the outward slope of the eyewall and the enhanced reflectivity of the ''bright band'' due to the presence of both ice and supercooled water above the melting level.
[33] In the RI period (Figures 11a and 11b) , both the V t and reflectivity fields extend upward to higher altitudes inside of the eyewall than compared to the same locations at later times. This is indicative of upward advection by overshooting convection on the inside edge of the eyewall, a feature that has often been associated with RI in observational studies [Kelley et al., 2004; Guimond et al., 2010; Rogers et al., 2013] . The cylindrical tower of elevated reflectivity suggested by Figure 11 in fact consists of three distinct clusters of multiple, strong updrafts that develop along the inside edge of the eyewall after 06Z 3 August, bringing vertical velocities in excess of 20 ms 21 and reflectivities greater than 40 dBZ to altitudes above 15 km (not shown). This period, 06Z-12Z 3 August, is associated with the fastest rate of pressure fall during the RI period, while the fastest surface wind increase occurs during the next 6 h.
[34] Although both the surface maximum and azimuthal-mean winds are significantly greater at later times (Figures 11c-11f) , neither the reflectivity nor the wind fields show this ''overshooting tower'' feature again during the simulation. Rather, the radial extents of the wind and reflectivity fields steadily increase with time until recurvature begins, as also indicated in Figure  9 . As discussed by Wang [2009] and Hill and Lackmann [2009] , these features are related: increasing moisture in the surrounding environment of a hurricane in low-to moderate wind shear leads to increasing rainband activity, which in turn drives a large-scale secondary circulation that amplifies the outer wind field due to inward angular momentum transport [see, Bui et al., 2009] .
Instantaneous Versus 1 Min Wind Speeds
[35] The wind speed intensity of the cyclone shown in Figure 4 is taken from the maximum surface (10 m) wind speed anywhere on the 1 km grid at each model time, adjusted to account for differences between instantaneous values and 1 min averages that would be observed at the same location, as will now be described. Nolan et al. [2009a] were the first to investigate the differences between instantaneous winds and 1 min averages (at a fixed location) in a high-resolution model. They found that (1) domainwide instantaneous wind maxima were generally associated with local maxima (in time) at a fixed location; (2) these local maxima were caused by coherent structures resolved by the model; and (3) instantaneous maxima generally overestimate 1 min averages by just a few ms
21
. Uhlhorn and Nolan [2012] took this approach a step further, generating a large data set of wind observations from simulated anemometers and generating a wind-speed dependent ''gust factor'' formula to convert from instantaneous values to 1 min means.
[36] Here we take a nearly identical approach to that of Uhlhorn and Nolan [2012] . A 6 h data set was generated with 10 s model output of surface variables from the 1 km grid, beginning at 00Z 6 August. As shown in Figure 12 , 121 simulated anemometers, defined by latitude and longitude locations, were placed in the path of the hurricane, centered on the storm center at 03Z 6 August. At each location, instantaneous wind speeds were stored every 10 s and running 1 min means were computed. Each anemometer record was divided into 30 min intervals. Within each interval the peak instantaneous wind speed and the maximum 1 min mean that occurs immediately afterward were recorded.
[37] We define the 1 min to instantaneous gust factor as G15V inst =V 1min , and these values are shown as a function of V inst in Figure 12b . Also shown is a powerlaw function which is computed from a best fit to only the data points with V inst > 37 ms
. This formula is used to convert instantaneous wind speeds to 1 min means. The gust factor is not large: at V inst 5 65 ms 21 , G1 5 1.029 and V 1min 5 63.2 ms 21 .
[38] A much greater error in the wind speed intensity comes from intermittent sampling of the peak wind speeds, such as every 3 h (or every 6 h for many operational models). Indeed, the large variability of the three hourly wind speeds shown in Figure 4c suggests that selecting peak wind speeds from a single time may greatly under or overestimate peak values that may have occurred over a longer time interval. To illustrate this, Figure 13 shows, every 3 h, three values of the peak surface wind speeds from the 1 km grid after adjustments to 1 min means: the maximum in the preceding 3 h, the minimum, and the previous 3 h mean from 6 min output. The instantaneous values are also shown. The variability between the maximum and the minimum is often greater than 10 ms
. This means that whether the sampling times (00Z, 06Z, etc.) of instantaneous winds happen to fall at times of a particularly high-or low-maximum values can lead to 10 ms 21 (20 knots) variations in the simulated (or predicted) peak wind speed. The running mean value is a much better representation of the true storm intensity.
Validation
[39] In the following sections, various aspects of NRH1 are compared to data composites from numerous tropical cyclones. Figure 12 . Analysis of instantaneous versus 1 min winds at fixed locations: (a) locations of simulated anemometers overlaid on the surface wind speed at 03Z 6 August; (b) scatter plot of 1 min wind gust factors associated with instantaneous winds, along with a powerlaw fit. See text for details.
Pressure-Wind Relationship
[40] The minimum surface pressure and the maximum surface wind are often used interchangeably in discussions of hurricane intensity. Due to the fundamentals of cyclostrophic wind balance, these two quantities are closely related. Scatter plots of the two variables from concurrent observations in individual storms [see, e.g., Knaff and Zehr, 2007; Holland, 2008] show a distinct functional relationship. Yet there is also considerable scatter about this relationship. This scatter is caused by a combination of the effect of the Coriolis force in modifying cyclostrophic balance and storm-to-storm variations in the shape of the azimuthal wind profile [Willoughby and Rahn, 2004] .
[41] Numerous empirical pressure-wind relationships have been derived in the literature [e.g., Atkinson and Holliday, 1977; Landsea et al., 2004; Holland, 2008] , mostly for the operational purposes of providing one variable when only the other has been observed (or estimated). Such formulas usually take the form
where Dp is the pressure difference between the center of the storm and the distant environment and A and x are empirical constants determined by some optimization technique.
[42] Previous studies such as Moon et al. [2007] and Bao et al. [2012] have used the pressure-wind relationship to evaluate the realism of simulated hurricanes. Here we compare NRH1 to three empirical relationships developed in the comprehensive paper by Knaff and Zehr [2007; hereafter KZ07] . The first is a revised Atkinson-Holliday formula, based on a reanalysis of their data by KZ07; the second is also of the form shown in (1) and is computed to match the pressurewind values proposed by Dvorak [1984] ; and the third is the comprehensive pressure-wind relationship developed by KZ07 that incorporates cyclone intensity, size, latitude, and translation speed, as follows:
MSLP523:286-0:483V srn 2 V srn 25:254 2 212:587S20:483/1P env where V srm 5V max 21:5c 0:63 is the maximum surface wind speed adjusted for storm motion c [Schwerdt et al., 1979] , S is a normalized measure of the size of the outer wind field (see KZ07, equations (4)- (6)), / is the latitude in degrees, and P env is the environmental surface pressure. Following KZ07, S and P env are computed using the azimuthal mean tangential wind from 400 to 600 km and the azimuthal mean surface pressure from 800 to 1000 km radius, respectively.
[43] Peak surface winds and minimum surface pressures are computed from running means of the previous 3 h of 6 min output from the 1 km grid, with wind speeds first adjusted to 1 min means as discussed in section 4.3. However, only data from every 30 min of these running mean values are used, since the outer grid data required to compute S and P env were saved at that frequency. Using this data from 00Z 2 to 00Z 11 August, Figure 14 . Pressure-wind relationship for the NRH, with comparisons to various wind-pressure relationships from previous studies. Blue and magenta x's are based on 3 h running means from the 1 km data, but are plotted only every 30 min. The black 1's show the unaveraged data at the same times. The red circles show the pressure derived from the Knaff and Zehr [2007] pressure wind relationship using the intensity and structure of the NRH. Dashed line is a pressure-wind law based on the Dvorak [1984] tables, and the solid-line is a recomputed version of the Atkinson-Holliday [1977] pressure wind law; both of these are from Knaff and Zehr [2007] . Figure 13 . Comparisons of maximum (red), minimum (blue), and average (magenta) wind speeds over the previous 3 h period, along with each value of the peak winds from the 6 min model output. All values have been adjusted to 1 min mean. the minimum surface pressure from the model is compared in Figure 14 to the pressure predicted by (2), along with the Dvorak and revised Atkinson-Holliday relationships derived by KZ07. The ''path'' of the NRH1 (blue and magenta x's) through pressure-wind space roughly follows the AH and Dvorak curves from the upper left to the lower right, after which it deviates to values of abnormally low pressures for wind speeds in the range of 90-120 knots. (For easier comparison to other pressure-wind studies, knots are used for wind speed in this analysis). The NRH1 values are fairly close to those of (2) (the red circles) in the upper left and lower right, but they deviate further during the period of RI (in the middle of the plot) and after t 5 8.75 days (18Z 6 August), when the (2) values move more sharply back up the pressure-wind curves while the model values remain at much lower pressures. Also shown are the unsmoothed data points from every 30 min, which emphasizes again the issues depicted in Figure 13 .
[44] From t 5 4 to 11 days, the root-mean-square (RMS) error between NRH1 and (2) is 9.2 hPa, with a mean bias of 21.1 hPa. From t 5 4 to 8.75 days, the RMS error is only 5.9 hPa with a bias of 4.6 hPa. The error during this period is comparable to the 5.8 hPa RMS error between (2) and the data used by KZ07 to derive it, although the 20.5 hPa bias of their formula is much less. The anomalously low pressures during the recurving stage of NRH1 are consistent with the increasing size of its wind field, perhaps similar to that which occurred for Hurricane Irene (2011) as it moved up the east coast of the United States [see, Avila and Cangialosi, 2011, Table 1 ]. The size factor S in (2) should account for this, but evidently it does not. This may be because the KZ07 size measure does not accurately capture the increase in size of this particular hurricane, or simply because the simulated pressures are unrealistically low. Yet, it is clear from Figure 14 that from the tropical storm stage through the first half of its mature stage the pressure-wind relationship of NRH1 is very realistic.
Boundary Layer Structure
[45] A number of recent studies have attempted to validate the structure of the atmospheric boundary layer as represented in simulations of hurricanes. Nolan et al. [2009a Nolan et al. [ , 2009b made detailed comparisons of vertical profiles of wind, temperature, and humidity in simulations of Hurricane Isabel (2003) to in situ observations of the same storm. The simulations were found to compare remarkably well, especially when the YSU boundary layer scheme was used with an appropriately modified formula for the surface drag coefficient as a function of wind speed. Lee and Chen [2012] found similar results comparing a simulation and in situ data from Hurricane Frances (2004).
[46] These studies were able to use in situ data from the same storm being simulated. In the case of the HNR, no such data (or storm) exist. We can instead compare to a boundary layer constructed from composites of observations of many hurricanes. Such data are available from the study by Zhang et al. [2011] , which provides azimuthal-mean wind and temperature fields from hurricane boundary layers by compositing observations from 794 dropsondes released in 13 Atlantic hurricanes since 1997. Each dropsonde provides a single profile of wind speed, direction, pressure, temperature, and humidity. Using the observed location of the storm center, azimuthal and radial winds were computed at each height (the data are interpolated to 10 m levels), and dropsonde profiles were binned together by normalized distance r Ã from the storm center (actual distance divided by the RMW estimated from radar data at z 5 2 km). Zhang et al. [2011] also smoothed the composite fields in the vertical and horizontal directions. In retrospect, the horizontal smoothing was excessive, exacerbating some unphysical aspects of the published results. Here we take the unsmoothed composite fields and smooth them only in the vertical direction, 50 times with a 1-2-1 filter, holding the surface values fixed. While Zhang et al. developed separate composites for category 1-3 and category 4 and 5 hurricanes, here we compare to the composites from all hurricanes.
[47] Azimuthal-mean boundary layers in NRH1 are constructed in a somewhat similar fashion. Two periods are selected where the hurricane intensity and RMW are fairly constant in time: 21Z 3-00Z 4 August, and 21Z 5-00Z 6 August. Azimuthal-mean fields were computed from the 3 km grid at 30 min intervals during these periods. For each period, the seven azimuthalmean fields were averaged together to make a composite. The radial coordinates of the composites were normalized by the RMW at z 5 2 km. As in Zhang et al.
[2011], V t and V r are normalized by their peak values (peak negative value for V r ) in the boundary layer, while the azimuthal-mean virtual potential temperature h t is shown without normalization.
[48] Figure 15 shows the rescaled and normalized boundary layer flows from the dropsonde data and the NRH1 composite ending at 00Z 4 August. The V t composites appear to have very similar structures, with the only notable difference being the level of peak V t at each radius is about 100 m lower around the RMW for the dropsonde composite. The V r composites are also quite similar, especially around and outside of the RMW. The h t composites of NRH1 also show excellent agreement, both in terms of the structure of the fields and in terms of the actual ranges of the h t values. This last agreement is partly coincidental, in that the surface temperature in NRH1 at this time happens to have been close to the average surface temperature of all the storms in the composite.
[49] Figure 16 shows NRH1 composites from 21Z 5 to 00Z 6 August. At this time, the boundary layer outside the RMW is deeper and increases more with radius. There is a distinct secondary maximum in the radial inflow around r Ã 5 2, which is associated with enhanced rainband activity at this time (see Figure 9) . A local minimum in h t also appears at this radius, which may be due to increased evaporation of precipitation in the boundary layer.
[50] While the simulated boundary layers are generally quite similar to the dropsonde composites, a closer examination reveals some important differences. For example, comparing the contours of normalized V t near the surface, higher values extend closer to the surface for NRH1 at both times. To illustrate this explicitly, Figure 16d shows vertical profiles of V t at r Ã 5 1.1 for the dropsonde composite and the NRH1 composite ending at 00Z 4 August. V t decreases much more smoothly in the lowest 500 m in the data, while the Figure 15 . Azimuthal-mean boundary layer-structure of NRH1 at 00Z 4 August (right) compared to the dropsonde composites of Zhang et al. [2011] (left), for V t (top), V r (middle), and h v (bottom). For all plots, the horizontal coordinates have been scaled by the RMW at z 5 2 km and are normalized by the peak value (peak inflow for V r ) in the domain shown. In plots (a)-(d), the black dot indicates the location of maximum V t . model maintains much faster wind speeds down to the lowest 100 m. While excessive vertical mixing of momentum seems a likely explanation, a more thorough analysis would be required to state this definitively. On the other hand, the two vertical profiles of V r are very similar. Although NRH1 does not resolve the ''nose'' of the radial inflow jet at this location, it does so at larger radii (see Figure 15d) . [51] Inside the RMW, the dropsonde composite suggests that radial inflow penetrates much closer to the storm center than what is shown by the model. Similarly, careful comparison of the contours of V t for the dropsonde composites suggests nearly ''solid body rotation'' ðV t / rÞ inside the RMW, while the NRH1 composites at both times shows a more rapid decrease inside the RMW. These differences are shown more clearly in radial profiles of V t and V r , at z 5 480 and 130 m, respectively, shown in Figure 16f . For V t , the dropsonde composite shows a broader wind maximum and a ''concave down'' wind profile in the eye. In contrast, NRH1 shows a sharper wind maximum and a distinctly ''concave up'' wind profile in the eye. In consideration of numerous other observations, such as flight-level data [Shea and Gray, 1973; Mallen et al., 2005] and composites constructed from airborne Doppler-radar [Rogers et al., 2012] , it is the dropsonde composites that are unrealistic in this regard. This may be due to the small number of radial bins inside the RMW, which is in part due to the relatively small number of dropsondes released near the cyclone centers [see, Zhang et al., 2011, Figure 3 ].
[52] Similarly, the dropsonde composite of V r is also unrealistic in the eye, showing inward radial velocities decaying linearly toward r 5 0. A radial inflow with a linear profile such as V r 52Cr would have radial divergence 1=r ð Þ@ rV r Þ=@r522C ð , indicating constant upward motion across the center of the hurricane. If we estimate from Figure 15c a mean value of C52:5310 24 s 21 between the surface and z 5 1 km, then the mean upward motion required by mass conservation at z 5 1 km in the eye would be V z 5 0.5 ms
21
. This would be a very large azimuthal-mean upward motion in the low-level eye that clearly does not occur.
[53] To summarize, NRH1 exhibits very realistic azimuthal-mean boundary layer structures for V t , V r , and h t . Close comparisons of the dropsonde and NRH1 composites reveals that NRH1 has a somewhat unrealistic profile of V t near the surface, while the dropsonde composites have unrealistic profiles of V t and V r in the eye.
Eyewall Size and Slope
[54] Many observational studies of tropical cyclones have noted relationships between hurricane intensity and the structure of the inner-core wind field [e.g., Weatherford and Gray, 1988; Kimball and Mulekar, 2004] . This structure is often quantified in terms of the RMW, which in turn can be described as a function of height, i.e., the radius of the peak V t at each altitude. The RMW generally slopes outward with height, as do the eyewall (the axis of maximum reflectivity), the maximum mean updraft, and the inner edge of the eye (usually defined by a reflectivity value).
[55] Some early studies argued that the RMW slopes outward less (i.e., was more vertically upright) for stronger storms and for smaller storms (smaller RMWs). However, a recent study by Stern and Nolan [2009;  hereafter SN09] used a collection of Dopplerradar analyzed hurricane wind fields to show that only the latter is true: smaller storms are more upright, and larger storms slope outward more, but the slope of the RMW is not correlated with current intensity. In fact, the slope-size relationship is approximately linear.
[56] How well does NRH1 reproduce the RMW slopes found by SN09? Before answering this question, we first consider the maximum V t at approximately z 5 2 km height (model level 18) and at the surface (10 m) and radii every 30 min as shown in Figure 17 . The peak mean azimuthal wind shows an evolution similar to the global maximum surface wind (Figure 4c ; note that data is plotted every 3 h). For the first few days, the RMW varies wildly but is generally large; values greater than 240 km (beyond the azimuthal-mean calculation) and less than 20 km (anomalous) are not shown. Contraction of the inner-core wind field does not occur until RI begins after 06Z 2 August. The ERC is evident between 12Z 4 and 00Z 5 August. This is followed by 2 days of nearly constant size and intensity. After 15Z 6 August, strong outer bands generate secondary wind maxima which occasionally exceed the eyewall maximum. The surface wind maxima are less volatile, either moving outward less than the 2 km maxima (as around 00Z 8 August) or not being exceeded by the outer maxima (as around 00Z 9 August).
[57] To avoid complications with measuring RMWs and their slopes in the presence of multiple eyewalls, we restrict our comparison to the azimuthal-mean wind fields between 12Z 3 and 06Z 4 August, and then 18Z 4 and 15Z 6 August. The slope of the axis of the RMW was computed identically to the observed slopes: at each model level, the radial location of the peak mean azimuthal wind is found, and then the slope of the bestfit line to these points in (r,z) space between z 5 2 and 8 km is computed. These slopes are shown as a function of RMW at z 5 2 km in Figure 17c . Also shown are an extended data set of observed slopes and size which includes the original SN09 data and an additional 16 wind fields, with a best-fit line to the observed data only.
[58] The match between the NRH1 RMW slopes and the observed slopes is not particularly good. Other than a number of data points for larger RMW that fall fairly close to the best fit line, most of the points indicate much larger outward slope of the RMW than occurs in nature. Surprisingly, the largest RMW slopes occur for data points with smaller RMW, which come from the RI period and the short steady state period after RI.
[59] The reasons for this discrepancy remain unknown. In a detailed comparison between analyzed wind fields of Hurricane Isabel (2003) and a WRF simulation, Nolan et al. [2009b] noted that the axis of the RMW sloped outward more than the observed RMW, especially above 5 km height (see their Figure 6 ). Comparisons of the NRH1 azimuthal wind fields to other observed wind fields of similar size and intensity, such as that of Hurricane Ivan (2005) in Figure 3 of SN09, show similar discrepancies. Evidently, increasing the horizontal and vertical resolutions and using more advanced physical parameterizations did not solve this problem.
[60] Following SN09, Stern and Nolan [2011] studied the decay of the wind field with height along the axis of the RMW. They found that the fractional decay of the wind field between z 5 2 km and z 5 8 km, defined as V maxnorm8km , was between 0.73 and 0.85 for almost all of the observed wind fields. The NRH1 values of V maxnorm8km for the date range above, computed in identical fashion, are shown in Figure 17d . By this metric, the simulation compares much better. A significant cluster of points with V maxnorm8km between 0.75 and 0.9 lie among the data points and around the best-fit line. Another cluster of points has lower values between 0.68 and 0.76, but many of these still lie within the envelope of the extended data set. A third cluster of points in the lower-right side of the diagram have V maxnorm8km < 0.67. Comparing their wind speed values to Figure 17a , we see that these points correspond to the period immediately after the ERC. The eyewall is still contracting at this time, and this process may contribute to the anomalously low values of V maxnorm8km .
[61] To summarize, the size of the inner-core wind field of NRH1 as measured by the RMW is larger than most hurricanes of similar intensity, but during its intensifying and steady state periods it falls within the range of observed storms [Kimball and Mulekar, 2004; Rogers et al., 2013] . For most of this period, the outward slope of the RMW is too large. However, the decrease of the wind along the RMW is quite realistic.
Convective Properties
[62] In recent years, a number of studies have assessed the general structure and intensity of convection in tropical cyclones by analysis of reflectivity and velocity fields observed by airborne Doppler radar in Figure 17 . Evolution of the RMW: (a) maximum V t on model level 18 (approximately z 5 2 km) and at the surface; (b) RMW at z 5 2 km and at the surface; (c) outward slope of the azimuthal-mean RMW from z 5 2 to 8 km for 30 min model output from 12Z 3 to 06Z 4 August and 18Z 4 to 15Z 6 August (black x's) and also data from observations as documented by Stern and Nolan [2009] (blue circles); (d) normalized decay of V t along the RMW between z 5 2 km and z 5 8 km (V maxnorm8km ) from the same times (x's), and from observations (circles).
hurricanes. An effective way to illustrate and compare convective properties is to generate contour frequency by altitude diagrams (CFADs) [Yuter and Houze, 1995] , which shows the frequency that each value of a variable (e.g., dBZ) occurs as a function of that value and of height. Using ''vertical incidence'' (VI) data obtained when the rotating tail radar on the NOAA P-3 aircraft was pointing upward or downward, Black et al. [1996] computed CFADs for eyewall, rainband, and stratiform regions accumulated across seven hurricanes from 1985 to 1990. Rogers et al. [2007, hereafter R07] expanded the VI data set to include two additional storms from 1991 and 1994, and compared the resulting CFADs to output from simulations of two hurricanes made using the MM5 mesoscale model. Rogers [2010] also generated CFADs from an MM5 simulation of the RI period of Hurricane Dennis (2005) . While the CFADs from the simulations generally had similar structures as those from observations, some distinct deficiencies were found. First, the model CFADs for grid-point vertical velocities W (used here to differentiate from V z ) did not have nearly enough ''spread,'' i.e., the frequencies of stronger updrafts and downdrafts greater than 6 5 ms 21 are much smaller in the simulations than in observations (e.g., Figure 6 of R07). Second, simulated reflectivities generally have a high bias, especially at higher altitudes. In comparison to the observed CFADs, the reflectivity CFADs shown in R07 and Rogers.
[2010] also show only a very weak signal of the ''bright band'' above the melting level.
[63] Rogers et al. [2012, hereafter R12] presented CFADs computed from swath analyses, which are three-dimensional fields computed from synthesizing observations accumulated over each individual flight leg through the storm. In comparison to R07, the W distributions in the CFADs of R12 are broader around zero and drop off more sharply at higher values. This difference may be due to the considerably different measurement and analysis processes involved in producing the W data in each study.
[64] Here we present CFADs of reflectivity, W, and vorticity that are generated somewhat consistently with the results shown in R07 and R12, using the data saved every 6 min on the 1 km grid. For the 6 h period from 18Z 3 to 00Z 4 August, all grid points in an annulus along the inner edge of the eyewall were sampled. Following R12 we restrict the sampling to data along the inner edge of eyewall, which R12 defined as 0:75 3 RMW < r < 1:03RMW . To increase the sample size, we use a slightly larger width, extending outward to about 1:13RMW . Specifically, at z 5 2 km, this annulus ranges from 30 km< r <45 km. To follow the high-reflectivity region of the eyewall, the annulus is displaced inward below and outward above with a height to radius slope of 2:1 (see Figure 11d ). R12 did not use outward slope in their sampling, but in our case this is necessitated by the larger outward slope of the NRH1 eyewall (as discussed above). In addition, points with dBZ values less than 0 were not sampled as these would correspond to points for which velocities could not be computed from Doppler radar analysis; similar thresholds are used for radar analyses. The number of occurrences were counted for bins of size 5 dBZ for reflectivity, 0.5 ms 21 for W, and 0.5 3 10 23 s 21 for vorticity. The frequencies shown are the fraction of sampled points at each altitude that have a value in the bin range, accumulated over all 60 output times in the 6 h interval (they are not averages of frequency distributions from each output time).
[65] Figure 18 shows the results in terms of the base 10 logarithm of the frequencies, with values ranging from 21 (0.1%) to 2 (100%). Alongside each CFAD are the equivalent figures reproduced from R12. For simulated reflectivity, the axis of maximum dBZ frequency runs along 40 dBZ at low levels and then bends back to lower values of 10 dBZ at z 5 14 km. The R12 CFAD is similar, although the peak frequencies only decrease to 15 dBZ at the top, and the shift to lower values is confined to the middle altitudes. The simulated CFAD can also be compared to the VI results in Figure 7a of R07. While the simulated CFAD peaks at higher values than the VI result, they also clearly show the effect of the bright band above the melting level, which is not evident in the swath data of R12.
[66] For W, the NRH1 CFAD shows a narrower distribution of frequencies than either the R12 swath results (shown here as Figure 18d ) or the VI results of R07 (their Figure 6a) . The frequencies of the highest values, such as 10 ms
21
, are nearly the same, but the vertical variations of the high-value frequencies in the NRH1 CFAD are quite different. These variations include a local maximum in strong updrafts at z 5 4 km, a distinct suppression of strong updrafts (but not weaker updrafts) between z 5 6 and 7 km, an absence of strong downdrafts between 5 and 10 km, and a local maximum in strong downdrafts at z 5 2 km. Some slightly similar features can be seen in the CFADs from the more recent MM5 simulation in Rogers [2010, Figure 14] .
[67] As computing vorticity requires spatially varying horizontal wind fields, we can only compare to the swath-based analyses of R12 (shown here as Figure  18f ). The NRH1 CFAD is somewhat similar, with the 0.1% (log 10 5 21) contour reaching a value of 0.015 s 21 near the surface. In R12 the axis of peak swath-based vorticity frequency runs along 0.003 s
, and the distribution cuts off to zero for vorticity values less than 20.001 s
. In contrast, the peak of the NRH1 vorticity distribution is close to zero and nontrivial frequencies spread to significant negative values.
[68] It is possible to understand these stark differences between the observed and simulated vorticity distributions. Figure 19a shows a horizontal plot on model level 6 (mean z 5 0.48 km) of vertical vorticity at 18Z 3 August. A large number of ''blobs'' of negative vorticity are present immediately outside of the eyewall and along nearby raindbands. However, along and inside the eyewall the vorticity appears to be entirely positive. In addition, the 1 km grid spacing of the HNR simulation allows more intense, smaller-scale features with negative vorticity to be resolved, whereas the R012 data are analyzed onto grids with 2 km resolution. To illustrate this, Figure 19b shows the same plot as Figure 19a but generated from the 3 km grid. Each of these points is simply the average of nine colocated points on the 1 km grid. Much of the negative vorticity has disappeared due to averaging with nearby positive vorticity. Finally, a vorticity CFAD was calculated using the 3 km model data and shifting the annulus inward 10 km to 20 km r 35 km; this was done to sample a region that has far less negative vorticity. As shown in Figure 18c , this produces a vorticity distribution that is quite similar to that shown by R12 (see Figure 18f) . [69] CFADs from NRH1 were also computed for the 6 h period from 12Z 5 to 18Z 5 August, with the inner eyewall annulus shifted outward 5 km from the previous case. These results were very similar (and thus are not shown), except that the spreads of both the vertical velocity and vorticity distributions were narrower. For example, the log 10 5 21 (0.1%) contour reaches only to 7 ms 21 for vertical velocity and only 0.012 s 21 for vorticity, even though the actual intensity of the hurricane is greater at this time (see Figure 13 ).
Comparison to Lower-Quality Simulations
[70] The temporal evolution and internal structure of NRH1 shows excellent agreement to many aspects of real hurricanes. Beyond this, any description of NRH1 as a ''good'' representation of a real hurricane may only be subjective. One of the intended goals for the HNR is to provide synthetic data for assimilation into forecast models. In the OSSE context, it is important for the synthetic data to be sufficiently more like reality than what is produced by the forecast model itself. Otherwise, the synthetic data does not provide a sufficient test of the capability of the assimilation system to correct the forecast model. It is worthwhile then to briefly compare NRH1 to hurricanes that would be produced from identical initial and boundary conditions but with lower-quality simulations. For this purpose, we show results from two additional simulations: a 3 km version of the HNR, identical to the 1 km HNR described above, but using only two nested grids (simulation NR3KM); and a ''forecast quality'' simulation that uses only two nests, but also uses only 42 vertical levels, the WSM5 single moment, 5-class microphysics scheme, and calls the radiation schemes every 30 min instead of every 6 min (simulation NRFQ).
[71] Wind speeds and surface pressures taken from the 3 km grids of all three simulations (and without adjustment to 1 min wind speeds) are shown in Figure  20 . All three simulations show TC genesis, development, and RI occurring at about the same times. Surprisingly, the NR3KM and NRFQ hurricanes both reach substantially higher wind speed intensities than NRH1. Also shown in Figure 20 are Hovmoller diagrams for V t at z 5 2 km and V z at z 5 5 km, as shown previously for NRH1 in Figure 9a . For both NR3KM and NRFQ, the RMW starts near r 5 50 km but then steadily increases with time, reaching values in excess of 100 km before the storm begins to weaken. The eyewalls themselves are also wider. These results should not be interpreted as a specific criticism of how well 3 km resolution models can forecast hurricane structure, since the forecasting cycle data assimilation would periodically correct the storm size and structure to observed values. The results do show that the long-term evolution of the NRH1 is far more realistic than the evolution of similarly configured 3 km simulations. Therefore, synthetic observations taken from within NRH1 should have a significant impact on the size and structure of a hurricane in a forecast model.
Summary and Conclusions
[72] The goal of this paper is to document the production, evolution, and realism of a high-resolution, high- Figure 19 . Distributions of vertical vorticity: (a) vorticity at model level 6 (mean z 5 480 m) from the 1 km grid at 18Z 3 August; (b) taken at the same time from the 3 km grid; (c) vorticity CFAD computed from the 3 km grid and shifted inward 10 km. quality simulation of an Atlantic hurricane. The simulation is intended to serve as a nature run for future OSSEs. It is also intended to be a freely available data set to be used for any research purpose, such as further observing system studies or studies of physical processes such as tropical storm formation, RI, and ERCs.
[73] NRH1 begins as a convectively active tropical wave with weak midlevel and surface circulations along 35 W. After 2 days of simulation the circulation contracts and strengthens to a tropical depression and then to a tropical storm. Once formed, the storm steadily progresses toward the west-northwest across the tropical Atlantic. At first, development is limited by fairly strong northeasterly wind shear. After 5 days, the wind shear weakens and the tropical storm begins a period of RI that brings the storm to an intensity around 55 ms 21 . Shortly afterward, there is a SEF (although fully concentric eyewalls never occur) followed by an ERC.
The storm oscillates around an intensity of 60 ms 21 for several days and then begins to weaken. Eventually the cyclone turns northward and northeastward, as both the wind field and the area of precipitation expand. However, extratropical transition does not occur during the simulation.
[74] Since the NRH1 is based on a global model simulation of a hurricane that never actually occurred, it is evaluated by comparison to previously obtained data sets composited over many tropical cyclones. The results of these comparisons are as follows:
1. Pressure-wind relationship: During approximately the first half of the cyclone's existence, a scatter plot of pressure versus wind shows very good agreement with pressure-wind relationships empirically developed in previous studies (Figure 14) . Note that this analysis includes adjustment from instantaneous model output to 1 min wind speeds and time averaging for better representativeness. Later in the simulation, the simulated pressures are much lower than suggested by the empirical formulas, which may be due in part to the expansion of the outer wind field.
2. Boundary layer structure: Azimuthal-mean and time-composited fields of V t , V r , and h t , rescaled by storm size, were compared to similar composites from dropsonde data released in many Atlantic hurricanes. The general agreement between NRH1 and the dropsonde composite boundary layers was excellent. NRH1 was shown to have high-V t wind speeds too close to the ocean surface, while the V r and h t profiles were in better agreement.
3. RMW size and slope: For a hurricane that undergoes RI and reaches category 4 intensity, the RMW of the NRH1 (as measured by the radius of azimuthalmean V t at z 5 2 km) falls well within the range of observed values of similar storms. For most of the simulation, the outward slope of the RMW with height is significantly larger than the relationship previously found by analyzing Doppler radar wind fields. However, the rate of decrease of V t with height along the RMW was found to mostly fall within the range of observed storms.
4. Eyewall convection: CFADs of reflectivity, W, and vorticity along the inner edge of the eyewall were compared to similar CFADs analyzed from numerous hurricanes using airborne Doppler radar. The reflectivity CFADs were fairly similar. The CFADs of W and vorticity had some significant differences. The NRH1 frequency distribution of W is much narrower than observed, and the highest frequencies of strong updrafts and downdrafts occur at different altitudes than in observations. The NRH1 vorticity distribution has a spread similar to observations for positive values, but also shows a high frequency of occurrence for negative vorticity values; this is not seen in the CFAD from observations. This discrepancy appears to be due to different sampling and analysis methods between the observed and simulated CFADs.
[75] As this paper and others have shown, the science of tropical cyclone simulations has reached the point where the simulations can be used to meaningfully understand physical processes in hurricanes. And yet, due to computational and operational restrictions, forecast models with comparable resolution and parameterizations as the HNR, and resulting similarity to real storms as NRH1, probably remain at least a decade into the future. Nonetheless, high quality, carefully validated simulations such as the HNR presented here may have great value for the insight they provide on the dynamics and physics of tropical cyclones, and for their role in OSSEs which provide an explicit means to decide on how best to improve operational forecasting systems.
