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Lp-Testers for Bounded Derivative Properties on Product
Distributions
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Abstract
We consider the problem of Lp-testing of class of bounded derivative properties over hyper-
grid domain with points distributed according to some product distribution. This class includes
monotonicity, the Lipschitz property, (α, β)-generalized Lipschitz and many more properties.
Previous results for Lp testing on [n]
d for this class were known for monotonicity and c-Lipschitz
properties over uniformly distributed domains.
Our results imply testers that give the same upper bound for arbitrary product distribu-
tions as the hitherto known testers, which use uniformly randomly chosen samples from [n]d, for
monotonicity and Lipschitz testing. Also, our testers are optimal for a large class of bounded
derivative properties, that includes (α, β)-generalized Lipschitz property, over uniform distribu-
tions. Infact, each edge in [n]d is allowed to have it’s own left and right Lipschitz constants.
The time complexity is same for arbitrary product distributions.
∗Pennsylvania State University, kashyap@cse.psu.edu, supported in part by NSF Grant CCF-0964655 and CCF-
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1 Introduction
The field of property testing [RS96, GGR98] deals with the following question: can one decide
whether a function f has a certain property or not, while accessing it only on a tiny fraction of its
domain? To address this informational bottleneck, the decision problem is relaxed to distinguish
functions having the property from functions which are ‘far’ from having the property. This needs
a measure of distance, dist(f, g) ∈ (0, 1) between functions. A function is said to be ε-far from the
property if dist(f, g) > ε whenever g satisfies the property.
The notion of distance is central to property testing. The conventional definition of distance is
the Hamming distance over the domain with respect to some distribution D, that is, dist(f, g) :=
Prx∼D[f(x) 6= g(x)]. So, if a function f is not ε-far, then there exists a function g satisfying the
property, and samples drawn uniformly at random cannot distinguish f and g with probability more
than ε. Most of the testers that have been designed in the past give high probability guarantees
for when the samples are drawn from the uniform distribution and distance to the property is the
hamming distance. Two notable recent detours from this approach are [BRY14a] and [CDJS14]
The former gives the first systematic study of the property testing with the notion of farness being
Lp-distance from the property. The later gives the optimal testers for properties when queries are
made over domain points sampled from some product distribution. We unify the two settings and
get better results for the Lp-property testing over product distributions.
Definition 1.1 formally defines the notion of Lp-distance over general distributions. This def-
inition from [BRY14a] generalizes the notion of distance given in the seminal work of Goldreich,
Goldwasser, and Ron [GGR98]. [BRY14a] showed wide applications of Lp-testing in the fields of
learning, approximation theory, noise suppression etc. The authors in [CDJS14] give optimal testers
for a class of properties called bounded derivative properties. Owing to the generality of bounded
derivative properties refered to as P, their work subsumes almost all the works done in the field of
monotonicity and the Lipschitz L0-property testing over past decade.
In this paper we study the problem of bounded derivative property testing of real valued functions
f : [n]d 7→ [a, b], with respect to a product distribution D :=∏i≤dDi and Lp-distance. First, we show
how to extend the testers of [BRY14a] to the product distribution setting. Then we generalize the
Lipschitz tester of [BRY14a] to a much broader class of bounded derivative properties that includes
(α, β)-Lipschitz property, where α and β are the left and right Lipschitz constants. To be precise,
each edge is allowed to have it’s own personal set of left and right Lipschitz constants.We note that
out results match the adaptive lower bound for c-Lipschitz testing given in [BRY14a], which is a
special case. Therefore, the upper bound is optimal when the bounding family is a set of constant
valued functions.
Roughly, a function f is in P iff the discrete analogue of it’s first derivative is bounded.
Definition 1.3 formally describes P. The problem is to distinguish monotone functions from those
which are ε-far with respect to Lp-distance defined by D over [n]d. Well studied properties like
monotonicity, the Lipschitz property, (α, β)-generalized Lipschitz property and many more prop-
erties fall in the purview of bounded derivative properties. The bounds may be set in such a way
that the function is required c-Lipschitz in first dimension, (α, β)-Lipschitz in second dimension,
(α′, β′)-Lipschitz in third dimension and so on.
1.1 Preliminaries
The notion of Lp distance is defined in [BRY14a] which resembles closely to the following.
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Definition 1.1 (Lp- distance). Let f be a real valued function over finite domain D. For p ≥ 1,
the Lp-norm of f is (
∑
x∈D |f(x)|p)
1
p (p = 0, 1, 2). Let ||f0|| be the number of non-zero values of f .
A property P is the set of functions over D. For real valued functions f : D 7→ [0, r], we define the
following distance measure.
dP =
1
r
· inf
g∈P
(E[|f − g|p])min{ 1p ,1}
In the following, f : [n]d 7→ R is a fixed function and D = ∏di=1Di is a product distribution
over [n]d. For a subset X ⊆ [n]d, we use µD(X) to denote the probability mass of the subset X,
and µDi to denote the marginal along the ith dimension. Therefore, for any point x ∈ [n]d, we have
µD(x) =
∏d
i=1 µDi(xi). We let U denote the uniform distribution; observe that µU(X) = |X|/nd.
A line along dimension i, or simply an i-line, in [n]d is a collection of n points which have all
but their ith coordinates same. Given a dimension i, we let D−i denote the distribution
∏
j 6=iDj .
Observe that D−i is product distribution on i-lines. For any line ℓ, the restriction of f to the line
ℓ is denoted by f|ℓ. Note that f|ℓ has domain [n].
We will use the following theorem from [BRY14a] to prove our result for all Lp-norms. Note
that since we obtain the upper bounds for product distributions by reducing them to uniform
distribution, Theorem1.2 applies directly to our setting as well.
Theorem 1.2 ([BRY14a]). For every property P over any domain and all ε ∈ (0, 1)
1. Q0(P, ε) ≥ Q1(P, ε); 2. Q0(P, ε) ≥ Q1(P, ε); 3. Q1(P, ε2) ≥ Q2(P, ε)
Moreover, if P is a property of boolean functions then Q0(P, ε) = Q1(P, ε) = Q0(P,
√
ε).
Now we formally define the bounding function family associated with some bounded derivative
property P.
Definition 1.3 ([CDJS14]). An ordered set B of 2d functions l1, u1, l2, u2, . . . , ld, ud : [n− 1] 7→ R
is called a bounding family if for all r ∈ [d] and y ∈ [n − 1], lr(y) < ur(y). Let B be a bounding
family of functions. The property of being B-derivative bounded, denoted as P(B), is the set of
functions f : [n]d 7→ R such that: for all r ∈ [d] and x ∈ [n]d,
lr(xr) ≤ ∂rf(x) ≤ ur(xr). (1)
We define a quasimetric depending on B denoted by m(x, y).
Definition 1.4 ([CDJS14]). Given bounding family B, construct the weighted directed hypergrid
[n]d, where all adjacent pairs are connected by two edges in opposite directions. The weight of
(x + er, x) is ur(xr) and the weight of (x, x + er) is −lr(xr). m(x, y) is the shortest path weight
from x to y.
Note that m is asymmetric, can take negative values, and m(x, y) = 0 does not necessarily imply
x = y. For these reasons, it is ceases to be a metric, although we will refer to it simply as a metric
in the remainder of the paper abusing its closeness to a metric due to the properties stated in
Lemma1.6. It has been shown in [CDJS14] that
m(x, y) :=
∑
r:xr>yr
xr−1∑
t=yr
ur(t)−
∑
r:xr<yr
yr−1∑
t=xr
lr(t) (2)
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If a function f ∈ P(B), then applying (1) on every edge of the path described above (the upper
bound when we decrement a coordinate and the lower bound when we increment a coordinate),
we get f(x) − f(y) ≤ m(x, y) for any pair (x, y). Conversely, if ∀x, y, f(x) − f(y) ≤ m(x, y), then
considering neighboring pairs gives f ∈ P(B). This argument is encapsulated in the following
lemma.
Lemma 1.5. f ∈ P(B) iff ∀x, y ∈ [n]d, f(x)− f(y) ≤ m(x, y).
When P(B) is monotonicity, m(x, y) = 0 if x ≺ y and ∞ otherwise. For the c-Lipschitz property,
m(x, y) = c‖x− y‖1. The following properties of m() are proved in [CDJS14].
Lemma 1.6 ([CDJS14]). m(x, y) satisfies the following properties.
1. (Triangle Inequality.) For any x, y, z, m(x, z) ≤ m(x, y) +m(y, z).
2. (Linearity.) If x, y, z are such that for every 1 ≤ r ≤ d, either xr ≤ yr ≤ zr or xr ≥ yr ≥ zr,
then m(x, z) = m(x, y) +m(y, z).
3. (Projection.) Fix any dimension r. Let x, y be two points with xr = yr. Let x
′ and y′ be the
projection of x, y onto some other r-hyperplane. That is, x′r = y
′
r, and x
′
j = xj , y
′
j = yj for j 6= r.
Then, m(x, y) = m(x′, y′) and m(x, x′) = m(y, y′).
Definition 1.7 (Violation Graph). The violation graph of a function f with respect to property
P, denoted as Gviol(f,P) (also Gf in some of the subsequent sections), has [n]d as vertices, and
edge (x, y) if it is a violation to P, that is either f(x)− f(y) > m(x, y) or f(y)− f(x) > m(y, x).
1.2 Our results
Our main result is the Lp tester for bounded-derivative properties over the domains with arbi-
trary product distributions defined over them. As noted in [CDJS14], this class includes properties
like monotonicity ([DGL+99]), the Lipschitz property ([JR11]), (α, β)-generalized Lipschitz prop-
erty ([CS13a]) and many more (depending on the bounding function family). In particular, our
tester implies the same upper bound of [BRY14a] for monotonicity and c-Lipschitz properties over
product distribution.
Theorem 1.8. Consider functions f : [n]d 7→ [a, b] equipped with a product distribution ∏di=1Di
and proximity parameter ε ∈ (0, 1). The time complexity of Lp (p = {1, 2}) testing of monotonicity
of f is O( d
εp
log( d
εp
)).
We also obtain first non-trivial bounds for other bounded derivative properties where the bound-
ing function family is a set of constant valued functions.
Theorem 1.9. Consider functions f : [n]d 7→ [a, b] equipped with a product distribution ∏di=1Di
and bounding family of functions B = {li : [n− 1] 7→ Sl, ui : [n − 1] 7→ Su}di=1 corresponding to the
property P(B). There is a tester for P(B) (sometimes refered as P) with running time O( d
εp
).
In Theorem1.9, the sets Sl and Su are finite sets (|Su| ≤ n − 1, |Sl| ≤ n − 1) of constants that
are independent of n and b− a. Note that the running time of tester in Theorem1.9 matches the
known non-adaptive lower bound for c-Lipschitz property (refer [BRY14a]) which is a special case
of P. Therefore, this is upper bound is optimal for uniformly distributed domains. In rest of the
paper, we will be working with L1 distance only. All the results can be extended to L2 distance
using Theorem1.2.
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Scope of this work. Theorem1.9 covers a large set of properties including (α, β)-Lipschitz
property where α and β are left and right Lipschitz constants. Infact it allows each edge in the
hypergrid to have it’s own personal left and right Lipschitz constants. Still, this is a strict subset
of bounded-derivative properties as defined in [CDJS14]. In particular, monotonicity testing is
out of the scope of Theorem1.9 because right derivative bound is not constant. The lower bound
in [BRY14a] shows that such a bound cannot be achieved by any non-adaptive tester.
1.3 Related work
The area of property testing has florished in the last fifteen years. A lot of work has been done for
testing the bounded derivative properties like monotonicity [EKK+00, GGL+00, DGL+99, LR01,
FLN+02, AC06, Fis04, HK08b, PRR06, ACCL07, BRW05, BGJ+09, BCGSM12, BBM12, CS13a,
CS13b, BRY14a, BRY14b, CDJS14] and the Lipschitz property [JR11, AJMR12, CS13a, DJRT13,
BRY14b, CDJS14]. With the exception of [HK07, HK08b, AC06, DJRT13, CDJS14], all the previ-
ous works are in the uniform distribution setting. The work in [CDJS14] shows tight non-adaptive
upper bounds with adaptive lower bounds for their bounded derivative property tester over prod-
uct distributions, thus resolving the open question posed by [AC06] about specific question of
monotonicity testing over product distributions.
Goldreich et. al. [GGR98] had already posed the question of testing properties of functions over
non-uniform distributions, and obtain some results for dense graph properties. A serious study of
the role of distributions was undertaken by Halevy and Kushilevitz [HK07, HK08b, HK05, HK08a],
who formalized the concept of distribution-free testing. (Refer to Halevy’s thesis [Hal06] for a
comprehensive study.) Glasner and Servedio [GS09] and Dolev and Ron [DR11] give various upper
and lower bounds for distribution-free testers for various classes of functions (not monotonicity)
over {0, 1}n.
The field of Lp-testing is still relatively very little explored for p = 1, 2. The work by [FV13]
shows gives an L1-testers for submodularity. L1-distance is widely used to study the properties
of distributions [BFR+13, BFRV11, oCDVV14, DDS+13, Val11, VV11]. Recently, [BRY14a] has
given a systematic study of Lp-testing for various properties over uniformy distributed hypergrid
domain [n]d. They give many applications of Lp-property testing in various areas of computing.
2 Reducing from arbitrary product distributions
We reduce arbitrary product distributions to uniform distributions on what we call the bloated
hypergrid. Assume without loss of generality that all µDr(j) = qr(j)/N , for some integers qr(j)
and N . Consider the d-dimensional N -hypergrid [N ]d. There is a natural many-to-one mapping
from Φ : [N ]d 7→ [n]d defined as follows. First fix a dimension r. Given an integer 1 ≤ t ≤ N , let
φr(t) denote the index ℓ ∈ [1, n] such that
∑
j<ℓ qr(j) < t ≤
∑
j≤ℓ qr(j). That is, partition [N ] into
n contiguous segments of lengths qr(1), . . . , qr(n). Then φr(t) is the index of the segment where t
lies. The mapping Φ : [N ]d 7→ [n]d is defined as
Φ(x1, x2 . . . , xd) = (φ1(x1), φ2(x2), . . . , φm(xd)) .
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We use Φ−1 to define the set of preimages, so Φ−1 maps a point in [n]d to a ‘cuboid’ in [N ]d.
Observe that for any x ∈ [n]d,
|Φ−1(x)| = Nd
d∏
r=1
µDr(x) = N
dµD(x). (3)
Claim 2.1. For any set X ⊆ [n]d, define Z ⊆ [N ]d as Z := ⋃x∈X Φ−1(x). Then µD(X) = µU (Z).
Proof. The set Z =
⋃
x∈X Φ
−1(x) is the union of all the preimages of Φ over the elements ofX. Since
preimages are disjoint, we get |Z| =∑x∈X |Φ−1(x)| = NdµD(X). Therefore, µU (Z) = µD(X).
Given f : [n]d 7→ R, we define its extension fext : [N ]d 7→ R:
fext(x1, . . . , xd) = f(Φ(x1, . . . , xd)). (4)
Thus, fext is constant on the cuboids in the bloated hypergrid corresponding to a point in the
original hypergrid. Define the following metric on [N ]d.
For x, y ∈ [N ]d, mext(x, y) = m(Φ(x),Φ(y)) (5)
The following statements establish the utility of the bloated hypergrid, and the proof of the di-
mension reduction of f over [n]d w.r.t. D follows easily from these and the proof for the uniform
distribution.
Lemma 2.2 ([CDJS14]). If m satisfies the conditions of Lemma 1.6 over [n]d, then so does mext
over [N ]d.
Let g : [n]d 7→ R be the function in P that is closest to f and gext : [N ]d 7→ R be the extension
of g over [N ]d. Also, let g′
ext
: [N ]d 7→ R be the function closest to fext in P. Theorem2.3 shows
that the reduction preserves the Lp-distance.
Theorem 2.3. (E[|f − g|p)]) 1p = (E[|fext − gext|p)])
1
p = (E[|fext − g′ext|p])
1
p .
Proof. Note that the first equality in the theorem because of the following.
E[|f − g|p] =
∑
x∈[n]d
µD(x)|f(x)− g(x)|p =
∑
x∈[n]d
∑
v∈[N ]d:Φ(v)=x
|fext(v)− gext(v)|p
Nd
= E[|fext − gext|p] (6)
Consider two points v1, v2 ∈ [N ]d such that Φ(v1) = Φ(v2). Since g′ext ∈ P, we have g′ext(v1) −
g′
ext
(v2) ≤ mext(v1, v2) = m(Φ(v1),m(Φ(v2))) = 0. Similarly, g′ext(v2)−g′ext(v1) ≤ m(Φ(v2),Φ(v1)) =
0. Therefore g′
ext
(v1) = g
′
ext
(v2). Therefore, for every x ∈ [n]d, g′ext takes the same value for all
points {v ∈ [N ]d : Φ(v) = x}.
Consider the function g′ : [n]d 7→ R defined as g′(Φ(v)) = g′
ext
(v). Note that by the chain of
equalities similar to (6), it can be shown that E[|f−g′|p] = E[|fext−g′ext|p]. Note that E[|f−g|p] ≤
E[|f − g′|p] and E[|fext − g′ext|p] ≤ E[|fext − g′ext|p]. This and (6) yield that E[|fext − gext|p] =
E[|fext − g′ext|p].
In the subsequent sections, we will talk about the testers in the uniformly distributed hypergrid
domain. All the results can be extended to the known product distribution using bloated hypergrid
domain arguments.
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3 L1-distance and maximum weight matching
Let f : D 7→ R be a function on discrete domain D with induced quasimetric d induced by the
bounded derivative property P. A pair (x, y) is not violated iff f(x)−f(y) ≤ m(x, y). The violation
score of (x, y), defined as vsf (x, y) = max{f(x)− f(y)− m(x, y), f(y) − f(x)− m(y, x)}. An edge
is violated iff vsf (x, y) > 0. The violation graph Gf = (D, Ef ) of f is a graph on D such that
(x, y) ∈ Ef iff vsf (x, y) > 0. The weight of each edge (x, y) ∈ Ef is vsf (x, y). The following lemma
relates the maximum weight matching in Gf to L1 distance of f from P. We note that Lemma 3.2
generalizes Lemma 3.1 in [BRY14a] which was proved for Lipschitz property.
We need the following observation about the violation score in further discussions.
Claim 3.1. If f(x)−f(y)−m(x, y) > 0 for some pair (x, y), then vsf (x, y) = f(x)−f(y)−m(x, y)
Proof. We have f(x) − f(y) > m(x, y) which implies that f(y) − f(x) < −m(x, y) < m(y, x) from
lemma[to be filled]. Therefore vsf (x, y) = max{f(x) − f(y) − m(x, y), f(y) − f(x) − m(y, x)} =
f(x)− f(y)−m(x, y).
Lemma 3.2. Let M be the maximum weight matching in Gf . Let vsf (M) =
∑
(x,y)∈Ef
vsf (x, y).
Then L1(f,P) = vsf (M)
Proof. First we prove that L1(f,P) ≥ vsf (M). Let g : D 7→ R be the closest function to f in P,
that is, L1(f,P) = L1(f, g). Consider a violated edge (x, y) ∈ Gf . W.l.o.g., assume that vsf (x, y) =
f(x)−f(y)−m(x, y). Note that f(x)−f(y) > m(x, y) and g(x)−g(y) ≤ m(x, y). Therefore we have
|f(x)− g(x)|1 + |f(y)− g(y)|1 ≥ (f(x)− g(x))− (f(y)− g(y)) ≥ f(x)− f(y)−m(x, y) = vsf (x, y).
Moreover, since M is a matching, each vertex appears in at most one pair in M . Therefore
L1(f, g) ≥
∑
(x,y)∈Gf
vsf (x, y).
Now we prove that L1(f,P) ≤ vsf (M). The argument in this part is closely related to the
proof of Lemma 3.1 in [BRY14a]. Consider the partition of vertex set D = {D>,D=,D<}.
where Dop = {x ∈ D|f(x) op g(x)} where op = {>,=, <}. Consider the bipartite graph Bf =
({D> ∪D=}×{D< ∪D=}, EB). The edges EB consist of pairs (x, y) ∈ {D> ∪D=}×{D< ∪D=}
such that g(x) − g(y) = m(x, y) and x, y map to different vertices in Gf .
Note that f(x) ≥ g(x) ≥ g(y) ≥ f(y). Since f(x) − f(y) > g(x) − g(y) = m(x, y), we have
vsf (x, y) = f(x)− f(y)−m(x, y) by Claim 3.1. Thus we have
vsf (x, y) = f(x)− f(y)−m(x, y) = f(x)− f(y)− (g(x)− g(y)) = |f(x)− g(x)| + |f(y)− g(y)|
Lemma3.3 shows that Bf contains a matching M
′ which matches every vertex x ∈ D< ∪D>.
We say that M ′ ∋ x if x is matched in M ′. Thus, we infer that
vsf (M
′) =
∑
(x,y)∈M ′
vsf (x, y) =
∑
M ′∋x
|f(x)− g(x)| =
∑
x∈D<∪D>
|f(x)− g(x)| = L1(f,P)
Now we show that there exists a matching M ∈ Gf such that vsf (M) ≥ vsf (M ′). Consider
an edge (x, y) ∈ Bf . If x ∈ D> and y ∈ D<, then we add (x, y) to M in Bf . Consider a vertex
x ∈ D= in Bf . Let the edges incident to x in Bf be (y, x) and (x, z). Note that by Lemma 3.3,
both the edges exist. Also, by the definition of Bf , we have f(y) > f(x) > f(z). Now we have
vsf (y, x)+vsf (x, z) = (f(y)−g(y))+(g(x)−f(x))+(f(x)−g(x))+(g(z)−f(z)) = |f(y)−g(y)|+|f(z)−g(z)|
Therefore vs(y, z) = vs(y, x) + vs(x, z). Therefore vs(M ′) = vs(M).
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Lemma 3.3. Bf contains a matching M
′ that matches every vertex in D< ∪ D>
The proof of this lemma is very similar to the one given in [BRY14a], so we skip the details
here.
4 Dimension reduction from the grid to the line
A natural approach for bounded derivative property testing over hypergrids is to perform dimension
reduction [DGL+99, HK08b, AC06, BRY14a, CDJS14] to the line: Can one argue that if f is far
from P on the hypergrid, then some (or many) restrictions f|ℓ to lines will also be far from P?
Consider the expected distance of f|ℓ, where ℓ is a random axis parallel chosen from L(n, d)
which denotes the set of all axis-parallel lines in [n]d. Our dimension reduction lemma is the
following.
Lemma 4.1. (Dimension reduction)
∑
ℓ∈L(n,d)[L1(f|ℓ,P)] ≥ L1(f,P)/2.
We note here that the dimension reduction lemma with same guarantee has been proven
in [BRY14a] for c-Lipschitz and monotonicity for boolean valued functions separately, but it is
unclear to us how to extend it to the bounded derivative properties and monotonicity of real valued
functions, in particular when the bounding functions are different in each dimension.
4.1 Dimension reduction and the alternating paths
We begin by proving Lemma 4.1 for the uniform distribution. This requires some of the machinery
of [CS13a, CDJS14]. Consider a maximum weight matching of minimum cardinality (henceforth
called MWm) M of Gf . From Lemma 3.2, we get vsf (M) =  L1(f,P). An important theorem
of [CDJS14] related the size of M to the number of special axis-aligned violated pairs. This leads
to an optimal property tester w.r.t the uniform distribution.
For a matching M and coordinate i we say that a pair (x, y) ∈M is an i-cross pair if xi 6= yi.
Theorem 4.2 (from [CDJS14]). Let f be a function on [n]d and suppose there are no violations
along the i-lines. That is, for any pair (x, y) with xj = yj for j 6= i and xi < yi, we have
f(x) ≤ f(y). Then there exists a MWM in Gf with no i-cross pairs.
We define a sequence of matchings starting with the MWM M . The ith matching Mi is also
an MWM but it is not allowed any j-cross pairs for 1 ≤ j ≤ i. Our main claim (Lemma 4.4) proves
that L1(f|ℓ),P) is an upper bound on the drop in the violation scores of matchings, which gives the
dimension reduction lemma. This claim is proved using Theorem4.2 and uses a simple but useful
structural statement about MWMs (Claim 4.3). We dive into the details now, starting with some
definitions.
• Define Mi to be a MWM in Gf that does not contain any j-cross pairs for 1 ≤ j ≤ i. Observe
that vsf (M0) = L1(f,P) and vsf (Md) = 0.
• Hypergrid slices: Given an i-dimensional vector a ∈ [n]i, let Sa := {x ∈ [n]d : xj = aj, 1 ≤
j ≤ i} be the slice of the hypergrid with respect to vector a, or simply the a-slice. Each slice is
in itself an [n]d−i hypergrid. The hypergrid [n]d is partitioned by the various a-slices of the same
dimension. That is, [n]d =
⋃
a∈[n]i Sa, and Sa ∩ Sa′ = ∅ whenever a 6= a′. Given a function f
defined on the hypergrid, let f|a denote the function restricted to the slice Sa.
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Claim 4.3. Let f and g be two real valued functions defined on a hypergrid. Let M and N be the
MWMs w.r.t f and g on the respective violation graphs. Then, |vsf (M)− vsf (N)| ≤ L1(f, g).
Proof. Look at the symmetric difference of M and N . This gives us alternating paths and cycles.
Let pf ∈ P and pg ∈ P be two real valued functions on the hypergrid that are closest to f and g,
that is, L1(f,P) = L1(f, pf ) and L1(g,P) = L1(g, pg).
vs(M)− vs(N) =
∑
x∈[n]d
|f(x)− p1(x)| −
∑
x∈[n]d
|g(x)− p2(x)|
=
∑
x∈[n]d
(|f(x)− p1(x)| − |g(x)− p2(x)|)
≤
∑
x∈[n]d
(|f(x)− p2(x)| − |g(x)− p2(x)|)
≤
∑
x∈[n]d
(|f(x)− p2(x)− (g(x) − p2(x))|)
=
∑
x∈[n]d
(|f(x)− g(x)|) = L1(f, g)
The first inequality follows from the fact that L1(f, p2) ≥ L1(f, p1). The second inequality
follows from the triangle inequality. Similarly, one can prove that vs(N) − vs(M) ≤ L1(f, g).
Hence the claim.
Lemma4.1 for the uniform distribution follows from the following lemma since vsf (M0) = L1(f,P).
Lemma 4.4. Let Li denote the set of lines that are axis-parallel to dimension i for all 1 ≤ i ≤ d.
Then we have
2 ·
∑
ℓ∈Li
L1(f|ℓ,P) ≥ (vsf (Mi−1)− vsf (Mi))
.
Proof. Since Mi−1 has no j-cross pairs for j ≤ i− 1, all pairs of Mi−1 have both endpoints in the
same slice Sa for some a ∈ [n]i−1. Thus, Mi−1 partitions into sub-matchings in each Sa. Let Mai−1
be the pairs of Mi−1 with both end points in slice Sa.
vsf (Mi−1) =
∑
a∈[n]i−1
vsf (M
a
i−1) (7)
Similarly, Mai is defined, and infact since Mi has no i-cross pairs either, we get for every a ∈ [n]i−1,
vsf (M
a
i ) =
∑n
j=1 vsf (M
(a◦j)
i ). where (a ◦ j) is the i-dimensional vector obtained by concatenating
j at the end of a. The following is a consequence of the partition of Mi−1 and Mi across the slices.
Observation 4.5. For any a ∈ [n]i−1, Mai−1 is the MWM in Sa wrt f|a. Furthermore, for any
j ∈ [n], M (a◦j)i is the MWM in S(a◦j) wrt f|(a◦j).
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Let f (i) be the closest function to f with no violations along dimension i, that is, for any x, y
with xi < yi and xj = yj , j 6= i, we have f (i)(x) < f (i)(y). Note that by definition, L1(f, f (i)) =∑
ℓ∈Li
L1(f|ℓ,P).
Fix a ∈ [n]i−1 and focus on the a-slice Sa. Note that f (i) has no violations along the i-lines,
neither does f (i)|a. Therefore, by Theorem4.2 there exists an MWM N
a in Sa w.r.t f
(i)
|a that
has no i-cross pairs. Therefore, Na partitions as Na =
⋃n
j=1N
(a◦j). Furthermore, each matching
N (a◦j) is the MWM in S(a◦j) wrt f
(i)
|(a◦j).
Since Mai−1 is a MWM wrt f|a and N
a is a MWM wrt f
(i)
|a in Sa, Claim 4.3 gives
vsf (N
a) ≥ vsf (Mai−1)− L1(f|a, f (i)|a) (8)
Since M
(a◦j)
i is a MWM wrt f|(a◦j) and N
(a◦j) is a MWM wrt f
(i)
|(a◦j) in S(a◦j) , Claim 4.3 gives us
vsf (M
(a◦j)
i ) ≥ vsf (N (a◦j))− L1(f|(a◦j), f (i)|(a◦j)). Summing over all j,
vsf (M
a
i ) ≥ vsf (Na)− L1(f|a, f (i)|a) (9)
Adding (8),(9) over all a ∈ [n]i−1 gives vsf (Mi) ≥ vsf (Mi−1)−2
∑
a∈[n]i−1 L1(f|a, f
(i)
|a) = |Mi−1|−
2 · L1(f, f (i)). Adding over all i ∈ [d] proves Lemma4.1 since L1(f, f (i)) =
∑
ℓ∈Li
L1(f|ℓ,P).
5 Bounded derivative testing on a line
Consider a function f : [n] 7→ [a, b], with bounding functions being l : [n−1]→ Sl and u : [n−1] 7→
Su such that l(x) ≤ ∂f(x) ≤ u(x) for each x ∈ [n − 1]. We note here that for monotonicity, the
bounding family becomes li = 0 and ui = r for all i. Given two functions f : D 7→ [0, r] and
g : D 7→ [0, r], we define dist(f, g) = ||f−g||1|D|·r .Therefore dist(f, g) ∈ [0, 1] and is scale-invariant.
From now on, we will assume that l(x) = −u(x). This assumption makes the analysis of the
line tester much cleaner. The following reduction shows that this assumption is not without loss of
generality.
We define a function g : [n] 7→ [a′, b′] as g(x) = f(x) +∑n−1v=x u(v)+l(v)2 . Also, the bounding
family of g is defined as {u′, v′} where l′(v) = − (u(v)−l(v))2 and u′(v) = (u(v)−l(v))2 . Note that since
u(v) > l(v), l′(v) and u′(v) are always non-zero. Claim 5.1 shows that the violation score of each
edge with respect to g is same as with respect to f .
Claim 5.1. Let f and g be defined as above. Then for any edge (x, y) (x < y), vsf (x, y) = vsg(x, y).
Proof. We have
g(x) − g(y) −mg(x, y) = f(x)− f(y) +
y−1∑
v=x
(u(v) + l(v))
2
−
y−1∑
v=x
(u(v) − l(v))
2
= f(x)− f(y) +
y−1∑
x
l(v) = f(x)− f(y)−mf (x, y) (10)
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Similarly we have
g(y)− g(x) −mg(y, x) = f(y)− f(x)−
y−1∑
v=x
(u(v) + l(v))
2
−
y−1∑
v=x
(u(v) − l(v))
2
= f(y)− f(x)−
y−1∑
x
u(v) = f(y)− f(x)−mf (y, x) (11)
Therefore we have
vsg(x, y) = max {f(x)− f(y)−mf (x, y), f(y)− f(x)−mf (y, x)} = vsf (x, y)
Corollary 5.2. Maximum weight matchings in the violation graphs of f and g are identical.
Note that in the above reduction, the range size (b′ − a′) of g might be much larger than b− a,
but this is not a problem since our final bound is independent of range size.
Suppose we are given f : [n−1] 7→ [a, b] and the bounding functions {−u, u} where u : [n−1] 7→
Su. Here Su is the set of positive constants that are independent of n and b − a. Let b − a = r,
uM = max{x ∈ [n] : u(x)} and um = min{x ∈ [n] : u(x)}
Line Tester (f)
1. Let Pf be the set of pairs {(x, y)|x < y} such that y − x ≤ rum .
2. Query an uniformly randomly selected pair from Pf .
3. if vsf (x, y) > 0 then reject
4. accept
Consider a violated pair (x, y) (x < y) such that f(x)− f(y) > mf (x, y). Now we have
r ≥ f(x)− f(y) ≥
y−1∑
v=x
u(v) ≥ um · (y − x)
Therefore y ≤ x + r
um
. Same bound can be obtained by considering the case when f(y)− f(x)−
mf (y, x) > 0. Therefore all the violated pairs lie in Pf Note that total number of pairs in Pf is
at most n · min{n − 1, r
um
}. We first give the lower bound on the number of violated pairs in Pf
denoted by V (Pf ). We get the lower bound using Claim 5.3 and Claim 5.4.
Claim 5.3. Let (x, y) be a pair violated by f over [n] and let v =
⌈
vsf (x,y)
2·uM
⌉
− 1. Then for all
z ∈ [x− v, y + v] ∩ [n], f violates at least one of the unordered pairs (x, z) or (y, z)
Proof. Note that the claim is true for z ∈ [x, y] ∩ [n] by linearity of quasimetric mf induced by the
bounding function family. Consider the case when z ∈ [x− v, x] ∩ [n]. The case for z ∈ [y, y + v] is
analogous. Assume that vsf (x, y) = f(x)− f(y)−mf (x, y). The other case is symmetric. Assume
for the contradiction that (x, z) and (y, z) are both not violated. Then f(x)− f(z) ≤ mf (x, z) and
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f(z)− f(y) ≤ mf (z, y). Adding both the inequalities we get f(x)− f(y) ≤ mf (x, z)+mf (z, y). We
also have f(x)− f(y) = mf (x, y) + vsf (x, y). Therefore we have
vsf (x, y) +mf (x, y) ≤ mf (x, z) +mf (z, y)
vsf (x, y) ≤ mf (x, z) +mf (z, y) −mf (x, y)
vsf (x, y) ≤ mf (x, z) +mf (z, x) (since mf (z, y) = mf (z, x) +mf (x, y))
Therefore we have vsf (x, y) ≤ mf (x, z) +mf (z, x) =
∑x−1
α=z(u(α)− l(α)) ≤ (2 · uM )(x− z) This
implies that z ≤ x− vsf (x,y)2·uM . Note that this is a contradiction since
z ≥ x−
⌈
vsf (x, y)
2 · uM
⌉
+ 1 > x− vsf (x, y)
2 · uM
Claim 5.4. Let (x, y) be a pair violated by f over [n]. Then f violates at least min{vsf (x,y)2·uM , n− 1}
pairs.
Proof. Let v =
⌈
vsf (x,y)
2·uM
⌉
− 1. If x − v ≥ 1 then f violates either (x, z) or (y, z) for each z ∈
{x − v, . . . , x − 1}. Therefore there are v + 1 ≥
⌈
vsf (x,y)
2·uM
⌉
pairs including (x, y) that are violated.
Similarly, if y + v ≤ n, then one gets at least v + 1 violated pairs {(u, z)} ∪ (x, y) for all z in
{y+1, . . . , y+ v} and u ∈ {x, y}. Finally, if x− v < 1 and y+ v > n then f ′ violates at least one of
(x, z) and (y, z) for z ∈ [n]\{x, y}. Thus there are at least n−1 violated pairs including (x, y).
Let M be the maximum weight matching in Gf . Let M1 be the set of pairs in M with violation
score at most uM · (n − 1) and M2 = M \ M1. By Claim 5.4, each of the edges in M1 should
contribute at least
vsf (M1)
2·uM
violated pairs. Let g : [n] 7→ [a, b] be the function in P that is closest
to f . Note that vsf (x, y) = |f(x) − g(x)| + |f(y) − g(y)| ≤ 2r. Hence, the violation score of any
pair can not exceed 2r. Therefore there are at least
vsf (M2)
2r edges in M2. By Claim 5.4, M2 must
contribute at least
vsf (M2)
2r · (n − 1) violated pairs. Since each violated pair is contributed by the
edge of M at most twice, the number of violated pairs in M is at least
1
2
(
vsf (M1)
2 · uM + vsf (M2) ·
n− 1
2r
)
≥ vsf (M)
4
·min
{
1
uM
,
n− 1
r
}
=
ε
4
· n ·min
{
r
uM
, n− 1
}
The last equality follows from the fact that ε = dist(f,P) = L1(f,P)
nr˙
=
vsf (M)
nr˙
. Let uM
um
= C,
a constant. Note that the number of violated pairs is at least ε4C · |Pf |. Therefore we have the
following lemma.
Lemma 5.5. If f is ε-far from P, then f picks up a violated pair with probability at least ε4C where
C = uM
um
is a constant.
5.1 Testers for the hypergrid
The hypergrid testers are easy consequences of the dimension reduction and the line testers. Let
Ln,d denote the set of axis parallel lines in [n]d.
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Hypergrid-Tester (f)
1. Choose a line ℓ i u.a.r. from Ln,d.
2. Run Line-Tester(f|ℓ).
3. Repeat step 1. O(d
ε
) times.
Lemma 5.6. Consider a function f that is ε-far from P. The probability of rejection of Hypergrid
Tester is at least 2/3.
Proof. From Lemma4.1 we have
∑
ℓ∈L(n,d)[L1(f|ℓ,P)] ≥ L1(f,P)/2. This can also be stated as
Eℓ∼Ln,d[dist(f|ℓ,P)] ≥
dist(f,P)
2d
where distances are measured with respect to [n] and [n]d domains respectively. Lemma 5.5 implies
that the probability of picking up a violated pair in step 2. is at least
Eℓ∼Ln,d [dist(f|ℓ,P)]
2 ≥ ε4d .
Therefore, repeating it O(d/ε) times boosts the rejection probability to 2/3.
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