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To understand global climate prior to the availability of widespread instru-
mental data, we need to reconstruct temperatures using natural proxies such
as tree rings. For reconstructions of a temperature field with multiple prox-
ies, the currently preferred method is RegEM (Schneider, 2001). However,
this method has problems with speed, convergence, and interpretation.
In this thesis we show how one variant of RegEM can be replaced by the
monotone EM algorithm (Liu, 1999). This method is much faster, especially
in suitably designed pseudoproxy simulation experiments.
Multi-proxy reconstructions can be large, with thousands of variables and
millions of parameters. We describe how monotone EM can be implemented
efficiently for problems on this scale.
RegEM has been interpreted in a Bayesian context as a multivariate normal
model with an inverse Wishart prior. We extend this interpretation, noting
the empirical Bayesian aspects, the implications of the prior for the variance
loss problem, and using posterior predictive checks for model criticism.
The Bayesian interpretation leads us to suggest a novel prior. Simulated
reconstructions with this prior show promising performance against the usual
prior, particularly in terms of low sensitivity to the tuning parameter.
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Introduction
Instrumental records of the Earth’s temperature cover only the last 100–150
years, but we would like to know the history of global temperature fur-
ther into the past (Jansen et al., 2007). For this purpose we look to proxy
measurements, longer records of natural phenomena that we have reason
to believe are influenced by temperature. These proxy records include tree
rings, lake sediments, ice cores, and coral rings. Although we are ideally
interested in reconstructing global temperature time series (or even the en-
tire temporally varying surface temperature field), more data is available
for the northern hemisphere, and so northern hemisphere indices are often
estimated.
Many reconstructions of Common Era temperatures use RegEM (Schnei-
der, 2001), an expectation-maximisation algorithm designed to find pe-
nalised maximum likelihood estimates given rank-deficient multivariate data.
RegEM is flexible enough to handle reconstructions where the set of obser-
vations is incomplete, but it can be slow (Smerdon et al., 2010) and requires
extra work to get a reasonable quantification of uncertainties (Emile-Geay
et al., 2011; Guillot et al., 2015).
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As statisticians, we would like scientists to use probabilistic models. There
has been a push to convince scientists to use Bayesian hierarchical models
(Tingley et al., 2012; Li et al., 2010) to do temperature reconstruction.
Scientists are interested, but it is difficult for them because these models
are unfamiliar and difficult to implement (Tingley et al., 2011). Climate
scientists already know how to use RegEM, and are more likely to adopt a
method based on something familiar.
Black box methods tend to have an underlying model, even if that model
is implicit. For example, principal component analysis has been given a
probabilistic interpretation by Tipping and Bishop (1999). The same is true
for RegEM (Schneider, 2010). Maximum penalised likelihood estimates have
a natural interpretation in the Bayesian framework as maximum a posteriori
estimates. RegEM estimates can therefore be used to construct approximate
posterior distributions, which should allow for a Bayesian analysis of the
uncertainties in past temperature estimates.
But the structure of palæoclimate reconstruction problems means that the
EM algorithm converges very slowly. This makes simulation studies of re-
construction methods particularly difficult. By taking the structure of the
data into account we can make substantial improvements to the speed and
accuracy of the algorithm.
This thesis describes the implicit model behind RegEM in detail. Under-
standing the underlying statistical model opens the way for incremental
improvements which would not have been otherwise obvious. In this case,
we can improve RegEM by adopting a faster algorithm, and by replacing its
9
implicit prior with something more informative.
This thesis also explores the interaction between the bias-variance tradeoff
and the variance loss problem in temperature reconstruction, in the con-
text of our Bayesian interpretation of RegEM. There are several varieties of
RegEM, and applying a Bayesian interpretation leads us to focus on the ridge
regression variant, which has a natural interpretation in terms of conjugate
priors.
A reconstruction method can produce a univariate index reconstruction —
a global or hemispheric temperature series for example. More advanced
methods can provide a climate field reconstruction — a multivariate tem-
perature reconstruction varying in both space and time. Following Chris-
tiansen (2011), this thesis focuses on reconstructions of the northern hemi-
sphere mean temperature. It is important that we get index reconstructions
correct if we are to have any faith in climate field reconstructions.
The thesis is structured as follows:
The first two chapters give an overview of temperature reconstruction. Chap-
ter 1 describes the instrumental temperature record, that is, the historical
record of thermometer-measured temperatures. The instrumental record
is a set of gridded estimates for the temperature anomaly field based on
processed absolute temperature readings collected from weather stations.
Chapter 2 discusses Common Era reconstruction. Widespread instrumental
measurements have only been collected since the middle of the nineteenth
century, although a few individual records go back much further. Informa-
tion about earlier temperatures must therefore be reconstructed from natural
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“proxies” for temperature, such as the width growth rings from trees, or iso-
tope ratios from ice cores. These proxies measure temperature indirectly,
but are available over much longer time spans than thermometer readings.
The chapter gives an overview of the proxies and methods used for recon-
struction, and explains how those methods are evaluated.
The next two chapters focus on the RegEM reconstruction method. Chap-
ter 3 describes the statistical theory behind the algorithm, and Chapter 4
presents a method for substantially improving the speed of the algorithm.
Chapter 5 sets up a framework for exploring and evaluating our reconstruc-
tion methods using simulated climate and proxy data.
Chapter 6 provides a Bayesian interpretation of RegEM, and uses this in-
terpretation to provide novel insights into the variance loss problem. This
interpretation suggests a natural extension of the method by using a more
carefully chosen prior. We describe the details of our “composite plus scale”
prior.
Chapter 7 evaluates the new prior in a series of pseudoproxy experiments.
In the conclusions we discuss the application of the method to real data and





The answer to the simple question: “How
come it’s so damned cold” turns out to be
simple: “Because it’s winter”.
James Hansen
Worldwide surface temperature data is collated, processed into gridded prod-
ucts, and provided to researchers by several teams worldwide. Two of the
best known products are HadCRUT3 (Brohan et al., 2006) and GISTEMP
(Hansen et al., 2010a). GISTEMP has recently been rewritten by profes-
sional software developers, after the original code was made public in 2007
(Barnes and Jones, 2011).
The instrumental record is necessary for the detection and attribution of
climate change (Hegerl et al., 2007) and for validating climate models (Ran-
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dall et al., 2007). In the context of climate reconstruction, the instrumental
record provides known temperatures to calibrate proxy records against.
1.1 Gridded Temperature Anomalies
Due to sparse and non-random sampling and the high spatial variability of
the temperature field, it is difficult to accurately estimate absolute tempera-
tures. Instead the temperature record is based on “temperature anomalies”,
which are deviations in temperature from some baseline average, usually
1951–1980 (Hansen et al., 2010a) or 1961–1990 (Jones et al., 2012). While
absolute temperatures vary substantially over even short distances, anoma-
lies correlate strongly over hundreds of kilometers (Hansen and Lebedeff,
1987)
Global temperature data sets are usually provided as some sort of grid; for
example HadCRUT uses regular 5◦ × 5◦ gridcells (Jones et al., 1986), while
GISTEMP divides the globe into equal-area boxes (Hansen and Lebedeff,
1987). As well as being convenient for end-users, gridding the temperature
data serves an important statistical purpose. Since the temperature data
is “convenience sampled”, availability is extremely spatially heterogeneous.
Gridding provides a level of blocking for temperature estimates (Jones and
Moberg, 2003).
Yearly averages for temperature anomalies can be taken despite a few miss-
ing months, as the conversion from absolute temperatures to anomalies re-
moves almost all of the seasonal variation, but many gridcells still do not
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contain enough observations to form an estimate. Gridded temperature
products deal with this in various ways. HadCRUT3, for example, leaves
any interpolation up to users, in order to keep a consistent error model.
Gridcell temperatures are based only on stations within the gridcell, and
any gridcell that contains insufficient data is excluded (Brohan et al., 2006).
GISTEMP uses any station within 1200km of the centre of a gridcell, since
temperatures at this distance have high enough correlations (about 0.5 at
high latitudes and about 0.33 at low latitudes) to contribute to an estimate
(Hansen and Lebedeff, 1987).
Differing choices for gridding and interpolation can have noticeable effect. In
recent times, the HadCRUT3 and GISTEMP northern hemisphere indices
show some divergence. Recent warming has been strongest in the Arctic,
where thermometer coverage has been poor. GISTEMP’s extrapolation and
weighting of the Arctic region is more aggressive than HadCRUT3’s, result-
ing in a stronger warming trend (see figure 1.1). The two series are however
very similar when restricted to a common subset of the globe (Hansen et al.,
2010b). The more recent HadCRUT4, using additional polar stations, shows
less difference from GISTEMP (Jones et al., 2012), although some coverage
bias still remains (Cowtan and Way, 2014).
1.2 Land and Ocean
The surface air temperature record over land is based on weather station
readings. Temperature measurements from a large number of weather sta-
14































Figure 1.1: Northern hemisphere temperature anomaly indices from the Had-
CRUT and GISTEMP products. A common baseline (1951–1980) is used, and
measurements are restricted to latitudes less than 60◦N where both products have
good coverage.
tions (CRUTEM4 (Jones et al., 2012), for example, is based on 5583 sta-
tions) are collected either directly from national meteorological services, or
from databases such as the United States Historical Climatology Network
(USHCN) (Williams et al., 2006) or the Global Historical Climate Network
(GHCN) (Peterson and Vose, 1997). Land and ocean temperatures are usu-
ally analysed separately before being combined into a global dataset, since




Brohan et al. (2006) identifies the three major sources of uncertainty in
gridded land temperature estimates:
1. Station error: measurement error occurring at the weather station
itself,
2. Spatial sampling error: since any gridcell temperature is being esti-
mated from a small number of points,
3. Bias: from inhomogeneity in measurements.
In addition, when averaging gridcells over a larger area (such as a hemisphere
or a continent), there is “coverage” uncertainty due to any gridcells within
the area that do not have estimates (Morice et al., 2012). Hansen and
Lebedeff (1987) note that limited spatial sampling is the largest source of
error. This problem is greatest at earlier points in the instrumental era,
and is worse in the southern hemisphere. The most recent measurements
from some regions may not be immediately available for gridded temperature
products (Jones et al., 2012).
Station records go through a homogenisation process to adjust for problems
such as station movement, instrument changes, and urban heat island effects.





3. Measurement protocols (e.g. time-of-day for readings),
4. Local environment (e.g. increased urbanisation).
Inhomogeneities tend to be systematic rather than random, which means
they will have a biasing effect on trend estimates (Venema et al., 2012).
For example, the trend towards moving weather stations from urban to
rural locations to avoid heat islands introduces a cooling bias to the raw
data.
Researchers have two options for dealing with the large number of inhomo-
geneous stations: each record can be carefully adjusted, using any available
station meta-data and relying on local knowledge. If a particular station is of
interest, then this method may be the most appropriate (Jones et al., 1986).
Alternatively, the process can be automated (e.g. Hansen et al., 2010a).
Change-point methods can be used to detect inhomogeneities in single se-
ries, or series can be compared to their neighbours (Menne and Williams Jr,
2009).
An estimate based on a single station will have greater variance than an esti-
mate based on multiple stations. Averaging over several locations decreases
the influence of both local variation and measurement error. Therefore, the
variance at any given gridcell is influenced by the number of records used to
estimate that gridcell, as well as the underlying variance of the temperature
field itself. Since a gridcell might have a varying number of stations over
time, a naive analysis might discover change-points that are simply due to
changes in station number. Jones et al. (2001) proposes a method of variance
correction, and the HadCRUT product is made available in both corrected
17
(HadCRUT3) and uncorrected (HadCRUT3v) versions (Brohan et al., 2006).
An illustration of variance correction is given in figure 1.2.



























Figure 1.2: The variance adjustment for a gridcell on the coast of Argentina,
centred at 37.5◦S, 57.5◦W. The uncorrected HadCRUT3 series (blue) has large
variations at the beginning of the record, but these are due to low sample size
rather than highly variable climate. Once sample size is accounted for in the
HadCRUT3v (black) series, the variance is similar across the length of the record.
1.2.2 Sea Surface Temperatures
Sea surface temperatures (SST) have been recorded by ships (using bucket,
engine intake, or hull sensors) and buoys (Worley et al., 2005). Satellite
measurements for the past thirty years have also measured sea surface tem-
peratures (Reynolds et al., 2002). SST measurements need to be adjusted
for inhomogeneities such as changes in measurement technology and ship-
ping routes (Parker et al., 1995). Satellite measurements must be adjusted
for cloud cover (Reynolds et al., 2002).
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Sea surface temperatures recorded by ships and buoys are collated in the In-
ternational Comprehensive Ocean-Atmosphere Data Set (ICOADS) (Worley
et al., 2005). Sea surface temperatures are used rather than surface air tem-
peratures over the ocean, since a comparable data set is not available for
the latter (e.g. Rayner et al., 2003, 2006; Kennedy et al., 2011).
HadISST (Rayner et al., 2003) and ERSST (Smith et al., 2008) provide grid-
ded and homogenised sea surface temperature records. Since the measure-
ment network for SST is not stationary, larger scale patterns are estimated
using spatial techniques such as “Empirical Orthogonal Functions” (EOFs)1,
with local detail added where it is available.
1.3 Atmospheric Temperatures
Atmospheric temperatures are measured by weather balloons and satellites.
Widespread radiosonde measurements from weather balloons are available
from the 1950s (Parker et al., 1997), and satellite records of atmospheric
temperature from “Microwave Sounding Units” begin in 1978 (Vinnikov
et al., 2006). Like surface temperatures measured by weather stations, ra-
diosonde and satellite data have their own sources of inhomogeneity which
must be accounted for (Hurrell et al., 2000); for example records from multi-
ple satellites need to be combined, and individual satellites must have their
measurements adjusted for orbital decay. Satellite and weather station tem-
perature series agree closely (Foster and Rahmstorf, 2011), which increases
1i.e. principal component analysis.
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our confidence in the homogenisation process for surface temperatures. Un-
fortunately, the short period of availability for these measurements limits






Those who dwell, as scientists or laymen,
among the beauties and mysteries of the
earth are never alone or weary of life.
Rachel Carson
Widespread global instrumental temperature records are only available for
the last 100–150 years (Jones and Mann, 2004). If we want to learn about
temperatures before this time, then we must look at natural phenomena
that are sensitive to climate. A temperature reconstruction is a temperature
record created from natural proxies, usually based on a comparison of those
proxies with modern temperature records. We will focus on Common Era




The primary consideration in whether a proxy will be useful in temperature
reconstruction is a strong correlation1 with temperature. This correlation
might be the result of a direct response to local temperature, but it can
also be indirect because of persistent correlations between climate variables
at large distances called “teleconnections”. For example, a proxy which
responds to local rainfall might contain information about ocean temper-
atures, since precipitation in one area must be related to evaporation in
another.
In addition, some regions have temperatures that follow synoptic variations
closely, while others are more idiosyncratic. Well located proxies will there-
fore provide more information about hemispheric temperature changes than
proxies located within an atypical local climate.
Proxies should also represent a sample of climate from a range of locations
to ensure good spatial coverage. At the margin, an additional proxy that is
correlated with climate in an undersampled area can be more valuable than
a higher quality proxy from a well sampled area.
2.1.1 Dendroclimatology
For reconstructions of the Common Era the most commonly used proxies are
tree growth rings. Dendroclimatology is based on the principle of “limiting
1The relationship does not necessarily need to be linear — see e.g. Emile-Geay and
Tingley (2016).
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factors”. A tree’s growth will be determined by the bottleneck imposed by
the most scarce resource. By carefully selecting a site, dendrochronologists
can find trees that are likely to be constrained by the climatic variable of in-
terest. For example, tree rings from an arid site are likely to be precipitation
proxies (Speer, 2010, p21).
Tree ring widths (TRW) can be measured with a microscope and vernier
(Pilcher, 1990). More recent work uses maximum latewood density (MXD)
measured by radiodensitometry (Schweingruber, 1990). Different measure-
ments are appropriate for different purposes; for example TRW measure-
ments are preferred for arid site precipitation (Schweingruber et al., 1990),
MXD for summer temperatures (Briffa et al., 2004).
TRW is also used for dating samples (Pilcher, 1990). One of the advantages
of tree-ring proxies is that dating is close to exact and has annual resolution.
An individual core from a living tree can be dated by counting rings back-
wards from the present year. “Cross-dating” increases the reliability of this
process and extends it to samples from dead trees, by comparing patterns of
narrow rings between multiple cores (Speer, 2010, pp11–15). This process
must be performed very carefully, since a single dating error affects every
ring prior to the mis-dated one (Pilcher, 1990).
A tree-ring “chronology” is formed from multiple cores from multiple trees.
Replication can mean multiple cores from the same tree, multiple trees from
the same site, or multiple sites to make up a chronology. Replication allows
for accurate cross-dating, as opposed to simple ring-counting (Pilcher, 1990),
as well as averaging out noisy variation amongst individual trees to extract
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the underlying common signal.
Cook (1990, s3.2 p98) identifies four factors which contribute to variation in
tree-ring widths:
1. Age-related growth,
2. Local climate signal,
3. Local or stand-wide disturbances,
4. Statistical error: any unexplained variation, including, but not limited
to, measurement error.
The error term can be averaged out (but not eliminated) with sufficient
replication. Separating the climate signal from the growth curve and from
any common disturbances is more difficult (Cook, 1990).
If a cylindrical tree grows a constant volume of wood each year, its ring
widths will follow a negative exponential curve. This growth effect needs
to be removed to extract the climate signal. However, competition and
disturbances may cause more complicated growth curves (Cook, 1990), and
growing trees can have different responses to local climate depending on their
age (see e.g. Wunder et al., 2013). Standardisation techniques are used to
separate the climate signal from the various noise components (Cook et al.,
1990). Lack of identifiability can result in long term variation being removed
along with the growth curve (Briffa et al., 2001), although techniques such
as regional curve standardisation (RCS) can reduce the impact (Cook and
Briffa, 1990).
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2.1.2 Other High Resolution Proxies
Any natural phenomenon that forms growth rings or layers and is sensitive to
the climate can be used as a proxy. Examples include corals, lake sediments,
speleothems (cave formations), and ice cores (Bradley, 1999).
2.1.3 Long-term Proxies
Many natural temperature proxies, including tree ring series, deteriorate
over time. This means that they can only be used to reconstruct recent tem-
peratures, although the exact meaning of “recent” will vary. Other proxies
allow us to infer temperatures over longer time scales.
For example, climate reconstructions based on pollen provide a fundamen-
tally different approach to previous proxy types. Replication in pollen stud-
ies is spatial rather than temporal. Certain configurations of vegetation
are informative of a particular local climate. Calibration of local climate
against local pollen configurations can be done in the same time period, and
then reconstructions of past climate can be based on changes in local pollen
configurations over time.
Dating in pollen reconstruction tends to be based on expensive carbon dat-
ing, and therefore it lacks the high resolution of proxies like tree rings. How-
ever pollen reconstructions may preserve more of the long term variation,




The fundamental assumption in reconstruction is a stable relationship be-
tween proxies and the climate. If the relationship is stable, then inferences
can be made about the past based on the relationships observed during the
present (Fritts, 1976, pp14–15). In some cases that assumption does not
hold, for example in the case of the well known “divergence problem” for
high-latitude tree-rings (D’Arrigo et al., 2008). This is an important and
interesting problem, but it is beyond the scope of this thesis. In this section
we look at methods for using an assumed stable relationship to reconstruct
Common Era temperatures.
2.2.1 Selection of Proxies
In studies using a small number of proxies, the skill2 of the reconstruction is
usually the result of the scientists’ expert judgement in selecting appropriate
proxies. The proxy set must have good spatial coverage of the target area,
and must respond to the climate variable of interest. The processing of the
proxies may be important. For example, in Briffa et al. (2001) and Esper
et al. (2002) the tree rings are processed using regional curve standardisation
in order to retain long term signals. Adding a proxy that correlates well
with the target mean is not necessarily optimal. If a similar proxy is already
available then the best proxy to add may be one that captures a different
component of global/hemispheric variation (Evans et al., 1998).
2i.e. the accuracy of a prediction with respect to the true value of the predictand.
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Recent “multiproxy” studies have used a large number of proxies of various
types. The Mann et al. (2008) dataset contains 1209 proxies. Most of these
come from tree rings, but the collection also contains other proxies, such as
sediments, speleothems, and documentary records.
2.2.2 Index or Climate Field Reconstruction
Most reconstructions focus on the creation of an “index reconstruction” —
a univariate regional, hemispheric, or global time series. However, since the
publication of Mann et al. (1998), there has been increasing emphasis on
“climate field reconstruction” (CFR), that is, reconstructions of the entire
spatial field of a climate variable as a function of time (Smerdon et al.,
2011).
Smerdon et al. (2010) and Christiansen (2011) have emphasised the impor-
tance of understanding the behaviour of index reconstructions, since diffi-
culties in this setting are likely to carry over into the CFR case.
Surface temperature anomalies are heterogeneous over the globe. While a
global or hemispheric time series provides a useful summary of the larger
picture, a reconstruction of the entire temperature field is more informative.
Due to the considerable correlations within the temperature field (Hansen
and Lebedeff, 1987), we might be able to reconstruct the field in more de-
tail than would be apparent from the number and distribution of available
proxies.
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2.2.3 Composite Plus Scale
Composite plus scale methods (Bradley and Jones, 1993) are simple index
reconstructions with two basic components. First, a composite is created:
this is a single time series created from the set of proxies. Secondly, the
composite is scaled against instrumental temperatures to turn the unitless
series into temperature estimates.
The composition step involves taking some sort of average of the proxy
series. Since the proxies do not generally have the same units, the relative
variance between the proxies is arbitrary. Therefore the proxies are usually
either standardised or converted into anomalies before they are averaged.
Sometimes the proxies are weighted, especially if certain geographic areas
are over-represented. The proxies may also be smoothed if the time-scale of
interest is different from the resolution of the proxies.
A proxy may contain information about temperatures in a region of interest.
This could be because the proxy is located within that region, or because it is
correlated with the region’s temperatures through teleconnections. But any
individual proxy will also encode idiosyncratic local variations. Averaging
geographically diverse proxies goes some way towards addressing this (Jones
et al., 1998).
The composite is unitless, giving the shape but not the amplitude of the
estimated temperature record. The scaling step calibrates the composite
against the instrumental record. A common method is to translate and scale
the composite so that it has the same mean and variance as the instrumental
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target during the calibration period. This method is sometimes known as
composite plus variance matching.
Tingley (2011) interprets composite plus scale as a limiting case when regres-
sion coefficients on the proxies are shrunk towards their common mean. This
compares favourably to the LASSO3 (Tibshirani, 1996) method used by Mc-
Shane and Wyner (2011), which shrinks the coefficients towards zero.
Apart from the usual variance matching method, the composite can be
rescaled using trend matching, where the composite is scaled to have the
same least-squares linear trend as the target, or simply by regressing the
composite against target temperatures. Mann et al. (2008) find that these
methods give very similar results to the variance matching approach. Moberg
et al. (2005) uses wavelet methods to combine annually resolved proxies with
lower resolution proxies that are expected to retain more information about
low frequency variation.
Composite plus scale studies usually involve a small selection of hand-picked
proxies. Choosing the proxies carefully ensures that a spatially representa-
tive sample is obtained. This labour intensive approach has become in-
feasible given the large number of proxies available. Frank et al. (2010)
recommends that scientists use a small number of well-understood high-
quality proxies, in which case the major benefit of greater proxy availability
is the ability to choose very high quality proxies as the basis for reconstruc-
tion.
In contrast Mann et al. (2008) use an automated approach to create a com-
3Least Angular Shrinkage and Selection Operator
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posite plus scale reconstruction with a large number of proxies. The proxies
first undergo a screening process, where proxies with low correlations with
nearby gridcell temperatures are removed. Spatial oversampling was han-
dled via a simple block design, in which composites were formed at the
gridcell level before being combined into a hemispheric composite.
2.2.4 Regularised Regression
As the number of proxies available to scientists grows, the difficulties with se-
lecting and weighting these proxies increase. At the same time, the increased
quantity of data allows for more ambitious reconstructions. For example,
instead of restricting a reconstruction to a single average temperature series,
recent work attempts to reconstruct the entire temperature field.
When there are a large number of proxies, rather than a small number
of carefully selected or screened proxies, the proxies are likely to have a
wide range of correlations with temperature. In addition spatial coverage is
unlikely to be random. As such some sort of weighting will be appropriate,
which will usually involve some form of multiple regression. With a large
number of proxies, such a regression will have a large number of parameters
and will require some form of regularisation (see section 3.1.1).
Mann et al. (1998) use principal component analysis (PCA) for dimension
reduction on the instrumental temperature field. Smerdon et al. (2010) use
canonical correlation analysis to reduce the dimension of both the instrumen-
tal field and the proxy dataset. The Regularised EM algorithm (Schneider,
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2001), used in multiple reconstruction studies, is discussed extensively in
Chapter 3.
2.2.5 Bayesian Reconstruction
Bayesian methods provide a researcher a great deal of freedom when specify-
ing a model (Hoff, 2009). However, the price for this flexibility is an increase
in computational demands relative to other methods (Tingley and Huybers,
2010a). Li et al. (2010) use this flexibility to specify different models for each
kind of proxy in a multiproxy reconstruction. The “Bayesian Algorithm for
Reconstructing Climate Anomalies in Space and Time” (BARCAST) (Tin-
gley and Huybers, 2010a) method models both temporal and spatial cor-
relations between temperature observations (Tingley and Huybers, 2010b).
Emile-Geay et al. (2011) use Bayesian modelling averaging as an alternative
to selecting a single regularisation parameter (see section 3.3.2).
2.2.6 Robust Methods
The field of robust statistics looks for estimates that behave well even when
applied to data with large outliers (see e.g. Huber, 2011). A small amount of
progress had been made applying robust methods to climate reconstruction.
Green (2010) presented an ad hoc robust principal component regression
method. Janson and Rajaratnam (2014) use quantile regression to create a
robust reconstruction. In a more general sense, methods are robust when
they are not seriously comprimised by departures from their assumptions.
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Emile-Geay and Tingley (2016) apply transformations to proxies, which al-
lows their reconstructions to perform well on non-normal data.
2.2.7 Inverse and Classical Calibration
The obvious model for calibrating proxies against climate is given by “clas-
sical” calibration. To calibrate a single proxy series Pt against a single
temperature series Tt, we would estimate the regression model:
Pt = β0 + β1Tt + εt.
The advantage of this approach is that it matches our intuitions about cau-
sation — the proxies respond to temperature. It gives unbiased estimates for
the regression parameters, but the equation needs to be inverted to produce
a temperature estimate, which can be unstable if β1 is close to zero.
The alternative is “inverse” calibration:
Tt = β0 + β1Pt + εt.
Inverse calibration is often easier to implement, since reconstructing tem-
perature from proxy values outside of the calibration set does not require
inverting the relationship. More importantly, inverse calibration can re-
sult in smaller prediction errors outside of the range of the calibration data
(Naes, 2002, p. 13). But the estimates from this method are biased, and it
has worse prediction errors than classical calibration inside the range of the
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calibration data.
The “local regression” method (Christiansen and Ljungqvist, 2011) is an
example of reconstruction using classical calibration. By using classical cal-
ibration, the method trades greater variance for smaller bias. Reconstruc-
tions using this method suggest greater long term variability in Common Era
temperatures than reconstructions using inverse calibration (Christiansen,
2011).
2.3 Evaluation of Reconstruction Methods
To evaluate methods for temperature reconstruction we need to compare
reconstructed estimates to known data. The obvious way would be to par-
tition the instrumental record into calibration and validation periods. Un-
fortunately, the short instrumental era means that validation skill is a poor
metric (Christiansen et al., 2009).
Problems with a short instrumental record are exacerbated where cross-
validation is used to select regularisation parameters. In this case the in-
strumental data must be split twice; once into calibration and validation
sets, and then again into sub-calibration and sub-validation sets for tuning
the regularisation.
Therefore validation tests need to be backed up by simulation experiments
(Sherwood et al., 2009).
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2.3.1 Pseudoproxy Experiments
Reconstruction methods are evaluated by applying them to data from long
general circulation model (GCM) runs. By using data from a climate model,
the true target temperature series is known. The reconstructions use “pseu-
doproxies”, that is simulated proxies that are correlated with the climate
model’s temperatures. This makes it possible to directly assess the skill of
the reconstruction method.
Smerdon (2012) succinctly describes the four steps of a pseudoproxy exper-
iment:
1. The climate signal is sampled according to real-world instrument and
proxy availability.
2. The signal is used to generate pseudoproxies from the proxy model.
3. Reconstruction methods are applied to the pseudoinstrumental and
pseudoproxy data.
4. The reconstructions are compared to the known target.
Replication is possible in pseudoproxy experiments, since multiple sets of
pseudoproxies can be simulated. The number, spatial dispersion, and qual-




The practice of using climate model data for simulation experiments be-
gan in the surface temperature literature. GISTEMP (Hansen and Lebed-
eff, 1987) was tested against stations simulated from a general circulation
model (GCM). Even earlier, Oort (1978) had performed a similar experi-
ment to test the adequacy of “rawinsonde” (weather balloons used for wind
measurement) coverage. Titchner et al. (2009) have investigated radiosonde
networks recently using simulations from a GCM. The International Surface
Temperature Initiative (Thorne et al., 2011) has begun the process of com-
prehensively benchmarking methods for creating instrumental temperature
products, again using simulations from GCMs.
2.3.3 Early Pseudoproxy Work
Kutzbach (1980) used temperature and precipitation records in place of
natural proxies to investigate the reconstruction of sea-level pressure. As
well as confirming the expected conclusion that more proxies implies greater
reconstruction skill, they found that widely dispersed proxies are preferable
to concentrated proxies, and that proxies from outside the reconstructed
region are also useful.
Evans et al. (1998) used simulated proxies based on the Global Ocean Sur-
face Temperature Atlas (Rayner et al., 1997) to investigate the optimal
location for sampling coral sites. They found that SST is reconstructed
more skillfully when proxies are taken from equatorial waters, compared to
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proxies from the extratropics. Mann and Rutherford (2002) used pseudo-
proxies based on the HadCRUT3 gridded instrumental record. They note
that while the verification of an actual temperature reconstruction can be
done by calibration/validation, exploring counterfactuals (such as different
spatial sampling schemes) requires a simulation approach.
While this approach allowed replication and experimental control, it was dif-
ficult to generalise to reconstructions of the pre-instrumental era and to as-
sess long-term skill. Longer periods of known temperature data were needed
to perform the appropriate assessment. Therefore, instrumental tempera-
tures were replaced by simulations from general circulation models.
2.3.4 Climate Models
Von Storch et al. (2004) introduced the use of general circulation models
for pseudoproxy experiments. Von Storch et al. (2004) use the 1000 year
“Erik1” run of the ECHO-G (Legutke and Voss, 1999) climate model to
provide a reference northern hemisphere temperature series. Pseudoproxies
were generated from the same model run, and were used to attempt a re-
construction of the hemispheric temperature series. These reconstructions
were then compared to the reference series.
The same study also uses a run from the HadCM3 climate model (Gordon
et al., 2000). This means that results are not specific to the particular
climate model used in an experiment. The results from the two simulations
are slightly different, due to different properties of the two models.
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The ECHO-G run has been criticised (Osborn et al., 2006) for being improp-
erly initialised. The initial conditions are based on recent climate, which is
inconsistent with historical forcing. This results in an unrealistic “drift” in
the early stages of the run, as the model moves to equilibrium from its initial
state. A new long run “Erik2” of ECHO-G has been released that addresses
this problem (González-Rouco et al., 2006).
Later studies (e.g. Mann et al., 2005) have used long runs from NCAR’s
CSM model (Ammann et al., 2007)4.
The amount of long term variation in the target model will affect the per-
formance of reconstruction methods, as some methods might be better than
others at reconstructing highly variable temperature series. On the one
hand this means that ideally we would use a climate model run that closely
matches the history of the real climate. This is difficult thought as this
climate history is what we are trying to discover. On the other hand a re-
construction method ought to be able to reconstruct a range of hypothetical
past climates (Christiansen et al., 2009).
2.3.5 Proxy Models
The de facto standard has been to use pseudoproxies based on the proxy net-
work in Mann et al. (1998), or the updated network in Mann et al. (2008).
Although proxy availability decreases going backwards in time, most exper-
iments simplify matters by using a constant number of proxies throughout
4Note that data was available to scientists prior to publication.
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the reconstruction period. Recently Wang et al. (2014) have used pseudo-
proxies with a monotone pattern (see section 4.1).
2.3.6 Performance Metrics
Reconstructions may be aimed at high frequency temperature changes (e.g.
Mann et al., 1998) or low frequency (e.g. Briffa et al., 2001). The following
statistics may be applied to the annual data, or to smoothed or averaged
lower frequency values. They can be applied to both the calibration period
and the validation period.
Reduction of Error
The reduction of error (RE) statistic (Fritts, 1976) compares the skill of
the reconstruction with the skill of the naive reconstruction based on the
calibration period mean temperature. Consider a reconstruction represented
as a vector x, to be compared against a vector θ representing the target
temperature series. Then if the calibration period mean temperature is θ̄c,







The score ranges from −∞ to 1. Scores above zero indicate that the method
outperforms the baive reconstruction. Higher RE scores are possible when
there are large differences between the target series and the calibration pe-
riod mean, since there is more room to improve on the naive estimate.
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Coefficient of Efficiency
The coefficient of efficiency (CE) (Cook et al., 1994) is similar to the reduc-
tion of error statistic, except it compares the reconstruction to a constant







CE tends to be lower than RE, since it does not reward a reconstruction for
recovering the validation period mean (Mann et al., 2005).
Correlation
The squared correlation r2 between reconstruction and target is often used
as a metric. Care must be taken with this statistic, as it measures the
similarities in shape but not in magnitude (Wahl and Ammann, 2007).
Validation Period Mean
If we are interested in measuring variance loss (see section 6.2) for recon-
struction methods, we can compare the validation period means of the re-
construction and the target temperature series.
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Mean Squared Error
If we have R replicates of simulated reconstructions xi we can compare them





In section A.8 we show that the mean squared error can be decomposed into
bias and variance terms.
2.3.7 Results
Detrending
The clearest result from these studies is a strong recommendation against
detrending the proxy and instrumental series prior to calibration. This was
first done in von Storch et al. (2004), with the intention of reducing non-
stationarity in the series. Performing this step seriously degrades the per-
formance of regression and imputation based reconstructions. This suggests
that the variation caused by late 20th Century warming is very important
in calibrating proxies against the instrumental record.
Error Model
Increasing the complexity of the noise model used to generate the pseudo-
proxies has only a small effect on reconstruction performance, even to the
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point of using long-memory processes (von Storch et al., 2008). More im-
portant is the amount of climate signal available in the proxy, to the extent
that “contaminating” the supposedly independent error term with a climate
variable such as precipitation actually improves the reconstruction process
(von Storch et al., 2008).
Model Uncertainty
Bürger et al. (2006) and McShane and Wyner (2011) attempt to quantify
the model uncertainty in climate reconstruction using pseudoproxy exper-
iments. These attempts reconstruct temperatures using a class of models,
and use the spread of reconstruction results as a measure of model uncer-
tainty. Generally, where there is a class of models available, we would employ
some sort of model selection to choose the “best” model from the class, or
model averaging, which will involve assigning weights to each model (see e.g.
Emile-Geay et al., 2011). Therefore comparisons that assume equal weights
between competing models will be misleading, overestimating the degree of
model uncertainty.
Composite Plus Scale
A surprising result is that simple composite plus scale reconstructions con-
sistently perform well in many pseudoproxy experiments. We will come back





This is where you always lose me, when you
resort to your Logic and its high-sounding
Principles. None of that for me today,
please.
The Tortoise
The current leading method in temperature reconstruction is the Regularised
EM Algorithm, RegEM (Schneider, 2001; Mann et al., 2008, 2009). In this
approach, temperature data during the reconstruction period is treated as
“missing”, and is imputed as part of a modified expectation-maximisation
algorithm (Dempster et al., 1977).
A typical climate field reconstruction problem will look something like fig-
ure 3.1. There are a set of long (possibly incomplete) proxy records, and
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Figure 3.1: Temperature reconstruction viewed as a missing data problem. The
shaded area on the left represents proxy data, with temperature on the right.
Light green dots represent available observations, and dark red dots represent
latent or “missing” values.
a set of short (possibly incomplete) gridcell temperature records. The goal
is to reconstruct temperatures prior to the instrumental period, using an
estimated relationship between the proxies and the instrumental records, all
while dealing with any missing values in those proxy records or instrumen-
tal temperatures. The genius of using RegEM for climate reconstruction is
that the same method is used to deal with both the missing data and the
reconstruction step, by treating the reconstructed temperatures as missing
data.
RegEM treats the data as though it is generated from a single multivariate
normal distribution. The relationship between the proxies and the temper-
atures is therefore determined by the distribution’s covariance matrix. This
presents a problem when there are more gridcells and proxies than years in
the calibration period — if we use the obvious estimate, the covariance ma-
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trix will be singular. This is where we need some kind of “regularisation”,
i.e. additional conditions guaranteeing a suitable estimate.
RegEM was used to infill temperature data for use in pseudoproxy exper-
iments in Mann and Rutherford (2002). It was then extended to recon-
struction, first for summer drought patterns (Zhang et al., 2004), and then
for temperatures (Rutherford et al., 2003). Rutherford et al. (2005) and
Mann et al. (2005) introduced the “hybrid” approach (section 6.2.6). The
RegEM-TTLS variant was used in Mann et al. (2008) and Mann et al. (2009).
Recently a new variant called GraphEM has been published (Guillot et al.,
2015).
This chapter interprets RegEM as a maximum penalised likelihood method.
Section 3.1 describes the multivariate normal model, a method for regu-
larising estimates of its covariance matrix, and details of the distribution
relevant to estimation with missing data. Section 3.2 explains the EM algo-
rithm in the particular case of a multivariate normal model regularised by
a penalty term. Section 3.3 relates this material to Schneider (2001), and
section 3.5 concludes with a discussion of the convergence speed issues for
RegEM.
3.1 Multivariate Normal Distribution
The multivariate normal distribution is a convenient choice for continuous
multivariate data (Johnson and Kotz, 1972, pp. 37–83). This convenience
is somewhat offset by its sensitivity to outliers (see section 2.2.6). The
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probability density function for a multivariate normal observation y ∈ RP ,
parametrised by mean vector µ ∈ RP and covariance matrix Σ ∈ RP×P ,
is:






(y − µ)>Σ−1 (y − µ)
)
.







log |Σ−1| − 1
2
(yi − µ)>Σ−1(yi − µ)
]
(3.1)
The maximum likelihood estimates are given by:
µ̂ = ȳ, Σ̂ = 1
N
S. (3.2)






i=1 (yi − ȳ) (yi − ȳ)
> .
The “sample covariance matrix” Σ̂N−1 =
1
N−1S is often used in place of
the maximum likelihood estimate. This estimate is unbiased1, and can be
interpreted as a restricted maximum likelihood estimate after integrating
out the nuisance parameter µ.
1At least when the sample covariance matrix is embedded in the vector space RP×P .
Smith (2005) shows that the sample covariance is not unbiased in the Riemann manifold
of positive definitite matrices.
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3.1.1 Regularised Estimates
If N ≤ P , then Σ̂ from equation 3.2 will not be positive definite. Even when
N > P , the matrix Σ̂ may be “ill-conditioned”, i.e. the ratio of the largest
and smallest eigenvalues may be too large, which can lead to numerical
instability if the matrix is inverted (see e.g. Hansen, 1998, s1.2 p4). In
the case of multiproxy reconstructions, we will usually have N  P . For
example, Mann et al. (2008) used 1209 proxies to reconstruct 1732 gridcells,
with only 146 years in the calibration period.
In this situation we look for a “regularised” estimate, i.e. an estimate that
uses additional information to improve its properties. In the case of a co-
variance matrix, the additional information will include the requirement
that its estimate be positive definite. We will use Σ̃ to denote a regularised
estimate.
In RegEM, the covariance matrix is regularised by replacing the sample
covariance matrix with:
Σ̃ = Σ̂N−1 + h
2D,
where D is a diagonal matrix with diagonal entries equal to the sample
covariance matrix, and h2 is a regularisation parameter controlling the degree
of regularisation. We will use a similar regularisation with a general positive
definite matrix Γ and regularisation parameter λ > 0:




The differences between these are discussed in section 3.3. Since Σ̂ is pos-
itive semi-definite and 1
N
λΓ is positive definite, the matrix Σ̃ is positive
definite as required. This form of regularisation is usually known as “ridge
regression” (Hoerl and Kennard, 1970) or “Tikhonov regularisation” (Golub
et al., 1999). The matrix Γ is known as the “Tikhonov matrix”.
While this regularisation has a Bayesian interpretation (see section 6.1), for
now we will note that it occurs as a maximum penalised likelihood estimate








This variant of RegEM is known as RegEM-RR, where the suffix stands for
“ridge regression”. Other variants are discussed in section 3.3.3.
3.1.2 Missing Data
Estimates are usually easiest to compute when the available data has a regu-
lar pattern. For example, if we have N complete observations of P variables,
then we can arrange our data as an N×P matrix, and the estimates in equa-
tion 3.2 simply require a column sum and a cross-product. In practice, our
data might follow some irregular pattern. For any given observation, a sub-
set of the variables may not be available. In this case, the observed-data
likelihood — i.e. the likelihood based on the available data — might be too
difficult to work with. If every variable were available at every observation,
we could work with the much simpler complete-data likelihood. The hypo-
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thetical data that we would need to complete our observations are called
“missing data” (Little and Rubin, 2002).
An advantage of using the multivariate normal distribution with missing
data is that both the marginal distributions of the observed data and the con-
ditional distributions of the missing data are also multivariate normal.
Consider a set of complete multivariate normal data Y = {yi}i≤N . Split each
observation into observed and missing components yi = [yO,yM]i, so that
we have observed data YO = {[yO]i}i≤N and missing data YM = {[yM]i}i≤N .
The marginal distributions of the observed data have parameters:
µ(yO) = µO,
Σ(yO) = ΣOO,
where the subscripted parameters are restrictions of µ and Σ to the rele-
vant indices. The conditional distributions of the missing data have param-
eters:
µ(yM|yO) = µM + ΣMOΣ−1OO (yO − µO) ,
Σ(yM|yO) = ΣMM −ΣMOΣ−1OOΣOM. (3.5)








∣∣[ΣOO]−1i ∣∣− 12([yO]i − [µO]i)>[ΣOO]−1i ([yO]i − [µO]i)} .
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This likelihood can be difficult to work with, because with arbitrary pat-
terns of missingness there are no obvious simplifications. The expectation-
maximisation algorithm lets us do optimisation with the much simpler complete-
data log-likelihood in equation 3.1.
3.2 The Expectation-Maximisation Algorithm
The expectation-maximisation (EM) algorithm is an iterative method for
calculating maximum likelihoods when there is missing data or latent vari-
ables (Dempster et al., 1977). The method is also applicable for penalised
likelihoods (Green, 1990). Although the method is quite general (see e.g.
Neal and Hinton, 1998) we will restrict our discussion to maximising pe-
nalised likelihoods for the multivariate normal model with missing data.
Let Y be a set of complete multivariate normal observations, partitioned into
observed data YO and missing data YM as in section 3.1.2. Let φ = φ(µ,Σ),
where φ ∈ R
1
2
P (P+3), be the vector of parameters2.
Suppose we have some penalty function J(φ) which does not depend on the
data. Define the penalised complete-data log-likelihood:
`λ(φ|Y) = `(φ|Y)− λJ(φ).
We assume that this likelihood would be straightforward to maximise if we
had the complete data Y. Since we do not, define the penalised observed-
2e.g. by embedding µ as the first P components of φ and the upper triangle of Σ
(which is symmetric) as the other 12P (P + 1) components.
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data log-likelihood:
`λ(φ) = `(φ|YO)− λJ(φ). (3.6)
We want to maximise `λ(φ), but its functional form may make this problem
intractable.
3.2.1 Expected Log-likelihood
Define the expected penalised log-likelihood:
Q(φ1|φ0) = E[`(φ1|Y)− λJ(φ1)|YO;φ0]
= E[`(φ1|YO) + log f(YM|YO;φ1)− λJ(φ1)|YO;φ0]
= `(φ1|YO)− λJ(φ1) + E[log f(YM|YO;φ1)|YO;φ0]
= `λ(φ1) +H(φ1|φ0).
For a given value of φ0, the term H(φ1|φ0) = E[log f(YM|YO;φ1)|YO;φ0]
is maximised when φ1 = φ0 (by Gibbs’ inequality). Note that `(φ1|Y) is





tion 3.5, so Q(φ1|φ0) is tractable.




starting from some initial point φ(0).
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3.2.2 Convergence
This is an outline of the proof that the EM algorithm will converge for a
penalised multivariate normal model. For the more general case see Wu
(1983) and Vaida (2005). The details are based on the proofs in Green
(1990) and Wu (1983).
Each EM step increases the penalised log-likelihood, and unless we are at
a critical point the inequality is strict. Along with differentiability and
regularity conditions of our objective, this will ensure convergence.
Increasing
Suppose that we use an EM step to generate a new estimate φ(p+1) from
a previous estimate φ(p). Then, by equation 3.7, the new estimate must
satisfy Q(φ(p+1)|φ(p)) ≥ Q(φ(p)|φ(p)), and so we have:
Q(φ(p+1)|φ(p)) ≥ Q(φ(p)|φ(p))
⇒ `λ(φ(p+1)) +H(φ(p+1)|φ(p)) ≥ `λ(φ(p)) +H(φ(p)|φ(p))





i.e. each EM step increases the penalised log-likelihood.
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Strictly Increasing

















This means that φ(p) does not maximise Q( · |φ∗) and therefore the in-
equality Q(φ(p+1)|φ(p)) > Q(φ(p)|φ(p)) is strict. Then, following the logic of
equation 3.8, the inequality `λ(φ
(p+1)) > `λ(φ
(p)) is also strict.
Proof of Convergence
The global convergence theorem from Zangwill (1969) has three conditions:
1. (a) `λ(φ
(p+1)) ≥ `λ(φ(p)) for all p,
(b) and `λ(φ
(p+1)) > `λ(φ
(p)) if φ(p) is not a stationary point.
2. All of the φ(p) are within a compact subset of the parameter space.
3. The function Q(φ1|φ0) is continuous in both φ1 and φ0.
Conditions 1(a) and 1(b) were shown above.
Condition 2 is satisfied because `λ(µ,Σ)→ −∞ as ||µ|| → ∞ or ||Σ|| → ∞.
This means that the superlevel set3 for the initial point φ(0) is compact.
Because the EM steps increase the penalised log-likelihood, every subsequent
point φ(p) must be within that compact set.
3i.e. the set of all points φ for which `λ(φ) ≥ `λ(φ
(0)).
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Condition 3 is clear from the construction of Q(φ1|φ0). This condition is
somewhat stronger than necessary, but is simpler to verify (Wu, 1983).
Therefore the sequence {`λ(φ(p))} converges to the maximum penalised log-
likelihood. If our penalty function is successful in regularising the likelihood,
the penalised log-likelihood will have a unique maximum for some parameter
value φ̃. Then the results in Vaida (2005) tell us that φ(p) → φ̃.
3.3 RegEM
RegEM iterations consist of three steps:
1. E-Step: calculate E[Y] and E[S] using Σ̃.
2. M-Step: calculate Σ̂N−1 from E[S].
3. R-Step: calculate Σ̃ = Σ̂N−1 + h
2D.
This makes RegEM similar to the EMS algorithm (Silverman et al., 1990),
which has an extra “S-step” which smooths the estimate during each iter-
ation. In contrast, we treat the M-step and R-step as a single penalised
M-step. This has advantages when the regularisation does not involve a
simple function of the sample covariance matrix. On the other hand, a sep-
arate R-step means that any such regularisation function can be plugged in
to the RegEM algorithm directly.
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3.3.1 Differences in the R-step
The regularisation in Schneider (2001) has the form:
Σ̃ = Σ̂N−1 + h
2D.
To make interpretation easier, we use the form:
Σ̃ = Σ̂ + 1
N
λΓ.
In the context of thousand-year Common Era reconstructions, the difference
between the sample covariance matrix Σ̂N−1 and the maximum likelihood
estimate Σ̂ will be small. We require λ to be positive, so the regularisation
parameters are equivalent, but λ is easier to interpret in section 6.1. A more
important difference is between the Tikhonov matrices D and Γ. Our Γ
is assumed (for now) to be fixed, whereas D depends on the data through
Σ̂N−1. This has an empirical Bayesian interpretation — more details are
given in section 6.1.2. On the other hand, our matrix Γ does not have to be
diagonal, which has advantages (see section 6.3).
3.3.2 Choosing the Regularisation Parameter
Our regularisation parameter λ is taken as fixed, whereas h2 is estimated
adaptively. Each iteration, separate values of h2 are chosen for each row
of data using generalised cross-validation (GCV) (Golub et al., 1979). It is
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unclear what implications this has for convergence (Schneider, 2010)4.
Generalised cross-validation has been shown to perform poorly in the pres-
ence of autocorrelation, and an alternative such as the L-curve (see Hansen,
1992) might be preferred. The use of GCV has been criticised in the recon-
struction literature (Mann et al., 2007), leading to a preference for the TTLS
variant of RegEM (Mann et al., 2009; Rutherford et al., 2010). However, the
selection of regularisation parameters in studies using this variant has been
described as “ad hoc” by Wang et al. (2014). Alternative ways to choose a
regularisation parameter include cross-validation (e.g. Smerdon et al., 2010)
and Bayesian model averaging (Emile-Geay et al., 2011).
There is no theoretical reason that a particular method of regularisation
parameter choice needs to be tied to a particular reconstruction method
(although some methods might be easier to combine in practice, and existing
implementations might make it simper to use pre-exisitng combinations). A
given reconstruction method can produce a range of results depending on the
regularisation parameter (see Chapter 7). Reconstruction methods should be
compared against each other over a range of regularisation parameters. Once
we have determined which method offers the best “menu” of reconstructions,
we can then look for the best method of choosing the optimal result from
that set. Unfortunately this task is beyond the scope of this thesis.




This thesis focuses on RegEM-RR, which works well with the methods in
Chapter 4 and has a relatively straightforward Bayesian interpretation in
Chapter 6.
The other common variant is RegEM-TTLS (Schneider, 2001), which uses
truncated total least squares (Fierro et al., 1997) for its R-step. This vari-
ant was used in Mann et al. (2008) and Mann et al. (2009). Currently the
RegEM-TTLS variant is preferred because of the results in Smerdon and
Kaplan (2007) and Mann et al. (2007) suggesting that RegEM-RR is es-
pecially prone to variance loss (but see Chapter 6 for a contrary view). A
recent innovation is the use of a Gaussian graphical model for the R-step,
resulting in the GraphEM variant (Guillot et al., 2015).
3.4 Downsides
RegEM models each annual climate field as an independent multivariate
normal random variable. The assumption of independence might be inap-
propriate given the temporal autocorrelation in the temperature field (see
section 6.4.2). The assumption of normality might also be restrictive (see
section 2.2.6).
The RegEM model assumes that the missing data are “missing at random”
(Little and Rubin, 2002), i.e. the probability a data point is missing depends
only on observed values. The missingness pattern is obviously strongly re-
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lated to time, with earlier data more likely to be missing. If the relationship
between and amongst proxies and temperatures is heterogeneous in time,
this assumption may be violated (Tingley et al., 2012).
The use of the EM algorithm means that RegEM is quite slow for climate
field reconstruction problems.
3.5 Slow Convergence
The EM algorithm is known to have linear (i.e. slow) convergence (Wu,
1983). As the proportion of missing data increases, the speed of conver-
gence decreases (Dempster et al., 1977; Little and Rubin, 2002). This is a
particular problem for climate field reconstruction, where a large propor-
tion of the data (the entire reconstruction-period climate field) is treated as





My soul can find no staircase to Heaven,
unless it be through Earth’s loveliness.
Michelangelo
In a RegEM temperature reconstruction, the proxy and instrumental tem-
perature measurements for each year are treated as a single multivariate
normal observation. During the instrumental period most of the observa-
tions are available, and during the reconstruction period a large number are
missing.
The EM algorithm converges more slowly when there is more missing data
(Little and Rubin, 2002, 8.4.3, p177). RegEM, as proposed by Schneider
(2001), was designed to impute a moderate number of missing values in a
typical climate field. In that setting its convergence is acceptably fast. But
temperature reconstructions with RegEM require the imputation of a large
fraction of missing values, which means that in that context RegEM can
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converge very slowly.
Slow convergence can be more than just an inconvenience. With very slow
convergence, updates may be small enough to trigger a stopping criterion
even when the current estimates are not particularly close to the maximum
(Little and Rubin, 2002, s8.6, p187). Stopping an EM algorithm before con-
vergence increases the regularisation of the estimate (see, e.g. Vardi et al.,
1985a; Rubin, 1985; Vardi et al., 1985b). Silverman et al. (1990), how-
ever, suggest that it is “philosophically preferable” to make any regulari-
sation explicit. RegEM already includes explicit regularisation, so if it is
stopped prior to convergence then the effective regularisation parameter is
greater than intended. This problem has been seen in pseudoproxy experi-
ments (Christiansen et al., 2009; Rutherford et al., 2010; Christiansen et al.,
2010a).
When the proportion of missing data is small, there is very little opportunity
to exploit recurring patterns in missing data (Schneider, 2001). But in the
context of temperature reconstruction, the proportion of missing data is
large and has a particular pattern. For example, Rajaratnam (2010) points
out that the pattern of missing data in a reconstruction setting suggests
a strategy for improving the speed and numerical accuracy of the method.
This chapter describes the monotone EM algorithm (Liu, 1999), which can
be used to implement this strategy.
Figure 4.1 shows that the data in a temperature reconstruction can be ar-
ranged into an “incomplete monotone pattern” (also known as a “stairstep
pattern”), which is defined formally in section 4.1. Liu (1999) describes an
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(a) An illustration of temperature reconstruction as a missing data prob-
lem. The shaded area to the left contains the proxy data, the rest being
instrumental temperatures. The most recent measurements (the instru-
mental period) are at the top with the older measurements (the recon-
struction period) at the bottom. The green dots represent observations,
crossed red dots are missing.
(b) An incomplete monotone pattern. The greyed out points are outside
of the pattern, and no longer enter the likelihood (see equation 4.1).
Figure 4.1: The usual setting for a temperature reconstruction treats a large
proportion of its data as missing (a). If we treat the data as coming from a
monotone pattern, the proportion of missing data is substantially reduced (b).
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efficient method for calculating maximum likelihood estimates for multivari-
ate normal data with a monotone pattern. Using results in (Liu, 1993), we
extend this method to penalised likelihoods in section 4.2 and apply the






Figure 4.2: Data arranged in a monotone pattern. The jth column has Nj
observations, and as j increases Nj decreases. The i
th row has Pi observations
and as i increases Pi decreases.
Suppose we arrange some data into N rows and P columns such that
1. in the jth column the first Nj values are available,
2. in the jth column the final N −Nj values are missing,
3. and if j < k then Nj ≥ Nk,
then that arrangement of data has a “monotone pattern”1. This definition
1Note that this definition for a monotone pattern, where columns are ordered by
61
implies that in the ith row the first Pi values are observed and the remaining
P −Pi values are missing, where Pi = max{j|Nj ≥ i}. Figure 4.2 illustrates
a monotone pattern, and the relationships between the ith row and Pi and
between the jth column and Nj. We will assume that N1 = N and P1 = P ,
i.e. there are no empty rows or columns.
Less formally, when only a small number of entries violate condition 1, we
say that the data has an “incomplete monotone pattern”.
Monotone patterns will occur whenever there is repeated-measures data with
subjects dropping out over time (Schafer, 2010, section 6.5.1, p218). For ex-
ample, in clinical trial data the number of patients might decline over time
(Srivastava, 2002, chapter 16, p551). A monotone pattern can also occur
when records become more sparse as we look further into the past, for ex-
ample in stock market data (Gramacy and Pantaleo, 2010) or in temperature
reconstruction. Arranging this kind of data into a monotone pattern only
requires a reordering of the columns by length, perhaps after reversing the
order of the rows.
4.2 Maximum Penalised Likelihood
In this section we derive maximum penalised likelihood estimates for mul-
tivariate normal data with a monotone pattern. The derivation is based on
Liu (1999), with modifications based on Liu (1993) to allow for a penalty
term.
decreasing length, is a mirror image of the pattern in Liu (1999), where the columns are
ordered by increasing length.
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The estimates are calculated using a “factored likelihood” method (Little
and Rubin, 2002, chapter 7, p133). This means that the likelihood function





where the φi are independent parameters that together determine φ. With-
out loss of generality, we can have φ = (φ1,φ2, . . . ,φP ). Then ` (φ|Y) can
be maximised by maximising each of the simpler components `i (φi|Y) on
the right hand side. Because the φi are distinct, these maximisations can be
done individually, effectively reducing the dimensionality of the optimisation
problem.
4.2.1 A Note on Subscripts
The factored likelihood requires breaking vectors and matrices into sub-
vectors and sub-matrices. It also requires calculating various quantities in-
dexed by these sub-vectors and sub-matrices. Rather than creating a large
set of notations, we will let simple subscripting serve a number of differ-
ent purposes depending on context. Subscripts on parameters and data
denote subsetting, and subscripts on derived quantities will reflect index-
ing. These objects will be defined as they are introduced, and summarised
in section 4.2.8. As a rule-of-thumb, a vector xk is a k-vector and a ma-




Let yi be the i




, where Pi is the
number of available variables in the ith observation, Σk is the matrix formed
from the first k rows and columns of Σ, and µk denotes the k-vector taken








∣∣∣[ΣPi]−1∣∣∣− 12(yi − µPi)> [ΣPi]−1 (yi − µPi)] .
(4.1)




terms. The next step
reparametrises the likelihood in order to make these terms tractible.
4.2.3 Liu’s Lemma
A lemma in Liu (1993) tells us that for a Cholesky decomposition Σ−1 = HH>,
with H upper triangular,
[Σk]
−1 = Hk [Hk]
> , (4.2)
where Σk and Hk are the matrices formed from the first k rows and columns
of Σ and H. The proof is straightforward and is given in section A.6.


















The likelihood is currently specified row-by-row. This makes it difficult to
maximise because the number of observed columns changes. We can get
around this by factoring the likelihood into columns. Let hk be the k-vector
taken from the kth column of the upper triangle of H. Note that since H
is upper triangular, the hk completely determine H. Let [yi]k be the first k



























logHkk − 12 ([yi]k − µk)
> hkh
>
k ([yi]k − µk)
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([yi]k − ȳk)([yi]k − ȳk)> +Nk(ȳk − µk)(ȳk − µk)>
= Sk +Nk(ȳk − µk)(ȳk − µk)>,
where Sk =
∑Nk
i=1([yi]k − ȳk)([yi]k − ȳk)
> is the kth scatter matrix. If we





























h>k Skhk + (θ − µ)
>HDNH
> (θ − µ) ,












(θ − µ)>HDNH> (θ − µ) .
The rightmost term is a quadratic form in µ with a maximum of zero when











We now have a factored likelihood. Each of the hk appears in exactly one
component of the right hand side sum, so each component can be maximised
independently. But note that if any of the Sk are singular, then the associ-
ated term Nk logHkk − 12h
>
k Skhk will not have a unique maximum.
4.2.5 Penalty Term
Recall the penalty function defined in equation 3.4:



































where Γk is taken from the first k rows and columns of Γ. This gives us the
factored penalised likelihood for H as follows:


















Nk logHkk − 12h
>




Since Γ is positive definite, its leading principal sub-matrices Γk are positive
definite. The scatter matrices Sk are positive semidefinite by construction.
This implies that Sk+λΓk is positive definite, and therefore invertible.
4.2.6 Estimates
The factors in equation 4.5 can be maximised to get our maximum penalised





where the factors Ck are upper triangular. We can then calculate the fol-
lowing estimates µ̃ and Σ̃:













, h̃k = Ck
(





For a derivation of these estimates see section A.1.
4.2.7 Incomplete Patterns
These estimates apply to a complete monotone pattern. When there is
an incomplete monotone pattern, with some of the data inside the pattern
missing, the factored likelihood can be used as the M-step in a modified EM
algorithm called monotone EM (Liu, 1999).
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In monotone EM the statistics ȳk and Sk are replaced by:







More details are given in section B.2.
4.2.8 Summary of Notation
x, xk, Xk Scalar, k-vector, k × k matrix.
Nj, Pi The number of non-missing observations in the j
th column
or in the ith row.
DN The diagonal matrix with values (N1, . . . , Np).
µk, Σk, Hk, Γk The first k components, or the first k rows and columns,
of the parameters µ, Σ, H, and Γ.
hk The k
th column of the upper triangle of H.
[yi]k The first k components of yi.
ȳk The k







i=1([yi]k − ȳk)([yi]k − ȳk)
>.
Ck The upper triangular Cholesky decomposition such that
CkC
>
k = (Sk + λΓk)
−1.











x1 x2 x3 x4 x5
(6.0) 78.50 (7.0) 26.0 60.0
(15.0) 74.3 1.0 29.0 52.0
8.0 104.3 (11.0) 56.0 20.0
8.0 87.6 11.0 31.0 47.0
6.0 95.9 7.0 52.0 33.0
9.0 109.2 11.0 55.0 22.0
17.0 102.7 3.0 71.0
22.0 72.5 1.0 31.0





Table 4.1: Example data from Little and Rubin (2002, Table 7.4, p154). Example
one uses all of the values shown (a complete monotone pattern), and example two
removes the values in parentheses (creating an incomplete monotone pattern).
Table 4.1 shows 13 partial observations of 5 variables. The data is originally
from Woods et al. (1932), and the subset presented here appears in Little
and Rubin (2002, Table 7.4, p154), with some entries marked for deletion to
create a complete monotone pattern. We have randomly marked five addi-
tional data points for deletion (in parentheses) to create a second example
with an incomplete monotone pattern. Treating this data as partial obser-
vations from a multivariate normal distribution, we calculate the maximum
penalised likelihood estimates with a regularisation parameter λ = 1 and
with a penalty parameter Γ = I5. The complete pattern is estimated using
factored likelihood and the EM algorithm, and the incomplete pattern is es-
timated using both monotone and ordinary EM. The iterated methods are
run until successive parameter estimates agree to three decimal places.
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µ̃ Σ̃
11.8 37.9 -47.6 -24.9 -15.8 -4.9
95.4 -47.6 209.0 46.9 195.6 -195.6
6.7 -24.9 46.9 21.9 20.8 -14.4
50.0 -15.8 195.6 20.8 238.2 -252.4
27.6 -4.9 -195.6 -14.4 -252.4 288.6
(a) Complete monotone pattern.
µ̃ Σ̃
12.2 36.4 -60.5 -22.1 -40.6 45.4
95.4 -60.5 209.0 39.6 211.2 -242.0
6.7 -22.1 39.6 16.5 20.7 -27.6
49.5 -40.6 211.2 20.7 263.4 -292.5
30.1 45.4 -242.0 -27.6 -292.5 334.6
(b) Incomplete monotone pattern.
Table 4.2: Parameter estimates for the two examples.
In both examples, estimates from the monotone and ordinary methods agree
to one decimal place. The estimates from the monotone methods have higher
penalised likelihoods, so any difference are due to inaccuracies in the ordinary
EM estimates. The differences can be reduced by tightening the stopping
criterion for the ordinary EM methods, but note that the difference in suc-
cessive estimates is much smaller than the difference between the ordinary
and monotone estimates. The values of the monotone estimates are given
in table 4.2.
Looking to figure 4.3 we can see that the monotone methods are much faster.
This is especially true for the complete monotone pattern, where iteration is
not required. The complete pattern is faster for the ordinary EM too. Even
though the algorithm doesn’t take the pattern into account, in the case of a
complete monotone pattern the observed-data log-likelihood is very nearly
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concave, which makes convergence easier2. This is visible in figure 4.4 where
the log-likelihood is plotted against the iteration count.












Figure 4.3: Relative time to compute estimates with a complete (left) and incom-
plete (right) monotone pattern. The bars are labelled with the times relative to
EM on the incomplete monotone pattern, (with the number of iterations required
for each method in parentheses). Computation times depend on the platform and
implementation, so absolute times are not given.
4.4 Discussion
Using a complete monotone pattern to calculate maximum factored pe-
nalised likelihood estimates is very fast relative to EM methods. In pseudo-
proxy experiments, we can ensure that we have a complete monotone pat-
tern. Since a reconstruction method will need to be repeated many times in
such an experiment, having a faster implementation is particularly useful.
This method has been used for the experiments in Chapter 7.
2The penalised profile log-likelihood is concave in H, and µ converges very quickly
which keeps the algorithm near to the profile. The observed-data log-likelihood is actually
“biconcave” in µ and H (see section A.2).
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Figure 4.4: Penalised log-likelihood versus iteration for the two examples. The
red horizontal line is the maximum value for the log-likelihood. The black lines
represent iterations of am ordinary EM algorithm applied to the whole 13 × 5
matrix. Circles are placed every 10 iterations for reference. With a complete
monotone pattern (left) the factored likelihood estimates are calculated directly
without iteration. For an incomplete pattern (right), monotone EM (light blue)
converges much faster than ordinary EM.
Monotone EM can be used to implement RegEM-RR with a fixed λ and Γ.
This works because the penalty in equation 3.4 can be factored, leading to
similar forms for equation 4.4 and equation 4.5.
Other forms of regularisation are more difficult to incorporate into mono-
tone EM, either because they do not involve a penalised likelihood or their
penalty cannot be factorised in terms of the columns hk. An exception might
be the method in Huang et al. (2006), which applies an L1 penalty to the
elements in H. Where there is a penalty term, but it cannot be factored
appropriately, it may still be possible to use equation 4.4 to calculate the
likelihood (and its gradient and Hessian) efficiently. This might be useful in
GraphEM (Guillot et al., 2015) reconstructions for example.
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When P is large, some of the required calculations are computationally in-
tensive. This will usually be the case for multiproxy climate reconstructions.
For the examples described in the following chapters, we have 1080 proxies
and 1732 temperature gridcells, meaning that P = 2812. Technical details
for implementing monotone EM for large problems like climate reconstruc-




If your experiment needs statistics, you
ought to have done a better experiment.
Ernest Rutherford
It can be difficult to assess the performance of reconstruction methods. Since
the true temperature history is unknown, we cannot compare it to the re-
construction. One way around this is to base the reconstruction on a subset
of the instrumental data (the “calibration period”), and then compare this
restricted reconstruction to the remaining temperatures (the “validation pe-
riod”). This approach is problematic because of the short period over which
we have instrumental temperature data. Reconstruction performance is de-
graded as we remove data from the calibration set, and a short validation pe-
riod does not provide a particularly powerful test (Christiansen et al., 2009).
An alternative approach is to attempt to reconstruct the temperatures from
a climate model. A long (∼ 1000 year) run of a climate model is used
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to generate simulated proxies known as pseudoproxies. The reconstruction
method is applied to these pseudoproxies, and the resulting reconstruction
can be compared to the known model temperatures (Sherwood et al., 2009;
Smerdon, 2012). A difficulty in this approach is specifying an appropriate
relationship between the climate and proxies. Any such proxy model will
be an oversimplification of the true proxy data generating process; our con-
cern is that the model captures the statistical properties of the relationship
necessary for a meaningful evaluation of the reconstruction method.
5.1 Experimental Setup
Experiments in this thesis were performed with two climate model runs
and two scenarios for number and location of proxies. In addition, both
homogeneous and heterogeneous variants of the first scenario were used (for
a summary see the table in section 7.1).
For each of these six cases, 100 sets of pseudoproxies were generated. The
calibration period is set at 1850–1990, with validation 1000–1849.
5.1.1 Temperature Fields
In these experiments simulated data from the Erik2 run (González-Rouco
et al., 2006) of the ECHO-G model (Legutke and Voss, 1999) and the
NCAR CSM1.4 model (Ammann et al., 2007) are used as reconstruction
targets.
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The surface temperature data from these GCMs has been re-gridded to 5°×5°
and masked to match the data availability of the HadCRUT3v (Brohan et al.,
2006) dataset1 by Smerdon et al. (2011). The Erik2 run covers the years
1000–1990, and the data from the CSM1.4 run is restricted to the same
period.































Figure 5.1: Northern hemisphere temperature indices for the two model runs,
Erik2 (González-Rouco et al., 2006) and CSM1.4 (Ammann et al., 2007). The
grey shaded area is the calibration period 1850–1990.
The two model runs are compared in figure 5.1. The Erik2 run has greater
climate sensitivity, meaning the temperatures have more low frequency vari-
ability. This means that any variance loss in a reconstruction is going to be
more pronounced.




In pseudoproxy experiments, the choice of number and location of pseudo-
proxies tends to be based on existing multiproxy datasets, since this is the
context the examined methods will be applied in. Older studies have tended
to emulate the Mann et al. (1998) proxies (e.g. Christiansen et al., 2009),
whereas recent studies usually consider the proxies in Mann et al. (2008)
(e.g. Wang et al., 2014).
Two scenarios are considered in our experiments. The first is based on
an approximation of the Mann et al. (2008) network, and the second on a
smaller number of full-length proxies.
Scenario One
In scenario one, locations for the pseudoproxies are chosen to approximate
the network used in Mann et al. (2008). The network is restricted to annual
resolution natural proxies — tree rings (ring width and maximum latewood
density), ice cores, corals, speleothems, and sediments. Decadal resolution
proxies were excluded, as were all documentary and composite records (see
Wang et al., 2014).
The lengths of the proxy records are based on the simplification of the Mann
et al. (2008) monotone pattern — the 5 blocks from figure 5.2a are used.
These blocks have 111 pseudoproxies observed for the full period 1000–1990,
55 additional pseudoproxies available from 1242, 200 from 1372, 301 from










Figure 5.2: The two pseudoproxy scenarios considered. The rightmost block
(grey) is the instrumental temperature data, representing 141 years (1850–1990)
of data for 1732 gridcells. The green blocks represent 1080 proxies of varying
lengths (Scenario One) or 100 complete proxies for 1000–1990 (Scenario Two).
The block pattern in Scenario One is a simplification of the pattern in Mann
et al. (2008); shading is used to indicate the original pattern.
The blocks are chosen based on the method shown in figure 5.3. At each
step one of the blocks is split into two smaller blocks. The split is chosen
to maximise the additional number of missing values excluded from the
pattern. This is a greedy algorithm, which means it will not necessarily find
an optimal monotone structure.
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Figure 5.3: Approximating the monotone pattern in Mann et al. (2008) by taking
maximal “bites” out of the missing data.
This scenario lets us explore the methods in a reasonably realistic set-
ting.
Scenario Two
Some experiments have also been run in a simplified setup, with 100 proxy
locations, chosen randomly from the unique gridcells in scenario one. The
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monotone pattern (see figure 5.2b) contains only two blocks, with temper-
atures observed over the calibration period and all proxies available for the
entire reconstruction period. Proxy availability decreases with time, and
this smaller scenario is intended to mimic reconstructions with only long
term proxies.
5.1.3 Pseudoproxy Calibration
Proxies are usually modelled as “temperature plus noise”, that is a tempera-
ture grid cell series with some sort of random series added. More complicated
models have occasionally been used (e.g. von Storch et al., 2008; Tolwinski-
Ward et al., 2010). Results broadly agree across different proxy models (von
Storch et al., 2008; Evans et al., 2014) which makes simple temperature plus
noise pseudoproxies a good starting point.
Pseudoproxies in this chapter are generated by the temperature plus noise
proxy model
Pit = βi Tit +
√
1− β2i eit, (5.1)
where Pit is the i
th proxy at time t, Tit is the standardised gridcell temper-
ature at time t for the gridcell containing the ith proxy, βi is the correlation
between the proxy and the gridcell temperature, and eit is i.i.d. standard
normal “white noise”. Although this is an unrealistic model for the proxies,
it is sufficient for comparing reconstruction methods that do not account for
nonlinearities in proxy responses to temperature or for autocorrelations in
the proxy errors.
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Equation 5.1 is fitted with proxies from the Mann et al. (2008) dataset and
gridcell temperatures from the GISTEMP (Hansen et al., 2010a) dataset.
We restrict the GISTEMP temperature data to gridcells with annual data
available for at least 50% of the period 1880–19902. GISTEMP has greater
coverage than HadCRUT3v, and all but two of the proxies are calibrated
against either their local gridcell or a neighbouring gridcell.
For scenario one, two kinds of proxy network are simulated. The first is a
heterogeneous network, where the βi come from simple linear regressions of
proxies on temperature gridcell series using equation 5.1. The second is a
homogeneous network where all of the pseudoproxies have βi = 0.21, which
corresponds to the mean SNR of 0.17 from the heterogeneous network.
For scenario two, all proxies have βi = 0.45, which corresponds to an SNR
of 0.5. This is more optimistic than scenario one, reflecting the possibility
of proxies recording non-local information via teleconnections (Wang et al.,
2014).
2The GISTEMP dataset begins in 1880, compared to 1850 for HadCRUT3v.
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5.2 Simulated Reconstructions
To perform a simulated reconstruction, the temperature data is split into cal-
ibration (1850–1990) and validation (1000–1849) periods. The calibration-
period temperature data is passed, along with a set of simulated pseudo-
proxies, to the reconstruction method. The method returns a reconstructed
climate field, covering both the calibration and validation periods.
In Chapter 6, reconstructions based on a single set of pseudoproxies from
the first case are used to illustrate various points. These reconstructions are
based on the Erik2 climate model run, the proxy availability of scenario one,
and the proxies have heterogeneous signal to noise.





It was much pleasanter at home, when one
wasn’t always growing larger and smaller,
and being ordered about by mice and
rabbits.
Alice
A Bayesian interpretation and implementation of RegEM would have sev-
eral advantages. Treating the regularisation as a prior provides insight into
what the regularisation is doing. Drawing from the posterior predictive
distribution could allow us to present our uncertainties as an ensemble of
reconstructions. This would give us flexibility in answering scientific ques-
tions (Tingley et al., 2012) and allow for natural probabalistic interpretations
(Gelman et al., 2004, 1.5 p11).
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We start with a Bayesian interpretation of the simplified version of RegEM
described Chapter 3 in section 6.1. We use this interpretation to get a
Bayesian perspective on the variance loss problem in section 6.2.
A new prior, less susceptible to variance loss, is described in section 6.3.
We follow this with a method for sampling from the posterior predictive
distribution given by Liu (1993). Unfortunately the results here suggest that
the implicit model is deficient, which means that the posterior predictive
ensemble severely underestimates the uncertainties in the reconstruction.
But these posterior predictive checks are still valuable in terms of diagnosing
problems in the underlying model.
6.1 Bayesian Interpretation
With a few small modifications we can use RegEM to provide Bayesian esti-
mates of reconstructed temperatures and their associated uncertainties.
Equation 3.4 has an interpretation as the kernel of a Bayesian prior density.
The regularised estimate given by equation 3.3 can be interpreted as a “max-
imum a posteriori” (MAP) estimate (see e.g. Bishop, 2006, p 441). If we
interpret the penalty function J as the kernel for a prior on the mean vector










i.e. h(µ) is an improper flat prior on µ and the prior on the precision matrix






. The flat prior on µ means
that the MAP estimate for µ will be the MLE conditional on the MAP
estimate for Ψ. In the complete-data case, these priors are conjugate to the
multivariate normal model. These priors would lead to posterior distribu-
tions for µ and Ψ, given the sample mean ȳ and scatter matrix S calculated
from the complete data Y,
h(Ψ|Y) ∼ W
(















MAP estimates are not parameter invariant, and this particular interpre-
tation requires the MAP to be relative to Ψ. If we had taken J to define
priors on µ and Σ, then both the prior and posterior distributions for Σ
would have been improper. Interpreting MAP estimates in such a situation
seems inadvisable. However, since a Wishart prior on Ψ is equivalent to an
inverse Wishart prior on Σ, the RegEM estimate has an alternative interpre-
tation as an “expected a posteriori” (EAP) estimate. If we have a prior on





, then ΣEAP =
1
N
(S + λΓ) (cf. equation 3.3).
The priors used here are conjugate to the multivariate normal in the com-
plete data case (Evans, 1965), but not when there are some missing values
(Dominici et al., 2000). RegEM allows us to calculate these estimates in
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the missing-data case. With missing data, the posterior will no longer be
normal-Wishart, but RegEM can still be used to find the posterior mode
(Schafer, 2010, 3.2.3 p46). Section 6.4 describes a procedure for sampling
from the posterior when Y has a complete monotone pattern. We can use
this to quantify uncertainty in the complete monotone case. In the incom-
plete monotone case this method can be used as an approximation, with
the caveat that it ignores any uncertainty coming from the imputation pro-
cess.
6.1.1 Prior Observations Interpretation
The Bayesian interpretation as presented so far has some difficulties. The
regularisation parameter λ might be expected to reflect the prior weight we
place on Γ as an estimate of Σ. Instead, λ modifies the location of our
estimate, without changing our specification of its uncertainty.
As an alternative, consider the prior Ψ ∼ W
(
λ+ P + 1, [λΓ]−1
)
. The λ
in the scale matrix is not strictly necessary, since Γ is a constant, but it
means the prior mode is Γ−1 for any choice of λ. More importantly, the
regularisation parameter now modifies the degrees of freedom parameter for
the prior, which means we can interpret λ as the number of additional “prior
observations”. We can quantify our prior uncertainty for Ψ by specifying
an appropriate number of prior observations.
This new prior only requires a small modification to RegEM. Our new reg-




Γ. If λ N , then this is approximately the
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same as equation 3.3. Note that the regularised estimate is now a weighted
mean of the prior estimate and the estimate from the data.
6.1.2 Scaling and Empirical Bayes
The version of RegEM described in section 3.2 was simplified to allow for an
easier derivation of its mathematical properties. The Tikhonov matrix Γ is
left unspecified, but it needs to be constant. Schneider (2001) actually uses
the regularisation Σ̃ = Σ̂N−1 +
1
N
λD, where D is a diagonal matrix with
entries equal to the diagonal of Σ̂N−1. This is equivalent to a penalty term




. But note that D is not fixed, so the data is being used
both to estimate the covariance matrix and to control the regularisation,
through the inclusion of the statistic Σ̂N−1 in the penalty term. Empirical
Bayesian methods (see e.g. Carlin and Louis, 2000, Chapter 3) give us a
natural interpretation in this case.
Suppose that we add a hyperparameter for Γ to our prior for Ψ from sec-
tion 6.1.1, along with a flat hyperprior (note that Dζ is a diagonal matrix
formed from the entries in ζ):






[ ζ ] ∼ 1
To find an approximate posterior mode, we start by setting the precision to
its prior mode Ψ∗ = D−1ζ . With the precision fixed, we can maximise the





Fixing the hyperparameter, we can now get an approximate MAP estimate
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During RegEM iterations we do not know the final value of D and so we cal-
culate it from the current iterate of Σ̂N−1 instead. In that case, RegEM can
be seen as implementing a “one step late” algorithm from Green (1990). For
monotone EM we need to specify Γ beforehand. In practice, the estimates
are not very sensitive to small changes in the prior, so an approximation to
D, such as the variance of each column of Y using the available data, will
be suitable.
6.1.3 Interpreting the Diagonal Prior
Figure 6.1 demonstrates the effect of varying the regularisation parameter
when Γ = D. A diagonal covariance matrix means there is no relationship
between proxies and temperature, resulting in the naive reconstruction —
an extension of the calibration period mean to the reconstruction period.
Since the MAP is a weighted average between the scatter matrix and D, as
λ→∞ our reconstruction will approach the naive reconstruction.
6.2 Variance Loss
Variance loss is the systematic underestimation of low-frequency variability
in temperature reconstruction. Since the reconstruction period is usually
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Figure 6.1: Northern hemisphere reconstructions over a wide range of the regu-
larisation parameter λ. The reconstructions use a single set of simulated proxies
from experiment e1a (section 7.2). Regularisation is via the diagonal matrix D in
the prior. The reconstructions have been smoothed with a circular filter to make
them easier to see. The smoothed and unsmoothed grey series in the background
are the target series from the Erik2 model run.
cooler than the warm modern instrumental period, variance loss mostly
appears as a warm bias in reconstructions. If low-frequency variability is
large, then climate sensitivity will be high. Therefore the variance loss
problem impacts on our ability to estimate the probable effects of climate
change (Jansen et al., 2007).
6.2.1 Sources of Variance Loss
Variance Loss from Proxy Standardisation
Standardisation techniques can remove low frequency information from prox-
ies, but techniques are now available to retain this information (e.g. Briffa
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et al., 2001). The usual methods of converting a set of tree ring measure-
ments into a single chronology requires estimates for each tree’s growth
curve. This removes any low frequency variation, since given any single tree,
long term climate signals cannot be distinguished from long term growth pat-
terns. Regional curve standardisation (RCS) (see section 2.1.1) is essentially
a form of hierarchical modelling. Growth curves are estimated jointly over
a region, allowing the low frequency climate signal to be identified.
Variance Loss from the Reconstruction Method
Experiments applying reconstruction methods to pseudoproxies show that
the methods themselves can be responsible for underestimating low-frequency
variance. Von Storch et al. (2004) introduced the use of general circulation
models as targets for pseudoproxy experiments. They found that reconstruc-
tions using the methods in Mann et al. (1998) resulted in low-frequency vari-
ance loss. Since pseudoproxies (by construction) have not had low frequency
variability removed, the problem must be in the reconstruction methods.
The paper was criticised (Ammann and Wahl, 2007) for including an addi-
tional “detrending” step that was not used in the original papers. However,
since then other pseudoproxy studies have found that reconstructions suffer
from some degree of variance loss (Christiansen et al., 2010b; Smerdon et al.,
2010).
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6.2.2 The Bias-Variance Trade-off
The existence of a trade-off between bias and efficiency is well-known (Stein,
1956). Estimates of past temperatures can be subject to this trade-off. The
decision is often implicit in the choice of algorithm, although some methods
allow for an explicit choice — for example in RegEM a fixed regularisation
parameter can be specified a priori. Regularisation in reconstruction algo-
rithms can shrink estimates, increasing their efficiency at the expense of an
increase in bias which can manifest as low-frequency variance loss.
6.2.3 A Simple Example
Suppose we are trying to estimate some parameter θ, which has a true
value θ = 1. We have an idealised unbiased estimator θ̂, with sampling
distribution θ̂ ∼ N (1, 1). With only that information, can we do anything
to improve θ̂ in terms of mean squared error? The surprising answer is
yes. In fact, 1
2
θ̂, despite being a biased estimator, has a lower mean squared
error. Figure 6.2 shows why this is so. When θ̂ is drawn from the tail of
its sampling distribution, the biased estimator 1
2
θ̂ is closer to the true value.
Since the tails have the most influence in the mean squared error, the biased
estimator comes out ahead.
In general we have a trade-off between bias and variance, as illustrated in
figure 6.3. This diagram shows the bias (red), variance (blue) and mean
squared error (black) for the class of estimators (1 − α)θ̂, for all α ∈ [0, 1].
We can see that the estimators range from an unbiased estimate with max-
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Figure 6.2: Distributions of an unbiased estimate θ̂ (top) and a biased estimate
1
2 θ̂ (bottom). The true parameter value is represented by a bold vertical line. For
values of θ̂ in the body of the sampling distribution, θ̂ is closer to the true value
than 12 θ̂. These values are shown in green for θ̂ and in red for
1
2 θ̂. For values of
θ̂ in the tails of the sampling distribution, 12 θ̂ is closer to the true values. These
values are shown in red for θ̂ and in green for 12 θ̂.
imal variance (α = 0) to an estimator with zero variance but maximal
bias (α = 1). The minimum mean square error occurs in the middle,
at α = 1
2
.
6.2.4 Bias and Variance in RegEM
We now repeat the previous exercise, this time with a more realistic example
borrowed from Chapter 7. Figure 6.4 is the top left-hand corner of figure 7.3.
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Figure 6.3: The components of the mean squared error for the estimator (1−α)θ̂.
Bias increases with increasing α, but variance decreases. The optimal value occurs
at α = 12 .
The colour-coding remains the same as in the previous section: black circles
mark the mean squared error, which is the sum of the squared bias (red
diamonds) and the variance (blue squares), although note that the figure
uses a square-root scale (the grey box plots are described in section 7.1.3).
The extra variation at low regularisation is visible both as high values for the
variance and as increased spread in the squared errors of the reconstructions.
As the regularisation increases, the reconstructions approach the constant
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Figure 6.4: Simulated reconstructions from experiment e2 in Chapter 7 display
similar properties to the estimators in figure 6.3. This figure shows results for
reconstructions using the diagonal matrix D in the prior. The optimum in this
example is somewhere near λ = 100. For more details refer to Chapter 5 and
Chapter 7
6.2.5 Good and Bad Variance
Some of the variance in a reconstruction is the result of noise in the proxies,
which might come from measurement error, non-climatic influences, or even
local climate variations that are not representative of the wider area. This
variance is uninformative about climate at the scale of our reconstruction.
Multiproxy reconstructions should reduce variance from these sources, es-
sentially by averaging over a large number of proxies. The variance we want
to retain — i.e. the variance we don’t want to “lose” — is a result of variance
in the actual climate processes of interest.
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Regression leads to a smoothing effect. When we reconstruct the expected
value of the past climate variable (given the information available in the
proxies), we miss any variability about that value. Some methods attempt
to replace this lost variance by amplifying the noise from the proxies. But
this variance is uninformative, and if possible we should be amplifying the
signal instead.
6.2.6 Reducing Variance Loss
Low Bias and High Variance
Some recent reconstructions explicitly acknowledge the bias-variance trade-
off, and are designed to have decreased variance loss at the expense of re-
duced efficiency. Christiansen (2011) achieves this by using inverse, rather
than classical regression (see e.g. Brown, 1982; Naes, 2002). Ammann et al.
(2010) takes a similar approach by including a bias correction in their re-
construction.
Hybrid Methods
In hybrid reconstructions the proxies and calibration temperatures are de-
composed into low-frequency and high-frequency components. These are
used to create separate low-frequency and high-frequency reconstructions,
which are recombined to form the final reconstruction. For example Moberg
et al. (2005) used wavelets to combine low frequency and high frequency
proxies in a CPS reconstruction. Mann et al. (2005) and Rutherford et al.
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(2005) use a hybrid variant of RegEM. The proxies were split into high
and low frequency components using a smoothing filter, and these two com-
ponents were processed separately using RegEM-TTLS. The low and high
frequency reconstructions were then combined to provide the final recon-
struction.
There has been some ambiguity over the utility of hybrid methods. Hybrid
methods were originally used to allow the inclusion of proxies with low tem-
poral resolution (Moberg et al., 2005; Rutherford et al., 2005). Mann et al.
(2007) describes the advantages of the hybrid method as “modest”, based on
earlier experiments (Mann et al., 2005; Rutherford et al., 2005). This result
has been quoted by Christiansen et al. (2010a) as a reason to focus on the
non-hybrid method. However, the limited improvement over the non-hybrid
version is likely to be caused by the errors identified by Smerdon and Kaplan
(2007). In section 6.1.3 we saw that the limiting reconstruction for RegEM
is the naive reconstruction, i.e. the calibration period mean. If the recon-
struction period mean is used instead (which would be impossible with real
temperature data since that mean is unknown) then we would expect unre-
alistically skillful performance for both the hybrid and non-hybrid versions,
which may have masked the difference between the hybrid and non-hybrid
versions.
Time Series Methods
Any method with includes a time-series component (such as smoothing or
wavelets) allows information about temporal correlation to improve the es-
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timate of past climate.
Some methods, especially recent Bayesian reconstructions, account for auto-
correlation in the model’s residuals (Tingley and Huybers, 2010a; McShane
and Wyner, 2011; Barboza et al., 2014). Some RegEM reconstructions in-
clude pre-whitening and restoration steps (Zhang et al., 2004). The majority
of methods, however, essentially assume that climate variables in adjacent
(or any) years are independent.
In temperature reconstruction though, the largest source of autocorrelation
should be from the non-stationarity of the temperature signal itself. This is
not the same thing as autocorrelation in the residuals, and perhaps should
not be modelled as such (see e.g. Schofield et al., 2016).
6.3 The Composite Plus Scale Prior
The choice of a diagonal prior in figure 6.1 means that the reconstructions
shrink to the naive reconstruction as the regularisation parameter is in-
creased. This may not be the most appropriate prior, since we have sci-
entific reasons to believe the covariance between proxies and temperature
is nonzero. In this section an alternative prior is introduced which reduces
variance loss in reconstructions with a high degree of regularisation.
Once we have interpreted Γ as a Bayesian prior, we can calculate the ex-
pected prior predictive reconstruction. These are the limiting cases as λ
increases to infinity. For the diagonal prior (Γ = D) the limit is the naive
reconstruction. In the naive reconstruction, all of the variance has been lost.
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Figure 6.5: Reconstructions with Γcps look similar over a wide range of values
for λ. This figure is identical to figure 6.1, except that the composite plus scale
prior Γcps is used in place of the diagonal prior D.
This makes it a particularly bad choice for a limiting reconstruction if we
are interested in avoiding variance loss.
The composite plus scale method is very simple, and performs surprisingly
well against a range of other methods (Lee et al., 2008). However, CPS only
provides an index reconstruction and will suffer from spatial bias if proxies
are not randomly distributed (Bothe, 2012). We shows how to construct
a prior Γcps in such a way that the limiting case for as λ → ∞ is the
composite plus scale reconstruction. Figure 6.5 is a replication of figure 6.1,
except with Γ = Γcps. The performance of this alternative prior is examined
in the pseudoproxy experiments in Chapter 7.
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6.3.1 Constructing the CPS Prior
Here we construct a empirical Bayesian prior estimate Γcps for Σ so that
the prior predictive reconstruction is identical to the composite plus scale
reconstruction at each gridcell in the climate field. First we calculate sP
and sT, the observed standard deviations for the proxy composite x̄P (the
calibration period mean series over P proxies) and for the target index (e.g.
the northern hemisphere mean temperature series) during the calibration
period. Γcps will be a function of sP and sT.
Consider the transformation from the available proxies for a particular year
to the reconstructed temperature field, based on our prior estimate Γ:
(xT − µT) = ΓTPΓ−1PP(xA − µA).




We want to ensure that the CPS reconstruction is the limiting case of the
reconstruction (that is [xT]k = sTs
−1
P x̄P for any gridcell k) in a way that
allows simple interpretation of the priors. We restrict the matrices ΓPP and
ΓTP to the simple forms:
[ΓPP]ij =

1 if i = j,
ρ if i 6= j,
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[ΓTP]ij = α.
Note that ΓPP = (1 − ρ)I + ρ11>, where 1 is a vector of ones, so we have
Γ−1PP = β1I− β211
>, where β1 =
1
1−ρ and β2 =
ρ
1−ρ(1− ρ+ ρP )
−1.
































β1P − β2P 2
)
x̄P,
so we have a composite x̄P and a scale α
(
β1P − β2P 2
)
. So we must choose
ρ and α such that α
(




P . Since we have a spare degree







j=1 [ΓPP]ij, the variance of
x̄P given ΓPP.




, α = sPsT.











TP, for some ξ > 0. We set ξ = 1 (our recon-
structions in Chapter 7 are insensitive to the choice of ξ) although a value
which better reflects correlations between temperature gridcells might have
some value in a spatial context.
6.4 Posterior Predictive Checks
Ideally, we would like to quantify the uncertainties in our reconstructions
by drawing samples from the posterior predictive distribution. Ensembles
of posterior samples can be very useful for giving probabilistic answers to
scientific questions. For example, we could find the probability that a recent
decade was warmer than any during the reconstruction period, by counting
the number of ensemble members for which this is true (see e.g. Tingley and
Huybers, 2013). We could post-process the ensemble members to get samples
for other quantities (and therefore estimates with uncertainties), such as the
warmest year during the reconstruction, or the smoothed reconstruction
trend.
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Figure 6.6: An ensemble of 100 samples from the posterior predictive distribution.
6.4.1 Sampling from the Posterior Predictive Distri-
bution
Liu (1993) describes a method for drawing from the posterior distribution
given the setup in Chapter 4. We start by drawing Σ∗ from the marginal
posterior distribution for Σ, then draw µ∗ from the conditional posterior
for µ given Σ∗. Finally we can draw each reconstruction series from its
conditional distribution given µ∗, Σ∗, and the available proxy values.
First we draw a random upper triangular matrix T∗. The strictly upper tri-
angular elements are independent standard normal random variables, and
the diagonal elements are the square roots of independent Chi-squared ran-
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dom variables:
T ∗ij ∼ N (0, 1) , 1 ≤ i < j ≤ P,
(
T ∗jj
)2 ∼ χ2(Nj + λ+ P + 1− j), 1 ≤ j ≤ P.
We build a random upper triangular matrix H∗ column-by-column using
h∗k = Ckt
∗







a draw from the marginal posterior for Σ (Liu, 1993, Theorem 1).












with DN as defined in section 4.2.6
Note that the degrees of freedom for the χ2 distributions are positive since
P ≥ j. The prior degrees of freedom λ+P + 1 ensure that we have a proper
posterior distribution.
6.4.2 Model Criticism Using the Posterior
Figure 6.6 shows an example of this technique, applied to the λ = 100 recon-
struction from figure 6.5. The ensemble members are smoothed to provide
figure 6.7, which highlights some of the shortcomings of this reconstruction
method. The envelope of possible reconstructions is very narrow, indicating
greater certainty than is justified, since the known true result is well outside
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Figure 6.7: The same ensemble as figure 6.6, but with a 15 year radius circular
smoother applied to each reconstruction.
this range. The narrowness of the distribution is a result of the large effec-
tive sample size. The number of effective (prior plus actual) observations
must be at least P + 1, which can be large (∼ 3000 in this case) for a mul-
tiproxy climate field reconstruction. Emile-Geay et al. (2011) recommends
using simulation experiments to calculate inflation factors to correct for the
underestimation of uncertainty.
The poor coverage could also be because of model mis-specification (Gelman,
2003; Guttman, 1967). It might be necessary to account for autocorrelation




Today’s scientists have substituted
mathematics for experiments, and they
wander off through equation after equation,
and eventually build a structure which has
no relation to reality.
Nikola Tesla
In this chapter we compare RegEM reconstructions using two different choices
for the prior parameter. Reconstructions using the diagonal prior parameter
Γ = D are labelled RegEM-D, and reconstructions using the composite plus
scale prior parameter Γ = Γcps from section 6.3 are labelled RegEM-CPS.
The experiments also include simple composite plus scale (CPS) reconstruc-
tions as a baseline (see section 2.2.3).
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7.1 Experimental Setup
Chapter 5 describes the setup of six pseudoproxy experiments. Two climate
models are used as reconstruction targets, Erik2 (González-Rouco et al.,
2006) and CSM1.4 (Ammann et al., 2007). There are two proxy scenarios.
Scenario one has 1080 proxies, with a range of lengths, and scenario two has
100 proxies which all cover the whole reconstruction period. Scenario one
has two variants, heterogenous and homogeneous proxy calibration. The
experiments are summarised in the following table:
Model Scenario Variant
e1a Erik2 One heterogeneous
e1b Erik2 One homogeneous
e2 Erik2 Two homogeneous
c1a CSM1.4 One heterogeneous
c1b CSM1.4 One homogeneous
c2 CSM1.4 Two homogeneous
7.1.1 Simulated Reconstructions
RegEM reconstructions are performed using two variants. The diagonal
parameter Γ = D uses gridcell variances calculated over the calibration
period (the proxies have been standardised to unit variance). The CPS
parameter Γ = Γcps is described in section 6.3.
For both methods, the tuning parameter λ is varied over the set 1, 10, 100,
1,000, 10,000 and 100,000. Along with the ordinary CPS reconstruction this
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means 13 reconstructions are applied to each set of simulated proxies.
The reconstruction methods are passed a set of simulated proxy data and
the calibration period (1850–1990) portion of the appropriate climate model
run. The RegEM reconstructions return a reconstructed climate field for
the entire period 1000–1990, from which a northern hemisphere index is
calculated. The CPS reconstruction returns an index directly. These indices
are compared to the northern hemisphere index from the target model in
the validation period (1000–1849).
7.1.2 Evaluating Reconstructions
Using the notation in section A.8, let the vector θ be the annual values of
the northern hemisphere temperature index calculated from the validation
period climate model data. Let each vector xi be a single simulated recon-
struction for a particular experiment and method. Mean squared error is
calculated for each method, and partitioned into bias squared and variance
terms. Root mean squared error (RMSE) is calculated as the main skill
measure, since comparison is easier on this scale.
7.1.3 Figures
In the box-plots below, the light grey dots represent the error of the individ-
ual simulated reconstructions, with a dark grey circle giving the root mean
squared error. The boxes span the 5th through 95th percentiles of the errors.
Blue squares show the square root of the variance, and red diamonds the
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bias. The horizontal dotted line indicates the root mean squared error of
the best performing method. The methods are labelled Dz for RegEM-D
and Γz for RegEM-CPS, where z = log10(λ).
The reconstructions are compared to the naive reconstruction for reference.
In the naive reconstruction, the calibration period mean is used as the re-
construction over the entire reconstruction period, i.e. any information from
the proxies is ignored. Any reconstruction with a larger error than the naive
reconstruction is not considered skillful. The shaded area at the top of
the figures represents errors greater than the reference error from the naive
reconstruction.
The mean reconstruction for each of the reconstructions is shown, along with
the target index for comparison. Red is RegEM-D, blue is RegEM-CPS, and
green is ordinary CPS. The mean reconstructions for the RegEM variants
are based on the value of λ giving lowest mean squared error. The mean
reconstructions have been smoothed to make them easier to read.
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7.2 Results for e1a
This experiment used the Erik2 model, with a large set of heterogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 3.95 15.60 12.06 3.54
10 3.87 14.95 12.21 2.75
100 3.88 15.06 13.34 1.72
1,000 4.60 21.16 20.46 0.70
10,000 7.55 57.06 56.92 0.14
100,000 13.84 191.42 191.42 0.01
RegEM-CPS 1 4.08 16.61 13.04 3.57
10 4.00 16.00 13.18 2.82
100 4.01 16.10 14.26 1.84
1,000 4.64 21.50 20.56 0.94
10,000 5.92 35.08 34.35 0.73
100,000 6.28 39.45 38.72 0.73
CPS 5.42 29.35 28.25 1.10
This experiment is unusual, in that it is the only one where a RegEM-D
reconstruction has the greatest skill. The margin is very small however, and
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Figure 7.1: Results for experiment e1a
In the five other experiments, RegEM-D is beaten by both ordinary CPS
and by RegEM-CPS.
With heterogeneous proxies, some proxies may be much better than others.
It appears that the RegEM reconstructions are picking out those proxies
well, whereas CPS assigns all proxies equal weights.
The mean reconstructions are all quite similar — the RegEM-CPS mean
reconstruction is obscured behind the RegEM-D mean reconstruction.
111
7.3 Results for e1b
This experiment used the Erik2 model, with a large set of homogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 10.01 100.15 76.40 23.75
10 9.83 96.56 76.86 19.70
100 9.69 93.88 81.86 12.01
1,000 11.09 122.89 119.61 3.27
10,000 15.12 228.52 228.38 0.14
100,000 16.73 279.76 279.76 0.00
RegEM-CPS 1 8.32 69.17 40.13 29.03
10 8.04 64.71 40.07 24.64
100 7.59 57.55 40.18 17.37
1,000 7.29 53.19 40.92 12.27
10,000 7.26 52.70 41.18 11.51
100,000 7.26 52.68 41.17 11.51
CPS 7.81 60.98 30.58 30.40
In this experiment RegEM-CPS performs best, with an RMSE of 7.26 when
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Figure 7.2: Results for experiment e1b
Since RegEM-CPS is also the most skillful in experiment c1b, this might be
because of the homogeneous proxies. RegEM-CPS is designed to shrink the
correlations between proxies and temperatures to a common value.
The reduced variance loss for RegEM-CPS compared to the RegEM-D is
clear here, and could even be reduced by choosing a smaller value for λ
without increasing RMSE substantially.
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7.4 Results for e2
This experiment used the Erik2 model, with a smaller set of homogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 7.40 54.79 12.51 42.28
10 6.21 38.61 14.03 24.58
100 5.95 35.39 25.11 10.28
1,000 10.14 102.80 100.21 2.59
10,000 15.58 242.86 242.76 0.10
100,000 16.81 282.44 282.44 0.00
RegEM-CPS 1 7.41 54.95 12.35 42.59
10 6.17 38.12 12.81 25.30
100 5.29 28.04 16.10 11.93
1,000 5.58 31.18 22.91 8.26
10,000 5.84 34.13 26.21 7.93
100,000 5.88 34.60 26.69 7.91
CPS 4.78 22.84 11.51 11.33
In this experiment, ordinary CPS has the lowest RMSE at 4.78, followed
by RegEM-CPS with 5.29 at λ = 100. The best RegEM-D reconstruction
is also at λ = 100 with an RMSE of 5.95. This pattern, of ordinary CPS
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Figure 7.3: Results for experiment e2
occurring in experiments c1a and c2.
This experiment has the second best RMSE scores after experiment e1a.
While it uses fewer proxies, they have higher signal-to-noise than the proxies
in the larger scenario.
Note that the bias-variance trade-off curves in this experiment look very
similar to figure 6.3.
115
7.5 Results for c1a
This experiment used the CSM1.4 model, with a large set of heterogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 7.91 62.59 56.50 6.09
10 7.80 60.87 56.50 4.38
100 7.69 59.09 57.09 2.00
1,000 7.84 61.41 61.07 0.34
10,000 8.92 79.55 79.50 0.05
100,000 11.82 139.70 139.70 0.00
RegEM-CPS 1 7.79 60.70 54.39 6.31
10 7.69 59.12 54.42 4.70
100 7.57 57.33 54.91 2.41
1,000 7.57 57.27 56.62 0.65
10,000 7.68 58.91 58.56 0.35
100,000 7.65 58.53 58.20 0.34
CPS 7.27 52.86 52.39 0.47
The naive reconstruction performs better for the CSM1.4 model, since the
departure from the calibration period mean is smaller. The reconstructions
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Figure 7.4: Results for experiment c1a
In this experiment, the skill for RegEM-CPS reconstructions is almost inde-
pendent of the choice of λ, although there is still a small trade-off between
bias and variance.
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7.6 Results for c1b
This experiment used the CSM1.4 model, with a large set of homogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 10.10 101.91 90.09 11.82
10 9.99 99.77 90.18 9.59
100 9.88 97.66 92.25 5.42
1,000 10.50 110.15 108.86 1.29
10,000 12.47 155.54 155.49 0.05
100,000 13.30 176.96 176.96 0.00
RegEM-CPS 1 8.65 74.82 59.24 15.58
10 8.49 72.03 59.06 12.96
100 8.21 67.43 58.83 8.60
1,000 8.02 64.24 58.61 5.63
10,000 7.97 63.54 58.28 5.26
100,000 7.97 63.45 58.18 5.27
CPS 8.22 67.54 54.47 13.07
This results of this experiment are similar to the results of experiment e1b.
The RegEM-CPS reconstructions have the most skill, with RMSE of 7.97
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Figure 7.5: Results for experiment c1b
Again, λ could be reduced without substantial loss of skill, but, surprisingly,
both the bias and the variance decrease as λ increases. However, the changes
in bias are quite small.
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7.7 Results for c2
This experiment used the CSM1.4 model, with a smaller set of homogeneous
proxies.
λ rmse mse bias sq variance
RegEM-D 1 10.16 103.14 59.47 43.67
10 9.08 82.41 60.58 21.83
100 8.56 73.27 67.65 5.62
1,000 10.28 105.77 104.90 0.87
10,000 12.77 163.10 163.07 0.03
100,000 13.35 178.26 178.26 0.00
RegEM-CPS 1 10.15 103.09 59.02 44.06
10 8.96 80.33 57.59 22.74
100 7.86 61.82 54.77 7.05
1,000 7.56 57.16 53.44 3.72
10,000 7.56 57.18 53.56 3.62
100,000 7.57 57.24 53.61 3.63
CPS 7.16 51.33 46.46 4.87
The results in experiment c2 are typical, following the same pattern as ex-
periments e2 and c1a, with ordinary CPS the most skillful (RMSE 7.16),
then RegEM-CPS (RMSE 7.56 when λ = 1, 000), and RegEM-D (RMSE
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Figure 7.6: Results for experiment c2
While RegEM-D reconstructions follow the familiar bias-variance trade-off
shape of figure 6.3, the RegEM-CPS reconstructions reach a plateau at
λ = 1, 000 where skill does not decrease as λ increases.
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7.8 Discussion
RegEM-CPS was more skillful than RegEM-D in all but one experiment,
where the results were very close. As we might have expected from a com-
parison of figure 6.1 with figure 6.5, using RegEM-CPS usually results in
less bias than RegEM-D, especially at high values of the regularisation pa-
rameter λ. In most cases the skill using RegEM-CPS was fairly stable for
λ ≥ 100, making tuning much less of an issue with this method. This sug-
gests that RegEM-CPS should be preferred over RegEM-D, at least in terms
of RMSE for an index reconstruction.
The ordinary composite plus scale reconstructions were the most skillful in
three of the six experiments, but were beaten by one of the RegEM-CPS
reconstructions in the three others. The differences were not large in any
of these cases. This suggests that the methods are fairly comparable for
producing index reconstructions, which makes sense given how RegEM-CPS
was designed. However, ordinary composite plus scale is limited to creating
index reconstructions, whereas using RegEM with the CPS prior parameter
allows us to reconstruct a full climate field.
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Conclusions




























Figure 7.7: A temperature reconstruction calculated with monotone EM, using
the composite plus scale prior Γcps and λ = 100. The reconstructed northern
hemisphere index is in grey, with a smoothed version in black. The proxy data
come from Mann et al. (2008) and the instrumental temperatures from Had-
CRUT3v (Brohan et al., 2006). The (smoothed) hybrid RegEM reconstruction
from Mann et al. (2008) is included for comparison (blue line).
Monotone EM provides a much faster implementation of the regularised
EM method. This is most valuable in the case of pseudoproxy experiments,
where hundreds of reconstructions need to be calculated. Here the monotone
implementation is particularly fast. The factored likelihood is easier to cal-
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culate if there are a small number of blocks in the data matrix, and we can
ensure this is the case when we are designing the experiment. We can also
ensure that the methods are provided with a complete monotone pattern,
which means we can calculate the reconstructions in a single iteration.
This thesis provides the first steps towards converting the regularised EM
algorithm into a simple, fast, and familiar Bayesian tool for climate scien-
tists. The Bayesian interpretation of RegEM opens the door to possible
improvements. Our composite plus scale prior has been shown to improve
on the default diagonal prior choice. The posterior predictive checks suggest
that the next step is explicit temporal modelling. A model-based framework
makes this avenue easier to explore.
Monotone EM, with the composite plus scale prior, has been applied to
real-world data from Mann et al. (2008) and Brohan et al. (2006). The
reconstructed northern hemisphere temperature series is shown in figure 7.7.
The hybrid RegEM reconstruction from Mann et al. (2008) is included for
comparison. Since we do not know the true temperature series, it is hard
to know which series to prefer, but the systematic differences would be
worth exploring further. Note that the hybrid RegEM method is intended
to cope with non-stationary climate series, whereas our reconstruction does
not include any temporal modelling. Our reconstruction also excludes the
low-resolution proxies used in the hybrid RegEM reconstruction. However,
the two reconstructions have similar long-term variability, so our method
may already be doing well at minimising variance loss.
Reconstruction methods in this thesis have been compared at a range of
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values for the regularisation parameter, without specifying how it should
be chosen. Generalised cross-validation appears to be an inappropriate
choice because the assumption of independence in the observations is vi-
olated. However, with a better temporally explicit model it is possible that
GCV will perform well. In the literature as it stands, methods for reg-
ularisation parameter choice are treated as an inherent part of particular
reconstruction methods. By decoupling regularisation parameter choice and
reconstruction method choice, we could examine the effect of a range of
regularisation choices on a range of reconstruction methods.
RegEM has several options that are not yet implemented in Monotone EM,
such as truncated total least squares as an alternative to ridge regression,
or adaptive regularisation. Other regularisation schemes, such as GraphEM
could also be implemented, as could novel regularisation methods which
haven’t been used yet in climate reconstruction.
Monotone EM is still somewhat slow when applied to messy real data. It
would be worthwhile to attempt further optimizations of the implementa-
tion, as well as testing some of the shortcuts currently used to get convergent
RegEM results.
The poor performance of the implicit RegEM model during posterior pre-
dictive checks suggests that additional modelling work needs to be done.
For example, the composite plus scale parameter, which sets the prior cor-
relations between gridcells to a single value, could be replaced by one where
correlation reduces with distance. We think the top priority would be to
incorporate temporally explicit features into the model.
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For reconstruction methods using monotone EM, a large number of pseudo-
proxy experiments can be run in a reasonable amount of time. In particular





A.1 Maximum Factored Penalised Likelihood
Starting with the kth term of the log-likelihood,
`k = Nk logHkk − 12h
>
k (Sk + λΓk)hk,
calculate the Cholesky decomposition (Sk + λΓk)
−1 = CC>, with C upper
triangular. Define a change of variables t = C−1hk, and differentiate with
respect to t:







Note that ek is the k
th unit vector, i.e. a k-vector with one in the kth position
and zero elsewhere. Solving ∇t`k = 0 gives us:
Nk
tk










tj = 0 j < k.
That is, t̃ =
√
Nkek and so h̃k =
√




A function f(x, y) is “biconcave” if both fy(x) = f(x, y) is concave in x and
fx(y) = f(x, y) is concave in y (Gorski et al., 2007).





Nk logHkk − 12h
>
k (Sk + λΓk)hk
]
,
which is the sum of concave log functions and concave quadratic forms.
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When µ is included in the likelihood,
`J (µ,H|Y) = `J (H|Y)− 12 (θ − µ)
>HDNH
> (θ − µ)





k (ȳk − µk)(ȳk − µk)>h,
we can see that the additional terms are concave quadratics in both µ and H.
Therefore the log-likelihood for multivariate normal data with a monotone
pattern is biconcave in µ and H.
A.3 Diagonals
For a vector x, the diagonal matrix Dx has the coordinates of x as its
diagonal entries. We also define, for a matrix X, the vector diag (X) with
coordinates from the diagonal of X, and DX, which is a diagonal matrix
with the same diagonal entries as X.
A.4 Sums of Products





























(xi −m)(xi −m)> +N(m− µ)(m− µ)>
= S +N(m− µ)(m− µ)>.
A.5 Monotone Patterns
If A is some quantity defined over the monotone pattern, it can be summed
row-wise or column-wise. If the ith observation is of Ki variables, and the















Liu’s Lemma states that if Σ−1 = HH>, with H upper triangular, then:
[Σk]
−1 = Hk [Hk]
> ,
where Xk denotes the matrix formed from the first k rows and columns of
X. Note that this is a slightly different formulation to the one in Liu (1993,
1999), where H is lower triangular, and Σk is the sub-matrix formed from
the last k rows and columns of Σ.












LBAUAA LBAUAB + LBBUBB
 ,
and Xk = LkUk since Xk = XPP, Lk = LPP, and Lk = LPP.


















In particular, since H> is lower triangular for an upper trangular H, if we
have a Cholesky decompostion X−1 = HH>, then we know that [Xk]
−1 = Hk [Hk]
>.
A.7 Block Inverse



















This gives us useful special cases for covariance and precision matrices par-
















A.8 Vector Sum of Squares

























x>i xi − 2x>i θ + θ>θ − 2x>i x̄
)
+ 2x̄>x̄





x>i xi − 2x>i x̄+ x̄>x̄
)





> (xi − x̄)




||xi − x̄ ||
2
= bias2 + var.
We are defining the scalar bias as the Euclidean distance between E[x] and θ,





This appendix describes some of the technical details needed to implement
the results in Chapter 4. Pseudocode for the key steps in the monotone EM
algorithm is provided.
B.1 Complete Pattern





Nk logHkk − 12h
>
k (Sk + λΓk)hk
]
,
which is maximised by estimates h̃k =
√
NkCkek. If we define the regu-
larised scatter matrices S̃k = Sk + λΓk, then the matrices Ck are upper
triangular Cholesky factors with S̃−1k = CkC
>
k .
In Chapter 4 we used the non-standard factorisation RR> with upper tri-
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angular R, rather than the usual R>R or LL> for upper triangular R or
lower triangular L. This allowed for a simpler derivation, but for a practical
implementation it makes sense to use the standard LL> form.
In practice, we calculate Cholesky factors BkB
>
k = S̃k, with Bk lower tri-




k ek. Note that this
does not require that we invert S̃k.
Calculating the estimates h̃k requires the Cholesky factors Bk, for k ∈ {1, . . . , P}.
For large values of P , calculating all of these factorisations separately could
be prohibitive. However, we can use the fact that the S̃k are related to
reduce the number of computations needed.
B.1.1 Blocks
Let Yk be the Nk × k matrix formed from the first Nk rows and k columns
a matrix Y with a complete monotone pattern of observed data. Then
ȳk is the vector of column means of Yk, and Sk = Y
>
k Yk − Nkȳkȳ>k (see
section 4.2.8).
Define k+ = max{k′|Nk′ = Nk}, i.e. k
+ is the right-most column with the
same number of observations as the kth column. Then the Nk × k+ block
Y
k
+ contains Yk as its first k columns. This means that ȳk = [ȳk+ ]k and
S̃k = [S̃k+ ]k. Therefore Bk = [Bk+ ]k, so if we already have Bk+ then we do
not need to calculate a separate factorisation for Bk.
Define K = {k+|1 ≤ k ≤ P}, and K = |K|. Then we can calculate all P of




Figure B.1: A monotone pattern with three blocks. The highlighted complete
block Y
k
+ cannot be extended any further to the right.
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B.1.2 Calculating the Estimates
The following procedure calculates µ̃ and H̃, taking advantage of the block-
monotone structure:
function: mfpl
Input: Data Y with a complete monotone pattern.
Penalty matrix λΓ.
Output: Estimates µ̃ and H̃.
Initialise a P × P matrix H̃ and a P -vector µ̃ with zeroes.
for k in K do
Calculate ȳk and Sk from Y.
Bk ← chol(Sk + λΓk)










When there is missing data within the monotone pattern, we need to use
monotone EM. This means we need to take the additional step of calculating
the expected values of the sufficient statistics.
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B.2.1 Expected Log-likelihood
The complete data enters the log-likelihood as a linear function of Sk+Nk(ȳk−µk)(ȳk−µk)>
— see equation 4.3. Taking expectations:
E
[















> +Nk(E[ȳk]− µk)(E[ȳk]− µk)>
We can make the following changes to equation 4.3:



























(θ∗ − µ)>HDNH> (θ∗ − µ) .
This has the same functional form as the log-likelihood in Chapter 4, so it
can be maximised using the formulas in section 4.2.6. Note that S∗k 6= E[Sk]







the profile likelihood term for H and the quadratic term for µ.
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B.2.2 Conditional Expectations
For the EM algorithm, the expectations in the previous section are condi-
tional on the observed data and the current parameter estimates. Recall
that the parameters of the conditional distribution of the missing data are
given by:
µ(yM|yO) = µM + ΣMOΣ−1OO (yO − µO) ,
Σ(yM|yO) = ΣMM −ΣMOΣ−1OOΣOM.
A small number of missing values means a large number of observed val-
ues, which can make the Σ−1OO terms expensive. Using equation A.5, the
parameters can be written in terms of Ψ:
µ(yM|yO) = µM −Ψ−1MMΨMO(yO − µO),
Σ(yM|yO) = Ψ−1MM.
(B.1)
As well as being simpler, these forms of the parameters involve the relatively
inexpensive terms ΨMM.
B.2.3 Calculating the Expected Log-Likelihood
During an E-step for monotone EM, we need to impute the missing data
within the monotone pattern. For the ith row, the complete data is a ki-
vector with marginal covariance Σki . We need the distribution of the missing
data within the pattern, conditional on the observed data within the pattern,
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given the marginal distribution of the complete data. Write the marginal





where the permutation matrix P gathers the observed and missing indices
into distinct blocks.
Calculating the ȳ∗k is fairly straightforward using equation B.1 to find E[Y],
although care must be taken to avoid unnecessary extra calculations. Cal-
culating the S∗k requires an extra step to adjust for the covariance in the
conditional distribution of the missing data.
The details of these steps are outlined in the following two procedures.
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We first calculate the expected values of the missing data. The procedure
impute within completes the monotone pattern by replacing each missing
value with its mean:
function: impute within
Input: Data Y with an incomplete monotone pattern.
Parameters µ,H.
Output: Data E[Y] with a complete monotone pattern.
Ψ← HH>
k0 ← P
for i in 1, . . . , N do






Get ΨMM,ΨMO from Ψ based on the missing pattern in row i.




Once we have a complete pattern in E[Y] we use the e step procedure to




Input: Data Y with an incomplete monotone pattern.
Data E[Y] with a complete monotone pattern.
Parameters µ,H.
Output: The sufficient statistics ȳ∗k and S
∗
k.
for k in K do





for i in 1, . . . , Nk do
Get ΨMM from Ψ based on the missing pattern in row i.




Consider figure B.2. We will call a pattern “jagged” if K is relatively large
and “blocky” if K is relatively small. A jagged pattern will then require a
large set of Cholesky factors {Bk}k∈K. But the Bk are still closely related,
and can potentially be calculated efficiently using low-rank updates.
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(a) A jagged pattern, with K = 496.
(b) A blocky pattern with K = 6.
Figure B.2: Jagged versus blocky patterns.
B.3.1 Full or Low-rank Updates
Suppose we are calculating the h̃k working backwards from k = P . Then
we need to calculate Bk, given that we already have Bk+1. The fastest way
to do this will depend on nk = Nk+1 −Nk.
The simplest case is when nk = 0, i.e. Nk = Nk+1. Then Bk is just the
first k rows and columns of Bk+1 (see section B.1.1). For large values of
nk it will be faster to perform a full Cholesky decomposition on S̃k. But if
nk is small enough relative to k, then the fastest method will be to apply
143
nk rank-one updates to [Bk+1]k. If there are nM missing values within the
nk rows of the monotone pattern, we will need an additional nM rank-one
updates. Rank-one updates are described in section B.3.2.
In theory, n rank-one updates costs about 2nk2 floating point operations
(flops), compared to 1
3
k3 flops for a full Cholesky decomposition (Björck,
1996). Then we might choose to use rank-one updates whenever 2nk2 < 1
3
k3.
But in practice the computational time will depend on implementation and
processor architecture. The full factorisation appears to admit more optimi-





Note that the first factorisation — BPB
>
P = SP + λΓ — is also the largest.
If Γ is diagonal (or diagonal plus low rank) then it may be faster to use
rank-one updates for this calculation too.
B.3.2 Rank-one Updates
Suppose we apply a rank-one update uu> to a positive definite P×P matrix
S0 with known Cholesky decomposition L0L
>
0 . We want to find S1 = L1L
>
1

















We want to find J so that J [L0,u]
> = [L1,0]
>. We can build J out of
Givens rotations (see Seeger, 2008).
We let J = JP · · ·J2J1, where Jk is a Givens rotation. Define the inter-
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. 1 . . .
. . ck . sk
. . . 1 .
. . sk . −ck

.
The non-identity terms are in the kth and final rows and columns. This
means that Jk only modifies the k





kth column of L(k) and the kth entry of u(k). Note that the kth column of L(k)
is the kth column of L0, and let ukk be the k
th entry of u(k), and set:





These choices ensure that the kth entry of u(k+1) is zero. By induction, the
first k − 1 entries of u(k) are zero. This also ensures that if L(k) is lower
triangular, then L(k+1) is also lower triangular.
If we set L1 = L
(P+1) and note that u(P+1) = 0 then [L(P+1),u(P+1)] = [L1,0].
Therefore L1 is lower triangular, and by equation B.2, L1L
>
1 = S1 as re-
quired.
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B.3.3 Calculating a Low-rank Update





Use a heuristic to estimate costs cupd and cfull.
if cupd > cfull then








for i in Nk+1 + 1, . . . , Nk do
Bk ← update(Bk,y∗i )





j (e.g. via eigendecomposition).










This procedure also uses updates (or “downdates”) of the form S1 = S0−uu>.
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There are similar to standard rank one updates (Seeger, 2008), although the
details are a little more complicated. Downdates are slower than updates,
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