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The aperiodic complexities and connections to dimensions
and Diophantine approximation
Viktor Schroeder and Steffen Weil
Abstract. In their earlier work (Ergodic Th. Dynam. Sys., 34: 1699− 1723,
10 2014), the authors introduced the so called F -aperiodic orbits of a dynamical
system on a compact metric space X, which satisfy a quantitative condition
measuring its recurrence and aperiodicity. Using this condition we introduce
two new quantities F , G, called the aperiodic complexities, of the system and
establish relations between F , G with the topology and geometry of X. We
compare them to well-know complexities such as the box-dimension and the
topological entropy. Moreover, we connect our condition to the distribution of
periodic orbits and we can classify an F -aperiodic orbit of a point x in X in
terms of the collection of the introduced approximation constants of x. Finally,
we discuss our results for several examples, in particular for the geodesic flow
on hyperbolic manifolds. For each of our examples there is a suitable model
of Diophantine approximation and we classify F -aperiodic orbits in terms of
Diophantine properties of the point x. As a byproduct, we prove a ‘metric
version’ of the closing lemma in the context of CAT(-1) spaces.
1. Introduction and main results
Given a compact metric space X = (X, d) and a continuous map T : X →
X , there are various connections between the dynamics of the discrete dynamical
system (X,T ) and the topology and (global) geometry of X . We refer to [11] for
a good reference on this topic. We introduce two new quantities F , G ≥ 0 which
we call the aperiodic complexities and which are defined as follows. Denote by
N0 = {0} ∪ N and by N∗ ≡ N ∪ {∞}. Recall that the Bowen metric dl of length
l ∈ N0 on X is given by
(1.1) dl(x, y) ≡ max
0≤i≤l
d(T ix, T iy).
Clearly we have d = d0 and dl induces the same topology as d. Given a point x ∈ X
and ε > 0, define its return time or shift time
sl(x, ε) ≡ inf{s ∈ N : dl(T sx, x) < ε} ∈ N∗
with respect to the metric dl. To the orbit T (x) ≡ {T n(x) : n ≥ 0} of x, assign the
shift function F lx : (0,∞)→ N defined by
(1.2) F lx(ε) ≡ min{sl(T nx, ε) : n ∈ N0} ∈ N,
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which exists by compactness of X . The orbit T (x) is called F lx-aperiodic. Note
that F lx(ε) = 1 for ε > diam(X).
Remark 1.1. For a non-increasing function F : (0,∞) → [1,∞) the authors
introduced the concept of F -aperiodic orbits T (x) in their earlier work [13] (see
also Definition 2.1). Note that if T (x) is F -aperiodic, then it is also F ′-aperiodic
for F ′ ≤ F , where here and in the following F ′ ≤ F if F ′(ε) ≤ F (ε) for all ε > 0.
Therefore the function F lx from above can be characterized as
F lx(ε) = sup{F (ε) : F ∈ AP(x)},
where AP (x) is the set of functions F , such that the orbit T (x) is F -aperiodic for
the dynamical system (X, dl, T ). In this sense, F
l
x is the optimal function measuring
the aperiodicity of the orbit T (x).
The function F lx quantitatively measures the complexity of the whole orbit in terms
of the recurrence times (with respect to the metric dl). Clearly, if x is a periodic
point, then F lx is bounded by its period. Moreover, it follows from Section 2.1 that,
in a suitable setting, we have for a generic point x that F lx is bounded (which yields
Fx = 0 below).
In the following we are interested in the special points with unbounded shift
functions and positive exponential growth rates. In this regard, note that each
F lx is non-increasing, whereas F
m
x ≤ F lx for m ≤ l. We then define the aperiodic
complexities Fx and Gx of the orbit T (x) by
(1.3) Fx ≡ lim sup
ε→0
log(F 0x (ε))
− log(ε) , Gx ≡ limε→0 lim supl→∞
log(F lx(ε))
l
,
and finally define the aperiodic complexities of the system (X,T ) as
(1.4) F = F(X,T ) ≡ sup
x∈X
Fx, G = G(X,T ) ≡ sup
x∈X
Gx.
Note that F and G satisfy certain properties which typically hold for dimensions,
see Section 2.3. Moreover, the authors established positive lower bounds for F and
G in [13] for several examples; we recall the results of this work in Section 3.
However, it turns out that orbits T (x) with a positive exponential growth rate
Fx, respectively Gx, (or even unbounded functions F lx) are extremely rare and
proving their existence is delicate in most cases. The purpose of this paper is to
show in addition that such an orbit turns out to be ‘special’ in the following sense:
On the one hand, the existence of a complicated orbit requires ‘space’. We make
this intuition precise by showing that the box-dimension of X and respectively the
topological entropy can be estimated from below by the aperiodic complexities.
On the other hand a very aperiodic orbit turns out to be bounded with respect
to every periodic point in a ‘uniform’ sense: the orbit avoids a critical neighborhood
(defined via F lx) for every periodic point. We will discuss the existence of aperiodic
orbits for several examples in Section 3. In particular, we consider the geodesic
flow on compact hyperbolic manifolds as a central example. In these examples
the critical neighborhoods and the distribution of periodic points can be related
to a suitable setting of Diophantine approximation. Moreover, we can classify the
dynamics of the orbits with respect to the functions F lx in terms of Diophantine
properties of the point x. In order to do so we need to establish suitable versions
of the closing lemma for the respective dynamical systems. This in particular leads
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to a ‘metric version’ of the closing lemma in the context of CAT(-1) spaces (see
Proposition 3.16).
More precisely, the first aim of this paper is to establish upper bounds for F
and G in terms of well-known complexities of the spaceX and the dynamical system
(X,T ) in the spirit of the following results.
Theorem 1.2. Let dimB(X) and h(X,T ) denote the upper box dimension of
X and the topological entropy of (X,T ), respectively. Then
(1.5) F ≤ dimB(X), G ≤ h(X,T ).
We refer to Section 2 for definitions and proofs. Note that for the examples in
Section 3 we actually have equality in (1.5) due to the results of [13], showing that
these estimates are optimal.
In the special case that M denotes a closed Riemannian manifold, consider its
geodesic flow φt (or rather its time-one map) on the unit tangent bundle SM . Then
Manning [8] connects the volume entropy λ ofM with the topological entropy h(φt)
of the geodesic flow φt on SM by
λ ≤ h(φt),
with equality in the case that M has non-positive sectional curvature. In Sections
2.3.4 and 3.3.1 we provide further details and show the following, which is also a
consequence of Theorem 1.2 and Manning’s result.
Theorem 1.3. When M is of non-positive curvature, then
G ≤ λ
Equality holds in the case that M is of constant non-positive curvature with injec-
tivity radius iM > log(2)
1 .
Remark 1.4. There are many more relations between the dynamics of the sys-
tem (X,T ) and complexities of the space X in the literature, such as the Hausdorff-
dimension. For instance, while our condition is based on the whole orbit and in
most cases on ‘non-typical’ orbits, Boshernitzan already established a relation be-
tween the Hausdorff-dimension to the quantitative rate of recurrence for almost all
points in X (for a suitable measure and setting); see [2] for details. We refer to
Section 2.3.2 for further discussion and results.
The second aim of the paper is to provide a characterization of aperiodic orbits
in terms of how they avoid certain neighborhoods of periodic points. Therefore we
establish a connection between aperiodicity and the distribution of periodic orbits.
Denote by PT the set of T -periodic points in X and assume there exists a periodic
point xp ∈ PT of period p ∈ N (the index of xp will stand for its period p). When
the shift function F 0x of the orbit T (x) is unbounded, then T (x) does not intersect
the open neighborhood
Nxp(ε) ≡ Bd(xp, ε) ∩ T−p
(
Bd(xp, ε)
)
of xp for every small enough ε > 0, see Propositon 2.4. We may also say that the
orbit T (x) is bounded with respect to the obstacle xp. In this case we have
(1.6) cxp(x) ≡ inf{ε > 0 : T (x) ∩ Nxp(ε) 6= ∅} > 0,
1 We however believe that the condition iM > log(2) is not necessary.
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which we call the approximation constant of x with respect to the periodic point
xp.
Remark 1.5. Let µ be an ergodic Borel probability measure. If xp ∈ supp(µ)
for some xp ∈ PT then cxp(x) = 0 for µ-almost every x. With respect to the
periodic point xp, we may call a point x well approximable when cxp(x) = 0, and
otherwise badly approximable. Indeed, the shrinking target property, due to Hill and
Velani [7], considers more generally a sequence of nested measurable sets An ⊂ X
(in our case Nxp(εn) with εn → 0) and is interested in the properties of the points
in X whose orbit hits An for infinitely many times n. Such points are called well
approximable (with respect to {An}) by analogy with Diophantine approximation.
Conversely, a point for which the orbit avoids some set An for some n = n(x) may
be called badly approximable.
Let us remark that a suitable version of the closing lemma will hold for all the
examples considered in Section 3. This in turn will imply a quantitative property
of the system (X,T ) stating that recurrence is ‘caused by periodic orbits’, which we
call δ-closing property with respect to a non-decreasing function δ : (0,∞)→ (0,∞)
(see Definitions 2.6). Given a non-increasing unbounded function F : (0,∞) → N,
we can define versions of its inverse function given by the quantile functions F←,
F→ : N→ (0,∞),
(1.7) F←(s) ≡ sup{ε > 0 : F (ε) > s}, F→(s) ≡ inf{ε > 0 : F (ε) ≤ s}.
Clearly, if F : (0,∞)→ (0,∞) is continuous and bijective, then F←(s) = F→(s) =
F−1(s). We classify F 0x -aperiodic orbits T (x) in terms of the collection of the
approximation constants {cxp(x)}; see Theorem 2.8 for further details and proofs.
Theorem 1.6. Let F : (0,∞) → N be a non-increasing and unbounded func-
tion. If T (x) is F 0x -aperiodic with F 0x ≥ F , then for every periodic point xp we
have
cxp(x) ≥ F←(p)/2.
Conversely, if the system (X,T ) satisfies the δ-closing property and we have
cxp(x) > F
→(p)
for every periodic point xp, then T (x) if F˜ 0x -aperiodic with F˜ 0x ≥ F ◦ δ.
Note that a similar result holds for the classification of F lx-aperiodic orbits, see
Theorem 2.11 in Section 2.2.
Acknowledgements. S.W. expresses his sincere gratitude to Jean-Claude Picaud.
Several results were motivated or improved by numerous discussions with him.
He was partially supported by the ERC starter grant DLGAPS 279893. Both
authors acknowledge the support by the Swiss National Science Foundation (grant
no. 135091) and the referee for the detailed comments and corrections.
2. Quantitatively Aperiodic and Recurrent Orbits
2.1. Preliminaries. Recall that (X, d) is a compact metric space and T :
X → X is a continuous transformation. Moreover let µ be a Borel probability
measure on X for which T is measure-preserving; see [14]. A point x ∈ X is called
periodic (with respect to T ) if there exists an integer p ∈ N, called a period of x,
such that T px = x. We write xp to indicate that xp is periodic and has primitive
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period p. Denote by PT the T -invariant set of T -periodic points of X . A point
is called aperiodic, if it is not periodic. A point x ∈ X is recurrent with respect
to T , if for any ε > 0 its return time s(x, ε) ∈ N is finite. Periodic points are
obviously recurrent with s(x, ε) bounded by the period. We recall that, by the
Poincare´-recurrence theorem, µ-almost every point is recurrent, and the set RT of
recurrent points is T -invariant. However, the return time s(T nx, ε) at time n can
differ from s(x, ε) in general.
We are interested in a quantitative condition on recurrence and aperiodicity of
whole orbits. Given ε > 0, we ask independently from the time for a lower bound
on the shift s such that T n+sx is allowed to be ε-close to T nx:
Definition 2.1. For a non-increasing function F : (0,∞) → [1,∞) a point
x ∈ X is called F -aperiodic if for every ε > 0 and every shift s ∈ N, we have
(2.1) d(x, T sx) < ε =⇒ s ≥ F (ε).
The orbit T (x) is F -aperiodic, if it is F -aperiodic at every time n ∈ N0, that is, if
T nx is F -aperiodic.2
Remark 2.2. Note that (2.1) reads that the return time s0(x, ε) ≥ F (ε), or,
that d(x, T sx) ≥ ε whenever s < F (ε). Moreover, if F is continuous then s ≥
F (d(x, T sx)). If in addition F is invertible, we have d(x, T sx) ≥ F−1(s) ≡ F˜ (s).
These conditions could serve as an alternative definition of (2.1).
Recall that every orbit T (x) is F 0x -aperiodic with F 0x defined in (1.2). We emphasize
that although we called the condition ‘F -aperiodic’, a periodic orbit is F -aperiodic
for a suitable bounded function F . We therefore view the growth rate of F also as
a measure for its aperiodicity.
In terms of the topological entropy of (X,T ), the notion of F -aperiodic orbits
will turn out to be unsuitable and we need to adapt the definition to the specific
setting. Recall the Bowen metric dl of length l ∈ N0, defined in (1.1). Let G :
N0 × (0,∞)→ [1,∞) be a two-parameter function, where for
G(l, ε) ≡ Gl(ε) ≡ Gε(l)
we assume that the restricted functions Gl : (0,∞) → [1,∞) are non-decreasing
and Gε : N0 → [1,∞) are non-increasing, for every l ∈ N0 and ε > 0.
Definition 2.3. Given the length l ∈ N0, a point x ∈ X (respectively an orbit
T (x)) is called Gl-aperiodic if it is Gl-aperiodic in the metric space (X, dl). Finally,
T (x) is G-aperiodic, if it is Gl-aperiodic for every length l ∈ N0.
Recall that every orbit T (x) is G-aperiodic for the function G(l, ε) ≡ F lx(ε) with
F lx defined in (1.2). Moreover note that T (x) is G-aperiodic if for each n ∈ N0 the
following is satisfied for the point y = T nx: for every length l ∈ N0, for every ε > 0
and every shift s ∈ N, we have
dl(y, T
sy) = max
0≤i≤l
d(T iy, T i+sy) < ε =⇒ s ≥ Gl(ε) = G(l, ε).
Assume in the following that T admits periodic points and let F : (0,∞)→ N
be non-decreasing and unbounded and recall the definition of F← in (1.7). Then
the question of existence of F -aperiodic orbits is related to the distribution of
2 Note that we changed the terminology from [13].
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periodic orbits. Indeed, an F -aperiodic orbit avoids periodic orbits in the following
quantitative sense. Let xp ∈ PT and define the nonempty open set
(2.2) Nxp(F ) ≡ Nxp(F←(p)/2) = B(xp, F←(p)/2) ∩ T−p
(
B(xp, F
←(p)/2)
)
,
called the critical neighborhood of xp with respect to the function F .
Proposition 2.4. The set Nxp(F ) cannot contain any F -aperiodic point; in
particular, an F -aperiodic orbit T (x) avoids Nxp(F ) and cannot be dense.
Moreover, if µ is a T -ergodic Borel probability measure and the support of µ
contains a periodic point xp ∈ PT , then the set {x ∈ X : T (x) is F -aperiodic} is a
µ-null set.
Similar results hold for G-aperiodic (respectively Gl-aperiodic) orbits by defin-
ing a suitable critical neighborhood as in (2.6) below. Thus, in the case when T
is ergodic with respect to µ, while a ‘typical’ orbit is dense, this shows that an
F -aperiodic orbit is non-typical when F is unbounded.
Proof. For every point y ∈ N (xs, F ) = B(xs, F←(s)/2)∩T−p(B(xs, F←(s)/2))
we have by the triangle inequality that d(x, T sy) < F←(s) ≡ ε. This gives a return
time s0 = s(y, ε) ≤ s. However, for any F -aperiodic point we would have
s0 ≥ F (ε) = F (F←(s)) > s,
showing that no point in Nxp(F ) can be F -aperiodic. Thus we see that an F -
aperiodic orbit T (x) must avoid Nxp(F ).
For the second part, note that by definition the set S ≡ {x ∈ X : T (x) is
F -aperiodic} is T -invariant, hence µ(S) ∈ {0, 1} by ergodicity. If xp ∈ supp(µ),
then µ(Nxp(F )) > 0 and the proposition follows since S is disjoint to Nxp(F ). 
2.2. Bounded orbits and classification of aperiodic orbits. In this sec-
tion, we relate the question of the existence of F -aperiodic (respectivelyG-aperiodic)
orbits again to the distribution of periodic points for the general setup. In partic-
ular, this motivates a classification of F -aperiodic orbits in terms of a collection
of quantities which measure how ‘bounded’ the orbits are with respect to every
periodic orbit.
More precisely, assume in the following that T admits periodic points and
that F : (0,∞) → N is non-increasing and unbounded. Given a periodic point
xp ∈ PT , recall the definitions of the critical neighborhood N (xp, F ) in (2.2) and
the approximation constant cxp(x) in (1.6). Then define the set of bounded points
with respect to the periodic point xp by
Boundedxp ≡ {x ∈ X : ∃ε > 0 such that T (x) ∩ Nxp(ε) = ∅}
= {x ∈ X : cxp(x) > 0}.
Moreover, we define the F -bounded points with respect to xp by
Boundedxp(F ) ≡ {x ∈ X : T (x) ∩ Nxp(F ) = ∅}(2.3)
⊂ {x ∈ X : cxp(x) ≥ F←(p)/2} ⊂ Boundedxp .
Remark 2.5. Note that the ‘Hurwitz-constant’ with respect to xp, given by
Hxp ≡ sup
x∈X
cxp(x) ≤ diam(X),
is finite. The existence of F -aperiodic orbits gives lower bounds for the collection
{Hxp : xp ∈ PT }, and conversely, this collection determines pointwise upper bounds
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for functions F such that F -aperiodic orbits can exist; indeed, we must have for
such F that
F (2Hxp) ≤ p.
Compare this with Example 3.1 below, that is to the classical theory of Diophantine
approximation.
We now consider the condition that recurrence is caused by periodic orbits in
the following sense:
Definition 2.6. We say that the system (X, d, T ) satisfies the δ-closing prop-
erty with respect to the non-decreasing function δ : (0,∞) → (0,∞), if, whenever
d(x, T sx) < ε for some ε > 0 with δ(ε) ≤ diam(X), some point x ∈ X and s ∈ N,
there exists a periodic point xs ∈ PT of period s such that
x ∈ N (xs, δ(ε)); equivalently, d(x, xs) < δ(ε) and d(T sx, xs) < δ(ε).
Remark 2.7. Note that if δ(ε) > diam(X) then the above condition is empty
and the closing property holds automatically. Hence, also in view of Theorem 2.8
below, we are interested in functions δ which are as small as possible.
Assuming the δ-closing property, we can classify F -aperiodic orbits as follows.
Theorem 2.8. Let T (x) be F -aperiodic. Then, necessarily
(2.4) x ∈
⋂
xp∈PT
Boundedxp(F ).
Conversely, suppose that (X, d, T ) satisfies the δ-closing property and for x ∈ X we
have
cxp(x) > F
→(p)
for all xp ∈ PT . Then T (x) is F˜ -aperiodic for the function F˜ (ε) = F (δ(ε)).
Proof. The first part follows immediately from Proposition 2.4. For the sec-
ond part, assume that d(T ix, T i+sx) < ε. By the δ-closing property, if δ = δ(ε) ≤
diam(X), there exists a periodic point xs of period s such that we have T
ix ∈
N (xs, δ). But since cxp(x) > F→(s), hence T ix 6∈ N (xs, F→(s)), we must have
δ > F→(s). This shows
F (δ(ε)) ≤ F (F→(s)) ≤ s.
If δ(ε) > diam(X), then F (δ(ε)) ≤ 1 ≤ s anyway, finishing the proof. 
Remark 2.9. We remark that the closing property will be satisfied in all ex-
amples considered in Section 3. Moreover, in the theory of ‘bounded orbits’ one
often considers the concept of Schmidt’s game (see [12] and references thereof) in
order to capture properties of a set Bounded of bounded points. In our examples
in Section 3, every set Boundedxp , xp ∈ PT , will be a Schmidt winning set, and
as such, this implies the intersection ∩xpBoundedxp to be dense and nonempty.
However, (2.4) is a stronger condition since, due to the restriction of F , we do not
consider the full set Boundedxp .
Concerning G-aperiodic orbits, assume in the following that for every ε > 0 we
have a non-decreasing and unbounded function Gε = G(ε, ·) : N0 → N. For the
function Gε define the following quantile functions G
←
ε , G
→
ε : N→ N0 by
G←ε (s) ≡ min{l ∈ N0 : Gε(l) ≥ s}, G→ε (s) ≡ max{l ∈ N0 : Gε(l) ≤ s}.
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We first define the penetration length in neighborhoods of periodic orbits. With
respect a given point x0 ∈ X and ε > 0, the penetration length of a point y ∈ X is
given by px0,ε(y) ≡ 0 if y 6∈ B(x0, ε) and otherwise by
px0,ε(y) ≡ sup{l ∈ N0 : y ∈ Bdl(x0, ε)}+ 1(2.5)
= sup{l ∈ N0 : d(T iy, T ix0) < ε for 0 ≤ i ≤ l}+ 1 ∈ N∗.
Analogously to (2.3), given ε > 0, we define the G-bounded points with respect
to a given periodic point xp ∈ PT by
Boundedxp(Gε) ≡ {x ∈ X : T (x) ∩Bdp+G←
2ε
(p)
(xp, ε) = ∅}(2.6)
= {x ∈ X : pxp,ε(T nx) ≤ p+G←2ε(p) + 1, ∀n ≥ 0}.
For the new situation, we need to adjust the version of the closing property.
Definition 2.10. We say that the system (X, d, T ) satisfies the strong δ-closing
property with respect to ε > 0 and a non-decreasing function δ = δε : N0 → R+,
if, whenever dl(x, T
sx) < ε for some point x ∈ X , shift s ∈ N and length l ∈ N0,
there exists a periodic point xs ∈ PT of period s such that
pxs,ε(x) ≥ s+ δε(l) + 1; equivalently x ∈ Bds+δε(l)(xs, ε).
Under the assumption of the strong δ-closing property, we give the following
interpretation.
Theorem 2.11. Let T (x) be a G-aperiodic orbit. Given ε > 0, for every
periodic point xs of period s ∈ N, we have that, the penetration lengths of T n(x)
are bounded by
pxs,ε(T
nx) ≤ s+G←2ε(s) + 1,
for all n ∈ N0. In particular, for every ε > 0, necessarily
(2.7) x ∈
⋂
xs∈PT
Boundedxs(Gε).
Conversely, suppose that (X,T, d) satisfies the strong δ-closing property for the
function δ = δε and that there is a point x satisfying
pxs,ε(T
nx) ≤ s+G→ε (s) + 1,
for every ε > 0. Then T (x) is G′-aperiodic for the function G′(ε, l) = G(ε, δε(l)).
Proof. Let xs ∈ PT and assume that dl(T nx, xs) < ε for the time n ∈ N0 and
and for a length l ≥ s+ 1. Hence,
dl−s(T
nx, T n+sx) ≤ dl−s(T nx, xs) + dl−s(xs, T n+sx)
= dl−s(T
nx, xs) + dl−s(T
sxs, T
n+sx) < 2ε
Thus, since T (x) is G-aperiodic, we have s ≥ G(l− s, 2ε) = G2ε(l− s). This shows
l ≤ s+G←2ε(s) and hence pxs,ε(T nx) ≤ s+G←2ε(s) + 1.
Conversely, assume that dl(T
nx, T n+sx) < ε for some time n ∈ N0, shift s ∈ N
and length l ∈ N0. By the strong δ-closing property, there exists a periodic point
xs of period s such that
pxs,ε(T
nx) ≥ s+ δε(l) + 1.
Hence, using assumption (2.7), we have
s+ δε(l) + 1 ≤ s+G→2ε(s) + 1.
This shows s ≥ G(ε, δε(l)), finishing the proof. 
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2.3. Dimensions and the aperiodic complexity. Recall that every orbit
T (x) is F -aperiodic for the function F = F 0x , respectively G-aperiodic for the
function G(l, ε) = F lx(ε). Recall also the definitions of the aperiodic complexities
F and G in (1.4) via the exponential growth rates Fx and Gx, respectively, given
in (1.3).
Given a nonempty subset Y ⊂ X , we equip Y with the induced metric. The
following properties of the aperiodic complexity F are easily verified.
1. Monotonicity. If U ⊂ V ⊂ X are T -invariant, then F(U, T |U) ≤ F(V, T |V ).
2. Countable Stability. If Yn ⊂ X , n ∈ N, are T -invariant, then
F(∪nYn, T |∪Yn) = sup{F(Yn, T |Yn) : n ∈ N}.
3. Bilipschitz Invariance. If f : X → f(X) = Y is a bi-Lipschitz map, then
F(X,T ) = F(Y, f ◦ T ◦ f−1).
4. Product. max{F(X1, T1),F(X2, T2)} ≤ F(X1 × X2, T1 × T2), with the
product metric on X1 ×X2.
The same properties hold for the complexity G.
We now show that F -aperiodic orbits affect the geometry of X in the large,
meaning that the existence of an F -aperiodic, respectively a G-aperiodic orbit for
suitable functions F and G, requires that certain complexities of X , respectively
of (X,T ), must be positive. For a good reference concerning the complexities of a
space and of dynamical systems, we refer to [11].
2.3.1. Box dimension. For ε > 0 let N(X, ε) denote the number of a maximal
ε-separated set in X . Then the upper box dimension ([4]) is given by
dimB(X) = lim sup
ε→0
log(N(X, ε))
− log(ε) .
Proposition 2.12 ([13], Lemma 2.2). For every x ∈ X we have
Fx ≤ dimB(X).
In particular, F ≤ dimB(X).
Proof. Let ε > 0 and F = F 0x . We claim that the set
(2.8) {T nx : n = 0, . . . , ⌊F (ε)⌋} ⊂ T (x)
gives an ε-separated set; hence N(X, ε) ≥ F (ε). In fact, for every 0 ≤ s1 < s2 ≤
F (ε) we have d(T s1x, T s2x) ≥ ε since s2 − s1 < F (ε). Taking the exponential
growth rates finishes the proof. 
2.3.2. Remarks on the Hausdorff-dimension. Let µ be a finite Borel measure
on X satisfying µ(B(x, r)) ≤ a ·rδ for all sufficiently small 0 < r ≤ r0 and constants
a, δ > 0. It is well known that the exponent δ is a lower bound for the Hausdorff-
dimension dimH(X) of X (see [4], Proposition 4.9). Under the requirement that µ
is δ-Ahlfors regular (or Ahlfors-David regular), that is arδ ≤ µ(B(x, r)) ≤ brδ for
all x ∈ supp(X) and 0 < r < r0, we next show that
F ≤ δ ≤ dimH(X).
10 VIKTOR SCHROEDER AND STEFFEN WEIL
Proposition 2.13. Let µ be a finite Borel-measure which is δ-Ahlfors regular
with supp(µ) = X . Then, for every x ∈ X , we have
Fx ≤ δ.
In particular, F ≤ δ.
Proof. We know from (2.8) that the points {T nx} are ε-separated for n ≤
F (ε), where F = F 0x . Thus, for ε ≤ r0, we have
µ(X) ≥
⌊F (ε)⌋∑
n=0
µ(B(T nx, ε/2)
≥ ⌊F (ε)⌋ ·min{µ(B(T nx, ε/2) : 0 ≤ n ≤ F (ε)} ≥ a⌊F (ε)⌋(ε/2)δ.
Applying the logarithm, dividing by − log(ε) and taking the exponential growth
rates finishes the proof. 
Remark 2.14. Based on the work of Boshernitzan [2], Barreira, Saussol [1]
related the lower recurrence rate of a point, defined by
R(x) ≡ lim inf
ε→0
log(s(x, ε))
− log(ε) ,
to the Hausdorff-dimension of X . In fact, they showed that if T is a Borel mea-
surable transformation on the separable metric space X , µ is a T -invariant Borel
probability measure on X , then R(x) ≤ dµ(x) for µ-almost every point x ∈ X .
Here, dµ denotes the lower-pointwise dimension of the measure µ, where dµ(x) = δ
for all x if µ is δ-Ahlfors regular. This gives an upper bound on the recurrence for
almost every point in X , whereas, for an F -aperiodic point x, we (in general) have
R(x) ≥ Fx.
2.3.3. Topological Entropy. Let T be a continuous map on a compact metrisable
space X . Let d be any metric on X inducing the same topology on X . For ε > 0
and l ∈ N, let NT (l, ε) be the number of a maximal ε-separated net with respect to
the Bowen metric dl. Then the topological entropy h(T ) of T is defined by
h(T ) = lim
ε→0
lim sup
l→∞
1
l
log(NT (l, ε)).
The following Proposition, together with Proposition 2.12 , proves Theorem 1.2.
Proposition 2.15. For every x ∈ X we have
Gx ≤ h(T ).
In particular, G ≤ h(T ).
Proof. For ε > 0 and l ∈ N let G(l, ε) = F lx(ε). We claim that
(2.9) {T nx : n = 0, . . . , ⌊G(l, ε)⌋} ⊂ T (x)
gives a ε-separated set in the metric dl; hence NT (l, ε) ≥ G(l, ε). In fact, for every
0 ≤ s1 < s2 ≤ G(l, ε), we have dl(T s1x, T s2x) ≥ ε since s2 − s1 < G(l, ε). Taking
the exponential growth rates finishes the proof. 
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2.3.4. Volume Entropy. LetM = (M,dM ) be a compact Riemannian manifold,
let pi : SM → M the footpoint projection, where SM denotes the unit tangent
bundle. Denote by φ : SM × R → SM the geodesic flow on SM . Given a fixed
point o ∈ M˜ , the universal cover ofM , let V (o, r) = vol(B(o, r)) denote the volume
of the metric ball B(o, r). Note that that the limit, called volume entropy,
(2.10) λ ≡ lim
r→∞
1
r
log(V (o, r))
exists and is independent of o. Recall that from [8] we have λ ≤ h(φ), with equality
in the case that M has non-positive sectional curvature.
Now let iM > 0 denote the injectivity radius of M . For l ≥ 1, we define a new
metric on SM (see Manning [8]) by
(2.11) dl(v, w) ≡ max
0≤t≤l
dM (pi ◦ φtv, pi ◦ φtw)
which can be seen as the Bowen metric of length l with respect to d1. We need
to adjust the definition of G-aperiodic orbits to continuous time flows and to our
setting.
Definition 2.16. Fix 0 < ε0 < iM/2, l0 ≥ 0 and let ϕ : R+ → R+ be an
increasing function. Given a vector v0 ∈ SM , the geodesic γ(t) ≡ pi ◦ φt(v0) is
called a ϕ-aperiodic ray in M (with respect to the parameters ε0 and l0) if the
following condition is satisfied: for all times t ≥ 0, all shifts s > ε0 and lengths
l ≥ l0, we have
(2.12) dl(φ
tv0, φ
t+sv0) ≤ ε0 =⇒ s ≥ ϕ(l).
Note that, up to considering the time one-map φ1, the geodesic γ is ϕ-aperiodic
if and only if the orbit φt(v0) is G-aperiodic (for the metric dl above):
Lemma 2.17. A ray γv is ϕ-aperiodic if and only if the orbit φ
t(v) is G-
aperiodic; simply set G(l, ε) = ϕ(l) for ε ≤ ε0 in both cases.
The proof of the Lemma is immediate and we are interested in the following The-
orem.
Theorem 2.18. LetM be of nonpositive curvature. Given a vector v0 satisfying
(2.12) for the function ϕ, we have
lim sup
l→∞
1
l
log(ϕ(l)) ≤ λ.
We refer to [3] for further background and details of the following. In this
setting, by nonpositive curvature, we have that the universal cover M˜ of M is
diffeomorphic to Rn and the (free) fundamental group Γ ≡ pi1(M) of M can be
identified with a cocompact discrete subgroup of the isometry group of M˜ acting
freely and properly discontinuously on M˜ . Note that the induced distance function
d = dM˜ on M˜ is convex. The lifted flow, the footpoint projection and the lifted
metrics dl on SM˜ are denoted by the same symbols.
For later use we remark that v0 ∈ SM satisfies (2.12) if and only if the following
is true for any lift v˜0 ∈ SM˜ of v0: Let γ(t) = pi ◦ φt(v˜0) be the geodesic ray in M˜
determined by v˜0. Then for all times t0 ∈ R+, for all ψ ∈ Γ, for all lengths l ≥ l0
and all shifts s > ε0, we have
(2.13) max
0≤t≤l
d(γ(t0 + s+ t), ψ(γ(t0 + t)) ≤ ε0 =⇒ s ≥ ϕ(l).
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In fact, the left hand side of (2.13) reads dl(φ
t0+sv˜0, φ
t0 v˜0) < ε0 which is the case
if and only if dl(φ
t0+sv0, φ
t0v0) ≤ ε0 since ε0 < iM/2.
Proof of Theorem 2.18 (which can be found in [16]). LetK be a com-
pact fundamental domain of Γ in M˜ of diameter R. We may assume that the lift
v˜0 of v0 is based at a point p0 in K and let γ(t) ≡ pi ◦φt(v˜0) be a geodesic ray in M˜
satisfying (2.13). Let l be sufficiently large with respect to R, say l ≥ max{5R, l0}.
Finally, consider the annulus A = Bl+3R(p0)−Bl−3R(p0) around p0 and let SK and
SA be maximal ε0/4-separated sets of K and A respectively. In particular,
K ⊂
⋃
x∈SK
Bε0/2(x), A ⊂
⋃
x∈SA
Bε0/2(x).
Consider the vectors γ˙(ti) = φ
ti(v˜0) at the times ti ≡ 2Ri, i ∈ N0, along the
geodesic γ. For every i ∈ N0 we can find an isometry ψi ∈ Γ such that the vector
vi ≡ dψi(φti(v˜0)) ∈ SK and since
|ti − tj | ≥ 2R = 2 diam(K)
for i 6= j we have that ψi 6= ψj . Note that the endpoints of the geodesic of length l
determined by vi belong to K and A respectively,
ei− ≡ pi(vi) = ψi(γ(ti)) ∈ K, ei+ ≡ pi(φl(vi)) = ψi(γ(ti + l)) ∈ A.
In particular, there exists a pair (x, y) ∈ SK × SA such that ei− ∈ Bε0/2(x) and
ei+ ∈ Bε0/2(y). We claim that, setting
N = max{i ∈ N0 : 2Ri < ϕ(l)},
for every pair (x, y) ∈ SK ×SA there exists at most one pair (ei−, ei+) ∈ Bε0/2(x)×
Bε0/2(y) when i ≤ N . Assuming the claim, this gives the estimate
(2.14) |SK ||SA| = |SK × SA| ≥ N ≥ (N + 1)/2 ≥ ϕ(l)/4R.
For the claim, assume that for i < j ≤ N we have ei−, ej− ∈ Bε0/2(x) and
ei+, e
j
+ ∈ Bε0/2(y). Hence, d(ei−, ej−) < ε0 and d(ei+, ej+) < ε0. Convexity of the
distance function d implies
dl(vi, vj) = max
0≤t≤l
d(pi(φt(vi)), pi(φ
t(vj))) ≤ max{d(ei−, ej−), d(ei+, ej+)} ≤ ε0.
But setting ψ ≡ ψ−1j ◦ψi, where ψ 6= id by the above, we get for the shift s = tj−ti,
max
0≤t≤l
d(γ(ti+s+t), ψ(γ(ti+t)) = max
0≤t≤l
d(ψj(γ(tj+t)), ψi(γ(ti+t)) = dl(vi, vj) ≤ ε0.
Therefore, (2.13) implies
2RN ≥ 2R(j − i) = tj − ti ≥ ϕ(l);
a contradiction to the definition of N , showing the claim.
On the other hand, let a ≡ minx∈K vol(B(x, ε0/8) = minx∈M˜ vol(B(x, ε0/8) >
0. Since SA is ε0/4-separated, for the ε0-neighborhood Nε0 (A) of A,
vol(Nε0(A)) ≥
∑
x∈SA
vol(B(x, ε0/8)) ≥ |SA|a,
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and similarly vol(Nε0(K)) ≥ |SK |a. Finally, using (2.14), this shows that
vol(B(p0, l + 3R+ ε0)) ≥ vol(Nε0(A))) ≥
aϕ(l)
4R|SK |(2.15)
≥ a
2
4R vol(Nε0(K))
ϕ(l) ≡ c¯ · ϕ(l)
for a universal constant c¯ = c¯(M, ε0) > 0. Since λ is independent of the point p0,
taking the exponential growth rates as l→∞ finishes the proof. 
Formula (2.15) also gives rise to several further corollaries. In fact, it shows
that every function ϕ, such that ϕ-aperiodic rays exist, is bounded by
ϕ(l) ≤ 1c¯vol(B(p0, l + 3R+ ε0)).
Morever, define the orbital counting function NΓ(x) of Γ, x ∈ M˜ and l ∈ R+,
by
NΓ(x, l) ≡ |{ψ ∈ Γ : d(x, ψ(x)) ≤ l}|.
The quantity
δ = δx ≡ lim sup
l→∞
1
l
log(NΓ(x, l))
is independent of the point x and, in the case of constant negative curvature, in fact
it equals the critical exponent δ(Γ) of the Poincare series of Γ; see [9] for further
information.
Corollary 2.19. Assume there is a ϕ-aperiodic geodesic ray. Then
lim sup
l→∞
1
l
log(ϕ(l)) ≤ δ(Γ).
Proof. By (2.15), it suffices to show that δ(Γ) ≥ λ (in fact, we even have
λ = δ(Γ)). Since K is a fundamental domain, the ball B(p0, l) is covered by the
sets ψ(K) with d(p0, ψ(p0)) ≤ l. Moreover, k ≡ vol(M) = vol(K) > 0, showing
that
NΓ(p0, l) ≥ vol(B(p0, l)
k
.
Taking the exponential growth rates finishes the proof. 
3. Examples
In this section, we consider the geodesic flow on the torus, the Bernoulli shift
and, as the central example, the geodesic flow on compact hyperbolic manifolds. We
discuss our results and set them in context to appropriate models of Diophantine
approximation.
3.1. Geodesic flow and rotation on the torus. Let T n = Rn/Zn denote
the flat torus where d denotes the induced metric on T n×Rn of the product metric
on Rn×Rn. For x ∈ Rn, let x¯ = x mod Zn ∈ T n. Consider the map on the tangent
bundle TT n = T n × Rn
(3.1) φ : T n × Rn → T n × Rn, (x¯, α) 7→ (x + α, α),
which can be viewed as the time-one map of the geodesic flow on the flat torus.
Fixing the ‘direction’ α, this system actually corresponds to the rotation Rα on the
torus T n, however, in order to discuss our conditions we chose to represent it in
this form.
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Since the topological entropy of the system equals zero, there exists no G-
aperiodic orbit for an exponentially increasing G by Proposition 2.15. However, the
situation is very different for F -aperiodic orbits and linked to classical Diophantine
approximation.
Given a vector α ∈ Rn, let φα : Rn → Rn, φα(x) = x + α be the lift of Rα,
that is to say of φ with direction restricted to α. Note that the distance of the two
vectors (x, α) and (y, α) equals the distance between their base points. Then φα
acts on every orbit T (x) as an isometry; that is, ‖φnα(x)−φn+sα (x)‖ = ‖x−φsα(x)‖.
Moreover an orbit φN0(x, α) is F -aperiodic if and only if the orbit φN0(0, α) is. It
thus suffices to look at the recurrence of the point 0 ∈ Rn. In fact, for ε > 0
sufficiently small and s ∈ N, we have
d¯((0¯, α), φs(0¯, α)) < ε ⇐⇒ ∃p ∈ Zn : ε > ‖p− φsα(0)‖ = ‖sα− p‖(3.2)
Recall that α is a badly approximable vector if there exists a constant c = c(α) > 0
with
‖sα− p‖ ≥ c
s1/n
for all s ∈ N, p ∈ Zn. Thus, if α is badly approximable, we see that s > cnε−n ≡
Fα(ε). Hence (0¯, α) gives a Fα-aperiodic orbit.
If conversely (0¯, α) is F -aperiodic for a function F (ε) = cε−n, then (3.2) shows
for every s ∈ N, p ∈ Zn,
s ≥ F (‖sα− p‖) = c‖sα− p‖−n
or in other words, ‖sα− p‖ ≥ c1/n
s1/n
and α is badly approximable with c(α) ≥ c1/n.
This classifies Fα-aperiodic orbits in terms of the approximation constant of a badly
approximable α ∈ Rn.
The exponential growth rate of Fα (defined above) equals n which is the box-
dimension of the tangent space T0¯T
n = Rn at 0¯ ∈ T n which may be viewed as
the space of directions. This exponential growth rate is in fact the largest possible
by Proposition 2.12, which can also be seen by the following stronger result: if H
denotes the Hurwitz-constant,
H ≡ sup{c(α) : α ∈ Rn is badly approximable},
of the spectrum of badly approximable vectors then, by the arguments above, no
F -aperiodic orbit can exist for F (ε) = cnε−n with c > H.
Note also that periodic points (0¯, β) of period q correspond to rational vectors
p/q ∈ Qn, p ∈ Zn, q ∈ N, and an F -aperiodic orbit must avoid each of them: More
precisely, restrict again to the space of directions {(0¯, α) : α ∈ Rn}, identified with
Rn. The critical neighborhood of a periodic point p/q ∈ Qn and for the function
F (ε) = cε−n with F−1(q) = (c/q)1/n is readily determined (similar to (3.2)) as
N p
q
(F ) = {α ∈ Rn : ‖α− p/q‖ < c
1/n
q1+1/n
}.
Moreover, we have the following Closing Lemma, establishing the δ-closing property
with δ(ε) = 2ε; see (2.6).
Lemma 3.1. Assume that d(φs((x¯, α)), (x¯, α)) < ε for a sufficiently small ε > 0.
Then there exists a vector p ∈ Zn such that φs(x¯, p/s) = (x¯, p/s) with d((x¯, α), (x¯, p/s)) <
1
sε and d(φ
s(x¯, α), (x¯, p/s)) < (1 + 1s )ε.
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Proof. Let x ∈ Rn be a lift of x¯. The assumption reads that there exists a
vector p ∈ Zn with ‖x+ sα− (x+ p)‖ < ε. Clearly, (x¯, p/s) is periodic of period s.
Moreover,
‖(x, p/s)− (x, α)‖Rn×Rn = ‖p/s− α‖ = 1/s‖p− sα‖ < ε/s
as well as
‖(x+ p, p/s)− (x+ sα, α)‖Rn×Rn = ‖(p− sα, p/s− α)‖Rn×Rn < (1 + 1
s
)ε,
finishing the proof. 
3.2. Bernoulli shift. For n ≥ 1, let Σ = {1, . . . , n}N be the set of one-sided
sequences in symbols from {1, . . . , n}. Let T denote the shift and d be the metric
on Σ given by d(w,w) ≡ 0 and
d(w, w¯) ≡ e−min{i≥1:w(i) 6=w¯(i)} for w 6= w¯.
In our earlier work we showed the following existence theorem (stated for two
sides sequences but also shown for one sided sequences).
Theorem 3.2 ([13], Theorem 3.3). Let ϕ : N→ N be a non-increasing function
such that
lim sup
l→∞
1
l
log(ϕ(l)) < log(n).
Then there exists a length l0 ∈ N and a sequence w ∈ Σ satisfying for every l0 ≤
l ∈ N
(3.3) d(T nw, T n+sw) ≤ e−(l+1) =⇒ s ≥ ϕ(l).
A sequence w ∈ Σ, satisfying (3.3) for a non-increasing function ϕ : N → N and
l0 ∈ N, is called ϕ-aperiodic.
We remark that due to the definition of d, we have that
d(w,w′) ≤ e−(l+k+1) ⇐⇒ dl(w,w′) ≤ e−(k+1).
Hence, the condition (3.3) can readily be translated into the following.
Lemma 3.3. Let w be ϕ-aperiodic. Then w is F -aperiodic for the function
F (e−(l+1)) = ϕ(l) and G-aperiodic for the function G(e−(k+1), l) = ϕ(l + k).
Conversely, every F -aperiodic, respectively G-aperiodic sequence is ϕ-aperiodic
for a suitable function ϕ.
Note that there is a natural measure µ on Σ which is log(n)-Ahlfors regu-
lar. Using the above Lemma and Theorem 3.2 (for the lower bounds) as well as
Propositions 2.12 and 2.15 (for the upper bounds), we obtain the following.
Corollary 3.4. F = dimH(Σ) = dimB(Σ) = log(n) and G = h(T ) = log(n).
To classify ϕ-aperiodic sequences in terms of periodic sequences, which lie
densely in Σ, note that (Σ, d, T ) satisfies the strong δ-closing property, see (2.10),
for the function δ1(l) = l:
Lemma 3.5. Whenever d(w, T sw) ≤ e−(l+1), then there exists a periodic word
ws of period s such that d(w,ws) ≤ e−(l+s+1); hence pws,1(w) ≥ s+ l+ 1.
Proof. In fact, let ws ∈ Σ be the periodic word of period s such that ws(i) =
w(i) for i = 1, . . . , s. Since d(w, T sw) ≤ e−(l+1), we also have ws(i) = w(i) for
i = s+ 1, . . . , s+ l. The proof follows. 
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Let ϕ : (0,∞)→ (0,∞) be an increasing bijective function in the following. We
may reformulate the critical neighborhood of a periodic point given in (2.2) as well
as condition (2.4) and the strong δ-closing property to the setting of ϕ-aperiodic
sequences.
Proposition 3.6 ([13], Proposition 3.4). If w ∈ Σ is ϕ-aperiodic (with say
l0 = 0), then for every periodic sequence ws ∈ Σ of period s and for all times
n ∈ N0 we have
(3.4) d(T nw,ws) ≥ e−(s+ϕ−1(s)+1).
Conversely, if w satisfies (3.4), then w is ϕ-aperiodic.
Proof. If w is ϕ-aperiodic, assume there existsm ∈ N such that d(T nw,ws) =
e−(l+1) where we assume l > s (otherwise the first statement follows). Hence,
w(n+ 1) . . . w(n+ l) = ws(1) . . . ws(l)
and, since ws is of period s < l, we see that
w(n+ 1) . . . w(n+ 1 + (l − s)) = w(n+ 1 + s) . . . w(n+ 1 + l).
Thus, d(T nw, T n+sw) ≤ e−(l−s+1) which implies s ≥ ϕ(l − s) and l ≤ s+ ϕ−1(s).
Conversely, assume that d(T nw, T n+sw) ≤ e−(l+1) for some s ∈ N, l ∈ N.
Moreover, let ws be the periodic sequence of period s such that
(3.5) ws(1) . . . ws(s) = w(n+ 1) . . . w(n + s).
From d(T nw, T n+sw) ≤ e−(l+1) we obtain
w(n+ 1 + s) . . . w(n+ 1 + s+ l) = w(n+ 1) . . . w(n + 1 + l)
= ws(1) . . . ws(l) = ws(s+ 1) . . . ws(s+ 1 + l),
where we used (3.5) if l ≤ s, and, if l > s, say l = ks+ r, (k, r ∈ N, r < s), that
w(n+ 1 + is) . . . w(n+ 1 + (i + 1)s) = w(n + 1 + (i− 1)s) . . . w(n+ 1 + is) = . . .
= w(n + 1) . . . w(n+ 1 + s) = ws(n+ 1) . . . ws(n+ s)
= ws(n+ 1 + is) . . . ws(n+ 1 + (i+ 1)s)
for 1 ≤ i < k and analogously for i = k. This yields
e−(s+l+1) ≥ d(T nw,ws) ≥ e−(s+ϕ−1(s)+1),
using the assumption. Hence, s+ ϕ−1(s) ≥ s+ l which shows s ≥ ϕ(l). 
As in (2.4), fix a periodic sequence ws ∈ Σ of period s ∈ N and consider the set
Boundedws = {w ∈ Σ : ∃ c = c(w) <∞ such that T nw 6∈ B(ws, e−(s+c+1)) for all n ∈ N0}
= {w ∈ Σ : ∃ l = l(w) <∞ such that pws,1(T nw) ≤ s+ l + 1 for all n ∈ N0}.
From [15], Theorem 3.8, we know the following result.
Theorem 3.7. The intersection
⋂
Boundedws over all periodic ws ∈ PT (as
well as each particular set Boundedws) is a Schmidt-winning set.
Due to properties of Schmidt-winning sets, the intersection
⋂
Boundedws is
nonempty and of Hausdorff-dimension log(n). However, this is not sufficient to
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imply the existence of ϕ-aperiodic sequences. In fact, the above Proposition states
that a sequence w is ϕ-aperiodic, if and only if
w ∈
⋂
ws∈PT
Boundedws(ϕ),
where Boundedws(ϕ) is as in (2.6) with ϕ = G1. Moreover, from Theorem 3.8 in
[17], each set Boundedws(ϕ) is seen to have Hausdorff-dimension less than log(n)
and such sequences turn out to be extremely rare.
Remark 3.8. Recall that by Proposition 2.15 (or by a simple argument), every
function for which ϕ-aperiodic sequences exist is eventually bounded by ϕ(l) ≤
nl+1 = elog(n)(l+1). On the other hand, in view of Theorem 3.2 and Condition (3.4),
consider the function ϕδ(l) ≡ eδ log(n)l with δ < 1 for which ϕ−1δ (l) = 1δ log(n) log(l);
hence s+ ϕ−1δ (s) = s+
1
δ log(n) log(s).
3.3. Geodesic flow on hyperbolic manifolds. As our central example, we
discuss the geodesic flow on hyperbolic manifolds. Let M = Hn+1/Γ be a closed
hyperbolic manifold in the following and let φt denote the geodesic flow on the
unit tangent bundle SM of M ; here, Hn+1 denotes the (n + 1)-dimensional real-
hyperbolic space and Γ is a torsion-free cocompact lattice in the isometry group
of Hn+1. First we discuss the existence of G-aperiodic geodesics and their classi-
fication in terms of penetration lengths in neighborhoods of closed geodesics, see
Subsection 3.3.1. Then we relate the results to a suitable model of Diophantine
approximation in negatively curved spaces in Subsection 3.3.2. After that we prove
the main result of this section in Subsection 3.3.3 and, finally, prove a ‘metric ver-
sion’ of the closing lemma, see Proposition 3.16, in the context of CAT(-1)-spaces
in Subsection 3.3.4.
3.3.1. ϕ-aperiodic geodesics and main results. In the following we identify an
orbit φt(v) with the geodesic γv ≡ pi ◦ φt(v). With a slightly different notion using
the metrics dl defined in (2.11), the existence of ϕ-aperiodic geodesics follows from
[13].
Theorem 3.9 ([13], Theorem 4.3). Assume that iM > log(2) and let ε0 > 0
such that log(2) + ε0 < iM . Let ϕ : (1,∞)→ (ε0,∞) be a non-decreasing function
such that
lim sup
l→∞
1
l
log(ϕ(l)) < n.
Then there exists a length l0 ≥ 0 and a vector v ∈ SM which satisfies for all times
t0 ∈ R+, all lengths l ≥ l0 and shifts s > ε0, whenever
(3.6) dl(φ
t0v, φt0+sv) ≤ ε0 =⇒ s ≥ ϕ(l);
that is, the ray γv is a ϕ-aperiodic ray with respect to ε0 and l0 (see (2.12)).
As remarked in [13] the authors believe that the assumption iM > log(2) is not
necessary. Moreover, the result holds true in variable negative curvature.
Since a ray is ϕ-aperiodic if and only if it is G-aperiodic by Lemma 2.17, we may
focus on ϕ-aperiodic rays in the following. Thus, using Theorem 2.18, Theorem 3.9
and that h(φt) = λ by Manning [8], this shows the following.
Corollary 3.10. G = λ = h(φt) = n.
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Remark 3.11. More precisely, in the case of non-positive curvature we have
G ≤ λ = h(φt) by Theorem 2.18, with equality in the cases of constant negative
curvature by Theorem 3.9 and zero curvature (since λ = h(φt) = 0 in this case).
This shows Theorem 1.3.
Fix 0 < ε0 < iM/2 as above. For a closed geodesic α : R → M , let vα ≡ α˙(0)
be the periodic vector of period |α|, the length of α. Given a ray γ = γv in M
we adjust the definition of the penetration length pα(v, t0) of γ at time t0 in the
neighborhood of the closed geodesic α; that is, set pα(v, t0) = 0 if d(γ(t0), α) > ε0/2,
and otherwise
pα(v, t0) ≡ sup{L ≥ 0 : dL(φt0v, φtvα) ≤ ε0/2 for some time t ∈ [0, |α|]} ∈ [0,∞].
Remark 3.12. Note that by compactness and local convexity of α and d, we
actually have that, in other words, if pα(v, t0) = L ∈ (0,∞) then there is a time
t ∈ [0, |α|] such that
(3.7) d(γ(t0 + s), α(t+ s)) ≤ ε0/2 for all s ∈ [0, L].
Conversely, if we have (3.7), then pα(v, t0) ≥ L. Moreover, note that while the
ε0-neighborhood of α might cover M , we have pα(v, t0) = ∞ if and only if γv is
positively asymptotic to α.
We will next classify ϕ-aperiodic geodesics in terms of their penetration lengths
in the neighborhoods of closed geodesics. More precisely, fix a point o ∈M and for
a closed geodesic α in M define the set
Boundedα ≡ {v ∈ SMo : ∃L <∞ such that pα(v, t0) ≤ L for all t0 ≥ 0},
as well as, for L <∞, the subset
Boundedα(L) ≡ {v ∈ SMo : pα(v, t0) ≤ L for all t0 ≥ 0}.
The next result follows from [15], Section 3.6, where the penetration length is
defined slightly differently.
Theorem 3.13. The intersection
⋂
αBoundedα over all closed geodesics α in
M (as well as each particular set Boundedα) is a Schmidt-winning set.
In particular, the set
⋂
αBoundedα is of Hausdorff-dimension n = dim(SMo)
by properties of Schmidt winning sets. On the other hand, from Theorem 1.5 in
[17], each set Boundedα(L) follows to have Hausdorff-dimension less than n and
such vectors turn out to be extremely rare.
Letting δ0 = log(1 +
√
2) we may classify ϕ-aperiodic rays by the following
Theorem, the main result of this section.
Theorem 3.14. Let v ∈ SMo, ϕ : (1,∞)→ (ε0,∞) be an increasing invertible
function and fix ε0 > 0. Then, if γv is ϕ-aperiodic (say for the parameter l0 = 0),
then
(3.8) v ∈
⋂
α is a closed geodesic in M
Boundedα(|α|+ ϕ−1(|α|)).
Conversely, if v satisfies condition (3.8) and if iM ≥ 2δ0, then there exists a con-
stant c0 = c0(M, ε0) > 0 as well as a minimal length l0 > 2c0 + 2ε0 and a shift
s0 > ε0 such that γv satisfies (3.6) for all shifts s ≥ s0 and lengths l ≥ l0 for the
function
ϕ˜(l) = ϕ(l − 2c0 − 2ε0)− ε0.
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The second assertion states that γv is ϕ˜-aperiodic up to the restriction that s ≥ s0.
We remark that, due to a technical argument given in [13], this implies γv to be
ϕ¯-aperiodic for a suitable function ϕ¯ and a length l˜0 ≥ l0.
Remark 3.15. If the parameter l0 > 0 in the first assertion, then simply replace
ϕ−1(|α|) by max{l0, ϕ−1(|α|)} in (3.8). We also believe that, again, the requirement
iM ≥ 2δ0 is only a technical requirement and can be removed.
Recall that by (2.15), any function ϕ for which ϕ-aperiodic geodesics exist is
bounded by ϕ(l) ≤ c · enl, where c = c(M, ε0). On the other hand, in view of
Theorem 3.9 and Condition (3.8), consider the function ϕδ(l) ≡ eδnl with δ < 1 for
which ϕ−1δ (l) =
1
δn log(l).
Before proving the Theorem, we connect the above to the theory of Diophan-
tine approximation in negatively curved spaces.
3.3.2. Diophantine approximation in Hn+1. For a more general setting, Her-
sonsky, Parkkonen and Paulin, see [5, 6, 10], developed a model of Diophantine
approximation in the context of negatively curved spaces. In order to relate the
concept of ϕ-aperiodic geodesics to this model, and to keep things simple and short,
let us refer to [5, 6, 10] for details and only remark the following: in fact, for our
setting let us consider a ray γ in Hn+1, a lift of a ray γv in M , starting in a base
point o ∈ Hn+1, and the collection C ≡ {αk : k ∈ Z} of lifts of a fixed closed geo-
desic α inM . Each lift αk determines a distance hk ≡ d(o, αk), called a height, and
two points ∂∞αk = {αk(−∞), αk(∞)}, called resonant points, in the visual bound-
ary ∂∞H
n+1 = Sn of Hn+1, where the collection ∂∞C ≡ {∂∞αk} gives a dense set
in Sn. The collection (∂∞C, {hk}) of resonant points and heights gives rise to a
model of Diophantine approximation in Sn. We will make use only of a dynamical
correspondence in their model, that is, properties of the point ξ ≡ γ(∞) ∈ Sn in
terms of approximation by resonant points in ∂∞C can be expressed in terms of the
penetration lengths of γ in the ε-neighborhoods Nε(αk) (a convex connected set) of
the lifts αk ∈ C. In particular, if each penetration length pk ≡ |γ(R+) ∩Nε(αk)| of
γ in Nε(αk) is bounded by a constant L <∞, then ξ is called badly approximable.
Hence, in our setting above, define for v ∈ SMo,
pα(v) ≡ sup
t0≥0
pα(v, t0) ∈ [0,∞],
which determines the approximation constant cα(v) ≡ e−p(v) of v with respect to
the closed geodesic α. It follows from [6] that for almost all v ∈ SMo (spherical
measure) we have cα(v) = 0 (and pα(v) =∞). However, by the above, the setBadα
of vectors v with cα(v) > 0, which are called badly approximable, is of Hausdorff-
dimension n. Moreover, if Badα(c) is the set of vectors with cα(v) ≥ c > 0, then
Condition (3.8) reads
v ∈
⋂
α is a closed geodesic in M
Badα(e
−(|α|+ϕ−1(|α|))
and Theorem 3.14 may be stated in terms of this condition.
3.3.3. Proof of Theorem 3.14. The first assertion of the theorem is straightfor-
ward, uses the idea of the proof of Theorem 2.11, and we only need to be careful
with the adjusted definition of the penetration times. We therefore skip the details.
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For the second part, let us recall that M = Hn+1/Γ, where Γ is a cocompact
torsion-free discrete subgroup of the isometry group of the hyperbolic space Hn+1.
Note that every isometry ψ ∈ Γ is of hyperbolic type and can be written as ψ = ψk0 ,
k ∈ Z, with ψ0 primitive. Every ψ determines an axis Aψ = Aψ0 (the unique
geodesic line which is invariant under ψ) and hence a closed geodesic α = Aψ0/Γ0 ⊂
M , where Γ0 ≡ 〈ψ0〉 ⊂ Γ. Conversely, every lift of a closed geodesic in M is an
axis and determines a ψ0 ∈ Γ (or ψ−10 ) as above. For a hyperbolic isometry ψ ∈ Γ,
denote by |ψ| ≡ d(x, ψ(x)), for any x ∈ Aψ , the translation length of ψ along
its axis. Moreover, for ε > 0 anda geodesic line σ : R → Hn+1, note that the
ε-neighborhood Nε(σ) of σ is a connected convex set.
We first need to establish a ‘metric version’ of the closing lemma, which implies
the strong δ-closing property in our context. Up to the authors’ knowledge, this
version does neither exist explicitly nor follows easily from a result in the literature
so far. Note that Hn+1 is a proper geodesic CAT(-1) space and that the lemma
holds even in this setting.
Proposition 3.16 (Metric Closing Lemma). Given ε0 > 0, there exist a con-
stant c0 = c0(ε0) ≤ 2δ0 + ε0 − log(ε0/8), a minimal shift s0 = 4ε0 + 6δ0 and a
minimal length l0 = l0(ε0) ≥ 4δ0 + ε0 such that s0 + l0 ≥ 2c0 with the following
property:
For l ≥ l0 and s > s0, let γ : [0, s+ l]→ Hn+1 be a geodesic segment such that,
d(γ(s+ t), ψ(γ(t)) ≤ ε0 for all t ∈ [0, l],
where ψ ∈ Γ is of hyperbolic type with |ψ| ≥ 4δ0. Then, s− 2ε0 ≤ |ψ| ≤ s+ ε0 and
(3.9) γ([c0, s+ l− c0]) ⊂ Nε0/8(Aψ).
Assuming the Proposition for the moment, we are able prove the Theorem. We
want to verify (3.6) in our context. Therefore, let γ be a lift of γv and assume that
d(γ(t0 + s+ t), ψ(γ(t0 + t)) ≤ ε0 ∀t ∈ [0, l]
for a shift s > s0 and length l > l0+2c0+2ε0 (s0 and l0 as in the Proposition above)
and some ψ ∈ Γ. Note that ψ ∈ Γ is of hyperbolic type with |ψ| ≥ 2iM ≥ 4δ0.
Applying Proposition 3.16 we get that s− 2ε0 ≤ |ψ| ≤ s+ ε0 and
γ([t0 + c0, t0 + s+ l − c0]) ⊂ Nε0/8(Aψ).
It is readily shown that this implies
d(γ(t0 + c0 + t), Aψ(t¯0 + t)) ≤ ε0/2
for at least all t ∈ [0, L] with L ≥ s+ l− 2c0− ε0 (for a suitable parametrization of
Aψ and a time t¯0). Using Conditon (3.8) we get
s+ l − 2c0 − ε0 ≤ L ≤ |ψ|+ ϕ−1(|ψ|),
and since |ψ| ≤ s+ ε0, we obtain that
s ≥ |ψ| − ε0 ≥ ϕ(l − 2c0 − 2ε0)− ε0 = ϕ˜(l).
This finishes the proof of the Theorem, up to replacing l0 by l0 + 2c0 + 2ε0.
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3.3.4. Proof of the Metric Closing Lemma. In order to prove the proposition,
we need the following Lemmata. In the following, Z denotes a proper geodesic
CAT(-1) space and we let δ0 be the constant such that Z is a δ0-hyperbolic space;
recall that Hn+1 is log(1 +
√
2)-hyperbolic. For two points x and y ∈ Z, let [x, y]
(identified with its image) denote the unique geodesic segment from x to y.
Lemma 3.17 ([15], Lemma 3.19). Let D ≥ ε > 0. Let γ and α be two geodesics
in Z such that d(γ(−L), α) ≤ D and d(γ(L), α) ≤ D, where L ≥ 2(D − log(ε)).
Then there exists a constant c = c(D, ε) ≤ D− log(ε) such that γ([−L+ c, L− c])⊂
Nε(α).
Moreover, we need estimates for the displacement function dψ(x) ≡ d(x, ψ(x)).
Lemma 3.18. For ψ ∈ Γ hyperbolic with |ψ| ≥ 4δ0 and x ∈ Z, we have
max{2d(x,Aψ), |ψ|} − 4δ0 ≤ dψ(x) ≤ |ψ|+ 2d(x,Aψ).
Proof. Note that if pr : X → Aψ denotes the closest point projection on the
convex closed set Aψ, then pr(ψ(x)) = ψ(pr(x)). Hence, d(x,Aψ) = d(ψ(x), Aψ)
and d(pr(x), pr(ψ(x)) = |ψ|. Therefore, the upper bound follows easily.
Let m ∈ [pr(x), pr(ψ(x))] such that d(m, pr(x)) = |ψ|/2. Note that if m is
δ0-close to [x, pr(x)], then |ψ|/2 = d(pr(x),m) < δ0. Hence, assume there is a point
m¯ ∈ [x, pr(ψ(x))] which is δ0-close to m. If m¯ is in turn δ0-close to [x, ψx], say to
the point x¯, then let d1 = d(x, x¯) and d2 = d(x¯, ψ(x)). Considering the triangle
(x, pr(x),m) with ∠pr(x)(x,m) ≥ pi/2, we have
d1 ≥ d(x,m) − 2δ0
≥ max{d(x, pr(x)), d(pr(x),m)} − 2δ0 = max{d(x,Aψ), |ψ|/2} − 2δ0.
The same lower bound holds for d2 which shows the claim in this case.
If there exists no such point x¯, then m¯ is δ0-close to a point y¯ in [pr(ψ(x)), ψ(x)]
and, since ∠pr(ψ(x))(y¯,m) ≥ pi/4, we have |ψ|/2 = d(m, pr(ψ(x)) ≤ d(m, y¯) <
2δ0. 
Proof of Proposition 3.16. Set x = γ(0), y = γ(l) and z = γ(s + l). Let
n ∈ N be the minimal integer such that |ψn| = n|ψ| ≥ 4δ0. Note that since
|ψ| ≥ 2iM > 0 we have n ≤ ⌈2δ0/iM⌉. By Lemma 3.18,
n(s+ ε) ≥ n(d(γ(0), γ(s)) + d(γ(s), ψ(γ(0)))
≥ ndψ(x) ≥ dψn(x)
≥ max{2d(x,Aψ), n|ψ|} − 4δ0 ≥ 2d(x,Aψ)− 4δ0.
Hence, d(x,Aψ) ≤ Ds = D(s, ε, iM ) and analogously, d(y,Aψ) ≤ Ds. Moreover,
d(γ(s+ l), Aψ) ≤ d(γ(s+ l), ψ(γ(l)) + d(ψ(γ(l)), Aψ) ≤ Ds + ε.
Thus, using that |ψ| ≥ 4δ0, hence n = 1, we already have for d1 ≡ d(γ(0), Aψ) and
d2 ≡ d(γ(s+ l), Aψ) the bounds
(3.10) di ≤ Ds + ε ≤ 1
2
(s+ ε) + 2δ0 + ε = s/2 + 2δ0 + ε/2 ≡ s/2 + c1,
and we claim, when s > 2c1 + 2δ0 = s0, that di ≤ 2δ0 + ε.
In fact, note first that, up to reversing the orientation of γ and using ψ−1
instead of ψ (and consider the reversed situation), we may assume that d1 ≥ d2.
Let xs ≡ γ(s) and denote by pr : Z → Aψ again the closest point projection onto
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Aψ. Considering the geodesic triangle (x, pr(x), z), for every point y ∈ [x, pr(x)]
we have using (3.10) that
d(xs, y) ≥ d(xs, x)− d(x, y) ≥ s− d1 ≥ s− s/2− c1 > δ0,
and there must exists a point x¯s ∈ [pr(x), z] with d(xs, x¯s) ≤ δ0. Now consider the
geodesic triangle (pr(x), pr(z), z). If there exists a point on [pr(x), pr(z)] which is
δ0-close to x¯s, hence d(xs, Aψ) ≤ 2δ0, we have
d2 ≤ d1 = d(x,Aψ) = d(ψ(x), Aψ) ≤ d(ψ(x), xs) + d(xs, Aψ) ≤ ε+ 2δ0,
hence the claim. Thus, let m ∈ [z, pr(z)] be a point with d(x¯s,m) ≤ δ0. Clearly,
this requires
d(z,m) ≥ d(z, xs)− 2δ0 = l − 2δ0.
However, as above, we have
d1 ≤ d(ψ(x), xs) + d(xs, Aψ)
≤ d(xs,m) + d(m, pr(z)) + ε
≤ 2δ0 + ε+ (d2 − d(m, z)) ≤ 2δ0 + ε+ d1 − (l − 2δ0),
which is a contradiction whenever l ≥ 4δ0 + ε. This finishes the claim.
Hence, by Lemma 3.17, there exists a constant c0 ≤ 2δ0 + ε − log(ε/8) such
that (3.9) holds. Finally, since
s− ε ≤ dψ(γ(c0)) ≤ |ψ|+ 2d(γ(c0), Aψ) ≤ |ψ|+ ε,
and |ψ| ≤ dψ(x) ≤ s+ ε, we have s− 2ε ≤ |ψ| ≤ s+ ε. This finishes the proof. 
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