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Se discute una primera implementación de un curso de Programación Paralela 
comó asignatura optativa de quinto año de la Licenciatura en Informática de la UNL.P. 
Las dificultades más importantes al estructurar este curso en 1994 estaban 
centradas en la necesidad de definir un contenido teórico (prácticamente con muy pocas 
referencias por lo novedoso del tema en el ámbito universitario), y sobre todo: en estructurar 
una práctica coherente con los temas teóricos, dentro de la escasa disponibilidad de 
recursos. 
En este trabajo se resume la evolución de los contenidos teóricos y los diferentes 
modelos de arquitectura sobre los que han efectuado experiencias los alumnos 
(procesadores heterogéneos distribuidos, transputers, emuladores de·D.5P). Por otra parte, 
se plantean algunas de las herramientas de especificación de procesos utilizadas (Redes 
de Petri extendidas, CSP). 
Por últimoí se analiza el contexto de los conocimientos previos requeridos por el, 
alumno, se mencionan una serie de "problemas tipo" que enmarcan el desarrollo' 
conceptual del curso, y se explicita la transformación a realizar al disponerse desde 1997 
del Laboratorio de Cómputo Paralelo en el Departamento de Informática de la UNLP. 
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Introducción 
\:, Eh el/desarrollo de la lriformática actual resulta cíjra' ··'a irnpbrt~ncia del 
procesamiento paralelo. 
Tanto el procesamiento distribuido sobre arquitecturas heterogéneas 
soportadas por una red de comunicaciones [IEEE) [Nie190] como el multiprocesamiento 
sobre arquitecturas especfficamente orientadas al paralelismo [Hwan93] [Leig92] son 
realidades que nos ofrece y nos impone la tecnologfa informática actual. 
En este contexto resulta necesario incorporar la temática a la curricula 
normal de las carreras de Informática en la Universidad. De hecho, la realidad internacional 
indica que un porcentaje importante de los trabajos de Tesis Doctoral en Universidades "del 
primer mundo· giran alrededor del paralelismo. 
En general en nuestras carreras hay un disfmil enfoque de la enseftanza de 
Programaci6n Concurrente como base necesaria para analizar la distribuci6n ... del 
procesamiento. Por otra parte, no es homogéneo (ni en contenidos ni en intensidad) el 
tratamiento del terna de las arquitectura.s de procesamiento, con lo que esdiffcil establecer 
el punto, ,dentro de unac;;urrícula "standardR en que estos temas deben darse y los 
conocimientos previos "razonables" que tiene el alumno a esa altura . 
. Es muy común que hasta los '90 el tema de concurrencia fuera tratado como 
un "apéndice inicialR en .Ias asignaturas de Sistemas Operativos. No era habitual tratar 
~,pecfficamente la programaci6n concurrente, ni relacionarla con la arquitectura de 
hardware. En muchas ocasiones el paralelismo se asociaba necesariamente con una 
arquitectura "no-Von Neumann·, alejándOlo de las realidades tangibles para el alumno . 
. ;. Por otra·P4ill.rte. la evolución tecnol6gica marcada por las comunicaciones yla 
c.~pacidad de muJtiprocesamiento.de los procesadores·:·"standard.- lleva a dos ejes 
p~ncipales del desarrollo de la Informática actual: 
• El procesamiento distribuido local o remoto, con posibilidad de integrar 
informaci6n y recursos a través.de una red con decenas a miles de procesadores (CSA90] 
[Coff92]. 
• Lacápacidad' . potencial, prácticamente' de cualquier sistema de 
procesamiento de datos, de realizar tareas paralelas y la necesidad de desarrollar 
tecnologfa de software para explotar esta capacidad [Heer91] [Mors94]. 
Además, la posibilidad tecnol6gica de desarrollar procesadores orientados a 
la aplicaci6n (como por ejemplo los DSP) permite construir multiprocesadores dedicados de 
altfsima eficiencia, a los que hay que pOder utilizar y programar adecuadamente [Mot088] 
[Mot090] [Mot090b] . 
.. . ,De todo. lo .ante.rior surge la importancia de relacionar los temas de 
programaci6n concurrente y paralela con la evoluci6n tecnol6gica del hardware, y 
desarrollar conocimiento del software en las áreas de especificaci6n, programaci6n, 
verificaci6n y evaluaci6n de algoritmos paralelos, a fin de explotar eficientemente el recurso 
dé hardware [Andr91] [Bult88]. 
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'~F; ,-. Por otra ,parte, la potencialidad de las aplicaciones del cómputo paralelo 
(especialmente en el tratamiento de sen aJes en tiemporeaby eh comunicaciones) hadm 
muy necesaria la formación de recursos humanos capacitados en el tema [Levi90) 
[Huss91]. 
En este contexto se discutió a partir de 1994 la incorporación de un Taller de 
Programación Paralela dentro de la 'Licenciatura en Informática en la Universidad Nacional 
de La Plata [Oegi93]. 
En este tema, el contexto que ofrece la Licenciatura en Informática en la 
UNLPes relativamente diferente' al de otras Universidades argentinas con carreras en 
Informátiaa,:por 3 motivos: 
1- Desde 1990 existe una asignatura especifica de Programación 
Concurrente (de carácter obligatorio), y los alumnos en ese momento ya han tenido'2 
cursos semestrales de Sistemas Operativos y al menos 3 cursos semestrales de 
Arquitecturas de procesamiento. 
2- Hay un régimen muy flexible de optativas que permite adecuar la currlcula 
anualmente, sin entrar en los diflciles caminos administrativos. de los cambios de planp,d~ 
estudio, ni en soluciones artificiales como "mutar" los contenidos de asignaturas abstractas, ". 
(Computación 1, Computación 2 ..... Computación N). ' 
Esto nos permitió "crear" la asignatura optativa Programación Paralela (asl 
como Sistemas Operativos Distribuidos, Sistemas Cliente-Servidor, Software de Sistemas 
de Tiempo Real) sin mayores demoras, ni dificultades [lnf095). 
3- Existe una Unea de investigación de cierta importancia en' Programación 
Concurrente y Paralela, con acuerdos con el exterior y Doctorandos en el pals y en el 
exterior, que aseguran una base de trabajo de investigación y desarrollo" en el tema 
[LIDI95). 
Con estos datos previos, trataremos de analizar nuestra experiencia al poner 
en marcha el curso de Programaci6n Paralela y las dificultades encontradas al momento. 
Análisjs-de,·los'enfoques posibles de un curso de Programación Paralela 
El, primer problema que encontramos al tratar de definir. el 'enfoque y 
contenido del ,curso fue si lo centrábamos en la Arquitectura, los Si~~~mas Operativos o los 
Lenguajes. Naturalmente esta decisión se compone de varios factores: el perfil"dél alumno 
que se está formando, la disponibilidad de docentes en el Departamento, las tendencias en 
el ámbito profesional en el pals y en el exterior, y los recursos flsicos:¡disponibles para 
implementar trabajos prácticos razonables. 
:v: 
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Claramente nos· definimos por-orientar el curso hacia los problemas 
álgorltmicosy de programación de aplicaciones paralelas, por varias razones:. 
l. 
• El tema de arquitecturas de procesamiento paralelo (desde el punto de vista 
del diseno de las mismas) estaba suficientemente cubierto en la currfcula por otra optativa 
dependiente de un grupo de Investigación especifico de la Facultad de Ingenierfa. AIIf los 
álumnos pOdfan estudiar modelos de arquitecturas convencionales y' no convencionales· 
que explotan el paralelismo de hardware (normalmente con programación de bajo o muy 
bajo nivel). 
• Orientar el curso' hacia el soporte de administración de recursos distribuidos 
por un sistema operativo alejaba al alumno de desarrollar aplicaciones concretas 
competitivas [Umar93]. Normalmente pensar en desarrollar (total o parcialmente) un 
sistema operativo distribuido no es ·razonable para alumnos de un curso cuatrimestral 
6ptatlvo. 
Por otra parte, en la tarea profesional normalmente el sistema operativo es 
una "precondición" existente. 
• El enfoque hacia los lenguajes era muy atractivo para los alumnos, aunque 
tenia varios desaffos complicados:' abarcar los aspectos de especifrcación de algoritmos 
doncurrentes y paralelos, requerir de un soporte real para efectuar prácticas, y la necesidad 
de incursionar en el tema de eficiencia algorftmica y métricas del paralelismo. 
~~: 
Naturalmente un alumno de Informática se siente interesado por la eficiencia 
algorftmica y algunas aplicaciones (especialmente las de tratamiento de senales como voz 
e' imagen en paralelo) parecfan ideales para realizar trabajos prácticos. 
De este conjunto de razonamientos surgió un primer plan de temas y el 
equipamiento básico con el que se enfrentaron las prácticas del primer curso (1994). La 
evolución de los temas y algunos resultados son motivo de los puntos Siguientes de este 
trabajo. 
Tratamiento del tema de especificación y Verificación de algoritmos 
Uno de los 'temas de importancia fue el 'i'élaciomKlocon lá' 'mai"lerade 
especificar y verificar los algoritmos. Este era un punto en el cual debfa ponerse especial 
~tención, principalmente por la dificultad que generalmente representa el mismo para los 
ilumnos y por la necesidad de enfatizar sobre uno de los aspectos relevantes en la 
ibnnación de los mismos [Geha86]. 
'"1~ 
Trabajamos muy diferentes alternativas: desde las especificaciones formales 
tipo CSP, ces y Estelle, hasta ambientes orientados a la especificación y el debugging de 
sistemas distribuidos como STER o basados en máquinas de estado como PetriNet. 
En definitiva elegimos la Unea del CSP de Hoare [Hoar8S] por 3 razones: 
• Posibilidad de la verificación, ya que las leyes y teoremas que rigen el 
lenguaje permitfan testear los procesos representados y las comunicaciones entre los 
mismos. 
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real. 
• ,Utilización natural de CSP como paso previo hacia un lenguaje real como 
OCCAM, tal como describiremos más adelante. 
También se analizó y utilizó una herramienta gráfica como las Redes de Petri 
[PeteB1]. las cuales poseen una concurrencia y paralelismo imptfcito ~ue'la$.convierte en 
útiles para la especificación,' además de permitir simular el comportamiento mediante una 
ejecución de la red, aunque presentan algunas dificultades al momento de representar 
estructuras de datos. 
Por esta razón, se utilizaron también extensiones de las Redes de Petri, 
como por ejemplo las que permiten especificar tiempos [RozeBB] (Abas94] (Abas95]. 
Disponer de herramientas formales de especificación y verificación resulto de 
gran importancia en la fase de análisis y diseno de algoritmos. CSP se muestra como un 
lenguaje "duro" para el alumno, pero muy sólido en cuanto a la posibilidad' de verificación 
fC?rmal y muy directo en cuanto al pasaje a OCCAM. " 
Evolución del concepto de Eficiencia. Métricas del Paralelismo. 
Creemos que el tema central desde el punto de vista informático en un 
curso de Programación Paralela es el de eficiencia algorftmica. 
, Por esto se estudia en el curso el concepto de speed-up; los Hmit~s teóricos 
alcanzables en cuanto a speed-up con arquitecwras fijas y adaptivas; el overhead de 
comunicaciones en el caso de procesar sobre un sistema distribuido, y la relación costo-
perfomance (es decir el incremento de costo necesario para alcanzar un speed-up 
determinado) [Laws92] [Hwan93]. 
Como consecuencia natural del punto, anterior se hace comprender al 
alumno la importancia de transformar el algoritmo", buscando maximizar el grado de 
paralelismo promedio, y se relaciona el modelo de grafo asociado con' un algoritmQ y el 
máximo speed-up teórico alcanzable con el mismo. " 
Por último se trabaja en la transformación de algoritmos secuenciales a 
paralelos, mostrando las técnicas y paradigmas involucrados en la tran~formación. 
Con estos fundamentos. se insiste en el alumno en la evolución del concepto 
de métrica de eficiencia algorrtmica y se define unparé'metro de calidad del algoritmo 
desarrollado que comprende el speed-up alcanzado. el_overhead de comunicaciones:Y el 
costo relativo a una solución convencional. ' ' . . " 
Para poder ejemplificar sobre este tema se resuelven problemas simples de 
filtrado de imágenes sobre arquitecturas monoprocesador, ,multiprocesador. distribuido con 
PVM, transputers y se simula el comportamiento de multi-DSP [Tine96][Russ96]. 
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Limitaciones de las herramientas para la práctica 
Una de las mayores preocupaciones fue el soporte de herramientas para la 
práctica. Además, existe naturalmente un "gap" entre las' 'herramientas teóricas de 
especificación y modelación de los problemas y las herramientas de- implementación y-
verificación. En srntesis, la evolución·investigó diferentes lineas: 
'1- Ambientes de especificación y verificación. 
: ,.":. Se trabajó con diversas herramientas, especialmente basadas en CSP y!' 
en . Petri. Se desarrolló un ambiente con Redes de Petri extendidas que deriva un 
prototipo de código ejecutable en ADA, especialmente adecuado para el análisis y" 
diseno de aplicaciones paralelas. 
2- Herramientas de soporte para procesamiento distribuido. 
Se .trabajó con un soporte. de comunicaciones distribuid~~, ~asado en 
NetBios. P.osteriormente se migró a:. ~VM y actualmente se está: éstudianCféf' MPF 
[PVM96] [Snir96]. 
En todos los casos este soporte lógico permite utilizar una red 
heterogénea como arquitectl:lra MIMD para la prueba de algoritmos y las medidas de 
eficiencia. .-. , , 
3- Lenguajes de programación convencional . 
. Especialmente se utilizó ADA [Cher84] y extensiones de lenguajes 
conocidos por ros alumnos cpmo Pascal, C y Fortran para mostrar los mecanismos de 
expresión del paralelismo en ·'distintos lenguajes. 
4- Arquitecturas centradas en transputers con lenguaje OCCAM. 
Se investigó la utilización de transputers y su programación en OCCAM 
[CSJ\90b]. (tarpb!én en. e paJ.I,elo). Los resultados fUe~n varios kits de 2, 3 Y 4 
transputers trabajando en pa~I$lo sobre una PC server;' Los resultados desde el punto 
de vista didáctico han sido excelentes.·· 
5- Arouitecturascentradas en DSPcon/snguaje C paralelo. 
En los 111timos 2 anos se ha avanzado (especialmente por las'aplicaciones 
orientadas atratarnie!lto de VOZ.8 im~gen) e~ la utilización de arquitecturas orientadas, 
basadas ,no DSP .. Si.bien ésta es una tendencia tecnológi~ prioritaria, no resulta tan 
buena didácticamente por el bajo nivel de programación que pudimos'emplear 
(compilación en C paralelo pero código ejecutable definitivo en Assembler del DSP 
correspondiente) [TMS94] 
6- 'traba/os en lápiz y papel sobre modelos y arquitecturas teóricas. Simuladol9s. 
Ha sido inevitable utilizar cálculos teóricos en la evaluaci6n de 
performance de algoritmos sobre determinadas arquitecturas. También hemos utilizado 
simulación (espeCialmente para estudiar el comportamiento de DSP y multi-DSP). Sin 
embargo está claro que la respuesta de los alumnos no es tan buena en el caso de 
trabajar con un simulador. 
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Asimismo hemos podido utilizar maquinas éspeciales(8hpIftiHUlar>2'CRAY) 
facilitadas por Univ~~idades del exterior, pero es limitado el tipo de trabajos précticos que 
se pueden hacer COrl alumnos, via InterNet 'a la fecha, aunque' sr se 'pueden hacer 
experiencias con los docentes. 
Algunas soluci.o"e. en la experiencia de la UNLP 
Luego de 3 aftos el curso en La Plata estA medianamente consolidado con 
las siguientes opcione,,:, 
"Enfoque temático. 
La idea ha sido marcar los difere.ntes ejes que tiene el paralelismo y 
priorizar el tema de la algorrtmica del paralelismo, desde la especificación hasta la 
implementación y prueba. . . 
Se insistió con los conceptos de eficiencia y el desarrollo de diferentes 
-."métricas d~1 pa~Ie.Ii~mo. 
,.. . . .' ,: 
Soporte de hardware y lenguaje para la ptáctica. 
Se le ha dado prioridad al eje esp-Transputers~eeAM, sin dejar de abrir 
otras alternativas en los trabajos finales del alumno y en las précticas de comparación 
de métricas. 
En cierto modo OeeAM presenta un modelo "puro· de¡¡ especificación del 
paralelismo que separa peñectamente la noción de ,proceso y proC(!s~dor, permitiendo 
al alumno una fuerte interacción con la implementación del algoritmo. 
Soporte, de evaluación de algoritmos. 
Le hemos dado gran importancia al uso dePVM por la naturalidad de ISU 
empleo por los alumnos y la posibilidad de separar los tiempos de, proCEtsamiento de 10.8 
de comunicaciones, de modo de estudiar el speed-up resultante d, incorporar. 
procesadores y al mismo tiempo el overhead de utili~¡¡r un sistema ffsicamente 
distribuido. 
Tareas experimentales por los alumnos. 
Los alumnos tienen tareas individuales de investigación y desarrollo en 
temas teóricos y en aplicaciones. 
En algunos casos: exponen y esto forma parte de su evaluación. Todos 
deben desarrollar códif1b paralelo y optimizarlo. 
555 
4to. Ateneo de Profesores Universitarios de Computación y Sistemas 
~esultados Obtenidos y Lineas de Trabajo actuales 
"_.. Los resultados de un curso universitario son muy difrciles de evaluar/ o al 
1, ',"" "'''''' , 
menos tienen diferentes pautas para su evaluación. De todos modos, trataremos de 
sintetizar algunos resultados: ' , 
• Al tratarse de una asignatu~~ optativ.a en la, cu~1 el perfil de ~nterés de los 
alumnos es alto hemos tenido muy buena respuesta' en elaprendizale'y~-Ia 
investigación de temas por los alumnos. 
• Los contenidos y la bibliografra requieren un análisis permanente por la 
vigencia actual del tema. De todos modos, está claro que para los alumnos 
de la UNLP la base de arquitectura la tienen muy bien cubierta, y que en la 
elección entre poner el énfasis en los :mecanismos de expresión y 
optimizacióri' dél paralelismo oen la administración ,de recursos, (centrada en 
el sistema operativo) hemos optado por lo primero, que se corresponde 
claraf1'1titl1te con sus preferencias. 
• Hemos puesto en marcha una serie de herramientas accesibles por los 
alumnos (Kits de transputers, simuladores DSP, NetBios, PVM, Redes de 
Petri extendidas, Compiladores OCCAM" e ,paralelo y ADA) que nos han 
permitido realiz.ar p,..cticas, y mediciones" concretas, fomentando la 
experin:we",tación por los alumnos. ' 
• El sustento de un proyecto de investigación existente en el Departamento 
de Informática (referida' a Pro'gramación Concurrente y Paralela) ha permitido 
orientar varios Trabajos de Grado de alumnos en-esta' Unea, además de 2 
Tesis Doctorales en temas a,fines. 
La Irnea de trabajo actual supone la incorporación a partir de 1997 de un 
Laboratorio de Cómputo paralelo con un hipercubo de 64 transputers y 2 arreglos Multi-
DSP; ambos con 'softWare de desarrollo y programación. Sobre ellos se podrá trabajar 
especialmente en ,la implementaci6rfy 'evaluación' de algoritmos' de tratamiento paralelo de 
aefiales ,(voz e; imagen). Por otra parte se está estudiando utilizar MPly/o PVM sobre 
InterNet para evaluar algoritmos masivamente paralelos. 
Conclusiones 
Se ha presentado una primera implementación de un ·curso de Programación 
Paralela c:omo asignatura optativa de Quinto Afio de la Licenciatura en Informática de la 
UNLP, poniendo énfasis en la secuencia de decisiones respecto de contenidos, enfoque 
temático y recursos a utilizar que los autores fueron tomando desde 1994. ' 
Se han planteado las dificultades más importantes al estructurar este curso y 
la evolución en los recursos de hardware y software empleados, marcando el tipo de 
equipamiento a incorporar en 1997 y la !rnea de investigación que sustenta la formación de 
docentes en el tema. 
La experiencia ha sido muy positiva y coherente con las tendencias 
crecientes al procesamiento paralelo y más aún al procesamiento paralelo distribuido sobre 
arquitecturas heterogéneas que se observa en la Informática actual. 
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