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In this issue of Immunity, Schulz et al. (2009) use mathematical modeling to elucidate a signaling network
controlling Ifng gene expression, thereby showing the importance of an Interleukin-12-dependent, Inter-
feron-g-independent second phase of inducing the transcription factor T-bet.One line of study central to understanding
how cells undergo changes in their
program of gene expression (differentia-
tion) has centered on models in which
a crucial factor is necessary and sufficient
to drive the functionally relevant alter-
ations. This model of biological regulation
is necessarily constrained by the need for
the ‘‘master regulator’’ to be expressed
as a consequence of specific signals and
transcription factors (Rothenberg, 2007).
Understanding of the crucial aspects of
pluralistic signals that control a ‘‘master
regulator’’ over time—and thereby lead
to a change in state for the cell—ulti-
mately should be expressible as a series
of equations (Turing, 1952; Tomlin and
Axelrod, 2007). In this issue of Immunity,
Schulz et al. (2009) develop a model of
such a system of equations; its applica-
tion to a fundamental problem in T helper
cell differentiation sheds light on roles
of timing in regulating a phenotype cen-
tral to adaptive antimicrobial immunity
(Schulz et al., 2009). Their analysis pro-
vides evidence of two temporally and
mechanistically separate phases driving
expression of the key transcriptional regu-
lator T-bet. Quantitative modeling based
on a strikingly small number of factors
appears to be sufficient to predict the
shape and size of curves plotting expres-
sion of T-bet and IFN-g over time.
CD4+ T cells emerge from education
in the school of thymic development
facing many choices. These choices
revolve around the capacity to orchestrate
immune system responses after an initial
phaseof signalsdrivenbypattern recogni-
tion and mechanisms of innate immunity.
The menu of options for a functional role
includes effector states (T helper 1, 2,
and 17), follicular help to B cell antibody666 Immunity 30, May 22, 2009 ª2009 Elsevproduction (Tfh), and acquired regulatory
function (iTreg). The T helper 1 (Th1) fate
is crucial for achieving reproductive
fitness in a world plagued by intracellular
pathogens because of the powerful roles
of interferongamma (IFN-g), theprototypic
Th1 cytokine. Nonetheless, it is crucial that
CD4+ T cell responses are able to develop
a flexible range of frequencies of progeny
with programs of gene expression other
than the Th1 phenotype. Perhaps this is
because the number of naive CD4+
Tcells specifically reactivewithaparticular
molecular signature from a pathogen can
be very low, and the capacity formaladap-
tive immunopathology creating ‘‘collateral
damage’’ to the infected host is high. In
any case, the problem becomes the
following: how are kaleidoscopes of sig-
nals integrated to shape populations of
daughter cells with restrictive programs
of gene expression differing from that of
the naive precursor? Crossregulation of
other components of the system by the
factors active in signalingand transcription
adds to the challenges inherent in assem-
bling integrated models of T helper cell
differentiation.
The study by Schulz et al. (2009) repre-
sents a relatively new approach to this
area, one marrying modeling and the
mechanisms of T helper cell differentia-
tion. Prior summary of the application of
mathematical modeling to problems of
cellular differentiation highlights model
architectures that include ‘‘bottom-up’’
(data first) and ‘‘top-down’’ (overall model
first) (Tomlin and Axelrod, 2007); a middle
ground involves coevolution of data and
models. The work of Schulz et al. (2009)
takes the middle road, by using quantita-
tive data sets on mRNA and protein
expression to test alternative models ofier Inc.how the T-box transcription factor Tbx21
(T-bet) and Ifng are regulated across the
chronology from naive T cell activation
through maturity as a Th1 cell.
After activation of the naive CD4+ T cell,
induced expression of Tbx21 fits the
job description of the master regulator:
absence of T-bet severely impairs activa-
tion of the gene encoding IFN-g in most
settings, whereas expression of the tran-
scription factor represses alternative fates
and can even overwhelm an established
alternate state of differentiation to force
the activation of Ifng gene expression
(Szabo et al., 2000; Szabo et al., 2003).
Many other signaling and transcriptional
events have also been tied to the differen-
tiation and function of Th1 cells (Szabo
et al., 2003), setting up two crucial quan-
daries. First, to what extent can regulation
of T-bet account quantitatively for Ifng
gene regulation independent of the many
other factors that impact Th1 develop-
ment? Second, because inducing Tbx21
mRNA is so important in driving the Th1
cell response, what determines the accu-
mulation of T-bet in the activated but
otherwise undifferentiated CD4+ T cell?
Prior studies of the second issue have
led to a model in which the ‘‘decision’’ to
execute T-bet induction is regulated by a
pathway in which the immediate-early
transcription factor Stat1 is induced by
IFN-g itself (perhaps initially released by
cells activated in the early phase of innate
immune signaling, e.g., iNKT, NK, or gd
T cells) (Mullen et al., 2001; Afkarian
et al., 2002; Szabo et al., 2003). Accord-
ingly, this view of the genealogy is that
IFN-g begat Stat1 begat T-bet, leading
to IFN-g. Nonetheless, other lines of
evidence raised questions about aspects
of T-bet induction in the CD4+ T cell
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PreviewsFigure 1. A T-Bet Two-Step: An IL-12-Driven Phase during Th1 Cell Development
Evidence provided Schulz et al. (2009) indicates that there can be two sequential phases andmechanisms
promoting expression of T-bet and activation of the gene encoding interferon-g (Ifng). In a first, previously
appreciated phase 1, Toll-like receptor (TLR) stimulation by pathogen-associated molecular patterns
(PAMPs) promotes production of IFN-g and IL-12 by cells of innate immunity in parallel with activation
of the naive CD4 T cells by pMHC on antigen-presenting cells. Signaling from the TCR collaborates
with IFN-g to induce T-bet expression, thereby affecting early regulation of the chromatinized Ifng locus.
However, the quantitative experimental data provide evidence that the TCR restrains IL-12R expression.
Thus, termination of antigen-receptor engagement can be vital for lifting restraints from the IL-12 receptor
system and a transition to phase 2 in which T-bet is liberated to drive increased functional IL-12R expres-
sion (green arrow). During this second phase, a surprising feature is that the principal drive to T-bet
expression is from IL-12, presumably still from macrophages and dendritic cells (DCs) rather than
a feed-forward amplification loop driven by IFN-g from the developing Th1 cells. In this second phase,
the capacity of the Ifng locus to support the highest rates of gene transcription increases (depicted as
altered chromatin), although IFN-g mRNA expression may not. As the culmination of the effector script,
secondary stimulation of the developed Th1 cells in phase 3 re-energizes IFN-g production (phase 3).subject to instructive pressure to activate
the Ifng locus as part of becoming a Th1
cell. Two issues did not fit this genealogy
well: (1) a requirement for the cytokine
IL-12 and the Stat transcription factor
induced by it (Stat4) in processes other
than ‘‘selection,’’ and (2) evidence sug-
gesting that the fundamental role of
T-bet was relatively indirect, in that it
served to block the repressive function of
GATA3, the transcription factor crucial
for differentiation of the Th2 cell subset
and blocking alternative fates (Usui et al.,
2003; Usui et al., 2006). This latter
pathway was particularly notable in that
low amounts of GATA3 are present in the
naive CD4+ T cell prior to its activation or
the appearance of T-bet. In addition,
what do we make of the contributions of
further constitutive or immediate-early
transcription factors such as NFAT, RelB,
Runx3, and Stat5 because for each of
these proteins, there is good evidence of
a requirement in activating the Ifng locus
in Th1 cell development?
Theobservation that T-bet expression is
biphasic across time represents a funda-mental starting point for the analyses
of Schulz et al. (2009), one reminiscent
of the early burst of IFN-g release by
innate immune activation followed later
by heightened responsiveness of CD4+
T cells to IL-12. The authors deploy
neutralizationof signalingat different times
to provide evidence that the initial induc-
tion of T-bet depends on the IFN-g-acti-
vated pathway, as in the dominant model.
However, their evidence indicates that
T-bet at later times is programmed by the
IL-12-Stat4 pathway. The authors were
able to arrive at this alternative model by
building and testing alternative mathe-
matical models of how these signaling
and transcription pathwaysmight regulate
T-bet and IFN-g over time. Predictions
calculated from the models were com-
pared to quantitative data on key parame-
ters (including antigen-receptor stimula-
tion) to test the fit with experimental
observations. A one-loop model essen-
tially is the genealogy in which early
expression of T-bet driven by antigen
receptor and IFN-g signaling leads to
IL-12Rb2 induction, and thereby the capa-Immunitcity to respond to IL-12 and induce Stat4.
In this scenario, T-bet enhancement of
Ifng gene expression creates a feed-
forward amplification of T-bet expression.
Strikingly, the quantitative data did not
fit this simpler model. An alternative
model, termed ‘‘two-loop’’ by the authors
(Figure 1), builds instead from the concept
that attenuation of TCR signaling is central
to unleashing a secondwave of T-bet after
IL-12Rb2 has been allowed to increase. In
sharpcontrast to the failureof theone-loop
model, this ‘‘dialectic’’ process involving
sequential control yielded predictions
quite close to the authors’ experimental
data. The inference, that T-bet expression
is boosted by the IL-12-Stat4 pathway
at times after initial T cell activation, is
consistent with the authors’ data involving
blockade of signaling at different times
after TCR crosslinking. Perhaps the most
remarkable feature of the work, however,
is the extent to which the experimental
data fitted to a model that excludes so
many ‘‘events’’ that have been experimen-
tally implicated in regulation of this gene
induction system. Does this mean that
the calculus of integrating differentiation
signals may allow us to simplify our views
of how complex events are regulated?
Alternatively, will the findings be restricted
to only a subset of the range of conditions
causing high Ifng induction in CD4+
T cells? These questions, as well as how
these data apply to the other functionally
important aspects of gene regulation in
the overall Th1 cell program, will be fruitful
grounds for later analyses.
What further roads may lie ahead after
the important step represented by the
work of Schulz et al. (2009)? First, the
study makes clear the renewed need for
accurate and careful analyses of biochem-
ical ‘‘details’’ such as precise quantitation
of expression and decay constants for
mRNAs, of proteins, and perhaps even
of key posttranslational modifications of
regulatory proteins. Second, this pioneer-
ing work necessarily operated in a model
experimental setting (activation by cross-
linking with antibody rather than use of
antigen; provision of exogenous cytokines;
neutralizationof apotential alternative fate).
However, immune responses commonly
generate mixtures of the different CD4+
T cell subtypes even in response to a single
specific epitope. Thus, the T helper cell
population response is in essence a matrix
of cell-fate probabilities, with signals actingy 30, May 22, 2009 ª2009 Elsevier Inc. 667
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of the probabilities. Moving the mathemat-
ical treatment of regulatory events in immu-
nity toward an ability to model and predict
this matrix may be an exciting ‘‘next fron-
tier’’ waiting beyond the present important
advance.
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Survival of the fittest, Darwin’s sound bite
celebrated especially in this 200th anniver-
sary year of his birth, certainly applies
to the biological warfare that we—our
immune systems—engage in, day after
day, lifelong. The immune system uses
sophisticated weapons to recognize and
combat invading pathogens, just as the
invaders continue to improve their weap-
onry. In this ongoing arms race, chemical
attack and counterattack has long been
appreciated as common practice, taking
the form of toxins used by pathogens,
and reactive oxygen and various types
of hydrolases used by immune cells, to
kill invaders. Physical attack mechanisms
puncturing holes into membranes have
been recognized later as part of the
biological arsenal used for attack and
defense. Physical membrane attack is
mediated by specialized proteins that
can insert into and polymerize within the
lipid bilayer of membranes to form giant
transmembrane pores, which are, for a
cell, more akin to bomb craters. The
detailed molecular mechanism by which
thepolymerization of theseproteins is trig-
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gered, however, has remained hidden—
until now. In this issue of Immunity, Baran
et al. (2009) lift the veil of this long-kept
secret and describe how polymerization
occurs for Perforin, the membrane-attack
and pore-forming protein of cytotoxic T
lymphocytes (CTLs) and natural killer
(NK) cells.
In a painstaking mutagenic analysis,
Baran et al. (2009) identify three charged
amino acids located in the MACPF (mem-
brane attack complex of complement-
perforin) domain of Perforin as being
critical for triggering the polymerization
reaction leading to pore formation. (For
more about the MACPF domain, see
below.) Importantly, the charged residues
of monomeric perforin that are needed for
polymerization must be of opposite polar-
ization and on opposite sides of a mono-
mer. This arrangement allows a specific
positive residue on one monomer to
react with a specific negative residue on
the opposite side of a second monomer
(Figure 1) to initiate polymerization. Baran
et al. (2009) also show in the paper that
polymerization does not happen if the
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rization of proteins of the immune
F domain. In this issue of Immunity,
ation as charge interactions in the
left and right residues on one monomer
have the same charge. If, however, the
charges on each monomer are reversed,
and remain opposite in polarity and posi-
tion to each other, polymerization func-
tions again. Charge interaction thus is
the initiating reaction for polymerization,
followed by close alignment of two mono-
mers and refolding of part of the molecule
(orange), which mediates its membrane
insertion as a dimer, or subsequent higher
polymer. The polymerization reaction
continues within the membrane until it is
terminated by formation of a ring structure
(top view) or rather a hollow cylinder (side
view), creating the bomb crater in the
membrane mentioned above. Because
there are many charged residues in the
MACPF domain of perforin, it is worth
pointing out that only those that are in
the correct position and orientation as
identified by Baran et al. (2009) can initiate
the critical polymerization reaction.
It is self-evident that the formation
of transmembrane pores requires large
amounts of energy for the displacement
of lipid in the membrane and for creation
