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Que ce soit pour le divertissement, la recherche scientifique, la robotique ou nombre 
d'autres applications, les capteurs dlmages sont des Mments d6teminants pour les 
performances des syst8mes auxquels i ls  se raitachent En effet, ils constituent le premier 
dément dans la chaîne d'acquisition et de traitement de l'information. Aussi. les nouvelles 
applications de haute technologie rendent les spécifications auxquelles doivent se 
soumettre les capteurs de plus en plus contraignantes. C'est pourquoi le domaine de 
l'acquisition d'images est en constante évolution et qu'il est interessant de s'y attarder. 
L'objectif du travail prdsenté est de concevoir un circuit d'acquisition d'images intégrt? 
présentant une interhce entikrement numérique. une souplesse d'utilisation et qui soit 
applicable dans des situations variées sans compensation par pieces ~ c n i q u e s  ou 
optiques. II doit être possible d'utiliser le capteur pour une large variétd d'applications; 
toutefois, les principales contraintes prises en considdration au cours de sa conception 
sont celles soumises par un systeme de stimulation intracorticale destiné aux victimes de 
cécit6 profonde. 
La premihe de ces contraintes est la nécessité de limiter l'énergie consommée par le 
système. Ensuite, pour pallier la faiblesse de la résolution de l'image qui peut être 
transmise au cerveau, un zoom est une fonctionndité recherchke afin de pourvoir 
l'utilisateur du maximum d'information visuelle selon les conditions d'utilisation. En 
combinaison avec une matrice de cellules photosensibles comportant plus de pixels que 
l'image que l'on désire acqudcir, une dsolution variable permet de réaliser un vdritable 
zoom électronique. Le ftiit d'effectuer cette opération au niveau même de la capture 
d'image plutôt que par un mitement numérique subsquent minimise le transfert et le 
traitement des données. Par conséquent, la consommation s'en voit diminuée- 
Lévaiuation de la moyenne de la sortie de pixels adjacents permet de réduire la perte 
d'information associée h la réduction de la résolution par rapport h une approche de sous- 
échantillonnage de la matrice. 
Une première proposition de circuit répondant aux principales spécifications mentionnées 
plus haut est détaillée et les choix sont justifiés. La première caractéristique fondamentale 
du circuit est que le signal analogique est véhiculé en tout point en mode courant. Ceci 
permet au système de fonctionner h faible tension d'alimentation, minimisant ainsi la 
puissance dissipée. L'utilisation du mode courant est cependant peu répandue dans la 
littérature, puisque plusieurs déments liés ii la fabrication rendent la réponse 
significativement différente d'un pixel à l'autre, détériorant ainsi la qualité de l'image. 
Cette erreur, designée u Fixed Pattern Noise (FPN) », est croissante avec la luminosité 
incidente. Une nouvelle technique de réduction de l'erreur, basée sur la méthode usuelle 
de double échantillonnage corrélé, mms où la sortie de chaque pixel est normalisée sur 
une dchelle qui lui est propre h même la conversion analogique à numérique, élimine 
l'erreur linéaire de gain interpixel. Ceci permet de réduire le niveau d'erreur total sur toute 
la plage d'intensité lumineuse. Aussi, une méthode simple permettant i'évaluation 
instantanée de la valeur moyenne de groupes de 1x1, 2x2 ou 4x4 pixels, n'affectant pas 
le rapport signal sur bruit, est proposée et utilisée. Ceci procure trois niveaux de zoom au 
niveau de la capture d'image. 
Un circuit a été fabriqué afin de vgrifier la fonctionnalité des modules proposés. Le 
circuit comporte diffdrentes caractéristiques rendant possible la vérification des différents 
modules analogiques de fapn indépendante. On présente aussi un système de tests dédié 
au capteur comprenant un circuit de mesures analogiques, un contrôleur externe 
implémenté sur un circuit programmable, ainsi qu'un logiciel d'intetface permettant de 
commander les tests facilement à partir d'un ordinateur personnel. 
Le système a démontré la fonctionnalité de tous les blocs du capteur intégré. il a permis, 
notamment, d'évaiuer certaines citracth-stiques du procédé utilisé en tant que capteur 
vii 
d'images. La technique de réduction du FPN proposée a été comparée avec la technique 
de double échantillonnage corrélé et confirme la vaiidité de la méthode utilisée. 
Les observations expérimentales font aussi ressortir certaines limitations de l'approche 
proposée. En effet, la réduction du bruit n'est pas complète et il persiste des erreurs dues 
aux contributions non linéaires des différents éléments actifs des photocellules. 
L'approche en mode courant avec la méthode proposée de réduction du FPN se limite 
donc à des applications où une excellente qualit6 d'images n'est pas une nécessité. Aussi, 
on remarque que la présence d'un obturateur électronique réduit les plages dynamiques 
intnscène et interscène du capteur. Cene constatation est plus préoccupante dans le cas 
du stimulateur visuel considérant que ceci diminue les conditions de luminosité dans 
lesquelles peut être utilisé le capteur 1 un taux de lecture d'images donné. 
Une autre approche est dors proposde afin d'améliorer principalement la plage 
dynamique interscéne de Iri caméra. Les modifications proposées arndliorent aussi la 
souplesse d'utilisation du capteur en permettant des niveaux arbitraires de zoom. Ceci 
implique cependant l'utilisation d'une nouvelle architecture et d'un nouveau convertisseur. 
Des simulations sur ce dernier indiquent que le capteur proposé est en mesure d'atteindre 
un taux de lecture d'images de 30 Hz à résolution maximale, soit 128x128 pixels, tout en 
offrant une faible consommation. Des considéntions pratiques importantes à appliquer 
lors de la réalisation d'un circuit mixte de taille importante sont aussi présentées. 
Ce travail constitue une première itération conciuante dans le processus de conception et 
de réalisation d'un système dlacquisition d'image versatile et peu énergivore. Des efforts 
visant à améiiorer la plage intrascene du capteur devraient permettre à court terme de 
daliser une caméra integr& particulièrement adaptée pour un système de stimulation du 
cortex visuel pour aveugles. 
v i i i  
ABSTRACT 
Image sensors are the first link in the chain of image acquisition and processing systems. 
Then tend to determine the performance of any system to which ihey belong, be they 
used in enteminment, scientific research, robotics, or for other purposes. They are 
governed by ever more stringent specificrttions, arising from new high technology 
applications. The field of image retrievd is thus constantly evolving, which makes it 
worthy of funher smdy. 
The aim of this project i s  to design an integrated image acquisition circuit with a M y  
digital interface, flexible and able to adapt CO a variety of situations, without requiring 
additional mechnnicril and optical pans. Although the sensor must be suitable for use in a 
broad range of applications, the main requirements considered during its design were 
those of an intracortical stimulation system intended for the profoundly blind. 
The first o f  these requirements is the need to limit the system's power consumption. The 
second i s  to offset the poor resolution of the image sent to the brain by incorporating ii 
zoom, which gives the user the maximum amount of visud information available for each 
given circurnstance. Together wiih a matrix of light sensitive cells containing more pixels 
than the image one wants to reûieve, a variable resolution functbn makes it possible to 
achieve a me electronic zoom. Because this operation is completed ac the image 
acquisition phase rather than by rneans of subsequent digital processing, transfer and 
processing of data are minimized, which in turn keeps down power consurnption. An 
evduation of the average output of  adjacent pixels dows for ri pater reduction in the 
105s of information associated with the reduction in resolution han would be the case 
with a matrix subsampling approach. 
The project describes and sets out justifications for an initial circuit chat complies with 
the principal specifications Iisted above. The fmt fundamental characteristic of the circuit 
is  that the analog signal i s  transmitted throughout in current mode. This enables the 
system to operate at low voltage, thus reducing power consumption. However, the use of 
current mode i s  not widespmd in the litenture, since a number of factors cause the 
response to Vary significantly from pixel to pixel, which leads to a loss of image quality. 
This error, called, Fixed Pattern Noise (FPN), expands with any increase in incident 
luminosity. The linear error of interpixel gain is eliminated by a method that combines 
correlated double sampling with analog to digital conversion scaling for each pixel. This 
makes it possible to reduce the error level throughout a wide range of light intensity. A 
simple method is proposed to instantaneously average groups of I xl ,  2x2, or 4x4 pixels 
without influencing the signallnoise ratio. This creates three levels of zoom in the image 
acquisition process. 
A circuit was manufactured to verify the pncticality of the proposed modules. This 
circuit features various characteristics which make it possible to evaluate the various 
analog modules independently. A test system foc the sensor i s  also presented, comprising 
an analog measurement circuit. an external controller implemented on a programmable 
circuit, as well as an interface software that allows foreasy test control from a PC. 
The system demonstrated the functiondity of al1 the modules of the integrated sensor. 
The validiiy of the proposed FPN reduction scherne was assessed and confirmed by a 
comparison with the correlated double sampling methad. 
Experimental observations also highlighted a number of limitations of the proposed 
approach. It was detennined that noise reduction is not complete, and that emrs persist 
owing to non linear contributions of ansistors in the photocells. The current mode 
approach with the proposed FPN reduction method is thus limited to applications that do 
not require excellent image quality. I t  was also noted that the presence of an electronic 
shutter reduces the intrascene and interscene dynamic ranges of the sensor. This fact is of 
concem with respect to the visual stimulator, since it limits the light conditions under 
which the sensor cm be used at a given image fnme rate. 
Another approach is thus proposed, mainly with a view to improving the camen's 
interscene dynamic range. The proposed modifications also enhance the sensor's 
flexibility by allowing for arbitrary zoom levels. However, this implies the use o f  a new 
architecture and a new converter. Simulations on the latter indicate that the proposed 
sensor enable image acquisition at a frame rate of 30 Hz at maximum resolution 
(l28x 128 pixels), while consuming little power. 
This project i s  a first conclusive iteration in the process of designing and creating a 
versatile image acquisition system requiring little power. Efforts to improve the 
intrascene dynamic range of the sensor should make it possible in the near future to 
create an integrated carnera that is tailored to the needs of a system to stimulate the visual 
cortex o f  the blind. 
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INTRODUCTION 
Depuis la commercialisation du premier appareil photographique du Français Daguerre il 
y a de cela déjà près de deux siècles, les systèmes d'acquisition d'images sont devenus, 
au fil du temps, aussi indispensables qu'omniprésents. Non seulement profitons-nous 
aujourd'hui des capteurs d'images sur une base quotidienne, par exemple pour des 
applications lides au divertissement, mais ceux-ci trouvent aussi leur place dans une 
panoplie d'applications avec lesquelles nous sommes moins familiers. I l s  sont utilisés, 
notamment, en contrôle de qualitd des procédés industriels, en adronautique, pour des 
systèmes de haute sécurité et bien plus. De nouvelles approches rendent d'ailleurs les 
systèmes d'acquisition d'images de plus en plus performants et l'évolution des 
technologies de pointe repousse constamment les limites des domaines d'applications de 
l'imagerie numérique. 
L'équipe de recherche PolySTiM, de l'kcole Polytechnique de Montréal œuvre 
actuellement au ddveloppement d'un implant visuel destind P restituer aux gens atteints 
de cécité profonde une vision limitée mais fonctionnelle par stimulation du cortex visuel 
h l'aide d'un systéme électronique. Un des éléments clés d'un tel systéme est son capteur 
d'image, premier dément de la chaîne de traitement de l'information ûansmise au 
cerveau. Plusieurs contraintes sont fixées par cette application et n'importe quel capteur 
ne peut prétendre s'y prêter convenablement. hant donnt5 qu'il s'agit d'un systéme de 
vision destiné à être utilisé en permanence, ou presque, par les patients, sa durée 
d'utilisation est évidemment bien supérieure P celle de n'importe quelle carndn vidéo 
portative. Son autonomie doit donc être macimale. Aussi, pour la même raison, son 
encombrement doit être m in i d .  
Malheureusement, les populaires capteurs d'image commerciaux à «Charge Coupled 
Devices (CCD) » présentent certaines c;iractéristiques qui les rendent peu attrayants pour 
des applications semblables. En effet, bien qu'ils permettent l'acquisition d'images dont 
la qualité est 3 ce jour inégalée, ces capteurs nécessitent plusieurs alimentations et sont 
plutôt énergivores. De plus, étant donné qu'ils nécessitent un procédé de fabrication 
particulier, un système externe complet pour l'implant visuel incluant un capteur 
d'images et une unité de traitement ne pourraient Ctre implanté sur un seul circuit intégré 
à faible coût. Pour ces raisons, la technologie des capteurs fabriqués sur procédés dits 
« Complementary Metal Oxyde Semiconductor (CMOS) », étant définitivement 
avantageuse sur chacun de ces points, se présente comme une solution incontournable. 
Cette dernière technologie a d'ailleurs fait l'objet de recherches intenses au cours des 
derniéres années. Les récents procédés de fabrication permettent de rialiser de capteurs 
aux dimensions adéquates afin de traiter la lumière du spectre visible. Aussi, des 
techniques efficaces d'acquisition et de conversion d'images ont significativement 
amélioré les performances des capteurs CMOS, faisant apparaître un engouement certain 
pour ce domaine. 
Le capteur développé et présenté ici vise à répondre aux exigences spécifides par le 
système de stimulation visuelle et s'inscrit dans cet effort récent de miniaturisation et 
d'amt?lioration de la qualité des capteurs CMOS. Toutefois, il n'est pas conçu de maniiire 
totalement dédiée, mais plutôt de façon à être d'usage général. 
Ledit systeme est basé sur une matrice de pixels photosensibles actifs, coinmundment 
appelé a Active Pixel Sensor (APS) P. II possède tous les éléments nécessaires à son 
utilisation de façon entiérement numérique. De plus, il présente certaines caractéristiques 
qui le distinguent de la majoritb des camkras intégrées disponibles sur le marché ou dans 
la littérature. En effet, ladite caméra fonctionne en mode courant, ce qui lui confire la 
capacid de fonctionner ji faible tension d'alimentation i f tn  de minimiser sa 
consommation de puissance. Cette approche teste minoritaire dans les applications 
courantes, principalement en raison de son fort patron de bruit fixe, ou u Fixed Pattern 
Noise (FPN) m. difficile ih éliminer. Ce dernier est principalement causé par le gain de 
îransconductance des cellules photosensibles fortement dépendant des paramètres du 
transistor d'amplification, par opposition au mode tension où le gain unitaire est 
pratiquement indépendant du transistor d'amplification. Nous proposons une technique 
de réduction du FPN par le biais d'un nouveau capteur pour réduire significativement ce 
bruit et par le fait même augmenter la précision de I'APS. 
De plus, sa résolution peut être modifiée instantanément. L'attriit principal de cette 
fonctionnalité est concevable, particulièrement pour l'application de l'implant visuel à un 
non voyant, étant donné la faible taille de I'image implantée [4,36]. En effet, en 
conservant le nombre de pixels de l'image constant, la variation de résolution a pour 
conséquence de modifier la superficie de l'image captée par la caméra. Ainsi, l'utilisateur 
a accès à un zoom électronique, ne nécessitant aucun déplacement de pièces mécaniques 
ou optiques. Ceci devrait permettre au patient de jouir d'une autonomie maximale dans 
les situations variées de la vie courante. Au choix, un large champ de vision peut être 
utilisé pour des déplacements, dors qu'une plus haute résolution dans une zone restreinte 
peut être préférable afin de discerner les détails d'un point d'intérêt ou pour la lecture. 
Le fait de réaliser la modification de la résolution directement au niveau de la capture 
d'image contribue significativement à réduire la consommation du système, par 
opposition à une approche où le traitement serait effectué dans une étape ultérieure. 
Ce mémoire présente les différentes décisions de conception et évolutions menant ji la 
conception d'une caméra intégrée d'utilisation générique, mais particulièrement adaptée 
pour l'implant visuel. Avant de présenter un système satisfaisant, deux architectures ont 
été élaborées, la seconde étant une évolution de la première en termes de souplesse 
d'utilisation et de performances, notamment au niveau des conditions de luminosité dans 
lesquelles il peut être utilisé. Une stratégie différente au niveau de l'architecture et du 
mode de lecture des données permet de réaliser ces améiiorations. 
Le premier chapitre constitue une iniroduction aux capteurs d'images. Les différentes 
technologies permettant de réaliser des capteurs d'images à partir de semi-conducteurs y 
sont présentées et comparées. Quelques exemples de capteurs CMOS ayant fait l'objet de 
publications récentes sont ensuite présentés. 
Le second chapitre pdsente le concept d'une caméra intégrée prdsentant les 
caractéristiques mentionnées. Les différents composants du système et leurs principes de 
fonctionnement sont présentés. Les nombreux choix de conception sont alors prdsentés et 
justifiés. 
Avant de réaliser un système de l'ampleur de ce qui est décrit dans ce deuxième chapitre, 
il convient de realiser un premier circuit, plus modeste, comportant les éléments 
innovateurs ou potentiellement problématiques. Ce circuit est donc présenté au chapitre 
trois. Dans ce même chapitre, le systhne développé permettant de caractériser le circuit 
intégré est aussi présenté et explicité. 
Finalement, le quatrième et dernier chapitre présente les résultats de caractérisation du 
système introduit dans les chapitres précédents. Suite 1 certaines observations, des 
modifications sont proposées ;ifin de réaliser un systéme plus performant 3 partir des 
modules conçus et test&. 
GÉNÉRALITÉS SUR LES CAPTEURS D'IMAGES 
1.1 Introduction 
Les capteurs d'images font partie d'une sphére piuticuliére de la microélectronique 
puisqu'ils font appel à des notions peu utilisées dans les autres applications d'intégration 
à très grande échelle (« Very Large Scale Integration », VLSI). C'est pourquoi il 
convient de s'attarder ici sur la présentation des concepts de base de la tnnsduction 
photonique à électronique et sur les caract6ristiques propres aux performances des 
caméras numdriques avant de plonger le lecteur dans des discussions relatives à la 
conception d'une caméra intégrée. Le présent chapitre se veut donc une introduction au 
domaine de l'acquisition d'images numériques à l'aide de semi-conducteurs. 
L'emphase est portée particuliérement sur les capteurs CMOS, bien que d'autres types 
soient répandus dans le domaine, Aussi, le présent ouvrage ne mite que de capteurs 
monochromes. Toutefois, la seule différence fondamentale entre ces capteurs et les 
capteurs couleurs est une mince couche de micro-filtres chromatiques qui recouvre la 
matrice de photosenseurs. Par conséquent, à l'exception de modules numériques de 
correction de couleurs présents afin de compenser l'effet non id&i des filtres, le contenu 
des blocs fonctionnels des deux types de capteurs est identiques au niveau VLSI. 
Le chapitre est entamé avec une explication sommaire des phénoménes physiques qui 
sous-tendent le fonctionnement des capteurs d'images numériques modernes. Les 
capteurs sont ensuite présent6 d'un point de vue général, en porimt une attention 
particulière sur les principaux critères de performances qui tes définissent, de manière a 
permettre au lecteur de mieux comprendre les discussions suivantes. Les capteurs à 
K Charge Coupled Devices (CCD) » sont briiivement présentés, et laissent place aux 
capteurs de technologie CMOS standard. Lxs configurations de cellules photosensibles de 
base des différents types capteurs CMOS sont présentés. Ensuite, la méthode de réduction 
du bmit qui est la référence, ainsi que ses principaux circuits, sont brièvement ex@. 
Finalement, une présentation de quelques travaux représentatifs du domaine de recherche 
compli!te cette introduction sur le sujet, avec une attention particulière sur les capteurs 
dont la résolution est variable en temps réel, directement au moment de I'acquisition 
d'image. 
1.2 Captation lumineuse à l'aide de semi-conducteurs 
Lorsqu'un photon pénètre la surface d'un semi-conducteur, il existe une forte probabilité 
que son énergie soit absorbée par un électron s i  elle est supérieure b I'dnergie qui sépare 
les bandes de valence et de conduction du matériau [2,46,48]. L'électron ainsi excité peut 
alors quitter la bande énergétique de valence qu'il occupe pour se retrouver dans la bande 
de conduction, créant ainsi une paire électron-trou. Ces charges, ddsignés porteurs en 
excès, sont alors libres de circuler dans le matériau. 
11 existe plusieurs dispositifs permettant de tirer profit de ce phénomhe de rnaniere à 
mesurer une intensité lumineuse. Deux de ces éléments, la photodiode et le 
photocondensateur, constituent la base des capteurs optiques modernes et se doivent 
d'être présentés ici. 
Le principe de la photodiode consiste iî permettre ài des photons de péndtrer dans un semi- 
conducteur a h  qu'ils gdn2rent des paires électrons-trous b l'intérieur de la zone de 
dépldtion d'une jonction P-N polarisée en inverse. Le champ dlectrique présent dans la 
zone de d+létion sépare alors rapidement les deux porteurs en excès. Ceci c r k  un 
courant de ddrive à travers la jonction P-N qui est directement proportionnel au nombre 
de photons dont I'dnergie est appropriée @nétrant dans le semi-conducteur. Le 
mécanisme d'interaction enire le photon et I'blecuon dans la zone de dépldtion est illusrd 
& la Figure 1.1. Le phénomene d'absorption du photon (1) et de sdpmtion des charges 
par le champ électrique (2) sont représentés sur le diagramme de bandes d'énergie en a), 
alors que b) représente l'accumulation de charges en excès dans le semi-conducteurs. 
Figure 1.1 : Absorption d'un photon dans une jonction PN 
II est alors possible de ddduire l'intensité du signal lumineux au moyen de senseurs 
électriques en mesurant l'une des deux variables suivantes : le courant de dérive gdnéré 
par le signal lumineux (photocourant), ou la charge riccurnulée d'un côtd de la jonction P- 
N au cours d'une période ddtenninée [SOI. il est i noter que les charges accumulées sont 
de type opposé A celles forcées piu la tension inverse aux bornes de la diode. 
L'accumulation de charges se traduit donc par une diminution de la tension aux bohies de 
l'élément photosensible. 
Le photocondensateur est l'autre dément de détection lumineuse fréquemment utilisé 
pour les capteurs d'images modernes. Le condensateur en question est constitué d'une 
plaque de conducteur transparent séparée d'un substrat semi-conducteur par une mince 
couche d'oxyde isolant. Par anaiogie avec le transistor dit à « Metal Oxyde 
Semiconductor (MOS) » qui partage la même structure, on y fait régulièrement réference 
à l'aide des appellations photoMoS. phototransistor ou transistor à photogrille. 
En appliquant une tension à la grille du phototransistor, une zone de déplétion se forme 
dans le semi-conducteur, à l'image de ce qui se produit lors de la formation d'un canal 
sous la grille d'un transistor MOS. La grille conductrice et l'isolant étant transparent, ou 
presque, les photons sont libres de pénétrer la sufice du substrat semi-conducteur. Les 
charges libérdes par les interactions entre photons et électrons dans le substrat peuvent 
alors être accumulées dans la région, située sous la grille, que l'on nomme puits de 
potentiel. 
Le principal avantage du photoMOS est que, grjice au fait que ses bornes soient 
électriquement isolées, aucun courant ne circule lorsque la tension est appliquée pour 
générer Iü zone de déplétion, comme il se produit dans le cas de la photodiode (courant 
de polarisation inverse). Ceci lui procure donc une meilleure sensibilité à de très faibles 
niveaux d'éclairage, puisque le signal ne se confond avec aucun courant présent par 
défaut (courant de noirceur). 
Dans le cas du photoMOS, comme dms celui de la photodiode, les panmètres qui 
ddfinissent les performances du dispositif (sensibilité, nombre de charges générées par 
photon incident, intensité du courant, dponse spectrale, courant de noirceur) dépendent 
principalement du substrat et du dopage du semi-conducteur. Le concepteur d'un capteur 
optique utilisant ces photosenseurs dans une technologie don& n'a donc que très peu de 
contrôle sur ces performances. 
En réalitd, la sensibilité d'un semi-conducteur 3 une longueur d'onde est maximale 
lorsque l'énergie photonique est I6ghment supérieure h l'énergie qui sépare ses bandes 
énergétiques de valence et de conduction. En effet, si L'énergie du photon est trop 
largement ou trop faiblement supérieure B celle qui sépare les bandes énergétiques du 
matériau, l'absorption du photon a de très fories probabilités de se produire 
respectivement trop en surface ou trop en profondeur dans le semi-conducteur pour que 
les charges générées soient accumulées par l'élément photosensible [3]. Le premier cas 
est d'autant plus vrai lorsqu'un photoMOS est utilisé, car le photon risque de se faire 
absorber directement par la photogrille. 
Heureusement, le silicium présente de bonnes ciuactéristiques dans In plage des 
fréquences associées à la lumière visible. L'énergie qui sépare les bandes énergétiques du 
silicium, soit t . l  l eV, permet de capter des photons dont la longueur d'onde est 
infdrieure à environ 1.1 W. Ceci couvre généralement addquatement tout le spectre de 
lumi6re visible, qui s'étend d'environ 390 à 770 nm, du bleu au rouge, respectivement. 
13 Capteurs d'images numériques 
Un capteur d'images numérique se compose normalement d'une mamce 
bidimensionnelle de cellules photosensibles (pixels) et d'un circuit d'appoint chargé de 
lire l'information analogique emmagasinée dans les cellules et de synchroniser les 
diffdrentes e'tapes requises lors de !'acquisition d'une image. 
Une large variétd de capteurs optiques existe, mais un moyen domine largement quant au 
traitement du signal de sortie des photodétecteurs. La méthode d'accumulation des 
charges gén6rées par l'interaction avec la lumière pendant un temps déterminé (nommé 
temps d'intégration) est largement plus utilisée que la lecture directe du courant de dérive 
à travers la jonction P-N dans le cas où des photodiodes sont utilisées. 
Une lecture s'effectue géndralement de la manière suivante. Dans un premier temps, les 
éléments photosensibles de la matrice sont initialisés en les vidant de toute charge 
préalablement accumulée et en fixant un potentiel prédéterminé il leurs bornes. Ensuite, 
l'intégration a lieu, produisant ainsi un voltage qui est fonction de la quantité de charge 
générée par la lumière et de la valeur capacitive au nœud ou la tension est lue. Le 
condensateur d'accumulation des charges est souvent formé simplement des capacitb 
parasites se retrouvant au nœud en question. Généralement, il s'agit du photoddtecteur lui 
même et, dans plusieurs cas, de la grille d'un transistor. Une fois l'intégration terminée, 
les cellules sont lues séquentiellement, rangée par rangée- Les pixels d'une même rangée 
peuvent par contre être lus parallèlement. 
13.1 Crithes de performance 
Avant de comparer les principales technologies utilisées pour la réalisation de capteurs 
d'images, il convient de définir les principaux critères permettant d'évaluer les forces et 
faiblesses des différents systèmes. Les critères de performance des capteurs sur lesquels 
le concepteur de circuits VLSI a une influence sont donc brièvement présentés dans les 
paragraphes suivants. 
En premier lieu, deux caractéristiques de base déterminent à quel point l'image acquise 
pourra ètre une représentation fidèle de I'image réelle, même en faisant fi de toute 
caractéristique dynamique du système. Celles-ci sont la résolution et le facteur de 
remplissage de la matrice. La première représente la densité des pixels en nombre par 
unité de surface. La seconde est exprimée comme la fraction de la superficie du pixel 
utilisd pour la détection lumineuse. 
Le couplage parasite, communément nommé «cross-talk » est une mesure plutôt 
qualitative qui fait rdférence au degré d'influence d'un pixel sur ses voisins. U peut se 
prdsenter de différentes manières et origine de plusieurs sources. Celles-ci peuvent être 
d'origine optique (diffraction de la lumière sur les matériaux translucides au dessus du 
pixel ou aux frontieres des déments avoisinants), ou électrique (débordement d'un pixel 
sursaturé en intensité lumineuse, migration des charges g6ndrées en profondeur). 
Le taux de lecture d'une image est la fréquence à laquelle l'information d'une image 
peut être recueillie à la sortie du capteur. 
La plage dynamique intrascène est le rapport de l'intensité lumineuse saturant le signal 
de sortie sur la plus petite intensité détectable dans une même image. La plage 
dynamique intrascene est foriement affect& par le capport signal sur bruit du signal de 
sortie. La plage dynamique interschne, quant i elle, fait céference b la plus forte et la 
plus faible des intensités lumineuses qui peuvent être rnesurdes sur diffhntes 
acquisitions. Cette cmcréristique détermine donc les conditions extrêmes de luminosité 
dans lesquelles le capteur peut être utilisé. Elle est dépendante du plus court et du plus 
long temps d'intégration que peut supporter le capteur. La vitesse de lecture des donndes 
ainsi que le taux de lecture des images sont donc des facteurs déterminants pour la  plage 
dynamique interscene. 
Le bruit de lecture est le niveau & bruit associd ii la conversion de l'information 
lumineuse en signal éiectrique et au transfert de ce dernier. Ce bruit est aléatoire et il 
n'existe aucune corrélation de ce bruit d'une lecture h I'autre. Certaines contributions 
sont non ndgligeables et incontwrmables au niveau design (M shot noise N de la diode. 
u flicker noise n du transistor 12 Il), mais le bruit & lecture global peut être dduit par une 
conception méticuleuse des circuits de lecture et de conversion andogique à numerique 
ou par une réduction du taux de lecture. 
Le bruit spatial ïixe est le niveau de bruit invariant dans le temps associe aux dispirités 
entre les réponses de différents pixels au travers de la matrice. Ce type de bruit, 
particulier aux capteurs d'images numériques, mdrite ici  une attention particulière. Les 
différences entre les caractdristiques des différents éléments au travers de la matrice, qui 
apparaissent au moment de la fabrication, procurent des réponses différentes d'un pixel à 
l'autre. En consQuence, une variance dans la rdponse des ceIIutes photosensibles est 
présente et se traduit par une image irrégulière en sortie, même sous une illumination 
homogiine au dessus de la matcice. Ces irrégularités sont cependant fonction de l'espace, 
et non du temps, e t  se répétent d'une image i l'autre. Pour cette raison, ce bruit est 
désigné sous L'appellation de patron de bmit fixe. induit de I'angIais u Fixed Pattern 
Noise (FfN) B. 
13.2 Capteurs d'images h Charge Coupled Devices (Ca) w
La présente section explique brièvement le fonctionnement et les caractéristiques des 
capteurs communément référencés sous l'acronyme CCD, de L'anglais « Charge Coupled 
Oevices *. Bien que le sujet du présent mémoire soit d'un type diiWrent, on ne peut 
passer sous silence les dispositifs CCD. En effet, vu leur grande populririté dans le monde 
de l'acquisition d'images numériques, i l s  demeurent la réf6rence. 
La Figure 1.2 schématise l'architecture globale d'un capteur de type CCD. L'élément 
photosensible utilisd est le photocondensateur. Une matrice de ph~togrilles. situèes i 
proximité !es unes des autres, permet d'intégrer et de ddplacer les charges cddes par I 
lumiére. Afin de balayer toute la matrice, tes charges sont transfédes, comme dans des 
registres à ddcdage. vers un amplificateur situé à Iri sortie. En ddcidant les charges 
lentement à In verticale et rapidement à l'horizontale, l'image est présentde B I'extdrieur 
du circuit i ntdgrd sous forme d'un signal vidéo analogique. 
Figure 1.2 : Architechire d'un capteur CCD 
La Figure 1.3 présente le mdciinisrne permettant d'arriver à cette fin. Sur ce schéma, les 
charges sont initiaiement integrées sous les grilles formées par le signal Phase 2. Par la 
suite, l'activation appropri6e des diffdmnts signaux P k e  x permet, en quelques 6tapes 
(to h t sur la figure), de former et de détruire des puits de potentiel afin de contraindre le 
déplacement des charges (Qx) dans la direction voulue. 
T Phese 1 
Figure 1.3 : Mécanisme de transfert de charges dans un capteur CCD (tiré de (51) 
La technologie CCD offre des performances très intdressantes en détectant et transférant 
les signaux avec un niveau de bmit relativement faible et uniforme. II s'agit aussi d'une 
technologie mature en termes de rendement et de performances. Celles-ci ont en général 
atteint des niveaux près de leurs limites théoriques ou qui n'a pas subi d'améliorations 
significatives depuis des anndes [18], 
Cependant, quelques points rendent cette technologie non désirable dans certaines 
applications. Premièrement, un sous échantillonnage de la matrice est impossible. En 
effet. on ne peut avoir accés 1 la valeur de chaque pixel qu'en accédant à tous les pixels 
des lignes et colonnes qui le précédent dans la matrice. Ensuite, pour une bonne efficacitd 
de transfert des charges de chaque site vers la sortie, plusieurs niveaux de tensions sont 
nécessaires. De plus, les dispositifs CCD représentent des charges capacitives très 
importantes, qui rendent leur consommation plutôt gnnde [22,25]. Finalement, les 
circuits de ce type ont besoin d'un procédé de fabrication spécial, ce qui rend leur 
intdgration à des systèmes plus complexes sur une seule puce impossible, ou tout au 
moins inefficace [Il] .  
133 Capteurs d'images CMOS 
Il est aussi possible de réaliser des capteurs au moyen de procédés CMOS standards. 
Cette option a été introduite initialement pour l'avantage qu'elle présente au niveau des 
coûts, puisque le procddés et usines de fabrication CMOS sont abondants et facilement 
disponibles, Cependant, de nos jours, on s'accorde plutôt pour dire que les principaux 
avantages de cette technologie se situent aux niveaux de sa faible consommation de 
puissance et des fonctionnalités qu'elle permet d'intégrer au capteur [22,28,53]. 
Au niveau de la qualité d'image, les capteurs CMOS se comparent aux capteurs CCD de 
milieu de gamme, mais ils demeurent inférieurs aux capteurs de haut de gamme [3]. Ceci 
est une conséquence de leur plus faible sensibilité ài la lumiére et de leur plus grand 
courant de noirceur. En effet, contrairement aux capteurs CCD, les procédés CMOS 
standards n'ont pas été optimisés pour les caractéristiques optiques de leurs éléments, 
mais plutôt pour la rtalisation des circuits numbriques ou mixtes. 
Cependant, toujours au niveau de la qualité d'image, l'attrait des capteurs CMOS actifs 
augmente avec le nombre de pixels et cette technologie deviendra sûrement bientôt la 
réfdrence pour les capteurs de quelques millions de pixels [ 181. Ceci est principalement 
dû à leur plus faibie bruit de lecture à des Wquences au dessus de 10 MHz, @ce h 
l'amplification possible à I'intdrieur même du pixel, comme il sera présenté à la 
prochaine section. Aussi, le fait d'effectuer h conversion directement sur la puce 
améliore la qualité du signal, en éliminant le bruit qui s'introduit dans les interconnexions 
entre composants. Le transfert de l'information d l'extérieur du chip de façon numérique 
est bien sûr mieux immunid au bruit que le transfert analogique. La vitesse de lecture est 
aussi amdiorée, puisque la distance qui sépare les photodètecteurs et les circuits de 
lecture est réduite, et que la charge capacitive des plots est ainsi éliminée. 
Toutefois, Ies dispositifs CMOS étant particulièrement sujets à de fortes disparités de 
leurs caract4ristiques dans une technologie donnée, le FPN constitue une sèvére limite 
aux performances d'un capteur s'il n'est pas traité adéquatement. Dans la plupart des cas, 
des efforts pour réduire ce type de bruit sont essentiels pour procurer une image de 
qualité acceptable. Heureusement, le bruit se répétant d'une image à l'autre, des moyens 
efficaces d'amélioration d'image existent et seront présentés plus loin dans ce chapitre. 
1.4 Types de capteurs CMOS 
Les capteurs CMOS peuvent être divis& en deux grandes catégories selon les déments 
qui composent leurs cellules photosensibles. II s'agit des capteurs passifs et des capteurs 
actifs. 
Les premiers sont les plus simples et ils permettent la plus grande résolution et le 
meilleur facteur de remplissage. Les capteurs actifs, quant i eux, possbdent des 
transistors d'amplification etfou de conversion directement au niveau de leurs cellules 
photosensibles. De cette manihe, il est habituellement possible d'améliorer de façon 
significative le rapport signal sur bruit et  la vitesse de lecture du senseur. Nous faisons 
communément réference ?I ces capteurs au moyen de l'acronyme APS, signifiant Active 
Pixel Sensor B. 
Nous prdsentons dans les sections suivantes les configurations de base pour chacun des 
types de photodétecteurs les plus populaires, soient la photodiode et le transistor B 
photogrille. Cependant, le lecteur doit noter que plusieurs modifications peuvent être 
apportées aux circuits présentés ici, de manière à intégrer diff6rentes fonctionnalités 
directement au niveau des pixels. Certaines de ces fonctionnalités seront cependant 
présentées plus loin, à la section 1.6. 
1.4.1 Capteur Passif 
Un capteur qui utilise I'approcbe du pixel passif consiste en une matrice de pixels qui 
contiennent tous une photodiode et un transistor de sélection [30], tel que schématist? à la 
Figure 1.4. Les charges de la photodiode sont transf6nk.s à un amplificateur situé au bas 
du bus de colonne une fois la période d'int6gration terminée. C'est une impulsion sur la 
grille des transistors des pixels qui permet le transfert de ces charges. La lecture d'une 
image complhe se fait généralement rangée par rangée. L'amplificateur de chaque 
colonne convertit la charge reçue en une tension proportionnelle ii cette charge. Notons 
toutefois que deux transistors de sdection sont parfois utilisés afin de permettre un 
adressage x-y de rnüniére B activer les pixels un à la fois. 
La capteurs à cellules passives offrent le plus grand facteur de remplissage et la plus 
grande densité. Néanmoins, ils souffrent de faibles rapport signal ii bruit et vitesse de 
lecture, dus à la grande distance qui sépare les pixels de leur amplificateur. 
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Figure 1.4 : Cellule photosensible CMOS passive 
1.4.2 Capteurs actifs 
1.4.21 Capleurs actifs à photodiodes 
Contrairement au pixel passif, où le signal véhiculb est constitué de la charge accumutée 
à une borne de la diode, le pixel actif peut transmettre à sa sortie n'importe quel type de 
signal, selon le choix du concepteur. Plusieurs types de cellules, significativement 
différentes, sont donc présentées ici et sont identifiées selon le mode de propagation de 
leur signai de sortie. U s'agit des modes tension, courant et impulsions. 
a) Mode Tension 
Une cellule typique de capteur actif à photodiode possède trois transistors, tel que 
schdmatisé à la Figure 1.5. Pour la décrire, expliquons sa procédure d'utilisation. Afin 
d'initialiser la cellule. avant chaque cycle de lecture, une impulsion sur l'entrée RST 
raméne le potentiel de la diode à la tension de rdférence, dans ce cas MID. La période 
d'intégration suit. Pendant cette @riode, le photocourant fait baisser la tension présente 
aux bomes de la diode. Lorsque vient le temps de la lecture, une impulsion RD est 
envoyde à la grille de M3, activant ainsi la cellule. La tension Vout, dépendant de la 
tension aux bomes de la diode peut donc être lue par l'amplificateur de colonne (connecté 
à Vout) via le suiveur M2 alors polarisé par la source de courant. 
PIXEL 
Figure 1.5 : Pixel à photodiode en mode tension 
Il est à noter que le type de composants peut être changé selon Iü nature du substrat ou du 
puits dans lequel les éléments sont fabriqués. Ainsi, une diode connectée h VDD et trois 
transistors à canal 'P' peuvent aussi bien être utilisds pour iutiver aux mêmes fins. Ce 
commentaire est d'ailleurs valide pour tous les types de cellules présentés dans ce 
mémoire. 
b) Mode murant 
Au lieu de lire directement le voItage aux bornes de la diode à l'aide d'un suiveur de 
tension, il est possible de convertir ce signal en courant. Le fonctionnement est très 
similaire à celui ddcnt à la section a), cependant le courant sur le bus de colonne n'est pas 
fixe par une source de courant de polarisation, mais est plutôt variable et d6pend de la 
tension aux bornes de la photodiode et de l'amplificateur de transconductance M2. 
Figure 1.6 : Pixel à photodiode en mode courant 
Cette approche présente certains avantages comparütivernent au mode tension présenté 
plus haut, dont les principaux sont : 
- la possibilité de choisir un gain au gré du concepteur, via l'amplificateur M2, 
permettant de lire le signal de sortie avec plus d'aisance, sur une plage choisie, et 
ainsi d'améiiorer le rapport signal sur bruit en lecture ; 
- la possibilitd de réduire la consommation globale du circuit en abaissant la tension 
d'alimentation de façon significative, sans pour autant affecter la plage dynamique du 
signal d'intdrêt ; 
- la diminution des variations de la tension au nœud de sortie, réduisant ainsi les 
charges et décharges des importants condensateurs parasites au niveau des bus de 
colonnes, améliorant ainsi la vitesse de lecture. 
Cependant, le gain de transconductance apport6 par le transistor ne procure pas que des 
avantages. En effet, il accentue de façon significative le FPN dont la correction a toujours 
été problématique. 
Le lecteur notera qu'une tension supplémentaire d'initialisation est nécessaire pour le bon 
fonctionnement de la cellule en mode courant (Vrst). Ceci vient du fait qu'au del& d'une 
certaine tension Vgs à la grille de M2, le courant louf atteint sa limite et toute variation 
de tension ne procurera aucun effet détectable à la sortie. Il convient donc de fixer la 
tension Vrsî à cette tension limite de manière à ce que l'intégration soit efficace dLs les 
premiers instants. Ce signal de référence supplémentaire n'affecte cependant pas Iû taille 
de la cellule puisque. dans ce cas-ci, une seule alimentation est suffisante (VSS en 
moins). Le nombre de ligne de contrôle et d'alimentation au travers de la matrice reste 
donc le même que pour le mode tension. 
c) Mode impulsions 
D'autres approches ont aussi été présentdes dans quelques publications, bien qu'elles 
aient fait l'objet de beaucoup moins de recherches. II convient cependant, dans le cadre 
de ce chapitre d'introduction au domaine, de mentionner leur existence. 
ii s'agit de coder l'intensité lumineuse dans le domaine du temps au lieu d'utiliser des 
tensions ou courants analogiques. Avec cette approche, le signal dlectrique est code selon 
la fréquence ou la durée d'impulsions binaires qui peuvent se répéter au cours d'une 
période d'intégration. Ceci confère une imrnunit6 au bruit de transmission du signal 
significativement supérieure aux tensions ou courants analogiques. 
À titre d'exemple, une approche consiste à moduler la largeur d'impulsions en comparant 
la tension aux bornes de la photodiode à une riunpe [14]. Le pixel simplifié prdsenté à la 
Figure 1.7 a) est compost5 d'une photodiode, d'un échûntillonneur bloqueur et d'un 
comparateu. Suite à la période d'intégration lumineuse, la tension à la diode est 
maintenue constante au nœud int, une impulsion est génétée et une rampe est appliquée à 
la tension de réfdrence VreS, L'impulsions se termine lorsque Vref atteint la tension du 
nœud inr. La quantité de chmges générées par l'interaction lumineuse se traduit donc par 
une impulsion plus ou moins longue au noeud out, Le chronogrme des signaux de 
contrôle et de sortie est présenté en b) 
&B RST 
Figure 1.7 : Pixel ih modulation de durée d'impuisions (tiré de [IJ]) 
Bien que le signal de sortie soit plutôt insensible au bruit, un fort FPN associé au 
comparateur présent dans chaque pixel est difficile B compenser. Aussi, la résolution et le 
facteur de remplissage souffrent significativement de la présence du compiimteur. 
La Figure 1.8 prdsente un circuit simple où I'intensitd lumineuse est représentde par la 
Wquence d'impulsions appanissant au nœud out. 
Figure 1.û : Pixel ih modulation de fréquenm d'impulsions (tiré de [57n 
Fendant l'intégration, le transistor MI ne conduit pas et le photocourant au travers de la 
diode fait augmenter la tension au nœud int. Lorsque celle-ci franchit la tension de seuil 
de l'inverseur invl. une transition se propage par les inverseurs et décharge le 
condensateur en activant le transistor AMI. te seuil de l'inverseur est donc retraversé en 
sens inverse, créant une nouvelle transition qui se propage de nouveau jusqu'à la grille de 
Ml. Tout ce processus se traduit par une brhe impulsion à la sortie out, suite à laquelle 
l'accumulation de charge dans le condensateur peut recommencer. Plus l'intensité 
lumineuse est importante, plus la charge du condensateur se fait rapidement et, en 
conséquence, plus la  fréquence des impulsions est dlevde. 
Cette technique possède l'avantage de ne consommer que très peu d'dnergie, 
puisqu'aucun courant ne circule de façon continue, à l'exception du trés faible 
photocourant. Cependant, l'intégration est ii recommencer pour chaque ligne et limite de 
façon significative le taux de lectuk d'images. De plus, la  sortie étant directement codée 
de façon numérique, la réduction de FPN doit être faite par post-traitement des données. 
1.4.2.2 Capteurs actifs il phototransistors 
1 est aussi possible en procédé CMOS standard d'avoir recours au photocondensateur 
pour acquérir une image. Le capteur iî photomnsistor reproduit, à trés petite 6chelle, le 
principe de fonctionnement d'une caméra CCD. 
Au cours de l'intégration, les charges sont accumulées dans le puits de potentiel situt 
sous la photogrille PG (Figure 1.9). Lorsque vient le temps de la lecture, la grille de 
transfert TX est activée et permet aux charges de se déplacer vers la diffusion flottante 
DF. La tension à la grille PG est alors réduite à zéro, chassant ainsi les charges géndrées 
par l'interaction lumineuse et complétant leur transfert vers le nœud DF. La tension est 
alors lue via le suiveur de tension M2. il est à noter que, préalablement à la lecture telle 
que décrite, la difision DF est vidée des charges de lit lecture précédente en activant le 
transistor de reset MI. 
Iddalement, lorsque le procédé de fabrication le permet (double poly), la grille de 
transfert ïX se juxtapose partiellement au dessus de la photogrille PG. 
Figure 13 : Pixel B transistor B photogrille 
Les capteurs h photogrilles ont été principalement développés pour des fins scientifiques 
de haute performance. La Force de ce type de capteur réside dans son niveau de bruit très 
bas. En plus de présenter un courant de noirceur plus faible puisque le courant de 
polarisation inverse est inexistant, il permet de mieux tliminer le FPN que les circuits 
avec photodiode, comme il le sera expliqud dans la prochaine section. Toutefois, ce type 
de capteur présente un Facteur de remplissage génhlement moins élevr5 que les capteurs 
à photodiodes et sa réponse dans la partie la plus dnergétique du spectre est relativement 
faible [3,11,22]. 
1.5 Techniques de réduction du FPN 
Les dispositifs CMOS étant p;irticuli&rement sujets à de fortes disparités de leurs 
caractéristiques dans une technologie donnée, le FPN peut constituer une sévère limite 
aux performances d'un capteur s'il n'est pas traité adéquatement. Heureusement, le bruit 
se répétant d'une image à L'autre, des moyens eficaces d'amélioration d'image existent. 
Une méthode simple pour réduire le FfN consiste à enregistrer la some de chaque pixel 
lorsque la matrice entière est dans la noirceur [251. Les disparités retrouvées entre chaque 
pixel de cette image peuvent être &entuellement soustraites des sorties au cours de 
l'acquisition normale d'images. Cette technique procure des résultats intéressants en 
éliminant le décalage entre les pixels, mais nécessite une mémoire supplémentaire, de la 
taille de l'image entière, uniquement pour mémoriser les données de correction. 
Une méthode très courante permettant de réduire le bruit fixe consiste à comparer, avant 
la conversion analogique à numérique, le signal de sortie dépendant de l'intensité 
lumineuse, à un signal de référence propre ài chaque pixel. Le signal de sortie disponible 
immédiatement suite à I'initialisation du pixel lu constitue cette référence. 
La lecture requiert donc deux échantillonnages, d'oii son nom de méthode de corrélation 
de double échantillonnage, ou CDS, de N Correlated Double Sampling B. Un circuit 
fréquemment utilisé pour réaliser cette tâche est présenté ii la  Figure 1 .IO. Le signal est 
mdmorisé aux bornes du condensateur Csig, alors que le signal de référence est mémorisé 
dans Crst. La tension différentielle entre les noeuds Vsig et Vrst constitue la véritable 
sortie représentant l'intensité lumineuse au dessus du pixel. 
- 
Figure 1.10 : Circuit de réàuction du FPN par CDS 
il est à noter que le CDS ne-peut être parfaitement efficace qu'avec des éidrnents de 
lecture à photoMOS, Avec ces éléments, il est possible de réinitiaiiser le nœud de Iecture 
avant d'y transférer les charges générées au cours de l'intégration. La différence entre 
Vsig et Vrst mesurée n'est alors attribuée qu'aux charges générées par l'interaction 
lumineuse, peu importe le niveau de réinitiaiisation. Le bruit peut ainsi être réduit, dans 
les meilleurs cas rapportés, à un seul éieccron d'accumulation. 
Avec un circuit 1 photodiode, le signal de reset dtant destructif pour les charges 
accumult?es, il ne peut être mesuré dans le même cycle de lecture que le signal d'intérêt 
Vsig. Si le nombre de charges avant l'intégration n'est pas parfaitement constant d'une 
réinitialisation ji l'autre, il est impossible de détecter ces variations, qui constituent une 
source de bruit supplémentaire. Néanmoins, le CDS est réguli8rement utilisé et procure 
des résultats tout de même fort intéressants avec des circuits ii photodiodes [22,27]. 
Aussi, le CDS a dit utilisi! dans le cas de circuits où la sortie est en mode courant- Le 
circuit présenté B la Figure l .l i permet d'évaluer très simplement la diffdrence entre le 
signal de sortie des pixels suite ii l'intégration (Ipxl= Mg)  et après une réinitialisation 
(Ipxl=lrst) en mdmorisant successivement les courants dans deux mémoires de counnt. 
La mémoire de courant faite d'un transistor ii canal 'N' et la mémoire de type 'PT font 
circuler des courants en sens opposés. Sachant que la somme des courants au nœud out 
doit être nulle, l a  diffdrence des deux courants (fout = Irst - Isig) est donc directement 
disponible au nœud de sortie. 
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Figure 1.11 : Réduction du FPN par CD5 en mode courant 
Malheureusement, le CDS ne présente pas des perfomances aussi intéressantes en mode 
courant qu'en mode tension, principalement B cause du gain de transconductance qui 
varie significativement d'un pixel à l'autre. Ceci rend le signal de sortie dépendant d'une 
caractéristique supplémentaire du transistor de sortie de la photocellule, contrairement au 
cas du suiveur de tension utilisk en mode tension, où le gain est pratiquement unitaire. On 
retrouve une discussion plus approfondie sur le sujet à la  section 2.3.5. 
1.6 Exemples de fonctions spécialisées de capteurs CMOS 
Le fait de pouvoir intégrer une grande variété de circuits sur le capteur lui même en 
technologie CMOS a fait jaillir de l'imagination des chercheurs une foule dtid6es 
permettant d'améliorer les capteurs en fonction d'applications spécifiques. Le but de la 
présente section n'est pas de répertorier tous les circuits spécifiques présents dans la 
littérature, mais de mentionner certaines des approches les plus fréquentes. 
Quelques équipes de recherche ont présent6 des capteurs dont la disposition des cellules 
photosensibles de la matrice est non-orthogonale [3 1,471. Au lieu de disposer les pixels 
en rangées et en colonnes. les cellules sont disposées de manikre radialelconcentrique. La 
résolution du capteur est alors rdduite de son centre vers sa périphérie, un peu à l'image 
des récepteurs situés sur l a  rétine de l'œil chez l'humain [3 1,521. 
Aussi, en incluant des liens entre les pixels leur permettant de communiquer entre eux, 
plusieurs équipes ont intégré des fonctions de différentiation spatiale utiles pour la 
détection instantanée de contrastes et de formes. De façon semblable, des déments de 
mémoire analogique au sein de chaque pixel permettent la différentiation temporelle 
entre les images afin de détecter le mouvement [9,20,45,49]. 
Cependant, les efforts ont été plus récemment toumés vers l'augmentation de la plage 
dynamique optique intrascène des capteurs. Les capteurs CCD conventionnels et les 
capteurs CMOS présentés jusqu'ici offrent une plage dynamique optique maximale 
d'environ 50 à 70 dB. Ceci reste encore très loin de celle du système visuel humain, qui 
est de l'ordre d'environ 200 dB. Le secret d'une telle performance provient 
principalement du fait que l 'œil possède une réponse logarithmique du signal de sortie 
par rapport à la lumière incidente. Dans les faits, la sensibilité de la rétine est très 
importante dans la noirceur et  diminue avec l'augmentation de l'intensité lumineuse 
incidente. 
Plusieurs approches visant ji imiter un tel comportement à l'aide d'un capteur 2 semi- 
conducteurs ont ét6 publiées. La cellule de la Figure 1.12 a) exhibe une tension de sortie 
ioganthmiquement dépendante du photocourant polarisant le transistor MI en région de 
Figure 1.12 : CeNules b réponse (a) logarithmique et (b) pseudo-logarithmique ainsi 
que (c) l'évolution des charges accumulées dans la cellule pseudo-logarithmique 
faible inversion [3 1,35,40]. La cellule présentée en b) exécute plutôt une approximation 
de réponse logarithmique par segments linéaires [8]. La tension Min(#) limite la plage de 
variation possible que le signal de sortie d'un pixel peut avoir et ce plafond est modifié 
par paliers au cours de la période d'intégration. L'évolution de la charge accumulée aux 
bornes de la diode pour une intensité lumineuse forte (Qintl) et une faible (Qint2) dans 
une cellule utilisée avec quatre paliers de Wim est présentée en c), ainsi que la réponse 
pseudo-logarithmique de sortie qui y est associée. Malheureusement, ces capteurs 
logarithmiques. ou pseudo-logarithmiques, présentent généralement une très grande 
sensibilité aux changements de temp?rature et un fort FPN [13]. Les résultats les plus 
probants en réponse aux efforts visant ?i améliorer la plage dynamique des capteurs ont 
été obtenus avec des cellules dont le temps d'intégntion est choisi automatiquement et 
indépendamment d'un pixel 1 l'autre. par opposition à un contrôle global d'intégration 
[54,55,56,58,]. 
Cette approche permet de conserver une répnse linéaire de bonne qualité, h faible bruit 
et d'une bonne stabilitd en ternphture, dont la plage dynamique est d'environ 50-70 dB, 
tout en ajoutant quelques ddcibels suppl6mentaires dans l'information contenue dans le 
temps d'intégration qui est propre ii chique pixel.. Pdois, la cellule présente aussi un 
gain variable choisi automatiquement selon l'intensité lumineuse. La combinaison de 
I'information provenant du signal analogique, de son gain et du temps d'intégration, 
permet d'atteindre une plage dynamique optique de 120 dB sur 20 bits [38]. 
1.6.1 Capteurs à résolution variable 
Une attention particuliére est portée ici sur les systèmes à résolution variable, puisque le 
capteur faisant l'objet de ce rnrhoire de maitrise s'inscrit dans cette catégorie. 
L'image multi-résolution est habituellement générée par traitement numérique dans une 
étape subséquente à l'acquisition d'image [Il, t7J. Toutefois, ceci demande la lecture et 
le transfert d'un nombre de pixels supérieur B celui requis pour l'image de sortie, ainsi 
qu'une quantité de calculs non négligeable à exgcuter en temps réel. Pour des 
applications où la consommation de puissance est une priorité, ceci peut constituer un 
handicap important. De là l'utilité d'utiliser des capteurs qui réalisent l'opération de 
réduction de résolution à même la capture d'image. 
Plusieurs capteurs se targuent d'offrir une résolution variable au niveau de la capture 
d'image. Toutefois, ceux-ci ne font en général qu'offrir un adressage x-y qui permet 
d'échantillonner un sous-ensemble de la matrice de photocellules [62]. Malheureusement, 
le sous-échantillonnage entraîne une perte d'information qui dégrade l'image résultante 
de façon importante. 
À faible résolution, le calcul de la Valeur Moyenne de Pixels Adjacents (VMPA) pennet 
de réduire cet effet puisque, bien que le nombre de données en sortie soit réduit, l'image 
est en fait lue à haute résolution ; la contribution de chaque pixel d'une résolution 
supérieure affecte la sortie. 
Un capteur h résolution variable capable d'évaluer la moyenne en temps réel de façon 
analogique a été présenté par le « Jet Propulsion Laboratory », groupe qui a joué un rôle 
majeur dans le développement des capteurs CMOS [II, 17.23, SS,6O,6 11. Ce capteur 
comporte deux banques de condensateurs permettant d'évaluer la moyenne des rangées et 
des colonnes [16]. La Figure 1.13 illustre le principe de fonctionnement du système 
lorsque ce dernier est utilisé pour calculer la moyenne du signal de sortie de blocs de 3x3 
pixels. 
Le signal de sortie des cellules photosensibles est une tension qui est, en premier lieu, 
mémorisée dans un condensateur au bas de chaque colonne (a). Ensuite, les 
condensateurs de colonnes dont les signaux doivent être moyennés sont liés et les charges 
se distribuent équitablement, procurant sur chaque condensateur de la première banque la 
tension moyenne des signaux d'une ligne du bloc de pixels (b). Cette tension est ensuite 
transfdrée il un des condensateurs de la banque de condensateurs suivante (c). Le 
pmçessus est rdpété jusqu'a ce que la moyenne de chaque ligne ait dtd ~ruisféde dans les 
condensateurs de la seconde banque (d). La moyenne de tous les pixeIs du bloc est alors 
&aiuée en liant ces trois condensateurs avant d'en lire la tension résultante. 
Figure 1.13 : $tapes d'acquisiion d'image pour le calcul de la VMPA B résolution 
Les rèsultats obtenus avec ce capteur sont probants, mais 1'8valu;ition de la moyenne 
s'effectue en plusieurs étapes, affectant ainsi le temps de lecture et, par conséquent, le 
taux de lecnire de l'image, ou conîmignant le CAN h fonctionner h un taux de conversion 
élev6. 
1.7 Conclusion 
Ce chapitre a fait un bref survol du large domaine de l'acquisition d'images numériques 
au moyen de semi-conducteurs. Pour ce faire, les notions de base sur les mécanismes de 
captation lumineuse et les principaux éI6ments photosensibles utilisés ont été présentés. 
La pertinence de l'utilisation d'un procédé CMOS, par opposition aux populaires 
capteurs CCD, a aussi été mise en évidence. Cette technologie permet notamment de 
rdduire la consommation d'un systérne et d'intdgrer des fonctions de traitement d'images 
h même la puce d'acquisition. 
Les principales approches présentes dans la littérature ont dtd recensées, avec leurs 
avantages et inconvénients, en fonction de leur élément photosensible et du type de signal 
qu'ils véhiculent. Ensuite, des méthodes de réduction des imperfections d'images causées 
par les paramètres variables des déments CMOS ont été présentées pour différents types 
de signaux. Finalement, quelques exemples représentatifs des capteurs prdsent.5 dans la 
littérature récente sur le sujet ont été recensés, avec un accent particulier sur les capteurs 
ii résolution variable. 
Le prochain chapitre présente la conception d'une caméra intdgrée fonctionnant 
entièrement en mode courant et dont la résolution peut être varide en minimisant la perte 
d'information associde h la diminution de rdsolution par l'ifvaluation de la moyenne de 
pixels adjacents. 
DESCRIPTION DU CAPTEUR 
2.1 Introduction 
Nous avons survolé dans le chapitre précédent tes principales techniques de captation 
lumineuse et les différents circuits permettant d'acquérir des images à l'aide de 
composants à semi-conducteurs, en insistant particuliiirement sur l'utilisation d'un 
procédé de fabrication CMOS standard. Maintenant que. les notions fondamentales 
concernant le sujet sont acquises, il est possible de discuter de façon détaillée des 
considérations de conception d'un capteur spécifique. Ceci constitue précisément le but 
du présent chapitre. 
Le capteur dont il est question ici constitue une premiiire itération dans le processus de 
développement d'un systeme inthgr6 applicable h un implant visuel. II s'agit d'une 
proposition de design qui permet de rdaliser toutes les dtapes allant de la réception 
photonique à la présentation des données en sortie sous fwmat numérique, en incluant la 
réduction de FPN. 
Les éléments présent& sont les blocs de base permettant de réaliser une telle caméra 
intégrée. Les choix de conception faits en fonction du système visé sont explicités et 
justifiés. Toutefois la discussion se limite au niveau conceptuel. Les détails spécifiques h 
la réalisation des différentes versions du développement, nommément les considérations 
concernant le dessin des masques et le contrôle numérique, sont laissés aux chapitres 
subséquents. 
Dans ce chapitre, après un survol des différentes fonctionnalités du capteur, les 
principaux modules du système sont présentés. O s'agit, dans l'ordre, de (1) la 
configuration de la matrice et de sa cellule photosensible de base, (2) du circuit de 
rnultiplexage et d'évaluation de la Valeur Moyenne de Pixels Adjacents ( W A )  
permettant de varier la résolution, (3) du circuit de téduction du FPN, (4) du 
convertisseur analogique-num6rique (5) et de la mémoire tampon numérique. 
2 2  Vue d'ensemble du systéme 
La ddfinition de I'image requise pour le systeme auque1 est destind principalement le 
capteur Blabord ici est très faible. Le stimulateur visuel de l'&pipe de recherche 
PolySTh~l n'est supposé 3 court et moyen termes traiter qu'une image carrée de 25 pixels 
de c W  Toutefois, comme il l'ri été mentionné en introduction, il est possible de confdrer 
au capteur une fonction de zoom électronique en variant sa résolution. Pour cette raison, 
la taille de la matrice de pixels dépasse significativement celle de la matrice d'dlectrodes 
corticales. La matrice présentde ici  comporte 128x 128 pixels. 
Avant de décrire les blocs en détail, il convient de prdsenter d'un haut niveau, le 
comportement global du systkme. 
2.2.1 Fonctions programmables du capteur 
Le capteur possède cenaines fonctions qui le rendent très versatile. La Figure 2.1 illustre 
schématiquement une utilisation possible du capteur intdgrant presque toutes ses 
fonctionnalitds, décrites dans la présente section. 
Taille variable : L'utilisateur peut choisir la taille de I'image qui lui convient, jusqu'à 
une taille maximale de t 28x128 pixels. II indique la hauteur et la largeur de l'image, en 
nombre de pixels, qu'il désire acquérir. U n'existe aucun lien prédéterminé entre la 
hauteur et la largeur & l'image. Ainsi. l'utilisateur est parfaitement libre de choisir le 
rapport de forme d'image qui lui convient 
Figure 2.1 : Illustration d'une configuration d'acquisition d'image 
II est important de noter que les colonnes et rangées inutilisées peuvent être désüctivées 
en presque totalité au cours des lectures. Ainsi, la consommation en puissance du 
systkme sera d'autant plus faible que la taille d'image acquise sera réduite par rapport h la 
taille maximale. 
Position variable : La position de I'image captée, par rapport à la matrice entière de 
128x 128 pixels, est à la discrétion de l'utilisateur. Celle-ci est indiquée par la position du 
premier pixel qui sen transmis, soit celui situé en haut i gauche de l'image d'intérêt. 
Évidemment, ce paramètre ne peut être modifié que si la taille de l'image captée n'est pas 
maximale. 
Résoiution variable : La résoiution est variable selon des rapports de un, deux ou quatre. 
il est possible & traiter chaque pixel du capteur individuellement, ou en re,mupement de 
2x2 ou de 4x4 pixels. Par conséquent, selon la résolution choisie, la taille maximale de 
l'image captee sera respectivement de 128x1 28'64x64 ou 32x32 pixels. 
Temps d'expasition variable : Le temps pendant lequel les charges générées par 
l'interaction lumineuse pour chaque image captde est variable. Ceci permet de s'adapter 
à divers niveaux d'intensitd lumineuse globale en allongeant ou raccourcissant la période 
d'exposition. 
23 Description détailiée du système 
23.1 Schéma bloc 
Comme le montre la Figure 2.2, une approche paralléle est utilisée pour le traitement du 
signal à la base des colonnes de la matrice. Ce choix a été fait parce qu'il s'agit de la 
configuration qui impose les moins grandes contraintes sur la conception du 
Convertisseur Analogique à Numérique (CAN). En effet, une approche ou un seul CAN 
est utilisé impose de sérieuses contraintes sur son taux de conversion, alors qu'une 
approche où un CAN est utilisé par pixel permet de fonctionner à un faible taux de 
conversion, mais pose de sérieuses contraintes sur sa taille [59,60]. 
MATRICE 





Figure 2 3  : Schéma bloc de la caméra intégrée 
Le circuit consiste principalement en une matrice de 128x128 pixels, chacun constitué 
d'une photodiode, de commutateurs de contrôle et d'un amplificateur de courant de 
sortie. L'activation des cellules pour la lecture est contrôlée par des registres à décalage, 
ainsi que des circuits logiques situés dans le bloc de contrôle de rangées. Les colonnes 
sont traitées en parallèle par groupes de quatre. Ainsi, 32 circuits de multiplexage et 
d'évaluation de la W A  sélectionnent quelles colonnes doivent être évaluées il un 
moment donne et, si la résolution n'est pas maximale, évalue la VMPA des courants de 
sortie. Des circuits de réduction du FPN éliminent la majoritd du bruit spatial introduit 
par les transistors d'amplification inclus dans les photocellules et par le processus 
d'évaluation de la VMPA. Des CAN parallèles évaluent jusqu'g 32 colonnes 
simultanément et emmagasinent les valeurs de sortie dans une mémoire tampon aussi 
large que la matrice. Chaque donnée est dirigée vers un espace dans le tampon 
correspondant à la colonne mesurée. 
Lorsque la rdsolution est maximale, quatre conversions sont nécessaires pour évaluer la 
ligne complète et pour remplir la mémoire tampon. Les données sont alors décalées vers 
la sortie et la ligne suivante peut être évaluée. Lorsque la moyenne est faite sur des 
groupes de pixels joints (4x4 ou 2x2). chaque CAN n'a à effectuer qu'une ou deux 
conversion par ligne, respectivement. La mémoire tampon n'est alors remplie qu'à la 
moitié ou au quart avant d'être vidée. 
il est à noter que les colonnes peuvent être désactivées par groupes de quatre pour réduire 
la consommation lorsque la largeur de l'image acquise est inférieure i la largeur de la 
matrice. 
233 Matrice APS 
En vertu des avantages concernant la consommation et la plage d'opération qu'il 
présente, le mode courant a été choisi pour véhiculer le signal électrique de conversion 
lutnineuse. Son principal désavantage est la difficuld de niduire le FPN associé au gain 
de transconductance de la cellule. Cependant une nouvelle technique est proposée à la 
section 23.5 pour minimiser cet effet néfaste. 
Aussi, les circuits conçus pour fonctionner en mode courant offrent habituellement les 
avantages de nécessiter moins de composants et consomment moins de puissance [la. 
Ces caractéristiques seront particulièrement bénéfiques lors de la conception des circuits 
subséquents sur le chemin de données, principalement les convertisseurs 
;inalogique/numérique. 
Mais, plus important encore dans notre cas, ce mode nous permet de calculer faciternent 
et instantanément la moyenne des intensités lumineuses de pixels avoisinants afin de 
modifier la résolution de l'image. En effet, nous pouvons sommer directement les 
signaux venant de plusieurs pixels en un même nœud. Ceci nous permet de faire la 
sommation des intensités lumineuses de pixels voisins au cours d'une lecture. Nous 
n'avons qu'à activer plus d'une ligne et recueillir le signal de plus d'une colonne en un 
même point pour obtenir un signal en sortie représentütif de la somme des signaux de 
pixels individuels. 
La Figure 2.3 illustre le principe à l'aide d'une section de la matrice, composée de quatre 
pixels dont le premier, au coin supérieur gauche, est situé sur la iiSme ligne et la jiSm' 
colonne. Lorsque la résolution est maximale (1x1). les lignes sont activées une à la fois, 
Figure 23 : Conftguration de la matrice APS 
procurant au bas des colonnes les courants IcUl(i) = Ipxl(iJ) et Ico l~+l )  = Ipxl(ij+l) en 
un premier temps, et fcol(j) = lpxf(i+Ij) et IcolQ+l) = Ipxl(i+lj+l) ensuite. Toutefois, 
lorsque la résolution est plus grossih (2x2). les deux lignes sont activées, procurant la 
somme des signaux des lignes activées sur chaque colonne (Icolÿ) = Ipxl(ij) + 
Ipxl(i+lj), et Icol(i+l) = Ipx l (~+ l )  + Ipxl(i+lj+l)). Ces deux colonnes peuvent être 
jointes à un nœud commun pour procurer la somme des quatre pixels de façon 
instantanée. 
Cependant, comme la valeur réelle désirée est la moyenne des signaux individuels et non 
leur somme, il faudra diviser le courant ou le temps d'intégration par le nombre de pixels 
regroupés. 
2.3.3 Cellule unitaire 
Le type de photodétecteur utilisé est la photodiode. Cet élément a étC choisi pour sa 
simplicitk en conipmison avec le phototransistor et parce qu'il permet d'acquérir des 
images de qualité amplement bonne pour l'application à laquelle est destiné le capteur. 
Maintenant, avec un procddé de fabrication donn6, les photodiodes peuvent être conçues 
de plus d'une manière. Dans le cas qui nous concerne (proc6dd à puits 'N'), il est possible 
de les fabriquer avec des diffusions 'N' dans le substrat 'P' ou avec des difisions 'P' 
dans des puits 'N'. Cette dernière option permet d'isoler chaque pixel dans son propre 
puits, minimisant ainsi considénblement le couplage parasite. En effet, les charges 
excédentaires des pixels voisins ou créées en profondeur dans le substrat sont repoussées 
ou recueillies par I'aiimentation grâce au puits, rivant qu'elles ne viennent contaminer la 
diffusion formant la photodiode [49]. Le prix à payer est que la sensibilité s'en voit 
quelque peu réduite [22]. 
La Figure 2.4 représente la configuration retenue pour Irr cellule photosensible. Cette 
cellule, présentée ii l'origine dans 11,271, est en fait une cellule de brise en mode courant, 
à laquelle un obturateur cilectronique (M4) a été ajouté. 
Figure 2.4 : Pixel avec obturateur électronique 
L'obturateur permet de contrôler avec precision le temps d'intdgration de façon globale 
[19]. Une fois celui-ci termind, la tension B l'anode de la  d ide est emmagasinée ài la 
grille de M2 en ouvrant l'interrupteur M4. Cette tension reste constante jusqu'i ce que la 
lecture soit terminde. La valeur mesurée n'est donc pas affectée par le temps de lecture 
des données. 
23.4 Ciicuit de muiî iplexage et d'évaluation de la VMPA 
Le circuit schémaiisé de fqon simplifiée ii la Figure 2.5 et d&nt dans la présente section 
remplit deux rôles distincts. Premierement, il sélectionne quelle colonne ou quel groupe 
de colonnes est trait6 à un moment donnd. Ensuite, il somme les sorties des colonnes et 
divise celles-ci en fonction de la résolution & l'image choisie. Ceüe dernière opération 
permet de maintenir le signal transmis au circuit de réduction du FPN h l'intérieur d'une 
plage raisonnable, afin d'éviter que les transistors ne soient saturés en courant, même 
lorsque les sorties sont sommées. Sans cette opération, la plage dynamique du signal de 
sortie de chaque celIule photosensible devrait être céduite selon la résolution, affectant 
ainsi àI la baisse leur rapport signal à bruit. 
Figure 2.5 : Circuit de multiplexage et d'dvaiuation de la Valeur Moyenne de Pixels 
Adjacents 
Quatre signaux de contrôle. RdColO ii RdCoi3, permettent ou non au courant de circuler 
de la cellule photosensible vers le reste du circuit. Une, deux ou quatre colonnes sont 
actives à la fois. De manière it évaluer une ligne compkte, le mot RdCol<;I..O> passe par 
quatre états (000 1, 00 IO, O 1 ûû et 1000) lorsque la résolution est mmimale, deux dtats 
(001 1, 1 100) lorsque les regroupements de pixels est de 2x2 et tous les bits sont actifs 
lorsque la résolution est de 4x4. 
Chaque colonne possède un miroir de courant au ratio variable dont le gain est I / R ~ ,  où R 
représente la tésolution de l'image (les regroupements de pixels sont de taille RxR, avec 
R E { 1.2.41). Une source de courant de polarisation est ajoutée avant chaque miroir de 
maniihe à assurer que ces derniers n'opèrent jamais en région de faible inversion, ce qui 
iniroduirait une erreur significative lorsque le courant de sortie des photocellules est 
faible [10,24,32]. Un signai de contrôle, laiin-on, permet d'éteindre cette source sur 
demande afin de permettre le bon fonctionnement du circuit de réduction du FPN, comme 
il sera mentionné à la section 233. 
Donc, d'après la Figure 2.5, on constate pue le courant de sortie, Imoy, est 
ce qui représente précisément la moyenne des courants de chaque pixel. additionné d'un 
décalage pouvant être nul ou la somme des courants de polarisation, selon le signal de 
contrôle Imiuon. 
II est h noter que chaque miroir est de type cascode Z1 large course, de maniere à 
minimiser l'effet de I'impddance finie des transistors. tout en pennenant une tension 
d'alimentation faible. 
2.3.5 Circuit de réduction du FPN 
Tel que présent4 h la section 1.5, un circuit de dduction du FPN réguli&rement utilisé 
comprend deux mémoires analogiques permettant d'effectuer un double échantillonnage 
corrdlé (CDS) où t'on compare, pour chaque pixel, les signaux de sortie riprès 
l'intégration et après une réinitialisation. En mode courant, la différence entre les deux 
signaux (Idifl= Irst Isig) représente la mesure de l'intensité lumineuse qui expose la 
cellule photosensible. 
Cette méthode réduit l'erreur de décalage et permet d'éliminer pratiquement le FPN pour 
des images de faible intensitd lumineuse. Cependant. le CDS entraine d'importantes 
erreurs à forte intensite dues aux dispmk de gain entre les pixels. Cette constatation est 
représentke h la Rgure 2.6 B I'rùde de simulations W sont p&ntès les signaux de sortie 
de deux pixels d u s  lesquels le npport de forme de l'amplificateur de transconductiuice 
(W/L de M2, figure 2.4) est sensiblement diffdrent. il est ii noter que ces erreurs de gain 
peuvent êtres issues de disparités au niveau de la transconductance de l'amplificateur de 
la cellule photosensible elle-même, mais peuvent aussi être causées par des différences de 
gains au niveau du circuit et de l'évaluation de la VMPA. Les const5quences des 
disparités des deux gains lindaires sont identiques et indissociables, alors l'analyse qui 
suit est valable pour réduire le FPN provenant des deux sources potentielles. 
il est aussi B noter que d'autres facteurs sont également sources de FPN. Mentionnons 
notamment les disparités entre l'aire des photodiodes et l'injection de charge causée par 
les commutateurs de réinitialisation et d'obturation (MI et MJ). Néanmoins, considérant 
que pour un bon facteur de remplissage, I'amplificateur de transconductance doit être 
petit face à la diode, le bruit introduit pir les différences de gain de transconductance 
constitue une part importante du bruit total. Ainsi, même s i  certains effets ne sont pas 
spécifiquement considérés, la compensation lindaire qui fait l'objet de la présente section 
devrait permettre d'améliorer substantiellement les performances du capteur. 
La Figure 2.6 montre que, même s i  les performances du CDS sont bonnes pour des 
images sombres, tel qu'indiqué par une bonne similarité des lectures diffdrentielles pour 
les deux pixels lorsque le photocourant est faible ( Id in1  e l d i m l ) ,  les différences de 
gain mènent à d'importantes erreurs pour des images claires (Idim2 > Idi02).  
Figure 2.6 : Sorties de deux pixels aux gains différents 
ii est cependant possible d'évaluer l'intensité lumineuse d'une autre façon, beaucoup 
moins dépendante du gain de la cellule photosensible. ii s'agit de mesurer le ratio 
existant entre le courant de différence et le courant de référence pour chaque pixel ((frst - 
Isig) / Irst). Ce calcul peut être exécuté aisément s i  t'on considère qu'une conversion 
effectuée par un CAN est en fait l'dvduation du rapport entre la valeur à convertir (Imes) 
et une référence connue ddfinissant la plage des valeurs possibles (Full Scale Range 
Current, I ' r ) .  Pour tout convertisseur, la sortie numérique est 
où N est la r6solution de la conversion, en nombre de bits [41]. 
On peut donc utiliser le courint de réinitialisation de chaque pixel comme riférence pour 
la conversion analogique à numérique (î'Jkr=Irst) du courant de diffdrence (Idifl=Irst- 
Isig) et ainsi, par l'adaptation du giin de conversion pour chaque pixel, la sortie 
numérique nous procurera un signal débarrassé de son erreur de gain. 
La Figure 2.7 illustre graphiquement les conversions des signaux lumineux à 
analogiques, puis andogiques à numdriques, telles qu'appliqudes aux deux pixels de la 
t Sortie des photocellules I Sortie du CAN 
mn -1) 
Figure 2.7 : Conversions du signal Lumineux & Analogique à Numérique 
Figure 2.6. Bien que le courant de différence Idiff soit différent pour les deux pixels, leur 
sortie du système est la même sous la même luminosité incidente. En aucun cas la valeur 
absolue du courant à la sortie du pixel n'est évaluée quantitativement, mais les sorties 
numériques de chacun des pixels correspondent entre elles pour une intensité lumineuse 
donnde. 
Le circuit suivant permet de mesurer le courant de sortie de chaque pixel sur une échelle 
qui lui est propre, tout en conservant une complexité minimale, comparable au plus 
simple des circuits de CDS en mode courant [27]. Le circuit comprend deux mémoires de 
courant (MC1 et MC2) et quatre commutateurs. Chaque mémoire est de type cascode, de 
manière à minimiser I'effet de l'impédance de sortie finie des transistors, et possède des 
commutateurs bidons (gdummy switches ») [IS] pour réduire I'effet d'injection de 
charge dans les condensateurs de mémorisation. Une tension de polarisation Vcascp 
pennet d'utiliser une configuration à large bande dynamique et une tension 
d'alimentation très faible. Le miroir de courant 
Figure 2.8 : Cicuit de réduction du FPN 
ainsi que la source de courant additionnels représentent le circuit de multiplexage et 
d'évaluation de la VMPA décrit à la section 2.3.4. 
Les étapes permettant la réduction du FPN associé au gain de transconductance sont 
illustrées à l'aide de schémas simplifiés 2 la Figure 2.9. Dans un premier temps (a), suite 
à l'intégration lumineuse, le courant de sortie du pixel ou du groupe de pixels Isig, auquel 
s'ajoute le courant de biais Imin, est mémorisé dans une première mémoire de courant. 
La cellule est ensuite réinitialisée en activant le transistor Ml de la cellule (c.f : Figure 
2.4) (b) et le nouveau courant de sortie, Irst, est mémorisé dans la seconde mémoire de 
courant. Il s'agit ici du courant maximal que peut fournir la cellule photosensible. Par 
cons6quent, le courant Imin n'est pas nécessaire pour garder les transistors du miroir en 
inversion forte. Elte est donc inactivée et seulement le courant lrst est mémorisé. 
Finalement, les commutateurs sont configurés tel que schématisé en (c) et le courant de 
polarisation est réactivé alors que le courant de reset continue de circuler dans le miroir. 
a) b) C) 
Figure 2.9 : Utilisation du circuit de réduction du FPN 
Les courants de sorties transmis au CAN sont alors 
Ifsr = Irst 
Imes =(lm + Imin) - (Isig + Imin) = Irst - Isig . 
ce qui représente exactement les courants de référence et de différence qui nous 
intéressent, II est à noter que le premier est dirigé vers le convertisseur, alors que le 
second est drainé par le circuit réducteur de FPN, Il est aussi important de souligner qu'il 
s'agit du même courant Imin, provenant de la même source, qui est ajout6 et soustrait. 
Par conséquent, aucun FPN de colonne n'est induit par ce processus, tant que 
l'impédance de sortie de la source est élevde. 
2.3.6 Convertisseur Analogique ià Numdrique 
La ddcision concernant le type de convertisseur Zi utiliser est de premitre importance. 
L'architecture parailèle du système fait en sorte que la contrainte relative au taux de 
conversion que doit pdsenter le CAN n'est pas une considdrntion majeure. Ndanmoins, 
sa consommation et sa taille doivent être minimisées puisqu'en utilisation normale, un 
bon nombre d'entre eux fonctionnent simultan&ment. Par ailleurs, Iri qualité d'image 
requise par l'application pour IaquelIe le capteur est principalement conçu fait en sorte 
que sa précision peut être quelque peu n6gligée. 
Le type de convertisseur répondant le plus adéquatement aux caractéristiques ddsides est 
le convertisseur algorithmique cyclique schématisé ji ta Figure 2.10 [26]. Le principe est 
similaire à un convertisseur pipeline, mais dans le CAN algorithmique, une seule cellule 
de conversion est utilisée à répétition pour atteindre la précision désirée [15]. Aprh 
in- 
Figure 2.10 : Coavertissew Algorithmique-Cyclique 
l'évaluation de chaque bit, qui consiste en sa comparaison avec une réf6rence fixe, le 
hidu  est temporairement mdmorisd, doublé et renvoyé à L'entrée du mEme compmieur. 
L'organigramme de la Figure 2.1 t résume le processus de conversion utilisé par le CAN 
Figure 2.11 : Organigramme de conversion 
Un circuit très compact permettant de réaiiser ce type de conversion en n'utilisant que des 
signaux en mode courant est proposé et schématisé de façon conceptueiIe à la Figure 
2.12, n est h noter que le sens de chxun des c o r n &  d'entrées a étt? choisi déquatement 
en fonction du circuit de réduction du FPN. Du point de vue du convertisseur, le courant 
mesud (Imes) est sortant et celui de la réference (Ifst) est entrant. 
Salie 
Figure 2.12 : Convertisseur AlgoFithmique-Cycqe en mode courant 
Lors de l'évaluation du bit le plus significatif, les commutateurs SI, S3 et S4 sont 
configurés tel que schématisé. Le counnt Imes est alors comparé h la moitié de la plage 
maximale de courant en entrée (Vsrî2) via les copies de courant lcmp et Iref, Si le 
courant lcmp est inférieur à Iref, la sortie numérique est 'O'et l'interrupteur S2 est ouvert, 
alors Ieval=O. Par conséquent, le counnt de résidu, Iresidu, est simplement le double du 
courant Imes. Ce courant est alors mémorisé dans la mémoire de courant A. Si le résultat 
de la comparaison est ' I ', S2 se ferme, alors Iresidu est le double de Imes, auquel Ieval 
est soustrait, soit le courant Ifsr. 
Pour I'évaluation du bit suivant, les commutateurs SI, S3 et S4 changent d'état. Le signal 
comparé à la référence Irefest alors 6gal à Icyc, soit le coumt mdmorisé précédemment 
dans la mdmoire analogique A qui agit à ce moment en tant que source. La valeur 
numérique est 6valuée de façon identique h ce qui a été décrit précédemment. il en est de 
même pour l'évaluation et la mémorisation du reste, h l'exception que ce dernier est 
stocké dans la mémoire B. 
Le processus continue ensuite pour tous les autres bits, où les mdmoires de courant A et B 
s'échangent ?i tour de rôle les tâches de source et de mémoire de courant. Uniquement les 
commutateurs S3 et S4 sont changés de position entre l'évaluiition de chaque bit. 
2.3.6.1 Comparateur de courants 
La précision et la sîabilité de la sortie sont des canctéristiques très importantes du 
comparateur pour obtenir une conversion adéquate. Un comparateur de base constinié de 
deux miroirs de courant et de deux inverseurs peut procurer une précision de conversion 
de plus de 8 bits s i  les miroirs sont de type cascode [10,27,43]. 
Figure 2.13 : Comparaleur de courants de base 
En mode courant. ce compwateur possède un relativement bon taux de rejet de 
l'alimentation grâce à la nature d'intégrateur du premier inverseur [26]. 
Malheureusement, Lorsque la différence entre les courants d'entrdes est ds faible, ta 
transition peut survenir après un temps relativement long, pendant ou fout juste avant que 
ne soit échantillonnée sa valeur en sortie. Bien que peu fréquente en temps normal, cette 
situation est inacceptable dans notre cas puisqu'elte peut provoquer un effet 
cahstrophique sur la conversion Iorsqu'eIle se produit lors de l'évaluation d'un bit de 
poids fort. 
En effet, une transition numérique à la sortie du compmteur entraîne des changements 
dans les courants Ievai et Iresidu du convertisseur. Un délai de stabilisation est alors 
nécessaire avant qu'ils n'atteignent une précision suffisante afin d'dviter que te reste de la 
conversion ne soit corrompu. O est donc nkessaire de stabiliser la sortie du comparaceur 
avant et pendant la mémorisation du coumt de résidu. 
Chaque comparaison est donc divisde en deux phases : échantillonnage et blocage. Le 
résultat de la compmison est directement prapagé i la sortie pendant la phase 
d'dchantillonnage. Toutefois, un « latch >> (encadré pointillé à la Figure 2.14) est utilisé 
pour maintenir la sortie ii un niveau stable après la période d'échantillonnage afin de 
drnonser le courant de résidu avec pr6cision. De manihe h rdduire la consommation, le 
courant B la sortie des miroirs est réduit à zéro pendant la période de blocage. 
Figure 2.14 : Comparateur de courants Échantillonneur-~lqueur 
2.3.6.2 Convertisseur complet 
La Figure 2.15 présente le schéma du convertisseur dans son ensemble. Le lecteur notera 
que certains déments ont étd ajoutés compariitivernent aux schémas des discussions 
précédentes. En effet, pour des transitions plus abruptes, deux inverseurs ont i t6 ajoutés 
au companteur (encadré pointillé) avant le « latch ». Aussi, à l'image de ce qui a été fait 
dans le cas du circuit et d'bvaluation de la VMPA, de faibles sources de courant ont &té 
ajoutées pour s'assurer que les miroirs n'opèrent pas dans 1a région de faible inversion, 
même lorsque le courant d'entrée est pratiquement nul. Afin de s'assurer que les courants 
injectés ne modifient en rien le résultat de la conversion, la source 13 injecte un coumt 
égal au total des courants des sources II et 12 qui, elles, sont égales. 
Figure 2.15 : Convertisseur Analogique-Numérique 
Mentionnons que dans les faits, contrairement au schéma simplifié, tous les miroirs de 
courant sont en fait de type cascode à large course. II en est de même pour les cellules de 
mémoires de courant, auxquelles des commutateurs bidons ont aussi été ajoutés pour 
réduire l'injection de charge. 
2.3.7 MQmoire tampon 
La mémoire tampon sert h emmagasiner provisoirement les valeurs de sortie des 
convertisseurs analogique/num&ique jusqu'h ce qu'elles soient transférées vers 
I'extdrieur. Chaque colonne de la matrice APS possède un octet qui lui est associé dans la 
mémoire tampon. Un total de 128 octets est donc accessible. 
Le mode de transfert des donnés en entrée et en sortie est présenté à la Figure 2.16. Les 
bits de chaque mot sont entrés de manière sérielle par les convertisseurs 
anaiogique/numérique, verticdement, jusqu'à 32 colonnes à la fois, soit un mot par 
groupe de quatre colonnes. Ensuite, toutes les valeurs emmagasinées ainsi dans le 
tampon doivent être transférées vers le bus externe de données. Les octets sont transferés 
en série, mais leurs bits sont rrruisfdrés en p;irall&le. 
DIieomrürwunm 
128x8 bits 
Figure 2.16 : Transfert des données dans la memoire tampon 
Les éléments de mémoire sont des registres il décalage dont l'entrée peut provenir de plus 
d'un endroit. Lü Figure 2.17 présente la structure d'un registre dont la donnde en entrée 
peut provenir d'une cellule adjacente située il sa droite ou au-dessus. 
Figure 2.17 : Registre d'un bit de la mémoire tampon 
La Figure 2.18 présente l'agencement de ces celluks et leurs signaux de contrôle fmmr 
la mdmoire tampon. La sortie du CAN est présentée à i'entrde des quatre espaces 
mémoire h la fois. Néanmoins, le démultiplexage est exécuté simplement en actionnant 
les signaux appropriés (Ph-1-vert-in-X) Iors du chargement de la mémoire tampon. 
Figure 218 : Stnrciure de la mhoirc tampon 
Ce chapitre a présend les principaux éi6ments constituant une c m & a  intégrée dont la 
résolution, la taille et la position de l'image acquise peuvent être modifiées, ainsi que le 
temps utile d'exposition à la lumiere de ses élhents photosensibles. 
Le système proposé possède une architecture parallèle où les colonnes sont traitées par 
groupes de quatre. Le signai de sortie des photoceIIules est un couri~t dont l'amplitude 
est inversement proportionnelle à. l'intensité de la lumiere incidente. L;i moyenne des 
sorties de pixels adjacents peut être évaluée instantanément lorsque la résolution est 
réduite, sans que le rapport signal B bruit en sortie n'en souffre. 
Une technique simple de réduction du FPN permet d'améliorer la qualité de l'image 
acquise en compensant les disparités des circuits actifs dans les différentes cellules 
photosensibles. La modification de la plage de conversion en fonction de chaque pixel 
permet, contrairement à la technique conventionnelle de réduction FPN par double 
échantillonnage corrdlé, d'éliminer les erreurs causées par le gain de transconductance et 
éiimine le fait que l'erreur soit croissante avec l'intensité de la lumière incidente. 
Un convertisseur compact et peu énergivore fonctionnant entièrement en mode courant 
termine la procédure d'acquisition de l'image et permet de transfdrer les sorties sous 
forme numérique. Un compiuateur de courant à échantillonnage et bloquage permet 
d'éviter que les conversions ne soient significativement corrompues et assure une erreur 
de conversion limitée. 
3.1 Introduction 
La conception des principaux blocs d'une camdra intégrée fonctionnant en mode courant 
et à, résolution variable a été présentée au chapitre précédent. Cependant, certains détails 
relatifs à sa réalisation ont dt6 omis. 
Le présent chapitre traite, en premier lieu, de la r6alisation d'un circuit fabfiqué dans le 
but de vérifier et de valider les concepts et la fonctionnalitd des modules présentés dans le 
chapitre précédent. Ce circuit diffère de ce qui a dté présenté de par l'ajout de quelques 
caractéristiques rendant le test des modules analogiques possible, ainsi qu'une complexité 
un peu moindre. Ceci entraîne une réduction de certaines performances, néanmoins, 
aucune de ces modifications n'enlève totatement 1a fonctionnalité du capteur ou la 
possibilité d'évaluer, du moins qualitativement* la  performance de chacun des modules. 
Les différences par rapport au système du chapitre précédent, ainsi que les considérations 
pratiques omises jusqu'g maintenant, sont pr&entées module par module. Les principales 
considérations concernant k dessin des masques de fabrication sont ensuite présentées. 
Finalement, le système conçu afin d'opérer le capteur pour effectuer les différents tests 
est dkcrit, autant au niveau mat6riel qu'au niveau logiciel. Une attention prirhkuiière est 
posée sur le contrôleur programmable du systeme. 
3.2 Capteur d'images de tests 
Le capteur a été réalisé à, partir des modules qui ont fait l'objet du chapitre précédent, en 
utilisant le procédé de fabrication CMOS 035 pm de la compagnie Taïwanaise TSMC. 
Le capteur de test est de dimensions réduites par rapprt au système visé, sa matrice étant 
composée de 64 lignes de 40 colonnes. Toutefois, des colonnes supplémentaires sont 
présentes afin de permettre de visualiser d n s  signaux intermédiiiires sur le chemin du 
signal analogique. Ces éléments de testsseront &taillés dans la section 3.2.6, 
Le circuit intégd testé est prdsenté en premier lieu. Seulement les diffdrences et 
consid&ations supplémentaires par rapport au systkme du chapitre précédent sont 
prdsentdes ici. Certains éldrnents supplt!mentaires aussi sont présentés, comme les 
éléments de contrôle numérique, de polarisation et ceux assurant la testabilité du systéme 
analogique. Les  contraintes et considdrations physiques relatives iî la conception des 
masques de fabrication sont ensuite présentées pour chaque moâule. 
3.2.1 Matrice de Cellules Photosensibles 
Une certaine variété de cellules a été fabriquée et répartie 1 travers Iri matrice, présentant 
des gains de transconductance diffdrents. Aussi, certaines celIules sont réduites à des 
cellules de base, en n'incluant pas d'obturateur électronique, de maniére B assurer que des 
résultats puissent être tirés du circuit, advenant un effet gravement ndfaste de l'obturateur 
sur les performances des photosenseurs. 
Finalement, les transistors d'amplification de transconductance fournissent un signal de 
sortie d'une amplitude importante, afin que les courants puissent être lus facilement à 
l'aide de composants externes. Les plages des signaux de sartie des diffdrentes cellules 
sont de l'ordre de plusieurs dizaines de micro-ampères. 
3.2.2 Évaluation de la VMPA 
Le circuit présent4 à la section 2.3.4, pemeuant d'évaluer la VMPA des sorties de pixels 
avoisinants dans les cm où la résolution est réduite, n'a pas été réûlisé tel quel. La fme  
amplitude des courants des photocellules de tests impose l'utilisation de transistors de 
Paille plutôt importante tout au long du chemin du signal analogique. Un rapport de 
miroirs de courants de I/R', m&xssitant jusqu7?i 17 tnnsistors par circuit d'évaluation de 
la VMPA, aurait conduit à une surface considérable. Un rapport de IIR a plutôt été 
choisi, limitant le nombre de transistors à cinq. 
Par conséquent, la plage du signai doit être rdduite lorsque la résolution est diminuée. 
Ceci est fait en augmentant la tension de réinitialisation des cellules photosensibles, 
réduisant ainsi leur courant maximal. Ceci possède l'inconvénient de réduire le rapport 
signaübruit du courant de sortie, mais ne compromet pas pour autant la vérification, tout 
au moins qualitative, de la fonctionnülitt des circuits présentés au chapitre précédent. 
Finalement, dans cette version de tests, les interrupteurs servant à permettre ou non au 
courant !min de circuler n'ont pas été intégrées. Plutôt, le courant de référence des 
sources (section 3.2.5) est actionné ou interrompu, au besoin, de l'extérieur. 
3.23 Réduction du FPN 
Un seul circuit de réduction du FPN a étd réalisé par groupe de quatre colonnes. II est 
ainsi impossible de faire la réduction du FPN pour tous les 4 pixels lorsque la résolution 
est I XI ou 2x2. En effet, lors de la lecture du premier pixel. celui-ci doit être réinitialisé 
pour le processus d'r5valuation du courant Idifl. Tous les pixels d'une rangée étant activés 
par le même signal de réinitialisation, cette action détruit le signal d'intdgration des autres 
pixels sur la même ligne avant qu'ils n'aient été lus. il s'agit d'une erreur de conception 
de la premi2re version du capteur- 
3.2.4 Contrôle numérique 
La génération des signaux de contrôle numérique par le contrôleur intégré est réduite au 
minimum. En laissant le contrôle B l'externe, on se réserve une certaine flexibilité pour 
effectuer des tests variés sur la matrice et ses composants. Les tâches qu'effectuent les 
circuits numériques inclus dans cette version se limitent à la synchronisation des entrées 
avec l'horloge externe, la génération des signaux d'horloges sans recouvrement requis 
par les registres ài décalage et la génération des signaux de contrôle de rangées. Ces 
derniers sont décrits avec plus de détail à la section 3.2.4.1. 
3.2.4.1 Signaux de contrôle des rangées 
Le rôle de ces circuits est de générer les signaux nécessaires à chaque ligne de la matrice 
afin de contrôler I'intdgration lumineuse et leur balayage au cours de la lecture. Certaines 
de ces tâches doivent être faites en parallèle sur toutes les lignes de la fenêtre d'intdrêt, 
alors que d'autres se déroulent en séquence. Aussi, le nombre de lignes actives 
simultanément au cours du balayage de la matrice pour la lecture est variable selon la 
résolution choisie. 
Chacun des signaux de contrôle [RST, SHUTT et RD] est unique du point de vue de 
l'utilisateur, mais des signaux d'activation indiquent à quelle ligne de la matrice, ou à 
quel ensemble de lignes, les signaux de contrôle s'appliquent. L'activation des lignes 
consiste ii contrôler la transparence d'un latch pour chaque signal de contrôle. Les 
signaux de contrôle des lignes qui ne sont pas activées conservent leur état à l'instant de 
la plus rkente désactivation de leur ligne. 
Une approche hybride entre le chargement sériel et le contrôle parallèle est adoptée pour 
les signaux d'activation de lignes. Un registre à décalage de 16 bits permet l'activation de 
groupes de quatre lignes (GRP-EN). À ceci s'ajoutent quatre signaux d'activation 
servant à discerner laquelle ou lesquelles de ces quatre lignes sont actives (ROW-EN 
[3..OJ). 
La Figure 3.1 présente le circuit de génération des signaux RST de contrôle pour un 
ensemble de quatre lignes de matrice. Il est à noter que chacun des signaux ROWJN 
contrôle la transparence de 3 bascules sensibles aux niveaux (encadrées) par ligne, une 
pour chacun des signaux. 
Figure 3.1 : Circuit de contrôle de 4 rangées 
Afin d'exécuter les différentes étapes d'acquisition d'une image, on procède tel que 
schématisé à la Figure 3.2. Le chronogramme des signaux de contrôle globaux en entr6e 
(RST, SHUTT et RD), ainsi que des signaux résultants (RST[i], SHUTT[i] et RD[in 
associés aux premières lignes de la fenêtre active, accompagne les schémas blocs 
simplifiés du système. Les instants où sont échantillonnés le courant du signal rdsultant 
de l'intégration (Isig) et le courant de réinitialisation ( h l )  pour la réduction du FPN sont 
aussi indiqués. 
Dans cet exemple, les quatre premihes et quatre derniéres lignes de la matrice ne font pas 
partie de la fenêtre d'intdrêt, qui est donc constituh de la cinquième ii la soixantième 
ligne. Aussi, la résolution est de 2x2. 
Figure 33 : Étapes d'acquisition d'une image 
a) Initiaibation ; b) Intégration ; 
C) Lecture de la pcemiere ligne ; d) Lecture des lignes suivantes 
Iniîialisation : à la mise sous tension et entre chaque acquisition d'image, toutes les 
lignes sont activées. Les signaux RST, SHUTT et RD sont maintenus h un niveau haut, 
de maniete i ce que la matrice demeure au repos. 
Intégration : pour une acquisition d'image, on désactive en un premier temps, au moyen 
du registre à décalage GRP-EN7 les groupes de lignes de la matrice qui ne font pas partie 
de l'image d'intérêt. Les quatre signaux ROW-ACT &tant actifs, l'intégration peut se 
faire en activant brièvement le signal d'initialisation (RST), puis en ouvrant l'obturateur 
(SHUTZ') à la fin de la période, Ces kvénements sont appiiqués simultanément sur toutes 
les lignes de l'image d'intérêt. 
Lecture de la première ligne: on doit désactiver toutes les lignes de l'image, à 
l'exception de la première, en configurant de façon appropriée le registre à décalage 
GRP-EN. Selon la résolution, un, deux ou quatre des signaux ROW-ACT sont dors 
actifs. Les signaux de lecture de rangée n'activent donc que la première ligne de l'image 
activée, comme en fait foi le chronogramme. 
Lecture des lignes suivantes : si la résolution n'est pas minimale, les signaux ROW-EN 
sont modifiés pour activer la ligne suivante de l'image. Une fois les quatre lignes du 
groupe actif lues, l'horloge du registre à décalage ( S W F T G R P E N )  est actionnée afin 
d'activer le groupe de lignes suivant Le cycle des signaux ROW-EN[3..0] recommence, 
jusqu'à ce que la lecture de la fenêtre complète soit terminée. 
3.2.5 Polarisation des modules constituant le capteur 
Tous les miroirs et toutes les mémoires de courants sont de type cascode à large 
débattement. Des tensions de polarisation, désignées Vcascp et Vcuscn dans les figures 
du chapiire précédent, appliqwks aux grilles des transistors cascodes sont dors 
nbcessaires. Le circuit est polarisé à l'ride d'un courant géndré i~ l'extérieur de la puce. 
Une polarisation supplémentaire est aussi requise par les sources de courant minimal 
(Imin) insérées à différents endroits du circuit afin d'éviter que les miroirs ne 
fonctionnent en région de faible inversion. ï i  aunit kt6 possible de générer ces signaux de 
polarisation à partir du même courant que celui utilisé pour la polarisation des transistors 
cascode ; toutefois, le fait d'utiliser une seconde source de polarisation, indépendante de 
la première, permet de varier en tout temps l'intensité du courant minimal sans que la 
polarisation des transistufs cascode n'en soit affectée. Le circuit de polarisation est 
présent6 à la Figure 3.3. 
Figure 3 3  : Circuit de polarisation 
II est à noter qu'une seule tension de polarisation est générde, même si  des sources N et P 
sont toutes deux nécessaires dans les circuits de traitement de colonnes. La tension Vsrc, 
appliquée à la grille de transistors N, permet de drainer un courant vers la masse (Figure 
3.4). Les sources P présentes dans les différents modules sont en fait des copies locales 
du courant des sources N. Ceci permet d'assurer un meilleur appariement des sources de 
courant fmin N et P. 
min 
Figure 3.4 : Impl4mentation des sources a) N et b) P B partir d'une tension Vsrc 
3.2.6 Testabilité 
Le test d'un système analogique intégr6 comportant plusieurs blocs entre lesquels les 
interactions sont nombreuses est une îâche délicm. Afin d'dviter qu'un problème il un 
bloc fondamental n'empêche toute clincténsation de quelque dément que ce soit à un 
niveau subséquent sur le chemin du signal, privant le capteur de tests de toute son utilité' 
quelques éléments indépendants sont ajoutés au circuit intégré. La Figure 3.5 présente la 
configuration du circuit de tests, avec ses principaux signaux d'entrées et de sorties. Les 
principaux déments de tests ajoutés au système sont : 
I - Un pixel de chaque type est ajouté B I'extdrieur de la matrice. Le courant de sortie de 
chacun est directement dirigée vers l'extérieur de la puce. Les signaux d'activation de ces 
pixels proviennent aussi directement de plots externes. Ceci a été ajouté afin de permettre 
d'évaluer tout au moins la réponse des pixels en fonction de la  lumihe incidente 
advenant un mauvais fonctionnement du sysfkme interne de contrôle de rangées. Aussi, 
pour la mtme raison, la sortie de quelques uns de ces pixels est présentée en entrée des 
circuits subsdquents de traitement du signal de colonnes. 
2 - Un CAN est fabriqué en retrait du circuit principal et ses entrées analogiques 
proviennent directement de plots externes. De cette maniére, la caractérisation du CAN 
reste possible advenant un problème h n'importe quel endroit du chemin du signal 
analogique. 
Ensuite, quatre groupes de colonnes supplémentaires sont ajoutés, chacun connectd à des 
sections plus ou moins completes des circuits de miternent des colonnes dont les sorties 
sont présentées à l'extérieur de la puce. Ceci permet de visualiser les principaux courants 
intermédiaires sur le chemin du signal d'intérêt. Finalement, par souci de simplicité, la 
mémoire numérique tampon de ligne n'a pas étd intégr& à ce premier système. 
Figure 3.5 : Disposition des éléments et principaux signaux du capteur de tests 
(A :W/L=lll, avec obturateur ; B :WIL=l/i, sans obturateur ; 
C : W/L=2/1, avec obturateur ; D : W/C=2/1, sans obturateur ; 
E : W/L=.4/.8, avec obturateur ; F : W/L=.4(.8, sans obturateur) 
3.2.7 Dessin des masques 
3.2.7.1 Cellules photosensibles 
La taille de chacun des pixels composant la matrice est de 12 x 12 pm2. Le facteur de 
remplissage diffère quelque peu pour chaque type de cellule, mais se situe entre dans tous 
les cas autour de 35%. Notez que des fentes sont ins6rées au centre des zones les plus 
grandes de la photodiode afin d'améiiorer sa sensibilité a la lumi8re incidente. En effet, 
ceci a p u r  consdquence d'augmenter, pour une même aire il la surface du 
semiconducteur, le périmètre total de la zone de diffusion [SI]. La surface de la jonction 
P-N ainsi que la zone de dépletion sont donc augmentées. Finalement, les zones actives 
qui ne doivent pas contribuer L'accumulation de charges générées par l'interaction 
photonique sont protégdes par une couche de mdtal du niveau supérieur. Ce même metal 
uansmet d'ailleurs le signal de l'obturateur éiectronique SI?üTT. 
SHUTT (matal 2) @il 
Figure 3.6 : Masques d'une cellule photosensible 
3.2.7.2 Blocs de traitement du signai adogique de cdonws' 
L'aspect physique des circuits en périphérie de la matrice est contraint par la dimension 
des cellules photosensibles. Le paralléiisme impose que les circuits de traitement du 
signal analogique ne se limitent en largeur qu'aux seules colonnes de la matrice qu'elles 
ont en entrée. Chaque bloc est donc Limité il 48 pm en largeur. Dans cet espace doivent 
coexister le métal des signaux véhicul&s, les transistors et condensateurs formant Les 
circuits de traitement du signal, ainsi que les nombreux contacts au substrat entre chaque 
section servant h immuniser les circuits au cross-tdk entre colonnes par circulation de 
courant dans le substrat. 
Pour assurer un bon appariement entre les transistors faisant partie de miroirs de courants, 
ceux-ci sont faits 2t partir de transistors élémentaires dont la largeur de la grille est de 10 
pm et sa longueur est de 1.4 pm, soit 4 fois la taille minimale de la technologie. Les 
transistors de miroirs devant être appariés sont disposés selon une configuration où leur 
cenmïde est commun, minimisant les effets de gradients de température et d'indgalitds 
de concentration d'ions dans le semi-conducteur. 
3.2.7.3 Contrôle de lignes 
Les sections qui ont dû être dessindes 2t la main ne se limitent p i s  à celles qui véhiculent 
un signal analogique. Ceci est une conséquence du fait que le dessin des masques des 
blocs logiques doit aussi être étroitement relié à celui des cellules de la matrice. Les 
circuits relatifs 1i l'activation d'une ligne ne peuvent donc être plus larges que la hauteur 
d'une cellule, soit 12 pm. Cependant, la largeur des cellules standard disponibles pour ce 
circuit est d'environ 17 pm. Par conséquent, de nouvelles cellules, plus étroites, avec un 
facteur de forme différent, doivent être conçues. 
Aussi, les signaux doivent activer un grand nombre de transistors. De larges tampons en 
série, dont le rapport de forme W/L est croissant au carré, sont insirés afin de maximiser 
la vitesse de transition des signaux de contrôle de lignes [37l. 
32.7.4 Alimentations 
D m  alimentations distinctes sont utilisées, l'une pour les fonctions numériques, l'autre 
pour les circuits analogiques. Cette duplication des alimentations permet notamment de 
réduire la consommation en diminuant la tension d'alimentation des sections andogiques 
fonctionnant en mode courant, tout en maintenant la tension nominale de fonctionnement 
des circuits numdriques de la librairie de cellules utilisée. 
La duplication des alimentations a aussi pour but de minimiser le bruit de cross-talk des 
circuits numdriques vers les sensibles sections analogiques. Cette tâche de séparation est 
toujours une tâche délicate pour les circuits mixtes, surtout lorsque des CAN sont utilisés, 
18 où la frontibre enue les deux domaines est difticile il définir. 
Cependant, compte tenu du nombre déjà important de plots du circuit, quelques 
dconomies ont été faites à ce niveau. Premibrement, la masse est partagée par les deux 
alimentations et ensuite, du côté numérique, le même plot alimente le circuit interne et Les 
plots eux-mêmes. Malheureusement, ces économies se sont avérées fort coûteuses en 
termes de fonctionnement. ii en sera question de façon plus approfondie au chapitre 
suivant. 
3.2.7.5 Aspect physique du circuit intégré complet 
La Figure 3.7 présente en a) les principaux masques dessinés à la main du circuit intégré. 
Ses différentes sections sont identifiées en lien avec la Figure 3.5. Une photo du circuit 
Figure 3.7 : Masques et photo du circuit intégré 
intégré complet, incluant les circuits numériques placés automatiquement ainsi que les 
plots d'entrées et de sorties, est présentée en b). 
3 3  Description du système de tests 
En conséquence directe du fait que la complexité du système sous test ait été réduite au 
minimum pour une flexibilité de caractérisation maximale, le système de contrôle 
numérique extene doit être relativement élaboré. II doit offrir une souplesse d'utilisation 
pour fonctionner dans diffdrents modes de tests. Aussi, une interface analogique est 
nécessaire pour visualiser les signaux intermédiaires et de sorties. 
Selon I'Quipement disponible dans les laboratoires, quelques approches s'offrent à nous. 
U est possible d'uliliser : 
- un systhne de test numérique programmable, auquel une interface analogique 
d'acquisition peut être ajoutée; 
- un système de test mixte programmable; 
- un systhme dédié basé sur un ordinateur et un FPGA, auquel une interface 
analogique peut être ajoutée. 
Les options sont présentées en ordre de complexité de conception. Cependant, même s'il 
s'agit de l'approche la plus complexe, le système dédié a été retenu parce qu'en plus de 
permettre les tests, il joue un rôle important dans le développement du système find. 
En effet, le système a été conçu de manière à ce que la majorité du code HDL interprété 
par le composant programmable puisse être synthétisé afin d'être éventuellement intégré 
dans la version finale de la caméra. Les déments principaux de sa structure et les routines 
& communication avec l'ordinateur peuvent dors être parfaitement testées P l'aide de ce 
circuit reconfigurable, avant d'en faire une version intégrée- ii a donc été considéré que 
l'effort dépensé pour le développement du systhe de test dédi6 serait ainsi bien investi. 




Figure 3.8 : Sehéma bloc du système de tests 
La pihe centrale du système est le contrôleur numdrique rédis6 sur un FPGA de type 
FLEX & la compagnie Altera. Le support mat6riel permettant d'intehcer le FPGA à ses 
périphériques est un circuit imprimé appartenant h noire équipe, PolySTIM. 
Le contrôleur a pour &le dc permettre au circuit sous test d'exécuter les commandes 
dictées par I'ophteur. L'interface permettant d'entrer ces commandes et de constater des 
résultats numériques de tests est un logiciel conçu pour l'occasion et se retrouve sur 
ordinateur. Les instructions et données sont communiquées par l'ordinateur via le port 
piiralI2le. Un bus de données de 8 bits est donc disponible, auquel s'ajoutent quelques 
signaux de contrôle, 
Le circuit sous test, quant à lui, se retrouve sur une mûe carte sur laquelle s'ajoutent les 
circuits compl~mentaires nkessaires au bon déroulement des tests, notamment, des 
circuits de polarisation. Aussi, deux canaux andogiques munis d'amplificateurs de 
transrésistance permettant d'observer une tension à I'oscilloscope promonnelle aux 
différents courants de sortie du capteur. Les courants de sortie peuvent être mesurés une 
tension qui peut être fixée h n'importe quel niveau entre la masse et L'alimentation 
anaiogique, Ceci permet de minimiser l'effet sur le courant de sortie de ITim@ance de 
sortie finie des transistors d'amplification de transconductance des cellules 
photosensibles. Des cavaliers permettent de codgurer la carte de tests rapidement selon 
les tests que l'utilisateur désire effectuer. 
Finalement, les signaux de sortie sont observés au moyen d'un oscilloscope mixte h 2 
canaux analogiques et 16 canaux numériques. 
Figure 39 : Photographie du sysîème de tests 
Le lecteur notera qu'au moment d'écrire le présent mémoire, aucun élément optique 
permettant de focaliser une image réelle sur le plan du capteur n'est installé. Par 
conséquent, les stimuli lumineux se limitent à des patrons simples. Un ddairage unifonne 
ou dégradé a été principalement utilisé pour les premiers tests. 
33.2 Logiciel du systéme de tests 
Un logiciel permet la communication bidirectionnelle entre l'ordinateur et le contrôleur 
de tests en offrant une interface simple d'utilisation. La liste des instructions et des 
données à transmettre au contrôleur est fournie sous forme d'un fichier texte, alors que 
les données reçues peuvent être examinées sous deux formes, soient : 
- un fichier texte prbsentant la liste des octets reçus sur le bus de donnkes ; 
- une image monochrome dont la résolution, en nombre de colonnes et de lignes, 
peut être spécifike. 
Figure 3.10 : Interface du logiciel de tesis 
33.3 Contrôleur du Capteur de Tests 
Une description sommaire du contrôleur intègrd dans le circuit programmable suit. 
3.33.1 Protocole de communication 
Les instnictions et données sont communiqudes de l'ordinateur via le port parallele en 
made Standard Parailel Port (SPP) bidirectionnel. Un bus de données de 8 bits est donc 
disponible, auquel s'ajoutent quelques signaux de contrôle. Le tableau suivant présente la 
définition des signaux impliqués dans le protocole de communication. 
Tableau 3.1 : Signaux de communication entre le PC et le contrôlwr de tests 
Signal 







I 1 contient une inshuction ou des d o n n h  
Sens 
P C 4 P G A  
1 1 
FPGA+PC 1 Indique que le conIoleur est en cours d'exécution d'une 
PC-+FPGA 
PC+FPGA 
1 1 t9die et ne peut recevoir de donnée ou d'instruction. 
Synchronise les opdntions d ' & h m  et de lecture sur le 
bus de données 
indique s i  le transfert se fait du PC au contrôIeur (Wr) 
ou en sens inverse (Rd) 
I I 
I 1 FPGA+PC 1 Indique que la donnée sur k port peut être lue par le PC 
3.3.33 Instnictiom du contrôleur 
Deux types d'instructions existent: celles qui sont relatives aux paramètres de 
configuration de fa maaice et celles qui ont un lien avec les instructions proprement dites 
du capteur- Les instructions permettent d'effectuer une capture d'image, mais certaines 
options puvent êm spécifiées de manière à pouvoir tester Ies diffiknts modules de 
façon inddpendante, La Figure 3.1 1 présente le contenu des mots d'instructions, alors que 
le Tableau 3.2 définit leurs champs. 
P PARAU TST CAN FPN COL 
Figure 3.11 : Contenu des mots d'instructions du contrôleur 
Tableau 3.2 : Description des champs des mots d'instruclions 
Champ 
P 
CAN 1 Active la conversion analogique à numérique des données t$ 1 
Description 




FPN 1 Active les opérations de réduction de FPN 7 1 
Adresse du paramètre à modifierilire 
Indique si  l'instruction s'applique aux éléments de tests indépendants ou il 
la matrice photosensible 
1 
t Si l'opération est désactivée lors d'une acquisition d'image, un délai est inséré de 
manière à permettre de visualiser les valeurs analogiques à l'aide de I'oscilloscope. 
1 
$ Commande une conversion sans acquisition d'images lorsque TST = ' I ' afin de tester 
le convertisseur en retrait de la matrice. 
COL 
3.3.33 Schéma bloc du contrôleur 
La Figure 3.12 présente le schtima bloc du contrôleur. Les tâches du contrôleur consistent 
à gérer la communication avec l'utilisateur, à gdnérer les signaux de contrôle pour le 
capteur et h transmettre les données reçues de ce dernier. L'unité centrale du contrôleur 
est un séquenceur qui coordonne les ophtions avec l'utilisateur, le capteur et les unités 
internes. Une banque de registres (registres de paraméaes) conserve les panmétres 
relatifs à l'acquisition d'image. Une unité incluant des compteurs et comparziteurs (Unit6 
deBalayage de la Matrice et de Chronométrage, UBMC) permet au sdquenceur 
d'effectuer les différentes tâches de chronométrage et de balayage de la matrice en 
Indique que les opérations se limitent à une seule colonne 1 
fonction des paramètres courants. La mémoire tampon (Tampon) décrite & la section 
2.3.7 est, dans le cas présent, implémentée dans le contrôleur. Un bus interne de données 
lie les unités entre elles ainsi que le port de communication avec I'uiilisateur. 
Figure 3.12 : Schéma bloc du contrôleur 
33.3.4 Séquenceur 
Le séquenceur est divisé en modules en fonction des tâches qu'il doit exécuter. Une brève 
description de ces modules se retrouve dans le Tableau 3.3. 
Tableau 3.3 : Malules du séquenceur du contrôleur du système de tesls 
Module 1 Fonction 
Décodage 
Mahice 
Ddcode les instructions reçues du PC et transmet les commandes aux 
autres modules du s6quenceur en fonction des options choisies par 
I'utilisateur 
Gére les opérations relatives à l'acquisition d'image en faisant appel 
aux autres modules 
Param 
1 séquentielle des lignes 
Gére l'écriture des paramètres du bus de données vers la banque de 
registres ou en sens inverse 
Rangées 
FPN 1 Gère Ir procédure de rdduction du bruit fixe 
Gère le remplissage des bits d'activation de lignes et la lecture 
I 
CAN 1 Gére lit conversion analogique/nurnérique 
333.5 Registres de paramètres 
Sept registres conservent les diffdrents paramètres relatifs I'acquisition d'image (Figure 
1 
3.13). La valeur de ces panmètres est déteminde par I'utilisateur dans un processus de 
configuntion préalable B l'acquisition de l'image. Les donndes stockées peuvent être 
consultées par I'utilisateur afin de modifier les parmétres d'une acquisition subséquente 
en fonction des paramètres courants. La définition des registres est ptésentée dans le 
Tableau 3.4. 
Tampon Gère le transfert des donndes des CAN parallèles à I'utilisateur externe 
Figure 3.13 : Contenu des registres de paramètres 
Tableau 3.4 : Définition des registres de paramètres 
Champ 1 hram&tre 1 # bits 
1 I 
I N U  1 Nombre de lignes 14 5 
1 I 




TINT LSByte 1 Octet de poids faible du temps d'intdption 1 8 
Nombre de lignes au bas de l'image 14 




La ddfinition des panmiitres, 1 défaut d'être intuitive, a été faite de telle sorte que les 
5 
5 
opérations du séquenceur soient simplifiées. 
Rdsolution (0 = I x 1, I = 2x2,3 = 4x4) 
Rdsolution du CAN (O= 1 bit, 7 = 8biis) 
Octet de poids fort du temps d'intégration 
L'accès aux paramiitres en écriture ou en lecture sur le bus de données (dala[7..0n peut 
être fait par un bus d'adresse (ADDR-PARAM), tel que fourni par l'utilisateur, ou psi 




le panm&t.e est requis par l'une des autres unités du contrôleur (Figure 3.12). 
Finalement, une constante relative au nombre de bits du registre à décdage d'activation 
de groupes de lignes (GRP-EN, section 3.2.4.1) est accessible. 
PARAM-O 
Figure 3.14 : Registres de parametres 
3.33.6 Unit6 de Balayage de la Matrice et de Chronométrage 
La Figure 3.15 présente I'UBMC. Deux ensembles, comprenant un registre, un compteur 
et un comparateur, permettent d'effectuer les tâches de contrôle en fonction des 
paramètres spécifiés par I'utilisateur. Les ensembles, identifiés A et B. peuvent être 
utilisés indépendamment pour gérer deux paramètres simultanément lors d'une tâiche 
donnée, par exemple la colonne et la ligne courantes au cours du baiayage de la matrice 
pour la lecture des cellules. Aussi, ils peuvent être jumelés et ne former qu'un seul 
ensemble de 16 bits pour le chronométrage de longue durée nécessaire ûfin de contrôler 
le temps d'intdgration. 
DATA 
Figure 3.15 : Unité de balayage de la matrice et de chronométrage 
3.4 Conclusion 
Les considéntions pratiques relatives 1 la reûlisation du capteur d'images en technologie 
CMOS décrit dans le chapitre prkcddent ont été présentées dans celui-ci. Le capteur 
posdde certaines particularités permettant d'effectuer divers tests afin d'évaluer la 
fonctionnalité des différents modules qui le composent. Notamment, différentes cellules 
composent la matrice, des éidrnents supplémentaires ainsi que plusieurs sorties 
analogiques intermddiaires ont été ajoutés afin de caractdriser chacun des moduIes 
indkpendamment. 
Le conuôleur numérique permettant le bon fonctionnement du capteur d'images, 
implémenté dans un circuit projpmnable FPGA, a été brièvement décrit. II en est de 
même pour le systihe de mesures anaiogiques, ainsi que pour le logiciel petmettant de 
commander les tests et de visualiser les dsultats à partir d'un ordinateur. 
CHAPITRE 4 
EWÉRIMENTATION ET ANALYSE 
4.1 Introduction 
La conception d'un système complexe est un processus nécessitant plusieurs itérations, 
où les raffinements successifs doivent se baser sur les conclusions tirées des observations 
des performances des versions précédentes. Plusieurs tests ont donc été conduits sur la 
puce présentée au chapitre précédent afin de prélever les points forts et faibles du design, 
de manière à déterminer les contraintes réelles sur les circuits d'acquisition. 
Les principaux résultats sont présentés dans les sections suivantes. Les tests 
expdrimentaux sont effectuds à l'aide du systhme présenté au chapitre précédent, et toutes 
les simulations présentdes sont conduites avec hspice sur des composants extraits du 
dessin des masques du circuit intégré. 
Suite aux observations exp&imentales, des modifications simples à apporter permettant 
d'améliorer sensiblement les performances du capteur sont proposées. Les contraintes h 
respecter dans la conception des nouveaux déments du circuit sont présentées et des 
simulations montrent que les conditions peuvent êire remplies avec les modifications 
proposées. 
4.2 Résultats expérimentaux 
4.2.1 Répanse à la lumière du capteur 
La Figure 4.1 présente la réponse en sortie ii une intensité lumineuse de deux 
photocellules. afin d'illustrer leur comportement dans le temps. Le signal de lecture RD 
(c.f : Figure 2.4) est gardé activé en tout temps et la lecture s'effectue en continu au lieu 
de ne s'effectuer qu'après le temps d'intégration, comme lors de l'utilisation normale des 
photoceliules. Les deux cellules ne diffèrent que par la présence ou non d'un obturateur 
dlectronique. C'est pourquoi leurs sorties se superposent pendant la période d'intégration 
(environ 4 ms), suite ài laquelle une trace est maintenue ii un niveau constant, Le coumnt 
de sortie de la deuxième mce continue alors ii diminuer, témoignant du fait que Iri cellule 
continue B accumuler les charges genérées par la lumière incidente. II est à noter que la 
transrésistance des canaux de mesure a ét6 f xée 1 25kQ. Ainsi. i l  est possible d'évaluer 
quantitativement le courint de sonie B partir de l'image générée par I'oscilloscope. 
- 
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Figure 4.1 : Réponse temporelle à la lumière d'une photocdlule 
On constate des chutes abruptes des courants de sorties au début de l'int6gration pour les 
deux cellules et à la fin de la @riode dans le cas du pixel avec obturateur. Ces 
phénomènes sont le résultat & l'injection de charges, résultat de la désactivation des 
transistors activés par les signaux-RST et SHUTT, te1 que mis en évidence sur b Figure 
4.1. 
La Figure 4.2 pdsente la caractdristique de sonie mesurée et simulée des différentes 
photocellules, ce qui permetrra de définir leur plage dynamique intrascène. Mais avant, il 
convient de faire ressortir quelques points importants concernant les simulations de 
cellules photosensibIes. 
LumlnorY Incidente (Lux -a) 
Figure 4.2 : Caractéristiques de sortie des photocellules 
En simulation, il n'est pas possibte de stimuler les cellules directement avec l'équivalent 
d'une source lumineuse. L'effet de L'interaction des photons avec les atomes du semi- 
conducteur est en fait modélisé i l'aide d'une source de courant idéale, tel que présenté à 
la Figure 4.2. La réponse du pixel à diffdrentes intensités lumineuses est simulée en 
modifiant l'amplitude du courant Ighoto. Bien qu'elle ne soit d'aucune façon utilisée 
pour ses caractdristiques photosensibles, la présence de la diode est nécessaire pour 
modéliser adéquatement la valeur capacitive d'intégration, qui est fortement ddpendante 
de l'aspect physique de la diode, soit son aire et son @rimètre. L dessin des masques 
doit donc être fait avant-même d'effectuer les simulations ii l'aide du schéma électrique, 
ce qui est contraire ii la procédure de conception habituelle. 
Figure 4.3 : a) Configuration et b) Signaux de stimulation et de sortie d'une cellule 
photosensible pour lins de simulation 
il faut noter également qu'une attention particulière doit être portée aux paramètres de 
simulation afin d'obtenir des résultais concordants avec le comportement réel des 
photocellules. En effet, les paramètres utilisés par défaut par les algorithmes de calcul de 
hspice ne sont pas adéquats pour miter un circuit où le signal d'importance est un 
courant de l'amplitude du picoampère. En particulier, la valeur GSHUNT (défaut = 
lx10E-12), soit la conductance placée entre la masse et chacun des nœuds du circuit pour 
faciliter la convergence des calculs, crée un courant de fuite à la grille du transistor 
d'amplification de transconductance de l'ordre du photocourant à faible luminosité 
incidente, ce qui corromp les simulations. Aussi, la précision du courant minimal absolu 
indiquant que les calculs ont convergé vers une précision suffisamment grande doit aussi 
être diminuée. Les valeurs des paramètres utilisées pour les simulations sont présentées à 
l'Annexe B. 
4.23 Plage dynamique optique 
Les valeurs mesurées et présentées dans le Tableau 4.1 déterminent la plage dynamique 
optique intrascène de chaque pixel en supposant un système de lecture quasi linéaire 
d'une précision de 8 bits. Les seuils de détection et de saturation sont présentés autant en 
termes de lumière incidente qu'en termes du courant de sortie qui lui est associé. Cette 
dernière donnée permet de déterminer le seuil de bruit maximal admissible en vue 
d'atteindre, pour un pixel dont l'amplificateur de tcansconductance a un rapport de forme 
Wh donné, la plage dynamique inmscène spécifiée dans le Tableau 4.1. 
Tableau 4.1 : Mesure de la plage dynamique intrasche des phoâocellules avec 8 bits 
de résolution en sortie 
On constate que le rapport de forme de l'amplificateur de tnnsconductance n'affecte pas 
significativement la plage dynamique optique. Toutefois, plus W/L diminue, plus le 
plancher de bruit doit être faible pour atteindre la résolution désirie. 
w n  
Ces données fournissent la plage dynamique maximale des cellules dépourvues de 
l'obturateur électronique. Elles constituent donc la plage dynamique maximale qui peut 
être atteinte 1 la résolution sptkifiée. En effet, ii un niveau de bmit donné, l'injection de 
charge causde pu l'obturateur affecte à la baisse la plage dynamique en diminuant le 
courant de sortie pour une méme Iuminosid. 
D'importantes conclusions peuvent être tirées quant à la plage dynamique optique 
interschne en explorant le comportement des photocellules dans diffdrentes conditions 
d'éclairage. La plage dynamique intemène ne d6pend pas de la résolution du circuit de 
lecture, mais de sa rapidité. En effet, Ir scène la pius sombre pouvant être acquise par le 
capteur à un taux de lecture d'image donne est directement détermin6 par le temps 
maximal d'intégration qui, lui, est ddterminé par 1e déiai de Iecnire des données selon la 




@ Sortie = 1 LSB 
Lw*s PA 
relation suivante 
Tint - -1 -TI FR 
oh FR (Frame Rate) est le taux de lecture d'une image et TI est le temps nécessaire pour 
la lecture des pixels, la rdduction du FPN, la conversion analogique h numérique, ainsi 
que le transfert des données en sortie. 
Pour une autre raison, on constate que la luminosité maximale d'une image acquise est 
aussi limitde par le temps de lecture et  de traitement des donnees lorsqu'un obturateur 
électronique est utilisé. En effet, on constate que le temps de maintient de la tension à la 
grille de l'amplificateur de tmsconductance est limitd et la valeur de sortie de la 
photocellule est compl&ement corrompue après quelques millisecondes dans des 
conditions de luminosité importante. Plusieurs phénomènes peuvent être à la source de 
cette constatation. La diode étant toujours exposée à la lumière, une tension se bâtit entre 
le drain et la source de l'obturateur après I'intdgration. Son impédance finie peut 
permettre une fuite de la charge maintenue à la grille de l'amplificateur de 
tnnsconductance, diminuant ainsi sa tension VGS et réduisant ainsi le courant de sortie. 
Aussi, la génération de porteurs en exces en profondeur dans le puits ou en bordure des 
éléments actifs de la photocellule dans les quelques zone non protégées par le métal de la  
couche supérieure peut avoir un effet semblable. 
La Figure 4.4 présente la sortie d'une photocellule avec obturateur sous forte illumination 
afin d'illustrer ce phdnomène. Dans cet exemple, s i  le temps requis pour réduire le FPN, 
convertir et transférer toutes les données en sortie est supérieur à 9 msec, la lecture de ce 
pixel sera totalement corrompue. Ce déiai est d'autant plus court que l'intensité 
lumineuse est grande. Par conséquent, plusieurs pixels seraient corrompus en bien moins 
de 9 msec dans le cas de l'image à laquelle appartient la photocellule donnée en exemple. 
Aîïn d'assurer qu'aucun pixel de L'image ne soit corrompu, toutes les photocellules 
84 
doivent donc être lues inunddiatement aprés la période d'intégration il laquelle elles sont 
soumises. 
Figure 4.4 : Corruption du courant de sortie en mode maintient 
4.2.3 Uniformité de la réponse 
La Figure 4.5 présente les lectures successives de 56 pixels d'une même colonne soumis 
il une illumination uniforme. Afin de réduire le bruit de lecture, la moyenne de plusieurs 
acquisitions successives a été utilisée- Par consiquent, I'dcart entre la sortie des diffdrents 
pixels visibles sur l'image correspond au FPN sans compensation. La sortie a été mesurée 
il plusieurs intensitds lumineuses e t  176cart maximal mesuré entre toutes les combinaisons 
de paires de pixels 9 chaque luminosité incidente est de 5% 
Figure 4 5  : Sortie ditccte de 56 pixels d'une colonne 
4.2.4 Réduction du FPN 
Pour fins d'illustration, la Figure 4.6 présente les sorties du circuit de réduction de FPN 
pour 12 pixels d'une colonne soumise à un éclairage uniforme. II s'agit, en valeur 
absolue, des signaux Idiff et Irst, fournis au CAN comme courant à mesurer et courant de 
référence (Imes et I'r)), On remarque une corréiation entre la non uniformit6 du signal de 
diffdrence et celle du signal de rdinitialisation, tel que ddduit de la discussion de la 
section 2.3.5. 
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Figure 4.6 : Sorties du circuit réducteur de FPN 
Ln méthode de réduction du FPN proposde est comparée au CDS conventionnel de la 
maniére suivante. Le ratio ldiflnfsr est calculé pour chaque pixel à différents niveaux de 
lumiere incidente. Ce rapport représente le code numérique ji la sortie du capteur, mais 
exempt de tout bruit associé à, la conversion analogique & numdrique. Toutefois, dans un 
premier cas, le courant de référence lfsr est connu et fixe, fournissant une mesure absolue 
de Idifl, correspondant au CDS conventionnel. Dans l'autre cas, le rapport est comgé 
pour chrique pixel avec le courant de réinitialisacion comme dénominateur. De façon B 
comparer des sorties semblables, le courant de rdfdtence fixe utilisé dans le cas du CDS 
conventionnel est la moyenne des coumts de céinitiaiisation de tous les pixels. 
Le Tableau 4.2 présente, pour chaque technique de rdduction du FPN (Ifsr fixe et IJr = 
1st) et 5 quelques niveaux de lumière incidente : 
- l'écart maximal entre le rapport Imes/&kr de toutes les combinaisons de paires de 
pixels, en pourcentage de la plage de mesure ; 
- l'nmdliontion relative qu'apporte l'ajustement de plage de conversion par rapport 
à l'utilisation d'une plage fixe, en pourcentage de l'erreur ou de la variance 
mesurée. 
Tableau 4.2 : Erreur maximale du rapport I m d r e f  après Féduction du FPN 
La compoiraison de l a  methode proposée avec la technique de CDS conventionnelle, dans 
les mêmes conditions puisque le même circuit et le même systhme de lecture sont utiIisés, 
pennet de tirer quelques conclusions pertinentes. On dkcele trois comportements 
diffkrents, dépendamment de l'intensité lumineuse incidente. 
En premier lieu, le CDS i référence fixe présente de meiHeurs résultats que Io méthode 
proposée d'ajustement de réfdrence i faible luminosité (Imes/Iref~, 105). En effet, tel 
que mentionné la section 235, le CDS réduit efficacement l'erreur sur imes dans ces 
conditions. Par conséquent, les variations sur lfsr qu'apporte la technique d'ajustement 
de la plage de conversion enminent des variations plutôt qu'une correction sur le ratio 
ImeSnfsr- Toutefois, ceci n'est que très peu perceptible. En effet, puisque [mes est faible. 
la différence entre les deux est infcrieure i 0.12 8 de I'écheIle maximale, ce qui 
représente moins de 0.5 LSB à 8 bits. 
Amélioration 
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Ensuite, une tendance importante est clairement visible : plus la luminosité augmente, 
plus l'erreur sur ldig est importante. On constate que I'ajustement de coumt de 
rdfdrence procure une réduction substantielle des disparités entre pixels, prouvant 
l'efficacité de la mdthode proposée par rapport au CDS conventionnel. 
La tendance sur Idiff n'est toutefois plus observée 5 tri% forte luminosité ; l'erreur tombe 
h un niveau plus faible. Le courant de signal, très faible dans ces conditions, se confond 
avec le bruit du circuit. II ne s'agit donc pas d'une bonne pedonnance des circuits de 
réduction de bruit, mais pludt d'une perte de sensibiliti sur le signal de sortie des pixels. 
L'ajout du courant de polarisation Imin, permettant de garder les miroirs en forte 
inversion, peut améliorer cette situdon, Cependant, ceci n'a pas dtd appliqué lors de ces 
mesures afin de minimiser les effets décrits à la section 4.2.7. 
En résumé, bien qu'elle ne permette pas d'dliminer le FPN complètement, la méthode de 
dduction du FPN par l'ajustement de la plage de conversion est clairement avantageuse 
par rapport au CDS conventionnel. On conserve un niveau d'erreur comparable ou 
significativement plus faible que ce que procure le CDS conventionnel sur toute la plage 
d'intensité lumineuse incidente et, tel qu'anticipd lors de la discussion de la section 2.3.5, 
l'avantage de I'ajustement de Iri plage de conversion augmente avec l'intensité 
lumineuse. 
4.2.5 Évaluation de la VMPA 
La Figure 4.7 illustre le fonctionnement adéquat du principe d'évaluation de la VMPA 
des sorties. Un gradient d'intensité lumineuse a été présenté à la surface de la colonne 
dvaluée. Les trois parties de la Figure 4.7 présentent la sortie d'une colonne à diffërentes 
résolutions. U est 3i noter, par le changement d'échelle temporelle, que la lecture de 
l'image s'effectue plus rapidement à résolution réduite, t6moignant de l'évaluation de la 
moyenne instantanée r6alisée par le circuit. 
- --- 
Figure 4.7 : Gradient d'intensité lumineuse aux résolutions a) 1x1 ; b) 2x2 ; c) 4x4 
43.6 Performances du CAN 
Dans le cas des CAN, les résultats expérimentaux different sensiblement de ceux de 
simulations. LRS performances dans les deux cas sont alors présentées sdparément. 
4.2.6.1 Simulations du CAN 
Le Tableau 43 présente la caract&istique de sortie du CAN il partir du dessin des 
masques utilisés pour la fabrication. 











Taux de conversion 
Non-linéarité différentielle 
Il est à noter que la consommation est fonction du signal d'entrée. Dans les conditions 
normales d'utilisation, il est improbable que chaque conversion mène à une 
60 UA 
15 UA 
Fconv 1 > 250 kEch/s 
Non-linéarité intégrale 
Consommation 
consommation maximale. Pour la même raison, la consommation varie significativement 
en fonction de la photocellule choisie pour le circuit final. 
NLD 
Aussi, la consommation maximale présentée est celle consommée dans le cas où le CAN 
effectue des conversions de façon continue. Avec l'architecture parallèle dont il est 
question ici, les CAN ne sont utilisés que pour un maximum de quatre conversions par 
ligne de l'image et sont désactivés pendant le temps d'intdgration. Px conséquent, la 
consommation réelle du circuit reliée aux convertisseurs est nettement infdrieure au 
produit de la consommation d'un CAN indiquée au Tableau 4.3 et du nombre de 
convemsseurs. 
< 0.7 LSB @ 7 bits 
< 1.4 LSB @ 8 bits 
NLI 
Pmax 
Finalement, le lecteur notera que le taux de conversion utilisé pour les simulations ne 
constitue pas la limite supérieure que peut atteindre le convertisseur. Les délais encre les 
< 0.9 LSB @ 7 bits 
< 1.8 LSB @ 8 bits 
c1mW 
différents signaux de contrôle ne sont pas optimaux, mais plutôt conformes à ceux 
gdndrds par le contrôleur en pratique. 
4.2.6.2 Résultats expérimentaux du CAN 
La Figure 4.8 présente la caractdristique de sortie numérique de pixels dont le rapport de 
forme est Wn=0.4/0.75, telle que recueillie simultanément à la sortie de 4 convertisseurs 
différents. L'erreur maximale mesurée entre les sorties de 2 convertisseurs différents à 
même produit (intensité lumineuse) x (temps d'intégration) se résume comme suit : 
- Erreur 1 rt6.25 % dans tous les cas ( i l  LSB @ 4 bits) 
- Erreur i *3.13% dans plus de 90 % des cas ( i l  LSB @ 5 bits) 
- Erreur 1 Il 57% dans près de 60 % des cas (II LSB @ 6 bits) 
On constate donc que l'imprécision de la conversion analogique à numérique provoque 
en sortie du système des variations entre les différents pixels soumis à une même 
intensité lumineuse plus significatives que celles assocides à la sortie des photocellules, 
tel que mesuré h la section 4.2.4. La cause première de ceci provient des fortes 
oscillations que l'on retrouve sur les alimentations et II masse, dont tes causes et 
conséquences sont discutées à la section 42.7. Ces oscillations expliquent les principales 
irrégulwit~s, dont la plus significative est le palier observe à la valeur numkrique de 
sortie 8010. 
O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
lntensit6 lumineuse x Temps d'intégration (nomalis6) 
Figure 4.8 : Caractéristique de sortie numérique de 4 colonnes 
La Fîgure 4.9 présente l'image, en tons de gris, correspondant aux sorties présentées B la 






Figure 49 : Dégradé d'inteosité de 4 colornes 
On constate que la relation de sortie du système n'est pas une fonction linéaire de 
l'intensité lumineuse en enaée. La variation de la sortie &tant plus importante & faible 
qu'à forte luminositd incidente, on retrouve une concentration des tons intermédiaires de 
gris à gauche de la figure Figure 4.9, soit à relativement faible intensité lumineuse. 
Néanmoins, il ne s'agit pas d'un handicap important dans notre cas. En effet, l'utilisateur 
peut fixer le temps d'intdgration de manière il ce que I'intensité lumineuse prédominante 
de l'image acquise soit inférieure à la moitié de l'intensité maximale. Le systéme sera 
alors capable d'un maximum de discernement des intensités de lumière semblables ou 
inférieures B I'intensité dominante de la scène, avec en revanche une plus faible 
distinction des intensités fortes. Ceci confère à la sortie du capteur un comportement qui 
se rapproche de celui de l'œil humain. 
4.2.7 Principales sources du bruit de lecture 
Une considération importante a été négligée lors de la fabrication et a pour effet de 
diminuer les performances du circuit de façon significative dans certaines conditions 
d'utilisation. Dans les faits, le nombre de plots par signai et par tension d'alimentation a 
été choisi en fonction de leur densité de courant maximale prévue et de celle 
recommandée selon les données relatives aux cmctéristique techniques de la technologie 
utilisée. Dans tous les cas, selon cette seule consid6ration, un seul plot est suffisant par 
alimentation et par signal. Malheureusement, I'effet inductif des plots a été ntigiigé. 
Lorsque d'importantes transitions de courant surviennent, par exemple sur les 
alimentations, l'effet inductif des plots introduit du bruit dans le circuit, et ce, même avec 
un découplage des alimentations idbal à proximité du circuit. Si le courant n'est pas 
balancé entre les deux alimentations, h tension VDD - VSS B l'intérieur est affectée. 
Dans le présent cas, c'est exactement ce qui se produit. 
Figure 4.10 : Effet inductif des plots sur l'alimentation du circuit 
En effet, bien que les alimentations analogique et numèrique soient séparées, leur masse 
ne l'est pas. Elle est commune. Le courant que draine cette demihre n'est donc ni balancé 
avec celui fourni par l'alimentation analogique, ni avec celui de l'alimentation 
numérique. 
Ce bruit n'a pas qu'un effet transitoire sur la précision du système et ne peut être éliminé 
simplement en laissant aux signaux un long temps de stabilisation avant leur 
échantillonnage. En effet, les diffërences entre les alimentations analogique et numérique 
peuvent fausser les valeurs maintenues dans les mémoires de courant et dans les pixels. 
Comme l'illustre la Figure 4.1 1, les variations entre WD,v et VDDA font varier la tension 
entre la grille et le substrat du transistor dchantillonneur-bloqueur permettant de garder 
V I  indépendant de V2 en mode maintient. Lorsque l'ampliîude des variations causées par 
les transitions de courant est suffisante, l'impédance entre le drain et la source du 
Figure 4.1 1 : Corruption de la charge maintenue B un nœud capacitif relié h M)D 
par bruit d'alimentation numérique 
transistor peut être diminuée momentanément, faisant en sorte que la tension Y1 puisse 
corrompre la tension V2 maintenue aux bornes du condensateur. 
De façon similaire, mais pour une raison quelque peu différente, les mdmoires de courant 
de transistors de type 'N' peuvent aussi être significativement corrompues par le bmit 
d'alimentation. En effet, bien que la masse soit commune pour les sections analogique et 
numérique, sa tension n'est pas uniforme à tous les points du circuit. Le chemin 
conducteur du plot de masse à chacun des transistors possède une rdsistance finie qui 
dépend de sa largeur et de sa longueur. Ainsi, les transistors des circuits numériques et 
analogiques étant sdpards et le courant circulant dans leur masse respective 6tant 
différent, la tension qu'ils utilisent chacun comme rdfdrence peut être significativement 
différente. La Figure 4.12 illustre le phénomène de corruption de la charge maintenue à 
un condensateur de mémoire de courant de type 'N', semblable à ce qui a dté décrit en 
lien avec la Figure 4.1 1. 
MON 
Figure 4.12 : Corruption de la charge maintenue B un nœud capacitif relié B VSS 
par effet résistif de la masse 
L'importance de ces phénomènes dans le circuit est identifiable sur la Figure 4.8, par le 
biais d'un plateau h la valeur de sortie numérique goI0. Cette valeur est celle où les 
transitions sont.les plus fréquentes il des bits de poids forts, puisque la sortie des CAN est 
naturellement maintenue à '1' entre les conversions et que 8010 = 0101ûûû&. Sachant 
que chaque transition de la valeur de sortie d'un CAN entraîne la transition d'un plot 
numérique de sortie, créant d'importantes variations de courant dans les alimentations et 
que, dans l'expérience de la section 4.2.6.2, celles-ci sont simultanées pour tous les CAN, 
on comprend que leur effet combiné puisse être suffisant pour affecter sensiblement les 
valeurs maintenues dans les mémoires de courant. Elles modifient donc le courant de 
résidu au cours de Ia conversion et les bits de poids faible perdent toute leur signification. 
Le même phénomene s'applique aux conversions des autres valeurs nurndriques, 
toutefois la corruption se produisant lors de l'évaluation de bits de poids plus faible, 
l'erreur est moins apparente en sortie. 
4 3  Principales modifications à apporter 
La présente section souligne quelques considérations et propose des modifications 
simples permettant d'améliorer sensiblement les performances du capteur à partir des 
éléments déjà développés et testés. 
La constatation la plus importante faite suite aux observations expérimentales est que la 
qualité d'image et les conditions d'utilisation du capteur sont limitées par la présence de 
l'obturateur électronique. Les plages dynamiques intrascène et interscène sont toutes 
deux réduites par sa présence. Par conséquent, l'utilisation des cellules de base sans 
commutateur présentées à la section 1.4.2.1 b) s'impose. 
De ce fait, la plage dynamique interscène s'en voit significativement améliorée puisque 
l'intensité maximale discemable est augmentée. En effet, la lecture se faisant directement 
à la fin de l'intégration, il n'est plus question de temps de maintient timitant la luminosité 
incidente maximale, comme c'est le cas avec l'obturateur (cf : section 4.2.2). 
L'utilisation de la cellule sans obturateur implique des changements considérables au 
niveau de la g€n€ration des signaux de contrôle. La lecture de l'image ne se fait plus suite 
à une intégration simultanée sur tous les pixels, mais les deux opérations se chevauchent 
continuellement sur tes diffgmntes lignes. L a  Figure 4.13 illustre la synchronisation des 
signaux de dinitidisaiion et de lecture p u r  quelques lignes d'une matrice de rn lignes. 
Image i -1 --lm"=" 4n 
Figure 4.13 : Chronogramme de synchronisation des signaux de contrôle pour une 
matrice de cellules sans obturateur électronique 
En permettant la que I'int6gntion d'une ligne se produise pendant la lecture d'une autre, 
le temps d'intégration maximal est limité par le temps de lecture d'une seule ligne 
(Tint,, = \/FR -TL), au lieu du temps de lecture de la matrice complète (dquation 4.2). 
Cet avantage peut être mis à profit de deux façons. On peut améliorer la plage dynamique 
d'avantage en augmentant le temps maximal d'intégration ou relaxer les spécifications 
sur la conversion et le transfert des données. La deuxieme option permet d'utiliser plus 
facilement une architecture à un seul CAN, qui présente notamment les avantages 
suivants piu rapport P l'approche parnllele présent& antdrieuriemenc : 
- La consommation est plus réguli5re. puisque les pointes de courant consommé 
assocides à l'activation s i m u l ~  des CAN p;irall&les sont éliminées. Ainsi. la 
régulation de l'dimeniation peut être facilitée afin de permettre une meilleure 
précision ; 
- On dispose de plus de flexibilité pour la résolution, qui devient complttement 
arbitraire au lieu d'être restreinte ades facteurs de 4 ; 
Les contraintes associées au CAN dans le cas d'une architecture à convertisseur unique 
sont spécifiées par le temps maximal qui peut être alloué à Iü lecture d'une ligne. En 
effet, il peut être déduit ài partir de la Figure 4.13 que 
V 
-/FR. TL,, - (4.2) 
Nbu(iws 
La Figure 4.14 illustre les étapes requises pour la lecture d'une ligne de NbCOL 
colonnes. 
Figure 4.14 : Décomposition des étapes de lecture d'une ligne 
Ainsi, le temps de lecture d'une ligne est défini comme 
TL = TFPN +N~COL(TECH + Tcd 
où 
- FR est le taux de lecture d'une image ; 
- NbUGNEs e t le nombre de lignes de l'image en sortie ; 
- TFPN est le temps requis pour échantillonner les courants de sortie des colonnes 
(Idiflet Irst) afin d'effectuer une lecture à FPN réduit ; 
- TkH est le temps alloué aux entrées du CAN pour se stabiliser avant leur la 
conversion analogique & numdrique ; 
- TCAN est le temps de conversion analogique & numérique. 
En utilisant des valeurs conservacrices tirées de simulations incluant les charges 
mpacitives des colonnes pour une matrice de 128x 128 pixels, (T~p~=2psec t TaH=lp~),  
h résolution maximale (NbWGNm = NbCO~= 128). les équations 4.2 et 4.3 nous indiquent 
qu'un taux de conversion de 980 kéchlsec est suffisant pour aneindre un taux de lecture 
d'images de 30 Hz. 
En utilisant la cellule de conversion d'un bit présentde au chapitre 2 de manière parûll&Ie 
plutôt que cyclique, on peut vraisemblablement atteindre ce taux de conversion. Ceci 
rend l'approche à CAN unique envisageable en n'apportant que des modifications 
mineures aux modules déji conçus. Plus de détails concernant un CAN applicable sont 
@sent& h la  section 4.3.2. 
4 1  Vue d'ensemble du système proposé 
La Figure 4.15 prdsente un schéma simplifié de l'architecture de la nouvelle version 
proposée de la caméra intégrde. 
Figure 4.15 : Schéma bloc de l'architecture proposée d'un capteur B CAN unique 
La différence principale par rapport au système précédent est la présence d'un seul CAN. 
Une autre différence notable est la présence d'un décodeur de colonnes qui active la ou 
les colonnes qui doivent être évaluées à un temps donné. Leurs signaux de sortie sont 
dors sommés sur les bus analogiques de sortie (Idiff et Irst) avant d'être présentés au 
CAN. 
Ensuite, les évaluations des moyennes de colonnes et de lignes s'effectuent à deux 
endroits distincts. Premièrement, la moyenne des lignes s'évalue colonne par colonne en 
activant Ry lignes simultanément, où Ry représente la résolution verticale en nombre de 
lignes de la matrice par pixels de l'image à acquérir, puis en divisant le courant résultant 
à l'aide d'un miroir au gain f /Rg au bas de chaque colonne. Le calcul de la moyenne des 
colonnes se fait, quant à lui, en activant Rx colonnes à l'entrée du CAN, où se retrouvent 
les miroirs au ratio II&. 
Aucune restriction n'existe sur la résolution, ni sur le facteur de forme des pixels. Le 
nombre de colonnes et de lignes par pixel de l'image de sortie est arbitraire. Sur la Figure 
4.15 est d'ailleurs présenté en exemple l'acquisition d'un pixel où Rx=2 et Ry=3 (zone 
ombragée sur la matrice). Seulement, le facteur maximal de division du courant est cinq. 
Ceci n'empêche toutefois pas d'acquérir des images où la taille des pixels est plus 
grossi&re que 5x5 photocellules. Cependant, dans un tel cas, le rapport signal à bruit s'en 
voit diminué. Le choix du facteur maximal de cinq a été fait considérant que l'application 
principale pour laquelle est destin6 le capteur a une résolution de 25x25, alors que la 
matrice est d'à peine plus de 125x125 photocellules. 
Les changements à apporter au système n'affectent pas tous les éléments du circuit déj8 
réalisé. Les circuits d'acquisition lumineuse et de traitement du signal analogique restent 
pratiquement conformes à ce qui a déjà été présenté. Seuls le ratio maximal R des miroirs 
et les tailles des transistors sont modifiées- Les principales modifications se situent en fait 
aux niveaux du CAN, des miroùs moyenneurs de colonnes et des éléments de contrôle 
numérique. Les modules d'évaluation de la vaieur moyenne de colonnes et le CAN sont 
en faits combinés en un seul, présenté il la section suivante. En ce qui concerne le 
contrôleur, nous considérons que sa conception ne constitue pas une étape critique. Nous 
limiterons donc la discussion suivante aux au- déments du capteur. 
4.3.2 Convertisseur Analogique h Numérique 
4.3.2.1 Choix de l'architecture du CAN 
II est possible d'améliorer considt?rablement Ie temps de conversion du CAN (TC-) tout 
en effectuant des modifications minimales sur la cellule de conversion présentée plus tôt. 
Deux approches se présentent h nous. il est possible de cascader directement les cellules 
Figure 4.16 : Configurations de cellules de conversion d'un bit pour convertisseur 
a) en cascade et b} pipeline 
ou d'utiliser une architecture pipeline. Les deux configurations sont schématisées de 
façon simplifiée à la Figure 4.16. 
Le convertisseur pipeline présente le plus haut taux de conversion en fournissant, après 
un temps de latence de N cycles, un échantillon à chaque cycle de conversion de 1 bit. 
Toutefois, cette architecture augmente la complexit6 du circuit et diminue sa précision. 
En effet. dans notre cas, contrairement au convertisseur pipeline typique où seulement le 
résidu est mémorisé entre chaque étage, la référence de conversion (Ifsr) doit aussi être 
mdmorisée à la sortie de l'évaluation de chaque bit, puisque celle-ci est propre à chaque 
conversion. Pour cette raison, le nombre de mémoires de courant par bit est doublé, 
affectant la précision de la conversion par l'injection de charge qui leur est associée. 
À l'inverse, la configuration en cascade présenie les avantages d'améliorer la précision et 
de simplifier sensiblement la cellule et son contrôle puisqu'aucune opération de 
mémorisation de counnt n'est nécessaire. Cependant, le taux de conversion en souffre un 
peu puisque I't?valuation d'un bit ne peut se faire avant l'évaluation du bit précédent. 
Nkanmoins, la mémorisation du résidu n'étant pas ndcessaire, le temps d'rSvaluation d'un 
bit est signiticativement réduit. 
Par ailleurs, la Figure 4.2 montre qu'une grande partie de la plage dynamique intrascène 
se concentre à faible counnt de sortie. Par conséquent. une réduction de la précision du 
convertisseur entraîne une réduction importante de la plage dynamique, déjà plutôt faible. 
II est donc justifié de primer la précision au lieu de la rapidité de conversion : un 
convertisseur en cascade sera donc utilist?. 
4.3.2.2 Implémentation du CAN 
La Figure 4.17 présente la cellule unitaire du convertisseur, ainsi que l'agencement de 
celles-ci permettant de réaliser un convertisseur en cascade. Les déments de contrôle 
sont aussi présentés. Ceux-ci se résument à un registre à decalage propageant d'un bit à 
l'autre la commande de maintient de la sortie (Snrpr) sous l'activation du signal 
HOLD_clk, après avoir activé l'échantillonnage de chacune des cellules au moyen du 
signal \CONV-starf. 
Figure 4.17 : Cellule de conversion d'un bit 
Figure 4-18 : Configuration en cascade du CAN 
La précision du CAN dépend principalement de la précision de ses miroirs de courant, 
raison pour laquelle un courant de biais est ajouté ici aussi. ktmt donné que le courant 
d'entrée est doublé au travers de la cellule, on doit retrancher, à la sortie de chaque bit, la 
valeur ajoutée en entrée afin que ce courant n'affecte pas la conversion. 
Le CAN est l'élément du systeme fonctionnant à Iû plus haute fréquence. Pour cette 
raison, c'est lui qui détermine la fréquence d'horloge nécessaire permettant d'atteindre un 
taux de lecture d'images donné. Afin de minimiser cette contrainte, des bascules activées 
sur front montant sont alternées ?I des bascules activées sur front descendant. Ainsi. une 
horloge de 4 MHz permet, pour le CAN à 8 bits de résolution, un taux de conversion de I 
MHz, ce qui est suffisant pour un taux de lecture. de 30 Hz à résolution maximale. 
Le Tableau 4.4 présente les performances simulées du convertisseur en cascade à ce taux 
de conversion. On constate que la précision est meilleure que celle du convertisseur 
cyclique @ce au fait qu'aucune erreur ne soit introduite par la mémorisation analogique 
du courant de résidu. 
Tableau 4.4 : Performances simulée du convertisseur en cascade 
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4.3.2.3 Disposition physique des mimirs de murant 
NLD 1 c ILSBB8b i t s  
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I ! 
il est à noter que la séparation des cellules de conversion, telle que présentée dans Figure 
4.16 et simplifié dans la Figure 4.19 a), ne s'applique pas au niveau du dessin des 
2.7 m W  
690 uW 
Consommation 
lmes = iFSR 
Imes = O 
Pmu 
Pmin 
masques. Pour une meilleure correspondance des courants Imin et &!sr d'une cellule & 
l'autre, leurs miroirs doivent être situ& ii proximité les uns des autres. C'est ce que 
montre la Figure 4.19 b) pour le cas du counnt usr. En plus de permettre un meilleur 
appariement des car;ict6ristiques physiques des composants de par leur proximité, Iri 
disposition présentée en b) est insensible il la résistance non nulle des conducteurs. ce qui 
n'est pas le cas de la configuration a). 
Figure 4.19 : Séparations physiques des miroirs de courant en fonction des cellules 
de conversion d'un bit ; a) fautive, b) correcte 
4.33 Evaiuatioa de la valeur moyenne de colonnes 
Afin que les courants d'entrées du CAN se situent dans une plage convenable de counnt, 
les sorties de colonnes sommées sont divisées par des miroirs au ratio variable IIRx- 
L'opération est en fait intégrée ài I'évaiuation du bit de poids le plus fort, ainsi qo'5 la 
g6n6ration de la tension de référence VreJ 
La Figure 4.20 illustre l'étage d'enîrée du convertisseur, en lien avec la Figure 4.17. Lti 
cellute de conversion n'est pas rieprdsentée au complet afin de simplifier le schkma. II est 
& noter que, le courant [mes étant sartant, le miroir formé des uansistors MI et M2 
(Figure 4.16) est supprimé dans la cellule du premier bit. Le sens du courant comparé B 
l /rR est ainsi adéquat. 
Toujours afin d'éviter que le miroir ne fonctionne en faible inversion, un courrint RX 
Imia est ajout6 en enude. La multiplication par Rx est nécessaire afin d'assurer que la 
densité de courant minimale soit respectde pour h prdcision désirée, même lorsque 
nombre de transistors en paralièles est multiplié. 
- C a l l u k k c o n ~ w n i ~ n  
p B gain = llRx 1 
-. 
Figure 4.20 : Division du murant de somme des colonnes 
4.4 Conclusion 
L'expérimentation a petmis de confirmer la foncîio~alité globale du système. il a été 
&montré que b puce fabriqd permet d'exdcuter l'acquisition d'images de façon 
entiérement numérique, bien qu'un système optique de focalisation manque au moment 
de l'écriture du prdsent mémoire afin d'acquérir des images représentant des scènes 
réelles. 
Des mesures quantitatives ont été effectuées sur différentes sections du circuit. Entre 
autres, la réponse ài la lumière des photocellules et leur plage dynamique ont été évaluées. 
De plus, la méthode de réduction du FPN proposée a été comparée iî la méthode classique 
de double échantillonnage corrélé. Les résultats confirment que la méthode proposée est 
avantageuse, particuli5rement à forte luminosité. II a toutefois été noté que la réduction 
du bruit n'est pas totale, limitant ainsi son utilisation B des applications où un compromis 
sur la qualitrf d'image peu être fait, en comparaison aux capteurs à la fine pointe en mode 
tension. 
Des irrégularités dans la rdponse du système ont aussi été observdes. Celles-ci 
proviennent des phénomènes transitoires causés par les transitions de courants sur les 
plots externes et dans les circuits numériques. La relation entre ces phénomhes et les 
irrégularités observées a été mise en 6vidence. 
L'expérimentation a aussi permis de rériliser les limitations de performances entraînées 
par la présence d'un obturateur e7ecuonique dans la cellule photosensible. Afin de 
remédier iî cette situation, une architeciure différente de caméra intégrée, basée sur les 
modules ddjil conçus et testés, a été présentée. En plus d'améliorer la plage dynamique 
interscène du capteur, cette deuxiéme approche pennet de varier la résolution de façon 
compléternent arbitraire. Les contraintes appliquées au CAN apportées par la nouvelle 
architecture sont évaluées et des simulations indiquent qu'un taux de conversion de 30 
Hz peut être atteint il résolution maximale avec le système proposé. 
CONCLUSION 
Dans le cadre des travaux de recherche de l'équipe PolySTiM de l'École Polytechnique, 
un stimulateur visuel inaû-cortical visant restituer aux aveugles profonds une vision 
fonctionnelle est en cours de développement, Un des éléments clés d'un tel syst&rne est 
son capteur d'image. premier élément de la chaîne de traitement de l'information 
transmise au cerveau. Nous avons donc décid6 de nous attaquer aux défis que 
repdsentent la conception et la rédisation d'un capteur d'images intégrd applicable à un 
micro-stimulateur visuel implantable. 
Nous avons en premier lieu étudié les principes de fonctionnement et architectures des 
principaux circuits d'acquisition d'images basés sur des dispositifs à semi-conducteurs. 
Cette étude a notamment friit ressortir la pertinence d'utiliser un procédé CMOS pour 
réaliser un systéme intégr6 répondant aux spécifications de l'application visde. Dans cette 
technologie, les principaux types de celtules photosensibles ont été clusds selon leur 
photod6tecteur et le type de s i g d  qu'ils véhiculent. La particularité premiére de cette 
technologie pour les capteurs d'images est de permettre la dalisation d'une grande 
variétk de circuits compiérnentaires à même le capteur. Certaines approches particulieres 
aux capteurs CMOS ont 6té présentées, avec sensiblement plus de détail concernant 
celles qui permettent de varier la  luti ion de l'image acquise. 
Ceci a permis de concevoir un nouveau capteur intégré possédant les piuticulm*tés 
suivantes : 
- L'interface d'acquisition d'image est enti2rement numérique; 
- Le circuit fonctionne en mode courant en tout point où le signal est 
analogique; 
- Une méthode de réduction du FPN associé au gain de transconductance 
permet de garder les impfections d'images faibles sur toute la plage 
d'intensité lumineuse en ent*, 
- Une méthode d'dvaluation de h moyenne de pixels adjacents permet de 
réduire la résolution en minimisant la perte d'information et conserve un bon 
rapport signal à bruit Les résolutions possibles correspondent B des groupes 
de 1 x 1'2x2 et 4x4 pixels. 
II a été choisi de procéder en mode courant afin de minimiser la consommation. En effet, 
il est ainsi possible de fonctionner à faible tension d'alimentation. Toutefois, ceci 
introduit un important FPN qui ne peut êîre élimine avec la technique courante de double 
échantillonnage corrélé. Une méthode simple permettant d'éliminer l'erreur due au gain 
de transconductance a été proposée. 
Le capteur intégr6 réalise posdde des dldrnents particuliers qui permettent d'effectuer un 
bon nombre de tests sur les différents modules qui le composent. Un systéme de mesure 
analogique, un contrôleur externe implémente dans un circuit programmable FPGA, ainsi 
qu'un logiciel d'interface compl&.ent le système d'expérimentation. Le système a 
confirmd la fonctionnalit6 de chacun des modules de la caméra intégrée. Entre autres, la 
comparaison entre la méthode de réduction du FPN par double échantillonnage corrélé et 
la méthode à gain compensé proposée démontre l'avantage de cette derniére lorsque 
l'intensité lumineuse incidente augmente. 
Les tests expérimentaux ont aussi permis de constater certaines limitations du circuit. En 
particulier, la réduction du bmit n'est pas complète et des erreurs dues à la contribution 
non linéaire de la tension de seuiI du transistor d'amplification et à l'injection de charge 
des obturateurs persistent. L'approche utilisant le mode courant, de pair avec la méthode 
proposée de réduction du FPN, se limite donc à des applications où une qualit6 d'images 
de très haute fidélité n'est pas une nécessité. Aussi, on remarque que i'obturateur 
électronique réduit les plages dynamiques intrascène et interscène. Cette constatation est 
plus préoccupante dans le cas du stimulateur visuel considérant que ceci diminue les 
conditions de luminosité dans lesquelles peut être utilisé le capteur à un taux de lecture 
d'images donné. 
Une architecture différente, permettant d'amdiorer la plage dynamique du capteur ainsi 
que se flexibilité d'utilisation, a été proposde. Ainsi, la résolution de ce nouveau système 
ne se limite pas à trois niveaux, mais est totalement arbitraire. Cette nouvelle version du 
capteur pose cependant de nouvelles contraintes sur le taux de conversion anaiogique à 
numèrique des données. Un nouveau convertisseur est alors proposé et des simulations 
indiquent que le système est en mesure d'atteindre, à résolution maximale de 128x128 
pixels, un taux de lecture d'images de 30 Hz, avec une faible consommation de 
puissance. 
Parmi les améliorations qui devraient être apportées à court terme, notons l'augmentation 
de la plage dynamique intnscène du capteur. Celle du système actuel est encore 
inférieure de plusieurs ordres de grandeur à celle du système visuel humain et limite 
l'information visuelle qui peut être recueillie dans des situations de grands contrastes 
lumineux. 
On peut envisager l'utilisation d'une cellule photosensible plus complexe permettant de 
recueillir de l'information supplémentaire pendant la période d'intégration et non 
seulement à la fin de celle-ci. Ceci se fera évidemment au détriment du facteur de 
remplissage et de la taille du circuit. Néanmoins, la faible résolution requise pour 
l'application de l'implant visuel nous permet un tel sacrifice. Cette considération, 
combinée à l'utilisation d'une technologie plus récente, permettra d'intégrer une quantité 
intéressante de circuits actifs à même les cellules photosensibles. Une approche hybride, 
combinant le mode impulsions pendant la période d'intégration et la lecture du signal 
résultant en mode courant, devrait permettre d'atteindre une plage dynamique intnscène 
significativement pIus large que ce qui peut être atteint avec l'architecture de pixel 
utilisée ici, tout en conservant de bonnes performances au niveau de la consommation. 
Un circuit intégré avec de telles canctéristiques s'avérera de toute évidence 
particulièrement bien adapté ii un système de stimulation visuelle intra-cortical. 
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SCEIÉMAS DES MODULES 
ANALOGIQUES 
FigureA.1 : Celîuk photosensible 
Figure A 3  : C i u i t  de division du coutsnt de sortie 
Figure A.3 : Circuit de réduction du FPN 


Figure A.6 : Circuit de génération des tensions de polarisation des transistors 
cascode 
Figure A.7 : Circuit de génération de la tension de polarisation des sources de 
courant M n  
ANNEXE B 




*Fichier de simulation des modules analcgiques du capteur d'images 
* in thré  en mode courant * 
* Inclut : 
* - Une photocellule dont le gain d€pend de Wpxl et Lpxl (.PARAM) * - Un circuit dl€valuatian de la valeur moyenne de colonnes 
* - Un circuit de rdduction du FPN 
* - Un circuit de polarisation de transistors cascodes 
* - Une source de courant contrblable 
* - tes celluïes de la librairie w cells permettant d'effectuer 
* les operations de réduction du-FFN * 
*Effectue N simulations .TRANS de 2.2 msec, avec N increments de 
* PHOTO-1 tel que dMinis par .DATA * 
*Les courants de sortie de la photocellule iavgqxll et du circuit 
* reducteur de PPN (Imea = avg-àif & IFSR = avgref) sont &valués 
* sur une période de 20 us 
m 
* Ce fichier a 4t4 généré automatiquement par Analog Artist 21 partir 
de schemas et de modules extraits du dessin des masques le 5 mai 
+ 2000, puis modifie manuellement * 
9 Auteur : Jonathan Coulomhe 
* 
*****t****************************~*********************t************ 
.GLOBAL M D  ! VSS ! VBULK-node ! 
* fnstance of Lib: ape, Cd1: pixel, View: schematic 
XII V-RESET NET42 NET43 RD ROW RST-PXL SHUTT-PXL VDD! PIXEL-G1 
* Instance of Lib: ape, ~ëll: Iref-div-n, View: extracted 
XI16 NET71 NRTS VSSL VSS! VCASCN VSS! IREF-DIV-N-Ga 
* Instance of Lib: aps, Cell: Imemg, View: extracted 
X I 0  NET35 NETS1 NET9 1NB NET3 NET44 NET60 NET30 NET03 NET33 V W C P  TMEM-P-Ga 
* Instance of Lib: ape, Cell: pol, View: schematic 
XI17 NET95 VCASCP VCASCN MD! VISRCN VSS! POL-G6 
* Instance of Lib: wcells, Cell: nbuf-1, View: extracted 
XI21 MD! VSS! NET90 SHUTT-PXL HBWF 1 G3 
* Instance OF Lib: wcells, Cell: n h f  1, View: extracted 
XI20 MD! VSS! NET92 RST-PXL WBUF-~-G~- 
* Instance of Lib: wcells, Cell: wbuf-1, View: extracted 
X I 1 9  MD! VSS! NET80 RD-ROW WBU-l-G3 
* Instance of Lib: wcells. Cell: wand2-1, View: extracted 
Xi13 MD! VSS! N6T35 NET11 ïNB WAND2-1-G4 
* Instance oc tLb: wcells, Cell: winv-1. View: extracted 
XI25 MD! VSSl I W  NBT69 WINV 1 GS 
* Instance of Lib: wcells, ~ëlï: w b v - 1 ,  View: extracted 
X I 2 3  MDt VSSL NET6D NET30 WINV-1-GS 
* Instance of Lib: wcells, Cell: winv-1, Vieor: extracted 
XI22 MD! VSS! NET83 m 3 3  WïNV-1-G5 
Xi18 VSS! TfEûûIQN_G7 
* ALIHBNThTZON 
V I 4  W D I  VSS! 3.3 
*Tension de reinitialisation & la photocellule 
VlS V-RBSFP VSS! 900E-3 
Signal de controle SWOTP 
VI6 NET90 VSS! PULçg 0.0 3 - 3  1.9E-3 IOOF lOOF 105U 2.0 
*Signal de controle RST 
Vi7 NET92 VSS! PULSE 0.0 3.3 SU lOOF lOOF 2E-3 2.0 
+ Signal de controle RD 
VI8 NEP80 VSS! PULSE 3.3 0.0 1.915E-3 lOOF lOOF 1.0 2.0 
Signal de controle Imin-on 
V8 NET35 VSS! PULSE 3.3 0.0 2.01331-3 500P 500P 1.0 2.0 
*Signaux de controle de commutateurs du circuit de réduction du FPN 
V6 NET83 VSS! PULSE 3.3 0.0 2.001E-3 500P 500P 1U 2.0 
V3 NgT60 VSS! PULSE 3.3 0.0 2.01E-3 50OP SOOP 1U 2.0 
V2 NET9 VSS! PULSE 3.3 0.0 2.01E-3 500P SOOP 2U 2.0 
VI NET11 VSS! PULSE 3.3 0.0 2.001E-3 SOOP 500P 2U 2.0 
*Souce permettant de varier la tension de seuil (VTH) du 
transistor de transconductance (PIXEL-Gl, Ml) 
V99 VB-node! VDD! VBULK 
Courant de polarisation 
16 VDD! NET95 DC=l80U 
* Photocourant 
15 M D !  NET43 DC=PHOTO_I 
*Pour mesures de courant 
V21 NET108 NET113 0.0 
V22 NET113 N6T71 0.0 
V20 NET81 NETS 0.0 
V12 NET42 NET113 0.0 
V5 NET3 VSS! 1.65 
V4 NET44 VSS! 1.65 
.SUùCiCT PIXEL-Gl V-RESET IOUT 1-PHOTO RD-ROW RST-PXL SHUTT-PXL M D  
DO 1-PHOTO M D  PD10 AREA=51,84P PJs30U 
Ml NET8 NET47 VDD VBITt-ode! PCH LnLpxl W=Wpxl AD=+9.5E-13 +AS=+9.5E-13 
PD=+3.9U PS=+3.9U +NRD=+l.OS NRS=+l.OS Md.0 
M5 NET47 SXUTT-PXL 1-PHOTO VDD PCH L=350N W=400N AD=+4E-13 
+AS=+4E-13 PD=+2.8U PS=+2.80 NRD=+2.5 tNRS=+2.5 M-1.0 
M4 V-RESET RST-PXL 1-PHOTO VDD PCH L=350N W=lU AD=+l.OOOOOOOOP 
+ASo+lP PD=+4U PS=+4U NRDut1 +NRS=+l Md.0 
M2 1 OUT RD ROW NET8 VDD PCH Ln350N W=2U AD=+2.OOOOOOOOP 
+AS=+~P PD=+~U PS=+6U NRD=+SH-O1 +NRS=t5E-O1 M=l.O 
. m S  PIXEL_Gl 
.SüüCiCT IREF-DIV-N-G2 XIN IOUT RESO RES1 VCASCN VSS 
M39 II# RESO 2 VSS N M  Lm350N W=700N AD=595F AS=595F PD=2.4U 
+PS=2.4U NRD..+l.42857146 NRS=+1.42857146 M=l.O 
M41 LIN RESl 1 VSS NCH Lr350N Wt700N AD5595F AS5595F PDx2.40 
+PS=2.4U NRù=+1.42857146 NRS=+1.42857146 M11.0 
M41 IIN RBSl 1 VSS NCH Ls350N Wa700N ADa595F AS-595F PD=2.4U 
+PS=2.4U NRDt+1.42857146 NRSn+1.42857146 Md.0 
M43 2 RESO IIN VSS NCH L=350N Wr30U AD=lSP ASo25.5P PDtlu 
+PS=31.7U NFS=+3.3B-02 NRS=+3.3E-02 M4.O 
M45 IIN RESO 2 VSS NCH L=350N W=30U ADt25.5P AS=15P PD41.7U 
+PSrlu NRD=+3,3E-02 NRS=+3.3E-02 Mol.0 
M47 1 RES1 iIN VSS NCH L~350N W=30U AD=15P AS=25.5P PDdu 
+PSdl,7U NRD=+3.3E-02 NRS=+3.3E-02 M4.0 
M49 IïN RESl 1 VSS N a  L=350N W=3OU ADr25.5P ASdSP PD-31.7U 
+PS=lu NRD=+3-3E-02 NRS=+3.3E-02 M-1.0 
M51 1 RES1 IïN VSS NCH Lx350N W=30U AD=l5P AS=25.5P PD=lu 
+PS=31.7U NRD=+3.3E-02 NRS=+3,3E-02 M=1.0 
M!53 IIN RESl 1 VSS NU4 L350N W=30W AD=25-5P AS=15P PD=31-7U 
+PS=lu NRD=+3,3E-02 NRS=+3.3E-02 Md.0 
M55 1 V W Q 4  33 VSS NCH L=T.QU W=lOU AD4.5P AS=2.25P PD=ll.ïü 
+ES=450N NRD=+lE-O1 NRS=+lR-O1 Ms1.O 
M57 VSS VCASCN 34 VSS NCH Li1.4U W=lOU ADa8.5P AS=2.25P PDrll.7U 
+PS=450N NRD=+lE-O1 NRS=+lE-O1 Mtl.0 
M59 33 IïN VSS VSS NCH L=1,4U W=lOU AD=2,25P AS-9.5P PDn450N 
+PS=11.9U NRD-+1E-O1 NRS=+lE-O1 M-1.0 
M61 34 IIN VSS VSS NCH L=1.4U W=lOU ADz2.25P AS=9.5P PD=450N 
+PS=11.9U NRDs+lE-O1 NRS=+lE-O1 M=1.0 
M63 VSS IIN 17 VSS NCH Ltl.40 WplOU AD=9.5P AS=2.25P PD=11.9U 
+PS=450N NRD=+lE-O1 NRS=+lE-O1 M11.0 
M65 VSS IIN 18 VSS NCH L=1.4U W=lOU AD=9.5P AS=2.25P PD=ll.9U 
+PSP~SON NRD=+lE-O1 NRS=+lE-O1 M4.0 
M67 18 VCASCN 1 VSS NCH L-1.4U W-lOU AD-2.25P AS-8.5P PD=450N 
+PS*11.7U NRD=+lE-O1 NRS=+lE-O1 M~1.0 
M69 17 VCASCN 2 VSS N M  Lal.4U WnlOU AD=2.25P ASa8.SP PDt450N 
+PS=11,7U NRD=+lE-O1 NRS=+lE-O1 M~1.0 
M71 IOUT VCASCN 15 VSS NCH Lu1.4U W=lOU AD=B.SP AS=2.25P PD=ll.7U 
+PSa450N NRD=+lE-O1 NRS=+lE-O1 M-1.0 
M73 PIN VCASCN 16 VSS N M  L=1,4U WnlOU Ab8.5P AS=2.25P PD=ll.7U 
+PS=450N NRD=+lE-O1 NRS=+lE-O1 Mol.0 
M75 15 IIN VSS VSS N M  L.il.4U W=lOU AD=2.25P ASr9.5P PDs450N 
+PS=11.9U NRDP+~E-O~ NRS=+lE-O1 M-1.0 
M77 16 IIN VSS VSS NCH La1.40 W=lOU ADo2.25P ASt9.5P PD=450N 
+PS=11.9U NRDu+lE-O1 NRS=+lE-O1 M=1.0 
M79 VSS IIN 13 VSS NCH La1.4U W=lOU AD=9.5P ASo2.25P PDall.9U 
+PSn450N NRD=+lE-O1 NRS=+lE-O1 Ma1.0 
M81 VSS IIN 14 VSS NCH La1.4U W=lOU ADa9.5P ASœ2.25P PD=ll.SU 
+PS=450N NRD=+lE-O1 NRS=+lE-O1 Mx1.0 
M83 13 VCASCN IIN VSS NCH La1.40 WtlOU Ab2.25P AS=8.5P PD1450N 
+PS=11.7U NRD=+lE-O1 NRS=+lE-O1 M11.0 
M85 14 VCASCN IOUT VSS NCH L=1.4U W=lOU ADm2.25P ASs8.5P PDa450N 
+PSnll.7U NRD=+lE-O1 NRSn+lE-O1 Mi1.0 
M87 1 VCASCN 5 VSS NCW Lol.4U W-lOU ADa8.5P ASi2.25P PD=l1.7U 
+PSn45ON NRDn+lE-O1 NRS=+lE-O1 Mu1.0 
M89 2 VCASCN 6 VSS NCH L-1.4U W=lOU ADn8.5P AS-2.25P PDs11.7U 
+PSn450N NRDn+lE-O1 NRS=+lE-O1 Mnl.0 
Mg1 5 IIN VSS VSS NCH Ls1.40 WnlOU ADn2.25P AS-9.5P PD-450N 
+PS-ll.9U NRDu+lE-O1 MS*+lE-O1 Mul.0 
M93 6 IIN VSS VSS NCH L=1.4U WnlOU AD=2.25P AS=9.5P PDz450N 
+PS=l1,9U NRDn+lE-O1 NRÇ=+lE-O1 M=l .O 
Mg5 VSS IIN 4 VSS NCH Ln1.4U W4OU AD=9.5P ASn2.25P PD=11.9U 
+PS=450N NRD=+lE-O1 NRS.i+lE-O1 Mnl.0 
M97 VSS IIN 3 VSS NCH L=1.4U WolOU AD=9.5P ASu2.25P PD=11.9U 
+i?S=450N NRD=+lB-O1 NRS=+lE-O1 Md.0 
Mg9 3 VCASCN VSS VSS NCH La1.4U WnlOU ADn2.25P ASn8.SP PD=4SGN 
+PS=L1.7U NRDn+lE-O1 NRS=+lE-O1 Mnl.0 
Ml01 4 VCASCN 1 VSS NCH L=1,4U W=lOU AD=2.25P AS=8.5P PD=450N 
+PS=Ll.7U NRDn+lE-O1 NRS=+lE-O1 Md.0 
.ENDS IREP-DIV-N-G2 
.!3üBCKT IMBH-P-G8 iADC IN INA INB OUTA OUTB SMPLA SMPLA-N SMPLB S W L B N  VCASCP 
M44 1 IADC ODTB VDD! PCH La350N W=20U AD=lOP AS=17P PD=lu 
+PS=21.7U NRD=+5E-02 NRS=+SR-02 M=l.O 
M46 7 INA 6 VDD! PCH L=350N W=2OU AD=lOP AS=lOP PD=lu 
+PSdu NRD=+SE-02 NRS=+SE-02 M4.0 
M48 2 IADC 1 MD! PCH L=350N W=20U AD=lOP AS=lOP PD=lU 
+PS=lu NRDut5E-02 NRÇ=+SE-02 Md.0 
MSO 8 ïNA 7 VDD! PCX L=350N W=2OU AD=17P ASnlOP PDr21.7U 
+PS=lu NRD=+SE-02 NRS=+SE-02 M=l.O 
M52 3 IADC 2 VDD! PCH L=350N W=20U ADd7P AS-IOP PD121.m 
+PS=lu NRD++SE-02 W=+SE-02 M4.O 
M54 9 IADC 8 VDD! PCW L=350N W=2OU AD=lOP AS=17P PD=lU 
+PS=21.7ü NRD=+SE-02 ==+SR-02 Md.0 
H56 4 INB 3 MD! PCH L=350N U=20U RD=lOP AS=17P PD-TU 
+PS=21.7U NRD=+SE-02 NRS=+SR-O2 Md.0 
M58 10 W C  9 VDDL PCH L=350N Wn2OU ADdOP AS=lOP PD-1U 
+PS=lu MU3=+5E-02 ==+SE-02 M=l.O 
M ~ O  s INE 4 MD! em L=XON U=POU AD=IOP AS=IOP PD=IU 
+PS=lu NRD=+5E-02 ==+SE-02 M-1-0 
M62 OUTA fADC 10 VDD! PCH L=350N W=20U -17P AS=lOP PD=21.7D 
+PS=lu NRD=+SE-02 NRS=+SE-02 H=l.O 
M64 IN 5 M D !  P a  L=3SON b20U ADr17P ASSIOP PD=21.7U 
+PS=lu NRD=+5E-02 NRS+SE-02 M.rl.0 
M66 6 INA IN M D !  PCH L=350N W=2OU AD=lOP ASsl7P PD=lu 
+PS=21.7U NRD=+SR-02 NRS=+5B-02 k1.0 
M68 29 11 M D !  MD! PCH L11.40 WdOU ADn2.25P AS=9.5P PD=450N 
+PS=11,9U NRD=+lE-O1 NRS=+lE-O1 M=1.0 
M70 3 VCASCP 29 M D !  PCH L=1.4U W=lOU AD=B.SP AS=2,25P PD=11.7U 
+PS=450N NRD=+lE-O1 NRS=+lE-01 Ms1.O 
M72 28 VCAÇCP 3 M D !  PCH La1.40 W=lOU ADi2.25P AS=8.5P PD=450N 
+PS=11.7U NRD=+lE-O1 NRS=+lE-O1 Md.0 
M74 MD1 11 28 MD! P M  Ltl.40 WdOU AD=9.5P AS=2.25P PD=11.9U 
+PSn4SON NRD=+lE-O1 NRS=+lE-O1 Md.0 
M76 3 VCASCP 27 M D !  PCH L-l.4U W=lOU hDa8.5P AS-2.25P PDsll.7U 
+PS=450N NRD++lE-O1 NRS=+lB-O1 Md.0 
M78 26 VCASCP 3 VDD! PCH C-1.4U W=lOU AD-2.25P AS=B.SP PD=450N 
+PSœ11,7U NRD=+lS-O1 NRS=+lE-O1 Mz1.0 
ME0 27 11 M D !  MD! PCH Li1.413 WtlOU Ab2.25P AS=9.5P PDs450N 
+PS-11.9U NRD-+1E-O1 NRS=+lE-O1 Ms1.0 
M82 M D !  11 26 MD! P M  La1.413 WtlOU ADs9.5P ASr2.25P PDrll.9U 
+PS=450N NRD-+LE-O1 NRS-+1E-O1 M11.0 
ME4 11 SMPLB-N 11 M D !  PCH Ln350N W=QOON AD=820F ASs820F PDs3.7U 
+PSœ3.6U NRDn+2.5 NFS=+2.5 M-1. O 
M86 3 SMPLB 11 VDD! PCH Li350N Wœ400N hD420F ASm78OF PD=3.7U 
+PS=3.SU NRDn+Z.S NRS*+2.5 Md.0 
M88 12 SMPLA-N 12 VDD! PCH L=350N W400N AD-a2OF ASm780F PDx3.7U 
+PS=3.SU NRD=+2.5 NRS=+2.5 Md.0 
Mg0 12 SMPLA 8 MD! PCH L.=350N Wo400N Ah82OF AS420F PDx3.7U 
+PS=3.6U NRD=+2.5 NRS=+2.5 M-1.0 
M92 8 VCASCP 32 MD! P a  L=l-4U W=S.Oll ADn8.SP AS=2.25P PD=11.7U 
+PS=450N NRDnilE-O1 NRS=+IE-O1 M-1.0 
M94 8 VCASCP 33 M D !  PCH L=l.QU W=lOU ADn8.SP AS=2.25P PD=11.7U 
+PS=450N NRD=+lE-O1 NRS=+lE-O1 M=l .O 
M96 32 12 M D !  M D !  PCH Lu1.4U WdOU ADi2.25P AS9.5P PD450N 
+PS=11.9U NRD-+1E-O1 NRS=+lE-01 Mnl.0 
Mg8 33 12 VDD! MD! PCH La1.4U WdOU ADr2.25P ASn9.5P PDn450N 
+PS-11.9U NRD=+lE-O1 NRS=+lE-O1 M-1.0 
Ml00 M D !  12 30 M D !  PCH L-1.4U W=lOU AD-9.5P AS=2.25P PD=ll.SU 
+PS=450N NRD=+lE-01 NRS=+lE-O1 Mu1.O 
Ml02 M D !  12 31 VDD! PCH L-1.4U WulOU AD-9.5P AS=2.25P PD=11.9U 
+PS=450N NRD=+lE-O1 NRS-+1E-O1 M-1 .O 
Ml04 30 VCASCP 8 VDD! PCH La1.4U WdOU ADa2.25P AS58.5P PDa450N 
+PS=11,7U NRD=+lE-O1 NRSa+lE-O1 M4.0 
Ml06 31 VCASCP 8 M D !  P M  Ld.4U WdOU Ab2.2SP ASn8.SP PDm450N 
+PS-11.7U NRD=+lE-O1 NKS=+lE-01 bl.0 
Cl08 12 M D !  999.796816517073F Mœ1.0 
Cl10 11 MD! 599.7968165370738 Md.0 
.ENDS IMEM-P-GB 
.SUBCFX PO-6 IPOL VCASCP VCASN M D  VISRCN VSS 
Ma7 NETSO NETSO M D  M D  P M  La+1.4U W=+2,OE-5 AD*+Z-OE-11 
+ASi+2.OE-11 PD=+4.26-5 PS-+4 .ZR-5 + W = + S  .OB-2 NRS=+5 .O€-2 M=1 .O 
M32 mT164 VCASCP NET124 W D  P M  L=+l.QU H=+4 .OE-5 AD=+4 .OB-11 
+AS=+4.0B-11 PD++8.2B-5 PS=+8.2E-5 +NRD=+2.58-2 NRS=+2-SE-2 M-1.0 
M25 NET157 VCASCP M D  VDO PCH Ln+l.4U W=+2.O€-5 AD=+2,0E-11 
+AS=+2.0E-11 PD=+4.2E-5 PS=+4.2B-5 +NRD=+S.OE-2 NRS.t+S.OE-2 Md.0 
M33 m l 2 4  NET71 M D  M D  PCK L=+1.4U W=+4.OB-5 Ab+4.0E-11 
+AS =+4.0E-11 PD=+8.2E-5 PS=+8.2B-5 +NRD=+2 .SB-2 NRS=+2,5E-2 Md. O 
M23 m l 1 7  VCASCP NET19 M D  PCK L=+1.4U W=+4.OB-5 Iük+4.0E-11 
+AS=+4.0E-11 PD=+8.2E-5 PS=+8.2E-5 +NRD=+2.5B-2 NRS=+Z.SE-2 M=+8.0 
M22 -9 NET117 M D  M D  PCH k+l-4U W=+4.OB-5 AD=+4-OE-11 
+AS=+4,OB-11 PD=+8.2E-5 PS=+B.2E-5 +NRD=+2-5B-2 NRS=+Z-SE-2 M=+B-O 
M21 m l 3  NET117 M D  VDD PU3 Ef+1.4U H=+4.OE-5 AD=+4-0B-11 
+AS=+4 .OB-11 PD=+8.2E-5 PS=+E -2E-5 +NRD=+2 .SE-2 NRS=+2 .SE-2 M=l .O 
M20 VfSRCN VCASCP NET13 M D  PCH L=+1,4U W=+4,OB-5 AD=+4.OE-11 
+AS=+4 .OB-11 PD=+8 -2E-5 PS=+B -28-5 +RDr+2 .SE-2 -=+2 .SE-2 M=1.0 
M19 VCASCP VfASCP NFMS7 VDD PCB Ls+1.4U W=+2.OE-5 AD=+2.0E-11 
+X=+2.OE-ll PD=+4.2B-5 PS=+4.2E-5 +NNk+S.OR-2 W=+S.OE-2 M=l-0 
Ml8 VCAÇN VCASCP NET25 M D  P M  L=+l.4U W=+4.0E-S AD=+I.OB-11 
+Aç=+4.OE-11 PDn+8.2E-5 PS.r+B.ZB-5 +NRD=+2.5E-2 NRS=+2.5E-2 k1.0 
Ml7 NET25 NET71 M D  M D  PCH L=+1.4U Wa+4.0E-5 AD=+4.OE-11 
+Aç*+4.OE-11 PD=+8.2E-5 PS=+8.2E-5 +NRD-+2.5E-2 NRS=+2.%-2 M=l.O 
Ml1 NET34 NET71 M D  M D  PCH L=+1.4U W=+4.0E-5 AD=+4+0E-11 
+AÇ=+Q.OE-11 PD=+8.2E-5 PSt+8.2E-5 +NRDa+2.5E-2 NRS=+2.5E-2 M=1.0 
Ml0 NET71 VCASCP NBT34 M D  PCH L=+1.4U W++4.OE-5 AD-+4.OE-11 
+AS=+Q.OE-11 PD=+8.2E-5 PS=+8,2B-5 +NRD=+2.5E-2 NRS=+2.5B-2 M-1.0 
M26 VCASN VCAÇN NET176 VSS NCH L=+1.4U W=+l.OE-5 AD=+l.OE-11 
+AS-+l. OE-11 PD=+2.2B-5 PS=+2.2EI-5 +NRD-+1 .OE-O1 NRS=+l.OE-O1 Mfl. O 
M2B NeTl64 VCASN NET161 VSS NCH L=+l.4U W=+Z.OE-5 AD=+Z.OE-11 
+AS=+2 .OB-11 PD-+4.2E-5 PS=t4.2B-5 +Nm=+5 .OE-2 NRS=+5 .OB-2 Mu1.0 
M29 NET161 m l 6 4  VSS VSS NCH L=+1.4U W=+2.OE-5 AD=+2.0E-11 
+ASa+2.(1E-11 PD-+4.2E-5 PSu+4.2E-5 +NRD=+S.OB-2 NRS=+5.OE-2 M=1.0 
Ml6 NET56 VISRCN VSS VSS NCH La+l.4U Wn+l.OE-5 &b+l.OE-11 
+ASt+l.OE-11 PDot2.2E-5 PSr+2.21-5 tNRD-+l.OE-01 NRS=+l.OE-O1 M=1.0 
Ml5 NETS0 VCASN NET56 VSS N a  L=+1.4U W++l.OE-5 AD=+l.OE-li 
+AS=+l.OE-11 PD=+2.2E-S PS=+2.2E-5 +NRb+l.OE-01 NRS=+l.OE-Ol M=l.O 
M14 VISRCN VCASN NET59 VSS NCH L=+1.4U Wa+l.OE-5 AD=+l.OE-11 
+AÇ=+l.OE-31 PD=+2.2E-5 PS=+2,2E-5 +NRû=+l.OE-01 NRS=+l.OE-01 M-1.0 
Ml2 NEIP117 VCASN NET47 VSS N M  Lo+l.4U W=+2.OE-5 AD=+2.0E-11 
+AS=+L.OE-11 PD=+4.2E-5 PS=+4.2E-5 +NRD=+S.OR-2 NRSn+S.OE-2 M=1.0 
Ml3 NET59 VISRCN VSS VSS NCH La+1.4U Wm+l.oE-5 ADn+1.01-11 
+AS=+L,OE-11 PD=+2.2E-5 PSn+2,2E-5 +NRD=+l.OE-01 NRS*+l.OE-O1 Mtl.0 
M7 NET47 NET164 VSS VSS NCH L=+1,4U Wr+2.OE-5 AD=+Z.OE-11 
+AS=+Z.OE-11 PD=+4.2E-S PS-+4.2E-5 +NRD=+5 .OE-2 NRS=+5.0E-2 M51.O 
M6 NET38 NET164 VSS VSS NCH L=+1.4W W=+S.OE-5 AD=+L.OE-11 
+AS-+2 .OE-11 PD=+4.2E-5 PS-+4.2E-5 +NRD=+5 .OE-2 NRS=+5.OE-2 Mnl.0 
M5 VCASCP VCAÇN NET38 VSS NCH L=+1.4U W=+2.OE-5 AD=+2.0E-11 
+AS=+Z .OB-11 PD=+4.2E-5 PSt+4.2E-5 +NRD=+5 .OE-2 NRS=+5 -08-2 M-1 .O 
M4 NET64 IPOL VSS VSS NCH L=+l.4U W=+2.OE-5 AD=+Z.OE-11 
+AS-+2.OE-11 PD-+4.2E-5 PS=+4.2E-5 +NRD=+5.OE-2 NRS=+5.OB-2 M=+Z.O 
M3 IPOL VCASN NET64 VSS N a  L=+l,4U W=+2.OE-5 AD=+2.OE-11 +AS=+2.0E-11 
PD=+4.2E-5 PS=+4.2E-5 +NRD=+5 .OE-2 NRS=+S.OE-2 M=+2.0 
M2 Nm176 VCASN VSS VSS N M  L=+1.40 W=+l.OE-5 AD=+l.OE-11 +AS=+l.OE-11 
PD=+2.2E-5 PS=+2.2E-5 +NRD-+l.OE-O1 NRS=+l.OE-O1 M4.0 
Ml NET71 V W N  NET70 VSS NCH L=+1.4U Wm+2.OE-5 AD=+2,0E-fl +AS=+Z.OE-11 
PD=+4 .2E-5 PS=+4.2E-5 +NRD=+5.OE-2 NRS=+5.0E-2 M=+1 .O 
MO NET70 I W L  VSS VSS NCH L=+1.4U W=+2.0E-5 AD=+Z.OE-11 
+==+2 .OE-11 PD=+4.2E-5 PS=+4 .Zn-5 +NRDn+5 .OE-2 NRS=+5.OE-2 M=+1 .O 
.ENDS PO-6 
i ~ i ~ + ~ t r ~ t ~ t t t t r t t ~ r r r r ~ r + t + + r t t t r t + ~ r r + r + t ~ r t t r + r r r r + ~ r t r t * r + r r r r r + r  
**SOUS-CIRCUITS DE LA LIBRAIRIE W-CELLS CMOS 0.35 
+ * ~ a  description de chacun des circuits des librairies standards 
+*doit etre inseree ici, mais a ete retiree pour cette annexe 
.SüBcrcT WBUF-l-G3 M D !  VSS! IP OP - 
.ENDSWBU--G3 
.çUBCKT WAND2-1-G4 MD! VSS! IP1 IP2 OP - 
.ENDS WAND2-l-G4 
.SWCKT WINV-lb5 MD! VSS! IP OP 
.SWCKT TIEWWN-G7 GNDPOINT 
PJ O GNDPOïNT 1.0 M d  -0 
.ENDS TIEWWN-G7 
M6 N6Tl08 VCASCP NET52 MD! PCH L=1.4U W=40U AD=+Q.OE-11 
+Aç=+4.0E-11 PO=+8.2E-05 PS=+8.2E-05 NRD=+2.5E-02 +NRS=+2.5E-02 M-1.0 
M2 NBTSS NET65 M D !  MD! PCK kl.4U W=4OU AD=+4.OE-11 
+AS=+4.0E-11 PD=+8.2E-05 PS=+8.2E-05 NRD=+2.5E-02 +NRS=+2.5E-02 M-1.0 
M5 NET65 VCASCP NET55 VDD! P M  b 1 . 4 U  W-4OD AD=+4,0H-11 
+Aç=+4.OE-11 PD=+8.2B-D5 PS=+8.2E-O5 NRD=+Z.SE-02 +NRS=+a.SE-O2 Md.0 
M l  NET52 NET65 VDD! VDD! P M  L=1.4U W=40U AD=+Q.OB-11 
+Aç=+4.0R-11 PD=+8,2E-05 PS=+8.2B-05 NRO=+Z.SE-02 +NRS=+2.5E-02 M=1.0 
MO W 6 5  NET70 VSS! VSS! NCIf L 1 . 4 U  WdOU AD=+l-OE-11 
+M=+l.OB-11 PD=+2.2E-O5 PSs+2,2B-05 iQRû~+l.Ofi-Ol +NRS=+l.OE-O1 M-1-0 
M3 NET70 INB VSS! VSS! NCH Lu3SON Ws300 AD=+3.OE-11 
+AÇ=+l.OE-11 PD=+6,2B-05 PSn+6.2E-05 NRD=+3.36-02 +NRS=+3.3E-O2 Ma1.0 
M4 VISRC-.N NET69 NET70 VSS! N M  L=350N W=30U AD=+3.0B-11 
+Aç=+3.OB-ll PD=+6.2E-05 PS=+6.2B-OS NRDo+3.36-02 +NRS=+3.3B-02 M=1+0 
.TRAC4 1OOns 2.04ms START=O UIC SWBEP i?ATA=photocourant 
C***~.++tt*+*t*t+tt~**4+***+****++4******+****++****++****+*444***t~+ 
4 MESURE DES COURANTS DE SORTIE SUR LONGUE PERIODE 
.MEAS TRAN avg-dit AVG I(V4) FF&ûM=2,02ms TOm2.04ms 
.MEAS TRAN avgref AVG I(V5) FROM=2,02ms T0-2.04ms 
.MEAS TRAN avggxl  AVG I(V121 FROM=1.96ms TO-2ms 























2 a w  
3 0pA 
16 3 2pA 
17 34pA 
18 3 6pA 































INGOLD = 1 
NUMDGT = 10 
METHOD = GEAR 
DVDT = 1 
LVLTIM = 3 
AüSV = 1 . 0 0 0 . E - 8  
ABSTOL n i . 0 0 0 E - 8  
FSZTOL = L . 0 0 0 E - 4  
ABSH = 1 , 0 0 0 E - B  
RELH 1 1 . 0 0 0 E - 3  
ABSMOS = 1 . 0 0 0 E - 8  
RELMOS 1 1 . 0 Q O E - 4  
IMIN s 5 
IMAX = 10 
RMIN s 1.OOOP 
ReLV = 1 . 0 0 0 0 0 E - 0 4  
RELI = 1 . 0 0 0 0 0 E - 0 9  
ABSI = 1.OOOOOF 
POST 
BYTOL = O 
BYPASS = O 
uNWRAP 
GMIN 9 1 . 0 0 0 0 0 E - 2 4  
GMINDC 1 . 0 0 0 0 0 E - 2 4  
GSHütiT = 1 . 0 0 Q F  
CSWNT = 1 . 0 0 0 E - 2 4  
* Select only one mode1 set at a time 
. PROTECT 
* . L I B  '/~~~lkits/cmos~35/models/hsI>ice/l~3v5v.1' FS 
. L I 6  '/CMC/kits/cmosp35/models/hspice/loqp3v5v.l B I P  
ANNEXE C 
SIMULATIONS DES MODUCES 
ANALOGIQUES 
Photocourant [PA) 
Figure C. l :  Caractéristique de sortie directe de photoceliules non appareillées 
I ,2'* 
x 
O '  
O 5 10 15 20 25 30 35 40 45 50 
Photocourant (PA) 




O 5 10 15 20 25 30 35 40 45 50 
Photocourant @A) 
Figure 42.3 : Caractéristique de sortie de photocellules non appareillées avec 
ajustement de la plage de conversion 
1 " A .- - ;55n - 
Figure C.4 : Circuit de simulation du CAN algorithmique cyclique 
Y 
O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Imes l lfsr 
Rgure C.5 : Caractéristique de sortie du CAN algorithmique cyclique (idéale et 
simulée) 
Figure C.6 : Non-Unéarités différenüelle et intégrah? du CAN algorithmique 
cyclique 
Figure C.7 : Circuit de simulation du CAN en cascade 
Figure C.8 : Caractéristique de sortie du CAN en cascade (Idéale et simulée) 
NL Différentielle 
"O 100 150 
Code de sortie 
Figure C.9 : Non-linéariîés diiêrnnlieiie et intégrale du CAN en cascade 
ANNEXE D 
MASQUES DE FABRICATION 
Figure D. 1: Ceiiiiles photoseasibies 
(a :Wh1/1, avec oMPrPteur ; b :WILtul, sans obturateur ; 
e : WfiZ1,  avec obturateur ; d : WL-VI, suis obturateur ; 
e : WiLs.4l.8, avec obturateur ; f : W k U . 8 ,  saas obturateur) 
Iw 
Figure D.2 : Circuit de muldplexage et d'6ilaPtion de la moyenne des c o l o ~ e s  
Figure D.3 : C M t  de ~ o c t f o n  du FPN 

Figure Di5 : Circuit de gén&ation des tensions de polarisation des ti.rinsIstors 
cascode 





Figure D.7 : Circuit de contrôle de groupe de quatre lignes 
I 
Figure D.û : Circuits numériqms généris par synthèse 
Figure D9 : Capteur d'images de tests 
D~FINITION DES BROCHES DU 
CAPTEUR D'MAGES DE TESTS 
Vue du dessus 
1 
dk2 sample 





















Tableau E.1: Liste et définition des broches du capteur d'images de tests 
d k  I E ~ N ~  
IC~SC I E I A I +  
rd_pXi E N -  
lin-adc 
lin-fpn 
I 1 I 
1 reset I E I N I -  
Fonction 
E 
Sortie des CAN 
Indique, pour le CAN, quelle mdmoire de courant est 
en mode échantillonnage 
N  
E N -  
Sortie du CAN de tests externe à la matrice 
- 
Horloge globale 
Indique, pour chaque groupe de 4 colonnes, laquelle 
est traitée 
Courant de polarisation des transistors cascodes 
Courant de sortie des colonnes de test 
Rend les courant Imes et Ifsr disponibles pour la 
conversion analogique à numérique 
Rend le courant à la sortie du circuit d'évaluation de 
la moyenne des colonnes disponible pour le circuit de 
réduction du FPN 
Courant de sortie du circuit de mu1 tiplexage et 
d'évaluation de la moyenne de colonnes 
Courant de référence du CAN de tests 
- -  -- - 
Courant Ifsr de sortie du circuit de réduction du FPN 
Courant à mesurer du CAN de tests 
Courant Imes de sortie du circuit de réduction du FPN 
Courant de polarisation des sources Imin 
Indique que le bit évalut par les CAN est le MSB 
----- - 
1 Courant de sortie des photocellules de tests externes à 
1 Activation du courant de sortie des photocellules 
Signai de réiitialisation générai 












1 1 1 




1 l 1 




E N -  
- 
+ 
initialisation des photocellules de tests externes à la 
matrice 
E N +  
Échantillonnage des mémoires de courant du circuit 
E I N I + I  
Signal d'activation des rangées 
Enerée du registre il décalage d'activation de groupes 
de lignes / choix de mémoire de courant dans circuit 
de réduction du FPN 
Échantillonnage du courant de résidu à I'aide de la 
mémoire de courant A dans CAN 
1 1 1 
- 
1 1 1 groupes de lignes 
- 
- 
E 1 N 1 - 1 Obturateur des photocellules de la matrice 
- - ( Échantillonnage du courant de résidu à l'aide de la 
E N +  
1 1 1 1 Alimentation analogique 
de réduction du FPN 
Horloge du registre à décalage d'activation de 
E N -  
I I I 
1 Alimentation numérique 
Obturateur des photocellules de tests externes à la 
matrice 
Tension de réinitialisation des photocellules 
Masse analogique/numérique 
= Entrée 
S = Sortie 
N = Num6rique 
A = Analogique 
+ = Logique Positive / Courant entrant - = Logique négative / Courant sortant 
