Eventually monotone systems are dynamical systems whose solutions preserve a partial order in the initial condition after some initial transient. While monotone systems have a characterization in terms of their vector fields, eventually monotone systems have not been characterized in such an explicit manner. In order to provide a characterization, we drew inspiration from the results for linear systems, where eventually monotone (positive) systems are studied using the spectral properties of the system. We extend this spectral characterization to nonlinear systems by employing the Koopman operator framework. We also present a method to certify strong eventual monotonicity with respect to an unknown cone, a tool which to our best knowledge does not exist for monotone systems. These results are illustrated on biologically inspired numerical examples, which highlight the potential applicability of eventual monotonicity.
I. INTRODUCTION
D YNAMICAL systems whose trajectories preserve a partial order are called monotone systems. They exhibit a number of strong stability properties (see [1] ) and besides being an important topic of theoretical research, have also had an impact in applications such as economics (see [2] ), biology (see [3] ), and control theory (see [4] ).
One of the major properties of linear monotone systems (or simply positive systems) is that their trajectories remain nonnegative given a nonnegative initial condition, where nonnegativity is understood entry-wise. A number of results for positive systems were derived using the celebrated Perron-Frobenius theorem describing strong spectral properties of nonnegative matrices. These spectral properties are sometimes collectively called Perron-Frobenius properties (see [5] ). It was later observed that there are systems which are not positive, but eventually positive: given a positive initial condition, their trajectories become positive after an initial transient. These systems have a spectral characterization which relies on the Perron-Frobenius property, leading to a number of results in linear algebra [5] , [6] , as well as in control theory (see [7] ).
Nonlinear eventually monotone systems have been studied in [8] , where strong convergence results were derived, and more recently in [9] , where singularly perturbed monotone systems (that is, systems with flows monotone after a transient) were studied. Eventual monotonicity received little attention to date perhaps due to the lack of its explicit characterization.
In this note, we provide a spectral characterization of eventual monotonicity. To do so, we exploit the so-called Koopman operator framework, which allows studying a nonlinear system in a linear (but infinite-dimensional) setting. The Koopman operator has been introduced in [10] (see also [11] for a review) and since then, its spectral properties have been extensively studied in a theoretical context (see [12] , [13] ) and in the case of dynamical systems [14] . More recently, starting with the seminal work [15] , a number of studies investigated the interplay between the eigenfunctions and the geometric properties of the systems (e.g., phase reduction [16] , stability analysis [17] ). This letter adds another contribution to this line of work: it provides a spectral characterization of eventually monotone systems in terms of the eigenfunctions of the Koopman operator. Due to the current limitations of Koopman operator theory, our analysis is restricted to the basin of attraction of an exponentially stable equilibrium. We also provide a tool to compute candidate cones with respect to which the system is eventually monotone. To our best knowledge, there exists no equivalent easy-to-use tool for nonlinear monotone systems. In the context of eventually monotone systems, the Koopman operator might be shown to be eventually positive, so that our work might potentially be related to the analysis of eventually positive (linear) semigroups [18] .
The rest of this letter is organized as follows. In Section II, we state our assumptions and briefly introduce monotone systems and Koopman operator. We present the main results in Section III. Theoretical results are illustrated with examples in Section IV and concluding remarks are given in Section V.
II. PRELIMINARIES

A. Notation
We consider dynamical systemṡ
with f : D → R n and where D is an open subset of R n . We define the flow map φ :
is a solution to the system (1) with an initial condition x(0) = x 0 . If the system admits an equilibrium x * which is attracting, we denote its basin of attraction by
We also denote the Jacobian matrix (∂f /∂x) by J(x). The eigenvalues of J(x * ) are {λ 1 , . . . , λ n } (counted with their algebraic multiplicities). We order them according to their real parts, i.e., (λ i ) ≥ (λ j ) for all i ≤ j. The corresponding right and left eigenvectors of J(x * ) are denoted by v i and w i , respectively. The matrix A T ∈ R n×n denotes the transpose of A ∈ R n×n , while the spectral radius of A is ρ(A) = max{|λ 1 |, . . . , |λ n |}, where λ i are the eigenvalues of A.
B. Partial Order and Monotonicity
We will study the properties of the system (1) with respect to a partial order. A relation is called a partial order if it is reflexive (x x), transitive (x y, y z implies x z), and antisymmetric (x y, y x implies x = y). Partial orders can be defined with cones
, and (iii) its interior int(K) is nonempty. We define a partial order as: x K y if and only if x − y ∈ K. We will also write x K y if x K y and x = y, and x K y if x − y ∈ int(K). We say that the function g : R n → R is monotone (respectively, strictly monotone) with respect to the cone K if, for all x K y, we have g(x) ≥ g(y) (respectively, for all x K y, we have g(x) > g(y)). We also use orderintervals [x, y] K = {z ∈ R n |x K z K y} ⊂ R n , with x, y ∈ R n . Systems whose flows preserve a partial order relation K are called monotone systems. In this letter, we rather focus on more general systems, that we call eventually monotone systems.
Definition 1:
The systemẋ = f (x) is eventually monotone on C ⊆ D with respect to the cone K if, for any x, y ∈ C such that x K y, there exists τ 0 ≥ 0 such that φ(t, x) K φ(t, y) for all t ≥ τ 0 . The system is strongly eventually monotone on C w.r.t. K if it is eventually monotone on C w.r.t. K and, for any x, y ∈ C such that x K y, there exists τ 0 ≥ 0 such that φ(t, x) K φ(t, y) for all t ≥ τ 0 . We call a system uniformly (strongly) eventually monotone on C w.r.t. K if it is (strongly) eventually monotone on C w.r.t. K and τ 0 can be chosen uniformly w.r.t. C. The system is called (strongly) monotone if it is (strongly) eventually monotone with τ 0 = 0.
We note that the arguably more established concept of eventual strong monotonicity (see [19] ) is not equivalent to our definition of strong eventual monotonicity. Indeed, eventually strongly monotone systems are monotone, while the strong relation holds after some initial transient. In contrast, we do not require monotonicity for all t ≥ 0.
There are several certificates for monotonicity (i.e., τ 0 = 0), in which both the vector field f (x) and the cone K are used ( [1] , [20] ). However, to our best knowledge, there is no easy-to-use technique to verify monotonicity with respect to some unknown cone K for nonlinear systems. In this note, we provide such a technique for eventual monotonicity.
C. Koopman Operator
Consider a space G (we take G = C 1 , but other choices are possible, see [15] ) of functions called observables g : R n → C and suppose that the dynamical system (1) is described by its flow φ. The semi-group of Koopman operators U t : G → G associated with (1) is defined by
where • denotes the composition of functions. Note that one can similarly define the semi-group of operators for vectorvalued observables g : R n → C m , with some positive integer m. If the vector field f of (1) and the observables g : C → C are continuously differentiable on an open set containing a compact set C, then the infinitesimal generator Lg = lim t→0
of the (strongly continuous) semi-group of Koopman operators is given by Lg = f T ∇g (see [21] ). If f ∈ C 1 , then the generator may not be well-defined. The Koopman operator (i.e., both the semi-group and its generator) is linear (see [22] ), so that it is natural to consider its spectral properties. We define an eigenfunction of the Koopman operator associated with an eigenvalue λ ∈ C as a function s ∈ G that is nonzero and satisfies
Equivalently, if the infinitesimal generator is well-defined, we have also f T ∇s = λs. In the linear caseẋ = f (x) = Ax, the eigenvalues of A are also eigenvalues of the Koopman operator. Furthermore, if J(x * ) is diagonalizable, then the eigenfunctions corresponding to λ i are given by s j (x) = w T j x, where w j are left eigenvectors of J(x * ) [22] . Now, consider a nonlinear system (1) with f ∈ C 2 such that J(x * ) is Hurwitz and diagonalizable. Similarly to the linear case, the eigenvalues λ j of J(x * ) are the eigenvalues of the Koopman operator and their associated eigenfunctions s j are continuously differentiable in the basin of attraction of x * [17] . If λ 1 is a simple, real and negative eigenvalue and λ 1 > {λ 2 }, then the eigenfunction s 1 (x) can be numerically computed in a given x using Laplace averages
for any g ∈ C 1 that satisfies g(x * ) = 0 and v T 1 ∇g(x * ) = 0 (v 1 is the right eigenvector of J(x * ) associated with λ 1 ). The Laplace average g av λ 1 (x) is a projection of g onto s 1 , which is therefore equal to s 1 up to a multiplication with a scalar (see [16] ). Note that the Laplace averages diverge if x does not belong to B(x * ). Furthermore, the function ∇s 1 (x) can also be evaluated at any point x [23] .
D. Standing Assumptions
In light of the Koopman operator framework, we make the following standing assumptions.
A1. The vector field of the system (1) is twice continuously differentiable on D; A2. The Jacobian matrix J(x * ) at the equilibrium point x * of the system (1) is Hurwitz and diagonalizable. We require in our analysis that s 1 ∈ C 1 , which we can guarantee around an exponentially stable attractor (equilibrium or limit cycle) provided Assumption A1 holds [17] . We focus on isolated equilibria, since stable limit cycles are ruled out by eventual monotonicity [8] . In absence of exponential stability of x * we may observe a continuous part of the Koopman spectrum [14] and in this case, our results cannot be applied. Furthermore, we will use the Hartman-Grobman theorem, which does not necessarily hold for J(x * ) with eigenvalues on the imaginary axis (see [24] for more details). If J(x * ) is non-diagonalizable, Koopman analysis is more complicated and to our best knowledge differentiability of eigenfunctions has not been established yet.
III. MAIN RESULTS
We start with a lemma, which is a technical development based on known properties of the eigenfunctions of the Koopman operator. However, to our best knowledge, it is novel and quite useful for our future derivations.
Lemma 1: Let the system (1) with an equilibrium x * satisfy Assumptions A1-A2. Then, for all x in the basin of attraction B(x * ), the flow can be expressed as
where the remainder term is such that
and where v j are the right eigenvectors of J(x * ) corresponding to λ j and v T j ∇s j (x * ) = 1. Proof: It follows from [25, Th. 2 
, h(0) = 0, and the Jacobian matrix of h at 0 satisfies (∂h/∂x) x−x * =0 = I. Using the first order Taylor expansion of h −1 around 0 and the fact that the Jacobian matrix of h −1 satisfies (∂h −1 /∂y) y=0 = I, we get
with lim y→0 R 0 (y)/ y = 0. Moreover, C 1 eigenfunctions of the Koopman operator are given by s j (
, since the eigenvectors of J(x * ) are eigenvectors of e J(x * )t . Equivalently, s(x) = V −1 y where s(x) = (s 1 (x) · · · s n (x)) T and V is an invertible n × n matrix (due to Assumption A2) whose columns are the eigenvectors v j . It follows that x = x * + Vs + R 0 (Vs) and
Furthermore, we have that
). Finally, considering the Jacobian of (7) at x * , we obtain I = V ( ∂s ∂x ) x=x * = ( ∂s ∂x ) x=x * V (since a matrix commutes with its inverse) so that v T j ∇s j (x * ) = 1. This concludes the proof. Examples: Linear case. We recover the classic linear expansion of the flow with s j (x) = w T j x and R(t, x) = 0. Nonlinear dynamicsẋ = −x − x 3 , x ∈ R. Considering a Taylor expansion of the flow around 0 (with respect to xe −t ), we obtain the expansion
Note that the term xe −t / √ 1 + x 2 cannot be replaced by a linear term in x without violating the convergence property of the remainder (6) . We also note that the formula for Laplace averages now follows directly from (5) , provided that λ 1 is a simple, real eigenvalue and λ 1 > {λ 2 }.
Now we are ready to present our main result, which shows the relationship between eventual monotonicity and spectral properties of the Koopman operator. We exploit in particular the fact that the dominant eigenfunction s 1 captures the asymptotic behavior of the system. Theorem 1: Let the system (1) with an equilibrium x * satisfy Assumptions A1-A2, where λ j are the eigenvalues of J(x * ). Let C be a subset of B(x * ) containing x * .
(i) If the system is eventually monotone with respect to K on C, then λ 1 is real and negative, the right eigenvector v 1 of J(x * ) can be chosen such that v 1 K 0, while the eigenfunction s 1 can be chosen such that s 1 is monotone with respect to K. Furthermore, s 1 (x) > s 1 (y) for all x, y ∈ C satisfying x K y.
(ii) The system is strongly eventually monotone with respect to K on C if and only if λ 1 is simple, real and negative, λ 1 > (λ j ) for all j ≥ 2, v 1 and s 1 can be chosen such that v 1 K 0 and s 1 is strictly monotone with respect to K;
(iii) If C is compact, then (strong) eventual monotonicity in (i) and (ii) is understood in the uniform sense.
Proof: First, we note that s 1 ∈ C 1 (B(x * )), since (λ i ) < 0 for all i and f ∈ C 2 (D) [17] .
(i) The Hartman-Grobman theorem [24] implies that in some neighborhood of x * the flow is topologically conjugated to the flow induced by the linear dynamicsż = J(x * ) z, which is therefore eventually positive. Reference [6, Th. 12] implies that ρ(e J(x * ) ) is the eigenvalue of e J(x * ) and the corresponding left and right eigenvectors of e J(x * ) can be chosen in K * and K, respectively. Since J(x * ) is diagonalizable, it follows that the eigenvalue λ 1 is real and negative, while the corresponding left w 1 and right v 1 eigenvectors of J(x * ) can be chosen to be the eigenvectors of e J(x * ) corresponding to the eigenvalue equal to ρ(e J(x * ) ), hence, w 1 K * 0 and v 1 K 0. Since λ 1 is real, the corresponding eigenfunction s 1 is real-valued. For the monotone observable g = w T 1 (x − x * ), it follows from (7) that
for all x K y with x, y, ∈ C, since φ(s, x) K φ(s, y) for all s ≥ τ 0 and x K y. We will prove the second part of the statement by contradiction. Assume that there exist x K y such that s 1 (x) = s 1 (y) s 1 (y) for all z such that z ∈ [y, x] K . However, we assumed above that s 1 (x) = s 1 (y), which implies that s 1 (y) = s 1 (z) = s 1 (x) for all z ∈ [y, x] K . It follows that s 1 (·) is constant on the interval [y, x] K , which has a nonzero Lebesgue measure since x K y. This is impossible since it is known that the level sets of s 1 ∈ C 1 (B(x * )) (i.e., the isostables) are of co-dimension 1 in B(x * ) (see [16] ). Indeed, let w 1 be a left eigenvector of the Jacobian matrix corresponding to λ 1 , then Hartman-Grobman theorem implies that s 1 
in some neighborhood of the equilibrium x * (see [25] ), so that the isostables are locally homeomorphic to hyperplanes of co-dimension 1 [16] . Every isostable can be obtained by backward integration starting from the neighborhood of x * and is therefore also of co-dimension 1.
Finally, we note that we can obtain v T 1 ∇s 1 (x * ) = 1 by multiplying s 1 with a proper positive constant. The above results imply v T 1 ∇s 1 (x * ) ≥ 0. Since we know that ∇s 1 (x * ) = w 1 , we have v T 1 ∇s 1 (x * ) = 0 and the result follows. (ii) Necessity: By invoking the Hartman-Grobman theorem and [6, Th. 8] applied to J(x * ), similarly to the above we have that λ 1 is simple, real and negative, while v 1 K 0. Due to the premise, x K y implies that there exists τ 0 such that (φ(τ 0 , y) ). This directly implies that s 1 (x) = s 1 (y) by the property (3) of s 1 (·) and proves the claim.
Sufficiency: It follows from (5) that y) ).
Since v 1 K 0 it follows that v 1 (s 1 (x) − s 1 (y)) K 0 for all x K y. Moreover, Lemma 1 implies that
so that lim t→∞ e −λ 1 t |R(t, x)| = 0 since λ j − λ 1 < 0 for all j > 1. Finally, since s j (x) is finite for any given
we obtain that lim t→∞R (t) = 0. Therefore there exists τ 0 ≥ 0 such that
The condition (9) together with (10) imply that φ(t, x) − φ(t, y) K 0 for all x K y and t ≥ τ 0 . This completes the proof.
(iii) The proof is straightforward. Remark 1: Under the premise of Theorem 1, the condition s 1 (x) ≥ s 1 (y) for all x K y is equivalent to ∇s 1 (x) ∈ K * , where K * is the dual cone to K, namely K * = {y ∈ R n y T z ≥ 0, ∀z ∈ K}. The condition s 1 (x) > s 1 (y) for all x K y is equivalent to ∇s 1 (x) ∈ int(K * ).
Theorem 1 can be seen as an infinite-dimensional extension of the Perron-Frobenius theorem. We will explore connections to existing results (such as [26] and [27] ) in our future research. It is also a global result which characterizes eventual monotonicity on C and not only in a neighborhood of the equilibrium.
We proceed with two corollaries of Theorem 1, describing the geometry of eventually monotone systems and their cones K. We introduce the sets
The level sets ∂B α are called isostables [16] and contain the initial conditions of trajectories that converge synchronously towards the equilibrium. With α = ∞, the set B α is the basin of attraction, while ∂B α is its boundary.
Corollary 1: Consider that the system (1) with f ∈ C 2 (D) has an equilibrium x * and satisfies Assumptions A1-A2. Assume that it is eventually monotone with respect to K on the basin of attraction B(x * ). Then the following relations hold for isostables defined with a monotone eigenfunction s 1 and for all finite positive α:
(i) [z, y] K ⊂ B α for any y, z in B α such that z K y;
(ii) the level set ∂B α does not contain points z, y such that z K y. If the system is strongly eventually monotone, then ∂B α does not contain points z, y such that z K y.
Proof: (i) Since the points y, z are in B(x * ), the interval [z, y] K is in B(x * ). Let x belong to the interval [z, y] K , with |s 1 (y)|, |s 1 (z)| ≤ α. By Theorem 1, we have s 1 (y) ≥ s 1 (x) ≥ s 1 (z). Therefore we have two possibilities, either
(ii) Let there exist y, z in {x ∈ R n s 1 (x) = α} such that y K z for some α ∈ R. We have that s 1 (y) = s 1 (z), but according to Theorem 1, y K z implies that s 1 (y) > s 1 (z). Hence no such y and z exist. The second part of the statement is proved in a similar manner.
This geometrical result can be used to rule out strongly eventual monotonicity of a system by computing its isostables. The test is as follows: pick a cone K containing v 1 ; if x + K intersects the isostable B α with |s 1 (x)| = α at a point z, then the system is not strongly eventually monotone with respect to K. Indeed, we have in this case that z K x contradicting the point (ii) of Corollary 1. These geometrical considerations provide graphical tools to rule out strong eventual monotonicity. Now we will provide a numerical test for strong eventual monotonicity. (Normalized) gradient of s 1 (x), i.e., ∇s 1 (x)/ ∇s 1 (x) , for different states x ∈ B(x * ). The gradient lies inside the orthant diag{−1, 1, 1}R 3 ≥0 .
Corollary 2: Let the system (1) with an equilibrium x * satisfy Assumptions A1-A2, while λ j are the eigenvalues of J(x * ) and v j , w j are the corresponding right and left eigenvectors. Assume that λ 1 is simple, real, negative and λ 1 > (λ j ) for all j ≥ 2. There exists a proper cone K with respect to which the system is strongly eventually monotone on the set
Proof: Necessity follows from Theorem 1. Sufficiency: Due to (11) , for any fixed z ∈ C we can build an ellipsoidal cone K z such that v 1 ∈ int(K z ) and ∇s 1 (z) ∈ int(K * z ). Consider the set K = ∩ z∈C K z , which has a nonempty interior since v 1 ∈ int(K z ) for all z ∈ C. Since K has a nonempty interior it is a proper cone as an intersection of cones. Moreover, K * z ⊆ K * for all z ∈ C by construction and therefore ∇s 1 (x) ∈ int(K * ) for all x ∈ C. Now, similarly to (9) , for x K y we have φ(t, x) − φ(t, y) = e λ 1 t v 1 (∇s 1 (ξ )) T (x − y) +R(t) with x K ξ K y. Since ∇s 1 (ξ ) ∈ int(K * ), we have (x − y) T ∇s 1 (ξ ) > 0 and it follows that v 1 (∇s 1 (ξ )) T (x − y) ∈ int(K). Then (10) implies φ(t, x) − φ(t, y) ∈ int(K)∀x K y, ∀t ≥ τ 0 , which completes the proof.
Remark 2: Given W = w 1 . . . w n (where w j are the left eigenvectors of J(x * )) and positive α i , a candidate cone K can be chosen as K = {x ∈ R n |x T Px ≤ 0, w T 1 x ≥ 0}, where P = Wdiag{−1, α 2 , . . . , α n }W H , where · H stands for a Hermitian transpose.
IV. EXAMPLES A. A Three State Nonmonotone System
Consider the system with 0 < ε 1:
It can be verified that (12) is not monotone with respect to any orthant, which is due to the function h(x 1 ) in the second equation. However, it can be shown that in the limit ε → 0, the system (12) can be reduced to a system monotone with )). The system is strongly eventually monotone with respect to a cone, whose projection in the cross-section is the red coneK shown on the picture.
respect to the orthant diag{1, −1}R 2 ≥0 . The flow of the full system (12) converges to the flow of the reduced (monotone) system, so that it can preserve the partial order in all three variables after some time τ 0 > 0. Now we will show that the system is eventually monotone when ε = 1. We compute the eigenfunction s 1 of the Koopman operator on a compact set C in the basin of attraction B(x * ) of the exponentially stable equilibrium x * = (3.1179, 1.4857, 0.2428). The computation of the gradient shows that ∇s 1 (x) lies in the orthant diag{−1, 1, 1}R 3 ≥0 for all x (Figure 1) . Moreover, we have v 1 = (−0.96, 0.24, 0.07) ∈ diag{−1, 1, 1}R 3 ≥0 . It follows that the system is strongly eventually monotone on C (with respect to that orthant diag{−1, 1, 1}R 3 ≥0 ).
these level sets are not consistent with eventual monotonicity with respect to an orthant. However, every level set contains incomparable points with respect to a coneK depicted in red in Figure 2 . According to Corollary 1, this suggests that the system might be strongly eventually monotone with respect to a cone (whose projection on the cross-section isK) on a compact set C ⊂ B(x * ). Indeed, numerical computations show that v T 1 ∇s 1 (x) > 0 for all x ∈ C, so that Corollary 2 can be applied.
V. DISCUSSION AND CONCLUSION
In this letter, we have provided a characterization of (strongly) eventually monotone systems using spectral properties of the so-called Koopman operator. Our results indicate that eventually monotone systems possess some asymptotic properties of monotone systems, possibly providing a valuable theoretical generalization of monotonicity. We have presented examples of systems which cannot be confirmed to be monotone but are strongly eventually monotone. The examples describe biological processes, showing that there are potentially many applications of eventual monotonicity. Moreover, the spectral operator-theoretic framework considered in this letter offers a numerical tool to compute candidate cones with respect to which the system may be strongly eventually monotone. To our best knowledge, no such tool exists for nonlinear monotone systems.
Strong eventual monotonicity has applications in model reduction. If a full order system is strongly eventually monotone, then there is a possibility that model reduction of fast states leads to a monotone system. This can lead to model reduction methods enforcing monotonicity on a reduced order dynamical system, which in part was considered in [9] .
The main drawback of our theoretical development is the absence of a polynomial-time certificate for eventual monotonicity. Since we have derived a positivity certificate for eventual monotonicity, a polynomial-time version of this certificate could potentially be obtained through sum-of-square techniques [29] . If we can certify that the system is strongly eventually monotone, then we can compute its basins of attraction with a high accuracy as discussed in [30] . Finally, future research will aim at extending the concept of eventual monotonicity to open or control systems, which may lead to simple control strategies similar to the ones described in [31] - [33] .
