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STANFORD UNIVERSITY
Abstract. In this paper we introduce a general axiomatic framework for algebras with triangular
decomposition, which allows for a systematic study of the Bernstein-Gelfand-Gelfand Category O.
Our axiomatic framework can be stated via three relatively simple axioms, and it encompasses a
very large class of algebras studied in the literature. We term the algebras satisfying our axioms
as regular triangular algebras (RTAs); these include (a) generalized Weyl algebras, (b) symmetriz-
able Kac-Moody Lie algebras g, (c) quantum groups Uq(g) over “lattices with possible torsion”,
(d) infinitesimal Hecke algebras, (e) higher rank Virasoro algebras, and others.
In order to incorporate these special cases under a common setting, our theory distinguishes
between roots and weights, and does not require the Cartan subalgebra to be a Hopf algebra. We
also allow RTAs to have roots in arbitrary monoids rather than root lattices, and the roots of the
Borel subalgebras to lie in cones with respect to a strict subalgebra of the Cartan subalgebra. These
relaxations of the triangular structure have not been explored in the literature.
We then define and study the BGG Category O over an arbitrary RTA. In order to work with gen-
eral RTAs – and also bypass the use of central characters – we introduce certain conditions (termed
the Conditions (S)), under which distinguished subcategories of Category O, termed “blocks”, pos-
sess desirable homological properties including: (a) being a finite length, abelian, self-dual category;
(b) having enough projectives and injectives; or (c) being a highest weight category satisfying BGG
Reciprocity. We discuss the above examples and whether they satisfy the various Conditions (S).
We also discuss two new examples of RTAs that cannot be studied by using previous theories of
Category O, but require the full scope of our framework. These include the first construction of a
family of algebras for which the “root lattice” is non-abelian.
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1. Introduction
This paper is motivated by the study of the Bernstein-Gelfand-Gelfand category O [BGG] asso-
ciated with a complex semisimple Lie algebra g. The definition of O depends on the fact that Ug
has a triangular decomposition. This category has been studied quite intensively for both classical
and modern reasons, and has connections to geometry, combinatorics, crystals, categorification,
primitive ideals, abelian ideals, Kac-Moody theory, quantum algebras, and mathematical physics.
To name but a few references, see [AnSt, H2, Ja, Jos, Kac2, Maz, MP, Soe] (and the references
therein). One important property of the category O is that its blocks are highest weight categories
in the sense of [CPS], and hence satisfy BGG Reciprocity.
Subsequently, Category O has been studied over a large number of algebras with triangular
decomposition, and similar results on BGG Reciprocity and other homological properties of blocks
have been shown in these settings. Thus the main goal of this paper is to simultaneously generalize
both (a) the structure of the algebra over which to define and study O, and (b) the setup of
Category O over semisimple g, in several different ways. We do so in order to (a) systematize and
unify the treatment of a large number of examples studied in the literature, and at the same time,
(b) preserve the homological and representation-theoretic properties that are desirable in the case
of semisimple Lie algebras.
Thus, the present paper studies algebras with triangular decomposition A ∼= B− ⊗ H1 ⊗ B+,
with the “middle” subalgebra H1 called the Cartan subalgebra. We begin by discussing the ways in
which the structure of the underlying algebras is simultaneously generalized in the present paper,
in order to incorporate a very large class of examples in the literature:
1. First, Lie algebras with triangular decomposition as well as their quantum analogues are com-
bined under a common framework. Recall that several well-known Lie algebras in representation
theory possess a triangular decomposition similar to Ug – for example, symmetrizable Kac-Moody
Lie algebras [Kac2], contragredient Lie algebras [KK], the (centerless) Virasoro algebra [FeFr], and
extended (centerless) Heisenberg algebras. An analogue of Category O has been explored for such
Lie algebras in [MP] (see also [RCW]).
At the same time, a closely related setting involves quantum analogs of the aforementioned al-
gebras. These algebras have also been studied in detail in the literature (see e.g. [Ja, Jos]). Our
common framework incorporates both of these settings as special cases of algebras with triangular
decomposition A ∼= B− ⊗H1 ⊗B+, where the Cartan subalgebra H1 is a commutative, cocommu-
tative Hopf algebra.
There are similarities between our framework and that of [AnSch], in that Hopf algebras, weight
spaces, and quantum groups are involved. However, our construction is significantly different as
well: the algebras here are neither finite-dimensional, nor do they need to be Hopf algebras (and a
priori, we also do not impose restrictions on the ground field).
2. While the case of the Cartan subalgebra being a Hopf algebra is incorporated into our framework,
we do not require it to necessarily be thus. In particular, the framework proposed in this paper
also encompasses algebras arising from topology as well as low rank continuous Hecke algebras, for
which the Cartan subalgebras are not Hopf algebras. See Section 9.
3. In our framework, there is another strict weakening of the axioms for O used in the literature
to date. In all of the examples mentioned above, if we denote the triangular decomposition as
A = B− ⊗H1 ⊗ B+, then one requires the roots of B± to lie in positive and negative cones with
respect to the entire Cartan subalgebra H1. However, the present paper only requires this condition
to hold with respect to a (possibly proper) subalgebra H0 ⊂ H1. This allows us to consider certain
higher (Lie) rank infinitesimal Hecke algebras, for which Category O could not have been studied
using traditional approaches in the literature.
4. Recall that in the theory of semisimple (or Kac-Moody) Lie algebras, the root lattice embeds
in the weight space. Such a phenomenon also occurs in their quantum analogues. We provide an
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explanation by showing that in all such cases in the literature, there are natural identifications
between the two spaces, which we call the weight-to-root map and the root-to-weight map; see
Definition 2.13 and Proposition 2.15.
However, such maps need not exist in general, because the Cartan subalgebra is not always a
Hopf algebra. Thus we will differentiate between the group generated by the roots, and the space
of all weights, for the Cartan subalgebra H1. This dichotomy between roots and weights allows us
to incorporate generalized Weyl algebras into our framework.
5. Usually, the group generated by the roots is a “lattice”, generated by a finite base of simple
roots. This is the case for both Lie algebras with triangular decomposition [MP] as well as quantum
groups Uq(g) over Kac-Moody Lie algebras g. Our framework weakens this restriction by removing
the lattice assumption. In fact, we remove the commutativity assumption altogether, and work with
arbitrary “torsion-free” monoids. This allows us to incorporate many algebras from mathematical
physics such as generalized Virasoro and Schro¨dinger-Virasoro algebras (as well as more traditional
examples such as Witten’s family of algebras and conformal sl2-algebras).
Furthermore, in Section 4 we prove an Existence Theorem that allows us to construct algebras
with triangular decomposition, in which the span of positive roots can be any monoid that satisfies
certain “cocycle conditions” (4.2),(4.3). These conditions are novel and incorporate all abelian,
torsion-free monoids as well as some non-abelian ones. This enables us to construct algebras with
non-abelian “root lattices”; to our knowledge, no such algebras have been studied in the literature.
Our results show that the proposed axiomatic framework is at once not unnecessarily “too broad”,
as well as broad enough to incorporate a very large class of settings in the literature – traditional
as well as modern, classical as well as quantum.
6. Recall [BGG, H2] that in studying Category O over a semisimple Lie algebra g, and its decom-
position into finite length blocks with enough projectives, central characters have played a crucial
role, via a finiteness condition that we call (S4) in this paper (see Definition 3.14). The condition
is useful in proving results in representation theory because the center of Ug is “large enough”.
In general, however, this is false: there are algebras with triangular decomposition, whose center
is trivial. In fact one of our motivating examples was the infinitesimal Hecke algebra of sl2 (and
C2) studied with Tikaradze in [Kh1, KT] – as well as its quantized analogue, which was studied in
joint work [GK] with Gan. It was shown that the latter, quantum version has trivial center; yet a
theory of O and its block decomposition (with BGG Reciprocity) was developed in [GK].
Thus, we do not use the center in this paper. Instead, we propose a strictly weaker condition
which we call (S3), and which holds for semisimple g because of condition (S4) involving central
characters. We show that Condition (S3) already implies a block decomposition into highest weight
categories. Thus our framework allows us to incorporate relatively modern constructions such as
rank one (quantum) infinitesimal Hecke algebras, even though they may have trivial center.
Additionally, we now describe two ways in which we extend in this paper, the treatment of
Category O found in the literature.
7. In studying representations of Lie algebras g with triangular decomposition, one often focuses
on representations on which the center Z(g) ⊂ g acts by a fixed linear functional, or level. This is
indeed the case for Kac-Moody Lie algebras and for other algebras such as higher rank Virasoro
algebras; see e.g. [FeFr, HWZ]. Similarly, in the present paper we define distinguished subcategories
of O that satisfy conditions such as (S3) (discussed above and defined in Section 3.3). In other
words, we identify “good parts” of O that possess desirable homological properties.
8. Finally, the framework we propose is “functorial”, in that the structure of Category O (or its
“good parts” as in the previous point) over a tensor product of commuting factors can be deduced
from similar structural facts for O over each individual factor. For example, the connection between
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modules over a semisimple Lie algebra and those over its simple ideals, is a specific manifestation
of a broader phenomenon that holds in the general setting studied in this paper.
Given the phenomena discussed above, we develop in this paper a general framework of a regular
triangular algebra (RTA) for which the notion of Category O makes sense, and which encompasses
all of the aforementioned examples. We conclude this paper with Example 10.11, which describes
an RTA A for which one has to use the full level of generality of our framework to study Category
O (and one can show O has very desirable properties), but the previously developed treatments of
O are not adequate to describe its representation theory. See Theorem 10.13.
Organization of the paper. This paper is organized as follows. In Section 2, we present our
axiomatic framework, which encompasses a wide variety of algebras. Section 2.1 discusses the
special case when the Cartan subalgebra H1 is a Hopf algebra, and ends by characterizing such
algebras inside our framework. Next, we introduce Verma modules and other key concepts in
Section 3. We then state in Section 3.3 – and show in Section 3.4 – the main theoretical results
about Category O, including block decompositions and homological properties.
The second half is devoted to examples. In Section 4 we provide the first example of a regular
triangular algebra for which the analogue of the root lattice is not abelian. We also prove an
Existence Theorem for all (abelian) variants of the root lattice. Sections 5 and 6 discuss familiar
examples, including Lie algebras with “regular triangular decomposition”, and a family of “extended
quantum groups” for every symmetrizable Kac-Moody Lie algebra. Section 7 discusses further
examples of our broad framework, including one in which the center is trivial and yet O has a block
decomposition. Section 8 studies generalized Weyl algebras in detail – as an additional result, we
prove that generalized down-up algebras admit quantizations, which are themselves deformations of
quantum sl2. In Section 9 we provide two examples of such algebras where the Cartan subalgebra
is not a Hopf algebra. Finally in Section 10, we study infinitesimal Hecke algebras of higher (Lie)
rank, for which the root lattice and weight space are not contained in the same vector space. We
end with Example 10.11, which uses the full generality of our framework to study Category O.
2. The main definition: Regular Triangular Algebras
We work throughout over a ground field F. Unless otherwise specified, charF is arbitrary, and
all tensor products below are over F. We will often abuse notation and claim that two modules or
functors are equal, when they are isomorphic (e.g. double duals). Now define Z± := ±(N ∪ {0}).
Given S ⊂ Z and a subset ∆ of an abelian group Θ0, define S∆ to be the set of all finite S-linear
combinations
∑
α∈∆ nαα, where nα ∈ S ∀α. Finally, given any group Θ and a subset Q+ ⊂ Θ,
define −Q+ := {θ−1 : θ ∈ Q+} ⊂ Θ, 〈Q+〉 to be the subgroup of Θ generated by Q+, and FΘ to
be the group algebra of Θ.
Definition 2.1. Fix a ground field F, and F-algebras H ⊂ A.
(1) Define the spaces of roots and weights of H to be AutF−alg(H) and Ĥ := HomF−alg(H,F)
respectively.
(2) Given a weight λ ∈ Ĥ and an H-module M , the λ-weight space of M is Mλ := {m ∈ M :
hm = λ(h)m ∀h ∈ H}. The set of H-weights of M is wtH(M) := {λ ∈ Ĥ : Mλ 6= 0}, and
M is an H-weight module if M =
⊕
λ∈Ĥ
Mλ is H-semisimple.
(3) Define the θ-root space of A corresponding to a root θ ∈ AutF−alg(H), as well as the set of
H-roots of A, to respectively equal
Aθ := {a ∈ A : ah = θ(h)a ∀h ∈ H}, rootH(A) := {θ ∈ AutF−alg(H) : Aθ 6= 0}. (2.2)
(4) If H0 ⊂ H is an F-subalgebra, let π′H0 : EndF−alg(H) → HomF−alg(H0,H) denote the
restriction map. Similarly, denote by πH0 : Ĥ1 → Ĥ0 the restriction map to H0.
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The axiomatic framework introduced in this paper will display the aforementioned dichotomy be-
tween roots, which pertain to algebras and belong to AutF−alg(H0); and weights, which pertain to
representations and live in Ĥ1. In this paper, we use θ to refer to roots.
Equipped with the above terminology, it is now possible to propose a broad framework in which
to study the BGG Category O, and which incorporates many examples in the literature.
Definition 2.3. An associative F-algebra A, together with data (B±,H1,H0,Q+0 , i) satisfying the
following conditions, is called a regular triangular algebra (denoted also by RTA).
(RTA1) There exist associative unital F-subalgebras B±,H1 of A, such that the multiplication map
: B− ⊗F H1 ⊗F B+ → A is a vector space isomorphism (the triangular decomposition).
(RTA2) There exist a unital subalgebra H0 ⊂ H1 and a monoid Q+0 ⊂ AutF−alg(H0), such that
Q+0 \ {idH0} is a semigroup, and moreover,
B+ =
⊕
θ1∈Q
+
1
B+θ1 , where Q+1 := (π′H0)−1(Q+0 ) ∩AutF−alg(H1). (2.4)
Moreover, B+idH0
= F · 1, and dimFB+θ0 <∞ for all θ0 ∈ Q+0 (the regularity assumption).
(RTA3) There exists an anti-involution i of A (i.e., i2|A = id |A) that fixes H1, and sends B± into
the image under the multiplication map of H1 ⊗B∓.
As explained in Proposition 3.8(1) below, the assumption that Q+0 \ {idH0} is a semigroup helps
construct a partial order on the set of weights. It also implies that Q+0 is either trivial or infinite.
Moreover, we do not insist that the anti-involution i : A → A sends B+ to B−, as is the case for
Lie algebras with triangular decompositions. The reason is that for quantum algebras i may not
send B+ to B−; see Section 6 or Example 7.1.
As we will discuss through many examples, most of the traditionally well-studied RTAs in the
literature satisfy two additional restrictions: (a) H0 = H1; and (b) Q+0 is generated by a finite
Z-basis ∆ of “simple roots”. These restrictions are encoded as follows for a general RTA.
Definition 2.5. An RTA A (together with (B±,H1,H0,Q+0 , i)) is strict if H1 = H0. An RTA is
based if there exists a pairwise commuting Z-linearly independent set ∆ ⊂ Q+0 , called the (base of)
simple roots, such that Q+0 = Z+∆. In this case we may also denote the RTA by (B±,H1,H0,∆, i).
The rank of a strict, based RTA is defined to be |∆| for the smallest such ∆ (or Q+0 ).
Remark 2.6. In Section 10 we will see examples of non-strict RTAs (called infinitesimal Hecke
algebras) which involve simple Lie algebras of arbitrary Lie rank, but for which it is possible to
choose precisely one simple root to generate Q+0 . In order to avoid this discrepancy, we do not talk
about the rank of a non-strict, based RTA in this paper.
Example 2.7. Definition 2.3 is quite technical; here is our motivating example - a finite-dimensional
complex semisimple Lie algebra g with triangular decomposition g = n+⊕ h⊕ n−. Then A = Ug =
Un− ⊗ Sym(h) ⊗ Un+ is a strict, based RTA with:
• H1 = H0 = Uh the Cartan subalgebra – this is a commutative, cocommutative Hopf algebra,
so A = Ug is in fact a strict Hopf RTA (see Section 2.1);
• B± = Un±; and
• i the anti-involution obtained by composing the Chevalley involution and the Hopf algebra
antipode – so i sends gα to g−α for all roots α (and hence B
± to B∓), and fixes h.
Now identify AutF−alg(H0) with Ĥ0 = h
∗ as follows (also see Proposition 2.15): for every weight
µ ∈ h∗, define the root ρH0(µ) : H0 → H0 via: ρH0(µ)(h1 · · · hn) :=
∏n
j=1(hj − µ(hj)) (and
extend by linearity). It follows easily that µ 7→ ρH0(µ) is an isomorphism of additive groups
ρH0 : h
∗ → AutF−alg(H0). Define Q+0 to be the monoid generated by the simple roots ∆ (or more
precisely, {ρH0(α) : α ∈ ∆}) – this is usually denoted in the literature as Q+, the “positive” part
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of the root lattice. Now note that the above parameters equip Ug with the structure of a strict,
based RTA of finite rank.
Remark 2.8.
(1) Henceforth we denote an RTA by A alone, and do not explicitly write out all of the additional
data (B±,H1,H0,Q+0 , i), even though it will also be assumed to be fixed.
(2) If A is a based RTA and AutF−alg(H0) is a subgroup of an F-vector space under addition,
then we also require F to have characteristic zero, since otherwise Q+0 \ {idH0} has torsion
and hence cannot be a semigroup. This explains why we will assume charF = 0 for Lie
algebras (as in Example 2.7), but not necessarily for quantum groups.
We now list some basic properties of regular triangular algebras (RTAs). These properties will
be used henceforth without further reference.
Lemma 2.9. (A is an RTA.) Suppose Q+r generates the subgroup 〈Q+r 〉 ⊂ AutF−alg(Hr) for r = 0, 1.
(1) The groups 〈Q+r 〉 act on the sets Ĥr for r = 0, 1 via: θr ∗ λr := λr ◦ θ−1r for λr ∈ Ĥr, θr ∈
〈Q+r 〉. The actions are functorial, in that the following square commutes for all pairs of
F-algebras H0 →֒ H1:
(π′H0)
−1(AutF−alg(H0))× Ĥ1 ∗−−−−→ Ĥ1
pi′H0
×piH0
y piH0y
AutF−alg(H0)× Ĥ0 ∗−−−−→ Ĥ0
(2) If M is any A-module, then for r = 0, 1, we have:
Aθr ·Mλr ⊂Mθr∗λr =Mλr◦θ−1r , ∀θr ∈ 〈Q
+
r 〉, λr ∈ Ĥr. (2.10)
(3) Hr is commutative for r = 0, 1, whence Hr = (Hr)idHr = (Hr)idH3−r .
(4) i(Aθr) = Aθ−1r for r = 0, 1 and θr ∈ 〈Q+r 〉.
The proofs are straightforward. For instance, part (4) holds because i(aθr)hr = i(hraθr) =
i(aθrθ
−1
r (hr)) = θ
−1
r (hr)i(aθr ) for all r = 0, 1, θr ∈ 〈Q+r 〉, aθr ∈ Aθr , hr ∈ Hr.
In turn, Lemma 2.9 helps prove that the subalgebras B± are “symmetric” in a precise sense:
Proposition 2.11. A is an RTA as above.
(1) B− has a decomposition similar to that of B+ in (RTA2), i.e., there exists a monoid Q−0 ⊂
AutF−alg(H0), such that
B− =
⊕
θ1∈Q
−
1
B−θ1 , where Q−1 := {θ1 ∈ AutF−alg(H1) : π′H0(θ1) ∈ Q−0 }.
Moreover, Q−r = −Q+r for r = 0, 1, B−idH0 = F, and dimFB
−
θ−1r
= dimFB
+
θr
<∞ ∀θr ∈ Q+r .
(2) Hr ⊗B± (more precisely, their images under multiplication) are unital F-subalgebras of A.
(3) For r = 0, 1, Q±r are sub-monoids of AutF−alg(Hr), such that Q±r \ {idHr} are semigroups.
Moreover, π′H0 : 〈Q+1 〉 → 〈Q+0 〉 is a group homomorphism that restricts to the monoid maps
: Q±1 ։ Q±0 , and A =
⊕
θr∈〈Q
+
r 〉
Aθr is 〈Q+r 〉-graded for r = 0, 1.
(4) The algebras B± have subalgebras (in fact, augmentation ideals) defined respectively as
N± :=
⊕
θr∈±Q
+
r \{idHr}
B±θr , r = 0, 1.
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Proof. First observe that any sum of Hr-root subspaces of B
+ or B− is direct. The statement is
part of (RTA2) for B+, and hence follows for B− using Lemma 2.9(4). We now proceed with the
proof. The meat of the result lies in proving part (1). Compute using the H1-root-semisimplicity
of B+ and the multiplication map mA on A:
B− = i(i(B−)) ⊂ i(mA(H1 ⊗B+)) = mA(i(B+)⊗H1) = mA(i(
⊕
θ1∈Q
+
1
B+θ1)⊗H1)
=
⊕
θ1∈Q
+
1
mA(H1 ⊗B−θ−1
1
⊗H1) =
⊕
θ1∈Q
+
1
mA(H1 ⊗B−θ−1
1
).
where all decompositions are direct from above, and the last equality follows by definition of root
spaces. It follows by (RTA1) that B− decomposes as a direct sum of H1-root spaces with roots in
Q−1 := −Q+1 . Restricting Q−1 to H0 proves the same assertion for Q−0 := −Q+0 . Moreover, i(1B+) =
1H1⊗B− = 1B− . Thus the remaining assertions in (1) follow if we show that dimFB
−
θ−1r
= dimFB
+
θr
for θr ∈ Q+r .
Before doing so, we first prove (2) using only the aforementioned Q±r -root-space decomposition
of B±. Indeed, observe for r = 0, 1 that bθrhr = θr(hr)bθr ∈ mA(Hr ⊗B±) whenever hr ∈ Hr, θr ∈
Q±r ⊂ 〈Q+r 〉, bθr ∈ B±θr . Thus (2) follows from (RTA1).
We now complete the proof of (1), by showing that dimFB
−
θ−1r
= dimFB
+
θr
for θr ∈ Q+r . First
suppose r = 0, and fix an H0-root-basis b1, . . . , bn of B
+
θ0
for fixed θ0 ∈ Q+0 . Also fix any finite-
dimensional subspace V ⊂ B−
θ−1
0
such that i(bj) ∈ mA(H1 ⊗ V ) for all j. Then using (2),
B−
θ−1
0
= i(i(B−
θ−1
0
)) ⊂ i(mA(H1 ⊗B+θ0)) ⊂ mA(i(B+θ0)⊗H1) ⊂ mA(H1 ⊗ V ⊗H1) = mA(H1 ⊗ V ),
which shows (by (RTA1)) that B−
θ−1
0
= V must be finite-dimensional for all θ0 ∈ Q+0 . Now fix r and
θr ∈ Q+r , as well as bases b1, . . . , bn of B+θr and v1, . . . , vm of B−θ−1r . Suppose i(vj) =
∑
k
mA(hjk⊗bk)
and i(bk) =
∑
k
mA(vj ⊗ tkj) for some choices of elements hjk, tkj ∈ H1. Then the (possibly
rectangular) matrices H := (hjk), T := (tkj) satisfy: HT, TH are identity matrices. Equating their
traces yields m = n, i.e., dimFB
−
θ−1r
= dimFB
+
θr
as claimed.
The remaining parts are easily shown: (3) is straightforward given (1) and Lemma 2.9, and (4)
follows from (3). 
2.1. Hopf regular triangular algebras. We now analyze regular triangular algebras in the spe-
cial case when H1 is a Hopf algebra, H0 a Hopf subalgebra, and the Hopf structure is used to define
an adjoint action with respect to which A is semisimple. This is in itself a very general setup that
encompasses many well-studied examples in the literature, including Kac-Moody Lie algebras and
their quantum groups. To proceed further, it is convenient to fix some notation.
Notation. Let H be a Hopf algebra (not necessarily commutative) over a field F, and denote
by mH (or ∆H , ηH , εH , SH) the multiplication in H (or comultiplication, unit, counit, antipode
respectively) – see e.g. [Kas]. We will use Sweedler notation: ∆H(h) =
∑
h(1) ⊗ h(2) for h ∈ H.
Now note that Ĥ ⊂ H∗ is precisely the set of grouplike elements in H∗. Also define convolution on
Ĥ, via 〈µ ∗ λ, h〉 := 〈µ⊗ λ,∆H(h)〉 =
∑
〈µ, h(1)〉〈λ, h(2)〉. Then ([Kas, Exercise III.8.11]) (Ĥ, ∗) is
a group, with unit εH , and inverse given by λ 7→ λ ◦ SH in Ĥ.
We now introduce a Hopf-theoretic framework that encompasses many well-known algebras in
the literature, as we illustrate through examples later in the paper.
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Definition 2.12. Suppose H is a Hopf algebra and A is an F-algebra containing H. Define the
adjoint action ad : H → EndF(A) via: (ad h)(a) :=
∑
h(1)aS(h(2)) for all h ∈ H and a ∈ A.
Next, a Hopf regular triangular algebra (denoted also by Hopf RTA, or HRTA in short), is an
F-algebra A, together with the data (B±,H1,H0,Q′+0 , i) that satisfies (RTA1), (RTA3), and the
following condition:
(HRTA2) H1 is a Hopf algebra that contains a sub-Hopf algebra H0. Moreover, there exists a monoid
Q′+0 ⊂ Ĥ0 such that Q
′+
0 \ {εH0} is a semigroup, which satisfies:
B+ =
⊕
µ1∈Q
′+
1
B+µ1 , Q
′+
1 := π
−1
H0
(Q′+0 ) ⊂ Ĥ1,
where πH0 : Ĥ1 → Ĥ0 is the restriction map, and B+µ1 is the µ1-weight space for the adjoint
action of H1 on A. Furthermore, B
+
εH0
= F, and dimFB
+
µ0 <∞ for all µ0 ∈ Q
′+
0 .
Note that the definition of an HRTA is in some sense parallel to that of an RTA. However, the
conditions (RTA2) and (HRTA2) are significantly different, in that the monoid Q′+0 is contained
in “weight space” Ĥ0 and involves the adjoint action of H0 on A, instead of being contained in
“root space” AutF−alg(H0) as in the RTA case. In fact, Definition 2.12 was primarily designed to
incorporate Lie algebras as well as their quantum analogues into a common framework, and the
properties of HRTAs were extensively studied in previous work [Kh2].1 Thus the definition of an
HRTA is a priori similar, but not related to the notion of an RTA. However, it turns out that the
two are indeed closely related. To explain their precise connection, additional notation is required.
Definition 2.13. We say that a HRTA is strict if H1 = H0. A HRTA is based if there exists a
Z-linearly independent set of weights ∆′ ⊂ Q′+0 , such that Q
′+
0 = Z
+∆′. In this case we may also
denote the HRTA by (B±,H1,H0,∆
′, i). Finally, given a Hopf algebra H, define two maps:
• The weight-to-root map ρH : Ĥ → EndF(H) is defined via: ρH(µ)(h) :=
∑
µ−1(h(1))h(2) =∑
µ(S(h(1)))h(2).
• The root-to-weight map Ψε : AutF−alg(H)→ H∗ is defined via: Ψε(θ) := ε ◦ θ−1.
It is now possible to relate HRTAs to RTAs (and to justify why we call such algebras Hopf RTAs).
Theorem 2.14. Suppose A is an RTA over a ground field F. Then A is an HRTA if and only if
H1 ⊃ H0 are Hopf algebras and there exists a choice of parameters such that Q+r ⊂ im(ρHr) for
r = 0, 1. In this case, A is a (strict) (based) Hopf RTA if and only if A is a (strict) (based) RTA.
The proof of Theorem 2.14 uses the following preliminary results.
Proposition 2.15. Suppose H is a Hopf algebra and A is an F-algebra containing H.
(1) The root-to-weight map is a surjective group homomorphism Ψε : AutF−alg(H)→ Ĥ. It has
right inverse equal to the weight-to-root map, which is an injective group homomorphism
ρH : Ĥ → AutF−alg(H).
(2) The assignments H0 7→ Ĥ0 and H0 → HomF−alg(H0,H) are contravariant functors from
the category of sub-Hopf algebras H0 of H and injective Hopf maps, to the categories of
groups and sets respectively. Moreover, the family of weight-to-root maps {ρH0 : H0 ⊂ H}
constitute a natural transformation : ̂→ HomF−alg(−,H).
(3) im(ρH) acts freely on Ĥ via: ρH(µ)(ν) = µ ∗ ν.
1The notion of an RTA was also defined, albeit “incorrectly”, in [Kh2]. The reason it is not “correct” is that it is
overly restrictive, requiring six technical axioms (besides the triangular decomposition and anti-involution) and yet
not able to incorporate several of the settings considered in the present paper - including non-based settings as in
Sections 4 and 5.2, as well as generalized Weyl algebras as in Sections 8, 9. However, the notion of a (based) Hopf
RTA in [Kh2] essentially agrees with Definition 2.12 in the present paper.
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(4) ad : H → EndF(A) is an F-algebra homomorphism.
(5) For all µ ∈ Ĥ, the weight space Aµ (for the adjoint action of H on A) and the root space
AρH (µ) (see Definition 2.1) coincide. In particular, AεH = AidH = ZA(H).
Part (1) says in particular that every Hopf algebra is a module over its weights. To our knowledge
(and that of some experts) it seems, somewhat surprisingly, to be a new formulation (at least). We
also remark that the last assertion in (5) can be found in e.g. [Jos, Lemma 1.3.3].
Proof. Most of the proofs are straightforward; however, we include them for completeness.
(1) We begin by studying the properties of the map ρH . The first claim is that ρH is a group
homomorphism. Indeed, given µ, ν ∈ Ĥ, one has:
ρH(µ) ◦ ρH(ν)(h) = ρH(µ)
(∑
ν−1(h(1))h(2)
)
=
∑
ν−1(h(1))µ
−1(h(2))h(3)
=
∑
(ν−1 ∗ µ−1)(h(1))h(2) = ρH(µ ∗ ν)(h),
ρH(εH)(h) =
∑
εH(h(1))h(2) = h.
Next, we check that each ρH(µ) is an algebra map (it is necessarily an automorphism,
since it has inverse ρH(µ
−1)):
ρH(µ)(hh
′) =
∑
µ−1((hh′)(1))(hh
′)(2) =
∑
µ−1(h(1)h
′
(1))h(2)h
′
(2)
=
∑
µ−1(h(1))h(2) ·
∑
µ−1(h′(1))h
′
(2) = ρH(µ)(h)ρH(µ)(h
′),
where the penultimate equality holds because µ is an algebra map. (That ρH(µ)(1) = 1 is
obvious.) Also note that ρH is injective because if ρH(µ) = idH , then applying εH to both
sides yields: εH(h) = εH(ρH(µ(h))) = µ
−1(h) for all h ∈ H. It follows that µ−1 ≡ εH on
H, whence µ = εH as desired.
Finally, the root-to-weight map Ψε clearly has image in Ĥ. That Ψε is a surjection follows
if we show that ρH is its right-inverse; but this is a straightforward computation:
Ψε(ρH(µ))(h) = ε◦(ρH (µ)−1)(h) = ε(ρH(µ−1)(h)) =
∑
ε(µ(h(1))h(2)) = (µ∗ε)(h) = µ(h) ∀h ∈ H.
(2) The categorical statement follows by observing that the following square commutes, given
Hopf algebras H0 →֒ H1 →֒ H:
Ĥ1
ρH1−−−−→ AutF−alg(H1) ∩ (π′H0)−1(AutF−alg(H0))
piH0
y pi′H0y
Ĥ0
ρH0−−−−→ AutF−alg(H0)
(2.16)
(3) This assertion follows from the definitions.
(4) We compute, using that the comultiplication (or antipode) is (anti)multiplicative in H:
(adhh′)(a) =
∑
(hh′)(1)aS((hh
′)(2)) =
∑
h(1)h
′
(1)aS(h
′
(2))S(h(2))
=
∑
h(1)(adh
′(a))S(h(2)) = adh(ad h
′(a)).
We conclude this part by computing: (ad 1)(a) = 1 · a · 1−1 = a for all a ∈ A.
(5) We show both inclusions. First if a ∈ Aµ and h ∈ H, then compute:
aρH(µ
−1)(h) =
∑
aµ(h(1))h(2) =
∑
(adh(1))(a)h(2) =
∑
h(1)aS(h(2))h(3)
=
∑
h(1)εH(h(2))a = ha = ρH(µ)(ρH(µ
−1)(h))a.
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Since ρH(µ
±1) is an automorphism of H, it follows that a ∈ AρH (µ). Conversely, if a ∈
AρH (µ) and h ∈ H, then
adh(a) =
∑
h(1)aS(a(2)) =
∑
aρH(µ
−1)(h(1))S(h(2))
= a
∑
µ(h(1))h(2)S(h(3)) = a
∑
µ(h(1))εH(h(2)) = (µ ∗ εH)(h)a = µ(h)a.

It is now possible to show how HRTAs relate to RTAs.
Proof of Theorem 2.14. In proving the first assertion, we focus only on the conditions (RTA2) and
(HRTA2). Suppose first that H1 ⊃ H0 are Hopf algebras and Q+r ⊂ im(ρHr) for r = 0, 1. Define
Q′+r := ρ−1Hr(Q+r ). Then Q
′+
1 = π
−1
H0
(Q′+0 ) by (2.16). Moreover, if the root space B+θ1 6= 0 for some
θ1 = ρH1(µ1) ∈ Q+1 , then π′H0(θ1) = ρH0(πH0(µ1)) ∈ Q+0 by (2.16). But then πH0(µ1) ∈ Q
′+
0 . This
shows the decomposition in condition (HRTA2). That condition (HRTA2) holds now follows by
using Proposition 2.15. Hence A is an HRTA.
Conversely, suppose A is an HRTA. Then H1 ⊃ H0 are clearly Hopf algebras. Now choose
Q+r ⊂ AutF−alg(Hr) to be ρHr(Q
′+
r ) ⊂ im(ρHr) for r = 0, 1 (via Proposition 2.15). Moreover,
Proposition 2.15 and the decomposition in condition (HRTA2) imply that the decomposition in
(RTA2) holds as well.
Finally, the last assertion is easily verified, if we set ∆ := ρH0(∆
′) when A is a based HRTA. Note
that since ρH0 is injective, the two possible notions of the rank of a strict, based HRTA coincide. 
Remark 2.17. When H1 ⊃ H0 are Hopf algebras, Proposition 2.15(1) shows how the weight-
to-root and root-to-weight maps help identify roots with weights. For general RTAs, the maps
ε,Ψε, ρHr need not exist, and so roots and weights necessarily lie in different spaces that need not
be identifiable with one another.
3. The BGG Category O
Having introduced the general framework of interest, the next step is to define and study the
Bernstein-Gelfand-Gelfand Category O for an RTA A. In this section we develop the theory of
Category O for regular triangular algebras. The main results in this section are described in
Section 3.3. Following the theory, in subsequent sections we discuss how the results in this section
apply to a large number of examples, traditional as well as modern, classical as well as quantum.
Definition 3.1. Given an RTA A, the BGG Category O is the full subcategory of all finitely gener-
ated H1-semisimple A-modules with finite-dimensional H1-weight spaces, on which B
+ acts locally
finitely. (Henceforth by a weight space we mean an H1-weight space, unless specified otherwise.)
3.1. Verma modules; weights fixed by roots. Category O was introduced by Bernstein,
Gelfand, and Gelfand in their seminal paper [BGG] in the setting of complex semisimple Lie
algebras. Since then, similar categories of modules have been studied in the literature in a wide
variety of other settings, including Kac-Moody Lie algebras, quantum groups, and several other
algebras with triangular decomposition. In studying O for these algebras, a common theme is to
carefully examine the structure of a distinguished family of objects called Verma modules. We now
introduce this and other notions in the general setting of regular triangular algebras.
Definition 3.2. A is an RTA.
(1) Given λ ∈ Ĥ1, the corresponding Verma module is M(λ) := A/(A ·N+ +A · ker λ).
(2) The Harish-Chandra projection is ξ : A = H1 ⊕ (N− ·A+A ·N+)։ H1.
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We now begin to develop the theory of Category O via a careful study of Verma modules and
related objects in O. An attractive feature of our framework of RTAs is that it is robust enough
that much of the “traditional” development of O in more classical settings goes through for RTAs as
well. More precisely, several of the results in this section can be proved by adapting the arguments
in [MP, Kh2] to RTAs. Thus, the proofs in this section will occasionally be omitted for brevity.
This applies in particular to the following result.
Proposition 3.3. Fix an RTA A and a weight λ ∈ Ĥ1.
(1) Every submodule and quotient of an H1-semisimple module M is also H1-semisimple.
(2) M(λ) is an H1-weight module generated by a one-dimensional subspace of its λ-weight space.
It is a free rank one B−-module.
(3) The center Z(A) acts by a central character χλ on the Verma module M(λ).
(4) On Z(A), the Harish-Chandra projection ξ is an algebra map that commutes with the anti-
involution i (i.e., ξ ◦ i = ξ), and χλ = λ ◦ ξ.
However, in the general setting of RTAs, one encounters certain technical issues involving Verma
modules. More specifically, it is not always true that all Verma modules lie in Category O. We
now present such an example, which falls outside the traditional Hopf setting but is an RTA (and
hence can be studied using the methods developed in this paper).
Example 3.4. Motivated by quantum algebras associated to Hecke R-matrices, Jing and Zhang
[JZ] introduced and studied a family of noncommutative and non-cocommutative bialgebras that
q-deform U(gl2). (These algebras were also studied later by Tang [Ta1] from the viewpoint of
hyperbolic algebras.) More precisely, given q ∈ F× and charF 6= 2, the algebra U ′q(gl2) is defined
to be generated by u, d, h, a, with relations:
qhu− uh = 2u, hd− qdh = −2d, ud− qdu = a+ h+ 1− q
4
h2,
where a is central. The algebra U ′q(sl2) is defined to be the quotient of U
′
q(gl2) by the central ideal
(a). Note that setting q = 1 yields the usual enveloping algebras of sl2 and gl2 respectively. Now
it is not hard to show the following result.
Proposition 3.5. Suppose q ∈ F× is not a root of unity, and charF 6= 2. Then U ′q(gl2), U ′q(sl2)
are strict, based RTAs of rank one – but not Hopf RTAs – with H1 = H0 equal to F[a, h] and F[h]
respectively, and
B− = F[d], B+ = F[u], ∆ = {θ}, θ(h) = qh− 2, θ(a) = a, i(u) = d.
Moreover, M(λ) ∈ O if and only if λ 6= −2/(1 − q), and M(−2/(1 − q)) is an H1-weight module,
with exactly one weight space of infinite dimension.
Proof. The only nontrivial property to check is (RTA1) – this is shown in far greater generality in
Lemma 8.3. The remaining properties are easy to verify – e.g., that θ generates an infinite cyclic
subgroup of AutF−alg(H0) follows from the fact that q is not a root of unity. 
With this motivating example in mind, we introduce the following notation.
Definition 3.6. Suppose A is an RTA.
(1) Define Ĥ0
free
:= {λ0 ∈ Ĥ0 : 〈Q+0 〉 acts freely on λ0} and Ĥ1
free
:= π−1H0(Ĥ0
free
). If A is a
strict RTA, we will denote this common set by Ĥfree.
(2) Define partial orders on the following four spaces:
• Define ≥Q0 on AutF−alg(H0) via: θ0 ≥ θ′0 if there exists θ′′0 ∈ Q+0 such that θ0 = θ′′0 ∗θ′0.
• Define ≥Q1 on AutF−alg(H1) via: θ1 ≥ θ′1 if either πH0(θ1) > πH0(θ′1), or θ1 = θ′1.
• Define ≥0 on Ĥ0
free
by: µ0 ≥ µ′0 if there exists θ′′0 ∈ Q+0 such that µ0 = θ′′0 ∗ µ′0.
12 APOORVA KHARE
• Define ≥1 on Ĥ1
free
, via: µ1 ≥ µ′1 if πH0(µ1) > πH0(µ′1) in Ĥ0, or µ1 = µ′1 in Ĥ1.
(3) A maximal vector of weight λ in an A-module M , is m ∈Mλ ∩ kerN+.
In the remainder of the paper, we will often use ≥ without specifying which of the four aforemen-
tioned partial orders is being used, when this is clear from context.
Remark 3.7. If A is an HRTA with Q+r = ρHr(Q
′+
r ) for r = 0, 1, then Ĥr
free
= Ĥr by Proposition
2.15(3). For this reason, in many examples in the literature (and below) one works with all of O,
since all Verma modules lie in O.
In the rest of the paper, we work with Verma modules (and their quotients) with highest weights
in the set Ĥ1
free
– these modules are objects in O. The following result summarizes the basic
properties of Verma modules and their unique simple quotients.
Proposition 3.8. Fix an RTA A and a weight λ ∈ Ĥ1
free
.
(1) The relations ≥ in Ĥr are partial orders when restricted to Ĥr
free
for r = 0, 1. The map
πH0 is an order-preserving map when restricted to Ĥ1
free
.
(2) M(λ) is an indecomposable object of O, generated by its one-dimensional λ-weight space.
All other weight spaces have weights µ < λ with µ ∈ Ĥ1
free
.
(3) Every proper submodule of M(λ) is H1-semisimple and has zero λ-weight space.
(4) M(λ) has a unique maximal submodule RadM(λ), and a unique simple quotient L(λ).
(5) M(λ) is the “universal” cyclic module of highest weight λ.
(6) If v ∈M(λ)µ is maximal, then µ ≤ λ in Ĥ, and [M(λ) : L(µ)] > 0.
(7) The simple objects in O with at least one weight in Ĥ1
free
are precisely L(λ) for some
λ ∈ Ĥ1
free
. All such modules are pairwise non-isomorphic.
Proof. Most of the proofs are similar to those in [MP, Kh2], and are hence not included for brevity,
except for the last part. In that part, fix a simple module V in O with nonzero weight space Vµ for
some weight µ ∈ Ĥ1
free
. Then the vector space B+Vµ is finite-dimensional and H1-semisimple by
the assumptions on O. Thus it contains a weight vector vλ of maximal H1-weight λ in the partial
order ≥H1 . Since V is simple, it is generated by vλ, whence V ∼= L(λ) by part (4). 
Remark 3.9. It is also possible to introduce the Shapovalov form Sh : A × A → H1 for a gen-
eral RTA A, by defining: Sh(x, y) := ξ(i(x)y) for x, y ∈ A. One verifies that the Shapovalov
form satisfies the following properties for RTAs, which it satisfies for A = Ug for semisimple g:
(a) The Shapovalov form is bilinear and symmetric. (b) Sh(Aθr , Aθ′r) = 0 unless θr = θ
′
r. (c)
The Shapovalov form induces a symmetric bilinear form Shλ on every Verma module M(λ) via:
Shλ(b1mλ, b2mλ) := λ(Sh(b1, b2)) for b1, b2 ∈ B− andmλ a nonzero highest weight vector inM(λ)λ.
(d) If λ ∈ Ĥ1
free
then ker(Shλ) = Rad(M(λ)). (e) Given λ ∈ Ĥ1
free
and θ1 ∈ rootH1(B−), consider
the restriction of the form Sh(−,−) to the root space B−θ1 . Then if one applies λ to each entry of
the matrix of this bilinear form (with respect to any fixed basis of B−θ1), the resulting matrix has
rank equal to dimL(λ)θ1∗λ.
Remark 3.10. Various other notions from the theory of semisimple Lie algebras also have ana-
logues for general RTAs. For instance, the Kostant partition function has analogues Pr : Q+r → Z+
defined via Pr(θr) := dimFB+θr , for r = 0, 1. Next, highest weight modules Vλ are quotients of
Verma modules M(λ); if λ ∈ Ĥ1
free
then Vλ ∈ O since O is closed under quotienting.
Now suppose A is a strict, based RTA with a base of simple roots ∆ of smallest possible size. One
can then define the height of a “restricted root” θ0 =
∑
θ∈∆ nθθ ∈ Z∆ = 〈Q+0 〉 ⊂ AutF−alg(H0),
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to be ht(θ0) :=
∑
θ∈∆ nθ. Similarly, define parabolic/Levi regular triangular subalgebras as follows:
for any subset ∆0 ⊂ ∆, define B±∆0 :=
⊕
θ1∈(pi′H0
)−1(Z∆0)
B±θ1 , and
P±∆0 := B
± ⊗H1 ⊗B∓∆0 ⊃ L±∆0 := B±∆0 ⊗H1 ⊗B∓∆0 ,
or more precisely, (the subalgebras of A generated by) their images under the multiplication map.
Thus one can study notions such as parabolic/generalized Verma modules, as well as analogues of
“parabolic” induction over based RTAs.
3.2. Duality and extensions. We next construct a duality functor on finite length objects in
O. In light of Proposition 3.8 and Example 3.4, henceforth we only work with objects in O whose
weights lie in Ĥ1
free
. The following notation is required for this purpose.
Definition 3.11. Define O[Ĥ1
free
] and ON to respectively be the full subcategories of objects in O
whose weights lie in Ĥ1
free
and which are of finite length. Also defineON[Ĥ1
free
] := O[Ĥ1
free
]∩ON.
Next, define the formal character of M ∈ O to be: charM := ∑
λ∈Ĥ1
dimMλ · eλ, where eλ
is a formal variable for each λ ∈ Ĥ1. Finally, given an object M in O, use the anti-involution
i : A → A to define its restricted dual F (M) := ⊕λ∈wtM M∗λ , with A-module structure given by:
(am∗)(m) := m∗(i(a)m).
In particular, it follows from Proposition 3.8 that the simple objects in O[Ĥ1
free
] are parametrized
by Ĥ1
free
. As discussed above, we work henceforth only in O[Ĥ1
free
]; however, the next result
holds in all of O. The proof is as in the special case when A = Ug for semisimple g; see [MP, Kh2].
Proposition 3.12. ON and ON[Ĥ1
free
] are abelian categories, and F : ON → ON is an exact,
contravariant duality functor that sends each simple object L(λ) for λ ∈ Ĥ1
free
to itself. More gen-
erally, F preserves the length and formal character of all objects in ON and ON[Ĥ1
free
] respectively.
The above results allow us to now consider extensions. A key result involves classifying all
non-split objects in O[Ĥ1
free
] of length two.
Theorem 3.13. Fix λ, λ′ ∈ Ĥ1free. Then E(λ, λ′) := Ext1O(L(λ), L(λ′)) is nonzero if and only
if RadM(λ) ։ L(λ′), or RadM(λ′) ։ L(λ). Moreover, F induces an isomorphism : E(λ, λ′) ↔
E(λ′, λ). Finally, Ext1O(M,N) is finite-dimensional for M,N ∈ ON[Ĥ1
free
].
Proof. That F is an isomorphism : E(λ, λ′)→ E(λ′, λ) follows from Proposition 3.12 (and standard
arguments), since F is contravariant and exact. Now if RadM(λ)։ L(λ′) with kernel V , then
0→ L(λ′) = (RadM(λ)/V )→M(λ)/V → L(λ)→ 0,
and this is non-split, else M(λ)։ M(λ)/V ։ L(λ′), whence λ = λ′ and dimM(λ)λ ≥ 2, which is
false. Conversely, suppose 0→ L(λ′)→M → L(λ)→ 0 is nonsplit in O, and let vλ ∈ L(λ)λ, vλ′ ∈
L(λ′)λ′ be nonzero highest weight vectors in the first and third terms of the short exact sequence
respectively. Also fix any liftmλ ∈Mλ of vλ, so thatN+mλ ⊂ L(λ′) (whereN+ is the augmentation
ideal in B+). There are three cases:
First if πH0(λ) = πH0(λ
′) =: λ0, say, then by Proposition 3.8 Mλ0 is a two-dimensional H0-
weight space, spanned by vλ′ and mλ. Now B
−mλ is a nonzero submodule of M , and it has trivial
intersection with the simple A-module L(λ′) since otherwise vλ′ ∈ B−mλ. Therefore the short
exact sequence splits, which is impossible.
The second case is if N+mλ = 0 and πH0(λ) 6= πH0(λ′). Then M(λ) ։ B−mλ ։ L(λ), so if
the extension is nonsplit then B−mλ is not simple and hence L(λ
′) ⊂ B−mλ. But then B−mλ has
length 2, hence M = B−mλ = M(λ)/V , say. It follows that L(λ
′) = (RadM(λ))/V , proving the
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assertion. Furthermore, the nonsplit extension class is completely determined by θ and b− ∈ B−θ
such that θ ∗ λ = λ′ and b−mλ = vλ′ . Thus using condition (RTA2),
dimExt1O(L(λ), L(λ
′)) ≤ dimB−
pi′
H0
(θ)
<∞.
Finally, suppose 0 6= N+mλ ⊂ L(λ′), so that λ < λ′. In this case we use the duality functor F to
reduce to the previous case. This proves the first two assertions of the theorem. The final assertion
now follows by using Proposition 3.12 and standard homological arguments in ON[Ĥ1
free
]. 
3.3. Blocks in O, Conditions (S), and main results. We now describe the two main results in
this paper, on Category O over an arbitrary RTA. The results provide sufficient conditions under
which a large subcategory of O – in fact of O[Ĥ1
free
] – acquires an increasing number of desirable
homological properties. To state and prove these results requires the following notation.
Definition 3.14. Suppose A is an RTA.
(1) For each weight λ ∈ Ĥ1
free
, define the following four sets:
• S4(λ) := {µ ∈ Ĥ1 : χµ ≡ χλ on Z(A)} (where χλ denotes the central character defined
in Proposition 3.3).
• S3(λ) is the equivalence closure of {λ} in Ĥ1, under the relation:
µ→ λ if and only if L(µ) is a subquotient of M(λ).
• S2(λ) := {πH0(µ) : µ ∈ S3(λ)}.
• S1(λ) := {πH0(µ) : µ ∈ S3(λ), µ ≤ λ}.
(2) For 1 ≤ m ≤ 4, define
Sm(A) := {λ ∈ Ĥ1
free
: Sm(λ) is finite} ⊂ Ĥ1
free
. (3.15)
(Note that S1(A), S2(A) ⊂ Ĥ1
free
although S1(λ), S2(λ) ⊂ Ĥ0.) We say that the algebra A
satisfies Condition (S1), (S2), (S3), or (S4) if the corresponding set Sm(A) equals Ĥ1
free
.
(3) Given T ⊂ Ĥ1
free
, define O[T ] to be the full subcategory of O, such that every simple
subquotient of every object is of the form L(λ) for some λ ∈ T . (This is consistent with the
definition of O[Ĥ1
free
].) Now given λ ∈ Ĥ1
free
, define the corresponding block of O to be
O[S3(λ)].
The idea behind the conditions (S) is that each of them implies increasingly desirable homological
and representation-theoretic properties for O. (For instance, the sets S4(λ) are related to central
characters, while S3(λ) are concerned with linkage.) Thus, in some sense O[Sm(A)] is the part
of Category O that satisfies these (desirable) properties. This is made clearer in our “first main
result”, Theorem A below. In later sections, we show that a large number of well-explored settings
in representation theory are all examples of RTAs, and explore whether or not these algebras satisfy
the various Conditions (S). We are also motivated by settings such as [FeFr], in which it is often the
case that distinguished subcategories/sums of blocks in O are shown to have desirable properties
or a tractable analysis.
Remark 3.16. The S-sets should not be confused with the antipode map on H in the event that
H is a Hopf algebra. In fact we do not use the antipode in the remainder of the paper, except in
Proposition 6.3.
In order to state our main results, we need a further piece of notation.
Definition 3.17. Suppose A is an RTA. Define
S2(A) := {λ ∈ S2(A) : µ′0 ≤ πH0(µ) ≤ µ′′0 and µ′0, µ′′0 ∈ S2(λ) =⇒ µ ∈ S1(A)}. (3.18)
AXIOMATIC FRAMEWORK FOR THE BGG CATEGORY O 15
Also say that an RTA is discretely graded if for all θ0 ∈ Q+0 , the interval [0, θ0] (in the partial order
≤ on Q+0 ) is finite.
Note that S2(A) is precisely the set of weights λ ∈ S2(A) such that π−1H0([S2(λ)]≤) ⊂ S1(A),
where [T ]≤ denotes the closure of T ⊂ Ĥ0free in the partial order induced by Q+0 .
Remark 3.19. The assumption of being discretely graded is weaker than most algebras studied in
the literature, which are moreover based with a finite set of simple roots. In fact based RTAs with
an infinite base of simple roots are also discretely graded. There are other examples of non-based
but discretely graded RTAs that arise from mathematical physics, such as generalized Heisenberg
algebras for discrete, totally ordered groups. See Section 5.2 for more details.
We now discuss some results on the S-sets and the Conditions (S). First, the nomenclature is
inspired by the “T”-properties of separation/Hausdorffness in topology, in the following sense.
Lemma 3.20. S3(λ) ⊂ S4(λ) ∩ (〈Q+1 〉 ∗ λ) for all λ ∈ Ĥ, so S4(A) ⊂ S3(A) ⊂ S2(A) ⊂ S1(A).
Therefore the following implications hold among the Conditions (S): (S4)⇒ (S3)⇒ (S2)⇒ (S1).
Moreover, if S2(A) = Ĥ1
free
then S2(A) = Ĥ1
free
as well.
Additionally (like the separation properties), the Sm-sets/conditions yield increasingly (in m)
useful homological information about Category O. The following is one of the two main results
involving the S-sets for a general regular triangular algebra.
Theorem A. Suppose A is a discretely graded (e.g. based) RTA.
(1) O[S1(A)] is finite length, and hence splits into a direct sum of blocks O[S1(A)∩S3(λ)], each
of which is abelian and self-dual.
(2) Suppose λ ∈ S2(A). Then the block O[S3(λ)] is abelian and self-dual with enough projectives,
each with a filtration whose subquotients are Verma modules.
(3) Suppose λ ∈ S3(A) ∩ S2(A). Then the block O[S3(λ)] is equivalent to the category (Mod-
Bλ)
fg of finitely generated right modules over a finite-dimensional F-algebra Bλ. Moreover,
O[S3(λ)] is a highest weight category; equivalently, the algebra Bλ is quasi-hereditary.
In particular, if A satisfies condition (Sm) for some m, then the corresponding assertion above
(numbered min(m, 3)) holds for all of O[Ĥ1
free
]. Thus if (S3) holds, we obtain a block decomposition
O = O[Ĥ1 \ Ĥ1
free
]⊕
⊕
λ∈Ĥ1
free
/S3
O[S3(λ)].
Remark 3.21. (For the definition of a highest weight category, see [CPS].) Thus, if A satisfies
(S3), then Theorem A implies that each block O[S3(λ)] has enough projectives (each filtered with
Verma subquotients), finite cohomological dimension, tilting modules (i.e., modules simultaneously
filtered in O by standard as well as costandard subquotients – see [Rin, Don]), and the property
of BGG reciprocity. These properties then transfer to all of O[Ĥ1
free
]. Thus, Theorem A implies
that the algebras Bλ are BGG algebras (see [Irv]). We do not discuss these results in great detail
as they are homological properties valid in all highest weight categories; however, some of these
results are stated in Theorem 3.27 to give the reader a flavor of highest weight categories. We also
refer the interested reader to the comprehensive program developed by Cline, Parshall, and Scott
for more on such categories.
We state our second main result about Category O and the Conditions (S) over regular triangular
algebras: these constructions are all functorial.
Theorem B. Suppose Aj = B
−
j ⊗H1j ⊗B+j (with H1j ⊃ H0j) is a (Hopf) RTA for 1 ≤ j ≤ n.
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(1) Then so is A := ⊗nj=1Aj . Moreover, A is strict and/or based (and discretely graded), if and
only if so is Aj for all j.
(2) A module V ∈ O[Ĥ1
free
] is simple if and only if V = ⊗nj=1Vj , with Vj simple (and unique
up to isomorphism) in O[Ĥ1
free
j ] for all j.
(3) Each of the Conditions (S) holds for A if and only if it holds for all Aj . More generally,
for 1 ≤ m ≤ 4,
SmA ((λ1, . . . , λn)) = ×nj=1SmAj(λj), Sm(A) = ×nj=1Sm(Aj), ∀1 ≤ j ≤ n, λj ∈ Ĥ1
free
j
(3.22)
as subsets of Ĥr = ×nj=1Ĥrj for suitable r = 0, 1. Furthermore, S2(A) = ×nj=1S2(Aj).
(4) Complete reducibility for finite-dimensional modules holds in O[Ĥ1
free
] if and only if it
holds in O[Ĥ1
free
j ] for all 1 ≤ j ≤ n.
In other words, it is possible to relate all of these notions for a tensor product A = ⊗nj=1Aj
of commuting RTAs Ai, with their counterparts for the individual tensor factors Ai. This is akin
to (and more general than) relating representations of semisimple Lie algebras with those of the
individual simple ideals. In fact, Theorem B provides a useful approach to take in studying Category
O over newly introduced and studied classes of RTAs. For example, this was the approach adopted
in [Zhi], where Zhixiang showed the algebra of interest to be a strict, based Hopf RTA of rank one
that satisfies Condition (S4). See Example 7.4 for more details.
3.4. Proofs of main results. The remainder of this section is devoted to proving Theorems A
and B. We will sketch those arguments which are along the lines of similar results in [MP, Kh2];
but we will spell out the details when illustrating how the more general structure of a (discretely
graded) regular triangular algebra is used.
We begin with results in the spirit of the original paper [BGG], which help explicitly construct
projective modules in Category O over discretely graded RTAs. To do so, we introduce the following
notation.
Definition 3.23. Suppose A is an RTA. Given a subset Θ0 ⊂ Q+0 and λ ∈ Ĥ1, define
BΘ0+ :=
∑
θ∈Q+
0
, θ 6≤θ0 ∀θ0∈Θ0
B+θ , P (λ,Θ0) := A/(A ·BΘ0+ +A · kerλ). (3.24)
Also define O(λ,Θ0+) to be the full subcategory of O consisting of the objects M for which
BΘ0+Mλ = 0. Finally, an A-module M is said to have a standard filtration (respectively, a highest
weight filtration) if M has a finite descending chain of A-submodules such that the successive
quotients are Verma modules (respectively, quotients of Verma modules).
Note that if Θ0 is finite, then BΘ0+ = Bmax(Θ0)+, where max(Θ0) denotes the ≤-maximal elements
of Θ0. We now list some properties of the modules P (λ,Θ0+) that are used to prove Theorem A.
Proposition 3.25. Suppose A is a discretely graded RTA, Θ0 ⊂ Q+0 is finite, and λ ∈ Ĥ1
free
.
(1) The subspace BΘ0+ is a left ideal in B
+ of finite codimension. Moreover, B{idH0},+ = N
+
and P (λ, {idH0}+) =M(λ).
(2) P (λ,Θ0+) is an object of O(λ,Θ0+) ⊂ O. Moreover, HomO(P (λ,Θ0+),M) = dimMλ for
all objects M in O(λ,Θ0+).
(3) P (λ,Θ0+) has a standard filtration in O, and surjects onto M(λ). If rootH1(B+/BΘ0+) =
SΘ0 as multisets, then the multiset of Verma subquotients of P (λ,Θ0+) equals {M(θ ∗ λ) :
θ ∈ SΘ0}.
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(4) An H1-semisimple module M is in O[Ĥ1
free
] if and only if M is a quotient of a finite direct
sum of modules of the form P (λ,Θ0+) for λ ∈ Ĥ1
free
, if and only if M has a highest weight
filtration with highest weights in Ĥ1
free
.
(5) Given objects M1,M2 ∈ O[Ĥ1
free
], M1⊕M2 has a standard filtration if and only if each of
M1 and M2 has a standard filtration.
We omit the proof as the arguments in [BGG], [Don, Appendix A], and [Kh2] can be suitably
modified to work for all discretely graded RTAs. Note that when the discretely graded RTA is Ug for
semisimple g, we set H1 = H0 := h
∗ and Q+0 := Z+∆ = Z+ρH0(∆′) to lie in the simple root lattice,
and work with the modules P (λ, l) := P (λ,Θl+) for l ∈ Z+, where Θl := {θ0 ∈ Z+∆ : ht(θ0) = l},
with ht(θ0) defined in Remark 3.10. Indeed, this was the approach adopted in the seminal work
[BGG] to explicitly construct projective objects in blocks of O.
It is now possible to prove our first main theorem.
Proof of Theorem A. Along the way to showing the assertions, we prove some intermediate steps
that are useful facts in their own right. The first claim is that part (1) already holds for ON, i.e.,
for all T ⊂ Ĥ1
free
, ON[T ] has a block decomposition:
ON[T ] =
⊕
λ∈T/S3
(ON[T ] ∩O[S3(λ)]) =
⊕
λ∈T/S3
ON[T ∩ S3(λ)], (3.26)
where we sum over distinct blocks, and where each summand is an abelian, finite-length, and self-
dual Serre subcategory of ON[T ] ⊂ ON[Ĥ1
free
]. Indeed, most of the claim follows by Proposition
3.12 and standard arguments, once we show the direct sum decomposition for all finite length
objects in ON[T ]. That there are no morphisms or extensions between objects of distinct blocks
follows from the same statement for simple objects of distinct blocks, by using Theorem 3.13 and
the long exact sequence of ExtONs.
It remains to prove the direct sum decomposition of ON[T ] into blocks. This is done by induction
on the length l of the object in ON[T ]. For l = 0, 1, 2, the result is immediate or follows from
Theorem 3.13. Now suppose the result holds for some object N =
⊕
λ∈T/S3 N [S
3(λ)], and we
have 0 → N → M → L(µ) → 0 for some µ ∈ T . Now use the following general fact that holds
in any abelian category C : if 0 → A ⊕ B′ → C → B′′ → 0 and Ext1
C
(B′′, A) = 0, then the
sequence 0 → A → C → C/A → 0 splits, and we have 0 → B′ → C/A → B′′ → 0. Write
N = N ′ ⊕ N [S3(µ)], and set A := N ′, B′ := N [S3(µ)], C := M,B′′ := L(µ). Applying the above
general fact yields M = N ′ ⊕M [S3(µ)], where 0 → N [S3(µ)] → M [S3(µ)] → L(µ) → 0; thus
Equation (3.26) follows. We now prove the various parts of the theorem.
(1) Given M ∈ O[S1(A)], observe by Proposition 3.25 that M has a highest weight filtration.
Moreover, the corresponding highest weights λ1, . . . , λk can be shown to lie in S
1(A). Now
for each µ0 ∈ S1(λj), by Proposition 3.8 there exists a unique θj,µ0 ∈ −Q+0 such that
θj,µ0 ∗ πH0(λj) = µ0. Thus,
l(M) ≤
k∑
j=1
l(M(λj)) ≤
k∑
j=1
∑
µ0∈S1(λj)
dimFB
−
θj,µ0
<∞,
since every simple subquotient of a Verma moduleM(λ) is generated by (a lift of) its highest
weight vector, whose H0-weight lies in S
1(λ). It follows that O[S1(A)] is finite length. Now
use the above analysis (before this first part) to complete the proof.
(2) We first introduce some notation. Fix λ ∈ S2(A), with S2(λ) = {λ1, . . . , λk}. Given
µ ∈ Ĥ1
free
, define θj(µ) to be the unique element ofQ+0 such that θj(µ)∗πH0(µ) = λj if there
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exists such a θj(µ) ∈ 〈Q+0 〉, else set θj(µ) := 0 = idH0 . Now define Θµ :=
k⋃
j=1
[idH0 , θj(µ)]≤,
where ≤ is the partial order induced on Ĥ0
free
by Q+0 . (Alternatively, we may define Θµ to
be the set {θj(µ)}, discounting repetitions.) Note that Θµ is a finite subset for all µ ∈ Ĥ0
free
since Q+0 is discretely graded.
We now prove the result. Suppose λ ∈ S2(A) and M ∈ O[S3(λ)]. By Proposition
3.25(4), M is generated by the lifts to M of the highest weight vectors in each of its
highest weight module subquotients. Each of these highest weights µl lies in π
−1
H0
(S2(λ));
thus, M is generated by its H0-weight spaces of weights λj for 1 ≤ j ≤ k. It follows by
Proposition 3.25 and the previous paragraph that PM :=
⊕N
l=1 P (µl,Θµl+) ։ M , where
πH0(µl) ∈ {λ1, . . . , λk} ∀l. Now use Proposition 3.25(4) as well as the definition of S2(A)
to show that O[S3(λ)] ⊂ O(µl,Θµl+)∩O[S1(A)] for all 1 ≤ l ≤ N . Moreover, P (µl,Θµl+)
is an object of O[S1(A)] by Proposition 3.25(3) and the definition of S2(A). Denote its
summand in the block O[S1(A)∩S3(λ)] = O[S3(λ)] by Pl, say. Then HomO(Pl,−) is exact
in O[S3(λ)] by Proposition 3.25(2), whence ⊕lPl is projective in O[S3(λ)] and surjects onto
M . This shows that the block O[S3(λ)] has enough projectives.
It remains to show that each indecomposable projective P in O[S3(λ)] has a standard
filtration. Since P is finite length, it has a simple quotient L(µ) for some µ ∈ S3(λ).
Now P (µ,Θµ+) ։ L(µ) from above, so its O[S3(λ)]-summand Pλ surjects onto L(µ). By
universality, this surjection factors through a nonzero map : Pλ → P ։ L(µ). Now replace
Pλ by some indecomposable (projective) summand P
′ ∈ O[S3(λ)] to obtain nonzero maps
: (P ′ ↔ P )։ L(µ). Then standard arguments involving Fitting’s Lemma show that P,P ′
are both isomorphic to the projective cover in O[S3(λ)] of L(µ). Since P ′ is a summand of
P (µ,Θµ+) and P ∼= P ′, it follows by Proposition 3.25(5) that P has a standard filtration.
(3) Suppose λ ∈ S3(A)∩S2(A). First note by Proposition 3.25(3) and the RTA axioms that in
the set of Verma subquotients in any standard filtration of P (µ,Θ0+) (for any µ ∈ Ĥ1
free
and finite subset Θ0 ⊂ Q+0 ), the multiplicity of M(µ) is always 1, and any Verma module
with nonzero multiplicity is of the form M(θ ∗ µ) for some θ ∈ rootH1(B+/BΘ0+). Hence
the same applies to the projective cover P (λ) of L(λ) in O[S3(λ)], for all λ ∈ S3(A)∩S2(A).
Now continue the analysis in the previous part and recall that O[S3(λ)] has only finitely
many simple objects up to isomorphism. Thus, standard category-theoretic and homolog-
ical arguments using Fitting’s Lemma show that the set of indecomposable projectives in
O[S3(λ)] is precisely the set of projective covers P (µ) for µ ∈ S3(λ) (and a dual statement
holds for injective hulls as well). Now define P :=
⊕
µ∈S3(λ) P (µ)
⊕nµ for any choice of
integers nµ > 0. Since S
3(λ) is finite, P ∈ O[S3(λ)] is a projective generator of the block
O[S3(λ)]. Moreover, if Bλ := EndO(P ), then by standard computations in [Don, Appendix
A] or [CPS], the functor HomO(P,−) = HomO[S3(λ)](P,−) is an equivalence from O[S3(λ)]
into the category of finitely generated right Bλ-modules. That Bλ is finite-dimensional
follows from a more general result:
dimFHomO(P (λ),M) = [M : L(λ)], ∀M ∈ O[S1(A)], λ ∈ S2(A).
Now the first paragraph in this part implies that each block is a highest weight category.
Finally, suppose A satisfies Condition (Sm) for some 1 ≤ m ≤ 4. Then the corresponding assertion
(numbered min(m, 3)) holds on O[Ĥ1
free
] because Sm(A) = Ĥ1
free
. 
The proof of our second main result (Theorem B) is of a very different flavor. Before proceeding
to this proof, we first write down some additional facts in order to give the reader a flavor of highest
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weight categories. More precisely, we list various desirable properties for the blocks of Category O
over regular triangular algebras satisfying Condition (S3). See [Rin, Don, Kh2] for proofs.
Theorem 3.27. Suppose A is an RTA, and λ, µ ∈ S3(A) ∩ S2(A). Then A := O[S3(A) ∩ S2(A)]
has the following properties:
(1) (BGG Reciprocity.) The multiplicity of M(µ) in any standard filtration of P (λ) in O[S3(λ)]
(or in A) equals the multiplicity of L(λ) in any Jordan-Holder series for M(µ).
(2) (Neidhardt’s theorem.) If B− is an integral domain, then every nonzero map of Verma
modules with highest weights in Ĥ1
free
is an embedding. Moreover, HomA(M(µ),M(λ)) 6= 0
if and only if M(λ) has a subquotient L(µ).
(3) ExtnA(L(λ), L(µ)) = 0 for all n > 2|S3(λ)|. In particular, O[S3(λ)] has finite cohomological
(or global) dimension, bounded above by 2|S3(λ)|.
(4) ExtnA(M,N) is finite-dimensional for all n ≥ 0 and M,N ∈ A.
(5) If X,Y ∈ A have standard filtrations, then
dimF Ext
n
A(X,F (Y )) =
{∑
λ∈S3(A)∩S2(A)
[X :M(λ)][Y :M(λ)], if n = 0;
0, otherwise.
(3.28)
In particular, if ExtnA(M(λ), F (M(µ))) is nonzero, then n = 0 and λ = µ.
Note that some of the assertions hold more generally; moreover, if Condition (S3) holds, then
S3(A) ∩ S2(A) = Ĥ1free by Lemma 3.20.
We end this section with the proof of our second main result. The proof repeatedly uses the
following standard result.
Lemma 3.29. Given a ring R, every simple (sub)quotient of a direct sum of R-modules is auto-
matically a simple (sub)quotient of some summand.
Proof of Theorem B.
(1) This part involves some (relatively straightforward) bookkeeping. In particular, define
Q+r = ×nj=1Q+rj , ∆ :=
n∐
j=1
∆j, ∆
′ :=
n∐
j=1
∆′j, B
± := ⊗nj=1B±j , Hr = ⊗nj=1Hrj.
Then Ĥr = ×nj=1Ĥrj for r = 0, 1; moreover, (B±j )θj ⊂ B±idH1 ,...,idHj−1 ,θj ,idHj+1 ,...,idHn for all
1 ≤ j ≤ n and θj ∈ AutF−alg(Hj). Conversely if A is based, then defining ∆j := ∆∩Q+0j for
all j shows that Aj is also based. The assertion about the equivalence of discrete gradings
follows from the fact that [idH0 , (θj)
n
j=1] = ×nj=1[idH0j , θj].
(2) By Proposition 3.8(7), simple modules in O[Ĥ1
free
] are characterized by Ĥ1
free
. Now verify
using the previous part that Ĥ1
free
= ×nj=1Ĥ1
free
j . Moreover, given λj ∈ Ĥ1
free
j for all j,
set λ := (λ1, . . . , λn) ∈ Ĥ1
free
. Then ⊗jLj(λj) is generated by its one-dimensional λ-weight
space, which is spanned by a maximal vector. Moreover, it is easily verified that ⊗jLj(λj)
is a simple highest weight A-module in OA, whence it is isomorphic to L(λ). Finally, the
uniqueness of the λj (given some λ ∈ Ĥ1
free
) follows because L(λ) is isomorphic to a direct
sum of copies of Lj(λj) for any fixed j, so by Lemma 3.29, λj is uniquely determined from
L(λ) as well.
(3) We first claim that S3A(λ) = ×nj=1S3Aj(λj), where λj ∈ Ĥ1
free
j for all j and λ = (λ1, . . . , λn)
as above. To do so, first note that M(λ) = ⊗nj=1Mj(λj). Now if M(λj) has a simple
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subquotient Lj(µj), then there exist submodules Nj ⊂ Mj ⊂ M(λj) such that Mj/Nj ∼=
Lj(µj). But then by the previous part,
(⊗nj=1Mj)/N ∼= L(µ) = ⊗nj=1Lj(µj), N :=
n∑
j=1
(Nj ⊗⊗k 6=jMk) .
Moreover, suppose (exactly) one of [M(λj) : L(µj)], [M(µj), L(λj)] is nonzero for each j.
Then by the previous paragraph, the simple A-module ⊗nj=1Lj(min(λj , µj)) occurs as a
subquotient of both M(λ) = ⊗nj=1Mj(λj) and M(µ) = ⊗nj=1Mj(µj). From this analysis it
follows that ×nj=1S3Aj(λj) ⊂ S3A(λ).
To prove the reverse inclusion, suppose [M(λ) : L(µ)] > 0 in O[Ĥ1
free
]. Fix 1 ≤ j ≤ n,
and consider both modules over their restriction to Aj. Thus (a direct sum of copies of)
Lj(µj) occurs as a subquotient of a direct sum of copies of Mj(λj). It follows using Lemma
3.29 that [Mj(λj) : Lj(µj)] > 0 for all j. Now it is not hard to show that S
3
A(λ) ⊂
×nj=1S3Aj(λj).
In turn, applying πH0 = ×nj=1πH0,j shows that S2A(λ) = ×nj=1S2Aj(λj). Moreover, the
partial order on Ĥr
free
holds precisely when it holds in each component (i.e., Ĥrj
free
).
This implies that S1A(λ) = ×nj=1S1Aj(λj). Finally, one verifies that Z(A) = ⊗nj=1Z(Aj),
which implies the assertion for the S4-sets. The assertion involving Sm(A) now follows
easily. Finally, verify that
S2(A) = {λ = (λj) ∈ S2(A) = ×jS2(Aj) : π−1H0([S2(λ)]≤) ⊂ S1(A) = ×jS1(Aj)}
= {λ = (λj) ∈ ×jS2(Aj) : ×jπ−1H0j ([S2(λj)]≤) ⊂ ×jS1(Aj)}
= ×nj=1 {λj ∈ S2(Aj) : π−1H0j ([S2(λj)]≤) ⊂ S1(Aj)} = ×nj=1S2(Aj).
(4) The proof is similar to that of [Kh2, Theorem 15.2] and is therefore omitted.

4. Existence results for RTAs: semidirect product constructions, non-abelian
root lattice
Having studied the structure of Category O over a general RTA, we turn to the construction
and study of examples of RTAs. We begin by presenting examples of RTAs that are “completely
different” from all examples considered to date in the literature, in the following sense: all previously
studied RTAs have the property that the “root lattice” Q+0 is abelian. In fact, with the exception
of stratified Virasoro algebras (see Section 5.2), all previously studied RTAs are moreover based
with a finite set of simple roots. Thus a natural question to ask (and whose answer is a priori not
yet known) is: do there exist examples of RTAs for which Q+0 is not abelian? In this section we
provide a positive answer to this question, which further reinforces the generality of our framework.
Before constructing a concrete example of an RTA with non-abelian monoid Q+0 of positive roots,
we first introduce the following notation.
Definition 4.1. A monoid Q+0 is said to be a regular triangular monoid (RTM) if it satisfies the
following properties:
(RTM1) Q+0 \ {1Q+
0
} is a semigroup, which generates a group 〈Q+0 〉.
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(RTM2) There exists a left-action ⋉ of Q+0 on −Q+0 , which fixes 1Q+
0
and satisfies the following
“cocycle conditions”:
θ1 · θ−12 = (θ1 ⋉ θ−12 ) · (θ2 ⋉ θ−11 )−1, (4.2)
θ1 ⋉ (θ
−1
2 · θ−13 ) = (θ1 ⋉ θ−12 ) · ((θ2 ⋉ θ−11 )−1 ⋉ θ−13 ). (4.3)
Now say that a monoid M acts admissibly on a regular triangular monoid Q+0 if there exists a
monoid map :M → Endmonoid(〈Q+0 〉)
⋂
Endmonoid(Q
+
0 ), such that
m(θ1 ⋉ θ
−1
2 ) = m(θ1)⋉m(θ2)
−1, ∀m ∈M, θ1, θ2 ∈ Q+0 . (4.4)
Remark 4.5. Note that the condition (RTM2) is equivalent to defining a matched pairing of the
monoids Q+0 and −Q+0 , as in [GM, Section 3]. This is because (RTM2) can be reformulated in
terms of a right action ⋊ of −Q+0 on Q+0 , via similar looking “cocycle conditions” as (4.2),(4.3).
The relationship between these two actions is: θ1⋊ θ
−1
2 = (θ2⋉ θ
−1
1 )
−1. Further note that the first
cocycle condition (4.2) is unchanged under taking inverses. Moreover as in [GM, Section 3], the
matched pairing/RTM structure above shows that 〈Q+0 〉 = (−Q+0 ) ⊲⊳ Q+0 , the bicrossed product
of the two monoids. However, the matched pairing is not strong, because the multiplication map
: −Q+0 ×Q+0 → 〈Q+0 〉 is not a bijection unless Q+0 is a singleton.
For completeness, we also note that matched pairs of monoids were defined and studied by
Gateva-Ivanova and Majid in connection with solutions of the Yang-Baxter Equation. More gen-
erally, an example of the bicrossed product of two Hopf algebras is the Drinfeld quantum double,
which is a braided Hopf algebra and hence provides solutions of the Yang-Baxter Equation. There
are further connections to Hopf algebras and Lie theory (see [GM, Kas] and their references), which
we do not pursue further in this paper.
In this section we prove the following existence theorem for RTAs over RTMs. The theorem
shows that RTAs with certain additional properties exist over monoids Q+0 , if and only if these are
regular triangular monoids:
Theorem 4.6 (RTM-RTA Correspondence). Given a regular triangular monoid Q+0 , there exists
a strict RTA A := A(Q+0 ) such that (a) Q+0 = Q+0 ; (b) B+θ0 6= 0 ∀θ0 ∈ Q+0 ; (c) B± do not contain
zerodivisors; (d) the multiplication map mA : B
+⊗H0⊗B− → A is also a vector space isomorphism;
and (e) for each θ1, θ2 ∈ Q+0 , the image of mA(B+θ1 ⊗F1H0 ⊗B−θ−1
2
) is contained in B−
θ−
⊗H0⊗B+θ+
for unique θ± ∈ ±Q+0 .
Conversely, if A is a strict RTA that satisfies (b)–(e), then Q+0 is a regular triangular monoid.
Remark 4.7. Thus the notion of an RTM is intimately related to the notion of an RTA. In fact,
RTMs provide a natural answer (via Theorem 4.6) to the question: “Given a (sufficiently nice)
RTA, what structure can one expect from its underlying semigroup Q+0 ?” Moreover, the existence
result in Theorem 4.6 shows that the RTM/RTA frameworks are not “unnecessarily broad”.
We prove Theorem 4.6 below; for now, we observe that Theorem 4.6 immediately shows the
existence of RTAs over arbitrary abelian monoids Q+0 :
Corollary 4.8. Suppose Q+0 is a commutative monoid such that Q
+
0 \{1Q+
0
} is a semigroup. Then
there exists a strict RTA A = A(Q+0 ) such that Q+0 = Q+0 .
Proof. Note that every commutative monoid Q+0 satisfying (RTM1) is a regular triangular monoid
with θ1 ⋉ θ
−1
2 := θ
−1
2 for all θ1, θ2 ∈ Q+0 . Now apply Theorem 4.6. 
This section is organized as follows. In Section 4.1 we prove Theorem 4.6. In Section 4.2, we
then provide several recipes that yield RTMs (which in turn lead to RTA constructions). Finally,
in Section 4.3 we carry out the aforementioned construction of an RTA A with non-abelian span of
roots, and study its associated Category O.
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4.1. Existence theorem for RTAs over regular triangular monoids. This subsection is
devoted to proving Theorem 4.6. We begin by showing a more general result.
Theorem 4.9 (RTA Existence Theorem). Suppose Q+0 is a regular triangular monoid, and Z
k acts
admissibly on 〈Q+0 〉 for some k ∈ Z+. Then for all c ∈ Fk, there exists a strict RTA A = A(Q+0 , c)
such that: (i) Q+0 equals the regular triangular monoid (Z+)k⋉Q+0 ; (ii) A(Q+0 , c) satisfies properties
(b)–(d) in Theorem 4.6, as well as property (e) for all θ1, θ2 ∈ Q+0 ; and (iii) there exist nonzero
elements {x±r : 1 ≤ r ≤ k} in A(Q+0 , c) such that [x+q , x+r ] = [x−q , x−r ] = 0 and [x+q , x−r ] = δq,rcr for
all 1 ≤ q, r ≤ k.
Proof. Suppose {εj : 1 ≤ j ≤ k} denotes the standard Z-basis of Zk. Define the F-algebra A(Q+0 , c)
to be generated by the algebra H0 := F[Z
k ⋉ 〈Q+0 〉] = (F(Zk ⋉ 〈Q+0 〉))∗ of F-valued functions on
the group Zk ⋉ 〈Q+0 〉 (with coordinatewise addition and multiplication), together with elements
{tθ±10 : θ0 ∈ Q+0 } and {x±j : 1 ≤ j ≤ k}, modulo the following relations:
tθ
±1
1 tθ
±1
2 = tθ
±1
1
·θ±1
2 , t
1
Q
+
0 = 1, tθ1tθ
−1
2 = tθ1⋉θ
−1
2 t(θ2⋉θ
−1
1
)−1 ,
tθ
±1
1 f(−) = f((0, θ∓11 ) · −)tθ
±1
1 , x±j f(−) = f((∓εj, 0) · −)x±j , (4.10)
[x±j , x
+
j′ ] = [x
±
j , x
−
j′ ] = 0, [x
+
j , x
−
j ] = cj , x
±
j t
θ0 = tε
±1
j
(θ0)x±j ,
for all 1 ≤ j 6= j′ ≤ k, θ1, θ2 ∈ Q+0 , θ0 ∈ 〈Q+0 〉, and f : Zk ⋉ 〈Q+0 〉 → F in H0.
We now claim that A(Q+0 , c) is a strict RTA satisfying the aforementioned properties. The meat
of the proof lies in showing that the algebra A(Q+0 , c) satisfies (RTA1). More precisely, we claim
that the following holds:
The F-algebra A(Q+0 , c) satisfies (RTA1), with B− having an F-basis of the form
X−irr := {tθ
−1
0
k∏
j=1
(x−k+1−j)
nj : nj ∈ Z+, θ0 ∈ Q+0 } (with t
1
Q
+
0 = 1), (4.11)
and B+ having an F-basis X+irr := {
∏k
j=1(x
+
j )
nj · tθ0 : nj ∈ Z+, θ0 ∈ Q+0 }.
We show the claim after proving the remaining assertions. Given the above claim, the decomposition
in (RTA2) also holds, with Q+0 = (Z+)k ⋉ Q+0 . Moreover, every weight space of B+ is one-
dimensional, of the form B+(n,θ0) = F
∏k
j=1(x
+
j )
nj tθ0 . This includes the space B+idH0
= B+(0,1
Q
+
0
).
Next, the symmetric form of the algebra relations (4.10) implies that (RTA3) also holds with the
anti-involution sending tθ0 , x+j to t
θ−1
0 , x−j respectively, for all θ0 ∈ Q+0 and 1 ≤ j ≤ k. (In fact,
(RTA3) can be verified at the very outset, even before/without verifying (4.11).) Now property
(i) from the statement is clear from the algebra relations and the above claim, except for the
fact that (Z+)k ⋉ Q+0 is an RTM. This last fact is proved more generally in Theorem 4.20(1),(4)
below. Property (iii) is immediate from Equations (4.10),(4.11). To show property (ii), the algebra
relations (4.10) yield:
mA(B
+
θ1
⊗H0 ⊗B−θ−1
2
) ⊂ B−
θ1⋉θ
−1
2
⊗H0 ⊗B+(θ2⋉θ−11 )−1 , ∀θ1, θ2 ∈ Q
+
0 .
Next, that B± do not contain zerodivisors follows since B± are H0-root-semisimple, each root
space is one-dimensional, and by Equation (4.10) and (RTA1) there exist no root vectors that are
zerodivisors. Finally, that the multiplication map : B+ ⊗H0 ⊗ B− → A(Q+0 , c) is a vector space
isomorphism is proved similarly as the proof (below) of the claim (4.11).
It remains to show that (RTA1) holds, or more precisely, the claim (4.11) is true. For this we
use the Diamond Lemma from [Be]. More precisely, Bergman has shown a variant for rings of the
following result from graph theory: if a directed graph satisfies (a) the descending chain condition
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(every directed path has finite length) and (b) the diamond condition (any two distinct directed
edges with common source extend to directed paths with common target), then every connected
graph component has a unique “maximal” vertex. We now apply Bergman’s result to A(Q+0 , c), to
prove the above claim (4.11) as follows:
• Let {hi : i ∈ I} be a fixed F-basis of H0 with h0 = 1H0 for a fixed element 0 ∈ I. Then a
set of generators of A(Q+0 , c) is given by:
X := {x±j : 1 ≤ j ≤ k}
∐
{tθ0 : θ0 ∈ Q+0 \ {1Q+
0
}}
∐
{hi : i ∈ I}. (4.12)
Then one has relations hqhr =
∑
s∈I c
s
q,rhs that encode the multiplication in H0, as well as
other relations that we rewrite for reasons explained below:
tθ
±1
1 tθ
±1
2 = tθ
±1
1
·θ±1
2 , tθ1tθ
−1
2 = tθ1⋉θ
−1
2 t(θ2⋉θ
−1
1
)−1 ,
tθ1hi(−) = ((0, θ1)(hi))(−) · tθ1 , hi(−)tθ
−1
1 = tθ
−1
1 · ((0, θ1)(hi))(−),
x+j hi(−) = ((εj , 1Q+
0
)(hi))(−) · x+j , hi(−)x−j = x−j · ((εj , 1Q+
0
)(hi))(−), (4.13)
x+j1x
−
j2
= x−j2x
+
j1
, x+j x
−
j = x
−
j x
+
j + cj, x
−
j x
−
j′ = x
−
j′x
−
j , x
+
j′x
+
j = x
+
j x
+
j′ ,
tθ1x±j = x
±
j t
∓εj(θ1), x±j t
θ−1
1 = t±εj(θ
−1
1
)x±j , h0x = xh0 = x,
for all i ∈ I, 1 ≤ j1 6= j2 ≤ k, 1 ≤ j < j′ ≤ k, θ1, θ2 ∈ Q+0 \ {1Q+
0
}, and x ∈ X. (Note that
some of these relations are obtained from the presentation (4.10) of A(Q+0 , c), via the fact
that H0 is a contragredient representation of the group Z
k ⋉ 〈Q+0 〉.) We label the set of all
these relations by the index set ΣX .
• The next ingredient is to define a total order on 〈X〉. To do so, first define and fix a total
order ≺ on the set of generators X as follows. Use the Axiom of Choice (more specifically,
the Ultrafilter Theorem – or equivalently, the Compactness Theorem for first-order logic),
to construct a total order ≺ on Q+0 , which extends the partial order θ0 ≺ θ′0 ·θ0 ∀θ0, θ′0 ∈ Q+0 .
Also fix a basis {hi : i ∈ I} of H0 that includes h0 := 1H0 (with 0 ∈ I). Next, define a total
ordering on I such that 0 < i ∀i ∈ I. Now use the following total order on X:
h0 ≺ tθ
−1
0 (↓ θ0 ∈ Q+0 \ {1Q+
0
}) ≺ x−k ≺ · · · ≺ x−1 ≺ hi (↑ i ∈ I \ {0}) (4.14)
≺ x+1 ≺ · · · ≺ x+k ≺ tθ0 (↑ θ0 ∈ Q+0 \ {1Q+
0
}),
where tθ0 (↑ θ0 ∈ Q+0 \ {1Q+
0
}) means that {tθ0 : θ0 ∈ Q+0 \ {1Q+
0
}} inherits the total
order from Q+0 via the map θ0 7→ tθ0 , and similarly in the other cases (where ↓ indicates
order-reversing).
This order then extends to a semigroup partial order on the monoid 〈X〉 generated by
X (which is a basis for the tensor algebra on the F-span of X), which satisfies: if x > x′
in X then AxB > Ax′B for all A,B ∈ 〈X〉. To do so, we in fact write down a total order
on 〈X〉 as follows: compare two words by setting larger words to be greater, and via the
lexicographic order induced by ≺ on two words of equal lengths.
• In place of directed edges in the graph-theoretic version of the Diamond Lemma, Bergman
uses the algebra relations to work with reductions. Namely, we need to verify that every
relation discussed above can be written as wσ → fσ ∀σ ∈ ΣX , with wσ ∈ 〈X〉, fσ ∈ F〈X〉 =
TF(spanFX), and such that every monomial in fσ is strictly less than wσ in the semigroup
partial (in fact total) order above. It is easy to verify that this procedure applies to every
relation in (4.13) by replacing the equality by →.
• The previous step verifies that the semigroup partial order on 〈X〉 is compatible with the
reductions. This provides us with a directed path structure on the graph whose nodes
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are the monomials in 〈X〉. In this structure, “maximal” vertices are those from which no
directed path starts, i.e., monomials that are left unchanged by every reduction. In other
words, maximal vertices are precisely the “irreducible” monomials, given by {x− · hi · x+ :
x± ∈ X±irr, i ∈ I} (via Equation (4.11)).
• It remains to check that the descending chain condition (DCC) and the diamond condition
are satisfied in our setting. A standard tool used to verify the DCC is a misordering index
mis(wσ), where mis : 〈X〉 → Z+ is zero on all irreducible words, and we show that w ≻ w′
in 〈X〉 implies mis(w) > mis(w′). Thus each reduction reduces the mis(·)-value, proving
the DCC.
In our setting, define mis : 〈X〉 → Z+ via: mis(s1 · · · sn) := T ′+ + T ′− +H ′ + N ′, where
T ′±,H
′ denote respectively the number of letters sj of type t
θ±1
0 , hi for θ0 ∈ Q+0 \ {1Q+
0
}
and i ∈ I; and N denotes the number of pairs (j, j′) such that: (a) 1 ≤ j < j′ ≤ n
and (b) sj ≻ sj′ with not both sj, sj′ of the same type (T ′+, T ′−, or H ′). We claim that
every reduction of w ∈ 〈X〉 strictly decreases mis(w). This is not hard to verify using the
presentation of the algebra A(Q+0 , c) given in (4.13).
• Finally, we verify the diamond condition. By [Be], one only needs to work with directed
paths of reductions starting from monomials; and one only needs to resolve “minimal ambi-
guities”. Moreover, there are no “inclusion ambiguities” in our setting (i.e., for no σ, σ′ is it
true that wσ ∈ 〈X〉wσ′ 〈X〉). Thus it suffices to show that the diamond condition holds for
all overlap ambiguities ABC, where AB = wσ and BC = wσ′ for some σ, σ
′ ∈ ΣX . In the
present case this involves computations with words of length precisely 3, in the tθ
±1
0 , x±j , hi.
Some of these computations are straightforward using the algebra relations and so we do not
write them all down; for instance, overlap ambiguities involving all three alphabets being
of the same “type” – t, or x, or h – are trivially resolved using the algebra relations and
the cocycle conditions (4.2),(4.3). The other overlap ambiguities are also not hard to work
out; for illustrative purposes we carry out a few of the verifications in the equations (4.15),
using the RTM-axioms and the hypotheses of the theorem. We will also use 0 instead of 0
for the zero element in Zk.
(θ1 > 1Q+
0
) (tθ1x+j )hi(−)→ x+j (t(−εj)(θ1)hi(−))→ (x+j (0, (−εj)(θ1))(hi)(−))t(−εj )(θ1)
→ ((εj , 1Q+
0
)(0, (−εj)(θ1))hi)(−) · x+j t(−εj)(θ1),
tθ1(x+j hi(−))→ (tθ1((εj , 1Q+
0
)hi)(−))x+j → ((0, θ1)(εj , 1Q+
0
)hi)(−) · (tθ1x+j )
→ ((0, θ1)(εj , 1Q+
0
)hi)(−) · x+j t(−εj)(θ1).
(θ1 > 1Q+
0
) (tθ1hi(−))x−j → ((0, θ1)hi)(−) · (tθ1x−j )→ (((0, θ1)hi)(−)x−j )tεj(θ1)
→ x−j · ((εj , 1Q+
0
)(0, θ1)hi)(−) · tεj(θ1), (4.15)
tθ1(hi(−)x−j )→ (tθ1x−j )((εj , 1Q+
0
)hi)(−)→ x−j (tεj(θ1)((εj , 1Q+
0
)hi)(−))
→ x−j · ((0, εj(θ1))(εj , 1Q+
0
)hi)(−) · tεj(θ1).
(θl > 1Q+
0
) (tθ1hi(−))tθ
−1
2 → ((0, θ1)hi)(−)(tθ1tθ
−1
2 )→ (((0, θ1)hi)(−)tθ1⋉θ
−1
2 )t(θ2⋉θ
−1
1
)−1
→ tθ1⋉θ−12 · ((0, θ1 ⋉ θ−12 )−1(0, θ1)hi)(−) · t(θ2⋉θ
−1
1
)−1 ,
tθ1(hi(−)tθ
−1
2 )→ (tθ1tθ−12 )((0, θ2)hi)(−)→ tθ1⋉θ
−1
2 (t(θ2⋉θ
−1
1
)−1((0, θ2)hi)(−))
→ tθ1⋉θ−12 · ((0, (θ2 ⋉ θ−11 )−1)(0, θ2)hi)(−) · t(θ2⋉θ
−1
1
)−1 .
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(θl > 1Q+
0
) (tθ1tθ2)x±j → tθ1θ2x±j → x±j t(∓εj)(θ1θ2),
tθ1(tθ2x±j )→ (tθ1x±j )t(∓εj)(θ2) → x±j (t(∓εj)(θ1)t(∓εj)(θ2))→ x±j t(∓εj)(θ1θ2).
(θl > 1Q+
0
) (tθ1x±j )t
θ−1
2 → x±j (t(∓εj)(θ1)tθ
−1
2 )→ (x±j t(∓εj)(θ1)⋉θ
−1
2 )t(θ2⋉(∓εj)(θ
−1
1
))−1
→ tθ1⋉(±εj)(θ−12 )x±j t(θ2⋉(∓εj)(θ
−1
1
))−1 ,
tθ1(x±j t
θ−1
2 )→ (tθ1t(±εj)(θ−12 ))x±j → tθ1⋉(±εj)(θ
−1
2
) · (t(((±εj )(θ−12 )−1)⋉θ−11 )−1x±j )
= tθ1⋉(±εj)(θ
−1
2
)(t((±εj)(θ2)⋉θ
−1
1
)−1x±j )→ tθ1⋉(±εj)(θ
−1
2
)x±j t
(∓εj)((±εj)(θ2)⋉θ
−1
1
)−1
= tθ1⋉(±εj)(θ
−1
2
)x±j t
(θ2⋉(∓εj)(θ
−1
1
))−1 .
(θ1 > 1Q+
0
) (tθ1x+j )x
−
l → x+j (t(−εj)(θ1)x−l )→ (x+j x−l )t(εl−εj)(θ1) → (x−l x+j + δjlcj)t(εl−εj)(θ1),
tθ1(x+j x
−
l )→ (tθ1x−l )x+j + δjlcjtθ1 → x−l (tεl(θ1)x+j ) + δjlcjtθ1
→ x−l x+j t(εl−εj)(θ1) + δjlcjtθ1 .
(i ∈ I) (x+j hi(−))x−l → ((εj , 1Q+
0
)hi)(−)(x+j x−l )→ ((εj , 1Q+
0
)hi)(−)(x−l x+j + δjlcj)
→ x−l · ((εj + εl, 1Q+
0
)hi)(−) · x+j + δjlcj · ((εj , 1Q+
0
)hi)(−),
x+j (hi(−)x−l )→ (x+j x−l )((εl, 1Q+
0
)hi)(−)→ (x−l x+j + δjlcj)((εl, 1Q+
0
)hi)(−)
→ x−l · ((εj + εl, 1Q+
0
)hi)(−) · x+j + δjlcj · ((εl, 1Q+
0
)hi)(−).
(j > l) (x+j x
+
l )x
−
i → x+l (x+j x−i )→ x+l (x−i x+j + δijcj)→ x−i x+l x+j + δilclx+j + δijcjx+l ,
x+j (x
+
l x
−
i )→ x+j (x−i x+l + δilcl)→ x−i (x+j x+l ) + δijcjx+l + δilclx+j .
(θ1 > 1Q+
0
) (tθ1hq(−))hr(−)→ ((0, θ1)hq)(−)(tθ1hr(−))→ ((0, θ1)hq)(−) · ((0, θ1)hr)(−)tθ1 ,
tθ1(hq(−)hr(−))→
∑
s
csq,rt
θ1hs(−)→
∑
s
csq,r((0, θ1)hs)(−) · tθ1 .
Both computations in the last reduction yield the same quantity because H0 is a module-algebra
over the group Zk ⋉ 〈Q+0 〉 (via its contragredient representation), and this imposes a compatibility
constraint on the structure constants for H0. Further note that several overlap ambiguities that are
not listed in (4.15) can be resolved without any further computation, by applying the anti-involution
i : A(Q+0 , c)→ A(Q+0 , c) from (RTA3). For instance, the first overlap ambiguity resolved in (4.15)
implies that the overlap ambiguity hi(−)x−j tθ
−1
1 can also be resolved for θ1 ∈ Q+0 \ {1Q+
0
}. 
Remark 4.16. Our construction of the algebra A(Q+0 , c) can be thought as a generalization of
continuous Cherednik algebras (see [EGG]). Note that the algebras B± are “dual” to one another
in some sense; however, they need not be polynomial algebras as in [EGG].
Remark 4.17. In light of the algebra relations (4.10) in A(Q+0 , c), the first cocycle condition (4.2)
can be thought of as a group/monoid version of a so-called “straightening identity” in the flavor of
Garland [Gar], Beck-Chari-Pressley [BCP], and several other works in the literature. For more on
the subject, see [BC] and the references therein.
Equipped with the above theorem, we now prove our initial result in this section.
Proof of Theorem 4.6. The meat of the proof lies in proving the existence of an RTA A(Q+0 ) over
an arbitrary RTM Q+0 ; but this is the special case of Theorem 4.9 where k = 0. Conversely, suppose
there exists a strict RTA A satisfying properties (b)–(e). Define θ1 ⋉ θ
−1
2 , θ1 ⋊ θ
−1
2 via:
mA(B
+
θ1
⊗ F · 1H0 ⊗B−θ−1
2
) ⊂ B−
θ1⋉θ
−1
2
⊗H0 ⊗B+θ1⋊θ−12 .
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Note here that both sides are nonzero subspaces of A. It follows by considering their H0-roots
that ⋉ is an action of Q+0 on −Q+0 , and that θ1 · θ−12 = (θ1 ⋉ θ−12 ) · (θ1 ⋊ θ−12 ). Now applying the
anti-involution i to the above subspace (via Lemma 2.9) and again considering the H0-roots, we
obtain (via a slight abuse of notation):
(θ1 ⋊ θ
−1
2 )
−1 = i(θ1 ⋊ θ
−1
2 ) = i(θ
−1
2 )⋉ i(θ1) = θ2 ⋉ θ
−1
1 , ∀θ1, θ2 ∈ Q+0 .
This shows the first cocycle condition (4.2) for Q+0 . Next, consider θ1, θ2, θ3 ∈ Q+0 , and compute
mA(B
+
θ1
⊗B−
θ−1
2
⊗B−
θ−1
3
) in two ways by using the associativity of mA and properties (b)–(e). This
is an easy computation that yields the second cocycle condition (4.3) for Q+0 . 
We end this subsection with two further results on the algebras A(Q+0 ). The first discusses
Casimir operators.
Proposition 4.18. Fix a regular triangular monoid Q+0 and a subset Q− ⊂ −Q+0 such that θ1⋉−
is a bijection on Q− for all θ1 ∈ Q+0 .
(1) Then a suitable completion of the algebra A(Q+0 ) contains a central “Casimir” operator
Ω(Q−) :=∑θ0∈Q− tθ0tθ−10 .
(2) The operators Ω(Q−) act on all objects in O[Ĥ0
free
]. They kill every highest weight module
in O, hence act nilpotently on O[Ĥ0
free
].
Examples of subsets Q− include any subset of −Q+0 when Q+0 is abelian; as well as Q− = {1Q+
0
},
which corresponds to Ω(Q−) = 1.
Proof. For the first part, observe using the first cocycle condition (4.2) that (θ2 ⋉ θ
−1
1 )
−1 · θ2 =
(θ1 ⋉ θ
−1
2 )
−1 · θ1, for all θ1, θ2 ∈ Q+0 . Now fix θ2 ∈ −Q− and compute using the algebra relations:
tθ1 · tθ−12 tθ2 = tθ1⋉θ−12 t(θ2⋉θ−11 )−1tθ2 = tθ1⋉θ−12 t(θ1⋉θ−12 )−1tθ1 .
By the assumptions on Q−, it follows that tθ1 commutes with Ω(Q−) for all θ1 ∈ Q+0 . In turn, this
implies (using the anti-involution i : tθ0 ↔ tθ−10 on A(Q+0 )) that Ω(Q−) is central.
To prove the second part, first observe as in the Kac-Moody setting, that the “Casimir” operator
Ω(Q−) acts on arbitrary objects of Category O[Ĥ0free]. Moreover, Ω(Q−) kills the highest vector
in any highest weight module in the respective Categories O, since the Harish-Chandra projection
to H0 kills all such operators. It follows that these central elements annihilate the entire module.
The final assertion now follows from Proposition 3.25(4). 
We also discuss the Conditions (S) for the algebras A(Q+0 ).
Proposition 4.19. Suppose Q+0 is a nontrivial regular triangular monoid, whose action ⋉ on −Q+0
stabilizes −Q+0 \ {1Q+
0
}. Then the algebra A(Q+0 ) satisfies none of the Conditions (S), because
S3(λ) = 〈Q+0 〉 ∗ λ ∀λ ∈ Ĥ0
free
, so that dimL(λ) = 1.
Note that Ĥ0
free
is nonempty because 〈Q+0 〉 ⊂ Ĥ0
free
.
Proof. Given λ ∈ Ĥ0
free
, we first claim that every nonzero weight vector tθ
−1
2 mλ of the Verma
module M(λ) is maximal (for θ2 ∈ Q+0 ). To show the claim, compute using the assumptions and
the algebra relations (4.10), for θ1 ∈ Q+0 \ {1Q+
0
}:
tθ1 · tθ−12 mλ = tθ1⋉θ
−1
2 t(θ2⋉θ
−1
1
)−1mλ ∈ tθ1⋉θ
−1
2 ·N+mλ = 0.
This proves the claim. In particular, N−mλ ⊂ M(λ) is a codimension 1 submodule, whence
F ∼= M(λ)/N−mλ ։ L(λ). Therefore dimL(λ) = 1. Finally, recall by the first cocycle condition
AXIOMATIC FRAMEWORK FOR THE BGG CATEGORY O 27
(4.2) that an arbitrary element θ ∈ 〈Q+0 〉 can be written as θ = θ+θ−, where θ+, θ−1− ∈ Q+0 . Now
note using the above claim:
[M(λ) : L(θ− ∗ λ)] > 0, [M(θ ∗ λ) : L(θ−1+ ∗ (θ ∗ λ))] > 0 =⇒ θ ∗ λ ∈ S3(λ) ∀θ ∈ 〈Q+0 〉.
This proves the statement about S3(λ) since S3(λ) ⊂ 〈Q+0 〉 ∗ λ for every RTA and all λ ∈ Ĥ0
free
.
Moreover, λ = πH0(λ) > θ
−n
0 ∗λ for all n ∈ N and θ0 ∈ Q+0 \{1Q+
0
}, so that |S1(λ)| =∞∀λ ∈ Ĥ0
free
.
This concludes the proof. 
4.2. Examples of regular triangular monoids. Having proved the RTM-RTA Correspondence
(Theorem 4.6) and the more general RTA Existence Theorem 4.9, we now describe several recipes
to construct examples of RTMs, which in turn admit RTA constructions.
Theorem 4.20. Suppose k ∈ Z+, and for each j = 0, . . . , k, Q+j is a monoid contained in a group
〈Q+j 〉 such that Q+j \ {1Q+j } is a semigroup.
(1) If Q+0 is abelian, then it is an RTM with θ1 ⋉ θ
−1
2 = θ
−1
2 for θ1, θ2 ∈ Q+0 .
(2) If all Q+j are RTMs, then so is ×kj=0Q+j .
(3) Suppose k = 0 and Q+0 is an RTM. Suppose Q
+
0 contains a submonoid Q
+ whose action ⋉
on −Q+0 stabilizes −Q+. Then Q+ is also an RTM.
(4) Suppose k = 1, Q+0 , Q
+
1 are RTMs, and 〈Q+0 〉 acts admissibly on Q+1 . Then Q+0 · Q+1 is an
RTM (where 〈Q+0 〉 · 〈Q+1 〉 denotes the semidirect product group).
Note that parts (1),(4) are used in the proof of Theorem 4.9.
Proof. The first two parts are easily verified; note for the second part that we define
(θ+j )
k
j=0 ⋉ (θ
−
j )
k
j=0 := (θ
+
j ⋉ θ
−
j )
k
j=0, ∀θ±j ∈ ±Q+j .
To prove the third part, note that 〈Q+〉 ⊂ 〈Q+0 〉 is a group; moreover, the cocycle conditions
(4.2),(4.3) hold in −Q+ because they hold in −Q+0 .
It remains to prove the last part; for this we will write every element of 〈Q+0 〉 · 〈Q+1 〉 as (θ1, θ0) =
θ1 · θ0, with θj ∈ 〈Q+j 〉 for j = 0, 1. That Q+0 ·Q+1 satisfies (RTM1) is not hard to verify, so we only
verify here that (RTM2) holds. For this, define
(θ+1 , θ
+
0 )⋉ (θ
−
1 , θ
−
0 ) := (θ
+
1 ⋉ θ
+
0 (θ
−
1 ), θ
+
0 ⋉ θ
−
0 ), ∀θ±j ∈ ±Q+j .
Note that this is a natural definition to propose, given the actions ⋉ of Q+j on −Q+j for j = 0, 1
and the semidirect product structure of Q+0 ·Q+1 . Now compute:
(ν+1 , ν
+
0 )⋉ ((θ
+
1 , θ
+
0 )⋉ (θ
−
1 , θ
−
0 )) = (ν
+
1 , ν
+
0 )⋉ (θ
+
1 ⋉ θ
+
0 (θ
−
1 ), θ
+
0 ⋉ θ
−
0 )
= (ν+1 ⋉ ν
+
0 (θ
+
1 ⋉ θ
+
0 (θ
−
1 )), ν
+
0 ⋉ (θ
+
0 ⋉ θ
−
0 )),
((ν+1 , ν
+
0 ) · (θ+1 , θ+0 ))⋉ (θ−1 , θ−0 ) = ((ν+1 ν+0 (θ+1 ))⋉ (ν+0 θ+0 )(θ−1 ), (ν+0 θ+0 )⋉ θ−0 ).
Using the admissibility of the Q+0 -action on Q
+
1 , as well as the actions ⋉ of Q
+
j on −Q+j for j = 0, 1,
it follows that both of the above quantities are equal. Therefore ⋉ is indeed an action of Q+0 ·Q+1
on (−Q+0 ) · (−Q+1 ). The action fixes (1Q+
1
, 1Q+
0
) because Q+0 , Q
+
1 are both RTMs.
It remains to verify the two cocycle conditions (4.2),(4.3). In what follows, denote a ⋊ b :=
(b−1 ⋉ a−1)−1 for suitable a, b. Now to show the first cocycle condition for Q+0 ·Q+1 , we compute:
(θ+1 , θ
+
0 ) · (θ−1 , θ−0 ) = θ+1 θ+0 θ−1 θ−0 = θ+1 θ+0 (θ−1 ) · (θ+0 ⋉ θ−0 )(θ+0 ⋊ θ−0 ) (4.21)
= (θ+1 ⋉ θ
+
0 (θ
−
1 )) · (θ+0 ⋉ θ−0 ) · (θ+0 ⋉ θ−0 )−1(θ+1 ⋊ θ+0 (θ−1 )) · (θ+0 ⋊ θ−0 ).
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Thus it suffices to prove that(
(θ−1 , θ
−
0 )
−1 ⋉ (θ+1 , θ
+
0 )
−1
) · (θ+0 ⋉ θ−0 )−1(θ+1 ⋊ θ+0 (θ−1 )) · (θ+0 ⋊ θ−0 ) = (1Q+
1
, 1Q+
0
) = 1,
i.e., that
((θ−0 )
−1(θ−1 )
−1 ⋉ (θ+0 θ
−
0 )
−1(θ+1 )
−1, (θ−0 )
−1 ⋉ (θ+0 )
−1) · ((θ+0 ⋉ θ−0 )−1(θ+1 ⋊ θ+0 (θ−1 )), (θ+0 ⋊ θ−0 )) = 1,
i.e., that (using the first cocycle condition (4.2) for Q+0 ):
(θ−0 )
−1(θ−1 )
−1⋉ (θ+0 θ
−
0 )
−1(θ+1 )
−1 · ((θ−0 )−1⋉ (θ+0 )−1)
[
(θ+0 ⋉ θ
−
0 )
−1(θ+1 ⋊ θ
+
0 (θ
−
1 ))
]
= (1Q+
1
, 1Q+
0
) = 1.
But now the first cocycle condition (4.2) and action on Q+1 for Q
+
0 show that the second factor on the
left-hand side equals (θ+0 θ
−
0 )
−1
(
θ+1 ⋊ θ
+
0 (θ
−
1 )
)
. Similarly, the admissibility of the Q+0 -action on Q
+
1
shows that the first factor on the left-hand side equals (θ+0 θ
−
0 )
−1
(
θ+0 (θ
−
1 )
−1 ⋉ (θ+1 )
−1
)
. Multiplying
these two factors, we are now done by using the first cocycle condition for Q+1 .
Similarly, the second cocycle condition is verified as follows, using (4.21) and the cocycle condi-
tions for Q+j :
((θ+1 , θ
+
0 )⋉ (θ
−
1 , θ
−
0 )) ·
(
((θ+1 , θ
+
0 )⋊ (θ
−
1 , θ
−
0 ))⋉ (ν
−
1 , ν
−
0 )
)
= a · b · [(b−1(c), d) ⋉ (ν−1 , ν−0 )] ,
where a := θ+1 ⋉ θ
+
0 (θ
−
1 ), b := θ
+
0 ⋉ θ
−
0 , c := θ
+
1 ⋊ θ
+
0 (θ
−
1 ), and d := θ
+
0 ⋊ θ
−
0 . In turn, this expression
equals
= a · b · (b−1(c)⋉ d(ν−1 )) · (d⋉ ν−0 ) = a · (c⋉ (bd)(ν−1 )) · b · (d⋉ ν−0 ).
Recall by the cocycle condition for Q+0 that bd = θ
+
0 θ
−
0 . Now we compute the other side of the
second cocycle condition:
(θ+1 , θ
+
0 )⋉ ((θ
−
1 , θ
−
0 ) · (ν−1 , ν−0 )) = (θ+1 ⋉ θ+0 (θ−1 · θ−0 (ν−1 )), θ+0 ⋉ (θ−0 ν−0 ))
=
(
(θ+1 ⋉ θ
+
0 (θ
−
1 )) ·
[
(θ+1 ⋊ (θ
+
0 (θ
−
1 )))⋉ (θ
+
0 (θ
−
0 (ν
−
1 )))
]
, (θ+0 ⋉ θ
−
0 ) · ((θ+0 ⋊ θ−0 )⋉ ν−0 )
)
= a · (c⋉ (bd)(ν−1 )) · b · (d⋉ ν−0 ),
and this proves the second cocycle condition, as desired. 
We now describe an application of Theorem 4.20(1),(4), which yields a natural class of solvable
examples of RTMs:
Corollary 4.22. Suppose G is a group with abelian subgroups G0, . . . , Gn such that:
• Gj acts on Gk for 0 ≤ j ≤ k ≤ n by group homomorphisms, in a compatible manner such
that G = (· · · ((Gn ⋊Gn−1)⋊Gn−2)⋊ · · ·G1)⋊G0; and
• For every 0 ≤ k ≤ n, Gk contains a sub-monoid G+k stable under the action of (· · · ((Gk ⋊
Gk−1)⋊Gk−2)⋊ · · ·G1)⋊G0, such that G+k \ {1G+
k
} is a semigroup that generates Gk.
Then G+ := (· · · ((G+n ⋊G+n−1)⋊G+n−2)⋊ · · ·G+1 )⋊G+0 is a regular triangular monoid.
Note that Corollary 4.8 is a particular special case with n = 0. Similarly, if n = 1 then this result
implies Theorem 4.20(4) when G+1 is an abelian RTM with the usual (trivial) ⋉-action.
Proof. The proof is by induction on n. For n = 0 the result follows from Theorem 4.20(1). Now
suppose the result holds for n− 1, whence M+ := (· · · ((G+n ⋊G+n−1)⋊G+n−2)⋊ · · ·G+1 ) is an RTM.
Define the action map ⋉ of G+ on −G+ as follows:
(g+n , . . . , g
+
0 )⋉ (g
−
n , . . . , g
−
0 ) :=
(
(g+n−1 · · · g+0 )(g−n ), . . . , (g+1 g+0 )(g−2 ), g+0 (g−1 ), g−0
)
, (4.23)
where g±k ∈ ±G+k for 0 ≤ k ≤ n. It is now a straightforward calculation to verify that G0 acts
admissibly on the regular triangular monoid M+, whence we are done by induction via Theorem
4.20(4). 
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Remark 4.24. Theorem 4.22 holds for all groups that can be expressed as a tower of semidirect
products. Clearly such groups G include all abelian groups; each such group G is solvable; and if
all Gk are finitely generated, then G is polycyclic. A natural question to explore is if every solvable
group with a given set of abelian Jordan-Holder factors generated by RTMs, is also generated by
an RTM.
4.3. Non-based example with non-abelian span of roots. We conclude this section by study-
ing an RTA A(Q+0 , c) (constructed in the RTA Existence Theorem 4.9) for a specific non-abelian
monoid Q+0 , as well as its Category O.
Fix k ∈ N, ζ ∈ (0,∞)k, c ∈ Fk, and a nontrivial additive subgroup E ⊂ (R,+) such that
ζ±1j E ⊂ E for 1 ≤ j ≤ k. Then E∩[0,∞) is an abelian RTM with the trivial ⋉-action on E∩(−∞, 0].
Set ζn :=
∏k
j=1 ζ
nj
j and n(e) := ζ
ne for n ∈ Zk and e ∈ E. Then Zk acts admissibly on E (by
Corollary 4.22), which allows us to define the F-algebra Aζ(E, c) := A((Z+)k ⋉ζ (E ∩ [0,∞)), c) as
in the proof of Theorem 4.9. Here we use ⋉ζ to denote the semidirect product of the groups Z
k
and E, in order to differentiate it from the RTM action ⋉.
Theorem 4.25. Fix k ∈ N, ζ ∈ (0,∞)n, E ⊂ R, and c ∈ Fk as above.
(1) The algebra Aζ(E, c) is a strict RTA with Q+0 = (Z+)k ⋉ζ (E ∩ [0,∞)).
(2) The algebra Aζ(E, c) is based if and only if it is discretely graded, if and only if E = ηZ for
some η ∈ R× and ζj = 1 for all j.
Thus, to our knowledge the algebras Aζ(E, c) with ζ 6= (1, . . . , 1) provide the first explicitly con-
structed examples of regular triangular algebras with non-abelian group of roots 〈Q+0 〉. These
algebras cannot be studied by using existing theories of Category O in the literature (e.g. as in
[H2, Kh2, MP]), because the “root lattice” is not abelian. In fact the monoid Q+0 is abelian if and
only if ζj = 1 for all j.
Proof. The first part follows directly from Theorem 4.9. To show the second part, note that if
Aζ(E, c) is based then it is discretely graded. In turn, this implies that the interval [(0, 0), (0, e)]
is finite for every 0 < e ∈ E ⊂ R. Thus E is a lattice ηZ for η 6= 0, which contains ζZj ηZ for
all j. It follows that ζj = 1 ∀j. Finally, if E = ηZ and ζj = 1 ∀j, then A is indeed based with
∆ := {ε1, . . . , εk, (0, η)}. 
We now study Category O over the algebra Aζ(E, c), including computing the center and its
action on Verma modules.
Proposition 4.26. Fix ζ ∈ (0,∞)n, E ⊂ R, and c ∈ Fk as above. Define J := {j ∈ [1, k] : cj = 0}.
(1) Aζ(E, c) contains a central subalgebra Z0 := F[{x−j x+j : j ∈ J}] that is isomorphic to a
polynomial algebra in |J | variables. Now suppose charF = 0 if J ( {1, . . . , k}. Then the
center of Aζ(E, c) equals:
Z(Aζ(E, c)) =
{
Z0 ⊗F spanF{t−ete : e ∈ E ∩ [0,∞)}, if ζ = (1, . . . , 1);
Z0, otherwise.
(2) Suppose ζ 6= (1, . . . , 1). Then there are exactly k+1 isomorphism classes of algebras among
the family {Aζ(E, c) : c ∈ Fk} (where we assume charF = 0 if J ( {1, . . . , k}).
(3) The algebras B± do not contain zerodivisors. Thus every nonzero map of Verma modules
is an embedding.
(4) Define K := {j ∈ [1, k] : ζj 6= 1}. Then a suitable completion of Aζ(E, c) contains central
“Casimir” operators of the form
T (e) :=
∑
n∈ZK
t−e
∏
j∈K ζ
nj
j te
∏
j∈K ζ
nj
j , ∀e ∈ E ∩ (0,∞),
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where T (e) = t−ete ∈ Aζ(E, c) if K is empty. Then the operators T (e) act on all objects in
O[Ĥ0
free
]. Moreover, T (e) and Z(Aζ(E, c)) kill every highest weight module in O, hence
act nilpotently on O[Ĥ0
free
].
(5) 〈Q+0 〉 = Zk ⋉ζ E ⊂ Ĥ0
free
, and the algebra Aζ(E, c) satisfies none of the Conditions (S)
because ZJ ⋉ζ E is in each block. More precisely, S
3(λ) ⊃ (ZJ ⋉ζ E) ∗ λ ∀λ ∈ Ĥ0
free
.
Proof.
(1) The first assertion in this part is easily verified using the algebra relations. Next, the center
is contained in the centralizer of H0: Z(Aζ(E, c)) ⊂ ZAζ(E,c)(H0), and Theorem 4.25 can
be used to show that
ZAζ(E,c)(H0) = H0[x
−
1 x
+
1 , . . . , x
−
k x
+
k ]⊗F spanF{t−ete : e ∈ E ∩ [0,∞)}. (4.27)
Now given m ∈ (Z+)k, define xm := ∏kj=1(x−j x+j )mj . Then write an arbitrary element
z ∈ Z(Aζ(E, c)) ⊂ ZAζ(E,c)(H0) using (4.27):
z =
∑
m′∈(Z+)J
xm
′
∑
m∈(Z+)Jc
xm
N(m′,m)∑
i=1
hit
−eitei ,
for a suitable choice of elements ei ∈ E∩ [0,∞), 0 6= hi ∈ H0, and where Jc := {1, . . . , k}\J .
Now note by (RTA1) that z is central if and only if the inner double summation in the
previous equation is central for each fixed m′. Thus, assume without loss of generality that
z =
∑
m
xm
n∑
i=1
hi,mt
−ei,mtei,m
for suitable hi,m, ei,m. Note by the algebra relations that the variables {x±j : j 6∈ J} each
generate a copy of the Weyl algebra in Aζ(E, c), and this has trivial center since charF = 0.
It follows via (RTA1) that the central element z in the above form has only one nonzero
term in the outer sum, namely, the term corresponding to m = 0. Thus we may assume
that z =
∑n
i=1 hit
−eitei . Now define xm+ :=
∏k
j=1(x
+
j )
mj for m ∈ (Z+)k, and compute:
0 = xm+ z − zxm+ =
n∑
i=1
hi((m, 0) · −)t−ζmeitζmeixm+ −
n∑
i=1
hi(−)t−eiteixm+ , ∀m ∈ (Z+)k.
Now for a fixed m, since both sums involve finitely many terms, there is a unique largest
positive exponent for t in both sums. For the two sums to be equal, either ei = 0 for all i,
or ζm = 1. There are now two cases:
• If ζj = 1 ∀j, then Z is easily seen to equal (Z(Aζ(E, c)) ∩ H0)[{x−j x+j : j ∈ J}] ⊗F
spanF{t−ete : e ∈ E∩ [0,∞)}. Moreover, it is not hard to show that Z(Aζ(E, c))∩H0 =
F, which proves this case.
• Otherwise there exists m such that ζm 6= 1. In this case, the above computation
must necessarily have one term, corresponding to e1 = 0. But then we are once again
reduced to computing Z(Aζ(E, c)) ∩H0, which is F.
(2) First note by rescaling the x−j , say, that Aζ(E, c) is an associative F-algebra that is iso-
morphic to the algebra Aζ(E,d), where dj := 1 − δcj ,0 ∀j. Further observe that for any
permutation σ ∈ Sk, we have an obvious isomorphism of algebras Aζ(E, c) ∼= Aσ(ζ)(E, σ(c)).
It now remains to count the number of possible nondecreasing 0, 1-valued sequences of length
k, and there are precisely k+1 of them. Since ζ 6= (1, . . . , 1), the previous part shows that
the centers of these k+1 algebras are polynomial rings with pairwise distinct transcendence
degrees over F. Thus the k + 1 algebras in question are pairwise non-isomorphic.
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(3) That B± do not contain zerodivisors holds more generally by Theorem 4.9. The statement
about Verma module embeddings is now standard.
(4) This part is proved similarly to Proposition 4.18.
(5) Note that 〈Q+0 〉 = Zk ⋉ζ E, which embeds into Ĥ0
free
via the evaluation maps. Next,
given λ ∈ Ĥ0
free
and we first claim that every nonzero weight vector of the Verma module
M(λ) with weight in (ZJ ⋉ζ E) ∗ λ is maximal. To show the claim, it suffices to show that
b−mλ is maximal, for every monomial word b− = t
−e
∏
j∈J(x
−
j )
nj ∈ X−irr. But now we
compute using the algebra relations that te
′ · b−mλ = b−t
∏
j∈J ζ
nj
j
e′mλ = 0; and similarly,
x+j b−mλ = 0 for all 1 ≤ j ≤ k. This proves the claim. Finally, similar to Proposition 4.19
we obtain that S3(λ) ⊃ ZJ ⋉ζ E and S1(λ) ⊃ (E ∩ (−∞, 0)) ∗ λ for all λ ∈ Ĥ0
free
.

Remark 4.28. In [GGOR], one finds a homological treatment of Category O over a very general
class of algebras A. We point out that the framework in the present paper cannot be subsumed
under that paradigm, because of non-based examples such as A = Aζ(E, c) above. In such non-
based cases, there does not exist an inner grading by any subgroup of R (e.g. via taking the
commutator with some element ∂ ∈ A, as discussed in [GGOR]).
5. Based and non-based Lie algebras with triangular decomposition
The remainder of the paper focusses on applying the theory from Section 3 to a large class of
algebras studied in the literature – as well as novel examples including stratified Virasoro algebras
and certain triangular generalized Weyl algebras. The examples are presented in “decreasing order
of familiarity” in the following sense: this section and the next discuss two “well-known” families of
strict, based Hopf RTAs of finite rank: Lie algebras and quantum groups. The reader who wishes
to skip these examples and focus immediately on non-strict or non-Hopf RTAs, can jump ahead
to (a) non-based RTAs in Section 5.2; (b) infinitesimal Hecke algebras in Section 7 (rank one) and
Section 10 (higher rank); or (c) generalized Weyl algebras in Sections 8 and 9.
We begin by discussing the case of A = Ug for g a Lie algebra with regular triangular decompo-
sition. Such Lie algebras are defined and explored in great detail in [RCW, MP], so this section is
restricted to briefly mentioning some examples, after defining such Lie algebras. We also observe
at the very outset that by Remark 3.7, it is possible to work with all of O = O[Ĥ1
free
] when A is
a HRTA. This is the case in the present section as well as the next two.
Definition 5.1. Assume charF = 0. A Lie algebra g, together with the following data, is a Lie
algebra with triangular decomposition (also called a regular triangular Lie algebra or RTLA):
(1) g = g− ⊕ h⊕ g+, where all summands are nonzero Lie subalgebras of g, and h is abelian.
(2) g+ is an ad h-semisimple module with finite-dimensional h-weight spaces.
(3) All ad h-weights for g+ lie in Q+ \ {0}, where Q+ denotes a free abelian monoid with finite
basis ∆′ := {αj}j∈J ; this basis consists of linearly independent vectors in h∗.
(4) There exists an anti-involution ω of g that sends g+ to g− and preserves h pointwise.
In contrast, a general, non-based RTA does not require Q+0 to be Z+∆′ for finite – or infinite – ∆′.
Also note that we require charF = 0 in order that the abelian monoid Q+0 = Q+ = Z+∆′ is an
RTM (i.e., satisfies Condition (RTM1)).
The following result summarizes the main (functorial) properties of such Lie algebras, and is not
hard to show.
Proposition 5.2.
(1) If g is an RTLA, then Ug is a strict, based Hopf RTA with base of simple roots ∆′.
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(2) If gi is an RTLA for 1 ≤ i ≤ n, and h′ is an abelian Lie algebra, then h′ ⊕
⊕n
i=1 gi is an
RTLA as well (with pairwise commuting summands).
(3) If g is an RTLA and V ⊂ Z(g) is any subspace, then g/V is an RTLA.
Note here that the adjoint action of H1 = H0 = Uh = Sym h is given by adh(x) = hx − xh for
x ∈ A = Ug. Moreover, Condition (RTA1) holds because of the Poincare-Birkhoff-Witt Theorem
for Ug, and Ĥ1 = Ĥ0 = h
∗.
5.1. Examples of RTLAs. For completeness, we mention a large number of well-studied examples
of RTLAs in the literature (which yield strict Hopf RTAs).
Example 5.3 (Symmetrizable Kac-Moody Lie algebras). See [Kac2] for the definition and basic
properties of g = n− ⊕ h⊕ n+. Note that if g is complex semisimple (and finite-dimensional), then
Harish-Chandra’s theorem implies that S4(λ) = W • λ ∀λ ∈ h∗ (the twisted Weyl group orbit).
Thus, all Conditions (S) hold by Theorem A, and all blocks O[S3(λ)] of O = O[Ĥ1
free
] are highest
weight categories with BGG Reciprocity.
We now mention two generalizations of Kac-Moody Lie algebras, which are also RTLAs.
Example 5.4 (Contragredient Lie algebras). These are a family of Lie algebras defined in [KK],
which can be verified to be RTLAs (and for which Kac and Kazhdan proved the Shapovalov
determinant formula).
Example 5.5 (Some (symmetrizable) Borcherds algebras and central extensions). These Lie al-
gebras are defined and studied in [Bo1, Bo2]; we remark that they are also RTLAs under certain
additional assumptions, but not in general.
Example 5.6 (The Virasoro and Witt algebras). The Witt algebra is the centerless Virasoro
algebra. Both of these Lie algebras are RTLAs; see [FeFu, KR], for example.
Example 5.7 (Heisenberg algebras extended by derivations). Both these and the (centerless) Vi-
rasoro algebras can be found in [MP], for instance. It is not hard to show that all Conditions (S)
fail to hold for (centerless) extended Heisenberg algebras if V 6= 0.
Example 5.8 (Certain quotients of preprojective algebras of loop-free quivers). Let Q be a finite
acyclic quiver (i.e., containing no loops or oriented cycles) with path algebra FQ = ⊕n≥0(FQ)n,
where each summand has a basis consisting of (oriented) paths in Q of length n. Thus (FQ)0 and
(FQ)1 have bases I of vertices ei and E of edges a respectively. Assume I,E 6= ∅. Now construct
the double Q of Q, by adding an “opposite” edge a∗ for each a ∈ E.
The sub-quiver Q∗ is defined with vertices I and edges a∗. Now define g = FQ/(a′a∗, a∗a′ : a′ ∈
(FQ)1, a
∗ ∈ (FQ∗)1). This is an associative algebra, and a quotient of the preprojective algebra
introduced in [GP], namely, FQ/(
∑
a∈E [a, a
∗]). One uses the associative algebra structure to show
that g is an RTLA, using: g+ :=
⊕
n>0(FQ)n, h := (FQ)0, and g
− :=
⊕
n>0(FQ
∗)n. Moreover,
[g+, g−] = 0, using which it can be shown that all Conditions (S) fail to hold.
Remark 5.9 (Toroidal Lie algebras). These Lie algebras are defined (see [BeMo, Section 0]) to
be the universal central extensions of Rn ⊗ g, where g is a simply laced Lie algebra and Rn =
F[T±11 , . . . , T
±1
n ]. The central extension is by Z := Ω
1Rn/dRn.
Clearly, the regularity condition fails here, so that toroidal Lie algebras are not RTLAs. We can,
however, look at a related algebra, namely Ug⊗Rn. By the above result, this is a strict Hopf RTA.
If the central extension above splits, then U(g⊕ Z)⊗Rn is also a strict Hopf RTA.
5.2. Non-based Lie algebras with triangular decomposition. We now discuss examples of
non-based RTAs arising from Lie algebras (which are necessarily not RTLAs). Such Lie algebras
have emerged from mathematical physics and are the subject of active study.
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Example 5.10 (Generalized Virasoro algebras). A relatively modern construction (which is among
the RTLAs not covered in [MP], say) consists of generalized Virasoro algebras Vir[G]. These
algebras were defined in [PZ] and have been the subject of a large body of literature; see e.g. [HWZ,
LZ] and the references therein. They involve working over a field F of characteristic zero and a
group 0 6= G ⊂ (F,+). Then Vir[G] is a G-graded Lie algebra with similar relations to the usual
Virasoro algebra. Now suppose F = R ⊃ G. If G = αZ for some α 6= 0 then Vir[G] is discretely
graded (and based); otherwise for G 6= αZ, the algebra is not discretely graded (and hence not
based). In the case when the group G has a total ordering compatible with addition, Vir[G] has
a triangular decomposition – in fact, U(Vir[G]) turns out to be a (possibly non-based) strict Hopf
RTA – and its Category O has been studied in great depth; see loc. cit.
Remark 5.11. Note in the theory developed above that the group 〈Q+r 〉 usually does not equal
the disjoint union (Q−r \ {idHr})
∐Q+r for r = 0, 1 (notation as in Lemma 2.9). For instance,
this is the case for semisimple Lie algebras (and more generally, for all RTLAs) of rank at least 2.
However, sometimes it does happen that 〈Q+r 〉 = Q+r ∪ Q−r . One example is precisely the higher
rank/generalized Virasoro algebras over a totally ordered group G.
Example 5.12 (Generalized Schro¨dinger-Virasoro algebras). Another modern construction of a
strict RTA not found in [MP] is the Schro¨dinger-Virasoro algebra. This is a Lie algebra whose con-
struction is motivated by the free Schro¨dinger equation in (1+1)-variables, and involves extending
the centerless Virasoro Lie algebra by a 2-step nilpotent Lie algebra formed by bosonic currents.
The larger class of generalized Schro¨dinger-Virasoro algebras gsv[G] over totally ordered groups
G ⊂ (F,+), as well as their Verma modules were studied in [TZ] (see also [LS]). Once again, their
universal enveloping algebras provide examples of Hopf RTAs that are possibly non-based.
Example 5.13 (Twisted Heisenberg-Virasoro algebra). This algebra was introduced and studied
by Billig in [Bi]. It is not hard to show that its universal enveloping algebra is a Hopf RTA.
General construction: stratified Virasoro algebras. In light of the above “generalized”
Virasoro-type examples, it is natural to ask if there is a unified framework of a general Lie al-
gebra g, which encompasses all of the above examples (i.e., in Section 5.2). We now provide a
positive answer to this question, over an arbitrary field F of characteristic zero:
(1) g is a Lie algebra for which there exist nonnegative integers M,N ∈ Z+ such that
g = Z ⊕
N⊕
j=0
gj , g0 =
M⊕
k=0
g0[k],
with all summands being vector spaces, and Z central in g.
(2) There exists an additive subgroup G0k ⊂ (F,+) for each 0 ≤ k ≤M , such that G0k +G0k′ ⊂
G0k+k′ whenever k + k
′ ≤M .
(3) For each 1 ≤ j ≤ N , there exists a subset G+j ⊂ (F,+) satisfying: (a) G+j is an additive
subgroup of (F,+), or else 〈G+j 〉 \ G+j is an additive subgroup of (F,+) and G+j is a coset
of it; (b) G+j +G
+
j′ ⊂ G+j+j′ whenever j + j′ ≤ N ; and (c) G0k +G+j ⊂ G+j for all j, k.
(4) There exists a total ordering on the subgroup of F spanned by all G0k, G
+
j .
(5) For all 0 < j ≤ N , the vector space gj is spanned by an F-basis {L+j,α : α ∈ G+j }. Similarly,
for all 0 ≤ k ≤ M , the vector space g0[k] is spanned by an F-basis {L0k,α : α ∈ G0k}.
Moreover, these basis vectors satisfy the relations:
[L+j,α, L
+
j′,β] = 1j+j′≤Nf
++
j,j′ (α, β)L
+
j+j′,α+β + 1α+β=0g
++
j,j′ (α, β)z
++
j,j′ ,
[L0k,α, L
0
k′,β] = 1k+k′≤Mf
00
k,k′(α, β)L
0
k+k′,α+β + 1α+β=0g
00
j,j′(α, β)z
00
k,k′ , (5.14)
[L0k,α, L
+
j,β] = f
0+
k,j (α, β)L
0
j,α+β + 1α+β=0g
0+
k,j(α, β)z
0+
k,j ,
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for suitable functions f00j,j′, f
++
k,k′ , f
0+
k,j and similarly for the g-functions, and with (suitable)
central elements z++j,j′ , z
00
k,k′ , z
0+
k,j ∈ Z.
The aforementioned construction yields a Lie algebra whose universal enveloping algebra is an
RTA, provided the f, g-functions and central elements satisfy certain compatibility conditions aris-
ing for the following reasons:
• the anti-symmetry of the Lie bracket;
• the Jacobi identity; and
• the anti-involution i, which should send L+j,α to L+j,−α and L0k,α to L0k,−α.
Call any Lie algebra g satisfying these assumptions a stratified Virasoro algebra. Then U(g)
is a Hopf RTA with Cartan subalgebra U(h), where h = Z ⊕
M⊕
k=0
FL0k,0 ⊕
⊕
j:0∈G+j
FL+j,0. It is not
hard to show that this construction of a stratified Virasoro algebra encompasses all of the variants
of Virasoro-type algebras discussed above. For instance, the usual Virasoro algebra is a stratified
Virasoro algebra with dimF Z = 1 and M = N = 0, with G
0
0 = Z.
6. Extended quantum groups for symmetrizable Kac-Moody Lie algebras
The next class of examples consists of quantum groups, which are also strict Hopf RTAs. Suppose
C is a generalized Cartan matrix (GCM) corresponding to a symmetrizable Kac-Moody Lie algebra
g = g(C). Our goal is to construct a family of quantum algebras associated to the generalized
Cartan matrix C, which we term extended quantum groups. Examples of such algebras include
quantum groups that use neither the co-root lattice Q∨ nor the co-weight lattice P∨, but some
intermediate lattice, as well as possible torsion elements. Moreover, we also study conditions under
which all of these algebras satisfy the various Conditions (S).
6.1. The construction and triangular decomposition. To define the aforementioned family
of quantum groups, some notation is required. Recall that a GCM is a matrix C = (cij)i,j∈I where
I is finite, cii = 2, cij is a nonpositive integer for all i 6= j ∈ I, and cij = 0 if and only if cji = 0. We
say that C is symmetrizable if there exist positive integers di such that dicij = djcji for all i, j ∈ I.
We will also use the Gaussian integers and binomial coefficients in the ground field F: given q ∈ F×
that is not a root of unity, and integers 0 ≤ m ≤ n, define
[n]q :=
qn − q−n
q − q−1 , [n]q! :=
n∏
m=1
[m]q, [0]q! := 1,
(
n
m
)
q
:=
[n]q!
[m]q![n−m]q! .
Definition 6.1. Fix a ground field F and a nonzero scalar q ∈ F× that is not a root of unity.
(1) In this section, an extended Cartan datum consists of the following data:
• A symmetrizable GCM C := (cij)i,j∈I and a diagonal matrix D with positive integer
diagonal entries di such that dicij = djcji.
• A free abelian group Q∨ ∼= ZI with Z-basis {Ki : i ∈ I}. (This is the “co-root lattice”
inside h, in the symmetrizable Kac-Moody Lie algebra g = g(C).)
• An abelian group Γ ⊃ Q∨, as well as a finite set of characters ∆′ := {νi : Γ→ F× : i ∈
I} such that νi|Q∨ = qαi . In other words, νi(Kj) = qdjcji = νj(Ki) for all i, j ∈ I.
(2) Given an extended Cartan datum (C,D,Q∨ ⊂ Γ,∆′ = {νi}), define the extended quantum
group Uq,C(Γ,∆
′) to be the F-algebra generated by Γ and {ei, fi : i ∈ I}, modulo the
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following relations:
geig
−1 = νi(g)ei, gfig
−1 = νi(g
−1)fi ∀i ∈ I, g ∈ Γ; [ei, fj ] = δi,jKi −K
−1
i
qdi − q−di ,
1−cij∑
l=0
(−1)l
(
1− cij
l
)
qdi
e
1−cij−l
i eje
l
i = 0, (q-Serre-1)
1−cij∑
l=0
(−1)l
(
1− cij
l
)
qdi
f
1−cij−l
i fjf
l
i = 0. (q-Serre-2)
(3) Define B± to be the subalgebras of Uq,C(Γ,∆
′) generated by the eis and fis respectively
and H1 = H0 := FΓ.
Remark 6.2. Extended quantum groups can be defined for Γ any intermediate lattice between Q∨
and P∨. For instance, for Γ = Q∨ we recover the usual quantum group Uq(g) = Uq,C(Q
∨, {qαi : i ∈
I}). This is the approach followed in [Ja, §4.2] (when A is of finite type). In what follows, we will
freely identify αi with q
αi , since we only deal with quantum groups and q is not a root of unity.
On the other hand, [HK, Section 3.1] or [Jos, Section 3.2.10] work with Γ = P∨, the co-weight
lattice inside h, and νi(q
h) = qαi(h), for the simple roots αi ∈ h∗. Moreover, Ki = qdihi , where
hi = [ei, fi] in Ug. Note that all of these algebras are special cases of extended quantum groups.
In fact the family of extended quantum groups is more general than the above examples, because
Γ is allowed to have torsion elements, in which case it does not embed into Q ⊗Z Q∨ ⊂ h. Thus
there may not exist a bilinear form (and hence, a Hopf pairing) on Γ, as is used in the literature.
We now list some basic properties of extended quantum groups.
Proposition 6.3. Fix an extended Cartan datum and define Uq,C(Γ,∆
′) as above.
(1) Uq,C(Γ,∆
′) has a Hopf algebra structure, with the comultiplication ∆, counit ε, and antipode
S given on generators by
ε(g) = 1, ε(ei) = ε(fi) = 0, ∀g ∈ Γ, i ∈ I
∆(g) = g ⊗ g, ∆(ei) = ei ⊗K−1i + 1⊗ ei, ∆(fi) = fi ⊗ 1 +Ki ⊗ fi,
S(g) = g−1, S(ei) = −eiKi, S(fi) = −K−1i fi.
(2) Uq,C(Γ, ν) has an involution T that sends g ∈ Γ to g−1 and ei to fi for all i ∈ I. Restricted
to B+, T is an algebra isomorphism onto B−.
(3) TST = S−1 6= S, whence ST 6= TS are anti-involutions i on Uq,C(Γ, ν), which restrict to
the identity on H1.
(4) A = Uq,C(Γ,∆
′), together with the data (B±,H1 = H0 = FΓ,∆
′, i = ST or TS) forms a
strict, based Hopf RTA (of finite rank) if and only if ∆′ is Z-linearly independent in Ĥ1.
Proof. The first three parts are shown by adopting the proofs and arguments found in [HK, Section
3.1] to Uq,C(Γ,∆
′). Since both TST and S−1 are F-algebra anti-automorphisms, the third part
follows by checking that they agree on generators. For the fourth part, one implication is immediate
from the axioms, and the converse is not hard to verify when ∆′ is Z-linearly independent. 
Extended quantum groups are very similar in structure to the quantum groups that have been
very well-studied in the literature. In some sense, they “quantize” the contragredient Lie algebras
defined in Example 5.4 (i.e., in [KK]), after removing some of the assumptions therein. Thus the
classical limit and representation theory (at least, for integrable modules) should be similar to the
traditionally well-studied cases. We expect that the analysis in [HK, Chapter 3] should go through
for the algebras Uq,C(Γ,∆
′) as well, but do not proceed further along these lines, as it is not focus
of the present paper.
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We now show that extended quantum groups of finite type satisfy all of the Conditions (S). The
following is the main result in this section.
Theorem 6.4. Fix a ground field F with charF 6= 2, 3 and such that F× is a divisible group (e.g.,
F = F). Also suppose q ∈ F× is not a root of unity, the matrix C is of finite type, and [Γ : Q∨] <∞.
Then there exist extensions νi of the characters q
αi from Q∨ to Γ. For each such choice ∆′ =
{νi : i ∈ I} of extensions, A = Uq,C(Γ,∆′) satisfies Condition (S4), and hence all other conditions
(S). In particular, all blocks of O = O[Ĥ1
free
] are highest weight categories with BGG reciprocity.
In particular, all Conditions (S) (and properties such as BGG Reciprocity) hold for all extended
quantum groups with Γ “in between” the co-root and co-weight lattices, or containing additional
finite-order torsion subgroups. We remark that a special case of our result was known for Γ = P∨
from [Jos, Lemma 8.3.2], which stated that χµ = χλ on the center of Uq,C(P
∨, {qαi}) if and only if
µ ∈ (W ⋉ (Z/2Z)I) • λ.
Proof. As the proof is somewhat lengthy, we break it up in to steps for ease of exposition.
Step 1. We first extend the characters qαi from Q∨ to Γ. Consider the short exact sequence
0→ Q∨ ι−→ Γ→ Γ/Q∨ → 0 in the category of abelian groups. Since F× is divisible – i.e., injective
– this yields:
0→ Homgroup(Γ/Q∨,F×)→ Homgroup(Γ,F×) ι
∗−→ Homgroup(Q∨,F×)→ 0. (6.5)
Now think of the simple roots αi as elements of Homgroup(Q
∨,F×), via:
αi(q
h) := qαi(h).
Note that the subgroup generated by the αi is free because q is not a root of unity in F. It is then
possible to lift qαi , via the injectivity of F×, to any νi ∈ (ι∗)−1(qαi) ⊂ Homgroup(Γ,F×).
Step 2. The next claim is that if Q∨ ⊂ Γ′ ⊂ Γ are abelian groups with ∆′ := {νi : i ∈ I} ⊂
Homgroup(Γ,F
×) being Z-linearly independent characters when restricted to Γ′, then
Z(Uq,C(Γ
′,∆′|Γ′)) = Z(Uq,C(Γ,∆′)) ∩ Uq,C(Γ′,∆′|Γ′). (6.6)
Indeed, the only nontrivial assertion in Equation (6.6) is to show that Z(Uq,C(Γ
′,∆′|Γ′)) ⊂
Z(Uq,C(Γ,∆
′)). Suppose z ∈ Z(Uq,C(Γ′,∆′Γ′)); since z commutes with Γ′, it has weight 0 in
Uq,C(Γ
′,∆′|Γ′), and hence also in Uq,C(Γ,∆′) (since the weight space decompositions of Uq,C(Γ′,∆′)
→֒ Uq,C(Γ,∆′) agree). Thus, z commutes with Γ, and since it commutes with each ei and fi, z is
central in Uq,C(Γ,∆
′) as well.
Step 3. For convenience, define Ĝ:= Homgroup(G,F×), for any group G. Thus Γ̂= Ĥ1 in our
setting. Now to prove the result, fix λ ∈ Γ̂and suppose χµ = χλ : Z(Uq,C(Γ,∆′)) → F for some
µ : Γ → F×. Then χµ, χλ agree when restricted (by the previous step) to Z := Z(Uq(g)), where
Uq(g) = Uq,C(Q
∨, {qαi}). Thus µ◦ξ = λ◦ξ on Z. Now recall the following result from [Ja, Sections
4.2 and 6.25-6.26]: If Γ = Q∨ and νi = αi are the “simple roots”, then the Harish-Chandra map is
an isomorphism
ρH1(q
θ) ◦ ξ : Z(Uq(g)) ∼−→ F[Q∨ ∩ 2P∨]W .
Here, θ denotes the half-sum of positive roots, and ρH1 is the weight-to-root map that was studied
in Proposition 2.15. (We identify h ↔ h∗ via the Killing form.) It follows from above that
µ ◦ ρH1(q−θ) = λ ◦ ρH1(q−θ) on F[Q∨ ∩ 2P∨]W .
Step 4. The remainder of the proof studies the chain of algebras F[Q∨∩2P∨]W →֒ F[Q∨∩2P∨] →֒
F[Q∨] →֒ F[Γ]. Note that Q∨ ∩ 2P∨ is a lattice, so SpecF[Q∨ ∩ 2P∨] = (F×)rk(Q∨∩2P∨). Now recall
the Nagata-Mumford Theorem from (a special case of) [Muk, Theorem 5.3]: Suppose a finite group
W acts on an affine variety X (i.e., its coordinate ring R). Then the map Φ : X = Spec(R) →
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X/W := Spec(RW ) (induced by the inclusion RW →֒ R) is a surjection that factors through a
bijection Φ : X/W → X/W , where X/W denotes the W -orbits in X.
Applying this to X := Q∨ ∩ 2P∨, it follows that the set of possible extensions ν ∈ (Q∨ ∩ 2P∨)̂
of λ ◦ ρH1(q−θ) : F[Q∨ ∩ 2P∨]W → F is a W -orbit, hence finite (thus, {ν ◦ ρH1(q−θ)} is also finite).
Step 5. Finally, consider the map : Γ̂→ (Q∨ ∩ 2P∨) .̂ By the injectivity of F× and an analogue
of Equation (6.5) in this situation, it suffices to show that Γ/(Q∨ ∩ 2P∨) is finite (for then ι∗ is a
surjection with finite fibers). But Γ/(Q∨ ∩ 2P∨) is indeed finite, since
[Γ : Q∨ ∩ 2P∨] = [Γ : Q∨] · [Q∨ : Q∨ ∩ 2P∨] ≤ [Γ : Q∨] · [P∨ : 2P∨] <∞.
To conclude, {µ ∈ Γ̂= Ĥ1 : χµ = χλ} ⊂ {µ ∈ Γ̂: µ◦ρH1(q−θ) = λ◦ρH1(q−θ) on (Q∨∩2P∨)W },
and the latter is a finite set by the above analysis. Thus Uq,C(Γ,∆
′) satisfies Condition (S4). 
7. Further examples of strict, based Hopf RTAs
Before moving on to RTAs that are either not Hopf RTAs or not strict, we write down some
more examples of strict, based Hopf RTAs of low rank. The first of these examples shows the
need to use Condition (S3) instead of central characters/Condition (S4) in order to obtain a block
decomposition of O.
Example 7.1 (Rank one infinitesimal Hecke algebras and their quantized analogues). Suppose
charF = 0. The (Lie) rank one infinitesimal Hecke algebra is defined to be a deformation Hz of
H0 := U(sl2(F)⋉F2), where F2 is spanned by a weight basis x, y (over the Cartan subalgebra of sl2,
which is spanned by h). The deformed relation is [x, y] = z(C), where C is the quadratic Casimir
element of U(sl2) and z ∈ F[T ] is an arbitrary polynomial.
The family of algebras Hz was introduced in [Kh1] and extensively studied in [KT]. It can be
seen from loc. cit. that Hz is a strict, based Hopf RTA of rank one with H1 = H0 = F[h] and
∆′ = {12α}, where α is the root of sl2. (We remind the reader that in the literature, roots of
semisimple Lie algebras are assumed to lie in the dual space h∗ of the Cartan Lie subalgebra, via
the weight-to-root map ρU(h).) In particular, Ĥ1
free
= Ĥ1 = F. In [KT], it is also shown that
similar to complex semisimple Lie algebras (e.g., U(sl2)),
• The center Z(A) is isomorphic to a polynomial algebra in one variable – the “quadratic”
Casimir element.
• Condition (S4) holds for Hz if z 6= 0. (Thus O satisfies BGG Reciprocity.)
• Every central character is of the form χλ for some λ ∈ Ĥ1, if F is algebraically closed of
characteristic zero (see [H1, Exercise (23.9)]).
• If z 6= 0, there are at most finitely many pairwise non-isomorphic simple finite-dimensional
objects in O.
The algebras Hz possess quantizations Hz,q for q 6= 0,±1, which were explored in detail in [GK].
The quantum algebras Hz,q turn out to be deformations of Uq(sl2(F))⋉F[x, y] whose classical limits
as q → 1 are once again Hz; see [GK]. They have been found to possess very similar properties to
Hz, including a strict, based Hopf RTA structure. However, it was shown in [GK, Theorem 11.1]
that if q is not a root of unity, and z = qyx − xy 6= 0, then Z(Hz,q) = F. Thus Condition (S4)
clearly fails. Nevertheless, [GK, Propositions 8.2, 8.13] show that O = O[Ĥ1
free
] is a highest weight
category satisfying Condition (S3). Thus our framework allows us to prove that O is a direct sum
of blocks with BGG Reciprocity, even though it has trivial center and Condition (S4) fails to hold.
Example 7.2. The next example is that of a strict Hopf RTA that was recently studied by Batra
and Yamane [BY]. In that work, the authors defined “generalized quantum groups” U(χ,Π), which
are a family of quantum algebras corresponding to a semisimple Lie algebra (akin to the algebras
Uq,C(Γ,∆
′)). The (skew) centers of these algebras and Harish-Chandra type results were studied
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in loc. cit. We observe here that the algebra U(χ,Π) is a strict, based Hopf RTA when χ is
non-degenerate and χ(αi, αj) is not a root of unity for any i, j ∈ I.
The following example is a degenerate one.
Example 7.3 (Regular functions on affine algebraic groups). It is well-known that the category
of commutative Hopf algebras is dual to the category of affine algebraic groups. Thus if G is any
affine algebraic group, then H1 = H0 = C[G] is a commutative Hopf algebra, and hence A = H1 is
a strict, based HRTA as well, with ∆′ the empty set. Note that H1 need not be cocommutative in
general (since G need not be commutative).
In general, every commutative (Hopf) F-algebra H1 is a strict, based (Hopf) RTA of rank zero,
via: H1 = H0 = F ⊗H1 ⊗ F = Z(H1). In this context, O = O[Ĥ1
free
] trivially satisfies Condition
(S4) (and hence Conditions (S1)–(S3)), and also is a semisimple (highest weight) category.
The final example in this section is stated for completeness, and is illustrative in showing how to
combine both of the main theorems in Section 3.3, in order to study Category O. (More generally,
one can use Theorem B to create more examples of (strict) (based) (Hopf) RTAs by taking tensor
products.)
Example 7.4. In [Zhi], Zhixiang studied the homological properties and representations of the
“double loop quantum enveloping algebra” (DLQEA), which is a Hopf algebra isomorphic to
Uq(sl2) ⊗ F[g±1, h±1] as an algebra (but not as Hopf algebras). Here F is an algebraically closed
field of characteristic zero. The aforementioned algebra isomorphism and Theorem B shows that
the DLQEA is a strict, based HRTA of rank one, and the representation theory of Category O
reduces to that for Uq(sl2) and for F[g
±1, h±1]. Now use Theorems A and B, Example 7.3, and the
results in Section 6 to conclude that the DLQEA satisfies Condition (S4), and hence, Theorem A.
8. Rank one RTAs: Triangular Generalized Weyl Algebras
In the remainder of this paper we discuss more families of based RTAs, some of which are either
not Hopf RTAs, or not strict. These examples further demonstrate the need to use the full power
of our framework. All of the examples in this section and the next fall under the following setting.
Definition 8.1. Fix a field F, an associative F-algebra H, an F-algebra map θ : H → H, and
z0, z1 ∈ H. The triangular generalized Weyl algebra (or triangular GWA) associated to this data
is the F-algebra
W(H, θ, z0, z1) := H〈d, u〉/(uh = θ(h)u, hd = dθ(h), ud = z0 + dz1u ∀h ∈ H). (8.2)
As we will presently see, this construction is very general and incorporates a large number of
algebras studied in the literature. We now briefly list the contents of this section. In Section 8.1
we discuss the structure and representation theory of O for triangular GWAs. Sections 8.2 and 8.3
discuss a large number of examples of triangular GWAs, many of them arising from mathematical
physics. The examples are of two flavors - “classical” and “quantum”. In Section 8.4 we explain
how these two types of examples are related in a precise way. Our construction of the “classical
limit” extends – to a large family of generalized down-up algebras – the relation between classical
and quantum sl2.
8.1. Structure and block decomposition of O over triangular GWAs. Henceforth we will
assume that θ is an automorphism, as well as some other properties that we now discuss.
Lemma 8.3. Suppose θ : H → H is an automorphism. Then W(H, θ, z0, z1) satisfies (RTA1) with
B+ = F[u], B− = F[d], and H1 = H, if and only if z0, z1 are central in H.
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Proof. Compute for all h ∈ H:
h(ud) = h(z0 + dz1u) = hz0 + dθ(h)z1u,
(hu)d = uθ−1(h)d = (ud)h = (z0 + dz1u)h = z0h+ dz1θ(h)u.
Now if W(H, θ, z0, z1) satisfies (RTA1), then the equality between these two expressions for all
h ∈ H implies that z0, z1 ∈ Z(H). To show the converse, use the Diamond Lemma from [Be]
in a manner similar to the proof of Theorem 4.9. Namely, define the usual set of generators
X = {u, d, hi}, where {hi : i ∈ I} range over an F-basis of H, with a fixed element 0 ∈ I
corresponding to h0 = 1H . Also fix a total ordering of I – and hence of {hi} – in which 0 = min I.
Now define a semigroup partial order on the free monoid 〈X〉 generated by X, via: words of longer
length are larger, u > hi > d ∀i, and now extend both these to the lexicographic order on words of
the same length.
Then the reductions are: hihj reduces via the structure constants for multiplication in H, ud 7→
z0 + dz1u, uh 7→ θ(h)u, and hd 7→ θ(h)d. These are clearly compatible with the semigroup partial
order. Moreover, given w = T1 · · · Tn ∈ 〈X〉, one checks that the function f(w) = n+#{(i, j) : i <
j, Ti > Tj ∈ X} is a misordering index (i.e., it strictly reduces with each reduction).
To now use the Diamond Lemma, note that we only have overlap (minimal) ambiguities –
and hh′h′′, uhh′, hh′d are resolved using the relations in the associative F-algebra H. We now
(informally) apply our reductions to the only the “nontrivial” ambiguity uhd, using also that
z0, z1 ∈ Z(H):
(uh)d 7→ θ(h)ud 7→ θ(h)(z0 + dz1u) 7→ θ(h)z0 + dθ2(h)z1u,
u(hd) 7→ udθ(h) 7→ (z0 + dz1u)θ(h) 7→ z0θ(h) + dz1θ2(h)u.
Since z0, z1 are central, the ambiguity is resolvable and the deformation is flat (i.e., W(H, θ, z0, z1)
satisfies (RTA1)) by the Diamond Lemma. 
Assumption 8.4. For the remainder of this section and the next, assume that H is commutative,
and θ is an algebra automorphism of H of infinite order.
In order to discuss the structure of triangular GWAs, we now introduce a sequence z˜n of distin-
guished elements in a triangular GWA (more precisely, in its subalgebra H).
Definition 8.5. Suppose θ : H → H is an algebra automorphism. Given n ∈ N, define
z′n :=
n−1∏
i=0
θi(z1), z
′
0 := 1, z˜n :=
n−1∑
j=0
θj(z0z
′
n−1−j), z˜0 := 0, z˜−n := θ
−n(z˜n). (8.6)
Now given a weight λ : H → F, define [λ] := {θ−n ∗ λ : n ∈ Z, λ(z˜n) = 0} ⊂ Ĥ.
We now discuss some basic properties of triangular GWAs, which concern central characters and
the block decomposition of O.
Theorem 8.7. Suppose A = W(H, θ, z0, z1) is a triangular GWA (over any field F). Then A is
a strict, based RTA of rank one (with ∆ := {θ} and H1 = H0 := H) if and only if A satisfies
Assumption 8.4.
Suppose henceforth that the triangular GWA A is a strict, based RTA of rank one.
(1) For all m,n ≥ 0, the Shapovalov form of F[d] is given by 〈dm, dn〉 = δm,n
∏n
j=1 z˜j .
(2) S3(λ) = [λ] for all λ ∈ Ĥfree.
(3) Suppose z1 = 1 and z0 ∈ im(idH −θ). Define a quadratic Casimir operator to be Ω := du+ζ
for any ζ ∈ H satisfying: (idH −θ)(ζ) = z0. Then,
Z(A)∩H = ker(idH −θ), Z(A) = (Z(A)∩H)[Ω], S4(λ)∩(Zθ∗λ) = S3(λ) = [λ] ∀λ ∈ Ĥfree.
Moreover, Ω is transcendental over Z(A) ∩H.
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Consequently, A satisfies Condition (S3) if and only if |[λ]| < ∞ for all λ ∈ Ĥfree. The last part
also says that the converse to Lemma 3.20 holds for triangular GWAs when z0 = 1 and a quadratic
Casimir exists.
Proof. Set B+ := F[u], B− := F[d], H1 = H0 := H, and ∆ := {θ}. Now the first assertion is not
hard to show, using the anti-involution that sends u to d and fixes H. To show the next result, we
prove some intermediate equivalences that may be useful in their own right. First, specializing the
analysis in Section 3 to A helps determine the structure of Verma modules:
For all weights µ ∈ Ĥfree, M(µ) is a uniserial module, with unique composition series:
M(µ) ⊃M(θ−n1 ∗ µ) ⊃M(θ−n2 ∗ µ) ⊃ · · · ,
where 0 < n1 ≤ n2 ≤ · · · comprise the set {n ∈ N : µ(z˜n) = 0}. Thus O is finite length if and
only if [µ]∩ (−Z+∆ ∗µ) is finite for every µ ∈ Ĥfree. Moreover, the following are equivalent, given
n ∈ Z+ and µ ∈ Ĥ: (a) The multiplicity [M(θn ∗ µ) : L(µ)] is nonzero. (b) [M(θn ∗ µ) : L(µ)] = 1.
(c) (θn ∗ µ)(z˜n) = 0. (d) µ(z˜−n) = 0.
The proof is straightforward, given that M(λ) ∼= F[d] for all λ, and dnmλ spans M(λ)θ−n∗λ for all
λ ∈ Ĥfree and n ≥ 0. The key computation, which is straightforward but longwinded, is to show:
umdn ∈ dn−m ·
n−1∏
j=n−m
z˜j+1 +A · u, ∀0 ≤ m ≤ n. (8.8)
Setting m = 1 and applying (8.8) to the highest weight vector of M(θn ∗ µ) shows that (a) ⇔ (c).
The remaining equivalences are standard. We now sketch the proofs of the three assertions. The
first part follows using Equation (8.8). Next, that S3(λ) = [λ] can be proved using the equivalences
stated above.
It remains to prove part (3) about the center. That Z(A) ∩H = ker(idH −θ) is easily verified.
Now suppose ω ∈ Z(A) is central. Then ω commutes with H, whence ω ∈ H[du] = H[Ω − ζ].
Consider such a central element ω :=
∑
i(du)
ihi, where hi ∈ H ∀i ≥ 0. We then have
ω =
∑
i≥0
(Ω− ζ)ihi =
∑
0≤j≤i
(
i
j
)
Ωjζ i−jhi =
∑
j≥0
Ωj
∑
i≥j
(
i
j
)
ζ i−jhi =
∑
j≥0
Ωjh′j ,
where h′j ∈ H ∀j. Now if ω is central, we compute: 0 = [u, ω] =
∑
j Ω
j [u, h′j ], whence by the
PBW property (RTA1), one checks that [u, h′j ] = 0 ∀j, whence h′j ∈ ker(idH −θ) from above.
Thus ω ∈ (Z(A) ∩ H)[Ω] as claimed. Additionally, it is not hard to see using (RTA1) that Ω is
transcendental over Z(A) ∩H.
Finally, by a previous part and Lemma 3.20, it suffices to show that S4(λ) ∩ (Zθ ∗ λ) ⊂ S3(λ)
for all λ ∈ Ĥfree. Moreover, it further suffices to show the claim that χθ−n∗λ ≡ χλ for some n ≥ 0
if and only if [M(λ) : L(θ−n ∗ λ)] > 0. By the proof of Theorem 8.7, this is equivalent to showing
that λ(z˜n) = 0. Now compute using any quadratic Casimir element and Proposition 3.3:
χλ(Ω)− χθ−n∗λ(Ω) = λ(ζ)− λ(θn(ζ)) = λ ◦ (idH −θn)(ζ) = λ ◦ (idH +θ + · · ·+ θn−1)(z0) = λ(z˜n),
since z1 = 1. Thus the above claim follows, completing the proof. 
8.2. Examples: generalized down-up algebras. We now discuss a family of examples of tri-
angular GWAs, which has been extensively studied in many papers in the literature. These are the
“generalized down-up algebras” introduced by Cassidy and Shelton in [CS], and they are strict,
based RTAs of rank one, with
H = F[h], θ = θr,γ(h) := r
−1(h+ γ), z1 = s
−1, z0 = s
−1f(h), (8.9)
where r, s ∈ F×, γ ∈ F, and f(h) ∈ H is a fixed polynomial in h. (Note that if r = 1
then W(F[h], θ1,γ , s−1f(h), s−1) is a strict, based Hopf RTA of rank one.) The operators d, u in
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W(F[h], θr,γ , s−1f(h), s−1) are thought of as “lowering” and “raising” operators respectively (hence
the name of “down-up” algebras). Examples of such algebras occur in many different settings in
the literature:
(1) In representation theory, Smith [Smi] introduced and studied a family of triangular GWAs
(more precisely, generalized down-up algebras) that are deformations of U(sl2). Smith
showed that these algebras satisfy Condition (S4), as well as an analogue of Duflo’s theorem
for primitive ideals and annihilators of simple modules L(λ).
(2) In mathematical physics, Witten [Wi] introduced a 7-parameter family of deformations of
U(sl2) that include a large sub-family of GWAs. Witten’s motivations arose from vertex
models and duality in conformal field theory. Witten’s family of deformations was later
studied by Kulkarni [Ku1], and a three-parameter subfamily Uabc(sl2) was studied by Le
Bruyn [LeB] under the name of “conformal sl2-algebras”.
(3) In the comprehensive paper [Kac1] studying Lie superalgebras, Kac studied the “dispin Lie
superalgebra” B[0, 1]. In this case,
U(B[0, 1]) =W(C[h], θ = θ1,−1, h, 1), θ(h) = h− 1.
(4) In [Wo], Woronowicz introduced and studied the algebraW(F[h], θ, ν−1h, ν−2) in the context
of quantum groups. This algebra is a generalized down-up algebra where ν ∈ F \ {0,±1}
and θ(h) = ν−4h+ 1 + ν−2.
(5) These algebras also occur in combinatorics, in certain cases when “down” and “up” opera-
tors are defined on the span of a partially ordered set. These were the original “down-up”
algebras, studied by Benkart and Roby in [BR], and they are a special case of generalized
down-up algebras with z0 = h and z1 ∈ F. They have been the subject of continuing interest
– see [CM, Jo2, KM, Ku2, LL] among others.
(6) The algebras studied by Jing and Zhang, as discussed in Example 3.4. In this case one can
show that O[Ĥfree] satisfies Condition (S3) if q is not a root of unity and charF 6= 2, 3.
Note that in a large number of examples mentioned in the above list, the generalized down-up
algebras of interest are described by (8.9) with parameters r = 1, γ 6= 0, f 6≡ 0, and charF = 0. In
such settings it is possible to describe when the algebra satisfies Condition (S3). Thus the following
result deals with block decompositions of O, for all of the above examples at once.
Theorem 8.10. Under the setting of (8.9), and identifying the weights λa : h 7→ a of F[h] with
the corresponding scalars a ∈ F, we have:
Ĥfree =

F \ {γr−1/(1− r−1)}, if r /∈ √1;
F, if γ 6= 0 = char(F), r = 1;
∅, otherwise.
If r = s = 1 and charF = 0, a quadratic Casimir operator Ω always exists, and the center of A is
the polynomial algebra F[Ω].
Now suppose r = 1 and γ 6= 0, f 6≡ 0.
(1) If s = 1, then [λ] is finite for one (equivalently, all) weights λ if and only if charF = 0.
(2) If s is not a root of unity and charF = 0, then [λ] is finite for all λ.
In particular, we conclude via Theorem 8.7 that if charF = 0 and part (1) or (2) holds, then A
satisfies Condition (S3) and hence O[Ĥfree] has BGG Reciprocity.
Theorem 8.10 and its proof are similar in flavor to a subsequent result for “quantum” down-up
algebras (see Theorem 8.14). The proofs of both of these results are deferred to Section 8.5.
8.3. Further examples: quantum triangular GWAs. Another well-studied and important
class of algebras in the literature is similar in structure and has many properties in common with
down-up algebras. These algebras have a “quantum” flavor; a prominent example is Uq(sl2). We
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now introduce the general notion of a quantum triangular GWA. This is a strict, based Hopf RTA of
rank one, which includes as examples several algebras studied in the literature, and also resembles
generalized down-up algebras.
To define a quantum triangular GWA, suppose Γ is an arbitrary abelian group equipped with a
fixed character (or weight) α : Γ→ F×, and H = FΓ is its group algebra. Now define the associated
quantum triangular GWA to be
W(Γ) :=W(FΓ, θ = ρH(α), z0, z1), z0, z1 ∈ H, (8.11)
where the weight-to-root map ρH was studied in Proposition 2.15. Note by Lemma 8.3 that W(Γ)
satisfies Conditions (RTA1) and (RTA3). Moreover, quantum triangular GWAs do not fall under
the framework of generalized down-up algebras, since H is now no longer a polynomial ring but a
group algebra. The present work unites these two settings via triangular GWAs (from Definition
8.1). Moreover, quantum triangular GWAs encompass many families of quantum algebras studied
in the literature:
(1) Quantum sl2: A motivating and fundamental example is Uq(sl2). This is obtained by setting
Γ = Z (more precisely, Γ = KZ for some variable K), and α(K) = q2, z1 = 1, z0 =
K−K−1
q−q−1
for some q 6= 0,±1. More generally, Ji et. al. [JWZ] and Tang [Ta2] studied the quantum
triangular GWAs with arbitrary z0 ∈ H = F[K±1].
(2) The Drinfeld quantum double of the positive part of Uq(sl2) is a special case of a family of
quantum algebras studied by Ji et. al. [JWY] as well as Tang-Xu [TX]. These algebras are
also quantum triangular GWAs, whereH = F[K±1, h±1] and α(K) = q2, α(h) = q−2, z1 = 1.
(3) Double loop quantum enveloping algebras: This construction was discussed in Example 7.4.
(4) Quantized Weyl algebras: This is a degenerate example that we mention for completeness.
Namely, when H = F, α is the (constant) counit map on Γ, and z0 = 1, z1 6= 0, one obtains
the quantized Weyl algebras (and in particular, the first Weyl algebra A1 if z1 = 1).
Remark 8.12. Recall that Crawley-Boevey and Holland studied noncommutative deformations of
Kleinian singularities in [CBH]. These are algebras associated with finite subgroups of SL2(C). In
Type A, these algebras are triangular GWAs with H = F[Z/nZ] for n ∈ N, together with z1 = 1 and
α(m+nZ) := εm (where ε ∈ F× is a primitive nth root of unity). In general, one replaces Z/nZ by
a finite subgroup of SL2(F). In contrast, we will work with subgroups Γ of the torus F
× ⊂ SL2(F)
(which we assume to be infinite in order to obtain a strict, based Hopf RTA structure).
Remark 8.13 (Ambiskew polynomial rings). All of the examples discussed above in this section
have in common that z1 ∈ F. Triangular GWAs where z1 ∈ F× are known as ambiskew polynomial
rings. The study of ambiskew polynomial rings was initiated and carefully developed by Jordan
(see [Jo1, Jo2] for more details). The subject continues to attract much interest – see for instance
[BrMa, Ha, JW] and the references therein. We also remark that the level of generality in defining
an ambiskew polynomial ring has varied throughout the literature. The current – and most general
– version of an ambiskew polynomial ring can be found in [JW, Definition 2.2].
We now state a similar result to Theorem 8.10 for quantum triangular GWAs algebras, which
characterizes when Condition (S3) holds for such algebras. In the following result, as in Theorem
8.10, we will assume that z1 ∈ H× is a unit.
Theorem 8.14. In the setting of (8.11), the orders of θ, α, and Γ/ ker(α) ∼= α(Γ) are either all
infinite, or all equal. Thus Ĥ = Ĥfree if and only if Ĥfree is nonempty, if and only if α(Γ) ⊂ F×
is infinite.
Now suppose z1 = s · [1Γ] = s ∈ F×. Define
√
1 to be the roots of unity in F×, and define
Γ1 := {g ∈ Γ : α(g) = s−1}, Γ2 := {g ∈ Γ : α(g)s ∈
√
1 \ {1}}, Γ3 := {g ∈ Γ : α(g)s /∈
√
1}.
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Also write g ∈ Γ to denote [g], and write
z0 =
∑
g∈Γ1∪Γ2
agg +
∑
i,j
aijgij ∈ FΓ
with ag, aij ∈ F, and gij ∈ Γ3 such that α(g−1ij gkl) has finite order if and only if j = l.
(1) Suppose there exists µ ∈ Ĥfree such that at least one of the following equations holds:∑
i
aijµ(gij)
1− (α(gij)s)−1 = 0 =
∑
g∈Γ1
agµ(g), ∀j, (8.15)
or
∑
i
aijα(gij)µ(gij)
1− (α(gij)s)−1 = 0 =
∑
g∈Γ1
agµ(g), ∀j. (8.16)
Then [µ] is infinite.
(2) Conversely, if charF = 0 and [λ] is infinite for at least one λ ∈ Ĥfree, then at least one of
(8.15) and (8.16) holds for some µ ∈ Z∆ ∗ λ = Zθ ∗ λ ⊂ Ĥfree.
As in the case of Theorem 8.10, the proof of Theorem 8.14 is deferred to Section 8.5. We also
observe that quantum triangular GWAs with z1 = 1 have certain similarities in structure and
center, to symplectic reflection algebras (which were discussed in [EG, Eti]). We do not elaborate
further on this point in the present paper.
8.4. Quantization of generalized down-up algebras. We now describe a concrete connection
between a distinguished class of quantum triangular GWAs and generalized down-up algebras,
which to our knowledge is not explored in the literature even though both families have been
extensively studied (as indicated by the numerous references in this section). More precisely, recall
that Uq(sl2) is a quantization of U(sl2), in the sense of taking a “classical limit” as q → 1 to obtain
U(sl2). Given the family of deformations of U(sl2) studied in [Smi], it is natural to ask if these
triangular GWAs also admit quantizations, which are themselves then flat/PBW deformations of
Uq(sl2). We now introduce a family of quantum triangular GWAs that provides a positive answer
to this question for Smith’s family of algebras, and more generally, for a large class of generalized
down-up algebras.
Example 8.17 (Deformations of quantum sl2 = quantization of generalized down-up algebras).
Consider a generalized down-up algebra given by (8.9), with charF = 0 6= γ and r = 1. By
Theorems 8.7 and 8.10, W =W(F[h], θ1,γ , s−1f(h), s−1) is a strict, based HRTA of rank one, with
Ĥ = Ĥfree = F.
Let q be an indeterminate over F. We now propose a hitherto new family of triangular GWAs
Wq over the F(q)-algebra Hq := F(q)[K,K−1], such that W is the “q → 1” quasi-classical limit of
the algebra Wq. First define a more general family of F(q)-algebras W(Hq = F(q)[K±1], θ, z′0, z′1)
with z′0, z
′
1 ∈ Hq and θ : Hq → Hq an F(q)-algebra automorphism of infinite order. As above, these
algebras are strict, based RTAs of rank one. Now for the desired special case: given l,m, n ∈ Z
with l 6= 0, define the F(q)-algebra Wq(l,m, n) to be:
Wq(l,m, n) :=W(F(q)[K±1], θ : K 7→ q−lK, s−1qmKnf(−γl · K−1q−1 ), s−1). (8.18)
Observe that for various special cases of parameters,Wq(l,m, n) was studied earlier in the literature
(but not in general). Namely, Ji et. al. [JWZ] and Tang [Ta2] studied the sub-family of algebras
Wq(2, 0, 0) with s = 1 and θ(K) = q−2K.
We now prove that the algebras Wq(l,m, n) are indeed quantum analogues of Smith’s family
of deformations of U(sl2) – and more generally, the quantizations of a large class of generalized
down-up algebras (8.9). Note that if such a result is to hold, then highest weight modules over
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Wq(l,m, n) should also “specialize” to highest weight modules over the classical limit. It is natural
to ask how the corresponding highest weights are related.
To answer these questions, a natural procedure to follow is that in [HK, Chapter 3] (see also
[Lu]) – although several of the steps therein need to be modified, as explained presently. Let R be
the local subring of F(q), of rational functions that are regular at the point q = 1. Also define
(Kn;m)q :=
qmKn − 1
q − 1 , m, n ∈ Z.
Now let WRq (l,m, n) denote the (unital) R-subalgebra of Wq(l,m, n) generated by U,D,K±1, and
(K; 0)q = (K − 1)/(q − 1). Then the following result holds.
Theorem 8.19 (Deformation-quantization equals quantization-deformation). Suppose F is a field
of characteristic zero, γ ∈ F, and θ1,γ ∈ AutF−alg F[h] sends h to h + γ. Fix f ∈ F[h], r = 1,
and s ∈ F× not a root of unity. Now define Wq(l,m, n) as in (8.18), with z1 = s−1 and z0 =
s−1qmKnf(−γ(K; 0)q/l) for some l 6= 0,m, n ∈ Z. Then,
W1 :=WRq (l,m, n)/(q − 1)WRq (l,m, n) ∼=W(F[h], θ1,γ , s−1f(h), s−1). (8.20)
Now fix a scalar λ ∈ F(q)× such that λ− 1
q − 1 ∈ R, and a highest weight module Mq(λ) ։ V
λ
q over
Wq(l,m, n), where we identify λ with the F(q)-weight of Hq sending K to λ. If vλ ∈ (Vλq )λ generates
Vλq , then
Vλ1 :=WRq (l,m, n)vλ/(q − 1)WRq (l,m, n)vλ (8.21)
is a highest weight module over W1 ∼=W(F[h], θ1,γ , s−1f(h), s−1) with highest F[h]-weight given by
h 7→ −γ
l
· λ(K)− 1
q − 1
∣∣∣∣
q→1
, and with the same graded character as Vλq (up to modification of the
highest weight).
In particular when s = 1, the family of algebras studied by Smith [Smi] are indeed “classical limits”
(as q → 1) of triangular GWAs. Note that these algebras also provide deformations of Uq(sl2) (for
s = 1).
Proof. We follow the approach in [HK, Chapter 3], developing the results for both W1 and Vλ1
simultaneously. We outline the steps, omitting the proofs when they are similar to those in loc. cit.
The meat of the (new) proof lies in Step 5.
(1) Set WR± to be R[U ], R[D] respectively, and WR0 to be the R-subalgebra of Hq = F(q)[K±1]
that is generated by K±1 and (K; 0)q. Then all elements of the form (K
n;m)q and
βK−β−1K−1
q−q−1
lie inWR0 , wherem,n ∈ Z and β ∈ R× such that 1 = β|q→1 := β mod (q−1)R.
(2) The multiplication map :WR− ⊗RWR0 ⊗RWR+ →WRq (l,m, n), induced from the triangular
decomposition of Wq(l,m, n), is an isomorphism of R-algebras.
(3) Henceforth, fix a weight λ ∈ Ĥq such that λ(K)−1q−1 ∈ R, as well as a highest weight module
Mq(λ) ։ V
λ
q . The R-form of V
λ
q is defined to be V
λ
R := WRq (l,m, n)vλ, where vλ is the
image of 1 under the map Wq(l,m, n)։Mq(λ)։ Vλq . Via the previous step, we claim:
VλR =WR−vλ =
⊕
µ≤λ
(VλR)µ.
More precisely, we assert that the R-form VλR is WR0 -semisimple, with each weight space a
free rank one R-module with R-basis Dnvλ for (unique) n ≥ 0. Moreover, F(q)⊗RVλR = Vλq .
In this step, we only explain why VλR is WR0 -semisimple. First note that the weights of
VλR are of the form θ
−n ∗ λ for n ≥ 0. Thus suppose v = ∑kj=1 vj ∈ VλR with vj of weight
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θ−nj ∗ λ for 0 ≤ n1 < n2 < · · · . The first claim is that for each fixed j, the “interpolating
polynomial”
Ij :=
∏
k 6=j
λ(K)−1qlnkK − 1
ql(nk−nj) − 1
lies inWR0 . Indeed, we show that each factor lies in WR0 by computing for any r, 0 < s ∈ Z:
λ(K)−1qrK − 1
qs − 1 =
λ(K)−1qr
1 + · · ·+ qs−1 (K; 0)q + λ(K)
−1 q
r − 1
qs − 1 −
λ(K)−1
1 + · · ·+ qs−1 ·
λ(K)− 1
q − 1 ,
and this is indeed in WR0 by assumption. Now apply the quantity Ij (defined above) to vλ
to obtain vj. Thus vj ∈ VλR ∀j, proving the WR0 -semisimplicity of VλR.
(4) Define m := (q − 1)R ⊂ R to be the unique maximal ideal of the local ring R, and
W1 := WRq (l,m, n)/mWRq (l,m, n), Vλ1 := VλR/mVλR. These are called the classical lim-
its of Wq(l,m, n) and Vλq respectively. Also define (Vλ1 )µ := (R/m)⊗R (VλR)µ. Then Vλ1 is a
W1-module, and each weight space is one-dimensional with F-basis Dnvλ for some integer
n ≥ 0.
(5) There exists a surjection of algebras π : W = W(F[h], θ1,γ , s−1f(h), s−1) ։ W1, which
sends u, d, h to the images of U,D,−γ(K; 0)q/l respectively, under the quotient map :
Wq(l,m, n)։ W1. To see why, first note that the image of (q − 1)(K; 0)q = K − 1 is zero
in W1, whence K = 1 in W1. This shows the surjectivity of the map π if we show that π is
an algebra map. We verify one of the relations; the others are similar. Namely, π(u)π(h) is
the image in W1 of
U · −γ
l
K − 1
q − 1 =
−γ
l
Kq−l − 1
q − 1 U =
−γ
l
·K · q
−l − 1
q − 1 U +
−γ
l
K − 1
q − 1 U,
and the image of the right-hand side in W1 is precisely (−γ/l) · 1 · (−l)U + π(h)U =
(π(h) + γ)π(u), as desired.
The meat of the proof lies in showing that the surjection π is an isomorphism of algebras.
We now describe an argument that utilizes the GWA structure in our setting, as opposed
to the symmetries under the Weyl group in the setting of [HK, Chapter 3].
Note that π : W ։ W1 restricts to a surjection of algebras on the respective factors
in the two triangular decompositions. We first claim that π is an isomorphism of Cartan
subalgebras. Indeed, given 0 6= p(h) ∈ F[h] = W0, choose x ∈ F such that p(x) 6= 0 (since
F is infinite). Define λ ∈ Ĥq via:
λ : K 7→ 1− xl(q − 1)/γ ∈ 1 + (q − 1)F ⊂ 1 +m ⊂ R×,
since R is a commutative local ring. Then the above analysis of Vλq (in steps (3) and
(4)) holds, and π(p(h)) acts on the highest weight space of Vλ1 by the scalar p(x) 6= 0.
Therefore π(p(h)) 6= 0, whence π|W0 has zero kernel, and hence is an isomorphism of
Cartan subalgebras.
We now claim that π|W− also has trivial kernel. To prove the claim, first fix any field
extension Fu of F, with Fu an uncountable field. Since Wq(l,m, n) is the quotient of the
tensor algebra TF(q)(spanF(q)(K,K
−1, U,D)) by an ideal, it is possible to tensor this con-
struction with Fu to obtain the same algebra over Fu(q). Label these algebrasWFq andWFuq
respectively, and similarly for the other algebras considered in the previous steps. Now
reconsider the entirety of the above procedure over Fu(q) instead of F(q). We then make
the sub-claim that π|
WFu
−
has trivial kernel. To see why, note thatWFu− ∼= Fu[d]։ (WFu1 )−,
and this in turn surjects onto every highest weight module. Thus it suffices to produce an
infinite-dimensional Verma module over WFu1 .
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Now recall from Definition 8.5 that z˜n =
∑n−1
i=0 s
−(n−i)f(h+ iγ) is a nonzero polynomial
in h of degree deg(f) (since s is not a root of unity). Thus it has finitely many roots for each
n. Since Fu is uncountable, choose x ∈ Fu that is not a root of z˜n for any n ≥ 0. It follows
that the Verma module MFu1 (λx) is simple over WFu1 . In particular, (WFu1 )− is infinite-
dimensional over Fu. Finally, (WFu1 )− = Fu ⊗F (WF1 )−, so we obtain that (W1)− = (WF1 )−
is also infinite-dimensional over F. Thus π|W− is also an algebra isomorphism as claimed.
Having shown the claim for π|W− , one shows the same result for π|W+ , either by a similar
argument using lowest weight theory, or directly via the anti-involutions in both settings
from (RTA3). Thus π :W ։W1 is an isomorphism of algebras using (RTA1).
(6) It follows using the previous step that Vλ1 is a W-module (since it is a W1-module), with
the same weight bases for both module structures.
One now shows that Vλ1 is a highest weight module over W, with the same formal char-
acter as Vλq . Moreover, the highest h-weight for V
λ
1 is precisely as claimed, since h acts on
the highest weight space via π(h), i.e. by the scalar
−γ
l
· λ(K)− 1
q − 1
∣∣∣∣
q→1
as claimed. We
also remark that if Vλ1 is simple but V
λ
q has a maximal vector of weight θ
−n ∗ λ < λ, then
since the two graded characters are equal, the corresponding vector in Vλ1 would also be
maximal, which is impossible. It follows that Vλq is a simple Wq(l,m, n)-module if Vλ1 is a
simple W1-module.

8.5. Solutions of polynomial-exponential equations. We conclude this section by showing
Theorems 8.10 and 8.14. The proofs use a result on “polynomial-exponential equations” over a
general field. We begin with a result by Schlickewei [Sch] that was proved for number fields.
Namely, Schlickewei showed that a special family of equations (with argument n ∈ Z) has only
finitely many integer solutions.
Theorem 8.22 (Schlickewei [Sch, Theorem 1.1]). Given a field F of characteristic zero, consider
the polynomial-exponential equation (with argument n ∈ Z):
Fn :=
m∑
j=1
pj(n)α
n
j = 0, n ∈ Z, (8.23)
where m ∈ N, 0 6≡ pj ∈ F[X], αj ∈ F× ∀j ≤ m, and αi/αj is not a root of unity for all i 6= j.
If F is an algebraic number field, then (8.23) has only finitely many solutions in Z.
It turns out that Theorem 8.22 is true in all fields of characteristic zero; as we are unsure if this
is mentioned in the literature, we write down a proof for completeness. (The proof does not use
Theorem 8.22.)
Theorem 8.24. The conclusion of Theorem 8.22 holds over any field F of characteristic zero.
Proof. We prove the result in various steps. The first step is to claim that every such polynomial-
exponential function gives rise to a linear recurrence sequence {Fn : n ∈ Z} (with suitable initial
values); this has essentially been shown for any field in [MvP, Section 2].
Now suppose Fn vanishes infinitely often in Z, say on the set T . (We will prove that pi ≡ 0 ∀i.) If
T ⊂ Z is the set of zeros, then we restrict to T ′ = T ∩N if this is an infinite set. Otherwise T ′∩−N
is infinite, and changing every αi to α
−1
i and pi to a new polynomial qi(X) := pi(−X) if necessary,
we may assume that Fn = 0 for all n in an infinite set T
′ ⊂ N. (Note that qi ≡ 0⇔ pi ≡ 0, so we
may work with the new setup now.)
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Since charF = 0, we conclude by the Skolem-Mahler-Lech Theorem [Lech] that Fn vanishes for
all n in an infinite arithmetic progression, say r +Nd. But then∑
j
(pj(r + dn)α
r
j)(α
d
j )
n = 0 ∀n ∈ N.
Once again, we fix d 6= 0, r and call the new polynomial qj(X) := pj(r+ dX); then qj ≡ 0 if and
only if pj ≡ 0. Also set βj := αdj ; these are pairwise distinct, and we are left to prove the following
Claim. Fix pairwise distinct βi ∈ F and polynomials qi(T ) ∈ F[T ], for a field F of characteristic
zero. If G(n) :=
∑
i qi(n)β
n
i = 0 ∀n ∈ N, then all the polynomials qi are identically zero.
We prove this claim by assuming it to be false and obtaining a contradiction. If the claim is false,
then D :=
∑
i:qi 6≡0
deg(qi) is defined (and nonnegative). Now obtain a contradiction by induction
on D. (The base case D = 0 is treated using the Vandermonde determinant from G(1), . . . , G(n);
for the general case, consider H(n) := G(n+ 1)− βiG(n), where deg qi > 0.) 
It is now possible to show that a large number of “classical” and “quantum” generalized down-up
algebras satisfy Condition (S3).
Proof of Theorem 8.10. Throughout this proof we use θ instead of θr,γ . Fix an algebra map λ :
H → F. First suppose that r = 1; then λ ◦ θn(h) = λ(h) + nγ. Thus λ ∈ Ĥfree if and only if nγ is
never zero for n > 0, i.e., charF = 0 6= γ. Next, if r 6= 1, then compute:
λ ◦ θn(h) = r−nλ(h) + r−1γ 1− r
−n
1− r−1 .
It is clear that if r is a root of unity, then this expression equals λ(h) for all h, for infinitely many
n. On the other hand, if r /∈ √1, then it is clear for any n > 0 that
λ ≡ λ ◦ θn ⇐⇒ λ(h) = r
−1γ
1− r−1 ,
and this completes the proof of the first part. Next when r = s = 1, it is not hard to show that
Z(A) ∩ F[h] = F. Moreover, a quadratic Casimir operator always exists because of the identity(
X
k
)
=
(
X−1
k−1
)
+
(
X−2
k−1
)
+ · · · , which helps show that power sums ∑ni=1 ik are polynomials in n of
degree k + 1 with rational coefficients.
Finally, to study the sets [λ] we first compute for n > 0 and r = 1:
z˜n =
n−1∑
i=0
s−1θi(f(h))s−i =
n−1∑
i=0
s−1−if(θi(h)) =
n−1∑
i=0
s−1−if(h+ iγ).
If f ≡ 0 then clearly z˜n = 0 and [λ] is infinite for every weight λ. Now suppose γ 6= 0 and f 6≡ 0
is of the form f(h) =
∑k
j=1 cjh
mj for integers 0 ≤ m1 < · · · < mk, with ck ∈ F×. We first assume
that r = 1 and compute:
z˜n =
n−1∑
i=0
s−1−i
k∑
j=1
cj(h+iγ)
mj =
n−1∑
i=0
k∑
j=1
j∑
l=0
s−1−icj
(
j
l
)
hj−lγlil =
k∑
j=1
j∑
l=0
cj
(
j
l
)
hj−lγl
n−1∑
i=0
s−1−iil.
If moreover s = 1, then it is clear that z˜n = 0 if char(F)|n (since for every prime p > 0 and
all integers l ≥ 0, ∑p−1i=0 il is divisible by p, by using the primitive generator of Z/pZ). Now if
charF = 0, then λ(z˜n) is a polynomial in n of degree at most 1 +mk, so it has only finitely many
roots n > 0. A similar argument for n < 0 shows that [λ] is always finite if r = s = 1 and charF = 0.
On the other hand, if charF > 0 and r = s = 1, then [λ] is always infinite.
Now suppose charF = 0, γ 6= 0, r = 1, and s 6∈ √1. First assume by a change of variables that
γ = 1, without loss of generality; since charF = 0, one can then write the polynomial f(h) as a
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linear combination of the basis elements tn,s(h) := s
−1
(h+1
n
)− (hn) of F[h]. Now if f ≡∑j≥0 ajtj,s
(finite sum), then define f˜(h) := s−1
∑
j≥0 aj
(h
j
)
. Then for n ≥ 0,
z˜n =
n−1∑
i=0
s−1−if(h+ i) =
n−1∑
i=0
s−i(s−1f˜(h+ i+ 1)− f˜(h+ i)) = s−nf˜(h+ n)− f˜(h),
z˜−n = θ
−n(z˜n) = s
−n(f˜(h)− snf˜(h− n)).
Now given any weight λ, applying Theorem 8.24 to the nontrivial polynomial-exponential equation
(in n ∈ Z) given by
Fn := λ(z˜n) = f˜(λ(h))1
n + (−f˜(λ(h) + n))(s−1)n = 0
shows that there are only finitely many integer solutions, whence [λ] is finite for every λ. 
Finally, we show the analogous result (to Theorem 8.10) for quantum triangular GWAs.
Proof of Theorem 8.14. Clearly, the orders of θ and α are either both infinite or both equal. Next,
if Γ/ ker(α) has finite order, say N , then for all g ∈ Γ, αN (g) = α(g)N = α(gN ) ∈ α(ker(α)) = 1,
whence α has finite order as well. Moreover, α : Γ/ ker(α) → F× is an injection, whence Γ/ ker(α)
embeds into a finite group of units in F, which must therefore be cyclic. Hence Γ/ ker(α) is cyclic,
and generated by some g0 of order N . This implies that α also has order N . Conversely, say α
has order N . Then the order of each g divides N . But (via α,) there are only finitely many such
values of α(g), namely, (powers of) Nth roots of unity. Hence Γ/ ker(α) must be finite, since it
maps faithfully into these Nth roots. It is also easy to see that a primitive Nth root is in the image
of α, which proves the first assertion.
In order to show the next two parts, we first define N0 to be the least common multiple of the
orders of the roots of unity {α(g)s : g ∈ Γ1 ∪ Γ2} ⊂
√
1, as well as of the orders of α(g−1ij gkj) over
all i, j, k. Now compute for any µ ∈ Ĥfree that µ(z′n) = z′n = sn for all n ≥ 0. Therefore we obtain
for n > 0:
µ(z˜n) =
n−1∑
i=0
sn−1−i
∑
g∈Γ
agα(g)
−iµ(g) = nsn−1
∑
g∈Γ1
agµ(g) + s
n−1
∑
g∈Γ2∪Γ3
agµ(g)
1 − (α(g)s)−n
1 − (α(g)s)−1 ,
µ(z˜−n) = µ(θ
−n(z˜n)) =
n−1∑
i=0
sn−1−i
∑
g∈Γ
agα(g)
n−iµ(g) =
∑
g∈Γ
n−1∑
i=0
agα(g)µ(g)(α(g)s)
i (8.25)
= ns−1
∑
g∈Γ1
agµ(g) +
∑
g∈Γ2∪Γ3
agα(g)µ(g)
1 − (α(g)s)n
1− (α(g)s) .
We now show the two remaining parts in this result.
(1) If (8.15) holds, then we claim that µ(z˜mN0) = 0 for all m ∈ N. Indeed, the sum in (8.25)
over g ∈ Γ1 vanishes by assumption, and we are left with:
µ(z˜mN0) = s
mN0−1
∑
g∈Γ2
agµ(g)
1− (α(g)s)−mN0
1− (α(g)s)−1 + s
mN0−1
∑
j
∑
i
aijµ(gij)
1− (α(gij)s)−mN0
1− (α(gij)s)−1 .
By construction, each summand of the sum over g ∈ Γ2 vanishes, and moreover, the element
(α(gij)s)
−mN0 is independent of i for each fixed j. Thus, we obtain:
µ(z˜mN0) = s
mN0−1
∑
j
(1− (α(g1j)s)−mN0)
∑
i
aijµ(gij)
1− (α(g1j)s)−1 ,
which vanishes by assumption, proving the claim.
Similarly, one shows using (8.25) that if (8.16) holds, then µ(z˜−mN0) = 0 for all m ∈ N.
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(2) Conversely, suppose [λ] is infinite for λ ∈ Ĥfree. Then at least one of [λ] ∩ (±Nθ ∗ λ) is
infinite. Suppose first that the former case holds. Define N0 as above; then there exists
n0 ∈ N such that [λ] ∩ ((n0 +N0N)θ ∗ λ) is infinite. Thus, fix 0 < n1 < n2 < . . . such that
(n0 +N0nk)θ ∗ λ ∈ [λ] for all k > 0. Then using (8.25),
0 = s1−n0−N0nkλ(z˜n0+N0nk) = (n0 +N0nk)
∑
g∈Γ1
agλ(g) +
∑
g∈Γ2∪Γ3
agλ(g)
1 − (α(g)s)−n0−N0nk
1− (α(g)s)−1 ,
for all k ∈ N. Rearranging this expansion, we obtain that
(p00 +N0
∑
g∈Γ1
agλ(g)X)1
X +
∑
j
pjβ
X
j = 0, ∀X = n1, n2, . . .
where
p00 :=
∑
g∈Γ2
agλ(g)
1 − (α(g)s)−n0
1− (α(g)s)−1 +
∑
g∈Γ3
agλ(g)
1− (α(g)s)−1 + n0
∑
g∈Γ1
agλ(g) ∈ F,
pj := − s−n0
∑
i
aijλ(gij)
1− (α(gij)s)−1α(gij)
−n0 , (8.26)
βj := (α(g1j)s)
−N0 .
Now note that 1 and the βj are distinct, and the ratio of no two of these is a root of unity.
Since charF = 0, Theorem 8.24 now implies that
p00 =
∑
g∈Γ1
agλ(g) = pj = 0 ∀j.
Finally, define µ := θn0 ∗ λ. Then,
0 = − sn0pj =
∑
i
aijµ(gij)
1− (α(gijs))−1 ∀j,
0 = sn0
∑
g∈Γ1
agλ(g) =
∑
g∈Γ1
agλ(g)α(g)
−n0 =
∑
g∈Γ1
agµ(g),
and (8.15) follows. A similar analysis shows using (8.25) and Theorem 8.24 that if [λ] ∩
(−Nθ ∗ λ) is infinite, then (8.16) holds, which concludes the proof.

9. Non-Hopf examples of RTAs
Note that all of the previous examples of triangular GWAs in Section 8 – with the exception
of generalized down-up algebras (8.9) with r 6= 1 (such as Example 3.4) – were strict Hopf RTAs.
We now provide examples of triangular GWAs that are not Hopf RTAs. The Hopf structure in the
examples gets increasingly weaker, in the following precise sense:
• As a first example, consider Example 3.4, in which H = F[h] is a Hopf algebra, but the
Hopf structure is (necessarily) not used.
• In the second example – see Example 9.1 – H is a topological Hopf algebra but not a Hopf
algebra.
• In the final example – see Example 9.4 – H is not even a topological Hopf algebra.
Example 9.1 (Continuous Hecke algebra of gl1). Let F be any field, and H = O(F×)∗ = F[T±1]∗ =
F[[t±1]], the algebra of “Fourier series” or distributions on the unit circle (if F = C). This is a
topological Hopf algebra with coordinatewise multiplication, and other Hopf operations given by
η(1) =
∑
n∈Z
tn, ∆(tm) =
∑
n∈Z
tn ⊗ tm−n ∈ H⊗̂H, ε(
∑
n∈Z
ant
n) = a0, S(
∑
n∈Z
ant
n) =
∑
n∈Z
ant
−n.
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The corresponding triangular GWA with z1 = 1 is the continuous Hecke algebra of GL(1) and
F⊕ F∗, where θ is (non-coordinatewise) multiplication by t, i.e.,
Hκ(GL(1),F ⊕ F∗) :=W(O(F×)∗, θ, κ, 1), κ ∈ O(F×)∗, θ(
∑
n∈Z
ant
n) :=
∑
n∈Z
ant
n+1 =
∑
n∈Z
an−1t
n.
Continuous Hecke algebras were introduced in [EGG] as “continuous” generalizations of Drinfeld’s
family of degenerate affine Hecke algebras. The family of algebras under discussion is in some
sense the simplest special case, of “Lie rank zero”. Higher (Lie) rank examples of infinitesimal
Hecke algebras are discussed in the following section. In this section and the next, we differentiate
between the Lie rank of an infinitesimal Hecke algebra (which equals the rank of the underlying
reductive Lie algebra g) and the “(RTA) rank” of a strict, based RTA given in Definition 2.5. In
fact, the based Hopf RTAs considered in Section 10 are not strict, hence we will only talk about
their Lie rank, but not their RTA-rank.
Remark 9.2. Observe that H = F[[t±1]] is the F-algebra of functions on Z. Thus if κ = 0, then
the triangular GWA Hκ(GL(1),F ⊕ F∗) also equals A(Z+), where A(Q+0 ) was defined in Theorem
4.6, with θ1 ⋉ θ
−1
2 := θ
−1
2 for θ1, θ2 ∈ Q+0 = Z+.
We now list some of the properties of (Lie) rank zero continuous Hecke algebras, which are
triangular GWAs from above.
Proposition 9.3. Suppose κ =
∑
n∈Z ant
n ∈ O(F×)∗ and Hκ := Hκ(GL(1),F ⊕ F∗).
(1) Hκ is a strict, based RTA of rank one, but not a Hopf RTA.
(2) The set of weights is Ĥ = {µm : m ∈ Z} with µm(tn) := δm,n. Moreover, θn ∗ µm = µn+m
for m,n ∈ Z, so Ĥfree = Ĥ.
(3) For all m ∈ Z, define sm,n(κ) := am + am−1 + · · · + am+n+1 for n < 0, sm,0(κ) := 0, and
sm,n(κ) := am+1+ · · ·+ am+n for n > 0. Then the Verma module M(µm) is uniserial, with
l(M(µm)) = #{n ≤ 0 : sm,n = 0}, |S3(µm)| = |[µm]| = #{n ∈ Z : sm,n = 0}.
We remark that sm,n(κ) =
∑max(m,m+n)
j=1+min(m,m+n) aj for all m,n ∈ Z.
Proof. The first part follows from Theorem 8.7, and the second holds since {tn : n ∈ Z} is a
complete set of primitive idempotents in H. To show the third part, we compute using Definition
8.5 and that z1 = 1:
z˜n =
n−1∑
i=0
θi(κ) =
∑
m∈Z
n−1∑
i=0
amt
m+i =
∑
m∈Z
tm
n−1∑
i=0
am−i, z˜−n =
∑
m∈Z
tm
n−1∑
i=0
am+n−i, ∀n > 0.
The third part now follows from results on the uniseriality of Verma modules, as discussed in the
proof of Theorem 8.7. 
Next is an example of an RTA in which the Cartan subalgebra is not a (topological) Hopf algebra.
Example 9.4 (GWA arising from geometry). Suppose X is an object in some category C of
topological spaces containing the real line, and T : X → X is an automorphism in C such that
X∨ := HomC (X,R) is an R-algebra containing the constant map : X → 1, which is stable under
pre-composition with T . We now construct a “first approximation” to a GWA. Consider the
subalgebra A′ ⊂ EndR(X∨) generated by the operators HX := {Mf : f ∈ X∨}, and two additional
operators U,D, where:
• Mf corresponds to multiplication by f in X∨;
• U(f) := f ◦ T and D(f) := f ◦ T−1 for f ∈ X∨.
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Then U,D “count” the dynamics of applying T±1 to X, i.e., the following equations hold in
EndR(X
∨):
Unf(−) = f(T n(−))Un, Dnf(−) = f(T−n(−))Dn.
Moreover, UD = DU = 1HX in EndR(X
∨), HX ∼= X∨, and T ∗ : HX → HX is indeed an algebra
automorphism. Thus A′ =W(HX , θ = T ∗, 0, 1)/(UD − 1HX ,DU − 1HX ).
We now define an associated family of triangular GWAs as follows. Suppose T : X → X is
an automorphism in C of infinite order that stabilizes X∨. For each z0, z1 ∈ HX , define A :=
W(HX , T ∗, z0, z1). This is a strict, based RTA of rank one, but not necessarily a (topological) Hopf
RTA, since HX ∼= X∨ is not a (topological) Hopf algebra for every topological space X.
We conclude with a conjectural example involving twisted generalized Weyl algebras.
Example 9.5 (Twisted generalized Weyl algebras). We follow the treatment in the paper [FH].
Given a TGW datum (R,σ, t), define the twisted GWA A := Aµ(R,σ, t), constructed as the quotient
of Cµ(R,σ, t) by the ideal Iµ(R,σ, t), as in [FH, Definition 2.3]. (These algebras were originally
defined by Mazorchuk and Turowska [MT].) We further assume that the algebra A satisfies three
additional conditions:
• The parameter matrix (µij) with diagonals removed, is symmetric.
• The “middle” subalgebra R is isomorphic to a polynomial algebra H[t1, ..., tn] over some
commutative F-algebra H. (Then ti equals yixi as in the defining algebra relations.)
• The algebra A satisfies [FH, Definition 2.5 and Theorem 2.7] of “µ-consistency”.
In this case, a natural question to ask is if the algebra A is an RTA. That (RTA3) holds is not
hard to show, but the other two RTA axioms are not known to hold in this degree of generality.
Specifically, are the subalgebras Bx, By generated by the xi and the yi respectively, isomorphic as
vector spaces to polynomial algebras in these variables? Does the condition (RTA1) hold?
Another question of interest is to verify whether or not the type An1 case of a multiparameter
twisted GWA (defined in [FH, Theorem 4.1]) is an RTA.
10. Non-strict RTAs: higher Lie rank infinitesimal Hecke algebras
In the final section we address yet another motivation for this paper – to construct a framework
that includes RTAs that are not strict. In this section we consider infinitesimal Hecke algebras
Hβ(g, V ), which are deformations of H0(g, V ) := U(g ⋉ V ), with g a reductive Lie algebra and V
a finite-dimensional g-module. Note that these algebras include reductive Lie algebras, for which
V = 0. In this section we work over a ground field F of characteristic zero.
The first example of infinitesimal Hecke algebras is over sl2. A family of these algebras was
described in Example 7.1 and studied in detail in [Kh1, KT], and they are strict, based Hopf RTAs
of rank one. The next two classes of examples discussed in this section, were introduced in [EGG].
10.1. Partial examples. Before discussing specific families of infinitesimal Hecke algebras, we first
mention a general framework for such algebras, in which one can show that Condition (HRTA2) is
related to Ginzburg’s Generalized Duflo Theorem [Gi, Theorem 2.3].
Proposition 10.1. Suppose an F-algebra A is generated by an abelian Lie algebra h1 and a finite-
dimensional h1-semisimple module M , with M0 = 0 = charF. The following are equivalent:
(1) “HRTA2” holds; in other words, there exist
• a Lie subalgebra h0 ⊂ h1,
• a decomposition M =M+ ⊕M− into h1-semisimple submodules, and
• an F-linearly independent set ∆′ ⊂ h∗0,
such that M± =
⊕
µ∈±Z+∆′ M
±
µ . (In particular, the subalgebras generated by M
± are h1-
semisimple, with finite-dimensional weight spaces, and one-dimensional zero weight space
spanned by the unit.)
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(2) There exists a codimension d subspace K ⊂ h∗1 (for some d), such that modulo K, and up
to a change of basis, wt(M) := wt(M) +K ⊂ Qd \ {0}.
(3) There exists δ ∈ h1 such that wt(M)(δ) ⊂ Z \ {0}.
Remark 10.2.
(1) For example, for the infinitesimal Hecke algebras associated to (g, V ) = (gln, F
n ⊕ (Fn)∗)
or (sp2n,F
2n) (which were characterized in [EGG]), the second condition is easily verified,
for M = V ⊕ n+ ⊕ n−, K = 0, and the basis consisting of the fundamental weights (and
one additional weight in Z(g)∗ for gln).
(2) The third condition indicates that for infinitesimal algebras Hβ(g, V ) with V0 = 0, one can
always take ∆′ to be a singleton. (In particular, this also holds for semisimple Lie algebras
g.) This is why the present paper discusses the “Lie rank” of non-strict based RTAs, but
does not define the RTA rank for such algebras.
(3) The first of the three equivalent conditions is what is needed to show that A is an HRTA;
the second is what typically comes as “given data” for A; and the third is needed to apply
Ginzburg’s Generalized Duflo Theorem [Gi].
(4) Note that the conditions in (HRTA2) are stated in terms of B±, unlike the first statement
above. However, in the case of infinitesimal Hecke algebras Hβ(g, V ), the spaces M± are
typically Lie algebras if β = 0, and B±, which are the subalgebras generated by M± inside
Hβ(g, V ), are deformations of U(M±) ⊂ H0(g, V ). In particular, given (RTA1), a suitable
version of the PBW property yields the regularity conditions inside (HRTA2).
Proof. We prove a series of cyclic implications.
(1)⇒ (2): Since wtM is finite, choose a finite subset ∆0 ⊂ ∆′ such that M =
⊕
µ∈±Z∆0
Mµ. Now
define d := |∆0|, h00 := spanF(∆0), and K := h⊥00 ⊂ h∗1. Then (2) follows.
(2)⇒ (3): Since Q is an infinite field and 0 /∈ wt(M), choose a hyperplane K1 ⊂ Qd \ wt(M), and
consider 0 6= h0 ∈ (K1 +K)⊥ = (K1)⊥. Since these weights all lie in a Q-vector space, there exists
c ∈ F× such that
α(h0) ∈ Q× · c ∀α ∈ wt(M) ⊂ h∗1.
Now rescale h0 using that charF = 0, to obtain δ such that α(δ) ∈ ±N ∀α ∈ wt(M).
(3) ⇒ (1): Set h0 = F · δ, M± :=
⊕
n∈±NMn with respect to ad δ, and α ∈ h∗0 via: α(δ) = 1. Now
set ∆′ := {α}. 
10.2. The general linear case. We now show that all infinitesimal Hecke algebras of the form
Hβ(gln,Fn ⊕ (Fn)∗) are based Hopf RTAs. First recall the definition of these algebras from [EGG,
Section 4.1.1]: Set g = gln(F) and V = F
n ⊕ (Fn)∗. Identify g with g∗ via the trace pairing
g× g→ F : (A,B) 7→ tr(AB), and identify Ug with Sym g via the symmetrization map. Then for
any x ∈ (Fn)∗, y ∈ Fn, A ∈ g, one writes
(x, (1 − TA)−1y) det(1− TA)−1 = r0(x, y)(A) + r1(x, y)(A)T + r2(x, y)(A)T 2 + · · ·
where ri(x, y) is a polynomial function on g, for all i. Now for each polynomial β = β0 + β1T +
β2T
2 + · · · ∈ F[T ], the authors define in [EGG] the algebra Hβ(gln,Fn ⊕ (Fn)∗) as a quotient of
T (Fn ⊕ (Fn)∗)⋊ Ug by the relations
[x, x′] = 0, [y, y′] = 0, [y, x] = β0r0(x, y) + β1r1(x, y) + · · ·
for all x, x′ ∈ (Fn)∗ and y, y′ ∈ Fn. It is proved in [EGG] that these algebras are infinitesimal Hecke
algebras (so the “PBW property” holds). Also note that if β ≡ 0, then H0(gln,Fn ⊕ (Fn)∗) =
U(gln ⋉ (F
n ⊕ (Fn)∗)).
The algebras Hβ(gln,Fn⊕ (Fn)∗) provide us with the first examples of RTAs for which one needs
to use a non-strict structure to analyze them.
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Proposition 10.3. If charF = 0, then A = Hβ(gln,Fn ⊕ (Fn)∗) is a based Hopf RTA with B+ =
n+ ⊕ (Fn)∗. Moreover, Hβ(gln,Fn ⊕ (Fn)∗) is not strict for any n ≥ 2 and polynomial β.
Proof. We first make the necessary identifications: set h1 to be the Cartan subalgebra of gln, B
+
as above, and B− := n− ⊕ (Fn). Then this algebra satisfies (RTA1) by [EGG], where B± ∼=
U(n+ ⋉ V ), U(n− ⋉ V ∗) respectively. Moreover, the verification of (HRTA2) is the same as what
is done in proving Proposition 10.1. In particular, H0 = U(h0) can be chosen with h0 = F · δ
one-dimensional. We now claim that for n > 1, the Hopf RTA structure is necessarily not strict.
This is because if all of Fn is “positive” (i.e., with H1-roots in Q+1 ), then so is the sum of the
h1-weights in it. But this sum is over an integrable sln-module, hence W -invariant, hence has zero
projection when restricted to the Cartan subalgebra of sln, while the eigenvalue with respect to the
central element diag(1, . . . , 1) is constant on all of Fn ⊕ (Fn)∗. This contradicts the RTA axioms.
To conclude the proof, we now present a map from [KT], which we claim is an anti-involution
satisfying (RTA3) for general n, β: j takes X ∈ gln to XT , and vi ↔ −v∗i ∀i. To show the claim,
first observe that j is an anti-involution on gln. Next, [eij , vk] = δjkvi and [eji, v
∗
k] = −δjkv∗i are
clearly interchanged by j, so these relations are also preserved. Third, [v1, v2] ≡ [v∗1 , v∗2 ] ≡ 0 are
also j-stable relations (for vi ∈ Fn, v∗i ∈ (Fn)∗).
It remains to consider the relations: [vl, v
∗
k] =
∑
i≥0 βiri(v
∗
k, vl). Note that each ri(v
∗, v) is in
Ug - and at the same time, identified with a function ri(v
∗, v)(−) : g→ F, via the symmetrization
map. Now first analyze the left side: j([vl, v
∗
k]) = [vk, v
∗
l ] =
∑
i≥0 βiri(v
∗
l , vk). Recall how the rk
were defined. Treating v ∈ h and v∗ ∈ h∗ as column and row vectors respectively, the inner product
(v∗, Av) is merely matrix multiplication v∗Av. Thus, we compute (inside our algebra):∑
i≥0
ri(v
∗
l , vk)(A)T
i = vTl (1− TA)−1vk · det(1− TA)−1 = vTk (1− TAT )−1vl · det(1− TAT )−1
= (v∗k, (1 − TAT )−1vl) det(1− TAT )−1 =
∑
i≥0
ri(v
∗
k, vl)(A
T )T i.
Finally, use Proposition 10.10 below to show that j(ri(v
∗
k, vl)(A)) = ri(v
∗
k, vl)(A
T ) for all i, k, l.
Then using the above computation of power series equality,
j
∑
i≥0
βiri(v
∗
k, vl)(A)
 =∑
i≥0
βiri(v
∗
k, vl)(A
T ) =
∑
i≥0
βiri(v
∗
l , vk)(A) = [vk, v
∗
l ] = j([vl, v
∗
k]),
which shows that j does indeed preserve these last relations. 
Remark 10.4. The based HRTA structure in Proposition 10.3 is not unique. For instance, one
checks that taking δ to be the matrix diag(2n− 1, 2n− 5, . . . , 3− 2n) works for Hβ(gln,Fn⊕ (Fn)∗)
for all n and all linear β = β0 + β1T .
Higher rank continuous and infinitesimal Hecke algebras continue to be the focus of much recent
and ongoing research – see e.g. [DT, Tik1, Tik2, Tsy] for more results and references. In particular,
Category O has been defined and studied over A = Hβ(gln,Fn⊕ (Fn)∗) for all β. Using Proposition
10.3 and the theory developed in Section 3, we now claim:
Theorem 10.5. Suppose F is algebraically closed of characteristic zero. For all n, β, the category
O = O[Ĥ1
free
] over Hβ(gln,Fn ⊕ (Fn)∗) splits into a direct sum of highest weight categories.
This is because in [Tik1], Tikaradze computed the center of this algebra, and showed that it satisfies
Condition (S4).
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10.3. The symplectic case. These algebras are generated by g = sp2n(F) and its natural repre-
sentation, V = F2n. The bases for these that we use are ei, ei+n for F
2n with 1 ≤ i ≤ n, and
ujk := ejk − ek+n,j+n, vjk := ej,k+n + ek,j+n, wjk := ej+n,k + ek+n,j, 1 ≤ j, k ≤ n.
As discussed in [KT], given a scalar parameter β0, the algebras Hβ0(sp2n,F2n) are generated by
sp2n ⊕ V , modulo the usual Lie algebra relations for g = sp2n, the “semidirect product” relations
[X, v] = X(v) for all X ∈ g, v ∈ V , and the relations [ei, ej ] = β0δ|i−j|,n(i− j)/n.
Proposition 10.6. The algebras Hβ0(sp2n,F2n) are based Hopf RTAs (assuming charF = 0).
There are other based Hopf RTAs of “symplectic” type – e.g., (Lie) rank one infinitesimal Hecke
algebras Hβ(sl2,F2) for any β, which were discussed in Example 7.1 above. Moreover, for all n and
“all possible” β, we show below that Hβ(sp2n,F
2n) always has an anti-involution as in (RTA3).
Proof. Define h0 := diag(n, n−1, . . . , 1,−n,−(n−1), . . . ,−1), and consider the standard triangular
decomposition g = n−⊕h1⊕n+. Then g⊕V has a basis of eigenvectors for h1, and in particular, for
h0 (with eigenvalues in Z). Write g⊕V = n′−⊕h′⊕n′+, a decomposition into spans of eigenvectors
with negative, zero, and positive eigenvalues respectively. Then h′ is indeed the Cartan subalgebra
h1 ⊂ g, and n′± = n± ⊕ V ± are Lie subalgebras in Hβ, where V ± are the spans of {e1, . . . , en} and
{en+1, . . . , e2n} respectively.
Next, define h0 := Fh0, Hr := Sym hr for r = 0, 1, and B
± := U(n
′±). Then Hβ0(sp2n,F2n)
has the required triangular decomposition by [EGG], and H1 is a commutative Hopf algebra with
sub-Hopf algebra H0. Moreover, Ĥ1 = Ĥ1
free
= h∗1 surjects onto Ĥ0 = h
∗
0
∼= F. Define Q′+0 :=
Z+∆′ := Z+{α}, where α(h0) = 1. Then Z∆′ is generated by the adh0-weights of g ⊕ V . The
remaining part of (HRTA2) is shown as for RTLAs. Finally, that there exists an anti-involution
was shown in [KT]:
j : ukl ↔ ulk, vkl ↔ −wlk, ei ↔ ei+n. (10.7)

10.4. The symmetrization map and anti-involutions. We end this section by studying anti-
involutions in infinitesimal Hecke algebras. The first result is that all algebras Hβ(sp2n,F2n) possess
an anti-involution as in (RTA3), which generalizes a part of Proposition 10.6. To see why, we first
define these algebras for general n, β as in [EGG]. Denote by ω the symplectic form on V = F2n;
one then identifies g = sp2n(F) with g
∗ via the pairing g × g → F, (A,B) 7→ tr(AB), and Sym g
with Ug via the symmetrization map. Write
ω(x, (1 − T 2A2)−1y) det(1− TA)−1 = l0(x, y)(A) + l2(x, y)(A)T 2 + · · ·
where x, y ∈ V,A ∈ g, and li(x, y) ∈ Sym g ∼= Ug is a polynomial in g for all i. For each polynomial
β = β0 + β2T
2 + · · · ∈ F[T ], the algebra Hβ(sp2n,F2n) is the quotient of TV ⋊ Ug by the relations
[x, y] = β0l0(x, y) + β2l2(x, y) + · · ·
for all x, y ∈ V . We now show:
Proposition 10.8. For all n, β, the map j : Hβ(sp2n,F2n) → Hβ(sp2n,F2n) defined in Equation
(10.7) is an anti-involution that fixes H1 = Sym h1 (the Cartan subalgebra of U(g)). Moreover, the
conditions of Proposition 10.1 are satisfied.
Proof. The first step is to show the following facts via straightforward computations:
(1) The map j on sp2n can be extended to all of gl2n, via: j(C) = τC
T τ – where τ = τ−1 =(
Idn 0
0 −Idn
)
∈ GL(2n).
(2) One has ω(x,Cy) = ω(j(y), j(C)j(x)), for all x, y ∈ F2n, C ∈ gl2n (using j as in the
previous part).
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(3) j
(
(1− T 2A2)−1) = (1 − T 2j(A)2)−1.
Now note that the conditions of Proposition 10.1 hold here, if one defines δ := h0, the special
element from the proof of Proposition 10.6. As for the proposed anti-involution, it is not hard to
check that j is an anti-involution on sp2n, which preserves the relations [X, v] = X(v) for X ∈ sp2n
and v ∈ F2n. We are left to consider the relations [x, y]. Now compute using the above facts:∑
i≥0
l2i(x, y)(A)T
2i = ω(x, (1− T 2A2)−1y) det(1− TA)−1
= ω(j(y), (1 − T 2j(A)2)−1j(x)) det(1− Tj(A))−1 =
∑
i≥0
l2i(j(y), j(x))(j(A))T
2i ,
where the second equality is not hard to show. In particular, replacing A by j(A) and equating
coefficients of T , it follows that
l2i(x, y)(j(A)) = l2i(j(y), j(x))(A) ∀x, y ∈ F2n, i ≥ 0. (10.9)
Now compute:
j([x, y]) = j
(∑
βil2i(x, y)(A)
)
=
∑
βil2i(x, y)(j(A)) =
∑
i
βil2i(j(y), j(x))(A) = [j(y), j(x)],
where the first and last equalities are by definition, the second uses Proposition 10.10 below (via
the trace form), and the third follows from Equation (10.9). 
We finally mention a result that was used in proving that every infinitesimal Hecke algebra over
gln has an anti-involution that is required to make it a (based) Hopf RTA.
Proposition 10.10. Suppose g is any Lie algebra, and we identify Sym g with Ug via the sym-
metrization map
sym : X1 . . . Xn 7→ 1
n!
∑
σ∈Sn
Xσ(1) . . . Xσ(n).
Suppose j is a Lie algebra anti-involution of g. Then the automorphism j of Sym g is transferred
to Ug via sym.
Proof. Observe that the symmetrization map commutes with j, and both composite maps are
F-vector space isomorphisms. 
Applying this result to infinitesimal Hecke algebras over (gln,F
n ⊕ (Fn)∗) in the proof of Propo-
sition 10.3, we get (via a further identification of g↔ g∗ by the trace form):
ri(v, v
∗)(AT ) = ri(v, v
∗)(j(A)) = j(ri(v, v
∗)(A)),
as desired. A similar application yields the anti-involution mentioned above for infinitesimal Hecke
algebras over (sp2n,F
2n).
Concluding example. Recall that the construction in Section 4.3 provided a setting that could
not be studied using previous theories of O, because the “root lattice” Q+0 is not abelian. Using
the above results on O for general RTAs, as well as the examples studied above, we now present
a second example of a regular triangular algebra, whose study requires the full generality of our
axiomatic framework and not a more specialized setting. The following example, combined with the
Existence Theorems in Section 4, reinforces the viewpoint that our theory is not merely abstract,
but is required in its totality in applications to specific regular triangular algebras.
Example 10.11 (A non-strict, non-Hopf, RTA). Suppose q ∈ C× is not a root of unity, β ∈
C[T ], and z is a nonzero polynomial in the quantum Casimir in Uq(sl2). Also suppose X is a
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topological space with the algebra of continuous functions C(X,R) not a Hopf algebra, and T is a
homeomorphism of X of infinite order. Now define
A := U ′q(sl2)⊗Hz,q ⊗ (C⊗RW(C(X,R), T ∗, 1, 1)) ⊗Hβ(gln,Cn ⊕ (Cn)∗), (10.12)
where the individual tensor factors were studied in Examples 3.4, 7.1, 9.4, and Section 10.2 respec-
tively. We now claim that A is an RTA satisfying BGG Reciprocity, and that the study of Category
O over A requires the full scope of our general framework and no less.
Theorem 10.13. The algebra A defined in (10.12) has the following properties:
(1) A is a based Regular Triangular Algebra but not a strict one.
(2) Neither of the algebras H1 ) H0 is a Hopf algebra, so A is not an HRTA.
(3) The simple roots ∆ are not weights for H0.
(4) O[Ĥ1
free
] ( O, because Ĥ1
free
( Ĥ1.
(5) Condition (S4) is not satisfied because the center is not “large enough”. Thus, central
characters cannot be used to obtain a block decomposition of O[Ĥ1
free
] into blocks with
finitely many simple objects.
Nevertheless, the algebra A satisfies Condition (S3). Hence Theorem A holds and O[Ĥ1
free
] de-
composes into a direct sum of finite length, self-dual blocks. Each block has finitely many simples
and enough projectives/injectives, and is a highest weight category satisfying BGG Reciprocity.
Proof. That the algebra A is a based RTA follows from the analysis in the aforementioned examples
by using Theorem B, since each individual tensor factor is a based RTA. Next, the RTA is not strict
becauseHβ(gln,Cn⊕(Cn)∗) is necessarily not a strict RTA by Proposition 10.3. The algebrasH0,H1
are not Hopf algebras because C⊗RC(X,R) is not a Hopf algebra by assumption. Properties (3),(4)
hold in A because they hold respectively in C ⊗R W(C(X,R), T ∗, 1, 1) and in U ′q(sl2). Finally,
Condition (S4) is not satisfied in Hz,q by [GK], since Z(Hz,q) = C. Hence A also does not satisfy
(S4), by Theorem B.
Next, to show that A satisfies Condition (S3) it suffices to verify the same property for each of
the tensor factors. As stated in Section 8.2, if q is not a root of unity then U ′q(sl2) satisfies Condition
(S3) over C. That Hz,q satisfies Condition (S3) was shown in [GK] (also see Example 7.1); and
that Hβ(gln,Cn ⊕ (Cn)∗) satisfies Condition (S4) (and hence (S3)) was shown in [Tik1]. Finally,
C⊗RW(C(X,R), T ∗, 1, 1) satisfies Condition (S3) by Theorem 8.7(2), since z0 = z1 = 1. 
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