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Chaos is usually referred to the sensitivity to initial conditions in which the nonlinearity plays a
crucial role. Beyond such a mathematical description, the understanding of the underlying physical
origin of the chaos is still not very clear. Here we study the dissipative chaos from the perspective
of the nonequilibrium dynamics. This was not fully investigated in the traditional chaos theory,
despite of the Lorenz’s original discovery of chaos from the nonequilibrium atmosphere. We found
that the nonequilibriumness as the degree of detailed balance breaking can be quantified by the
appearance of the steady state probability flux in the state space. We uncovered that the dynamical
origin of the onset and offset of the dissipative chaos such as Lorentz attractor is from the sudden
appearance and disappearance of such nonequilibrium flux. We also uncovered that the dissipation
associated with the flux quantified by the entropy production rate gives the thermodynamical origin
of dissipative chaos. The sharp changes in the degree of nonequilibriumness by the flux and the
entropy production rate also provide alternative quantitative indicators for the onset and offset of
the dissipative chaos.
I. INTRODUCTION
Chaos is usually refereed to the behavior of the dynam-
ical systems highly sensitivity to the initial conditions[1].
The butterfly effect is a popular metaphor for the chaos.
A tiny difference in the initial setup of a nonlinear sys-
tem can lead to totally different evolutionary outcome.
Chaos can often be found in both physical and biological
world[2]. The atmosphere dynamics[3] and the popula-
tion growth in ecology[4] are some typical examples. The
chaos seemingly originate from the noises or the environ-
mental fluctuations. However, researches have found that
chaos also emerge in the deterministic systems without
the fluctuations[3, 4], and simple rules can create complex
behavior[4]. Researchers have also found various markers
for capturing this crucial feature of chaos[1], such as the
Lyapunov exponents. Since Lorenz’s discovery from the
atmosphere convection[3], chaos has been studied inten-
sively for almost sixty years.
The early explorations of the chaos started from the
Hamiltonian system without dissipation in particular for
the celestial mechanics, for instance the gravitational
many-body systems and Henon-Heiles system[5], which
are often termed as Hamiltonian chaos. The stability of
the solar system is a fundamental issue for the Hamilto-
nian chaos. The subsequent development involved with
the KAM theorem which provides an explanation for the
stability with respect to the weak perturbations[1]. The
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trajectories of an integrable Hamiltonian system are con-
strained by KAM surfaces. The destruction of the sur-
faces drives the system to chaos with the increase of per-
turbations. However, a dynamical system is more often
dissipative out of equilibrium. We can term the chaos in
dissipation systems as dissipative chaos.
A phenomenological distinction between dissipative
and Hamiltonian chaos comes from the response of the
system to the perturbation. The phases of the orbits in
a Hamiltonian system can be destroyed by the perturba-
tion, while the dissipative system can sustain its distinct
nature by contracting the dynamics to a bounded set
called strange attractors originated from the nonequilib-
rium conditions. A biological organism can benefit from
the attractor to acquire the stable physiological func-
tions, for instance the activities of the heart[6] and the
brains[7, 8]. The dissipative chaos is ubiquitous com-
pared to the Hamiltonian chaos, and possesses intriguing
consequences associated with the nonequilibriumness.
The Lorenz’s discovery of chaos comes from the
nonequilibrium dissipative system, a temperature differ-
ence imposed atmosphere[3]. It is interesting to observe
that the atmosphere evolves into chaotic stage as the
temperature difference increases. The further evolution
out of control gives rise to the turbulence in the atmo-
sphere. The exploration of the dissipative chaos was also
motivated from the researches on the turbulence in the
fluid[9, 10]. The crucial feature of chaos, i.e., the sensitiv-
ity to initial conditions, has also promoted the develop-
ment of the cryptography[11]. On the other hand, certain
control methods have also been suggested to eliminate
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2the unpredictable risks induced by the chaos[12, 13].
Different scenarios have been suggested for the genera-
tion of chaos[14]. The sequence of bifurcations as a route
to chaos[15] has been proposed in several fields, such as
hydrodynamics[16] and electronics[17]. Amazingly, seem-
ingly uncorrelated fields share the same constants, called
Feigenbaum constants, from a mathematical model of an-
imal populations[18]. An universality thus appears in the
route to chaos and is independent of the special model[2].
The nonlinearity is conventionally thought as the ori-
gin of the chaos[15]. If the dynamics is known, we
can investigate how a system transforms into chaotic
stage, through the nonlinear actions in certain param-
eter regimes. However, it is difficult to know the spe-
cific dynamics to investigate the chaos except for some
simple systems. This is especially relevant for the large
spatiotemporal scales system involving large number of
interacting elements. In addition, every system possesses
its own nonlinear features for creating the chaos. Ac-
cordingly, the generations of chaos are realized in differ-
ent scenarios[14] for different systems without an uniform
mechanism. From the Feigenbaum’s studies, one can ask
if there is an universal mechanism for the chaos beyond
just the nonlinearity?
An alternative approach in understanding the chaos
comes from the thermodynamical perspective. A com-
plex system is subjected inevitably to the thermody-
namical laws, especial under the large spatiotemporal
scale systems. The macroscopic evolution will eventu-
ally come to the equilibrium. For instance, the convec-
tion vanishes in the atmosphere without the temperature
difference. From the thermodynamical perspective, the
nonequilibrium condition should be responsible for the
universal origin of the chaos. In fact, the nonequilibrium-
ness is implicitly coupled with the parameters regulating
the specific nonlinear effects. Looking back the Lorenz’s
discovery of chaos, the Rayleigh number plays an im-
portant role for buoyancy-driven flow[3]. The Rayleigh
number can be considered as a measure of the nonequi-
libriumness, i.e., the temperature difference between the
bottom and the top of atmosphere. However, despite of
the Lorenzs original discovery of chaos from the nonequi-
librium atmosphere, it is still a grand challenge to un-
derstand the universal origin of chaos as well as the as-
sociated underlying physical mechanism, even after the
intensive studies of chaos for nearly sixty years. This is
the motivation of our current work to explore the physi-
cal origin of the dissipative chaos.
In this study, we uncovered the universal origin of the
onset and offset of dissipative chaos. We found that the
nonequilibriumness measuring the degree of detailed bal-
ance breaking can be quantified by the appearance of
steady state probability flux in the state space. We un-
covered that the dynamical origin of the onset and off-
set of the dissipative chaos is from the sudden appear-
ance and disappearance of such nonequilibrium flux. We
also uncovered that the thermodynamic dissipation asso-
ciated with the flux quantified by the entropy production
rate gives the thermodynamic origin of dissipative chaos.
The sharp changes in the degree of nonequilibriumness
by the flux and the entropy production rate also provide
alternative quantitative indicators for the onset and off-
set of dissipative chaos. Our study provides not only an
understanding on the physical origin of dissipative chaos,
but also an insight on the origin of the nonequilibrium
phase transitions.
II. THE DRIVING FORCE FOR THE
CHEMICAL REACTIONS
To study the dissipative chaos, we will explore a chem-
ical Lorentz system[19] as an example mimicking the be-
havior of classical Lorenz model[3]. Using the chemi-
cal Lorentz system for study has an advantage that the
physical driving force for the dynamics can be identi-
fied clearly as we will see later. The atmosphere evolves
into chaotic stage as the temperature difference increases.
The similar effect can also be found in the chemical
systems[19]. The chemical systems often possess inher-
ently the nonlinear features from the law of mass action
which can give rise to the chaotic dynamics.
Imagine that there is a chemical reaction system em-
bedded between some particle reservoirs. The chemical
system consists of M species and N reactions and the
reactions are described by the general form∑
m
v+nmXm
k+m−−⇀↽−
k−m
∑
m
v−nmXm. (1)
In coarse-grained description, the state of the system is
determined by the population concentrations xm. We
can introduce the progress variable ξn for counting the
reaction process for n-th reaction. The progress variable
increases ξn → ξn + 1 with the one step n-th forward re-
action. The inharmony among different pathways results
in the accumulation in the node species with the rate
x˙m =
∑
m
vnmξ˙n, (2)
where the stoichiometric coefficients vnm = ∂xm/∂ξn =
v+nm−v−nm reflect the stoichiometric structure of the reac-
tion networks. The stoichiometric coefficient vnm < 0 for
reactants and vnm > 0 for products. The nonlinearity is
introduced through the change rate of progress variable
ξ˙n determined by the law of mass action.
From the thermodynamical perspective, a particle in a
chemical system is driven by chemical potential µ. The
chemical potential can be viewed as an effective statisti-
cal mechanical pressure on the particle creating an effec-
tive force which is called affinity defined as
An = −
∑
m
vnmµm. (3)
A non-zero affinity breaks the reaction equilibrium of n-
th reaction
An = ln(J
+
n /J
−
n ) (4)
3and creates the reaction flow
ξ˙n = J
+
n − J−n , (5)
where J+n and J
−
n are the forward and backward reac-
tion fluxes respectively. Note the signs of stoichiometric
coefficients, i.e., vnm < 0 for reactants and vnm > 0 for
products. So, the affinities An reflect in fact the chemical
potential difference δnµ between the reactant and prod-
uct of n-th reaction.
It is worth to note Eq.2 addresses how the reactions
proceed, while Eq.3 associated with Eq.4 and Eq.5 shows
why the reactions proceed. The causal relationship can
be written as the implicit expression
x˙m =
∑
m
vnmξ˙n[An(δnµ)]. (6)
In this way, the temperature difference imposed on the
atmosphere can now be replaced by the chemical poten-
tial difference in chemical systems. The latter can be
viewed as an effective pressure on the particles generat-
ing the chemical reaction flows analogous to the electric
voltage driving the current in an electric circuit[20].
The reactant and product can be in different environ-
ments with different chemical potentials to sustain the
nonequilibriumness. We can introduce an overall chem-
ical potential difference between the reactant and the
product environment reservoirs in the form
∆µ =
∑
i
µi −
∑
j
αjµj (7)
where µi stands for the chemical potential of the reac-
tant reservoirs and µj stands for the product reservoirs
in the similar way. The coefficients αj reflect the reaction
structure. The chemical potential can be written in the
form µk = µ
0
k + lnxk with concentration xk, where µ
0
k
is the chemical potential of pure species k. The chemi-
cal potential difference will possess complex form due to
different features of species.
For a forward dominated reaction system, we can sim-
plify the chemical potential difference into a relatively
compact structure. In such a system, the backward re-
actions occur under very small rates, so that the equilib-
riumness can only be achieved with very small amount
of reactants. In other words, the chemical equilibrium
∆µ→ 0 is sustained by very small concentration of reac-
tants. In contrast, the finite concentrations of reactants
contribute to additional chemical potential difference
∆µ =
∑
i
ln ri (8)
where ri is the concentration of the i-th reactant reser-
voir. It breaks the chemical equilibrium to create chemi-
cal reaction flows, similar to a higher temperature is im-
posed on the bottom of the atmosphere to create the
buoyancy. The chemical potential difference increases
with the density of reactants, while the products do not
contribute to such difference.
III. MODEL DESCRIPTION
Let us consider a chaotic chemical system[19] mimick-
ing the classical Lorenz model[3] described by a series of
reactions(details see Appendix A)
R1 + X1 + X2
k1−−→ 2 X1 + X2, (9)
R2 + X1 + X2
k2−−→ X1 + 2 X2,
R3 + X3
k3−−→ 2 X3,
X1 + X2 + X3
k4−−→ X1 + 2 X3,
X2 + X3
k5−−→ 2 X2,
2 X1
k6−−→ P1,
2 X2
k7−−→ P2,
X2
k8−−→ P3,
X1 + X3
k9−−→ X1 + P4,
2 X3
k10−−→ P5.
The pathways for the chemical species transitions rele-
vant to such reactions are sketched as in Fig.1. Such
a chemical system can be formulated as the system X
immersed between a particle reservoirs R with higher
chemical potentials and particle reservoirs P with lower
chemical potentials. The chemical potential difference in
this case is given as
∆µ = ln r1 (10)
where r1 is the concentration of the first reactant reser-
voirs.
R2 
P2 P3 
R1 
P1 
R3 
P4 P5 
X1 X2 X3 
FIG. 1. Sketch for the pathways of species transitions.
IV. MASTER EQUATION FOR STOCHASTIC
DYNAMICS AND POTENTIAL-FLUX
REPRESENTATION
In a coarse-grained description, the system state is
determined by the total particle numbers Ωx of each
species where Ω is the volume of container. From mi-
croscopic perspective, these chemical reactions are actu-
ally stochastic processes. The n-th reaction occurs with
the probability Wn(Ωx,Ωx− vn) from state Ωx− vn to
4FIG. 2. Different stages with the chemical potential difference. All the subgraphs share the same size of the coordinate axis
frame, where the calibrations are removed for the concision. (a)-(c), The deterministic trajectories. (d)-(f), The isosurface
for the intrinsic potential(details see Appendix C). (g)-(i), The normalized intrinsic flux. The converged trajectory exhibits a
mono-stable phase in a small difference in the chemical potential as in (a). The system state is attracted into a narrow basin
by the negative gradient of potential as in (d), and the attracted orbit is curved by the influence of flux as in (g). The increased
chemical potential difference pushes the system to enter into a critical point of phase transition. The system state can not
reach the equilibrium state in finite time due to the critical slowing down, so that there is an small cavity in the finite-time
trajectory as in (b). In this case, the system possesses flat basin of attraction corresponding to a large isosurface as in (e).
The flux does not undergo a large transition as in (h) compared with (g). The system enters into a chaotic phase with further
increased chemical potential difference as in (c). The potential landscape loses its own gradient effect −∇φ in the basin of
attractor as in (f). After the system fell into the basin of attraction, the system dynamics is governed by the intrinsic flux V
as in (i). The system enters into an endless chaotic evolution driving by the intrinsic flux.
Ωx per unit time. Here, the stoichiometric coefficients
are written as the vector form vn, where the components
vni is the stoichiometric coefficient of i
th species in nth
reaction. Due to the intrinsic statistical number fluctua-
tions, it is necessary to introduce a statistical description.
Such a stochastic system can be described by the master
equation
P˙ (X) =
∑
n
[Wn(X,X− vn)P (X− vn) (11)
−Wn(X + vn,X)P (X)]
where P (X) is the probability of the system staying in
the state X.
The concentration x is usually an invariant with re-
spect to the volume of container Ω. For instance, in the
thermodynamic limit or macroscopic limit, the concen-
trations hold fixed X/Ω = constant, while X → ∞ and
Ω → ∞. So, it is easy to obtain a scaling transform for
the master equation[21]
ρ˙(x) = Ω
∑
n
[wn
(
x,x− vn
Ω
)
ρ
(
x− vn
Ω
)
(12)
−wn
(
x +
vn
Ω
,x
)
ρ (x)]
with the scaling maps
X = Ωx, (13)
P (X) = Ω−1ρ(x),
Wn(X) = Ωwn(x).
A large system Ω  1 can be described by the Fokker-
Planck equation[22, 23]
ρ˙(x) = −∇ · J (14)
with the probability flux
J = Fρ− Ω−1∇ · (Dρ). (15)
At the long times, the probability distribution is at a
steady state ρss(x) along with a divergence-free steady
5state probability flux Jss possessing a rotational nature
∇ · Jss = 0 (16)
where the nonzero Jss represents the net input/output
and measures the degree of the detailed balance breaking.
The drift term F represents the driving forces for the
deterministic species dynamics
x˙i = Fi(x) =
∑
n
vniwn(x) (17)
and the diffusion term D represents the correlation of
fluctuations
Dij(x) =
∑
n
vnivnjwn(x)/2, (18)
where the transition rate densities
wn(x) = Ω
−1Wn(Ωx) (19)
are usually expressed by the law of mass action.
It may seem confusing why we want to go to the proba-
bilistic description rather than the trajectory description.
In fact, the probability is a global measure rather than
the local measure of the dynamics since it gives rise to the
weight of all the states. In addition, the trajectory follows
nonlinear equation and is unpredictable, while the proba-
bility evolution follows a linear dynamics and is therefore
predictable. Therefore, the probabilistic description pro-
vides an alternative approach to understand the origin of
chaos as described further in the following discussions.
The physical meaning is clear by rewriting the flux
expression(Eq.15) as the form
F = Ω−1D · ∇ ln ρss + Jss/ρss −∇ · (Ω−1D). (20)
Note that the last term vanishes in a large system limit,
Ω  1. The driving force in the dynamics is from both
the gradient of the steady state probability landscape and
a rotational force provided by a curl steady state prob-
ability flux. For equilibrium system, detailed balance is
reflected by the zero value of the flux. The dynamics is
determined by the gradient of the equilibrium landscape.
In contrast, for nonequilibrium system, the dynamics is
determined by both the gradient of the probability land-
scape and the flux.
Specifically, the deterministic species dynamics in the
limit of zero fluctuations can be written in an au-
tonomous form from the law of mass action(details see
Appendix A)
x˙1 = k1 exp(∆µ)x1x2 − 2k6x21, (21)
x˙2 = k2r2x1x2 − k4x1x2x3 + k5x2x3 − 2k7x22 − k8x2,
x˙3 = k3r3x3 + k4x1x2x3 − k5x2x3 − k9x1x3 − 2k10x23.
The main behaviors of the system dynamics can be cap-
tured by the deterministic trajectories as in Fig.2(a)-
(c) at different stages. The increase in the chemi-
cal potential difference triggers an onset transition to
chaos. As the chemical potential difference increases,
a mono-stable system (Fig.2(a)) enters into a chaotic
phase(Fig.2(c)) through a transition stage(Fig.2(b)).
The dynamical trajectories converge into a fixed point in
a mono-stable phase(Fig.2(a)). In contrast, the trajec-
tories wind around between two branches in the chaotic
phase(Fig.2(c)). The initially infinitesimally closed tra-
jectories separate exponentially. The system behavior is
highly sensitive to the initial conditions.
V. THERMODYNAMICAL LIMIT
In the thermodynamical limit Ω → ∞, the steady-
state solution ρss of the Fokker-Planck equation can be
written in a form of Wentzel-Kramers-Brillouin(WKB)
expansion[24]
ρss = exp
(
Ωφ+
∑∞
k=1
Ω1−kφk
)
. (22)
By inserting the expansion into the steady-state Fokker-
Planck equation∑
i
∂Fiρss
∂xi
− Ω−1
∑
ij
∂2Dijρss
∂xi∂xj
= 0, (23)
we can obtain a Hamilton-Jacobi equation in the leading
order[24]
F · ∇φ+∇φ ·D · ∇φ = 0. (24)
The Fokker-Planck equation can be thought of as an
operation encoding the information of the deterministic
driving force F into the probability distribution ρss. But,
some distortions is also encoded into the latter, due to
the fluctuation by diffusion matrix D. The WKB limit
can be regarded as a procedure of reducing the effect of
the fluctuation to restore the original intrinsic feature of
the deterministic dynamics. In this sense, the leading
order φ can be thought of as an intrinsic potential. In
additin, the Hamilton-Jacobi equation endows the intrin-
sic potential with the monotonic decreasing nature of a
Lyapunov function:
F · ∇φ = −∇φ ·D · ∇φ ≤ 0. (25)
The steady state probability density ρss in the Fokker-
Planck equation and the intrinsic potential φ in the
Hamilton-Jacobi equation are linked by the relationship
ρss = exp(−Ωφ)Ω→∞. (26)
In equilibrium systems, the potential function is often
known given the interactions. However, the intrinsic po-
tential φ is usually not known a priori for a nonequi-
librium system. Importantly, there exists an intrinsic
steady state flux velocity[25]
V = (Jss/ρss)Ω→∞ (27)
perpendicular to the gradient of intrinsic potential[25],
i.e., V · ∇φ = 0. In addition, the intrinsic flux velocity is
divergent free ∇ ·V = 0 and therefore rotational.
6It turns out that the nonequilibrium dynamics in the
thermodynamic limit is determined by the two orthogo-
nal forces from the gradient of potential landscape char-
acterized by the intrinsic potential φ and the intrinsic
steady state flux velocity [25–27], i.e.,
F = −D · ∇φ+ V. (28)
The potential landscape through its negative gradient of-
ten gives arise to a convergent attraction. For a potential
dominated system x˙ = −D · ∇φ, the convergent attrac-
tion can be against the divergent chaotic behavior.
One can see that the solution φ should contain an inte-
gral constant from the form of Hamilton-Jacobi equation.
Therefore, the effective solution can be written in the
form φ = φ(x)− φmin with respect to a ground state po-
tential φmin. Importantly, the system can only be in the
ground states φmin in the thermodynamical limit, since
the probability density ρss = exp(−Ωφ) decays exponen-
tially as Ω → ∞. In the ground states, the potential
becomes flat locally ∇φ = 0 and hence loses its own
function for driving the dynamics. The system is then
governed by the intrinsic flux V at the ground state. The
chaos may emerge in the flux-dominating regime where
x˙ = V since no convergent gradient attraction is present
anymore on the ground states.
The onset of chaos can also be reflected by the under-
lying potential(Fig.2(d)-(f)) and flux(Fig.2(g)-(i)). Here,
the intrinsic potential is outlined by an isopotential sur-
face φ = φ′, and the flux is normalized(details see Ap-
pendix B). The system state is attracted by the negative
gradient of potential into the ground states surrounded
by the isopotential surface φ = φ′. The system under-
gos a phase transition from mono-stable state to chaos
state. The system has a single ground state as shown
in Fig.2(d) with the lower chemical potential difference.
The system state is attracted into the basin of the intrin-
sic potential landscape by the negative gradient of in-
trinsic potential. The intrinsic flux as in Fig.2(g) drives
the system in a spiraling way approaching to the bottom
of the basin. The increased chemical potential difference
drives the system to towards a critical point of phase
transition. The system possesses a flat basin of attrac-
tion as shown in Fig.2(e) and a large region in which the
flux becomes important as shown in Fig.2(h). With the
further increase of the chemical potential difference, the
ground state is expanded into a widely connected region
as shown in Fig.2(f). In the chaos stage, the system dy-
namics is dominated by the intrinsic flux leading to an in-
terlaced and overlapped trajectory as shown in Fig.2(c).
Note especially the direction of the flux separation near
the vertical axle wire as shown in Fig.2(i). Accordingly,
nearby points are diverged repeatedly along the flux lines
and eventually become widely separated.
VI. MEASURE FOR CHAOS
A. Largest Lyapunov exponent
The largest Lyapunov exponent λmax provides a mea-
sure for the sensitivity to initial conditions as a crucial
kinematic feature of the chaos(details see Appendix D).
It can be calculated by numerical algorithm[28]. The pos-
itive Lyapunov exponent implies that the system enters
into the stage of chaos. We have found that the largest
Lyapunov exponent increases with the chemical potential
difference at the beginning as shown in Fig.3(a) denoted
by circles, and the positive Lyapunov exponent emerges.
This is in agreement with our common experiences, such
as the convection enhanced by the increase of imposed
temperature difference. The chaos appears to emerge
upon the increase of chemical potential difference. How-
ever, the chaos vanishes and the system returns to the
mono-stable state with the further increase of chemical
potential as shown in Fig.3(a).
B. Kolmogorov-Sinai entropy
Two nearby orbits may appear initially to be the same
within certain given accuracy. However, with the chaotic
evolution, the orbits separate far enough so that they
can be distinguished. In this sense, information is cre-
ated by the chaos from the perspective of the information
theory. Such a creation of information is measured by
Kolmogorov-Sinai entropy hKS(details see Appendix E).
However, it is difficult to determine its value accurately.
Some numerical algorithms were developed to evaluate
the Kolmogorov-Sinai entropy. Here, we use the sample
entropy from the time series[29]. The results are shown
in Fig.3(a) by the asterisk symbols, where it is normal-
ized by its maximum. It is easy to see the same trend
with the largest Lyapunov exponent represented by the
circle symbols.
VII. PHYSICAL ORIGIN OF CHAOS
As discussed, the nonequilibriumness can be quantified
by the degree of detailed balance breaking in the state
space. The degree of the detailed balance breaking can
be quantified by the intrinsic flux. Thus, we quantify
the degree of the system away from the equilibrium, or
the nonequilibriumness, through the average magnitude
of the intrinsic flux
Γ =
∫
|V|ρss(x)dx. (29)
The strong nonequilibriumness is associated with the
large intrinsic flux which can promote the separation of
trajectories. From the thermodynamical perspective, the
dissipation comes from the net input/outpou from the
7FIG. 3. Measures of chaotic degree and its origin. The largest Lyapunov exponent λmax measures the crucial feature of chaos,
i.e., the sensitivity to initial conditions. The Kolmogorov-Sinai entropy hKS quantifying the information creation in the chaotic
evolution. The onset of chaos arises with the increase of chemical potential difference, but the chaos vanishes against the further
increase of chemical potential, as in a. The degree of chaos is correlated strongly with the nonequilibriumness quantified by
the average steady state probability flux which is shown in b by dots. As a direct observation, the time asymmetry of cross
correlation as in b marked by asterisks reflects the nonequilibriumness. The entropy production rate in b shown by circles
measures thermodynamical cost for driving the chaos. It is easy to see all quantities shown in b share the same shape.
Significantly, their changes become sharp near the critical points of onset and offset of chaos, as reflected by the slopes in c.
Note that there are two distinct picks corresponding to the onset and offset respectively.
chemical environment reservoirs. The entropy produc-
tion rate(details see Appendix F) is given as
ep =
∫
V ·D−1 ·Vρss(x)dx ≥ 0. (30)
related closely to the flux, giving rise to the thermo-
dynamic force in driving the nonequilibrium dynamics.
It provides a measure of the thermodynamical cost for
nonequilibrium systems. Besides the dynamical features
uncovered from the models, the nonequilibriumness can
also be inferred by the time reversal asymmetry mea-
sured by the difference in cross correlations between two
concentration species i and j forward and backward in
time
σ =
∣∣∣∣d[〈xi(0)xj(τ)〉 − 〈xj(0)xi(τ)〉]dτ
∣∣∣∣ (31)
This provides an direct measure of nonequilibriumness
from the experimental observational trajectories [30–32].
In the thermodynamical limit, the system can only stay
in the ground states φ = φmin with constant probability
density ρss ∼ exp(−Ωφmin), and in which the system
dynamics is dominated by the intrinsic flux, i.e.,
F = V. (32)
Therefore, the quantification of the nonequilibriumness
8can be simplified into an approachable form by the tra-
jectory averages
Γ = lim
T→∞
1
T
∫ T
0
|F|dt. (33)
where we take the long time average to approach the
ensemble average. In the thermodynamical limit, the en-
tropy production rate can also be converted into the tra-
jectory averages
ep = lim
T→∞
1
T
∫ T
0
F ·D−1 · Fdt. (34)
The nonequilibriumness measured by the average flux
Γ for dynamics and the entropy production rate ep for
thermodynamics are shown in Fig.3(b). The time rever-
sal asymmetry in cross correlations σ between two con-
centration species x1 and x2 is also shown in Fig.3(b).
Note that they are normalized by the respective maxi-
mums. All the above three quantities in Fig.3(b) share
the similar shape and trend. With the increase of chem-
ical potential difference, we can see these physical quan-
tities increase when the chemical potential difference is
small, while decrease when the chemical potential differ-
ence is large. In addition, we can observe a synchronism
between these physical quantities and kinematic chaotic
degree measures as shown in Fig.3(a). The flux, the en-
tropy production and the time asymmetry reflect differ-
ent aspects of the nonequilibriumness of the dissipative
system from dynamics, thermodynamics and time direc-
tion. Importantly, there are distinct sharp changes of the
nonequilibriumness physical measures in terms of flux,
entropy production and time asymmetry at the critical
points of the onset and offset of chaos. Such changes are
reflected by the corresponding slopes shown in Fig.3(c).
Note that the slopes are also normalized by respective
maximums. These results demonstrate the nonequilibri-
umness as the dynamic and thermodynamic origin of the
dissipative chaos. The results also provide alternative
physical quantitative signatures for the onset and offset
of chaos as a nonequilibrium phase transition.
VIII. DISCUSSION AND CONCLUSION
An equilibrium system preserves the detailed balance
and its dynamics is determined by the potential alone
without the flux. The flux drives the system into
nonequilibrium by breaking the detailed balance. Un-
like the gradient force which always attracts the system
leading to convergent trajectories, the flux due to its
rotational nature tends to drive the system away from
the point attractor in a spiral way leading to the diver-
gent trajectories from each other[27]. We have noticed
that the flux is significant at chaotic phase in a previous
work[33]. In this study, we uncover the nonequilibrium-
ness as the universal origin of the chaos. From the intrin-
sic potential-flux decomposition(Eq.28), it is easy to see
that the chaos is driven by the flux without significant
gradient of the potential due to the nearly flat poten-
tial landscape near chaotic regime. The various routes to
chaos are in fact different pathways entering into the flux-
dominated region. The sharp changes of the nonequilib-
riumness of the system, such as the time reversal asym-
metry, can provide alternative tracers for the onset and
offset of dissipative chaos, which can also become sys-
temic indicators to predict or control the chaos in the
engineering applications.
There appears a confusing issue: why the chaos van-
ishes against the further increase of chemical potential
difference? The chemical potential difference acts as a
voltage pump driving the current flow from the higher
chemical potential reservoirs to lower one. For a con-
stant resistance, the current increases with the voltage.
However, the resistance can change upon the changes of
the voltage. The current can decrease if the resistance
increases upon the voltage increase. For example, an in-
sulator will have diminishing current upon increase of
voltage due to the large resistance. This can help to ex-
plain the reason why chaos can vanish against further
increase of chemical potential difference. This is because
the chaotic system we are studying can change its ef-
fective resistance when the chemical potential increases
further. This leads to the decrease of the effective current
or flux and therefore the associated entropy production
rate. In other words, the effective capacitance(resistance)
of the system increases(decreases) as chaos emerges and
motions are set free. On the other hand, the effective
capacitance(resistance) decreases(increases) as chaos dis-
appears and the motions are constrained.
Above all, we can see that the dissipative chaos
through the example of chemical Lorentz system is a
flux-driven nonequilibrium phenomenon. The chaos ap-
pears with the emergence of the flux-dominated region
in the state space. The nonequilibrium flux provides the
dynamical origin of dissipative chaos. The entropy pro-
duction quantifying the dissipation related to the flux
provides the thermodynamical origin of the dissipative
chaos. The sharp changes of the flux and entropy pro-
duction rate provide the quantitative indicators for the
onset and offset of dissipative chaos.
In the original Lorentz model, only temporal dynamics
is focused on for the study of the dissipative chaos. By
performing the Fourier transformation in space, Lorentz
separated the spatial modes and temporal dynamics. The
spatial dependence in principle can be obtained by trun-
cating the Fourier series to the lowest order of the spatial
modes in terms of trigonometry functions. In this study,
we focused on the temporal behavior of dissipative chaos.
The spatial turbulent behavior of dissipative chaos will
be explored in the future study.
Our study provides not only an understanding on the
origin of dissipative chaos, but also an insight on the
nonequilibrium phase transitions. For example, it can
help on the understanding of turbulence as a dissipa-
tive chaotic system driven by the nonequilibriumness[15].
9The chaos has also raised concern from ecology for popu-
lation growth from the competition between reproduction
and starvation[4]. In the ecological model, the starvation
is often caused by the environmental capacity, such as
food. The food intake can be used to measure the de-
gree away from the equilibrium. In addition, chaos has
becomes significant in biological and physiological stud-
ies, for instance in the activities of the heart[6] and the
brains[7, 8]. The anomalous seemingly chaotic behav-
ior such as epilepsy[34, 35] and heart beat disorder can
be associated with the nonequilibrium phase transition.
Our study can also provide novel insight on economics. In
particular, after encountering the financial crisis in recent
years, the economists called upon the alternative treat-
ment of nonequilibrium chaos beyond the conventional
economic theory[36]. In addition to these, our study can
also inspire studies in other physical and biological fields.
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Appendix A: On the model with chaos
In a specific chemical reaction model, the backward re-
actions can be taken as very small rates, so that the chem-
ical dynamics is dominated by the forward reactions. In
this case, the specific value of the product concentra-
tions and the backward reaction rates do not appear in
the species dynamical equations. The parameters in the
chemical reaction model are taken as follows
r2 = 1, (A1)
r3 = 1,
k1 = 0.001,
k2 = 1,
k3 = 10000,
k4 = 0.0001,
k5 = 1,
k6 = 0.05,
k7 = 0.005,
k8 = 9900,
k9 = 1,
k10 = 0.0133.
We take the concentration of the first reactant reservoir
r1 as a control parameter. The corresponding determin-
istic species dynamics reads from the law of mass action
from Eq.17
x˙1 = F1 = 0.001r1x1x2 − 0.1x21, (A2)
x˙2 = F2 = x1x2 − 0.0001x1x2x3 + x2x3
−0.01x22 − 9900x2,
x˙3 = F3 = 10000x3 + 0.0001x1x2x3 − x2x3
−x1x3 − 0.0266x23.
The diffusion matrix reads from Eq.18
D11 = 0.0005r1x1x2 + 0.1x
2
1, (A3)
D12 = 0,
D13 = 0,
D21 = 0,
D22 = 0.5x1x2 + 0.00004x1x2x3 + 0.5x2x3
+0.01x22 + 4950x2,
D23 = −0.00005x1x2x3 − 0.5x2x3,
D31 = 0,
D32 = −0.00005x1x2x3 − 0.5x2x3,
D33 = 5000x3 + 0.00005x1x2x3 + 0.5x2x3
+0.5x1x3 + 0.0266x
2
3.
Note that all the terms in the diagonal elements Dii are
non-negative as the self-correlations and the diffusion ma-
trix is positive definite. In addition, the chemical poten-
tial difference in this case is given as
∆µ = ln r1 (A4)
where r1 is the concentration of the first reactant reser-
voirs.
Appendix B: Potential-flux landscape
The intrinsic potential and flux is obtained by solv-
ing the Hamilton-Jacobi equation. But, the Hamilton-
Jacobi equation as a nonlinear partial differential equa-
tion is hard to solve. In an approximation, we replace
its solution by the numerical solution of Fokker-Planck
equation.
One can see the general Fokker-Planck equation pos-
sesses a anisotropic inhomogeneous diffusion matrix
Dij(x) =
∑
n
vnivnjwn(x)/2. (B1)
It leads to also another difficulty in numerical treatment
in practice. So, we use an isotropic homogeneous diffu-
sion to replace the original state-dependent matrix. It
is necessary to notice the isosurface of the potential in
Fig.2b is corresponding to the solution of the Fokker-
Planck equation∑
i
∂Fiρss
∂xi
− α
∑
ij
∂2ρss
∂xi∂xj
= 0. (B2)
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In the numerical calculation, the diffusion parameter is
taken as α = 2 × 107. In the original Fokker-Planck
equation∑
i
∂Fiρss
∂xi
− Ω−1
∑
ij
∂2Dijρss
∂xi∂xj
= 0, (B3)
the diffusion matrix is approximately
D =
1 0 00 16 −8
0 −8 17
× 107. (B4)
So, the parameter α = 2 × 107 is corresponding to an
approximate volume Ω−1 ∼ 0.1.
The intrinsic potential φ contains an integral constant
from the form of Hamilton-Jacobi equation, and thus the
effective part is the difference
φ = φ(x)− φmin. (B5)
In addition, the intrinsic potential can be interpreted by
the probability distribution φ = −α ln ρss. So, the inte-
gral constant is actually
φmin = −α ln ρmaxss (B6)
where ρmaxss is the maximum of the probability density in
the state space. The isosurface for the effective intrinsic
potential in Fig.2b is taken as
φiso = 2α. (B7)
Note that the α can be thought of as a noise strength
exiting the system. The system lies in the ground state
φmin = −α ln ρmaxss without fluctuation. The isosurface
φiso outlines the states that can be exited by the noise
with strength 2α. Obviously, the ground state φmin is
surrounded by the isosurface φiso. Furthermore, the in-
trinsic flux in Fig.2c is also approximated by the solution
of the Fokker-Planck equation
V = F− α∇ ln ρss. (B8)
It is necessary to notice that Fig.2 is a heuristic illus-
tration for the distribution of the potential and flux. The
detailed value used in Fig.2 does not affect the further
calculation of other quantities. The latter is performed
by other treatment.
Appendix C: Lyapunov exponent
The chaos is characterized by the sensitive dependence
of system behavior on initial conditions. On average, two
infinitesimally closed trajectories separate exponentially
fast in the form
|δx(t)| ≈ eλt|δx(0)| (C1)
with the Lyapunov exponent λ providing a measure of
such dynamical sensitivity.
More technically, we consider two trajectories x(t) and
x′(t) with separation r(t) = x′(t) − x(t). For a general
dynamics x˙ = F(x), the separation rate reads
r˙(t) = F(x′(t))− F(x(t)) ' J(x)r (C2)
where the Jacobian J = ∂F/∂x. The solution can be
formally written as
r˙(tn) =
(
n∏
i
exp[τJ(x(ti))]
)
r(0) (C3)
where τ is infinitesimal time increment. The global Lya-
punov exponents as the chaotic measure are defined as
the eigenvalues of the cumulated matrix
Λ = lim
n→∞
1
2nτ
ln
( n∏
i
exp[τJ(x(ti))]
)T( n∏
i
exp[τJ(x(ti))]
)(C4)
which describe a global property with independence of
the initial condition. Usually, the largest Lyapunov ex-
ponent λmax is representative for measure of chaos.
Appendix D: Kolmogorov-Sinai entropy
We divide the d-dimensional state space into boxes
with size d. A dynamical trajectory x˜(t) can be identi-
fied by the box sequence i0(0), i1(τ), · · · , in(nτ) with the
sampling interval τ . Such a trajectory can be recognized
with the information
Kn = −
∑
Pi0···in lnPi0···in . (D1)
Accordingly, the additional information Kn+1 − Kn is
needed to predict the next boxes the trajectory passed.
The Kolmogorov-Sinai entropy entropy is defined as the
average information
hKS = lim
τ→0
lim
→0
lim
N→∞
1
Nτ
∑N−1
n=0
(Kn+1 −Kn) .(D2)
Some numerical algorithms were developed to evalu-
ate the Kolmogorov-Sinai entropy. We use the algorithm
called sample entropy from the time series[29].
Appendix E: Entropy production rate
The intrinsic flux gives rise to the dynamical irre-
versibility exhibiting the asymmetry in the probability
between forward and backward trajectories. The irre-
versibility in the trajectory probabilities can be obtained
by means of the path integral[37]. A stochastic trajectory
occurs with probability
P[x(t)]Dx = P[x(t)|x0]ρss(x0)Dx (E1)
where trajectory-dependent transition probability den-
sity P[x(t)|x0] can be obtained by the path integral,
P[x(t)|x0] =
τ∏
t=0
[
Ω
4pi|D|dt
]1/2
exp
[
−Ω
∫ τ
0
Ldt
]
.(E2)
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Each trajectory contributes a different weight by the La-
grangian
L = 1
4
[x˙− F(x)] ·D−1 · [x˙− F(x)]. (E3)
Obviously, the Lagrangian vanishes
L(x, x˙) = 0 (E4)
along a deterministic trajectory x˙ = F(x). For the time
reversal trajectory x˜(t) = x(τ − t), we have ˙˜x − F(x˜) =
−x˙−F(x) = −2F(x) and the corresponding Lagrangian
L(x˜, ˙˜x) = F(x) ·D−1 · F(x). (E5)
The dynamical irreversibility is measured by
P[x(t)]
P[x˜(t)] =
P[x(t)|x0]ρss(x0)
P[x˜(t)|x˜0]ρss(x˜0) (E6)
=
ρss(x0)
ρss(xτ )
exp
[
Ω
∫ τ
0
[L(x˜, ˙˜x)− L(x, x˙)]dt
]
= exp
[
Ω[φ(xτ )− φ(x0)] + Ω
∫ τ
0
L(x˜, ˙˜x)dt
]
= exp
[
Ω
∫ τ
0
F · ∇φdt+ Ω
∫ τ
0
F ·D−1 · Fdt
]
= exp
[
Ω
∫ τ
0
[F ·D−1 · F− (∇φ0) ·D · (∇φ0)]dt
]
= exp
[
Ω
∫ τ
0
V ·D−1 ·Vdt
]
.
On the other hand, it is particularly associated with the
trajectory-dependent entropy[38]
P[x(t)]
P[x˜(t)] = exp
[∫ τ
0
s˙[x(t)]dt
]
, (E7)
where s˙[x(t)] is the trajectory-dependent entropy
production[39] . Therefore, we obtain the density of en-
tropy production rate
ep = Ω
−1
∫
s˙(x)ρss(x)dx (E8)
=
∫
V ·D−1 ·Vρss(x)dx ≥ 0.
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