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Efﬁcient numerical simulation of renewable energy wind and tidal turbines is important for the layout of
devices in farms. Computational Fluid Dynamics (CFD) approaches using blade geometry resolved
models are computationally expensive. Therefore, most array models use source term representations of
rotors, normally actuator disk, actuator line or blade element disk. Unfortunately, these methods rarely
capture enough physics to accurately predict power and at the same time correctly characterise the wake
velocity ﬁeld and turbulent structures.
This study describes a new Generalised Actuator Disk CFD model (GAD-CFD), that achieves the
required accuracy for the simulation of horizontal axis wind and tidal turbines and their wakes. This new
method combines a ﬁnite volume CFD code with additional source terms representing the rotor,
including: correct consideration of losses along the foil by modiﬁcation of the distribution of downwash;
a concise downwash distribution computation; recognition that foil cross section varies along the length;
dynamically changing Reynolds numbers and the application of a tip radius correction. Also reported are
foil lift and drag coefﬁcients and their variation with thickness, surface roughness and Reynolds number,
which is necessary for the proper characterisation the whole rotor.
The effectiveness of this approach is investigated and validated against two experiments, and dem-
onstrates improvements over traditional source term methods, in particular the correct CFD approach to
tip losses and consequent downstream wake prediction. This study provides conﬁdence in application to
both small scale ﬂume studies and large scale array deployments in both the marine and wind
environments.
© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The success in recent years of the renewable energy sector in
demonstrating signiﬁcant progress developing offshore wind and
marine energy technologies are of particular interest at the current
time as the availability of offshore regions for device development
and deployment increase.
While wind turbines are migrating from onshore deployments
to offshore locations aiming for increased energy yield, the marine
energy sector is progressing renewable energy generation.J. Williams).
r Ltd. This is an open access articltechnology based on the predictability of tidal ﬂow [1]. The United
Kingdom has signiﬁcant wind [2] and tidal [3] energy density due
to its island status and location.
To capture these resources, substantial deployment of large
scale horizontal axis tidal (HATT) and wind (HAWT) turbines will
be required. The growing demands of these sectors require in-
vestments in improved knowledge and technology [4,5]. This can
be achieved through the study of: analytical modelling, numerical
modelling, practical experiment, and deployment [6e8].
Academic interest in the sector is growing in parallel to the
growth of industrial investment. The range of work includes; device
design studies [9e12], environmental impact studies [13e15], and
the study of the performance of individual devices [16e19] arrays
[20e22] and array optimisation [23e25]. The computationale under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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sation procedures more useable for industrial applications.
Computationally efﬁcient CFD models of arrays typically use
actuator disk, actuator line or blade element disk approaches as
outlined below in the literature review. In all these methods the
absence of fully resolved turbine foils in the ﬂow regime requires
assumptions regarding the ﬂow characteristics to predict the cor-
rect turbine operating conditions. This includes lift and drag char-
acteristics for a full set of Reynolds numbers, changing foil cross
section at different radial stations, the capture of a radiused tip (due
to design or manufacturing processes), and improved prediction of
the distribution of lift and drag along the radial length of the foil for
a range of different chord, twist, and section geometries.
The work presented here seeks to validate a new Generalised
Actuator Disk CFD model (GAD-CFD) which addresses the issues
described above. Each cell in the deﬁned disk utilises the local ﬂow
velocity to compute the rotor forces, so can deal with boundary
layer shear ﬂows and other non-linearities in the upstream ﬂow.
The radial variation in blade design is captured including changes in
chord, twist, sectional proﬁle and Reynolds number effects. The
model introduces an analytically derived lift distributionmethod to
determine the correct downwash, and thus correct tip loss treat-
ment in the context of a CFD model. This work combines the ﬁnite
volume CFD code, OpenFOAM [26], with additional energy source
terms representing the rotor. The work is correlated with experi-
ments by Mycek et al. [16] (water), and Selig et al. [27] (air).
A review of the literature appropriate to this study is presented
in Section 2. This work introduces the detailed model in Section 3.
Section 4 is important in its own right, as this discusses the rela-
tionship between foil lift and drag and Reynolds number. It is
necessary to understand these effects to correctly match the
experimental results. A set of case studies are detailed in Section 5.
The cases studies simulate experiments from the literature and are
chosen to represent a range of scenarios which can be used to
validate the model. Section 6 discusses the results of the simula-
tions while comparing and contrasting with the experiments.
Conclusions and potential future work are highlighted in Section 7.
2. Literature review
Ocean energy resource evaluations can be conducted at differing
scales. Large oceanographic models simulating turbine energy
extraction as sub grid drag coefﬁcients can be used to approximate
sites of interest. At this scale resource modelling provides greater
coverage than can be achieved with ﬁeld measurements [28].
Sediment transport assessments [29], and the examination of
waves and currents [30], can be studied at this scale.
Within a three dimensional hydrodynamic model to simulate a
tidal turbine farm at the Alderney race, [29] implements an addi-
tional bed friction term. An extension to this type of model [31]
implements rotor source terms in the layers of a 3D coastal model.
[25] uses the same approach within an array optimisation. [32]
used a two dimensional depth averaged model to predict an array
of turbines and structures where the turbines and structures are
represented as additional thrust and drag forces. Using the same
model, [33] evaluates the effect of array shapes. The authors
conclude that denser arrays have more signiﬁcant, localised effects
on water level and suspended sediment concentration.
Energy source models attempt to abstract the rotor geometry
into an energy source/sink term, [23] employed an actuator disk
approach through a porous jump boundary condition in steady
state 3D simulations, while [7] uses multiple actuator disks to
represent a set of rotors, investigating the positive effects on per-
formance that blockage can induce with small lateral intervals. [34]
abstract this to an actuator fence model, and study the interactionswith a simple headland. This work supersedes a more detailed
model investigated by [35], who simulated a lateral turbine fence
using a 2D CFD model, which showed that headland ﬂow acceler-
ation can be utilised to improve the performance of turbines arrays.
The ability to predict the effect and utility of deployed wind/
tidal farms is important for the viability analysis of a site layout/
location or the design and performance of an individual device. The
prediction of this information is essential to the turbine designer.
When data from offshore deployments is not available, laboratory
scale experiments in wind tunnels, current ﬂumes or wave/current
tanks [36e38] can provide adequate data for single or small scale
arrays.
A number of experimental studies have been published which
can be used for validation and these include works by Selig et al.
[27], Bahaj et al. [39], Stallard et al. [40], and Mycek et al. [16]. Selig
et al. [27] study the performance of a full scale device at the Na-
tional Renewable Energy Laboratory (NREL). The device is a three
bladed horizontal axis wind turbine generator instrumented to
provide pressure data along the aerofoils as well as performance of
the full turbine. Bahaj et al. [39] used a laboratory scale tidal stream
turbine in a practical study conducted in a cavitation tank and a tow
tank to simulate the performance and cavitation effects. Stallard
et al. [40] study a group of three-bladed tidal turbines arranged in a
ﬂume, noting the effects of wake interaction and recovery. Mycek
et al. [16] conducted studies of a well deﬁned rotor geometry sit-
uated in a recirculating ﬂume, including a dual rotor layout [21].
Laboratory studies provide valuable insight into the localised
performance of wind and marine turbines. The experiments pro-
vide detailed data for analysis, and correlation of different model-
ling techniques. Computational ﬂuid dynamics (CFD) can generate
predictions ranging from close approximations to highly accurate
simulations of real world scenarios. However with high accuracy
comes computational cost. The simulation of entire ﬁelds of full
scale turbines at a useful level of approximation for studying tur-
bine performance, interaction, and environmental effects is very
challenging and costly [41,42]. However, the cost is still signiﬁ-
cantly lower compared to full offshore deployments. Detailed
computational models of individual turbines may include moving
meshes, which are modelled to the geometry of the aerofoil. These
models resolve aerofoil tip vortices, wake propagation, and turbine
performance characteristics. Turbulence is resolved using either
Reynolds Averaged Navier Stokes [35] or Large Eddy Simulations
(LES) [43].
Addressing the computational cost of transient CFD models,
Blade Element Theory (BEMT) approaches were developed from
Glauert’s propeller theory [44]. BEMT is an analytical approach to
solving for forces at the rotor utilising inputs from tabulated rotor
geometry and lift/drag data [44,45]. This method is utilised by the
wind industry as it is simple, fast and provides good agreement
with experiments [46]. This model is also utilised by the marine
energy sector [47,48], incorporating corrections for tip and hub
losses, yawed and heavily loaded rotors. It also gives a fast assess-
ment of the effects of turbulence [49]. BEMT methods are not able
to predict the local velocity ﬁeld, and therefore the downstream
wake. For this a full transient CFD simulation would be required to
predict the downstream velocity ﬁeld, and thus device and envi-
ronmental interactions. This approach, however, can be prohibitive
in terms of computational cost when simulating multiple inter-
acting devices in a deployed scenario.
Blade Element Momentum CFD (BEM-CFD) steady state models
[50,51], provide methods of more efﬁciently simulating HATTs and
HAWTs. These methods utilise a radially varying set of blade
characteristics, uniformly distributed in an axial direction. Hence,
computational cells at the same radius from the rotor centre have
the same properties, however, as the ﬂow varies from cell to cell,
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A steady state CFD model coupled to a BEMT code [52] was
based on the classic Blade Element Theory model [45], to predict
the rotor effect on the ﬂuid domain. The authors then examine the
power output of rows of turbines where each row is reduced in
performance by a constant factor. This type of model has been used
to study wake length and inﬂow characteristics [53], the effect of
accelerating ﬂows [54] and the interaction of arrays of turbines
[20], validated against [55]. The application of tip loss corrections
pertinent to a CFD type model representation takes this approach
further [17]. The beneﬁt of a steady state approach, with respect to
computational cost, is unequivocal. This technique allows us to
move into the realms of array interaction modelling and site design
at a more reasonable level of cost.
Actuator line approaches have also been studied where a
rotating line of energy sinks represents each of the rotor blades. The
method was developed by [56], and further studied by [57] who
validated their approach against the NREL 10 m diameter wind
turbine experiments [27]. An actuator disk and line approach can
be combined with a LES CFDmodel [58]. These actuator linemodels
do not treat tip loss or downwash effects. The effects of support
structures of contra rotating turbines is examined by [22] utilising
LES-CFD with an embedded actuator line model.
The extensions discussed by [17] better capture the effects of tip
vortices within the steady state model, and is validated with ex-
periments [16]. [59] discuss the idea of correction coefﬁcients to the
Shen et al. [60] tip loss functions applied to an actuator line CFD
model. These corrections are consistent with the experimental data
and are part of an extensive investigation into wind turbine
modelling techniques with an important emphasis on tip loss
mechanisms [61,62].
The tip loss distribution of [17] follows the classical work of
Prandtl and assumes a simple elliptical distribution, which
although a good approximation for the geometry speciﬁed in [16],
can demonstrate signiﬁcant inaccuracies for other blade geome-
tries, particularly for alternative chord distributions. In addition,
the assumption that devices are run in ﬂow conditions indepen-
dent of the Reynolds number (especially laboratory scale studies), is
inaccurate. Lift and drag characteristics signiﬁcantly change with
lower Reynolds numbers and higher turbulence, thus demonstrate
varying results when the ratio of thickness to chord length changes
along to radial length of the foil.
It can be seen from this extensive body of literature that energy
source term approaches to modelling turbines can provide a good
estimate of turbine power and thrust. All of them provide an
approximation of the downstream wake and this is where the es-
timates vary. Actuator disks models are the most simple to set up,
but do not impart swirl on the wake. Blade element disks correctly
predict swirl, but as the effect is rotationally averaged, cannot
produce a tip vortex. Actuator lines clearly show a tip vortex and
the characteristic corkscrew wake pattern. In all cases, the tip
treatment is important for performance and wake extent; perfor-
mance losses and creation of turbulence in the wake edge must
both exist and be numerically consistent. Therefore, in the next
section we describe such an approach.
3. The numerical model
3.1. CFD and the governing equations
The OpenFOAM toolbox [26] is utilised for the model imple-
mentation. The CFD model requires the solution of the Navier
Stokes equations for mass and momentum, where the disc rotor
characteristics are incorporated into the momentum equation
through an additional source term Si.O’Doherty et al. [63] discuss a range of Reynolds Averaged
Navier Stokes (RANS) turbulence closure models. The results of this
work show the Reynolds stress model (RSM), Realisable k-ε, and the
k-ε RNG variant all demonstrate good ﬁt with experimental data.
The effectiveness of the k-ε RNG model [64] for use with large
rotating downstream wakes, and ability to effectively capture
downstream wake structures, is demonstrated in the work by [17].
The k-ε RNG model is implemented here.
3.2. The GAD-CFD method
Fig. 1 illustrates how a turbine with three hydrofoils is dis-
cretised for use with the generalised actuator disk method. The
hydrofoil properties are determined at radius ri, and then averaged
over 2p radians. This process is repeated for each hydrofoil element
over the interval ½r0;rmax. Full details of the underlying method are
presented in Ref. [17]. The procedure leads to the deﬁnition of the
following axial and tangential source terms, Sa and St ,which are
incorporated into the source term Si in the momentum equation.
Here CL and CD are the lift and drag coefﬁcients respectively, r is the
density, c is the chord length and vR is the resultant velocity.
3.3. An extended downwash distribution method
To improve the prediction of the effect of tip losses on the ﬂow
ﬁeld an additional source term, representing the tip vortex induced
downwash w (see Fig. 2), is computed. The downwash force is
proportional to the force deﬂecting the ﬂow around the foil (Sa and
St), weighted by a downwash distribution function EðrÞ.
The use of the elliptical downwash distribution EðrÞ2½0;…; 1,
where the normalised distribution is 0 at the hub and 1 at the tip, is
described in [17]. The authors present an ellipse as a reasonable
approximation for a tapered foil design. However with a range of
different blade chord distributions which do not conform to an
elliptical downwash distribution approximation, a more robust
distribution method is proposed. The presented technique utilises
the foil’s geometry to generate a more accurate representation of
the downwash distribution.
This is achieved by analytically solving a set of linear equations
based on Prandtl’s classical lifting line theory, as described in ([65]
Section 5.3.2 General lift distribution). The spanwise coordinate
transform:
Sa¼dFA¼0:5 r
vR2c ðCLsin4þCDcos4Þ dr (1)
St ¼dFT ¼0:5 r
vR2c ðCLcos4CDsin4Þ dr (2)
y¼  b
2
cosq (3)
is a function of q, where b=2 is the foil radius and 0  q  p. The
elliptic downwash distribution as a function of q is:
GðqÞ¼G0sinq (4)
This equation can be solved using a Fourier sine series to
represent the circulation distribution along a ﬁxed length foil. Thus
it can be presumed generally that:
GðqÞ¼2bv∞
X
1
N
Ansin nq (5)
where the quantity of N terms deﬁnes the required accuracy of the
solution, and coefﬁcients An (where n ¼ 1;…;N) are to be solved.
Fig. 1. Generalised Actuator Disk rotor discretisation scheme. FL , FD , FA and FT are the lift, drag, axial and tangential forces respectively, c is the chord length, va , vt and vR are the
axial, tangential and resultant velocity respectively, u is the angular velocity, a is the angle of attack and 4 is the ﬂow inclination angle.
Fig. 2. The components required to deﬁne the induced angle of attack ai , where the
effective angle of attack is redeﬁned as ae . The resultant velocity, vR , shown in this
illustration is thus redeﬁned with respect to Fig. 1.
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aðq0Þ¼
2b
pcðq0Þ
X
1
N
Ansin nqþaFL¼0ðq0Þ þ
X
1
N
n An
sin nq0
sinq0
(6)
where this equation is evaluated at a given spanwise location q0.
Additionally, b, cðq0Þ, and aFL¼0ðq0Þ are known values derived from
the foil section geometry. Only the An ’s need to be determined.
Thus, deﬁned at a given spanwise location (i.e. a speciﬁed q0), this
equation is one algebraic equationwithN unknowns, A1;A2;…;An. A
set of N independent algebraic equations with N solvable un-
knowns is evaluated. Once the An coefﬁcients are determined, the
distribution of downwash (GðqÞ) can be calculated by substituting
the An ’s in Equation (5).
Examples of the normalised computed downwash distribution
curves for a number of blade proﬁles is shown in Fig. 3. It is
observed that the distributions vary signiﬁcantly with respect to
the underlying geometry.
The source term Si is appended to the momentum equation and
deﬁned thus:
Si¼ Sa bva i þ St bvt i þ Svcvwi (7)
where the scalar terms Sa and St are the magnitude of kinetic en-
ergy per unit volume in the axial and tangential directions as
deﬁned in Equations (1) and (2), Sv represents the additional
downwash force, and bva is the axial unit vector, bvt is the tangentialunit vector, and cvw is the unit vector normal to aFL¼0, on the plane
deﬁned by bva and bvt .
Si is an R3 representing the change in kinetic energy per unit
volume in Cartesian space, i.e. dynamic pressure.
Combining the downwash distribution function with the pre-
dicted axial and tangential forces, the downwash term can be
described as follows:
Svcvwi≡EðrÞðSa bva iþ St bvt iÞ (8)
thus:
Si¼ Sa bva iþ St bvt i þ ðSa bva iþ St bvt iÞEðrÞ (9)
whichmakes for both a simpler and computationally less expensive
implementation.
From the above formulation, power and thrust is determined as
follows:
Thrust¼
X
i¼0
n
Sa bva iVolir (10)
and
Power¼
X
i¼0
n
St bvt iVolirru (11)
where n is the set of cell indices, i, bounded by the bladebox (the
domain associated with the rotor), and Voli is the volume of cell i.
Note that Equation (11) is the discretised form of the volume in-
tegral of the tangential force multiplied by rotational speedu and is
hence the useful power generated.3.4. Additional model reﬁnements
This subsection discusses the additional reﬁnements included in
the GAD-CFD model. The purpose of these reﬁnements is to ﬁne
tune the predictive capabilities of the model, with the aim of
improving model ﬂexibility and simulation robustness.3.4.1. Tip radius treatment
The tip radius rt referred to here is the radius found at the end
Fig. 3. Normalised spanwise downwash distribution comparison of the case presented by: Mycek [16], Selig [27], Bahaj [39], and the elliptical distribution from [17].
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end face, see Section C-C in Fig. 4. This is usually provided for the
purposes of manufacture (sharp edge removal etc.), and is quite
small. However, on some designs the radius in this location can
become quite large, and thus effect the tip losses. In this region the
lift is effectively zero, while the drag is maintained. To capture this
effect within the model the downwash distribution constraint of
aFL¼0 is offset inboard by a quantity xwhich is equal to the speciﬁed
tip radius, rt , as demonstrated in Fig. 4.
3.4.2. Radially changing foil sections
In a number of foil design cases, the foil section thickness may
vary relative to the section chord, i.e. the thickness as a percentage
of chord length may vary along the radial length of the foil, see
example in Fig. 4. In some cases differing foil sections are applied to
the design along the radial length. This can have an effect on the
power extraction characteristics, in particular at low rotor speeds.
Within this model these section changes are captured through the
use of CL and CD lookup tables as a function of radial location lin-
early mapped between section types. The use of these look-up ta-
bles is discussed further in Section 4.
4. Aerofoil characteristics
This section discusses the relationship between Reynolds
number, surface roughness effects and foil performance charac-
teristics. It is necessary to understand these effects to correctlyFig. 4. Demonstration of section changes along the radial length of the foil, i.e. Section A-A
downwash distribution x is equivalent to the radius rt at the foil tip as shown in Section Cmatch the experimental results.
Input lift/drag coefﬁcient data, plotted against angle of attack for
a full 360, is taken from a number of sources and tabulated in an
ascii text ﬁle for use as input to the model. The lift and drag data for
given foil sections are generated using a combination of JavaFoil
[66] and CFD simulation.
The foil sections used for the simulations range from
NACA63418 to NACA63424, and the S809 wind turbine foil section.
JavaFoil is utilised for the NACA foil sections, while CFD simulation
of the S809 foil section is used as JavaFoil does not include this
proﬁle in its standard conﬁguration.
Lift and drag data is required for all these sections for the range
of angles of attack 0e360. The data sources described above pro-
vide data approximately in the range of plus or minus 20. Thus
additional information derived from simple ﬂat plate theory is used
to complete the range. A simple cubic blending function is used to
splice the data into a coherent 360 range.
The majority of experimental lift and drag data is derived at
higher Reynolds numbers suitable for aircraft. However, data for
the range of Reynolds numbers suitable for ﬂume scale experi-
ments is not available, thus JavaFoil is used to provide this data.
JavaFoil demonstrated good correlation for the NACA63418 to
NACA63424 range of foils as compared to the experimental work by
[67] for identical Reynolds numbers. The possible exception to this
is in the stall region, where full stall is predicted to occur at a
slightly higher angle of attack and thus reports slightly higher lift
values in this region, see Fig. 5. As S809 data from JavaFoil isand Section B-B. The treatment of the tip radius is also highlighted, i.e. the offset of the
-C.
Fig. 5. NACA63418 lift and drag curves at Re 30,000 and 250,000. These curves are
generated using JavaFoil [66].
Fig. 6. S809 lift and drag curves at Re 1,000,000. These curves are generated from CFD
simulation.
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for the correct Reynolds numbers, however the performance in the
stall region is slightly inﬂated in the same fashion as the JavaFoil
predictions discussed above, see Fig. 6.
The lift and drag curves are generated at a set of Reynolds
numbers capturing the operating range of the turbines, combined
with the NACA standard roughness parameter [67]. The Reynolds
numbers are computed based on foil chord length, and consider
both the rotational speed of the turbine and the inﬂow velocity to
compute the actual velocity, i.e. jvRj in Fig. 1. This combined with a
range of foil sections matching the foil design (at given radial sta-
tions) allows us to generate a 3D lookup table accessed as a function
of Reynolds number (Re), radial station(r) and angle of attack (a) for
both the lift and drag values, e.g. CL ¼ f ða;Re; rÞ.4.1. Reynolds number treatments
Another effect on the performance of the GAD-CFD model is the
correct treatment of Reynolds number linked lift and drag charac-
teristics [67]. When simulating deployed cases such that the rotors
are not running at Reynolds independent speeds, i.e. the chord
based Reynolds number linked lift and drag input data, the simu-
lations will incorrectly predict performance. Not capturing this
phenomena within the model can skew the determined power and
thrust characteristics. The model incorporates an on the ﬂycalculation of chord based Reynolds number for every cell of in-
terest, and uses this in conjunctionwith the 3D lookup tables for CL
and CD that have been generated using the approach described in
Section 4.4.2. Standard surface roughness considerations
The quantity of surface roughness is an important consideration
for foil performance as it governs boundary layer thickness, and
ﬂow separation characteristics. The NACA standard for surface
roughness is described in [67]. These characteristics in turn affect
the overall quantity of lift and drag, and also the stall point [65].
Unless the surface of the foil is highly polished, then this perfor-
mance degrading phenomena should be included in the 3D lift and
drag lookup data tables. Of course, when attempting to compare
with scale model experiments, the rotors can be smaller than
desired and so can be relatively rough in relation to the chord
length.5. Case studies
The model described in Section 3 is implemented in OpenFOAM
[26]. This section describes computationalmodel setup for two case
studies including: mesh conﬁguration, boundary conditions, and
initial conditions, with respect to the OpenFoam Toolbox.
Fig. 7. The mesh generated for the Mycek et al. [16]. case using a combination of
‘blockMesh’ and ‘snappyHexMesh’ utilities. Note 0 shows the outer/base distribution of
cells, while Note 2 shows the level 2 reﬁnements made in the wake region. Note 3
identiﬁes the assembly area reﬁnement, and Note 5 identiﬁes the level 5 assembly
region.
Table 4
Total number of cells per mesh after reﬁnement using the ‘snappyHexMesh’ utility.
Mesh1 Mesh2 Mesh3 Mesh4 Mesh5
25,486 287,893 879,628 1,946,942 3,740,396
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5.1.1. Mesh conﬁguration
Using the blockMesh utility, the domain is conﬁgured as a
hexahedral mesh with bounding points deﬁned in Table 1, which
captures the domain extents of 18 m  4 m x 2 m in x, y, and z. The
domain is then subdivided using divisions deﬁned in Table 2.
Simple grading is used to reﬁne the mesh at the left, right, and
bottom boundaries, see Table 3. With reference to Fig. 7, reﬁnement
of the mesh around the turbine and wake region is achieved using
the ‘snappyHexMesh’ utility.
The wake region is deﬁned as a cylinder 0.7 m radius, extending
from the rotor to 9 m downstream, i.e. to the domain outﬂow. The
reﬁnement level in this region is speciﬁed as level 2 i.e. subdivide
the base cell/mesh twice in this region (Note 2 in Fig. 7).
The bladebox region is an annular disk with outer radius equal
to the rotor radius, and inner radius equal to the nacelle radius. The
bladebox thickness is chosen to be slightly larger than the
maximum chord length of the rotor. The rotor assembly and bla-
debox region are generated as.stl ﬁles and imported into the
meshing tool. Within ‘snappyHexMesh’ a reﬁnement level of 5 is
used for the rotor assembly and bladebox, i.e. Note 5 in Fig. 7. The
region around the rotor assembly (Note 3 in Fig. 7) is set at level 3
up to 0.6 m from the assembly. The ﬁnal mesh sizes used for the
mesh sensitivity study are shown in Table 4. A reasonable level of
detail of the nacelle and support is included in the model as shown
in Fig. 7.
5.1.2. Initial and boundary conditions
At the inlet a plug ﬂow velocity condition is imposed (see Sec-
tion 6 for values). A reference pressure of 0 Pa is imposed at the
outﬂow boundary. No-slip boundary conditions are applied to the
base, side walls and turbine supporting structure. A log-law wall
function is used to compute the boundary layer effect. The kinetic
energy initial condition and inlet is set to 0:0019m2:s2 (for the 3%
Turbulence Intensity (TI) case), while the dissipation rate initial
condition and inlet is set to 0:000097m2:s3.
5.1.3. Mesh sensitivity study
The study of a mesh with respect to mesh independent results isTable 1
Initial block extents, in metres, representing the overall domain.
P1 P2 P3 P4 P5 P6 P7 P8
X 9 9 9 9 9 9 9 9
Y 2 2 2 2 2 2 2 2
Z 1 1 1 1 1 1 1 1
Table 2
Mesh subdivisions in the x, y, and z directions using the ‘blockMesh’ utility for the set
of ﬁve mesh conﬁgurations studied.
Mesh1 Mesh2 Mesh3 Mesh4 Mesh5
X 40 80 120 160 200
Y 12 23 34 45 56
z 5 10 15 20 25
Table 3
Mesh grading in the x, y, and z directions using the studied conﬁgurations.
Start Middle End
x 1 1 1
y (0.2 0.3 4) (0.6 0.4 1) (0.2 0.3 0.25)
z (0.2 0.3 4) e (0.8 0.7 1.0)important for establishing an efﬁcient computational discretisa-
tion, while maintaining enough ﬁnesse to capture areas of more
complex ﬂow behaviour.
Within the mesh a region is deﬁned such that it captures the
swept volume of the rotor. This reﬁned region supports the
computation of time averaged foil forces with respect to the GAD-
CFD coupled model. An additional region is deﬁned to capture the
downstreamwake emanating from the rotor and support structure.
The mesh generation process is described in subsection 5.1.1, and
the model is solved with parameters set in subsection 5.1.2.
For the mesh independence study an examination of the co-
efﬁcients of power CP and axial thrust CT is performed across the
range of meshes shown in Table 4 from 25,486 cells to 3.7 M cells.
Fig. 8 demonstrates that the coefﬁcients tend to converge around
Mesh 2 (0.3 M cells), and remain stable thereafter.
Fig. 9 reports wake velocities at six locations across the
computational domain. The locations are displayed in Table 5. The
velocities converge around Mesh 3 (0.9 M cells), remaining mesh
independent thereafter. Thus, the results reported in Section 6 are
obtained using Mesh 3. This mesh conﬁguration is also utilised for
Case Study 2 (subsection 5.2).
5.2. Case Study 2: NREL phase III wind turbine
In this subsection the case setup for comparing the GAD-CFD
model with the experimental work of [27] for a single turbine is
described.
5.2.1. Mesh conﬁguration
The mesh characteristics are deﬁned according to the mesh
sensitivity study presented in subsection 5.1.3. Using the block-
Mesh utility, the mesh domain is conﬁgured as a hexahedral mesh
with bounding points deﬁned in Table 6, which captures the
domain extents of 18 m  4 m x 2 m in x, y, and z. The domain is
then subdivided using divisions of 80, 37, and 28 respectively.
Simple grading is used to reﬁne the mesh at the left, right, and
bottom boundaries, see Table 7.
Fig. 8. Coefﬁcients of power and thrust plotted against mesh number from coarsest to
ﬁnest. The turbine is operating close to an optimal design Tip Speed Ratio (TSR) of 4.5
based on the local velocity at the rotor.
Fig. 9. Velocity at a number of locations speciﬁed in Table 5, plotted against mesh
number from coarsest to ﬁnest. The turbine is operating close to an optimal design Tip
Speed Ratio (TSR) of 4.5 based on the local velocity at the rotor.
Table 5
Location of samples used for the mesh study.
P1 P2 P3 P4 P5 P6
x 0.0 8.5 2.0 5.0 0.3 3.5
y 0.075 0.0 0.0 0.3 0.3 0.0
z 0.0 0.0 0.0 0.0 0.0 0.0
Table 6
Initial block extents, in metres, representing the overall domain for Case Study 2.
P1 P2 P3 P4 P5 P6 P7 P8
50 50 50 50 50 50 50 50
18.3 18.3 18.3 18.3 18.3 18.3 18.3 18.3
12.2 12.2 12.2 12.2 12.2 12.2 12.2 12.2
Table 7
Mesh grading in the x, y, and z directions using the studied conﬁgurations for Case
Study 2.
Start Middle End
x 1 1 1
y (0.2 0.3 4) (0.6 0.4 1) (0.2 0.3 0.25)
z (0.2 0.3 4) (0.6 0.4 1) (0.2 0.3 0.25)
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turbine and wake region is achieved using the ‘snappyHexMesh’
utility. The wake region is deﬁned as a cylinder 10 m radius,
extending from the rotor to 50 m downstream, i.e. to the domain
outﬂow (Fig. 10). The reﬁnement level in this region is speciﬁed as
level 2 i.e. subdivide the base cell/mesh twice in this region (Note 2
in Fig.10). The rotor assembly and bladebox is set with a reﬁnement
level of 5, i.e. Note 5 in Fig. 10. The region around the rotor assembly
(Note 3 in Fig. 10) is set at level 3 up to 10 m from the assembly.
5.2.2. Initial and boundary conditions
Inlet, outlet and wall boundary conditions are imposed as
described in Section 5.1.2, with the addition of a no-slip boundary
condition on the top wall of the channel. The kinetic energy initial
condition and inlet is set to 0:0019m2s2, and the corresponding
dissipation rate values are set to 0:000097m2s3.
6. Case runs and results
In the results section comparisons of the GAD-CFD model
described in Section 3, and experimental results, are evaluatedwith
respect to performance and wake characteristics. Each subsection
reviews the results from each of the individual cases described in
section 5. The results are presented with the respective input data
for each study, and ﬁnishes with a discussion at the end of this
section summarising key points from each case.
6.1. Case 1: mycek tidal turbine
TSR sweeps from TSR 1 to 7 and at 0:6m:s1 and 1:2m:s1 inﬂow
velocities are conducted. The number of iterations to convergence
ranges from approximately 300 to 1600, where the convergence
criteria is set to 3 103 for all solved equations. Run times range
from 10 min to 40 min for each TSR point, on a 10 core PC
workstation.
Figs. 11 and 13 demonstrate the performance of the turbine in
terms of Cp (coefﬁcient of power) and Ct (coefﬁcient of thrust) vs.
TSR. It can be seen that the distribution of power and thrust
correlate well with the experimental results reported in [16] for
both 0:6m:s1 and 1:2m:s1 ﬂow velocities. The spread of results for
the differing ﬂow speeds is due to the considerations of Reynolds
numbers when sampling the lift and drag input data during theFig. 10. An isometric view of the domain mesh is shown along with a breakout view of
the nacelle, tower and bladebox assembly structures.
Fig. 11. Comparison of predicted CP with experimental results [16] for a range of TSR’s.
Flow speed is 1:2m=s and 0:6m=s. Background turbulence intensity is 3%.
Fig. 13. Comparison of predicted CT with experimental results [16] for a range of TSR’s.
Flow speed is 1:2m=s and 0:6m=s. Background turbulence intensity is 3%.
Fig. 14. Numerical (top) and experimental (bottom) axial turbulence intensity slices at
hub height. Free stream velocity is 0:8m:s1, TSR is 3.67, and background turbulence
intensity is 3%. The top image is staged for direct comparison, while the bottom image
is Fig. 9c from [16]. Image courtesy of [16] ©Renewable Energy.
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2 to 4) of the Cp curves.
The GAD-CFDmodel however only reports thrust acting directly
on the rotor, thus a correction needs to be calculated considering
the ﬂuid drag acting on the assembly. This issue was examined in
[17] and demonstrates good correlation for the combined results of
thrust. With this in mind the thrust characteristics correlate well
and show a similar trend to the observations of the experimental
results.
The importance of modelling the correct assembly structure
with respect to the downstream wake characteristics cannot be
overstated. In Fig. 12 the velocity plot shows an asymmetric wake
recovery in line with observations of the experimental results (i.e.
Fig. 9 in [16]). This asymmetry can be observed more clearly in the
turbulence intensity plot of Fig. 14. The inﬂow (left) shows a char-
acteristic asymmetric sideways ‘W’, and in the centre of the plot
there is an increase of turbulence intensity.
The asymmetry and distinct features are the result of the
interaction of the assembly structure with the ﬂuid medium and
with the swirl imparted by the rotor. Remove the assembly struc-
ture and these features disappear (as shown in [17]). ThisFig. 12. Numerical (top) and experimental (bottom) axial velocity slices at hub height.
Free stream velocity is 0:8m:s1, TSR is 3.67, and background turbulence intensity is 3%.
The top image is staged for direct comparison, while the bottom image is Fig. 9a from
[16]. Image courtesy of [16] ©Renewable Energy.phenomena can be observed more clearly with reference to Fig. 17.
The visualisation shows ﬂuid emanating from the assembly struc-
ture and propagating down stream in a helical fashion as a result of
the wake rotation. The ﬂuid can be seen mixing about the centre-
line of rotation approximately 5e6 diameters downstream. This
ﬂuid ﬂow transports the turbulence emanating from the assembly
structure, which pools before dispersing at about the same distance
downstream. This pooling of turbulence can also be clearly seen in
Fig. 14.
As part of this study a line sample of the velocity and turbulence
data is taken behind the rotor to capture the ﬂuid characteristics
exiting the rotor. The line source is extended from the centreline of
the device to twice the rotor radius, and is repeated downstream at
1.2, 4, 7, and 10 diameters. The results are presented in Fig. 15,
which shows the distribution of ﬂow, and Fig. 16 which demon-
strates the distribution of turbulence intensity compared to the
results from [16].
The results of the velocity and turbulence plots demonstrate
good correlation with the experimental results, especially when
considering the experimental deviation associated with this type of
measurement, see [16] for more information. The distribution and
magnitudes of the feature set show good correlation with the
experimental results; this is particularly true of the asymmetric
ﬂow structures observed. The asymmetry is attributed to the
Fig. 15. Numerical and experimental [16] axial velocity transects at hub height for 1.2,
4, 7 and 10 diameters downstream. Free stream velocity is 0:8m:s1, TSR is 3.67, and
background turbulence intensity is 3%. The velocity [u*], and width [y*] are normalised
by diameter.
Fig. 16. Numerical and experimental [16] axial turbulence intensity at hub height
for 1.2, 4, 7 and 10 diameters downstream. Free stream velocity is 0:8m:s1 , TSR is
3.67, and background turbulence intensity is 3%. The velocity [u*], and width [y*]
are normalised by diameter, and turbulence intensity [I%] is a percentage.
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In contrast to Case 1, lift and drag input data is taken from CFD
results which are available at the required Reynolds numbers,
aerofoil section thicknesses, and surface roughness (see [27] for
more details). These are combined to match the foil design at given
radial stations, allowing the generation of the required 3D lookup
tables accessed as a function of Reynolds number (Re), radial sta-
tion(r) and angle of attack (a) for both the lift and drag values, e.g.
CL ¼ f ða;Re; rÞ.
Two TSR sweeps are conducted; one with the aerofoil pitch set
to 5, and one at 7. All cases are run with an inﬂow velocity of
7:2m:s1. The number of iterations to convergence ranges from
approximately 250 to 1600, where the convergence criteria is set to
3 103 for all solved equations. Run times range from 10 to
40 min per TSR point, on a 10 core PC workstation.
The results presented in Figs. 18 and 19 show CP and CT ,
respectively, plotted against TSR for the two different pitch angles
reported. The trends of the CP curves demonstrate good correlation
with the experimental results presented in [27]. There are no
published experimental results to compare CT predictions with.
However, the results follow sensible trends with lower coefﬁcients
of thrust for higher pitch angles. An over prediction in the CP results
is observed in the stall region (approx. TSR 3 to 5) but this improves
thereafter, with slightly better agreement for the lower pitch angle
than the higher pitch angle. It should be noted that the experi-
mental setup includes a cone angle of 3.4 which is not accounted
for in the model, and it is likely that this will have some impact on
the model performance predictions.
Fig. 20 highlights the difference in wake structure of this wind
turbine in contrast to Case 1. This is attributed to the different ﬂuid
medium, i.e. air instead of water, and thus the differing viscous
properties. The ﬂuid velocity is signiﬁcantly higher, and is closer to
the expected operating conditions of a HAWT.
In Fig. 20 the characteristic asymmetry highlighted in the pre-
vious case can be observed although the distribution within the
wake differs. Both the velocity and turbulence ﬁelds are signiﬁ-
cantly asymmetric in the near wake region, with reducing asym-
metry as mixing occurs further downstream.
The asymmetry is the result of the tower structure interacting
with the rotating wake, as can be seen in Fig. 21. This visualisationFig. 17. Visualisation of the simulation showing a turbulence intensity slice taken at
hub centre, and a velocity iso surface at 0:32m:s1. The iso surface colour is mapped to
turbulence intensity. Free stream velocity is 0:8m:s1, TSR is 3.67, and background
turbulence intensity is set at 3%.
Fig. 18. Comparison of predicted CP with experimental results [27] for a range of TSR’s.
Flow speed is 7:2m:s1 with blade pitch set to 5 , and 7:2m:s1 with the blade pitch set
to 7. The background turbulence intensity is 3% at the inlet.
Fig. 19. Prediction of CT for a range of TSR’s. Flow speed is 7:2m:s1 with blade pitch
set to 5 , and 7:2m:s1 with the blade pitch set to 7. The background turbulence
intensity is 3% at the inlet.
Fig. 20. Visualisation of a numerical axial velocity slice (Top), and a numerical tur-
bulence intensity slice (Bottom) taken at hub centre horizontally through the domain.
Free stream velocity is 7:2m:s1, TSR is 5, and blade pitch angle is 7. Fluid medium is
air.
Fig. 21. Visualisation of the simulation showing a turbulence intensity slice taken at
hub centre, and a velocity iso surface at 4:05m:s1. The iso surface colour is mapped to
turbulence intensity. Free stream velocity is 7:2m:s1, TSR is 5, and blade pitch angle is
7. Fluid medium is air.
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propagating downstream with the rotating wake. The wake struc-
ture for this case appears to recover further downstream than is
available in the simulated domain.
6.3. General discussion
Fig. 3 shows how the revised downwash distribution system
provides differing results depending on the foil geometry. This
combined with the reﬁnements discussed in Section 3.4 and
illustrated in Fig. 4, improves the accuracy of the model for pre-
dicting power extraction and downstream wake characteristics.
In Case 1(Mycek Turbine), the power and thrust (Figs. 11 and 13)
show similar results to [17], likely due to the similarity between the
analytically computed downwash distribution curve, Fig. 3, and the
elliptical downwash distribution presented in [17]. Improvements
can be clearly seen with respect to capturing the differing ﬂow
speeds, and better capture of the TSR trends inﬂuenced by changing
foil sections and tip radius inclusion. However, over prediction in
the stall region is observed.
Case 2 (Selig Turbine) demonstrates the application of the GAD-
CFD model to a wind turbine. The results of the CP curves show
good correlation although they over predict in the stall region. The
CT results look sensible in the absence of any experimental results.
Asymmetry within the wake structure is observed for the wind
turbine as a result of the wake interacting with the tower structure.
However, the wake distribution in general differs from the marine
turbine mainly due to the differing ﬂuid medium and Reynoldsnumber operating range.
The additional reﬁnements introduced, i.e. lift and drag as a
function of Reynolds number, tip radius, radially changing foil
sections, (see Sections 3.4 and 4), all contribute successfully to an
improved representation of power and thrust through the entire
range of TSR’s studied for each case. The improvements in
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sentation of the assembly structures, have a positive effect on the
downstream wake characterisation.
The run times vary between approximately 10 mine40 min for
each TSR point. These timings depend on the size of the domain
(quantity of cells), and the hardware capabilities (processing
speed), and speed of convergence. This is a signiﬁcant improve-
ment over the use of fully resolved transient models. A rotating
reference frame transient model of Case 1 with fully resolved hy-
drofoil geometry would require a mesh size of at least 15 million
elements to maintain an appropriate yþ. This is in contrast to the
less than 0.9 million elements used for Case 1. The reason for the
additional cell count is due to the amount of reﬁnement required at
the hydrofoils to correctly capture the lift and drag characteristics.
This combined with the time step size needed to maintain an
acceptable Courant number (approximately 1 104), with a
simulation time of approximately 20 min per time step, would
require a minimum simulation time of approximately two days on
the same hardware. Therefore, a complete TSR sweep would take
approximately twenty days for this reference case on reference
hardware.7. Conclusions
This paper has described a new computational method for the
accurate modelling of the interaction of renewable energy turbines
with a ﬂuid. As these devices will provide increasing amounts of
global energy in future, this is an important topic. A balanced
judgement should be made of the required length scales and ac-
curacy compared to computational cost. The method sits between
highly detailed blade resolved models and larger scale oceano-
graphic and atmospheric models. It is important to not only be able
to predict turbine performance at peak operating conditions, but
throughout the entire TSR range. Additionally, thrust forces are
important for structural design and the resulting downstreamwake
deﬁcit and turbulence describes the interaction with other devices
in the farm. Utilising well known loss coefﬁcients can provide good
turbine data but inaccurate wakes, and so the approach has a
physically correct transfer of energy between the GAD and the ﬂuid.
To achieve this, all of the new features are required: a more concise
downwash distribution computation, variation of foil section,
application of tip radius correction, variation of lift/drag curves
with Reynolds number and surface roughness.
The use of analytical methods to successfully and accurately
predict the distribution of lift towards the tip of ﬁnite wing, i.e.
accurately predicting ‘roll off’ losses for a given foil geometry and
chord distribution, are demonstrated to produce excellent results
for the accurate prediction of power and thrust.
Allowing for the variation of foil section shape within the model
adds to the reﬁnements including the distribution of forces along
the foils. This helps produce better characteristics closer to the rotor
hub, and also improved prediction in the stall region of the TSR
range.
The variation of Reynolds number appropriate to the ﬂow con-
ditions improves the predictive capability both throughout the TSR
range and with differing ﬂow speeds. Although less variation is
likely at the higher Reynolds numbers seen in full scale de-
ployments, comparison with ﬂume scale experimental studies
show signiﬁcant improvements in predictability.
Tip radius correction produces an effect that is more visible at
higher TSRs; this in combination with including surface roughness
effects for predicted lift/drag curves reduces over predictions in the
overspeed part of the TSR range.
Experimental comparison shows that the downstream wakecharacteristics are better represented with the revised algorithm,
particularly with the inclusion of an accurate representation of the
assembly structure. Applied to a selection of cases, this study pro-
vides conﬁdence that this approach can be applied to a range of
scenarios; both small scale ﬂume studies, and large scale de-
ployments in both the marine and wind environments. The GAD-
CFD model by design can take variable inﬂow conditions thus the
prediction of downstream turbines with varying inﬂow angles and
velocity proﬁles has become computationally viable. Therefore, it is
appropriate to consider this model to study turbine arrays and their
interaction with respect to local topography and power control.
Further possible improvements to the model are related to
additional geometric aspects, i.e. capturing a blade coning angle,
and by extension blade ﬂexing either by design or environment.
This could be coupled with a structural model for design studies.
Changing lift and drag characteristics at higher levels of free stream
turbulence is an area of further study. As the turbulence levels in-
crease, the quantity of lift and drag changes, as does the stall point
relative to angle of attack, and post stall features signiﬁcantly
change. Finally, themodel should be combinedwith turbine control
algorithms that consider power capping through stall or pitch
control to enable the study of rotors interacting in an array. It is the
authors intention to publish the implementation of the model to
enable such studies to take place.
Acknowledgements
The Authors acknowledge the ﬁnancial support provided by the
Welsh Government and Higher Education Funding Council for
Wales through the Se^r Cymru National Research Network for Low
Carbon, Energy and Environment (C001822). The work was also
supported by the EPSRC funded “Extension of UKCMER Core
Research, Industry and International Engagement” project (EP/
M014738/1), and the SURFTEC SuperGen grand challenge project,
funded under EPSRC grant (EP/N02057X/1). Arindam Banerjee ac-
knowledges ﬁnancial support from the U.S. National Science
Foundation (Award # 1706358, CBET-Fluid Dynamics Program.
James H. VanZwieten acknowledges funding provided by the Na-
tional Science Foundation under grant no. ECCS-1809164).
References
[1] Bahaj AS. Marine current energy conversion: the dawn of a new era in elec-
tricity production. Philos Trans R Soc A Math Phys Eng Sci 2013;371(1985):
20120500. https://doi.org/10.1098/rsta.2012.0500.
[2] PwC. Unlocking Europe’s offshore wind potential. 2018. Retrieved, https://
www.pwc.nl/nl/assets/documents/pwc-unlocking-europes-offshore-wind-
potential.pdf. [Accessed May 2018].
[3] The Crown Estate. UK wave and tidal key resource areas project, tech. Rep.
Version 2. 12 October, The Crown Estate (October 2012). URL, http://www.
thecrownestate.co.uk/; 2012.
[4] Schleisner L. Life cycle assessment of a wind farm and related externalities.
Renew Energy 2000;20(3):279e88. https://doi.org/10.1016/S0960-1481(99)
00123-8.
[5] Weinzettel J, Reenaas M, Solli C, Hertwich EG. Life cycle assessment of a
ﬂoating offshore wind turbine. Renew Energy 2009;34(3):742e7. https://
doi.org/10.1016/j.renene.2008.04.004. URL, http://www.sciencedirect.com/
science/article/pii/S0960148108001754.
[6] Whelan J, Graham J, Peiro J. A free-surface and blockage correction for tidal
turbines. J Fluid Mech 2009;624:281e91.
[7] Nishino T, Willden RH. Two-scale dynamics of ﬂow past a partial cross-stream
array of tidal turbines. J Fluid Mech 2013;730:220e44.
[8] Draper S, Nishino T. Centred and staggered arrangements of tidal turbines.
J Fluid Mech 2014;739:72e93.
[9] Orme J, Masters I. Design and testing of a direct drive tidal stream generator.
Proc Inst Mar Eng Sci Technol B J Mar Des Oper 2005;9:31.
[10] Fraenkel PL. Marine current turbines: pioneering the development of marine
kinetic energy converters. Proc Inst Mech Eng A J Power Energy 2007;221(2):
159e69. https://doi.org/10.1243/09576509JPE307.
[11] Subhra Mukherji S, Kolekar N, Banerjee A, Mishra R. Numerical investigation
and evaluation of optimum hydrodynamic performance of a horizontal axis
hydrokinetic turbine. J Renew Sustain Energy 2011;3(6):063105.
M. Edmunds et al. / Energy 194 (2020) 116803 13[12] Kolekar N, Banerjee A. A coupled hydro-structural design optimization for
hydrokinetic turbines. J Renew Sustain Energy 2013;5(5):053146.
[13] Willis M, Masters I, Thomas S, Gallie R, Loman J, Cook A, Ahmadian R,
Falconer R, Lin B, Gao G, et al. Tidal turbine deployment in the bristol channel:
a case study. Proc ICE - Energy 2010;163(3):93e105.
[14] Fairley I, Masters I, Karunarathna H. The cumulative impact of tidal stream
turbine arrays on sediment transport in the pentland ﬁrth. Renew Energy
2015;80:755e69. https://doi.org/10.1016/j.renene.2015.03.004.
[15] Fairley I, Karunarathna H, Masters I. The inﬂuence of waves on morphody-
namic impacts of energy extraction at a tidal stream turbine site in the
pentland ﬁrth. Renew Energy 2018;125:630e47. https://doi.org/10.1016/
j.renene.2018.02.035.
[16] Mycek P, Gaurier B, Germain G, Pinon G, Rivoalen E. Experimental study of the
turbulence intensity effects on marine current turbines behaviour. Part I: one
single turbine. Renew Energy 2014;66:729e46. 0.
[17] Edmunds M, Williams AJ, Masters I, Croft TN. An enhanced disk averaged CFD
model for the simulation of horizontal axis tidal turbines. Renew Energy
2017;101:67e81. https://doi.org/10.1016/j.renene.2016.08.007. URL, http://
www.sciencedirect.com/science/article/pii/S096014811630708X.
[18] Kolekar N, Banerjee A. Performance characterization and placement of a
marine hydrokinetic turbine in a tidal channel under boundary proximity and
blockage effects. Appl Energy 2015;148:121e33.
[19] Modali P, Kolekar NS, Banerjee A. Performance and wake characteristics of a
tidal turbine under yaw. Int. Mar. Energy J. 2018;1(1):41e50. August.
[20] Malki R, Masters I, Williams AJ, Nick Croft T. Planning tidal stream turbine
array layouts using a coupled blade element momentumecomputational ﬂuid
dynamics model. Renew Energy 2014;63:46e54.
[21] Mycek P, Gaurier B, Germain G, Pinon G, Rivoalen E. Experimental study of the
turbulence intensity effects on marine current turbines behaviour. Part II: two
interacting turbines. Renew Energy 2014;68:876e92. 0.
[22] Creech ACW, Borthwick AGL, Ingram D. Effects of support structures in an les
actuator line model of a tidal turbine with contra-rotating rotors. Energies
2017;10(5). https://doi.org/10.3390/en10050726.
[23] Gonzalez-Gorbe~na E, Qassim RY, Rosman PC. Multi-dimensional optimisation
of tidal energy converters array layouts considering geometric, economic and
environmental constraints. Renew Energy 2018;116:647e58.
[24] Brutto OAL, Thiebot J, Guillou SS, Gualous H. A semi-analytic method to
optimize tidal farm layoutseapplication to the alderney race (raz blanchard),
France. Appl Energy 2016;183:1168e80.
[25] Funke SW, Farrell PE, Piggott M. Tidal turbine array optimisation using the
adjoint approach. Renew Energy 2014;63:658e73.
[26] Weller HG, Tabor G, Jasak H, Fureby C. A tensorial approach to computational
continuum mechanics using object-oriented techniques. Comput Phys
1998;12(6):620e31.
[27] Giguere P, Selig MS. Design of a tapered and twisted blade for the NREL
combined experiment rotor. Tech Rep 1999. https://doi.org/10.2172/750919.
NREL/SR-500-26173.
[28] Fairley I, Evans P, Wooldridge C, Willis M, Masters I. Evaluation of tidal stream
resource in a potential array area via direct measurements. Renew Energy
2013;57:70e8.
[29] Neill SP, Jordan JR, Couch SJ. Impact of tidal energy converter (tec) arrays on
the dynamics of headland sand banks. Renew Energy 2012;37(1):387e97.
[30] Lewis M, Neill S. The importance of waves within assessing the impact of tidal
energy schemes. In: Proceedings of the 10th European wave and tidal energy
conference; 2013.
[31] Brown AJG, Neill SP, Lewis MJ. Tidal energy extraction in three-dimensional
ocean models. Renew Energy 2017;114:244e57. https://doi.org/10.1016/
j.renene.2017.04.032. wave and Tidal Resource Characterization, http://www.
sciencedirect.com/science/article/pii/S0960148117303397. URL.
[32] Ahmadian R, Falconer R, Bockelmann-Evans B. Far-ﬁeld modelling of the
hydro-environmental impact of tidal stream turbines. Renew Energy
2012;38(1):107e16.
[33] Ahmadian R, Falconer RA. Assessment of array shape of tidal stream turbines
on hydro-environmental impacts and power output. Renew Energy 2012;44:
318e27.
[34] Draper S, Borthwick A, Houlsby G. Energy potential of a tidal fence deployed
near a coastal headland. Philos Trans R Soc A Math Phys Eng Sci 1985;371.
2013.
[35] O’Doherty D, Mason-Jones A, O’Doherty T, Byrne C, Owen I, Wang W. Con-
siderations of improved tidal stream turbine performance using double rows
of contra-rotating blades. In: Proceedings of the 8th European wave and tidal
energy conference. Uppsala, Sweden. IET Renewable Power Generation; 2009.
p. 434e42.
[36] University of Edinburgh. FloWave ocean energy Research facility. Retrieved,
https://www.ﬂowavett.co.uk/. [Accessed May 2018].
[37] IFREMER. IFREMER Testing facilities. Retrieved, https://wwz.ifremer.fr/en/
Research-Technology/Research-Infrastructures/Testing-infrastructure/
Testing-facilities. [Accessed May 2018].
[38] U.S. Department of energy. Retrieved: National Renewable Energy Laboratory;
2018. https://www.nrel.gov/. [Accessed August 2018].
[39] Bahaj A, Molland A, Chaplin J, Batten W. Power and thrust measurements of
marine current turbines under various hydrodynamic ﬂow conditions in a
cavitation tunnel and a towing tank. Renew Energy 2007;32(3):407e26.
[40] Stallard T, Collings R, Feng T, Whelan J. Interactions between tidal turbine
wakes: experimental study of a group of three-bladed rotors. Philos Trans RSoc A Math Phys Eng Sci 2013;371(1985). https://doi.org/10.1098/
rsta.2012.0159.
[41] Mason-Jones A, O’Doherty DM, Morris CE, O’Doherty T, Byrne C, Prickett PW,
Grosvenor RI, Owen I, Tedds S, Poole R. Non-dimensional scaling of tidal
stream turbines. Energy 2012;44(1):820e9.
[42] McNaughton J, Rolfo S, Apsley D, Stallard T, Stansby P. CFD power and load
prediction on a 1 MW tidal stream turbine with typical velocity proﬁles from
the EMEC test site. In: Proceedings of the 10th European wave and tidal en-
ergy conference; 2013.
[43] Afgan I, McNaughton J, Rolfo S, Apsley D, Stallard T, Stansby P. Turbulent ﬂow
and loading on a tidal stream turbine by les and rans. Int J Heat Fluid Flow
2013;43:96e108.
[44] Von Mises R. Theory of ﬂight, no. 1 in dover books on aeronautical engi-
neering series. Dover Publications; 1959. http://books.google.co.uk/books?
id¼H_O45Qy-ngwC.
[45] Grifﬁths R, Woollard M. Performance of the optimal wind turbine. Appl En-
ergy 1978;4(4):261e72.
[46] Burton T, Jenkins N, Sharpe D, Bossanyi E. Wind energy handbook. John Wiley
& Sons; 2011.
[47] Masters I, Chapman J, Orme J, Willis M. A robust blade element momentum
theory model for tidal stream turbines including tip and hub loss corrections.
Proc IMarEST Part A J. Mar Eng Technol 2011;10(1):25e35.
[48] Chapman J, Masters I, Togneri M, Orme J. The buhl correction factor applied to
high induction conditions for tidal stream turbines. Renew Energy 2013;60:
472e80. https://doi.org/10.1016/j.renene.2013.05.018. 0, http://www.
sciencedirect.com/science/article/pii/S0960148113002632. URL.
[49] Togneri M, Pinon G, Carlier C, Bex CC, Masters I. Comparison of synthetic
turbulence approaches for blade element momentum theory prediction of
tidal turbine performance and loads. Renew Energy 2020;145:408e18.
[50] Harrison M, Batten W, Bahaj A. A blade element actuator disc approach
applied to tidal stream turbines. Oceans 2010;2010:1e8.
[51] Batten WM, Harrison M, Bahaj A. Accuracy of the actuator disc-rans approach
for predicting the performance and wake of tidal turbines. Philos Trans R Soc
A Math Phys Eng Sci 2013;371(1985). https://doi.org/10.1098/rsta.2012.0293.
[52] Turnock SR, Phillips AB, Banks J, Nicholls-Lee R. Modelling tidal current tur-
bine wakes using a coupled RANS-BEMT approach as a tool for analysing
power capture of arrays of turbines. Ocean Eng 2011;38(11):1300e7.
[53] Malki R, Masters I, Williams AJ, Croft TN. The variation in wake structure of a
tidal stream turbine with ﬂow velocity. MARINE 2011, IV international con-
ference on computational methods in marine engineering. Springer; 2011.
p. 137e48.
[54] Masters I, Malki R, Williams AJ, Croft TN. The inﬂuence of ﬂow acceleration on
tidal stream turbine wake dynamics: a numerical study using a coupled
bemecfd model. Appl Math Model 2013;37(16):7905e18.
[55] Myers L, Bahaj A. An experimental investigation simulating ﬂow effects in ﬁrst
generation marine current energy converter arrays. Renew Energy
2012;37(1):28e36.
[56] Mikkelsen R, Sørensen JN, Øye S, Troldborg N. Analysis of power enhancement
for a row of wind turbines using the actuator line technique. Journal of
physics: conference series, vol. 75. IOP Publishing; 2007, 012044.
[57] Schluntz J, Willden R. The effect of blockage on tidal turbine rotor design and
performance. Renew Energy 2015;81:432e41. https://doi.org/10.1016/
j.renene.2015.02.050. URL, http://www.sciencedirect.com/science/article/pii/
S0960148115001664.
[58] Martinez-Tossas LA, Churchﬁeld MJ, Leonardi S. Large eddy simulations of the
ﬂow past wind turbines: actuator line and disk modeling. Wind Energy
2014;18(6):1047e60. https://doi.org/10.1002/we.1747.
[59] Wimshurst A, Willden RHJ. Analysis of a tip correction factor for horizontal
axis turbines. Wind Energy 2017;20(9):1515e28. https://doi.org/10.1002/
we.2106.
[60] Shen W MR, Sørensen J. Tip loss correction for actuator/NaviereStokes com-
putations. ASME J Sol Energy Eng 2005;127(2):209e13. https://doi.org/
10.1115/1.1850488.
[61] Wimshurst A, Willden RHJ. Extracting lift and drag polars from blade-resolved
computational ﬂuid dynamics for use in actuator line modelling of horizontal
axis turbines. Wind Energy 2017;20(5):815e33. https://doi.org/10.1002/
we.2065.
[62] Wimshurst A, Willden RHJ. Computational observations of the tip loss
mechanism experienced by horizontal axis rotors. Wind Energy 2018;21:
544e57. https://doi.org/10.1002/we.2177.
[63] O’Doherty T, Mason-Jones A, O ’doherty DM, B Byrne C, Owen I, Wang Y.
Experimental and computational analysis of a model horizontal axis tidal
turbine. Proceedings of the 8th European wave and tidal energy conference.
2009.
[64] Yakhot V, Orszag S, Thangam S, Gatski T, Speziale C. Development of turbu-
lence models for shear ﬂows by a double expansion technique. Phys Fluids A
Fluid Dyn 1992;4(7):1510e20. 1989-1993.
[65] Anderson J. Fundamentals of aerodynamics, no. 5 in anderson series. McGraw-
Hill Education; 2010. URL, http://books.google.co.uk/books?
id¼xwY8PgAACAAJ.
[66] Martin Hepperle. JavaFoil. Retrieved, https://www.mh-aerotools.de/airfoils/
javafoil.htm. [Accessed August 2018].
[67] Abbott I, Von Doenhoff A. Theory of wing sections, including a summary of
airfoil data, no. 1 in dover books on aeronautical engineering series. Dover
Publications; 1959.
