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In this thesis four cell definition schemes for 
the Chi-Squared Goodness of Fit Test for lognormality 
were compared in terms of their probabilities of accepting 
the lognormal hypothesis when it is false, A procedure 
for determining Beta confidence intervals for each scheme, 
through simulation, was presented. Observations from 
selected and completely specified alternative distributions 
were generated and given the Chi-Squared test to see if 
they could be considered to be from a lognormal distri­
bution having the same respective mean and variance.
The proportion p* of thirty replications in which the 
Chi-Squared test failed to reject the null hypothesis is 
an estimate of Beta. Confidence limits for Beta were 
then constructed. Schemes with the lowest respective 
bounds on the Beta confidence interval were recommended 
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This thesis is intended to provide recommendations 
for defining cells when using the Chi-Squared Goodness 
of Fit Test for lognormality with a specific alternative 
distribution in mind. Observations will be generated 
from completely specified alternative distributions, 
selected from the normal, gamma, beta, and Weibull 
families. Then, using one of four cell definition 
schemes: equiprobable cells, maximum number of cells, 
equal length cells, and cell doubles, the data will be 
given the Chi-Squared test to see if they could have been 
drawn from a lognormal distribution with the same mean and 
variance a3 the alternative distribution. The schemes 
which yielded the lowest estimated Beta: the probability of 
accepting the lognormal hypothesis When it is false 
(Type II error), after thirty replications with each 
scheme, are recommended for use with that alternative.
In this discussion, the effects of sample size, number 
of cells, distribution mean, or other possible parameters, 
will not be investigated rigorously. Apparent trends will 
be pointed out, where visible. The Appendix contains 
graphs of each alternative distribution together with the 
lognormal with appropriate mean and variance.
The most important measure of the worth of any test 
is its operating characteristic, Beta. Throughout this 
study Alpha: the probability of rejecting the lognormal 
hypothesis when it is true (Type I error), will be held 
at approximately five percent. Cell definition schemes 
will be recommended that, at constant Alpha, yielded the 
lowest estimated Beta.
If a random variable Y is lognormally distributed, 
then the random variable defined by X = log Y is normally 
distributed. .The normal distribution often arises as the
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distribution of the sum of many small, random effects*
The lognormal distribution often represents the distri­
bution of the product of many factors - a multiplicative 
model* The lognormal distribution is generally described 
as being relatively peaked, positively skewed, and positive 
for values of the random variable greater than zero (zero 
elsewhere) *
The lognormal distribution has found wide application 
in the geological sciences. Krumbein and Graybill cite 
apparent lognormal behavior in: particle-size distributions 
(by weight or number frequency) of some sediments, thick­
nesses of sedimentary beds, permeability of sedimentary rocks, 
length of first-order streams in drainage basins of a given 
order, concentrations of trace elements in rocks, lengths 
of beach segments on some cliffed coasts, and areas of 
river placer deposits. The lognormal distribution has been 
related to magnitudes of earthquakes, gold assay values 
from a mine, and certain geochemical metal analyses.
There are many statistical procedures for testing the 
fit of data to some hypothetical distribution. In the case 
of the lognormal hypothesis, one could simply take the 
logarithm of all the data and test these transformed data 
for normality. Tests for normality are abundant in the 
literature. Shapiro, 7/ilk, and Chen give a good list of 
these tests for normality. This discussion concentrates 
exclusively on the Chi-Squared Goodness of Fit Test for 
lo gnormality.
The Chi-Squared Goodness of Fit Test is one of the 
oldest and most common procedures for testing the fit of 
raw data to some hypothetical distribution. For this 
test, the data domain is divided into cells, and the 
frequency of data in these cells is compiled. These cell 
frequencies are then compared with the frequencies one 
would expect, if the data truly were drawn from the
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hypothesized distribution. This comparison is based on 
the following theorem, stated without proof (see Kendall 
and Stuart): The quantity
c - ei>2/ei <!- D
where k = number of cells, ô  = observed data frequency 
in the ith cell, and ê  = expected data frequency in the 
ith cell, is approximately chi-square distributed with 
k-1 degrees of freedom, when the hypothetical distribution 
is completely specified (no parameters have been estimated 
from the data)• The degrees of freedom is reduced by one 
for each distribution parameter estimated from the data.
One would then go to a chi-square table and compare the 
computed c with a chi-square value associated with the 
proper degrees of freedom, at the desired significance 
level. A computed c greater than the tabled value leads to 
rejection of the null hypothesis. Walpole and Myers indicate 
that this test procedure should be followed only if the 
expected frequencies are all greater than or equal to five. 
This could limit the otherwise arbitrary method of defining 




Data, in the form of random deviates from completely 
specified alternative distributions, are generated and 
given the Chi-Squared test for lognormality at a signifi­
cance level of approximately five percent. Thirty 
replications are performed, using each scheme, with each 
alternative distribution, and with sample sizes of thirty 
and one hundred.
This is a binomial experiment. There are two possible 
outcomes: one, the Chi-Squared test fails to reject the 
null hypothesis, and two, the test does indicate rejection 
of the null hypothesis. Let p be the probability of a 
failure to reject and let q = 1-p be the probability of 
a rejection. Then the probability distribution of the 
binomial random variable X, the number of “failures to
reject” in n independent trials, is
b(x;n,p) = (“)px qn-x , x=l,2,...,n. (2- 1)
with mean variance v^
Uj = np (2- 2)
vx = npq. . (2-3)
The statistic P = X/n provides a point estimator of 
the unknown proportion p. This binomial parameter p is 
the probability of a Type II error, Beta. The data is 
known to have come from some alternative distribution.
If the Chi-Squared test fails to reject the hypothesis 
that the data are lognonnally distributed, it has made a
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Type II error. The sample proportion p' = x/n is a point 
estimate of p, or Beta, Assuming that each set of thirty 
test results forms a random sample from an infinite popu­
lation, confidence intervals can be constructed for Beta, 
using Crow et al, pp. 257-261, Table 21, Confidence Limits 
for a Proportion,
Intuitively, the most desirable scheme will be the one 
which yields the smallest estimated Beta. In cases where 
the confidence interval resulting from the smallest estimated 
Beta overlaps confidence intervals from other schemes, 
preference is almost arbitrary. The schemes which have 
the lowest estimated Beta, and therefore the lowest respec­
tive bounds on the Beta confidence interval, are recom­
mended because one can at least be confident that they 
have the greatest potential for having the smallest 
probability of a Type II error. This does not eliminate 
the possibility of the Beta for another of the four schemes 
being smaller than the Beta for the recommended schemes.
This situation can be avoided, at a greatly increased cost 
in simulation, by increasing the number of replications to 
the point where the Beta confidence intervals become disjoint, 
or, by decreasing the confidence level for the confidence 
limits. In cases of equal Beta estimates, this would of 
course be impossible. Let us now turn to the problem of 
increasing the number of replications.
The sampling distribution of P is the same as that of 
X except for a scale factor. For values of p not expected 
to be too close to zero or one, and for large n, P is 
approximately normally distributed with mean Up and 
variance Vp
Up = E(X/n) = np/n = p




One can then assert that
P(-za/2 < Z < za/2} = 1_a (2“ 6)
where
Z = (P - Up)/vp4 . (2-7)
Using p* in place of p in Vp and solving for p leads to
p* - E < p < p* + E (2- 8)
where E = z^tp'(l-p» )/n)^ . (2- 9)
If the error is to he less than E, as in eq. (2- 8),
then, from eq. (2- 9)
n = (za/2)2p'(l-p')/E2 . (2-10)
Take the first derivative of eq. (2-10), set it equal
Ato zero, and divide by the constant 9
the p' which maximizes eq. (2-10)
0 = 1 - 2pf implies p1 = jr . (2-11)
Prom eq. (2-11) one can see that an upper bound for n 
for any degree of confidence is, using (2-10)
n =  d)(i)(za/2/B)2 = (za/2/(2E) ) 2 . (2-12)
Prom eq. (2-12), it is evident that, as the number of 
replications increases, a 11 diminishing return1’ is felt 
in that the error E is not proportionately decreased. 
For example, to achieve confidence intervals of length
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less than one-tenth, meaning that the error in the
estimated Beta would be less that 0.05, with ninety-
five percent confidence, one could need as many as 2 2(1 #96) /(4(0.05) ) or approximately four hundred repli­
cations (Walpole and Myers, pp. 201-205)# '
The Cell Definition Schemes
There are infinitely many possible cell definition 
schemes. Four were selected because of their popularity, 
relative ease in use, or variety of approach. They are:
(1), equiprobable cells, that is, cells having the same 
expected frequency, (2) the maximum number of cells such 
that each cell has an expected frequency greater than or 
equal to five, (3) equal length cells, and (4) cell doubles, 
or the maximum number of cells where each cell has twice the 
length of the previous cell. In all cases the recommended 
restriction that all cells have expected frequencies greater 
than or equal to five is maintained.
1. equiprobable cells
The procedure for setting up equiprobable cells under 
a lognormal probability density function (p.d.f.) is 
dependent on the normal p.d.f. associated with it.
As was mentioned earlier, if a random variable Y is 
lognormally distributed, then the random variable X 
defined by
X = log Y (2-13)
is normally distributed. Furthermore, if’u^ and s are 
the mean and standard deviation of the lognormal, then 
and ŝ , defined by
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^  = log Uy - s2/2
Sx = (log((sy/uy ) 2 + 1))̂
(2-14)
(2-15)
are the mean and standard deviation of the associated 
normal (Pritsker and Kiviat, p.98)#
Percentiles from the standard normal (mean 0,0 and 
variance 1 .0) can be transformed into percentiles of 
the lognormal density function using the following:
y = exp(sxz + ux) (2-16)
which follows from the standardization formula
In order to make possible the use of a common, 
abbreviated table of percentiles of the standard normal 
curve, such as Crow et al, p.230, scheme one was coded 
so as to construct the maximum possible number of cells 
from the list of 20, 10, 5, or 4 cells. The number of 
cells is bound by the restriction that cell expected 
frequencies be greater than or equal to five. Por this 
scheme, the expected frequency of each cell is the sample 
size divided by the number of cells.
2. maximum number of cells
(2-17)
and the inverse of eq. (2-13)>
Y = eX (2-18)
The basic procedure used for determining the location 
of the endpoints for the maximum number of cells such that
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each cell expected frequency is greater than or equal to 
five is known as "bracketing and halving", the "divided 
difference" method, and the "bisection" method. The next 
few paragraphs will explain this procedure after presenting 
some background information. The symbols used will be the 
same as those of the previous section.
Since the lognormal p.d.f. is zero for y equal to or 
less than zero, the right-hand endpoint of the first cell 
with a sufficiently large expected frequency is bounded 
on the left by zero. With sample sizes of thirty and one 
hundred, and the selected mean and variance combinations, 
an adequate bound on the right is the y* value defined, 
using eq. (2-16), by
y* = exp(ux + 4sx) . (2-19)
This y*, along -with zero, "brackets" the first cell endpoint.
Now, note the geometric series
1 + 1/2 + 1/4 + ... + L/2n_1 + ...., 11=1,2,.... (2-20)
with sum equal to L/(l—|) or 2L. This series, less L, has 
sum L and starts with L/2. The series converges and has 
all positive terms, so it converges absolutely. If a series 
converges absolutely its terms may be rearranged without 
affecting the absolute convergence of the series or its sum. 
Therefore, starting with y*/2» by successively adding or 
subtracting quantities equal to one-half the previous 
incremental quantity, one can converge, within a specified 
tolerance, to any point in the closed interval from zero to 
y*, in a finite number of steps. It was decided to converge 
to within four-tenths of the y value giving the first cell 
an expected frequency of 5*5 points.
By making the previous y the left-hand endpoint of the
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next cell and repeatedly applying this technique, the
desired cells are defined. The last cell is open-ended
for the lognormal, and will have an expected frequency of
one minus the cumulative distribution function (c.d.f.)
value at the last right-hand endpoint. To find this and
other expected cell frequencies one depends again on the
standard normal curve.
A polynomial approximation.(Abramowitz and Stegun, p.—7932, eq. 2 6.2 .19), accurate to within 1 .5 x 10 , is em­
ployed to evaluate the c.d.f. of the standard normal.
This standard normal value is then transformed into the 
lognormal c.d.f. value using the following formula 
(Benjamin and Cornell, p. 266)
Fy(y) = Fz((log(y) - ■ux)/sx) . (2-21)
With the above equation one can evaluate the c.d.f. of
the lognormal distribution at any point y greater than zero.
3. equal length cells
The first two cells of schemes three and four are iden­
tical to the first two cells of scheme two. This is done 
in order to maintain the restriction on expected cell 
frequencies and yet be able to generate enough cells so 
that the scheme cell patterns will be noticably different. 
The first and last cells of any scheme cannot conform to 
the pattern because they are both open-ended, at the lower 
and upper end, respectively.
The number of cells from scheme three is computed using
ncels = (y* - y-L)/(y2 - y p  + 2 , (2-22)
where y' is the "adequate maximum" from eq. (2-19), y, is
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the right-hand endpoint of the first cell, and yg is the 
right-hand endpoint of the second cell.
Individual cell expected frequencies are computed by- 
subtracting left from right-hand endpoint c.d.f. values, 
as in scheme two. However, it is evident that, because of 
the positive skewness of the lognormal, sooner or later 
expected frequencies will fall below five. If and when this 
occurs, the number of cells is decreased accordingly and the 
open end is compounded with the last cell having an expected 
value greater than or equal to five. This cut-off procedure 
is employed in scheme four also.
4. cell doubles
In scheme four, each cell is given twice the length of 
the previous cell, starting with the third cell. Cell 
boundaries are computed until they exceed y*, at which time 
the cut-off procedure explained above is employed.
General Data Characteristics
The normal, gamma, beta, and Weibull distribution 
families have been selected as alternatives because they 
each lend a large variety of shapes, they are continuous 
models like the lognormal, they are widely applied, and 
computer routines for generating random deviates from them 
are not impossible or terribly difficult to obtain (see 
Naylor et al; Hahn et al; Pritsker and Kiviat).
The parameters of these distributions are grouped so 
that the means range from 0 .1 to 1 0.0 , and the variances 
spread from roughly 0 .5 to 2 0.0 ; thus the standard deviations 
range from around 0.7071 to 4.4721. This by no means random 
choice of distributions provides a good variety of shapes 
and thereby many varying degrees of fit to a lognormal p.d.f.
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Sample sizes of thirty and one hundred random deviates 
are generated to allow the same schemes to generate 
differing numbers of cells with the same alternative 
distribution.
In the next chapter, the alternative distribution 
random deviate generation routines will be discussed. 
Special problems related to each distribution family will 
be pointed out. The final chapter contains tables of all 
of the distribution parameters for the study and the scheme 
recommendations. Trends in the tables will be discussed.
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THE GENERATION OP DATA
The Pseudo Random Number Generator
All of the random deviate generators employed in this
study use the DIGITAL PDP-10 computer P10 uniform on (0,1) 
random number generator Function RAN. The algorithm used 
by RAN is taken from, W. H. Payne et al, Coding the Lehmer 
Pseudo Random Number Generator, Communications of the ACM, 
Peb. 1969, pp. 85-86. The general form of the pseudo 
random number generator is
with m = 231-1 , k = 1429, 1429(mod 231-1) = 6303600161Q.
The Normal Random Deviate Generator
The procedure employed for generating random deviates 
from a normal distribution with mean u and standard devia­
tion s, is based on a Central Limit Theorem: If R̂ , i=l,2,
3,...,n are independent and identically distributed random 
variables with mean u and standard deviation s, then, as n 
increases, the distribution of the random variable X
approaches the standard normal distribution (Hogg and Craig, 
pp.182-184).
Function RAN generates* observations from uniform, on 
(0 ,1), random variables R̂ , each with mean i and standard 
deviation (1/12)2. By the above Central Limit Theorem
rn+1 = krn( mod m ) (3- 1)
X = (2 i=iRi - nu)/(sn*) (3- 2)
Z = (Zi=iRi - n/2)/(12n)i (3- 3)
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is a standard normal random variable. Using eq. (2-17)
z = = (Ii_xri - n/2)/(12n)^ (3_ 4.)
and solving for x, one finds
x = sx(12/n)'®( Zi=iri - n/2) + • (3-5)
The number n is chosen as twelve because of the obvious 
computational advantage. The smallest value of n recommended 
is ten, and values larger than twenty-four tend to make this 
Central Limit approach significantly less efficient than 
other methods (Naylor et al, pp.90-97)#
The Inverse Transformation Method of Generating Random 
Deviates
It is of interest to generate random deviates from some 
continuous probability distribution with density function 
f(x) and c.d.f. F(x). Briefly, since F(X) is distributed 
over the closed interval from zero to one (Hogg and Craig, 
p.29), generate uniform (0,1) random numbers r and set 
F(x) = r. Then
X = P_1(r) , (3-6)
where 3? is the inverse mapping of r on the unit interval 
into the domain of X. This is fine provided F has an inverse 
which can be expressed in closed form.
1 . the gamma random deviate generator
The gamma c.d.f. cannot be formulated explicitly, but 
there are ways to overcome this difficulty. The gamma
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distribution is often described as the sum of k independent
and identically distributed exponential variates each with
parameter a. The exponential density function and c.d.f.
with mean u = l/a and standard deviation s_ = u = l/a are © , © ©
f(x) = ae-ax, x £ .0 and a> 0 (3-7)
F(x) = 1 - e-ax, x > 0 (3- 8)
0 elsewhere.
Since 1-r is also a random number, let 1-r = F(x) so that
r = 1 - F(x) = e-ax (3- 9)
to simplify computations. Solve for x, using the inverse 
transfonuation method
x = -(l/a)log r = -uQlog r . (3-10)
The sum of k of these independent exponential variates 
is the gamma variate y, with parameters a and k
y = -l/a l°g(TTi=lri) * (3-11)
The gamma density function is
f(x) = (akxk-1e_ax)/(k-l)i (3-12)
where both a and k are positive, and x is non-negative.
In the special case k = 1,’the gamma distribution is 
identical to the exponential distribution. If k is a 
positive integer, the distribution is sometimes referred 
to as the Erlang distribution. If a = 4, the gamma is the 
same as the chi-square distribution.
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The parameters k and a have been selected so as to 
include the exponential, Erlang, and chi-square distribu­
tions in the study. It is impossible to have gamma 
distributions with the same mean-variance combinations as 
are tested with the normal alternative because the mean 
and variance are not independent. The means and variances 
tested cover the same ranges, but not in the same com­
binations. All of the test distributions will be Erlang 
due to the comparative ease in .generating random deviates. 
Naylor et al, p. 88 states, 11 the problem of generating 
gamma variates when k is not* an integer is indeed an 
unsettled one".
2. the beta random deviate generator
Using a transformation of variables, it will be shorn 
that the beta distribution is the ratio of two independent 
gamma variables. Consider two stochastically independent 
random variables X-̂ and X2 having gamma distributions and 
joint p.d.f.
cn+c x^ ” 1 exp(-c(x1+x2)
f(xl'x2) =   pTnT pTc)---------- (3_13)
where x-̂ and x2 are positive real numbers, and with the 
function being zero elsewhere, and where n and c are positive 
integers. Let us look at the marginal p.d.f. of the random' 
variable Ŷ . Let
Yx = X-,/^ + X2) (3-14)
Y2 = X1 + X2 (3-15)
and consider the transformations
1-1789
yl = xl ^ xl + x2  ̂and y2 = X1 + x 2 * (3-16)
Then the inverse transformations are
= y^y2 (3—17)
x2 = y2 ~ yly2 = y2^1 " yl̂  * (3-18)
These are one-to-one transformations mapping the set
A = ̂ (xi>x2)| 0 < xl< 00 ’ 0 ^ x2 < (3-19)
onto the set
b = ̂ (y1 ,y2)|0 < yx •< i» o < y2< oo|. (3-20)
The Jacohian J of the transformation is
(3-21)
(3-22)
The joint p.d.f. g(y-, ,y2) is given by (Hogg and Craig, 
pp.125-134, see prob. 4.25)
ox-P^y-L c) *!_/ 3 72 y2 yx
J = a x2/ ̂  y-!_ x2/ ̂  y2 -y2 i-yi








Then the marginal p.d.f. of is
n+ c, n+c-1 exp(-cy2)dy2 (3-2 5)
letting dy2 = d(cy2)/c
(oy2)n+c-1exp(-oy2)d(cy2).(3-2 6)Tn) TcT
Finally,
This function is known as the beta probability density 
function. To generate a beta variate ŷ , the ratio of 
two gamma variates, x^ and (x̂  + x2)
is obtained. Yariate x^ has parameters c and c. Yariate 
(x̂  + x2) has parameters (n+c) and c. It is only necessary 
that the two gamma variates have the same second parameter. 
The second parameter equals the first for x-̂ here only as 
a matter of programming convenience.
The beta p.d.f. can be unimodal and symetric, J shaped, 
reverse J shaped, positively skewed, and negatively skewed. 
With n and c both less than one, the density function is U 
shaped (Hahn and Shapiro, p. 91). From a practical stand­
point, values of n and c have been selected to provide 
skewed, J shaped and reverse J shaped density functions.
In order to incorporate the desired mean and variance 
combinations (those used in the normal study), the beta 
distribution is generalized to cover the closed interval
yx = Xl/(Xl + X,) (3-28)
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from a to b, Having chosen particular combinations of 
n, c, mean, and standard deviation, the necessary interval 
boundaries a and b can be computed. The generalized beta 
population mean and variance equations (Benjamin and 
Cornell, pp.287-291)
u = a + (b-a)c/(n+c) (3-29)
s2 = (b-a)2nc/((n+c)2(n+c+l)) (3-30)
provide two equations in the two unknowns, a and b. In 
equations (3-29) and (3-30) let
ub = c/(n+e) (3-31)
s2 = nc/((n+c)2(n+c+l)) (3-32)
2where ub and are the mean and variance of the standard 
beta on the closed interval from zero to one. Prom (3-29) 
and (3-31),
a = (ubb - u)/(ub - 1) . (3-33)
Substituting into (3-30) and solving for b produces 
b = u + s(ub - lVs,, , (3-34)
The following linear relationships exist between Y, beta 
on the a,b interval, and X, beta on the 0,1 interval,
Y = a + (b-a)Z (3-35)
= fx((y-a)/(b-a))/(b-a) (3-36)
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3. the Weibull random deviate generator
, ■ i
The Weibull distribution has the following p.d.f. and 
c.d.f. (Naylor et al, p.86)
I
f(x) = (d/s)(x/s)d-1/exp((x/s)d) (3-37)
0 elsewhere
F(x) = 1 - exp(-(x/s)d) (3-38)
0 elsewhere
where d and s are positive reals and x is non-negative.
Again, one can interchange r and 1-r to simplify compu­
tations
r = 1 - F(x) = exp(-(x/s)d) . (3-39)
The inverse transformation is
x = s( —log r)1//d . (3-40)
As d goes from greater than one to less than one, the 
Weibull p.d.f. changes shape from single-peaked and posi­
tively skewed to reverse J shaped. When d is one, the 
p.d.f. is identical to that of the exponential distribution. 
The parameter d is referred to as the shape parameter. 
Parameter s is the scale parameter (Hahn, and Shapiro, p.108). 
The parameters d and s were paired by trial and error until 
mean-variance combinations approximating those used in the 
normal study were obtained.
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CONCLUSION
Tables 1 through 6 capsulize the distributions and 
results of this study, For the specific alternative 
distributions and sample sizes tested, schemes are recom­
mended which yielded the lowest estimated probability of 
Type II error, Beta, with the probability of a Type I 
error being approximately five percent. In cases of high 
test Beta, even though only one scheme may be recommended, 
it must be emphasized that perhaps another 1 goodness of 
fit” test altogether had better be used, if the results 
are to influence decision making.
There are many interesting trends in. Tables 2 through 6, 
As certain distribution parameters, such as mean, increase, 
the probability of Type II error of even the recommended 
schemes increases significantly, especially at smaller 
variances. By comparing the lognormal and alternative 
density function curves in the Appendix, one can see that 
these trends follow very closely the ’degree of fit” of 
the alternative to the lognormal. In cases of close fit, 
clearly any test will have a high error rate.
One may also detect patterns in the recommended schemes 
columns regarding the frequency of certain schemes or the 
number of schemes recommended. Trends such as these give 
rise to certain questions. Is there a scheme which is 
’best” to use in the Chi-3quared Goodness of Fit Test with 
simply an alternative family in mind? If not, when, in 
terms of mean, variance, sample size, number of cells, or 
whatever, should particular schemes be used?
The schemes used in this study are quite specific, even 
though their titles are rather general. Unless the exact 
same procedure is used in the field, schemes which could 
have the same name, or general approach, could generate 
different cells, and therefore have differing probabilities
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of Type II error. This could result from differences in 
sample size, starting cells, or desired percentiles, for 
example. Even for the exact same schemes, recommendations 
could be altered significantly by altering the sample sizes 
or the number of replications in the simulation. Also, it 
might be decided that schemes having overlapping Beta 
confidence intervals should be considered "equally" 
accurate. It is therefore possible, based on this study, 
to make only specific recommendations, regarding specific 
schemes and alternatives, at specific sample sizes, and 
with Alpha approximately five percent.
A qualitative way to judge the error rate of the Chi- 
Squared test is to plot the specific alternative distri­
bution against the lognormal density function and the data, 
and see how close they are to each other. One might get 
an idea of the error rate by comparing such a plot with 
the plots in the Appendix and then referring to the ap­
propriate tabled confidence interval. A plot could also 
shed some light on the feasibility of the suspected alter­
native, or the lognormal hypothesis. From a more quanti­
tative point of view, the procedure outlined in this paper 
will enable one to find a confidence interval for Beta 









-<50<u<oo f(x) = l/(s(2Tr)E')exp(-i( (x-u)/s)2)) 
s > 0
' , - « 0 <  X  <  00
a > 0 f(x) = akxk-1e“ax/(k-l)i , x >  0
k ^ 0 0 elsewhere
/X-a\C-l/n x-a\n-l
_  n(n+o)lB=a' ^  -
f W  ■ ( V - a ) ^ ( n ) p ( c )
C ^° , a < x < b
a < b 0 elsewhere
Weibull d >0 f(x) = (d/sd)xd-1exp(-(x/s)d), x J O
b ? 0 0 elsewhere
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TABLE 1 cont'd 
ALTERNATIVE DISTRIBUTIONS
METHOD OF GENERATING RANDOM LEVS 
MEAN VARIANCE ' USING UNIFORM (0,1) RANDOM NOS.
u S 2 x' = s( - 6) +  u
k/a k/a2 x'= -(log^^rjJ/a
(where k is a pos. integer)
n+C (n+c)2(n+c+l) X1 + x2
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First Quadrant Graphs of the Specific Alternative 
Distribution Along Y/ith the Lognormal Density Function 
of Equal Mean and Variance,
Note: In many cases these graphs do not contain all 
of the tv/o density functions, and the two curves are not 
individually marked. These graphs are merely designed to 
illustrate the degree of fit of the lognormal to the 
alternative or vice versa. See Tables 2 through 6 for the 
specific distribution parameter values associated with 
each curve.
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