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АНАЛІЗ ЗАСТОСУВАННЯ ГЕНЕТИЧНИХ АЛГОРИТМІВ  
В ЗАДАЧАХ ГЛОБАЛЬНОЇ ОПТИМІЗАЦІЇ 
Подано заãальнó хараêтеристиêó ãенетичних алãоритмiв яê ефеêтивних та перспеêтивних засобiв вирiшення про-
блеми ãлобальної оптимiзацiї. Розãлянóто приêлади сêладних реальних задач оптимiзацiї та iдентифiêацiї, óспiшно 
розв’язаних iз застосóванням ãенетичних алãоритмiв. 
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Вступ 
Часто виниêають реальні задачі оптимізації та 
ідентифіêації моделей таêої сêладності і роз-
мірó, для розв’язання яêих застосóвання бі-
льшості існóючих методів не дає бажаних ре-
зóльтатів. Найваãомішими причинами цьоãо є 
застосóвання ãрадієнтів, сêладна проãрамна 
реалізація, відсóтність механізмів виходó з ло-
êальноãо оптимóмó ó разі ãлобальноãо пошóêó 
еêстремóмó, низьêа швидêодія і неточність, 
потреба ó велиêих обсяãах обчислювальних ре-
сóрсів та в аналітичномó описі цільової фóнê-
ції. Все це сприяло розробці метаевристичних 
методів обчислювальноãо інтелеêтó, зоêрема, 
ãенетичних алãоритмів (ÃА) [1—5], позбавле-
них більшості з вêазаних недоліêів. Ці алãо-
ритми бóли отримані в процесі óзаãальнення 
та імітації таêих властивостей живої природи, 
яê природний відбір, пристосованість орãані-
змів до мінливих óмов довêілля, óспадêóвання 
нащадêами життєво важливих властивостей 
батьêів тощо. Ефеêтивність виêористання ÃА 
підтверджена численними óспішними праê-
тичними реалізаціями. 
Проблема глобальної оптимізації 
Заãальна постановêа задачі ãлобальної опти-
мізації представлена ó [6]. Нехай  — множи-
на всіх можливих рішень дисêретної, або не-
перервної проблеми оптимізації. При цьомó  
визначено деяêими обмеженнями видó   0,ig x   
11, ;i m    20, 1, ;jh x j m     0,kr x   31, ,k m  : nf R — цільова фóнêція (ЦФ), яêó потрі-
бно оптимізóвати. Необхідно знайти таêó точ-
êó *x  , що  x ,  *( ) ( ) ( )f x f x . Точêа 
*x  — точêа ãлобальноãо мінімóмó (маêсимó-
мó) на . Фóнêція f ставить ó відповідність 
êожномó рішенню x  дійсне число, яêе 
позначає цінність рішення і визначає повне 
відношення порядêó між довільною парою 
рішень ó просторі пошóêó . 
Перші методи, запропоновані для розв’язан-
ня задач оптимізації, бóли точними. Серед них 
прямі і ãрадієнтні методи, динамічне проãра-
мóвання, стратеãії релаêсації і розêладання 
фóнêції Лаãранжа, методи перерахóвання (êе-
ровані або неêеровані) та ін. [6]. Ці методи 
призначені для пошóêó ãлобальноãо оптимóмó 
і ãарантóють йоãо знаходження. Ó цьомó їх 
основна переваãа. Проте праêтичне застосó-
вання цих методів істотним чином обмежене 
низêою сóттєвих причин. Зоêрема, вони за-
звичай потребóють неприйнятних часових 
і/або обчислювальних ресóрсів навіть при 
розв’язанні задач невелиêої розмірності, є чó-
тливими не тільêи до розмірó, але і до стрóê-
тóри задачі, їх збіжність залежить від початêо-
вої точêи, вони мають тенденцію застряãати в 
лоêальномó оптимóмі тощо [7]. Пошóê опти-
мальних розв’язêів задач, ЦФ яêих є недифе-
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ренційовані, мóльтимодальні, баãатоêритеріа-
льні, з застосóванням точних методів є праê-
тично неможливим. Все це сприяло розробці 
оптимізаційних методів для пошóêó праêтич-
но прийнятних розв’язêів, серед яêих можна 
виділити два підêласи: евристичні і наближені. 
Евристичні, ó свою черãó, розділяються на 
метаевристиêи і спеціальні евристиêи. Останні 
призначені для вирішення êонêретних про-
блем, тоді яê метаевристиêи є алãоритмами 
заãальноãо призначення і можóть застосовóва-
тися для вирішення майже бóдь-яêої пробле-
ми оптимізації. Це пояснює підвищення інте-
ресó до них протяãом останніх десятиліть. На 
відмінó від точних алãоритмів оптимізації, мета-
евристиêи не ãарантóють оптимальність отри-
маних рішень. Ó порівнянні з алãоритмами 
наближення, вони не забезпечóють доêазовó 
точність розв’язêó та доêазові межі часó виêо-
нання. Проте сьоãодні метаевристиêи вважа-
ються найбільш перспеêтивними і óспішними 
методами оптимізації, осêільêи здатні забез-
печити “праêтично прийнятні” розв’язêи за 
оптимальний час при вирішенні велиêих, NP-
сêладних проблем наóêи і праêтиêи, на що не 
здатні інші методи. 
Розрізняють два êласи метаевристиê [6]: S-
метаевристиêи, в основó яêих поêладено одне 
рішення (Single–Solution Based Metaheuristics) і 
Р-метаевристиêи, яêі базóються на виêорис-
танні попóляції (Population-Вased Metaheuristics). 
Типовими приêладами S-метаевристиê є 
ітеративний лоêальний пошóê (іterated local 
search), табó пошóê (tabu search), імітація від-
палó (simulated annealing), алãоритм велиêоãо 
потопó (Great Deluge Algorithm), жадібна рандомі-
зована адаптивна процедóра пошóêó (GRASP). 
Всі ці алãоритми працюють з одним потен-
ційним розв’язêом задачі, яêе певним чином 
поêращóється в резóльтаті виêонання ітера-
ційних процедóр. 
Одночасна робота з набором потенційних 
розв’язêів в Р-метаевристиêах виêонóє сóттє-
вó роль для їх стійêості, підвищóє імовірність 
досяãнення ãлобальноãо оптимóмó, а таêож 
сприяє óсóненню лоêальних стаціонарних то-
чоê. Вони значно швидше і повніше дослі-
джóють простір пошóêó для виявлення ãлоба-
льноãо оптимóмó. Серед Р-метаевристиê най-
більш поширеними є еволюційні алãоритми, 
найясêравіші представниêи яêих — ãенетичні 
алãоритми. 
Генетичні алгоритми 
Передóмовою для виниêнення ÃА стали мо-
дель біолоãічної еволюції Ч. Дарвіна і методи 
випадêовоãо пошóêó. «Винахід» ÃА зазвичай 
приписóють Дж. Ãолландó, що не зовсім від-
повідає дійсності, осêільêи до ньоãо деяêі óче-
ні самостійно виãадали деêільêа подібних «ви-
находів» [8, 9]. Проте саме Дж. Ãолланд їх по-
пóляризóвав. Він таêож першим вивчив ево-
люційні явища, таêі яê адаптація з метою роз-
робêи методів з аналоãічними механізмами 
для êомп'ютерних застосóвань. 
Осêільêи ÃА ґрóнтóються на принципах біо-
лоãічної еволюції і ãенетиêи, то для їх описó аê-
тивно (і деêоли неêореêтно) виêористовóють 
біолоãічні терміни. Наведемо деêільêа таêих 
термінів. Особина — потенційний розв’язоê 
задачі; попóляція — набір особин; нащадоê — яê 
правило, поêращена êопія потенційноãо роз-
в’язêó (батьêа); придатність — зазвичай, яêі-
сна хараêтеристиêа розв’язêó. Хромосома — 
заêодована стрóêтóра даних особини ó виãляді 
масивó фіêсованої довжини. В найпростішомó 
випадêó — бінарний рядоê фіêсованої довжи-
ни. Ãен — елемент цьоãо масивó.  
Формально ÃА можна описати таê [5]: ÃА = 
0{ , , , , , }P n f G s  , де 0 10 20 0( , ,..., )nP a a a  — почат-
êова попóляція; 0ia  — можливий розв’язоê за-
дачі, поданий ó виãляді хромосоми; n — розмір 
попóляції; — довжина êожної хромосоми; f  — 
цільова фóнêція; G  — множина ãенетичних 
операторів; s — правило завершення алãоритмó. 
Заãалом, робота ÃА поляãає в одночасній 
обробці елементів множини альтернативних 
розв’язêів і сêладається з настóпних основних 
етапів: 1) ãенерація початêової попóляції; 2) об-
числення значень ЦФ êожної її хромосоми; 
3) поêи не бóде виêонано правило завершення 
ÃА, застосóвання ãенетичних операторів (селе-
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êції, êросинãоверó, мóтації та ін.); 4) фор-
мóвання нової попóляції і перехід до п. 2). 
При розробці ÃА необхідно визначити яêіс-
ний і êільêісний сêлад потенційних розв’язань 
задачі та сформóвати відповідний пошóêовий 
простір ÃА, тобто множинó всіх можливих хро-
мосом, а таêож задати ЦФ і правило завер-
шення ÃА (наприêлад, здійснення заданоãо 
числа ітерацій, отримання розв’язêó потрібної 
яêості на деяêій ітерації).  
Ефеêтивність роботи ÃА істотно залежить 
від способó êодóвання ãенів, сêладó початêо-
вої попóляції, виêористовóваних ãенетичних 
операторів, параметрів ÃА, таêих яê розмір 
попóляції, êільêості відібраних хромосом при 
селеêції і для êросинãоверó, імовірності виêо-
ристання ãенетичних операторів. Центральне 
місце в ÃА належить ãенетичним операторам, 
з яêих найбільш важливими є селеêція (від-
бір), êросинãовер (схрещóвання) і мóтація.  
Êодóвання потенційних розв’язêів. Цей про-
цес може бóти здійснений при виêористанні 
бітів, цифр, дерев, масивів, матриць, списêів 
або бóдь-яêих інших об'єêтів, що ãоловним 
чином залежить від розв’язóваної задачі. Най-
поширенішим є двійêове êодóвання (Binary 
Encoding) [1, 2], при яêомó êожен ãен хромо-
соми має значення «ноль» або «одиниця». Іс-
нóє деêільêа інших способів êодóвання, на-
приêлад, цілими або дійсними числами, вóз-
лами дисêретизації або підінтервалами (для 
неперервної оптимізації), лоãарифмічне êо-
дóвання (для баãатовимірної оптимізації з 
велиêим простором параметрів) та ін. [4]. Êіль-
êість символів, яêі виêористовóються для 
êодóвання, має бóти мінімально необхідною 
зãідно принципó мінімальних алфавітів [2].  
Генетичні оператори 
Вони працюють аналоãічно операторó в êла-
сичномó математичномó розóмінні, відобра-
жаючи однó множинó об'єêтів на іншó, і пред-
ставляють один з êроêів ÃА. Ó роботах [1—5] 
описано велиêó êільêість різних операторів. 
Розãлянемо основні ãенетичні оператори, яêі 
виêористовóються найчастіше.  
Селеêція (відбір). За виêористання цьоãо опе-
ратора зберіãається деяêа êільêість хромосом з 
êращими значеннями придатності на êожній 
ітерації ÃА. Розãлянемо деêільêа найчастіше 
виêористовóваних механізмів відборó [4].  
Елітна селеêція. Поляãає ó виборі заданої 
êільêості хромосом поточної попóляції з êра-
щими значеннями придатності.  
Пропорційна селеêція (Fitness-Proportionate 
Selection), або Селеêція на основі рóлетêи (Rou-
lette Wheel Selection). Спочатêó обчислюється 
придатність êожної хромосоми в попóляції. 
Далі êожній хромосомі попóляції ставиться ó 
відповідність сеêтор êолеса рóлетêи, пропор-
ційний величині її пристосованості. Тоді при 
повороті êолеса рóлетêи хромосома з більшою 
пристосованістю матиме велиêó імовірність 
виборó для подальшоãо схрещóвання.  
Тóрнірна селеêція (Tournament selection). Ця 
селеêція з розміром тóрнірó t поляãає ó випад-
êовомó виборі з попóляції t хромосом і відборі 
з цієї ãрóпи в новó попóляцію однієї хромосо-
ми з найêращим значенням придатності. Таê 
повторюється n разів. Тóрнірна селеêція стала 
основним методом селеêції в ÃА з різних при-
чин. По-перше, вона нечóтлива до особливос-
тей обчислення придатності. По-дрóãе, дóже 
проста, не потребóє попередньої обробêи і 
може бóти леãêо розпаралелена. По-третє, во-
на налаштовóється: розмір тóрнірó t визначає 
тисê селеêції. На êрайній випадоê, êоли 1t  
маємо випадêовий відбір. За дóже велиêих t 
(значно більше, ніж навіть розмір попóляції) 
імовірність перемоãи в тóрнірі найбільш при-
стосованої хромосоми наближається до оди-
ниці, томó тóрнірна селеêція бóде êожноãо 
разó вибирати однó і тó ж пристосованó хро-
мосомó. Ó ÃА найбільшою попóлярністю êо-
ристóється  2t . 
Êросинãовер. Оператор êросинãоверó (ОÊ) 
породжóє нащадêів шляхом обмінó частинами 
батьêівсьêих хромосом. При цьомó зазвичай 
ОÊ застосовóється з заданою імовірністю до 
пари хромосом-батьêів з поточної попóляції, 
óтворюючи дві хромосоми–нащадêи, проте 
існóють й інші варіанти [2, 3]. Деяêі найбільш 
поширені ОÊ розãлянóто далі. 
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Одноточêовий êросинãовер (One-point cros-
sover). З попóляції випадêово вибираються 
дві батьêівсьêі хромосоми, і довільним чином 
ãенерóється точêа розривó (або точêа êро-
синãоверó)   [1, 1]k , де   — довжина хро-мосоми. Далі батьêівсьêі хромосоми обмі-
нюються частинами, óтворюючи двох нащад-
êів: перший нащадоê є хромосомою, яêа на 
позиціях від одиниці до k  містить ãени першоãо з батьêів, а на позиціях від  1k  до 
  — ãени дрóãоãо з батьêів; дрóãий нащадоê — 
це хромосома, яêа, відповідно, на позиціях 
від одиниці до k  містить ãени дрóãоãо з бать-
êів, а на позиціях від  1k до   — ãени пер-шоãо з батьêів. 
Двоточêовий êросинãовер (Two-point crossover) 
відрізняється від одноточêовоãо тим, що ви-
падêовим чином ãенерóється не одна, а дві 
точêи розривó, і хромосоми обмінюються ді-
лянêами між цими двома точêами [4, 5].  
Рівномірний êросинãовер (Uniform crossover). 
Випадêово створюється хромосома-масêа — 
рядоê з нóлів і одиниць, довжина яêої дорів-
нює довжині хромосоми. Два нащадêи óтво-
рюються за таêим правилом. Одиниця в і-й 
позиції масêи означає, що і-й елемент першо-
ãо батьêа слід розташóвати на і-мó місці пер-
шоãо нащадêа, а ноль означає, що і-й елемент 
дрóãоãо батьêа слід розташóвати на і-мó місці 
першоãо нащадêа. Вважаючи першоãо батьêа 
дрóãим, а дрóãоãо — першим, за описаним 
правилом отримóють дрóãоãо нащадêа. Масêа 
може бóти одна на всіх або своя для êожної 
пари батьêів [3, 4].  
Мóтація. Роль мóтації поляãає в запобіãанні 
передчасній збіжності ÃА і йоãо “застряãання” 
в лоêальномó оптимóмі. Оператор мóтації 
(ОМ) вносить випадêові зміни до ãенів хромо-
соми, додаючи новий ãенетичний матеріал в 
попóляцію. Вибір процедóри залежить, перш 
за все, від обраноãо способó êодóвання. Цей 
оператор може застосовóватися з заданою 
ймовірністю до всієї хромосоми або до êожно-
ãо її ãена. Серед всьоãо різноманіття ОМ най-
частіше виêористовóються таêі. 
Бітова мóтація (bit-flip mutation) [1, 2]. Êо-
жен ãен хромосоми мóтóє із заданою малою 
імовірністю рm, значення яêої найчастіше 
обирають в інтервалі [0.001;0.1]. 
Баãатоточêова мóтація (multi-point mutation) 
[1, 5]. Ó хромосомі змінюються значення дові-
льно вибраних ãенів, êільêість яêих може бóти 
заданою або випадêовою, але не перевищóє 
довжини хромосоми. Ó разі, êоли в хромосомі 
змінюється тільêи один випадêово вибраний 
ãен, отримаємо одноточêовó мóтацію (one-point 
mutation) [2, 4]. Слід зазначити, що ó баãатьох 
задачах одноточêова мóтація не здатна вивес-
ти ÃА з лоêальноãо оптимóмó. 
Рівномірна мóтація (uniform mutation) [4] є 
приêладом оператора мóтації ó разі дійсноãо 
êодóвання. Вона змінює значення відібраноãо 
ãена на рівномірно розподіленó випадêовó вели-
чинó (р.р.в.в.) в заданих êористóвачем межах: 
  ( )u vi i i i i ic p s r x x , де ci — i-та êоордината на-
щадêа; pi — i-та êоордината батьêа;  { 1, 1}is  — 
напрям êроêó мóтації, р.р.в.в.; ri — віднос-
ний розмір êроêó мóтації, р.р.в.в., [0,1]ir ; uix  і 
v
ix  — верхня і нижня допóстимі межі i-ãо па-
раметра відповідно. 
Необхідно відзначити, що зі стрімêим роз-
ширенням сфер застосóвання перші ÃА швидêо 
видозмінювалися, намаãаючись маêсимально 
враховóвати особливості розв’язóваних задач. 
Сьоãодні êільêість різновидів ÃА вражає. Це, 
зоêрема: êвантовий ÃА (Quantum GA) [10], баãа-
тоêритеріальний ÃА недомінантноãо сортóван-
ня (Non-dominated Sorting Genetic Algorithm II, 
NSGA-II) [11], мóльтиаãентний ÃА (Multi-Agent 
GA) [12], пилêоподібний ÃА (Saw-Tooth GA) [13], 
мóтативний ÃА (Mutative GA) [14] та ін.  
Моделювання простого  
генетичного алгоритму 
Перші ÃА бóли створені Дж. Ãолландом на 
основі йоãо спостережень за природною ево-
люцією. Хоча ці ранні ÃА бóли дóже прости-
ми, вони сприяли êращомó розóмінню їх по-
ведінêи, а таêож спровоêóвали низêó дисêóсій 
щодо різних аспеêтів ÃА. Одна з найбільш ãо-
стрих дисêóсій бóла виêлиêана заявою Дж. Ãол-
ланда про те, що êросинãовер є важливішим за 
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мóтацію. При цьомó всі йоãо арãóменти мали 
чисто емпіричний хараêтер. Дóмêи óчених 
бóли розділені. Деяêі з них підтримóвали мó-
тацію, інші — êросинãовер. Проте з часом бі-
льшість фахівців дійшла висновêó, що для ви-
рішення цієї дисêóсії одних емпіричних даних 
недостатньо, і необхідно розробити деяêó ма-
тематичнó базó для моделювання, пояснення і 
проãнозóвання поведінêи ÃА. 
Запропонована Дж. Ãолландом в [1] теоре-
ма про шаблони, бóла, ймовірно, першою спро-
бою теоретичноãо аналізó простоãо ÃА, яêий 
працює з двійêовими хромосомами певної дов-
жини  і для яêоãо створення нової попóляції 
розміром n засноване на трьох операторах: про-
порційній селеêції, одноточêовомó êросинãове-
рі і бітовій мóтації з імовірністю застосóвання pc і 
pm відповідно. При цьомó вважалося, що pc  
[0,8;1), а pm (0;0,1]. Для формóлювання тео-реми бóло введено таêі поняття та означення. 
Шаблон — бінарний рядоê  1 2( , ,..., )H b b b , 
{0,1,*}ib , що містить хоча б один символ “*”, 
замість яêоãо може бóти бóдь-яêе зі значень 
«ноль» або «одиниця». Позиції рядêа, що міс-
тять “ * ”, називають вільними, а решта пози-
цій — заêріпленими. Яêщо шаблон Н має k 
  (1 )k  вільних позицій, то існóє 2k рядêів, 
яêі збіãаються на всіх  k  заêріплених позиці-
ях. Множинó таêих рядêів позначимо через YH. 
Рядоê h належить шаблонó Н, яêщо  Hh Y . 
Основними êільêісними хараêтеристиêами 
шаблонó Н є: 
 порядоê ( )o H  — êільêість заêріплених по-
зицій в рядêó;  
 визначальна довжина ( )Hd  — відстань між 
першою і останньою заêріпленими позиціями 
в рядêó. Відзначимо, що ( ) 1Hd o H  . 
Нехай t — номер ітерації або óмовний пара-
метр часó, Р(t) — поточна попóляція, а f(x) — 
цільова фóнêція рядêа х. Позначимо через 
( )HU t  всі рядêи попóляції Р(t), яêі належать 
шаблонó Н  ( ( ) ( ) )H HU t P t Y , а через ( , )m H t  — 
êільêість рядêів множини ( )HU t . 
Ó випадêó пропорційної селеêції важливи-
ми поêазниêами є: 
 середнє значення ЦФ попóляції в момент t: 
   
 x P t
f x
f t
n
  ; 
 середнє значення ЦФ шаблонó в момент t:  
     
,
, .
,
x U H t
f x
f H t
m H t
    
Теорема про шаблони [1, 3]. Яêщо шаблон Н 
має низьêий порядоê (о(Н) мале), є êоротêим 
(dH близьêе до ( ) 1o H ) і середнє значення 
придатності шаблонó в момент t більше сере-
дньоãо значення придатності попóляції ( )P t , 
то він (в середньомó) збільшóє своє представ-
ництво в попóляції ( 1)P t . 
Формально цю теоремó можна записати таê: 
 
       
   
,
, 1 ,
1 1 ,
1
o HH
c m
f H t
E m H t m H t
f t
d
p p
       
       
 (1) 
де Е — математичне сподівання. 
Ó нерівності (1) перший співмножниê по-
êазóє вплив селеêції, дрóãий — êросинãовера, 
третій — мóтації на очіêóване представництво 
рядêа шаблонó Н в попóляції P(t+1). Зоêрема, 
з (1) випливає, що чим менші значення ( )o H  і 
рm, тим менший вплив мóтації на роботó ÃА. 
Томó здавалося, що теорема про шаблони сві-
дчила про переваãó êросинãовера над мóтаці-
єю, і нерівність (1) часто записóвалася без тре-
тьоãо співмножниêа. Проте, недовãо. Яê тео-
ретична основа для пояснення роботи ÃА, ця 
теорема створила баãато нових проблем і сó-
перечностей, що виêлиêало моãóтній потіê 
êритиêи на її адресó [3]. Зоêрема, виявилося, 
що вона є придатною лише для вираження 
тоãо, що відбóвається (в середньомó) з шабло-
ном Н під час переходó ÃА від однієї попóляції 
до настóпної, але не дає óявлення про роботó 
ÃА протяãом деêільêох ітерацій (можливо, 
протяãом всьоãо виêонання ÃА). При цьомó 
абсолютно не враховóється віроãідність наяв-
ності в попóляції інших шаблонів і їх взаєм-
ний вплив. Отже, з'явилася потреба ó ство-
ренні більш потóжної математичної основи.  
Аналіз застосóвання ãенетичних алãоритмів в задачах ãлобальної оптимізації 
 
ISSN 0130-5395, УСиМ, 2018, № 2 73 
Точні моделі ÃА. Ó 1991 р. бóла запропонова-
на [15] точна модель простоãо ÃА, яêа фіêсóє 
êожнó йоãо хараêтеристиêó ó виãляді матема-
тичних операторів. Для простоти вони розãля-
далися ÃА з несêінченною попóляцією. Ó цій 
моделі попóляція в момент часó t бóла пред-
ставлена двома веêтор-стовпцями дійсних чи-
сел ( )p t  і ( )s t : 
    0 1 1( ), ( ), , ( ) ,Trp t p t p t p t   
де ( )ip t  — частêа і-рядêів ó попóляції ó момент 
часó t, r — êільêість óсіх двійêових рядêів дов-
жини  , що представляють можливі розв’язêи 
задачі  ( 2 )r . Під і-рядêом розóміють двій-
êовий рядоê, представлений цілим числом, 
яêе êодóється цим двійêовим рядêом (напри-
êлад, яêщо  5 , то сьомий рядоê — це бінар-
ний рядоê 00111). 
При пропорційномó відборі отримаємо: 
       0 1 1 1 ,0
( ), ( ), , ( ) .iTr r
j j jj
F p t
s t s t s t s t
F p t
 

  
   
Тóт ( )ijF F  є (r  r)-матрицею, в яêій Fij = 0 
при i j  і  ( )ijF f i  при i j ,  де ( )f i  — ЦФ 
і-рядêа. Êомпонента ( )is t  веêтора ( )s t  рівна 
імовірності виборó і-рядêа яê батьêа поточної 
попóляції. Зазначимо, що F можна розãлядати 
яê оператор, яêий представляє селеêцію. 
Задача поляãала ó пошóêó оператора G, що 
має властивість:    1s t G s t    . Тоді, почи-
наючи з нóльової ітерації (0)s , ітеративно за-
стосовóючи оператор G, можна отримати точ-
ний опис очіêóваної поведінêи ÃА ó бóдь-яêий 
момент часó t. Ефеêт êросинãоверó і мóтації 
імітóється в математичній стрóêтóрі ℳ(), яêа 
сêладається з таêих ( )ijr k , що 
  ,
,
( 1) ( ) ( ) ( ),k i j i j
i j
E p t s t s t r k

     
де ( )ijr k  — імовірність тоãо, що рядоê k, отри-маний внаслідоê реêомбінації між рядêами i 
та j. Об’єднаний ефеêт матриць ℳ і F таêий, 
що G = ℳ∘F, де ∘ — êомпозиція ℳ і F. Ó робо-
ті [17] бóло поêазано, що: 
    , ,1, 11O 1 1
 

            i j c
id im c
i j c c
p p
r p
i i
 
   , ,1
1
1 .
1
 

         i j c
id j c
c c
p
p
i
 (2) 
Тóт η / (1 )m mp p  , ( )d x  — êільêість оди-
ничних бітів ó двійêовомó рядêó, яêий пред-
ставляє ціле число x, с — точêа êросинãоверó 
 , ,i j c = d ("найправіші с бітів i ") — d ("найпра-
віші с бітів j "). Маніпóлюючи математичним 
рівнянням (2), бóли отримані вирази для реш-
ти rij (k). Створення цієї математичної моделі є од-
ним з найбільш значних і важливих етапів ó 
визначенні ролі êросинãоверó і мóтації. Проте 
вона має серйозний недоліê, осêільêи перед-
бачає несêінченність попóляції. Ó більшості 
реальних ситóацій чисельність попóляції за-
вдяêи велиêій êільêості праêтичних обмежень 
є сêінченною. Томó залишалася необхідність 
розробêи точної моделі ÃА для сêінченної по-
пóляції. 
Історичні передóмови для вирішення цієї 
проблеми бóло заêладено в [16, 17], де обґрóн-
товано можливість виêористання ланцюãів 
Марêова для моделювання ÃА. Ланцюã Мар-
êова першоãо порядêó є випадêовим проце-
сом, при яêомó імовірність тоãо, що він пере-
бóває ó певномó стані в даний момент часó t, 
залежить лише від станó процесó ó момент ча-
сó 1t . Яêщо n — розмір попóляції ( )n r , то 
êільêість всіх можливих попóляцій дорівнює 
1
1
r
n rN C

  . Ãенетичний алãоритм моделюється 
ланцюãом Марêова, що має N можливих ста-
нів, яêі представляють різні попóляції. Лан-
цюã Марêова задається своїми станами і 
(N  N)-матрицею ( )ijQ Q  перехідних імовір-
ностей із станó в стан, де Qij — імовірність то-
ãо, що на k-й ітерації бóде сформовано попó-
ляцію Pj за óмови, що на ( 1)k -й ітерації бóла 
попóляція Pi. 
Ó роботі [18] отримано точнó модель ÃА для 
сêінченної попóляції. Для цьоãо всі можливі 
попóляції бóли представлені (r  N)-матрицею 
Z = (zi,j), ó яêій і-й стовпець i = <z0,i,, zr-1,i> є веêтором інцидентності для і-ї попóляції. Ін-
шими словами, zi,j — êільêість входжень ó-ряд-
êів в і-тó попóляцію. Наприêлад, яêщо  2  і 
 2n , то  4r ,  10N , а матриця Z матиме 
таêий виãляд: 
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Попóляції Бінарні 
рядêи (y) P0 P1 P2 P3 P4 P5 P6 P7 P8 P9
00 2 1 1 1 0 0 0 0 0 0 
01 0 1 0 0 2 1 1 0 0 0 
10 0 0 1 0 0 1 0 2 1 0 
11 0 0 0 1 0 0 1 0 1 2 
 
Точна модель простоãо ÃА є êінцевим лан-
цюãом Марêова, в яêій стани задаються інде-
êсами стовпців матриці Z, а матриця перехід-
них імовірностей Q сêладається з елементів 
,
1
,
0 ,
! .
!
y jz
r
i j
y
i
i y
y j
F
F
Q n
z


     
    

 
Тóт | φ |iF  позначає сóмó êоординат веêтора 
φiF . Подібні моделі є найбільш детальними і можóть виêористовóватися для проãнозóвання 
бóдь-яêоãо аспеêтó поведінêи простоãо ÃА. 
Яêщо швидêість мóтації не дорівнює нóлю, то 
всі елементи матриці Q відмінні від нóля, а от-
же, ланцюã Марêова бóде ерãодичним і має 
ãраничний розподіл. Цей фаêт дозволив за-
пропонóвати ãіпотезó, в яêій йдеться про те, що 
хоча êоротêостроêова поведінêа попóляцій ÃА 
залежна від початêової попóляції, довãостроêо-
ва поведінêа попóляцій від неї не залежить [18]. 
Недоліê цієї моделі поляãає в томó, що її мо-
жна виêористовóвати тільêи для простих ÃА. 
Проте це дозволило зробити доêладний і точ-
ний аналіз деяêих фóндаментальних механіз-
мів, наприêлад, вона дала більш повне óяв-
лення про те, яê оптимальні ймовірності мó-
тацій залежать від чисельності попóляції; по-
êазала, яê взаємопов'язані важливість імовір-
ностей êросинãоверó і мóтації; підтвердила 
одні й відêинóла інші з баãатьох емпіричних 
претензій щодо êросинãоверó і мóтації, а та-
êож значно зменшила роль êросинãоверó в ÃА. 
Застосування генетичних  
алгоритмів  
Задача ідентифіêації. Спосіб побóдови моде-
лей, яêий виêористовóє еêспериментальні дані, 
отримані в реальних óмовах фóнêціонóвання 
системи, називається ідентифіêацією, а сама 
задача ідентифіêації формóлюється таê: за ре-
зóльтатами спостережень над вхідними і вихі-
дними сиãналами системи потрібно побóдóва-
ти в певномó сенсі оптимальнó формальнó 
модель цієї системи. При цьомó яêщо стрóê-
тóра моделі невідома, то ãоворять про стрóê-
тóрно-параметричнó ідентифіêацію, інаêше — 
про параметричнó ідентифіêацію [19]. Про-
блемó ідентифіêації можна сформóлювати ó 
виãляді двох взаємопов'язаних оптимізацій-
них задач: дисêретної (для пошóêó оптималь-
ної стрóêтóри моделі) і неперервної (для оцін-
êи параметрів моделі). Томó ефеêтивність ви-
рішення проблеми сóттєво залежить від вда-
лоãо виборó методó оптимізації. 
Одним із сóчасних підходів до моделювання 
сêладних нелінійних систем є блоê-орієнто-
ваний підхід, в яêомó система розділяється на 
деêільêа певним чином з’єднаних підсистем, 
серед яêих є, принаймні, одна нелінійна і од-
на лінійна підсистеми [19]. При моделюванні 
системи, що сêладається з двох послідовно 
з’єднаних підсистем, залежно від тоãо, яêа під-
система (лінійна або нелінійна) приймає вхід-
ні сиãнали, розрізняють моделі Ãаммерштейна 
і Вінера. Стрóêтóрно-параметрична ідентифі-
êація таêих систем є непростим завданням і 
часто потребóє застосóвання методів ãлобаль-
ної оптимізації, зоêрема ÃА. Наприêлад, ó [20] 
здійснюється ідентифіêація моделі Ãаммерш-
тейна, яêа сêладається з одноãо вхідноãо ста-
тичноãо нелінійноãо блоêó і динамічної ліній-
ної стаціонарної підсистеми. Ó цій моделі не-
відома нелінійна статична частина, яêó слід 
оцінити, представлена мережею радіально ба-
зисних фóнêцій, стрóêтóра яêої оптимізóється 
з застосóванням ÃА.  
В [21] розãлянóто ідентифіêацію моделі Ві-
нера, в яêій лінійна динамічна частина передóє 
нелінійній статичній частині, представленій 
зворотною êóсêово-лінійною фóнêцією, пара-
метри яêої оцінюються алãоритмом ÃА. В [22] 
моделюється сила пальця на основі даних сиã-
налів поверхневої елеêтроміоãрафії (ЕМÃ) для 
поêращення óправління протезом рóêи. Сила 
пальця і дані сиãналів ЕМÃ ãенерóються, яêщо 
сóб'єêт виêонóє випадêові рóхи безіменним 
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пальцем для імітації різних рівнів сили. По-
дальша обробêа сиãналів ЕМÃ виêонóється з 
виêористанням просторової фільтрації. Деяêі 
масêи просторовоãо фільтрó для фільтрації сиã-
налів ЕМÃ оптимізóються з виêористанням ÃА. 
Óспішне застосóвання ÃА в онлайн-іденти-
фіêації для прямої оцінêи полюсів і нóлів дина-
мічної системи стає можливим, осêільêи ÃА не 
потребóє лінійності за цими параметрами [23]. 
ÃА виêористовóється для ідентифіêації пара-
метрів лінійних і нелінійних систем для мінімі-
зації помилêи апроêсимації за наявності шóмó 
[24]. Під час моделювання бóло виявлено, що 
êонверãенція процесó дóже чóтлива до механіз-
мó селеêції і таêих параметрів ÃА, яê розмір по-
пóляції, імовірність мóтації і êросинãоверó. Для 
подолання цієї проблеми деяêі з цих параметрів 
розãлянóто яê êонстрóêтивні параметри ÃА, за-
êодовані в хромосомі, яêі оптимізóються шля-
хом еволюційноãо процесó. 
Застосóвання ÃА часто істотно збільшóє 
ефеêтивність інших методів ãібридизацією для 
досяãнення синерãетичноãо ефеêтó. Ó [25] пред-
ставлено наявні підходи до застосóвання ÃА 
для проеêтóвання архітеêтóри МÃÓА нейрон-
них мереж (МÃÓАНМ), основою яêих є ітера-
ційний баãаторядний алãоритм БІА МÃÓА. 
Розãлянóто основні наявні способи êодóвання 
стрóêтóр МÃÓАНМ і відповідні ãенетичні опе-
ратори. Поêазано спеêтр реальних проблем, 
яêі можóть бóти óспішно вирішені ãібридними 
алãоритмами МÃÓАНМ-ÃА.  
Óправління ядерним паливом (ÓЯП). Це не-
детермінована NP-сêладна задача оптимізації. 
Мета ÓЯП поляãає в томó, щоб мінімізóвати 
витрати на виробництво елеêтроенерãії, вра-
ховóючи еêсплóатаційні обмеження і безпеêó 
[26]. Основними хараêтеристиêами проблем, 
пов'язаними з ÓЯП, є велиêа розмірність, ве-
лиêа êільêість обмежень і можливих рішень, 
відсóтність інформації про похідні ЦФ і висо-
êа сêладність її обчислення [27]. 
Оптимізація ÓЯП — баãатоêритеріальна за-
дача, метою яêої є ідентифіêація веêтора роз-
в’язêó, яêа дає найêращий êомпроміс між різ-
ними цільовими фóнêціями. Застосовóвати ÃА 
в óправлінні ядерним паливом почали ó 90-х 
роêах минóлоãо століття [28]. Сьоãодні ÃА є 
одним з основних методів, яêі виêористовó-
ються в ÓЯП, осêільêи вони не застряãають в 
лоêальних оптимóмах, мають висоêó швидêо-
дію і леãêо розпаралелюються, на відмінó від 
інших раніше виêористовóваних методів. Ос-
новною переваãою ÃА є можливість з мініма-
льними змінами виêористовóвати їх для різ-
них типів реаêторів [29]. 
Деталі реалізації ÃА, таêі яê спосіб êодó-
вання хромосом, оператори ÃА, êритерії збіж-
ності варіюються залежно від вибраноãо типó 
проблеми оптимізації ÓЯП. Найбільш поши-
реними є бінарне і цілочисельне êодóвання; 
тóрнірна і пропорційна селеêції; одноточêо-
вий, двоточêовий і частêово підібраний êро-
синãовери; рівномірна мóтація. 
Реãресивне тестóвання. При розробці нової 
версії проãрамноãо забезпечення (ПЗ) вона 
обов'язêово піддається таê званомó реãресив-
номó тестóванню (РТ), щоб ãарантóвати відсóт-
ність внесення нових помилоê (помилоê ре-
ãресó) в раніше перевірений êод попередньої 
версії ПЗ. Тільêи після таêоãо тестóвання ви-
пóсêається нова версія ПЗ. Реãресивне тестó-
вання потребóє велиêих витрат, яêі часто сêла-
дають майже половинó всіх витрат на розробêó 
ПЗ [30]. Задача РТ поляãає в томó, щоб визна-
чити оптимальний набір тестів (ОНТ), яêі ма-
ють яê прямий, таê і опосередêований стосó-
ноê до змін в ПЗ; і в óмовах ресóрсно-часових 
обмежень орãанізóвати процес запóсêó тесто-
вих випадêів таê, щоб виявити яêомоãа більше 
внесених прямих і опосередêованих помилоê. 
Зазначимо, що навіть для невелиêих проãрам-
них систем множина допóстимих тестових ви-
падêів може бóти величезною, що дає підставó 
зарахóвати цю проблемó до NP-сêладної.  
Одним з важливих методів РТ є метод пріо-
ритизації (тобто встановлення оптимальних 
пріоритетів) тестів. Пріоритизація óпорядêо-
вóє набір тестів таê, щоб в процесі РТ тести з 
вищим пріоритетом завжди виêонóвалися ра-
ніше, ніж тести з нижчим пріоритетом, яêий 
встановлюється зãідно з деяêою метриêою, 
наприêлад, APFD (Average of the Percentage of 
Faults Detected) або її модифіêації [31]. Ó роботі 
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[32] представлено різні підходи до розв’язання 
задачі пріоритизації. Проте останнім часом 
все частіше для розв’язання цієї проблеми за-
лóчають ÃА. Таê, в [33] бóв запропонований 
метод на основі ÃА для встановлення пріори-
тетів тестів з óрахóванням часó їх виêонання. 
Еêсперимент проводився для проãрам Grade-
book і JDepend. Бóли застосовані інстрóменти 
відстежóвання процесó Emma і Linux, і резóль-
тати, визначені êільêісно, з виêористанням 
метриêи APFD. Зрештою ОНТ, отриманий 
методом, основаним на ÃА, виявився êращим, 
порівняно з ОНТ, отриманим іншими мето-
дами пріоритизації. Інший вид пріоритизації 
тестів на основі ÃА запропоновано в [34]. Ó 
роботі подано широêий спеêтр мóтацій, êро-
синãоверів і селеêцій, виêористаних для змі-
ни порядêó тестів. Бóло здійснено еêспери-
ментальне дослідження на восьми реальних 
застосóнêах, з виêористанням однієї і тієї ж 
метриêи. Метод на основі ÃА поêазав êращі 
резóльтати порівняно з іншими методами по-
шóêó еêстремóмó.  
Задача êластеризації. Êластеризація сьоãод-
ні є однією з найважливіших задач інтелеêтó-
альноãо аналізó даних і розãлядається яê особ-
ливий вид NP-сêладної задачі оптимізації. 
Êластеризація — це неêонтрольована êласи-
фіêація наборó об'єêтів, зãрóпованих в êласте-
ри таê, щоб виêонóвалися óмови: ãомоãен-
ність (однорідність) всередині êластерів: об'єê-
ти, що належать одномó і томó ж êластерó, 
мають бóти яêомоãа більш схожими, і ãетеро-
ãенність між êластерами: об'єêти, що нале-
жать різним êластерам, мають маêсимально 
відрізнятися [35]. 
Формально задачó êластеризації можна 
сформóлювати, яê ó [36]. Припóстимо, що 
1 2{ , ,..., }NX x x x  — набір об'єêтів, і між ними задано фóнêцію відстані ρ( , ' )x x . Завдання 
поляãає в пошóêó K êластерів 1 2, ,..., KC C C  для яêих: iC   для 1,і K ; i jC C   для 
1,і K  та і j ; 1Ki iC X  . Êожен êластер при цьомó має містити об'єêти, близьêі за метри-
êою , тоді яê об'єêти різних êластерів мають 
істотно відрізнятися за цією метриêою. Яê 
фóнêції  найчастіше виêористовóють Евêлі-
довó відстань (Euclidian Distance) та відстань 
Махаланобіса (Mahalanobis Distance). 
Існóє баãато алãоритмів êластеризації [35], 
зоêрема K-середніх (k-means), нечітêих-c-се-
редніх (Fuzzy-c-means), EM-алãоритм (“expec-
tation-maximization”) на основі відстані тощо. 
Ó 1992 р. ó [37] вперше повідомлено оптимі-
стичні резóльтати досліджень з виêористан-
ням ÃА для êластеризації. З тоãо часó на осно-
ві ÃА розроблено баãато алãоритмів розв’я-
зання різних сêладних задач êластерноãо ана-
лізó. Таê, однією з основних цілей алãоритмів 
êластеризації є пошóê «природних» ãрóп в на-
борі об'єêтів з одночасним їх розподілом на ці 
ãрóпи [37]. Проте жоден з не базованих на ÃА 
алãоритмів не здатний ефеêтивно і автомати-
чно формóвати «природні» ãрóпи, особливо 
êоли êільêість êластерів, яêі входять до сêладó 
наборó даних, може бóти велиêою. Оãляд іс-
нóючих методів êластеризації на основі ÃА і 
приêлади їх праêтичноãо застосóвання подано 
ó [36]. Поêазано, що виêористання ÃА ó поєд-
нанні з традиційними методами дóже ефеêти-
вне і óсóває велиêó êільêість проблем.  
Завдання про призначення. Це один з най-
більш представницьêих êласів задач êомбіна-
торної оптимізації. Серед них особливе місце 
посідає NP-сêладна óзаãальнена задача про 
призначення (ÓЗП) [38]. Хай J — множина 
робіт, а I — множина аãентів. Êожен аãент 
i I  має обмежений ãраничний ресóрс bi і мо-
же бóти призначений для виêонання бóдь-яêої 
êільêості робіт з J. Виêонóючи роботó, j — 
аãент і витрачає свій ресóрс на величинó aij і 
отримóє прибóтоê сij. Необхідно знайти мат-
рицю призначень ( )ijX x , де 1ijx  , яêщо аãент і виêонóє роботó j, та 0ijx   в іншомó випадêó,  яêа  маêсимізóє заãальний прибóтоê 
( ) ij ij
i I j J
c x c x
 
  mах 
за обмежень 
 
Ii,bxa iij
Jj
ij ∈∀≤∑
∈  
(3) 
 Jj,x
Ii
ij ∈∀1∑
∈
 ; (4) 
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{0,1}, ,ijx i I j J     . 
Обмеження (3) ãарантóє, що заãальні витра-
ти ресóрсó аãентом i на виêонання всіх при-
значених йомó робіт не перевищóє йоãо ãра-
ничний ресóрс. Обмеження (4) ãарантóє, що 
êожнó роботó виêонóє лише один аãент. 
Баãато інших задач êомбінаторної оптимізації 
є оêремими випадêами цієї задачі. Наприêлад, 
яêщо всі 1ib   і 1ija  , то ÓЗП перетворюється на задачó про маêсимальне поєднання пар. Яêщо 
ij ijc a  для всіляêих êомбінацій аãентів і робіт, то задача зводиться до мóльтипліêативноãо ран-
ця. Ó разі, êоли є всьоãо один аãент, яêий виêо-
нóє всі n робіт і при цьомó 1b n , всі 1 1ja  , а ijc  
— прибóтоê, яêий отримóє аãент, яêщо він після 
завершення роботи i виêонóватиме роботó j, то 
маємо задачó про êомівояжера. 
Останніми роêами в більшості сфер óправ-
ління виробництвом і при оптимізації óправлін-
ня ланцюãами постачань (Supply Chain Man-
agement) широêо і ефеêтивно виêористовó-
ються підходи на основі ÃА, аналітичний оãляд 
яêих представлено в [39]. Механізм поêра-
щення яêості розв’язання ÓЗП на основі за-
даної евристиêи (наприêлад, жадібної) шля-
хом налаштóвання її параметрів на основі ÃА 
досліджено ó [40]. Ó завданні цільовоãо при-
значення ãрóпи безпілотних літальних апара-
тів таêий підхід зменшóє óчасть еêсперта, не-
обхідноãо для розв’язання поставленої задачі, 
що приводить до ефеêтивнішоãо виêористан-
ня наявних ресóрсів. Автоматизований ін-
стрóмент на основі ÃА для оптимальноãо при-
значення людей на виêонання завдань проеê-
тó відносно йоãо різноманітних êонфіãóрацій 
вартості і тривалості створено ó [41]. Ãенетич-
ний алãоритм здійснює перебір сценаріїв про-
еêтóвання проãрамноãо забезпечення. Завдя-
êи таêомó ãенераторó примірниêів можна про-
вести стрóêтóровані дослідження про вплив 
найбільш важливих атрибóтів проблеми на її 
рішення. 
Висновки 
Ãенетичні алãоритми є потóжним засобом роз-
в’язання різноманітних сêладних задач ãлобаль-
ної оптимізації і моделювання, яêі часто або не 
можóть бóти розв’язані іншими методами, або 
розв’язóються ними з незадовільною точністю 
та/або швидêістю. Таêі задачі хараêтеризóють-
ся неповнотою інформації, баãатоêритеріаль-
ністю, велиêою розмірністю, нелінійністю, від-
сóтністю аналітичноãо описó ЦФ тощо. 
Ефеêтивність ÃА істотно залежить від тоãо, 
насêільêи яêісно бóде проаналізовано пробле-
мó, що безпосередньо впливає на подальший 
вибір видó ÃА, йоãо операторів, способó êодó-
вання потенційних розв’язêів та інших хараêте-
ристиê. Їх можна застосовóвати самостійно, 
адаптóючись під êонêретне завдання, або óдо-
сêоналювати існóючі методи розв’язання, óт-
ворюючи ãібридні системи. Одним з певних не-
доліêів ÃА є баãатоêратне обчислення значення 
ЦФ, проте за зростаючої потóжності обчислю-
вальних засобів цей недоліê праêтично не впли-
ває на йоãо ефеêтивність. Теоретичні аспеêти 
добре розвинені для простих ÃА. Ãенетичні ал-
ãоритми мають велиêó перспеêтивó і потребó-
ють подальшоãо óдосêоналення, розроблення і 
більш заãальноãо теоретичноãо обґрóнтóвання. 
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ANALYSIS AND APPLICATION OF GENETIC ALGORITHMS FOR GLOBAL OPTIMIZATION PROBLEMS 
Introduction. Most of the existed traditional methods of optimization and identification models of complex systems are not 
effective in solving the problems of finding a globally optimal solution for the undifferentiated, multimodal, nonlinear, and 
multi-objective tasks. This leads to the development of approximate methods, in particular the meta-heuristic global 
search methods such as the genetic algorithm. The effectiveness of their application is confirmed by the numerous success-
ful practical implementations. 
Purpose. The purpose of the research is to examine more comprehensively the theoretical and practical aspects of the 
genetic algorithms and their capabilities for solving optimization and system identification problems. 
Methods. The goal of this article is achieved by presenting a comprehensive survey of the main publications in the 
area of genetic algorithms theory and their application to the complex optimization tasks. 
Results. The theoretical and applied aspects of genetic algorithms are considered in detail. Some examples of modern 
global optimization and model identification problems successfully solved by genetic algorithms are presented. 
Conclusion. The genetic algorithms are a powerful tool for solving various complex global optimizations and modeling 
tasks that are characterized by incompleteness of input information, multi-objectiveness, large dimensionality, nonlinearity, 
lack of analytical description of objective function etc. The effectiveness of GA depends on its type, the choice of genetic op-
erators, encoding method of potential solutions, etc. The theoretical aspects are well developed for simple GAs. Genetic algo-
rithms have a great perspective and require further improvements, developments and more general theoretical justification. 
Keywords: global optimization, genetic algorithm, system identification. 
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АНАЛИЗ ПРИМЕНЕНИЯ ÃЕНЕТИЧЕСÊИХ АЛÃОРИТМОВ В ЗАДАЧАХ ÃЛОБАЛЬНОЙ ОПТИМИЗАЦИИ 
Введение. Большинство сóществóющих традиционных методов оптимизации и идентифиêации моделей слож-
ных систем неэффеêтивны при решении проблем поисêа ãлобально оптимальноãо решения для недифференци-
рованных, мóльтимодальных нелинейных и мноãоцелевых задач. Это привело ê разработêе приближенных ме-
тодов, в частности метаэвристичесêих методов ãлобальноãо поисêа, таêих êаê ãенетичесêий алãоритм (ÃА). Эф-
феêтивность их применения подтверждается мноãочисленными праêтичесêими реализациями. 
Цель. Подробно рассмотреть теоретичесêие и праêтичесêие аспеêты ÃА и их возможности для решения за-
дач оптимизации и идентифиêации систем. 
Методы. Цель статьи достиãается пóтем представления всестороннеãо обзора основных пóблиêаций в области 
теории ãенетичесêих алãоритмов и их применения для эффеêтивноãо решения сложных задач оптимизации. 
Резóльтаты. Рассмотрены теоретичесêие и приêладные аспеêты ÃА. Приведены примеры современных ãло-
бальных задач оптимизации и идентифиêации моделей, óспешно решаемых ãенетичесêими алãоритмами. 
Выводы. Ãенетичесêие алãоритмы слóжат мощным инстрóментом для решения различных сложных задач 
ãлобальной оптимизации и моделирования, êоторые хараêтеризóются неполнотой входной информации, мно-
ãоêритериальностью, большой размерностью, нелинейностью, отсóтствием аналитичесêоãо описания целевой 
фóнêции и пр. Эффеêтивность ÃА зависит от еãо типа, выбора ãенетичесêих операторов, метода êодирования 
потенциальных решений. Теоретичесêие аспеêты хорошо разработаны для простых ÃА, в перспеêтиве требóю-
щих óсовершенствования, разработêи и более ãлóбоêоãо теоретичесêоãо обоснования. 
Êлючевые слова: ãлобальная оптимизация, ãенетичесêий алãоритм, идентифиêация системы. 
