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We develop an approach for solving one-sided optimal stopping problems
in discrete time for general underlying Markov processes on the real line.
The main idea is to transform the problem into an auxiliary problem for
the ladder height variables. In case that the original problem has a one-sided
solution and the auxiliary problem has a monotone structure, the correspond-
ing myopic stopping time is optimal for the original problem as well. This
elementary line of argument directly leads to a characterization of the opti-
mal boundary in the original problem: The optimal threshold is given by the
threshold of the myopic stopping time in the auxiliary problem. Supplying
also a sufficient condition for our approach to work, we obtain solutions for
many prominent examples in the literature, among others the problems of
Novikov-Shiryaev, Shepp-Shiryaev, and the American put in option pricing
under general conditions. As a further application we show that for underly-
ing random walks (and Lévy processes in continuous time), general monotone
and log-concave reward functions g lead to one-sided stopping problems.
Keywords: Monotone Stopping Rules; Optimal Stopping; Explicit Solutions; Dis-
crete Time; Novikov-Shiryaev; Threshold Times; Myopic Stopping Time
Mathematics Subject Classification: 60G40; 62L10; 91G80
1. The Basic Setup
We look at the optimal stopping problem for
ρng(Yn), n = 0, 1, 2, . . . , 0 < ρ ≤ 1, g : R→ [0,∞).
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Here, (Yn)n∈N0 is a Markov process with respect to some filtration (An)n∈N0 , A∞ :=
σ(
⋃
n∈N0 An), having starting point y with respect to Py = P (·|Y0 = y). The state space
is some subset of R.
In certain examples of interest, stopping times may take the value +∞ with positive
probability, e.g., the optimal stopping time in the well-known Novikov-Shiryaev problem
as discussed below. For easier notation, we formally introduce an additional state ∆ (not
in R) and set Y∞ = ∆, g(∆) = 0, ρ
∞ = 0.
We then define
V (y) = sup
τ
Eyρ
τg(Yτ ) = sup
τ
Eyρ
τg(Yτ )1{τ<∞}, (1)
where the supremum is taken with respect to all stopping times τ . Define the stopping
set
S∗ = {y : V (y) = g(y)}.
Then the well-known candidate for an optimal stopping time is
τ∗ = inf{n : Yn ∈ S
∗}
with inf ∅ = ∞. In our situation (g ≥ 0), τ∗ is optimal if, with respect to every Py, the
following condition holds:
Ey sup
n
ρng(Yn) <∞ and ρ
ng(Yn)→ 0 as n→∞, (Opt)
see Shiryayev (1978), 2.5. This condition will be fulfilled in our examples under well-
known assumptions. Starting from the general theory, it then becomes the main task to
determine the set S∗ as explicitly as possible.
In particular for underlying random walks (and, resp., Lévy processes in continuous
time), this question has been studied in detail. We just want to mention Darling et al.
(1972) for an early treatment and, more recently, Mordecki (2002) for g(x) = (K − ex)+
and Novikov and Shiryaev (2004, 2007) for g(x) = (x+)
ν
, ν > 0, moreover Alili and Kyprianou
(2005), Kyprianou and Surya (2005), Mishura and Tomashyk (2013), andMordecki and Mishura
(2016) for other reward functions. On the other hand, the idea of the particular solutions
was generalized to larger classes of reward functions g in Boyarchenko and Levendorski˘ı
(2007), Deligiannidis et al. (2009), Surya (2007), Mordecki and Salminen (2007), Salminen
(2011), Hsiau et al. (2014), and Boguslavskaya (2014). All results have in common that
the optimal stopping set S∗ is a one-sided interval. References for problems with other
underlying one-dimensional Markov processes are given in Section 7 below.
The aim of this paper is to study the problem (1) in a general discrete-time framework
and to give an elementary, unifying approach for the treatment of these problems.
2. An Elementary Approach
The following approach, called an elementary approach, was formulated in Christensen et al.
(2011) for the discrete time case for underlying autoregressive processes of order 1 and
was taken up by Baurdoux (2013) for Lévy processes:
2
In the first step we show by elementary arguments that S∗ is a one-sided interval
[a,∞) or (a,∞) (resp. (−∞, a] or (−∞, a) in the reversed situation, see Remark 3.2).
Let us denote the optimal level by a∗. As these elementary arguments alone usually do
not show whether S∗ is closed or open, we use the short-hand notation I(a∗) for the
optimal one-sided interval, so that
S∗ = I(a∗) with I(a∗) = [a∗,∞) or (a∗,∞).
The optimal stopping time then may be written as
τ∗ = inf{n ≥ 0 : Yn ∈ I(a
∗)}.
Elementary, of course not being a well-established mathematical term, here means
that only a few lines of arguments, combined with, e.g., some common inequalities, are
needed to provide the first step. It is interesting to note that this is possible for many
prominent and new examples. This will be thoroughly treated in our paper and we
present a new general result in this respect, see Theorem 5.1 and Appendix A.1. As a
consequence, we obtain a large class of reward functions g leading to one-sided stopping
problems for general underlying random walks: monotone, log-concave functions, see
Theorem 6.1.
The second step then is to find – as explicitly as possible – the threshold a∗ such that
τ∗ = inf{n ≥ 0 : Yn ∈ I(a
∗)}
is optimal. The second main contribution of this paper is a general method to carry
this out. This method is also elementary and gives a unifying way to solve discrete time
stopping problems with a one-sided structure. We present this result in Theorem 4.4.
The main idea is to transform the problem into an auxiliary for the ladder height vari-
ables. If this auxiliary is a monotone case stopping problem, the corresponding myopic
stopping time is optimal for the original problem as well, and the optimal threshold is
given by the threshold of the myopic stopping time in the auxiliary problem which has
an explicit expression in terms of a function φ introduced in Definition 4.1 below.
We treat a variety of new and well-known examples to illustrate our method in Section
7, among others the Novikov-Shiryaev problem, the Russian option and the American
put problem. We also discuss the relation to other approaches in the literature after
having established our results, see Subsection 7.7. Although this paper focusses on the
discrete time setting, a generalization to continuous time problems is of course also
possible. This is discussed in Section 8.
3. The ladder variable reduction
Let us consider a stopping problem as in Section 1 with
ρng(Yn), n = 0, 1, 2, . . .
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such that
{y : g(y) > 0} = {y : y > b} for some b ∈ R ∪ {−∞}.
Assume that we have successfully performed the first step, so that
S∗ = I(a∗), τ∗ = inf{n ≥ 0 : Yn ∈ I(a
∗)}.
Except for trivial situations we do not stop when g(y) = 0 and have V (b) > 0. This
implies a∗ > b and will be assumed for our discussion. Due to the structure of S∗ = I(a∗),
with a∗ > b, we look at ascending ladder variables. We define
σ0 = inf{j : Yj > b}, σ0 = 0 if b = −∞,
σn = inf{j > σn−1 : Yj > Yσn−1}, n ≥ 1,
σ∞ =∞.
σn may take the value +∞, and σn =∞ implies σm =∞ for m > n.
The following easy result is fundamental for our further considerations. It shows that
to find the optimal level a∗ we only have to solve an auxiliary optimal stopping problem
for the ascending ladder process. It should, however, been noted that the distribution
of the ladder process is seldom known explicitly. Exceptions are skip-free processes
and processes with upward jumps of an exponential- or, more generally, a phase-type-
structure, see Asmussen (1992) for the random walk case and the discussion in Subsection
7.5 for autoregressive processes. For more general processes, approximations have to
be used. The examples in Section 7 below, however, illustrate that often not the full
distribution is needed, but just certain moments.
Proposition 3.1. Let the first entrance time into S∗ = I(a∗) be optimal and write
µ∗ = inf{m ≥ 0 : Yσm ∈ I(a
∗)}. Then τ∗ = σµ∗ and µ
∗ is optimal with regard to the
optimal stopping problem for
ρσmg(Yσm), m ∈ N0,
with respect to the filtration (Cm)m∈N0 , Cm = Aσm .
Proof. Entering I(a∗) can only occur at one of the σm, hence
τ∗ ∈ {σm : 0 ≤ m ≤ ∞}.
On {τ∗ <∞} ∩ {τ∗ = σm} it holds that
ρτ
∗
g(Yτ∗) = ρ
σmg(Yσm),
on {τ∗ =∞}
ρτ
∗
g(Yτ∗) = 0 = ρ
σ∞g(Yσ∞).
So,
τ∗ = σµ∗ with µ
∗ = inf{m ≥ 0 : Yσm ∈ I(a
∗)}.
This proves the claim.
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Remark 3.2. The arguments so far will apply if the function g is 0 up to b and, in our
examples, is increasing after b. Now, consider the reversed situation. Let us assume that
{y : g(y) > 0} = {y : y < b} for some b ∈ R ∪ {∞}.
Assume that we have successfully shown that
S∗ = {y : y ≤ a∗} or = {y : y < a∗} for some a∗ < b.
This corresponds to situations where g is decreasing up to b. Now, of course, we have to
look at the descending ladder variables defined via
σ0 = inf{j : Yj < b}, σ0 = 0 if b =∞,
σn = inf{j > σn−1 : Yj < Yσn−1}, n ≥ 1, σ∞ =∞
Then, the reasoning is as before and to find the optimal level a∗ we have to solve the
optimal stopping problem for the descending ladder variables.
4. The Monotone Case Problem
Most optimal stopping problems are not straightforwardly solved. One of the few excep-
tions is the class of monotone stopping problems as introduced already in Chow and Robbins
(1961, 1963). A long list of examples can be found in Chow et al. (1971) and, more re-
cently, in Ferguson (2008).
There is no hope that the stopping problem (1) is monotone in most non-trivial sit-
uations. However, the stopping problem which we, as argued in Section 3, now have to
solve is given by the reward process
Zm = ρ
σmg(Yσm), m ∈ N0, (2)
with respect to (Cm)m∈N0 . We want to take advantage of the monotonicity of the se-
quence (Yσm)m∈N0 which hopefully will lead to monotone case optimal stopping prob-
lems. So, we look at the conditional expectation
E(Zm+1|Cm) = E
(
ρσm+1g(Yσm+1)|Aσm
)
.
(Here we omit the starting point as the conditional expectation depends only on the
value of Yσm .) This has to be compared to
Zm = ρ
σmg(Yσm).
The monotone case property states that for all m ≥ 0
E(Zm+1|Cm) ≤ Zm implies E(Zm+2|Cm+1) ≤ Zm+1.
The myopic stopping time is given as
inf{m ≥ 0 : E(Zm+1|Cm) ≤ Zm}.
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Definition 4.1. We write for all y
τy = inf{n > 0 : Yn > y}, φ(y) = Eyρ
τyg(Yτy ), φ(∆) = 0.
Proposition 4.2. For all m ≥ 0
E(Zm+1|Cm) ≤ Zm iff φ(Yσm) ≤ g(Yσm).
Proof. On {σm =∞}, we have
E
(
ρσm+1g(Yσm+1)|Aσm
)
= 0 = ρσmg(Yσm)
and
E
(
ρσl+1g(Yσl+1)|Aσl
)
= 0 = ρσlg(Yσl)
for all l > m. So, on {σm =∞} we trivially have the monotone case condition. We now
argue on {σm <∞}. Then,
E
(
ρσm+1g(Yσm+1)|Aσm
)
= E
(
ρσm+1−σmg(Yσm+1)|Aσm
)
ρσm
and comparing it with ρσmg(Yσm) we may ignore ρ
σm as a common positive factor.
Conditioning on Aσm we use the Markov property. Setting y = Yσm it follows
E
(
ρσm+1−σmg(Yσm+1)|Aσm
)
= Ey(ρ
τyg(Yτy )) = φ(y).
It follows
E(Zm+1|Cm) ≤ Zm iff φ(Yσm) ≤ g(Yσm).
Now, the monotonicity of the Yσm as ascending ladder variables comes into play, noting
that Yσm > b on {σm <∞}.
Proposition 4.3. Assume that
φ(z) ≤ g(z) implies φ(z′) ≤ g(z′) for z′ > z > b. (M)
Then,
φ(Yσm) ≤ g(Yσm) implies φ(Yσm+1) ≤ g(Yσm+1) for all m ≥ 0
and the monotone case property holds for every Py in the stopping problem for (2).
Proof. Let φ(Yσm) ≤ g(Yσm). On {σm+1 =∞}, trivially
φ(Yσm+1) = 0 = g(Yσm+1).
On {σm+1 <∞} we have σm <∞, hence
φ(Yσm) ≤ g(Yσm) and b < Yσm < Yσm+1
implying by (M) the inequality φ(Yσm+1) ≤ g(Yσm+1). Using Proposition 4.2 this shows
the monotone case property.
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So, under (M), we have a monotone stopping problem with myopic stopping time
ν∗ = inf{m ≥ 0 : φ(Yσm) ≤ g(Yσm)}.
Under well-known conditions, for example under (Opt), ν∗ is optimal, and the optimal
level of the original problem is given by
a∗ = inf{z : φ(z) ≤ g(z)}.
This result can be found in the references given above. A recent treatment – based on
the Doob decomposition – is given in the Appendices to Christensen and Irle (2017).
Theorem 4.4. Assume (Opt), that the optimal stopping set for problem (1) is S∗ =
[a∗,∞) or S∗ = (a∗,∞), and assume validity of (M). Then
a∗ = inf{z > b : φ(z) ≤ g(z)}.
If φ(a∗) ≤ g(a∗), then S∗ = [a∗,∞), otherwise S∗ = (a∗,∞).
Proof. For all z > a∗ we have V (z) = g(z), hence φ(z) ≤ V (z) ≤ g(z), so that
α∗ := inf{z > b : φ(z) ≤ g(z)} ≤ a∗.
Now, {z > b : φ(z) ≤ g(z)} = I(α∗), and the myopic stopping time
ν∗ = inf{m ≥ 0 : Yσm ∈ I(α
∗)}
is optimal for (Yσm)m, hence σ
∗ = σν∗ is optimal in (1) for every Py.
Now assume that α∗ < a∗ and choose α∗ < y < a∗. Then σ∗ = 0 is optimal for Py which
contradicts g(z) < V (z) for z < a∗.
If φ(a∗) ≤ g(a∗), then {z > b : φ(z) ≤ g(z)} = [a∗,∞), and for y = a∗, σ∗ = 0 is optimal
for Pa∗ , hence a
∗ ∈ S∗. If φ(a∗) > g(a∗), then V (a∗) > g(a∗), so that a∗ 6∈ S∗.
Remark 4.5. Note that (M) follows if φ/g is decreasing on {y : y > b} since g > 0 on
this set. From a computational point of view, this is an easy-to-handle situation as the
underling function is monotone.
Remark 4.6. In the case that g and φ are continuous, a∗ fulfils
Ea∗(ρ
τa∗g(Yτa∗ )) = g(a
∗).
Note that this can be interpreted as a continuous fit condition, see Peskir and Shiryaev
(2006) for a discussion of the continuous- and smooth-fit-principle.
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5. A sufficient condition for optimality of threshold times
The main aim of this section is to give a sufficient criterion in terms of the function φ to
warrant that a threshold time is optimal for original problem (1). As discussed before,
there are various results of an elementary nature which show this in special situations,
see also the Appendix. Here we shall give a general result for this optimality in terms
of the function φ introduced above.
The candidate for the optimal threshold is
α∗ = inf{z : g(z) ≥ φ(z)}.
We shall show in the following that the threshold time for the level α∗ is in fact optimal
under general assumptions, so the α∗ will in fact be the a∗ of the foregoing parts. We
define
f(y) =
1
1− Ey(ρτy)
(g(y)− φ(y)). (3)
For 0 < ρ < 1, we have 0 < Ey(ρ
τy) ≤ 1, for ρ = 1, and using the convention ρ∞ = 0 for
ρ = 1, we have 1−Ey(ρ
τy ) = Py(τy =∞). For f to be well-defined, we therefore assume
for ρ = 1 that Py(τy =∞) > 0 for all y. Furthermore note that f(y) < 0 for y < α
∗ by
definition of α∗.
Obviously, (M) can be reformulated as
f(z) ≥ 0 implies f(z′) ≥ 0 for z′ > z > b.
Now α∗ = inf{z : f(z) ≥ 0}, so we may have one, or both for f(α∗) = 0, of the following
two cases:
f(α∗) ≥ 0 (A1)
f(α∗) ≤ 0 (A2)
Theorem 5.1. Assume (Opt) and for ρ = 1 that Py(τy = ∞) > 0 for all y. Assume
that
f is increasing for y ≥ α∗. (M1)
(i) Assume (A1). Then
τ∗ = inf{n ≥ 0 : Yn ≥ α
∗}
is an optimal stopping time for problem (1), i.e., a∗ = α∗.
(ii) Assume (A2). Then
τ∗ = inf{n ≥ 0 : Yn > α
∗}
is an optimal stopping time for problem (1).
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Proof. (i) By assumption, the condition (M) holds, and we have the monotone case
problem (2) with value function
V˜ (y) :=
{
g(y), y ≥ α∗,
Eyρ
τ∗g(Yτ∗), y < α
∗.
With
τ ′ = inf{n > 0 : Yn ≥ α
∗}
we have
V˜ (y) = Eyρ
τ ′g(Yτ ′) for y < α
∗.
Due to the optimality in problem (2), we have
V˜ (y) ≥ g(y) for all y,
so that V˜ is a majorant of g. By the general theory (or a short elementary argu-
ment), it remains to prove that V˜ is ρ-excessive for Y , that is
Ey(ρV˜ (Y1)) ≤ V˜ (y) for all y.
By the strong Markov property
Ey(ρV˜ (Y1)) = Eyρ
τ ′g(Yτ ′) for all y,
so equality Ey(ρV˜ (Y1)) = V˜ (y) holds for all y < α
∗. So let y ≥ α∗. Write
κ0 = τ
′ = inf{j > 0 : Yj ≥ α
∗},
κn = inf{j > κn−1 : Yj > Yκn−1}, n ≥ 1.
Using this, we obtain
Eyρ
τ ′g(Yτ ′)− φ(y) = Ey(ρ
τ ′g(Yτ ′)− ρ
τyg(Yτy ))1{τ ′<τy}
=
∞∑
n=0
Ey(ρ
κng(Yκn)− ρ
κn+1g(Yκn+1))1{κn<τy}
=
∞∑
n=0
Eyρ
κn(g(Yκn)− Ey(ρ
κn+1−κng(Yκn+1)|Aκn))1{κn<τy}
=
∞∑
n=0
Eyρ
κn(g(Yκn)− φ(Yκn))1{κn<τy}
≤
∞∑
n=0
Eyρ
κn(g(y)− φ(y))
1 − EYκn (ρ
κ1)
1− Ey(ρκ1)
1{κn<τy},
where we used {κn < τy} ∈ Aκn in the third step and (M1) in the last step. Note
that this also holds on {τy = ∞} by (Opt). Now, we introduce an additional
random variable T independent of everything else with geometric distribution with
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parameter 1−ρ, so that P (T > n) = ρn for all n. In the case ρ = 1 we use T ≡ ∞.
We will make use of the memoryless-property of T in the following calculation.
Eyρ
τ ′g(Yτ ′)− φ(y) ≤ (g(y) − φ(y))
1
Py(κ1 ≥ T )
∞∑
n=0
Ey(1{κn<T}Py(κn+1 ≥ T |Aκn)1{κn<τy})
= (g(y) − φ(y))
1
Py(τy ≥ T )
∞∑
n=0
Py(κn < T ≤ κn+1 ≤ τy)
= q(g(y) − φ(y))
with q = Py(κ0 < T |τy ≥ T ) ∈ [0, 1]. Hence, using φ(y) ≤ g(y) for y ≥ α
∗,
Eyρ
τ ′g(Yτ ′) ≤ qg(y) + (1− q)φ(y) ≤ g(y).
(ii) Under (A2) simply use
τ ′ = inf{n > 0 : Yn > α
∗} =: ν0
and look at y ≤ α∗ and y > α∗. Then, the proof works in the same way.
The following criterion for (M1) turns out to be useful.
Lemma 5.2. On the set [α∗,∞) let the following hold true:
• y 7→ Ey(ρ
τy) is increasing,
• φ/g is decreasing,
• φ is increasing or g is increasing.
Then, (M1) holds true.
Proof. Writing
g − φ = g(1 − φ/g) and g − φ = φ(g/φ − 1)
and using that g(x) ≥ φ(x) for x ≥ α∗, we obtain that g − φ is increasing on [α∗,∞).
Hence, the numerator in
f(x) =
1
1− Ex(ρτx)
(g(x)− φ(x)),
is increasing. As the denominator is decreasing by assumption, this proves the result.
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6. The Random Walk case
The form of φ simplifies for the case of a random walk. Let X1,X2, . . . be an i.i.d.
sequence and Sn =
∑n
i=1 Xi, S0 = 0, so that we work with
Y yn = y + Sn
as Markov process with starting point y. Here, Py is the distribution of Y
y with respect to
an underlying probability measure P . To avoid trivial cases, we assume P (X1 > 0) > 0.
Then,
τy = inf{n > 0 : y + Sn > y} = inf{n > 0 : Sn > 0} = τ+,
say, and we obtain
φ(y) = Eyρ
τyg(Yτy ) = Eρ
τ+g(y + Sτ+).
To apply Theorem 5.1, we check the conditions of Lemma 5.2. The previous considera-
tions (applied to g ≡ 1) yield
Eyρ
τy = Eρτ+ ,
being independent of y. Furthermore,
φ(y)
g(y)
= Eρτ+
g(y + Sτ+)
g(y)
.
This shows that φ/g is decreasing on [α∗,∞) if
g(y + s)
g(y)
is decreasing in y on [α∗,∞),
i.e. for all s ≥ 0
log g(y + s)− log g(y) is decreasing in y on [α∗,∞),
which is, log g is concave on [α∗,∞), i.e. g is log-concave on [α∗,∞). Therefore, Lemma
5.2 and Theorem 5.1 yield
Theorem 6.1. If Y is a random walk, then
α∗ = inf
{
z > b : Eρτ+
g(z + Sτ+)
g(z)
≤ 1
}
.
Assume now that g is increasing and log-concave on {y : y > α∗} and (Opt) holds true.
(i) Assume (A1). Then
τ∗ = inf{n ≥ 0 : Yn ≥ α
∗}
is an optimal stopping time for problem (1), i.e. a∗ = α∗.
(ii) Assume (A2). Then
τ∗ = inf{n ≥ 0 : Yn > α
∗}
is an optimal stopping time for problem (1).
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Remark 6.2. Hsiau et al. (2014) considered optimal stopping problems for skip-free ran-
dom walks on Z (and, in continuous time, Lévy processes with no upward jumps). The
main finding of their paper was a variant of the previous proposition in this special case.
Their method of proof relies heavily on the fact that no overshoot occurs in the skip-free
case and is therefore structurally different from ours.
They even proved that these assumptions on g are necessary in the following sense: If
the optimal stopping time for g : Z → [0,∞) is of threshold type for all Bernoulli ran-
dom walks, then g is increasing and log-concave. This, however, shows that the previous
theorem gives a characterization of all reward functions that lead to one-sided stopping
situations for all random walks (and all discount factors).
7. Examples
We firstly consider two prominent and one new example for underlying random walks.
After this, starting from i.i.d. sequences, we illustrate our results for more general
Markovian sequences.
7.1. The Novikov-Shiryaev problem
We consider here and in the following two examples in the setting of Section 6. For
ν > 0, we assume finiteness of E|Xi|
ν and set
g(y) = (y+)ν ,
so that
V (y) = sup
τ
Eρτ ((y + Sτ )
+)ν , ρ ∈ (0, 1].
The condition (Opt) for optimality of τ∗ holds if
ρ = 1, E(X1) < 0, E(X
+
1 )
ν+1 <∞ or ρ < 1, E(X+1 )
ν <∞,
see Novikov and Shiryaev (2007), Lemma 3. It is immediately seen that g is log-concave
on [0,∞), so that Theorem 6.1 yields the optimality of inf{n ≥ 0 : Xn ≥ a
∗}, where a∗
is uniquely given by
a∗ = a∗(ν) = inf
{
y > 0 : Eρτ+
(
1 +
Sτ+
y
)ν
≤ 1
}
.
In the non-trivial situation P (Xi > 0) > 0, we have that a
∗ > 0 is the positive solution
to
pν
(
1
y
)
= Eρτ+
(
1 +
Sτ+
y
)ν
= 1.
In the case ν is an integer, it is clear that pν is a polynomial of degree ν and the
coefficients are given explicitly in terms of moments:
( ν
m
)
Eρτ+Smτ+ , m ≤ ν.
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In Novikov and Shiryaev (2004) and Novikov and Shiryaev (2007), the optimal level
was obtained using Appell polynomials by far more sophisticated techniques. The Appell
polynomials Qν can be found recursively via Q0(x) = 1 and
Q′ν(x) = νQν−1(x), EQν(MT ) = 0, ν = 1, 2, . . . ,
where, as above,MT denotes the running maximum process evaluated at an independent
geometric time T with parameter 1 − ρ. The optimal threshold is then found to be
the root of Qν . Using the results discussed in Subsection 7.7 below, it follows from
the discussion in Christensen et al. (2013), Subsection 3.3, that Qν coincides with our
function f from (3). As the roots of f(y) = 11−Ey(ρτy )(g(y) − φ(y)) and solutions to
φ(y)/g(y) = Eρτ+
(
1 +
Sτ+
y
)ν
= 1 coincide, both results are indeed equivalent.
7.2. American Put
For K > 0, ρ ∈ (0, 1) set
g(y) = (K − exp(y))+
and consider the associated problem with value function
V (y) = sup
τ
Eρτ (K − exp(Y yτ ))
+.
Note that we could equivalently use a multiplicative random walk on (0,∞) with reward
y 7→ (K − y)+. Condition (Opt) is obviously fulfilled and the reward g is decreasing and
the second logarithmic derivative is
−K exp(y)(K − exp(y))−2 < 0,
so that g is log-concave on (−∞, log(K)]. We can therefore apply Theorem 6.1 in the
reversed situation described in Remark 3.2. This yields optimality of
τ∗ = inf{n ≥ 0 : Yn ≤ a
∗}
with a∗ given by
a∗ = inf
{
y > 0 : Eρτ−
(
K − exp(y + Sτ−)
K − exp(y)
)
≤ 1
}
.
Here, in the spirit of Remark 3.2,
τ− = inf{m > 0 : Sm < 0}.
More explicitly, we have
a∗ = log
(
K
1− E(ρτ−)
1− E(ρτ−eSτ− )
)
.
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The Pecherskii-Rogozin identity for random walks, see Kyprianou (2010), easily yields
the alternative representation
a∗ = log (KE exp(IT )) ,
where I denotes the running minimum process and T is a time as before, reproducing the
result in Mordecki (2002). We refer to Christensen et al. (2011) and Baurdoux (2013)
for showing elementary that threshold times are optimal.
7.3. Logistic reward
We want to underline that the theory developed here is applicable directly also for new
classes of rewards for an underlying random walk. Indeed, consider a logistic reward
function of the form
g(y) =
1
K exp(−ηy) + 1
for some K, η > 0. In the particular case of a spectrally negative Lévy process, this prob-
lem was studied in Alvarez and Rakkolainen (2006). Similar to the previous examples,
Theorem 6.1 yields that a threshold time is optimal and the optimal threshold is given
as the unique solution a∗ to
Eρτ+
Ke−ηy + 1
Ke−η(y+Sτ+ ) + 1
= 1.
A more explicit expression in the particular case of exponential upward jumps is pre-
sented at the end of Subsection 7.5 below.
7.4. Shepp-Shiryaev Russian option problem
Let X1,X2, . . . be an i.i.d. sequence and Sn =
∑n
i=1 Xi, S0 = 0.We consider the optimal
stopping problem for
ρn exp(max{y, S0, S1, . . . , Sn}), n = 0, 1, 2, . . . , ρ ∈ (0, 1), y ≥ 0,
so that
V (y) = sup
τ
Eρτ exp(max{y, S0, S1, . . . , Sτ}).
The continuous time problem was introduced by Shepp and Shiryaev (1993) and Shepp and Shiryaev
(1994). The general discrete time setting for this problem as given in this paper seems
to be new.
We use the change of measure approach of Shepp and Shiryaev (1994) as follows.
Write µ = EeX1 and
ρn exp(max{y, S0, S1, . . . , Sn} − Sn) exp(Sn)
=(ρµ)n exp(max{y, S0, S1, . . . , Sn} − Sn)
n∏
i=1
exp(Xi)
µ
.
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Now, we use the probability measure
dQ
dP
∣∣∣∣
An
=
n∏
i=1
exp(Xi)
µ
, n = 1, 2, . . . .
With respect to Q, the random variables X1,X2, . . . are again i.i.d. with EQXi =
1
µ
EXi exp(Xi). Then, we arrive at an optimal stopping problem w.r.t. Q and have
V (y) = sup
τ
EQ(ρµ)
τ exp(max{y, S0, S1, . . . , Sτ} − Sτ ).
Using the notation r = ρµ, Y yn = max{y, S0, S1, . . . , Sn} − Sn, we have
V (y) = sup
τ
EQr
τ exp(Y yτ ).
Here
Y y0 = y ≥ 0, Y
y
n+1 = (Y
y
n −Xn+1)
+,
so we have a Markov process with starting point y ∈ [0,∞) and random variable repre-
sentation Y yn+1 = (Y
y
n −Xn+1)
+ with respect to Q. Although variants of this problem
have been studied extensively, the question whether condition (Opt) is fulfilled or not
does not seem to have been addressed. Because it seems to be of some more general in-
terest, we discuss this in Appendix A.2. It turns out that (Opt) holds under the natural
condition
r = ρµ < 1,
which is assumed in the following.
The first step for this problem is elementary, see Baurdoux (2013), Section 4, and our
Appendix A.1, or also Asmussen et al. (2004): There exists a∗ ≥ 0 such that
S∗ = [a∗,∞)
and the first entrance time into S∗ is optimal. Note that g = exp > 0 on the whole state
space [0,∞). If a∗ = 0, then immediate stopping is optimal, so let us assume a∗ > 0 in
the following. For a starting point y
τy = inf{m > 0 : Y
y
m > y}
and we obtain
φ(y) = EQr
τy exp(Y yτy),
φ(y)
g(y)
= EQr
τy exp(Y yτy − y).
We now try to establish property (M) by making use of Remark 4.5. First, let y′ >
y ≥ 0 and consider corresponding random paths starting in y′, y. Then, the y′-path is
always above the y-path and the differences at any time point between these paths is
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≤ y′ − y (with equality as long as the 0-boundary is not reached by the y-path). So, if
the y′-path is > y′, then the y-path is > y, which shows
τy ≤ τy′ . (4)
In particular
EQr
τy′ ≤ EQr
τy .
We first only look at the special case that Xm takes values in Z, with state space of
Ym being N ∪ {0}, and that the positive jumps of Ym can only take the value +1, this
being equivalent to Xi = −1 on {Xi < 0}. For y ∈ N, we have
Yτy − y = 1 on {τy <∞},
hence
φ(y)
g(y)
= EQ(r
τy exp(1))
is decreasing in y due to (4). Therefore, we have the monotone case with optimal
a∗ = inf{y : EQ(r
τy) ≤ exp(−1)}.
The result can be seen as a generalization of the result in Kramkov and Shiryaev (1994)
with a much simplified derivation. The following proposition shows that the monotone
case holds in more general situations as well.
Proposition 7.1. Assume that the positive jumps of Ym are bounded by some constant
B > 0, i.e. X−m ≤ B. Then, for r < exp(−B), the monotone case holds and
a∗ = inf{y > 0 : EQr
τy exp(Y yτy − y) ≤ 1}.
Proof. Consider y′ > y ≥ 0 and argue with the paths as above. We have
φ(y′)
g(y′)
= EQr
τy′ exp(Y y
′
τy′
− y′)
≤ EQ1{τy′=τy}r
τy exp(Y y
′
τy′
− y′) + EQ1{τy′>τy}r
τy+1 exp(Y y
′
τy′
− y′)
≤ EQ1{τy′=τy}r
τy exp(Y yτy − y) + EQ1{τy′>τy}r
τyreB exp(Y yτy − y)
≤ EQr
τy exp(Y yτy − y) =
φ(y)
g(y)
,
where we have used (4), Y y
′
τy′
− y′ ≤ Y yτy − y, and Y
y′
τy′
− y′ ≤ B.
7.5. Autoregressive processes with exponential upward innovations
In addition to the i.i.d. sequence X1,X2, . . . (called innovations), we furthermore fix a
constant 0 < λ < 1 and consider an autoregressive process of order 1 (AR(1)-process)
(Yn)n∈N0 by
Yn = λYn−1 +Xn for all n ∈ N.
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The random walk case λ = 1 is excluded to avoid the distinction of different cases in the
following. The Markovian structure can be identified from the decomposition
Yn = λ
nY0 +
n−1∑
k=0
λkXn−k
and we write Py for the distribution of Y started in Y0 = y. As mentioned before,
optimal stopping problems for this class of processes were studied in Christensen et al.
(2011), see also Novikov and Kordzakhia (2008) and Finster (1982). In particular, it
can be shown elementary that the following reward functions lead to optimal one-sided
stopping times (under suitable integrability assumptions):
g(x) = (x−K)+, K > 0, g(x) =
(
x+
)n
, n ∈ N.
Further examples can be identified for certain subclasses of innovation-distributions, in
particular for processes with positive innovations. To invoke Theorem 4.4 for finding the
optimal threshold, we have to investigate the validity of condition (M) in the autoregres-
sive situation. This is a nontrivial problem since φ depends on the joint distribution of
the ladder heights and -variable, and we have to compute φ(y) = Eyρ
τyg(Yτy ) as explic-
itly as possible. A class of AR(1)-processes where this is possible is given for innovations
of the form
Xi = X
+
i −X
−
i , (5)
where X±i are independent, non-negative and X
+
i has a distribution of phase-type, see
Asmussen et al. (2004) for a corresponding result for Lévy processes and Christensen
(2012) for general AR(1)-processes. It is worth noting that this class of innovations is
dense in the class of all distributions. To not overburden this paper, we just illustrate
the approach in the easier case that X+i is exponentially distributed with parameter
µ. As a special case of (Christensen, 2012, Corollary 1), it then holds that τy and the
overshoot Yτy −y are independent and Yτy −y is exponentially distributed with the same
parameter µ. This yields
φ(y) = Eyρ
τy · Eg(y +X+1 ) = Eyρ
τy ·
∫ ∞
0
g(y + x)µe−µxdx. (6)
From the pathwise representation of autoregressive processes it is clear that for 0 < y ≤ y′
we have τy ≤ τy′ and Eyρ
τy ≥ Ey′ρ
τy′ . This shows that for g as above, condition (M)
holds if
y 7→ Eg(y +X+1 )
1
g(y)
is decreasing in y > 0,
and then the optimal threshold is given by
a∗ = inf{y : Eyρ
τy ≥ g(y)Eg(y +X+1 )
−1}
To obtain a more explicit expression for a∗, we have to determine Eyρ
τy . To obtain
this, (Christensen, 2012, Theorem 3.2) and (Christensen et al., 2011, Theorem 3.3) can
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be applied. Using the notations exp(ψ), exp(ψ2) for the Laplace-transform of X1, X
−
1 ,
resp., and
η(u) =
∞∑
k=0
ψ(λku),
we obtain the following explicit result:
Proposition 7.2. Assume that we have an AR(1)-process with innovations Xi of the
form (5) with Exp(µ)-distributed X+i . Then,
φ(y) =
∑
n∈N e
λnµy−η(λnµ)ρn∑
n∈N0 e
λnµy−η(λn+1µ)−ψ2(λnµ)ρn
·
∫ ∞
0
g(y + x)µe−µxdx.
If X−i = 0 a.s., this simplifies to
φ(y) =
e−µ(1−λ)y
γ + e−µ(1−λ)y
·
∫ ∞
0
g(y + x)µe−µxdx, γ =
1
ρ
− 1.
The previous proposition indeed allows for explicit solutions to optimal stopping prob-
lems of interest. Let us, e.g., consider the case g(x) = x+ with exponentially distributed
innovations. Then, for y ≥ 0,∫ ∞
0
g(y + x)µe−µxdx = y +
1
µ
.
Therefore, the optimal threshold a∗ is given as the unique positive solution to
y =
e−µ(1−λ)y
γ + e−µ(1−λ)y
(
y +
1
µ
)
,
i.e.
a∗ =
LambertW ((1− λ)/γ)
(1 − λ)µ
,
where LambertW (·) denotes the Lambert-W function.
Remark 7.3. The corresponding result for random walks with jumps of the type (5)
with exponentially distributed X+1 can be obtained in a similar manner. In this case,
φ(y) = Eρτ+ = c, say, is a constant which can now be found by applying (6) to the
martingale ρnbSn , n ∈ N0, where b is such that Eb
X1 = 1/ρ. Then, using optional
sampling,
1 = Eρτ+bSτ+ = c
∫ ∞
0
bxµe−µxdx,
i.e.
c =
µ− log(b)
µ
.
This yields
φ(y) =
µ− log(b)
µ
∫ ∞
0
g(y + x)µe−µxdx,
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allowing for more direct computations in the random walk examples at the beginning
of this section. For example, in the situation of Subsection 7.3 above for η = µ (for
simplicity of expressions), we obtain
φ(y) =
µ− log(b)
µ
∫ ∞
0
1
K exp(µ(x+ y)) + 1
µe−µxdx
=
µ− log(b)
µK
exp(µy) log
(
exp(µy) +K
exp(µy)
)
,
which can be used to (partly) extend the continuous time results in Alvarez and Rakkolainen
(2006).
7.6. Sum-the-odds
We now come to a structurally different problem, which interestingly also fits well into
our theory: the sum-the-odds theorem introduced in Bruss (2000). The optimal stopping
problem is the problem of maximizing the probability of stopping on the last success of
a finite sequence of independent Bernoulli trials. More precisely, let n ∈ N be a fixed
positive integer and X1,X2, . . . ,Xn be independent random variables with values in
{0, 1}. The random variables are not assumed to be identically distributed. We denote
the success probabilities by pk = P (Xk = 1) = 1 − P (Xk = 0) = 1 − qk. To give a
solution in our framework, we introduce a Markov chain on
{−n, n+ 1, . . . ,−1, 0, 1, . . . , n− 1, n}
with transition probabilities as follows: The states n and −n are absorbing and
Pk(Y1 = k + 1) = pk+1 = 1− Pk(Y1 = −k − 1) for k ≥ 0,
Pk(Y1 = −k + 1) = pk+1 = 1− Pk(Y1 = k − 1) for k < 0.
In other words, if we let the process start in 0, then Yk ∈ {−k, k} and Yk = k corresponds
to a success at time k. The reward function g describing the problem is now given by
g(k) = 0 for k ≤ 0 and
g(k) = Pk(Yk+1 < 0, . . . , Yn < 0) =
n∏
l=k+1
ql for k > 0.
Furthermore, for k ≥ 1
φ(k) = Ekg(Yτk) =
n∑
l=k+1
g(l)Pk(Yτk = l) =
n∑
l=k+1
g(l)pl
l−1∏
r=k+1
qr =
n∑
l=k+1
pl
n∏
r=k+1
r 6=l
qr
and
Pk(τk =∞) = g(k).
19
Therefore,
f(k) =
g(k) − φ(k)
Pk(τk =∞)
= 1−
n∑
l=k+1
pl


n∏
r=k+1
r 6=l
qr



 n∏
r=k+1
qr


−1
= 1−
n∑
l=k+1
pl
ql
.
The assumptions of Theorem 5.1 are obviously fulfilled, so that the optimal threshold
α∗ is given as the smallest k ≥ 1 such that f(k) ≥ 0, i.e.
n∑
l=k+1
pl
ql
≤ 1,
reproducing the odds-theorem (Theorem 1) in Bruss (2000). Let us just mention that
some of the generalisations surveyed in Dendievel (2012) may be handled similarly.
7.7. Connection to other approaches
We now describe the connection of the approach described in this paper and methods
going back to Novikov and Shiryaev (2004), Novikov and Shiryaev (2007) for random
walks (and Lévy processes in continuous time) and the generalization to general Markov
processes on the real line in Christensen et al. (2013). Note that Christensen et al.
(2013) considers the continuous time setting. The adaption to discrete time is, however,
straightforward, so that we use this without giving proofs, but refer to the more detailed
discussion in Christensen (2017). The starting point is a representation of the reward
function g in terms of the running maximum. Using the notation
Mn = sup
m≤n
Ym,
an independent random variable T with geometric distribution with parameter 1 − ρ,
the first step is to guess a function f˜ such that the lower semicontinuous reward function
g can be represented as
g(y) = Ey f˜(MT ). (7)
Christensen et al. (2013), Theorem 1, states that (M1) for f˜ instead of f implies that
inf{n ≥ 0 : Yn > a
∗}
is optimal. Indeed, our function f introduced in 3 and the representing function f˜
coincide:
Exρ
τyg(Yτy ) = Ex1{τy≤T}EYτy (f˜(MT )) = Ex1{τy≤T}Ex(f˜(MT )|Aτy)
= Exf˜(MT )1{τy≤T} = Exf˜(MT )1{MT>y},
where we used the memoryless-property of T . Therefore, for g with representation of
the form (7),
g(y) − φ(y) = Eyf˜(MT )− Eyf˜(MT )1{MT>y} = f(y)Py(MT = y),
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so that
f˜(y) =
1
Py(MT = y)
(g(y) − φ(y)) = f(y).
This shows that Theorem 5.1 implies the results in the literature. The proofs there
are, however, different in nature. The results for random walks (and Lévy processes)
are based on the Wiener-Hopf factorization and the results in the general Markov case
heavily rely on representation results for excessive functions. Another main difference is
that in this paper we give an explicit formula for the function f , which allows to obtain
general results such as Theorem 6.1, whereas the existence of a representing function f˜ in
(7) is not clear in general (but see the discussion in Christensen et al. (2013), Subsection
2.2 and – for the Lévy process case using Fourier techniques – Lemma 3.1 in Surya
(2007)).
Another related approach is described in Woodroofe et al. (1994). For an underlying
random walk with positive drift and no discounting, concave reward functions g with
a unique maximum were considered. This implies that g is unbounded from below, so
that we leave the setting of this paper. One main result is that in this situation, the
optimal stopping time is of the form
inf{n ≥ 0 : Yn > a
∗}.
The authors also use ascending ladder variables to obtain their result and to characterize
a∗. In our notation, they use the fact that φ(y) − g(y) is decreasing in y due to the
concavity and monotonicity, establishing (M). Then, a∗ is characterized analogously to
our α∗. The line of argument heavily relies on the Wiener-Hopf factorization, but a
similarity to our proof of Theorem 5.1 can also be found.
8. Some remarks on problems in continuous time
The focus of this paper is on processes in discrete time as ideas can be explained without
technical difficulties in this setting. Nonetheless, for continuous time processes, a similar
approach can be used to tackle one-sided optimal stopping problems of the form
e−rtg(Yt), t ∈ [0,∞), r ∈ [0,∞), g : R→ [0,∞). (8)
However, the notations have to be handled more carefully. One first problem is that, in
general, new maxima do not only occur at discrete time points, so that we have to use
the local time at the maximum instead. There are different approaches to the notion
of local time for different classes of general Markov processes and semimartingales. To
avoid this technical discussion and to sketch the ideas very clearly, we from now on
assume Y to be a Lévy process and use the concept of local time L at the maximum
as presented in Kyprianou (2006). For Lévy processes Y , the ladder height process is
defined by
Hs = YL−1s on {L
−1
s <∞} and Hs = ∆ on {L
−1
s =∞}
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where L−1s denotes the right inverse, so that L
−1 is the ascending ladder time process.
Then the process
(L−1s ,Hs)s≥0
is a – potentially killed – subordinator, in particular a nice Markov process and semi-
martingale. For all y > 0, it holds that
inf{t ≥ 0 : Yt ∈ I(y)} = inf{t ≥ 0 : HLt ∈ I(y)} = L
−1
γy ,
where γy = inf{s : Hs ∈ I(y)} as the stopping time is in the support of the measure dL.
Assume again that the optimal stopping time for (8) is of threshold-type for some a∗.
Adapting the arguments in discrete time, we can now equivalently consider the optimal
stopping problem for the process
e−rL
−1
s g(Hs), s ∈ [0,∞). (9)
Here, one can hope for a monotone-type situation for (9). However, the notion of mono-
tone problems is more involved in the continuous time setting, see Irle (1983, 1979);
Jensen (1989). We assume that the process in (9) has a Doob-Meyer-type decomposi-
tion of the form
e−rL
−1
s g(Hs) = g(H0) +Ms +
∫ s
0
f˜(Hu)dVu, s ≥ 0,
where (Vs)s∈[0,∞) is increasing. To illustrate the connection to the general Markov pro-
cess theory, note in the case r = 0 (for simplicity only) the following: If g is in the domain
of the extended generator of H, cf. (Revuz and Yor, 1999, VII.1), then, by definition,
there exists a function f˜ such that the process
g(Hs)− g(H0)−
∫ s
0
f˜(Hu)du, s ≥ 0,
is a martingale for all initial states of H0. Note that, when g is in the domain of the
infinitesimal generator A of H, then f˜ = Ag. Hence, f˜ is the continuous time analogue
to φ− g. Coming back to the general setting, the stopping problem for reward process
(9) is called monotone if
f˜(z) ≤ 0 implies f˜(z′) ≤ 0 for z′ > z > b. (Mcont)
Under the assumption corresponding to (Opt), this yields that the myopic stopping time
ν∗ = inf{s ≥ 0 : Hs ∈ I(α
∗)},
with
α∗ := {z > b : f˜(z) ≤ 0},
is optimal, see Appendix A in Christensen and Irle (2017). This yields a result similar
to 4.4 in this continuous time setting.
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Using the ideas developed above, continuous time versions of Theorems 5.1 and 6.1
could also be obtained. This, however, is technically more challenging. For not necessar-
ily smooth reward functions, one major challenge is to find a representation of the form
(Mcont) to work with. In our situation, an approximation argument is however easy to
carry out in order to take over the results to the continuous time setting. The following
proof follows the line of argument in Beibel (1998):
Theorem 8.1. Assume that Y is a Lévy process, g is increasing and log-concave on
{y : y > b} and (Opt) holds true. Then, there exists α∗ > b such that
τ∗ = inf{t ≥ 0 : Yt ≥ α
∗}
is an optimal stopping time.
Proof. For each n ∈ N we consider the discrete time process Y (n) given by
Y
(n)
k = Y2−nk, k = 0, 1, 2, . . . .
With respect to the corresponding filtration A(n) given by A
(n)
k = A2−nk, this process is
a random walk. Therefore, the optimal stopping problem with reward process
e−rk2
−n
g(Y
(n)
k ), k = 0, 1, 2, . . .
falls within the framework of Theorem 6.1. As g is continuous on (b,∞) and (Opt) holds,
we are in case (A1), so that there exist thresholds b < α1, α2, . . . such that the optimal
stopping sets for the discrete time processes are given by
Sn = {y : vn(y) = g(y)} = [αn,∞).
Here vn denotes the value function for the discrete time process. As the set of admissible
stopping times is growing in n, so is vn, and hence also the continuation sets. Therefore,
we have b < α1 ≤ α2 ≤ . . . .
Moreover, for each y, vn(y) converges to the value v(y) of the continuous time problem
as n → ∞. Indeed, for each stopping time τ for the continuous time process, we can
consider the discrete time approximation
τn = inf{k2
−n : τ ≤ k2−n}.
Then, τn ց τ and, as Y has right continuous sample paths, Yτn → Yτ , so that due to
(Opt) it holds that
Eye
−rτng(Yτn)→ Eye
−rτg(Xτ ).
Applying this result to the optimal stopping time τ = τ∗ for the continuous process, we
obtain
v(y) = Eye
−rτ∗g(Yτ∗) = lim
n→∞
Eye
−rτng(Yτn) ≤ limn→∞
vn(y) ≤ v(y),
proving the convergence of the value functions. We now write α∗ = limn→∞ αn. Then
for all y ≥ α∗,
v(y) = lim
n→∞
vn(y) = g(y),
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so that y is in the stopping set for the continuous time problem. On the other hand, for
y < α∗ there exists n ∈ N such that
g(x) < vn(x) ≤ v(x).
Hence, [α∗,∞) is the stopping set for the continuous time problem and the threshold
time for α∗ is optimal due to the general theory.
A. Appendix
A.1. An illustration for an elementary first step
This paper starts from the observation that for many well-known stopping problems
one can show by elementary methods that optimal stopping times are of threshold-type.
Here, we want to give a short illustration what we mean by the term elementary. To
show that the optimal stopping set is of the type [a,∞) or (a,∞) for some a ∈ R we
have to show that for y′ > y in the range of interest
V (y) ≤ g(y) implies V (y′) ≤ g(y′).
Let us illustrate this for the Shepp-Shiryaev problem, following Baurdoux (2013). In the
setting of Subsection 7.4 we have
V (y) = sup
τ
Eρτ exp(max{y, S0, . . . , Sτ})
= Eρτ
∗
y exp(max{y, S0, . . . , Sτ∗y }),
where τ∗y denotes an optimal stopping time with respect to y ≥ 0. Let y
′ > y ≥ 0,
τ∗ = τ∗y′ . Then
V (y′)− V (y) ≤ Eρτ
∗
exp(max{y′, S0, . . . , Sτ∗})− Eρ
τ∗ exp(max{y, S0, . . . , Sτ∗})
= Eρτ
∗(
exp(max{y′, S0, . . . , Sτ∗})− exp(max{y, S0, . . . , Sτ∗})
)
≤ Eρτ
∗
(ey
′
− ey) ≤ ey
′
− ey = g(y′)− g(y).
So,
V (y′)− g(y′) ≤ V (y)− g(y) for y′ > y ≥ 0
and
V (y) ≤ g(y) implies V (y′) ≤ g(y′).
We refer to Christensen et al. (2011) and Baurdoux (2013) for similar arguments of this
type, and to Theorem 5.1 of this paper for a more sophisticated and general result.
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A.2. On property (Opt) in the Shepp-Shiryaev problem
In the setting of Subsection 7.4, we now investigate the validity of condition (Opt), so
we look at
EQ sup
n
rneY
y
n = E sup
n
ρnemax{y,S0,...,Sn}.
The main tools will be the results from Sgibnev (1997). Let us just mention that the
case EXi ≥ 0 can be treated more elementary.
Taking y = 0 w.l.o.g., we have
E sup
n
ρn exp(max
i≤n
Si) ≤ E sup
n
max
i≤n
ρi exp(Si) = E sup
i≥0
ρi exp(Si) = E exp(sup
i≥0
S′i),
say, with S′i =
∑i
j=1X
′
j , X
′
j = Xj + log(ρ). Here,
E exp(X ′j) = E exp(Xj)ρ = µρ < 1
and
EX ′j ≤ logE exp(X
′
j) ≤ log(µρ) < 0.
These are the two conditions to apply Theorem 2 in Sgibnev (1997), which yields
E exp(sup
i≥0
S′i) <∞.
To show the second property in (Opt) just choose ρ′ with ρ < ρ′ < 1, ρ′µ < 1. Then
with r′ = ρ′µ < 1
rn exp(Y yn ) =
(
ρ
ρ′
)n
(r′)n exp(Y yn )
implying
rn exp(Y yn )→ 0 Q− a.s.
since ρ
ρ′
< 1 and EQ supn(r
′)n exp(Y yn ) <∞ as before.
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