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Paul Erdas has asked whether there exists a Kuratowski theorem [6] 
for each surface. In this paper we answer part of this qpestion for the real 
projective plane P. We proceed to describe our result. 
Given a (finite) graph X and a surface M we write XC M or M 3 X if 
there exists a topological embedding of X in M. We say that X is subgraph 
embeddable for M if for every proper subgraph A s X, A C M. We say that 
X is irreducible for M if X@ M and X is subgraph embeddable for M. We 
denote by I(M) the set of all distinct (i.e., nonhomeomorphic) irreducible 
graphs for M. 
As an example we note that Kuratowski’s theorem says that 
WV = KS 9 JG.s~9 
the two Kuratowski graphs. 
Let P denote the real projective plane. In this paper we prove 
THEOREM 0.1. Z(P) contains 103 distinct graphs. 
As motivation for our technique of proof we observe that in Z(ilF) Z& 
may be obtained from K6 by splitting any vertex and deleting two edges. 
* This paper contains the material presented by the last author in a Ph.D. thesis at The 
Ohio State University. 
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In the general case, given a graph X we form a new graph S,X, constructed 
by replacing a vertex v E X by two vertices v’ and v” connected by an edge 
e and then connecting some of the edges incident to v E X so that they become 
incident to v’ in S,X and the remaining edges in X incident to v so that they 
become incident to v” in S,X Note that X is obtained from S,X by 
collapsing e. We say briefly that S,X is obtained from X by a splitting of 
the vertex v in X. In general, for given graph X with given vertex v, a number 
of distinct graphs S,X can be obtained from X by different splittings of v. 
As an example illustrating S,X, notice that any vertex v of any graph X 
can be split to give S,X which is homeomorphic to X. Similarly, any splitting 
of any cubic (valency 3) vertex of X gives a graph S,X homeomorphic to X. 
As another example, notice that we can obtain exactly two nonhomeomorphic 
graphs X by splitting a vertex of X = K5 , namely, S,X homeomorphic to 
K5 or the graph depicted above (including the dotted edges). 
The following result is basic in our construction of the 103 irreducible 
graphs for the projective plane. 
LEMMA 0.2. Let S,X be obtainedfrom X by a splitting of a vertex v E X. 
If X q M, then S,X @ M. 
Proof. Since X is homeomorphic to the quotient space &X/e and M is 
homeomorphic to the quotient space M/e, an embedding &XC M induces 
an embedding X C M, establishing the contrapositive of the desired result. 
Given two graphs X and Y, we write X 3, Y if Y can be obtained from 
X by a sequence of vertex splittings. In order to show that each graph in 
the appendix belongs to I(P) we use the following result repeatedly. 
COROLLARY 0.3. Let X, Y, Z be graphs and let X 3, Y ad Z. If 
X p M and Z is subgraph embeddable for M then YE Z(M). 
ProojI Y @ M by Lemma 0.2 when applied to X 2, Y. The contra- 
positive of Lemma 0.2 when applied to any proper subgraph of Y, using 
Y 2, Z, shows that Y is subgraph embeddable for M. Since both Y Q M 
and Y is subgraph embeddable for M, YE Z(M) as desired. 
A brief description of the sections in this paper follows. In Section 1 
we give the reasons why we are interested in describing this list of 103 irre- 
ducible graphs for P. This material is not needed in the rest of the paper and 
the “motivated” reader can skip it. In Section 2 we give the topology of the 
projective plane that we need. In Section 3 we show that 35 graphs in the 
appendix do not embed in P. In Section 4 we derive the remaining 68 graphs 
of our list by successive splittings of 21 of the 35 graphs of Section 3. In 
Section 5 we prove that 38 of the graphs in the appendix are subgraph 
embeddable for P. We call such graphs subgraph projective. These 38 graphs 
are precisely the terminal graphs of the splitting process of Section 4. In 
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Section 6 we indicate a method to show that each of the 103 graphs in our 
list are distinct. In Section 7, we prove our main result, Theorem 0.1. We 
do this by applying Corollary 0.3 to the results of Sections 3 through 5. 
1. MOTIVATION 
Although we do not use these facts in this paper we feel it might be helpful 
for some readers to know how the 103 graphs of this paper were generated 
and why we choose to give a list of 103 irreducible graphs for P when there 
could be many more, conceivably infinitely many. 
First, it is shown in [4] that there are only finitely many irreducible graphs 
for P. 
Second, the process by which we obtain KS.3 from K5 , splitting and deleting, 
can be applied to irreducible graphs for the projective plane. Specifically 
consider the five graphs from the appendix shown in Fig. 1.1. 
A, : AZ: 
g@ 
FIGURE 1.1 
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The graph D, was first constructed by Neil Robertson. 
The remaining graphs of this paper were obtained from these five by 
successive splitting of vertices and deletion of edges. An account is given in 
[5] that these are the only graphs that can be so obtained. A longer paper 
with the same result and more details is in preparation. 
In order to show that our list of 103 irreducible graphs for P is complete 
it suffices to show that the five graphs in Fig. 1.1 are all of the maximal 
elements in the partially ordered set I(P). (The order is given by the process 
of splitting and deleting mentioned above.) We do conjecture that this is the 
case and hence that our list of 103 irreducible graphs for P is a complete list. 
2. ~-GRAPHS AND THE TOPOLOGY OF THE PROJECTIVE PLANE 
Recall that the real projective plane P is defined to be the orbit space of 
the antipodal involution on the 2-sphere S2. Note that P is homeomorphic 
to the unit disc in R2 with antipodal points on the boundary identified. 
LEMMA 2.1. Zf a graph X with 1 E 1 edges and 1 V 1 vertices embeds in P 
with / F /faces (components of the complement of X in P), then / V / - I E j + 
~F~~l;z~eachfaceishomeomorphictoIW2,then~V~-~E~~$-F~=1. 
Proof The Euler characteristic of P is 1. The given vertices, edges, and 
faces give a C W decomposition of P, so I V I - 1 E / + / F j = 1, in the case 
where each face is homeomorphic to R2. Otherwise, new edges may be added 
to X until each face is homeomorphic to R2. Hence, the result follows. 
A simple cycle C in P is called essential if P - C is connected and is called 
null if P - C is not connected. 
LEMMA 2.2. Any two essential cycles C, and C, in P intersect each other. 
Proof We use that, for C, essential, P - C, is homeomorphic to lR2. 
This is a well-known fact of topology. Assume C, is disjoint from C, . 
By the Jordan curve theorem R2 - C, has two components. Hence 
P - C, - C, has two components and C, is in the boundary of only one 
of these components. Hence P - C, has two components. Hence C, is 
not essential. 
LEMMA 2.3. Let X be a graph and let f: X -+ P be an embedding. Suppose 
Ci are cycles in X, i = I,..., n such that 
(i) Cj n u:i: Ci is nonempty and connected for each j = 2,..., n, and 
(ii) Ci is null with respect to f for each i = I,..., n. Then each simple 
cycle in f (uy=, CJ is null. 
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Proof. If lJr=, Ci contains a cycle C which is essential with respect to 
f then P -f(C) g R2. Since lJ& Ci is connected, each component of 
P - f(lJy=, CJ is homeomorphic to lR2 and P -f(U,“=, Ci has 1 - / V 1 + 1 E 1 
components by Lemma 2.1. However, n, the. number of independent cycles 
in lJ,L, Ci , is 1 - / V I + I E 1, the Betti number of lJr=, Ci . It remains to 
prove by induction on k that P -f(lJf=, CJ has at least k + 1 components 
and hence 1 F I 3 n + 1, a contradiction. For k = 1, f(Ci) is null so that 
P - f(C,) has two components. For each k, P - f(CJ has two components, 
each of which intersect one of the components of P - f(&: CJ. Hence, 
assuming inductively that P -f(&i CJ has at least k components, 
P -f(lJit, Ci) has at least k + 1 components. Hence the result follows. 
A graph X is called projective if there exists an embedding8 X + P. X is 
called nonprojective otherwise. 
For a graph X, (vl , up) denotes an edge with incident vertices v1 , v2 . 
Further, (vl , v 2 ,...,vn+J denotes a path from v1 to v,+~ . If vi = v,+i , then 
we say (vl ,..., VJ is a n-cycle. 
LEMMA 2.4. Let X be nonprojective and let (vl , v2 , vg) be a 3-cycle in 
X with v1 cubic (valency 3) in X, then X - (v2 , v& is nonprojective. 
Proof. Suppose there is an embedding f: X - (v2, vx) ---f P. Use a 
neighborhood of the edges (v, , v,) and (v, , v3) to give an embedding of X. 
This contradiction proves the result. 
A simple cycle C in X is said to be essential for an embedding f  i f f  (C) is 
essential in P. A simple cycle C in X is said to be essential for P if for every 
embeddingf: X -+ P, C is essential for f .  
In order to prove nonembedding results we need to find essential cycles 
in a graph XC P. For this we neeed the following definition and lemma, 
A subgraph A of a graph X is called a k-graph if there exists a graph B 
such that A C B C X and either 
(i) A is homeomorphic to J&s and B is homeomorphic to K3,R with 
one of the cubic vertices of B not in A, or 
(ii) A is homeomorphic to K4, and B is homeomorphic to & or 
S,&, with a valency for vertex or the cubic vertices of B not in A, cf. [3]. 
LEMMA 2.5. Zf Y is a k-graph in X and f :  X + P is an embedding, then 
there is a cycle C C Y such that f  (c> is essential in P. 
Proof: It is sufficient to assume that X = K6 or KSV3 . Suppose f  (C) is 
null for all CC Y. Then there exists C,, C P disjoint from f(Y), which is 
essential. As a result Y C P - C,, g R2 such that Y n (X - Y) is contained 
in the closure of one component of P - f(Y). Since X has only one vertex 
not in Y, XC R2, contradicting Kuratowski’s theorem. Hence the result 
follows. 
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3. 35 GRAPHB THAT Do NOT EMBED IN P 
In this section we prove that 35 graphs in the appendix do not embed in P. 
LEMMA 3.1. If X is a subgraph of the complete bipartite graph kI,,,, with 
all the vertices of Km,n and more than 2(m + n - 1) edges, then X is non- 
projective. 
Proof. Suppose X embeds in P. Then, by Lemma 2.1,l < 1 V 1 - 1 E 1 + 
IFI <(m+n)-2(m+n-l)+IF/, so IPI >m+n--1. However, 
the boundary of each face contains a cycle and each cycle in G,n, hence 
in X, contains at least four edges. Also each edge is in the boundary of at 
most two faces, so 2 I E I > 4 I F 1; hence m + n - 1 3 I F I, a contra- 
diction. Therefore, X does not embed in P. 
For most of the 103 graphs, each contains a subgraph homeomorphic 
to Kz.3 . To study (non)embedding of these graphs we often embed this KS.3 
into P. As an example the graph below represents a graph X in which (4,5), 
(6.7), and (8, 9) are edges in X (through points of identification in P). 
More particularly, such a picture represents an immersion fi X + P 
(a local embedding) with isolated double points located in the interior of 
edges. 
(3.1) Graph Es 
Observe that Es = I& and has 15 edges. Hence E3 is nonprojective by 
Lemma 3.1. 
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(3.2) Graph El, 








Observe that E,, is a subgraph of K4,4 with all the vertices of K4.* and 15 
edges so it is nonprojective by Lemma 3.1. 
LEMMA 3.2. Let X be a graph which embeds in P. Let C be a cycle in X 
disjoint from a k-graph of X. Then C is null in P. 
Proof. By Lemma 2.5 for any embedding of X in P, there is a cycle 
in each k-graph which is essential. By Lemma 2.2, P contains no disjoint 
essential cycles, so C is null. 
LEMMA 3.3. Let X be a graph containing cycles Ci, i = l,..., n, such 
that 
(i) Cj n &: Ci is a nonempty space and’ connected for each 
j = 2,..., n, 
(ii) Ci is disjoint from a k-graph in X for each i = I,..., ~1, and 
(iii) u,t, Ci contains a k-graph in X. 
Then X is nonprojective. 
Proof. Assume KC P. By Lemma 3.2, Ci is null for each i = l,..., n- 
Hence by Lemma 2.3, u,“=, Ci is null also. However, since uztl Ci contains 
a k-graph, Lemma 2.5 says that IJ,“,; Ci contains an essential cycle of P. 
This contradiction proves the result. 
We use the notation (t i) to represent K4 with vertices a, b, c, and d, and 
(,UVb,) to represent the corresponding Kz,3 . 
In case k-graph A C X contains vertices of X which are valency 2 in A, 
the notation will be expanded to include those vertices. For example 
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represents 
1 3 5 
(3.3) Graph E,, 
The cycles C, = (1,2, 3,4), C, = (1,2, 5, 8), C, = (1, 8,7,4) satisfy 
the hypothesis of Lemma 3.3 as 
( 123453;)c 5 G 1=l 
is a k-graph in Ez2 . Hence E,, is nonprojective. 
(3.4) Graph D, 
The cycles C, = (1,2, 4), C, = (3, 2, 4), C, = (5, 2, 4) satisfy the hypoth- 
esis of Lemma 3.3 as 
(1 2345)$ ci 
is a k-graph. Hence D, is nonprojective. 
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(3.5) Graph Fl 
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3 4 
6 8 H 2 1 9 7 5 
The cycles C, = (1, 2, 3, 4), C, = (1, 2, 3, 6) satisfy Lemma 3.3 as 
(21436) 
= c, u c, 
is a k-graph in Fl . Hence F, is nonprojective. 
(3.6) Graph Bl 
The cycles C, = (i, 2,4) for i = 1, 3, 5 satisfy Lemma 3.3 as 
is a k-graph in Bl . Hence Bl is nonprojective. 
(3.7) Graph A, 
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Thecycles Ci=(i+1,i+2,i+3)for i-1,2,3 and C,=(2,4,6) 
satisfy Lemma 3.3 because 
is a k-graph in A, . Hence A, is nonprojective. 
Let u be a vertex of graph X, and let vi, i = l,..., n be some of the vertices 
adjacent to v. Define &:(,,...,,J (X) to be the splitting graph S,X obtained 
from A’ by replacing the vertex v by v’ and v” so that v’ is adjacent to v” 
and v1 ,..., v, and v” is adjacent to v’ and the vertices of X adjacent in X 
to v other than v1 ,..., v, . 
LEMMA 3.4. Let X be nonprojective, and let v1 and v2 be adjacent to v 
in X. If v1 and v2 are adjacent also, then 
%dqJ,m - (VI 3 vz) is nonprojective. 
Proof. Let v’ be the new vertex of S,,:(Vl,~,JX) - (a, , vz). v’ is cubic and 
cycle (u’, v1 , VJ is a 3-cycle. Hence the result follows by Lemma 2.4. 
(3.8) Graph B, 
3 
4 
2 8 c!33 1 7 6 5 
Using the notation of (3.7), B, = S3:t5,,)(A2) - (5, 7) and A, is non- 
projective by (3.7) so B, is nonprojective by Lemma 3.4. 
(3.9) Graph C, 
s 8zb/w/3-8 
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Using the notation of (3.8), C, = S 8:(2,&?,) - (2,4). So by Lemma 3.4, 
C, is nonprojective. 
(3.10) Graph C, 
Using the notation of (3.8), C, = S8:(2,4)(B,) - (2,4). So C, is nonpro- 
jective by Lemma 3.4. 
(3.11) Graph D, 
Using the notation of (3.10), D, = S4+&C3) - (5, 6). So D, is non- 
projective by Lemma 3.4. 
(3.12) Graph E, 
11 2 7 
1 3 m 6 5 9 8 10 4 
Using the notation of (3.11), E, = S,:(,,,,(D,) - (6, 7). So Ez is nonpro- 
jective by Lemma 3.4. 
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(3.13) Graph E5 
Using the notation of (3.4), E5 = S,,(,,,)(&) - (2, 4). So E5 is non- 
projective by Lemma 3.4. 
LEMMA 3.5. Zf X contains two disjoint k-graphs, then X is nonprojective. 
ProoJ: Let A be a k-graph in X which is disjoint from a k-graph B in X. 
By Lemma 2.5, A and B each contain a cycle which is essential for any 
embedding of X. However, A n B = D’ and P contains no disjoint essential 
cycles by Lemma 2.2. Hence the result follows. 
In each case (3.14)-(3.19) each graph either is disconnected, each compo- 
nent containing a k-graph, or contains a cutpoint whose complement con- 
tains two components, each containing a k-graph of X. Hence the graphs 
in these cases are nonprojective by Lemma 3.5. 
(3.14) Graph A, = K5 v K5 
(3.15) Graph A, = K5 u K5 
(3.16) Graph Cl = K6 v KsB3 
(3.17) Graph Cl, = KS u K3,3 
(3.18) Graph El = K3,3 v K3,3 
(3.19) Graph Ed2 = Kss3 u K3,3 
In each of the remaining cases (3.20)-(3.35) the graph contains a pair of 
disjoint k-graphs. For example, in (3.33) two disjoint k-graphs are K2,3’s 
denoted (21338) and (,6981,,). Al so, in each graph of (3.20), (3.21), (3.28), 
and (3.29) one of the pair of disjoint k-graphs is a K4 denoted (: 3. Further- 
more, in each other graph one of these k-graphs is a Kss3 denoted (123*6). 
Observe that Lemma 3.4 can be used as an alternate method to see that the 
graphs of cases (3.24), (3.25), (3.27), (3.29), and (3.30) do not embed in P. 
Each of these is a split of the graph in the preceding case with an edge 
deleted. For example, in case (3.30), D, = S3:(1,3)(CJ - (1,2) where the 
vertices are labeled as for C, in 3.29. 
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(3.20) Graph C, (3.21) Graph D,, 
(3.22) Graph Do 
(3.24) Graph E2, 
(3.26) Graph D4 
(3.23) Graph D,, 
(3.25) Graph El, 
(3.27) Graph EB 
(3.28) Graph B3 
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1 m 2 7 6 8 
(3.31) Graph E,, 
(3.32) Graph El, 
(3.34) Graph F, (3.35) Graph G 
(3.33) Graph Fd 
10 
7 
1 9 6 5 m 0 2 4 3 
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4. SPLITTING OF THE GRAPJSS OF SECTION 3 
In this section we derive the 68 graphs of the appendix that do not occur 
in Section 3 by successive splittings of 21 of the graphs in Section 3. 
We use the notation 
X1u:(u, ,...) u,) 
‘(3.a) . 
x2 Xn 
.--t- *.. -. 
(5.b) 
to indicate the following information: 
(i) X1 appears in Section 3 as case (3.2). 
(ii) Xn appears in Section 5 as case (5.b). 
(iii) X2 = S,.(wll,...,vn)X1; similarly for Xi, X%-l. 
(iv) The notation for vertices U, u, ,..., V, agrees with the labeling 
of X1 as it appears in (3.a) in the case discussing the graph X1 in Section 3. 
(v) The notation for vertices of X2 is induced from X1, except u induces 
the two vertices u’, V” with V’ adjacent to a”, a1 ,..., U, (similarly for Xi, Xi-l). 
(vi) If ZJ is a cutpoint of X, then v:(v, ,..., 0%) is replaced by p and the 
splitting is left to the reader. 
By referring to the appendix, the reader should find each splitting indicated 
to be clear except six cases: the single splitting for & , E, , and F, , the first 
splitting of E,, and both splittings of E,,; each of these requires finding an 
isomorphism of the picture of the canonical splitting and the picture in the 
appendix. 
Each of the following graphs occurs in both Sections 3 and 5 and hence 
does not occur in this section: A, in (3.7) and (5.38); A, in (3.15) and (5.2); 
B, in (3.8) and (5.35); C, in (3.10) and (5.34); C, in (3.9) and (5.33); C, in 
(3.20) and (5.32); C,, in (3.17) and (5.4); D, in (3.30) and (5.8); D, in (3.11) 
and (5.26); D, in (3.22) and (5.17); D12 in (3.23) and (5.27); D,, in (3.21) 
and (5.25); Ed2 in (3.19) and (5.22); and G in (3.35) and (5.23). 
\ _ :(1,2,7) B,- 1:(11,1;,7) B, 3:(2,4,7) B= 
--- . 
.(>.3C) 
c,> --:(l,::,:) c, :':(1,2,3) c, 
.( -1' 
d 
z:.;', - 'i5.i) 
D4 1:(2,4) D1s, 6:(1,x) ~~~~ 
.(3.26) ' - 3 ; .(>.2@ 
EL& !k":( 5, j) I, ?(?;I ) Elll 2": (3, b) E l ll 
(5’ .11) 
E,2 9:(1,3) Ez6 7:(6,8) .X0 5:(&e) 
73.3) - - 
5:(2,8) E25 7:(4,6) E35 1:(4,9) 
E,, 3:(2,8) 
F(3.13) ' 
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E1 p, 5c p, E40 
(3.18) l (5.5) 
E6 5:(2,4) 
l (3.27) ' 




F1 4:(1,8) F 6:(1,9) 
*(3.5) ' - > 
t:(l,?) F5 4:(1,8) Fs ::(2,9) ~1: 
* (5.20) 
k:(l,Zi) Fp i:(1,9) 5:(2,y) F14 
'(5.21) 
FL X:(2,‘+) Flo 5:(7,9) 
l (3.33) ' - ' 
5. 38 GRAPHS THAT ARE SUBGRAPH PROJECTIVE 
Recall that given a graph X and a surface A4 we say that X is subgraph 
embeddable for M if for every proper subgraph A C X, A C M. In the case 
that M = P we call such a graph subgraph projective. 
In this section we show that 38 graphs in the appendix are subgraph 
projective. Each of these 38 graphs is considered as a separate case (5.1)- 
(5.38). 
Given graph X, call edge e of X complementprojective if X - e is projective. 
Note that X is subgraph projective if and only if it is complement projective 
for each edge e of X and that X E I(P) means X Q P and X is subgraph 
projective. 
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Various methods are employed to check that these 38 graphs ofthis section 
are subgraph projective. Accordingly, we group them into four classes. 
Class 1 consists of nine graphs, denoted by (5.1)-(5.9), and is handled by 
Lemmas 5.2’and 5.4. Class 2 consists of eight graphs, denoted by (5.10)- 
(5.17). We use Lemma 5.6 for these graphs. Class 3 consists of six cubic. 
graphs denoted by (5.18)-(5.23). The irreducibility of these graphs was 
proved by Glover and Huneke [2]. Class 4 consists of 15 graphs denoted 
by (5.24)-(5.38). We use that the graphs discussed in Classes 1, 2, and 3 
are subgraph projective and Lemmas 5.7 and 5.8 to show that each graph 
in Class 4 is subgraph projective. 
LEMMA 5.1. Let X = A u B, where either 
(i) AnB= @,or 
(ii) A n B is a vertex. 
If A is projective and B is planar, then X is projective. 
For a proof see Battle et al. [l]. 
LEMMA 5.2. Let X = A v B where either 
(i) AnB= o,or 
(ii) A n B is a vertex. 
If A, B E I@Q2, then X is subgraph projective. 
Prooj A E I(R2) implies A is projective and A - e is planar, so the con- 
clusion follows immediately from Lemma 5.1. 
(5.1)-(5.5) 
The graphs A, = K, v KS, A, = K5 u K5, C,, = K3,3 v K, , Cl, = 
K3,3 u K5, &, = K3,3 v K3,3 are subgraph projective by Lemma 5.2. 
LEMMA 5.3. Let X = A U B where A r\ B contains exactly two vertices, 
v1 , v2 . If A u (vl , v2) is projective and B v (v, , v2) is planar, then X is 
projective. 
Proof. Since B u (vl , 2 v ) is planar, it embeds into an open disc. An em- 
bedding of A u (vr , v2) in P extends to an embedding A u (vl , v2) u B in P. 
LEMMA 5.4. Let X = A u B such that A n B = {vl , v2} where no vertex 
has valency 2 in A or B, and v1 and v2 are not adjacent in X. Suppose 
(i) A or A U (vl , v,) E I(R2), and 
(ii) B or B u (vl , vp) E I(R2). 
Then X - e is projective for each edge e of X. 
Proof: Let e E E(X). We may assume e E E(A). Observe that B or 
B u (vl , u2) E I(R2) implies that B u (vl , v ) 2 is projective. Hence by Lemma 
582bl27/3-9 
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5.3 it is sufficient to show that (A - e) U (ol, ug) is planar. If A U (a1 , a& E 
I(W). If A s KS, then u 1 , vs are vertices of K5 (valency of t)( not 2); thus 
(u,,u&oACXa co t d ti n ra ic ‘on. If A = Kss8 then ul, u8 are nonadjacent 
vertices of K,,, , so (A u (q , U& - e has only five vertices (excluding vertex 
of degree 2) and has a trivalent vertex, so it is homeomorphic to a proper 
subgraph of K5 . Hence it is planar and the result follows. 
(5.6)-(5.9) 
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Given an embedding X C P, the closure of a component of the complement 
of X in P is called a region. 
LEMMA 5.5. For an embedding X - (vl , 03 C P, let {R, ,..,, R,,,) be 
the regions containing v1 and let {S, ,..., S,} be the regions containing va . If 
e is an edge common to Ri and S, for some i, j, then X - e C P. 
Proof. Using an embedding X - (v, , v& C P, we get an embedding 
X - (v, , v.J - e C P which has a region Ri U Sj U e. Since vr , v2 are both 
in R, u Sj u e, we can embed the edge (vl, vz) in the region Ri U Sj U e 
and this gives an embedding X - e C P. 
Recall that a local embedding8 X -+ P is called an immersion. Iff: X + P 
is an immersion with isolated double points in the interior of edges e, and 
e, of X we say that e, and e2 are crossing edges for f. We state the following 
lemma, which is used throughout the discussion of the following eight graphs. 
LEMMA 5.6. Let f: X -+ P be an immersion with exactly two crossing 
edges. We have f (X - (vl , v2)) is an embedding for each of the crossing edges 
(vl , vz>. Suppose e is a common edge of regions R and S where v1 E R, v2 E S. 
Then e is complement projective. 
The proof of Lemma 5.6 follows immediately from Lemma 5.5. 
We now discuss symmetry in graphs. If X is a simplicial graph without 
vertices of valency 2, then every homeomorphism of X induces a permutation 
of the vertices of X. Note that every such permutation is a product of (simple) 
cycles. Such a homeomorphism is called a symmetry on X and can be written 
2: [(ql ,..., v:,) ,..., (vlr, vzr ,..., vQ] where each parenthesis (vii ,..., z&J, 
1 < i < r, denotes a cycle of the associated permutation of vertices. Also 
we write vi -= vi if vi and vj are in the same cycle of Z. We also write e - e’ 
if e is the edge (vr , v,), e’ is the edge (vi , vi), and Z(Q) = vi , .Z(v,) = vi . 
(5.10) Graph E3, 
Here Z1 and Zz describe symmetries. 
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Note that: 
(i) The six edges (9, lo), (10, ll), (7, 8), (8, 12), (7,2), and (4,9) 
are complement projective by Lemma 5.6 applied to (510.1). 
(ii) The five edges (1, 2), (1,4), (2, 5), (5, 12), and (6, 11) are comple- 
ment projective by Lemma 5.6 applied to (5.10.2). 
(iii) The two edges (3,4) and (3,6) are complement projective. Con- 
sider the immersion given by crossing (1, 2) and (10, 11) in (5.10.2); then 
apply Lemma 5.6. 
(iv) The three edges (7, lo), (8, 9), and (2, 3) are complement projective 
by (i), (iii), and ZI . 
(v) The three edges (1, 1 I), (4, 5), and (6, 12) are complement pro- 
jective by (ii) and & . 
Thus, all 19 edges are complement projective in Es, . So Es, is subgraph 
projective. 
(5.11) Graph El, 
2 3 12 
8 
4 
1 10 M 9 1 6 
(5.11.1) (5.11.2) 
G : K3, 51, (10, 121, (7,911 
G : K4, 1% (8, 1272, 1% (3, 5, 7,911 
& : K2, 81, (10, 121, (3, 7), (5, 9>1 
Note that: 
(i) The five edges (I, 6), (9, 12), (6, 9), (7, 8), and (8, 11) are comple- 
ment projective by applying Lemma 5.6 to (5.11.1). 
(ii) The three edges (9, 8), (7, lo), and (6, 7) are complement projective 
by applying ZI to (i). 
(iii) The four edges (3, 2), (5, lo), (6, 5), and (2, 11) are complement 
projective by applying Z; to (i). 
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(iv) The three edges (3, 12), (6, 3), and (5, 2) are complement projective 
by applying ZI to (iii). 
(v) The edge (10,4) is complement projective by applying Zz to 
(2, 11). Hence (12,4) is, complement projective by applying ZI to (10,4). 
(vi) The edge (1, 11) is complement projective by (5.11.2). Hence 
(1,4) is irreducible by & . 
Thus, ail 19 edges in El, are complement projective. 
(5.12) Graph Es1 
(5.12.1) (5.12.2) 
G : K3, 5), (2, 6), (10, 1111 
G : [CT 4), (3,7), (8, 1111 
z; : K5, 7h (4, 6),@, WI 
Note that: 
(i) The four edges (9, ll), (9, lo), (7, S), and (4, 8) are complement 
projective by Lemma 5.6 applied to 5.12.2. 
(ii) The three edges (3, 1 l), (9, S), and (2, 11) are complement pro- 
jective by applying Zz to (i). 
(iii) The two edges (5, 10) and (6, 10) are complement projective by 
applying Zz to (i). 
(iv) The three edges (4, 5), (1,2), and (6, 7) are complement projective 
by using Lemma 5.6 in (5.12.1). 
(v) The three edges (6, 3), (2, 5), and (1, 4) are complement projective 
by using & in (iv). 
(vi) The three edges (4, 3), (1,6), and (2, 7) are complement projective 
by using Zl in (iv). 
Thus, all 18 edges are irreducible in ES1 . Hence ES, is complement projective. 
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(5.13) Graph E, 
(5.13.1) (5.13.2) 
4 : Kl, 1% (6, 11),@, 2, 10,4), (5, 9, 3, 711 
& : [(2,4), (8, 1% (7,% (3, 511 
Note that: 
(i) The four edges (5,6), (8, 12), (7, 1 I), and (9, 11) are complement 
projective by Lemma 5.6 in (5.13.1). 
(ii) The four edges (2, I), (3,6), (4, l), and (10, 12) are complement 
projective by ZI and &, in (1). 
(iii) The three edges (2, 7), (1, 12) and (7, 8) are complement projective 
by Lemma 5.6 in (5.13.2). 
(iv) The four edges (5,2), (4, 9), (9, lo), and (10, 5) are complement 
projective by ZI , ES in (iii). 
(v) The two edges (3,4) and (8, 3) are complement projective by Zz 
in (iv). 
(vi) The two edges (6, 1) and (11, 12) are complement projective. For 
(11, 12) embed 
9 11 7 
.-.-. 
through the region denoted by R in (5,13.2). (6, 1) follows by ZI 
So we have that all 19 edges are complement projective. 
(5.14) Graph D,, 
(514.1) (514.2) (5.14.3) 
22 [Cl, 3) (591% (4, ?I 
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Note that: 
(9 The seven edges t&9), (5,6),(6, 1% (8, 7), (7, 31, (3,2), and (5% 
are complement projective by Lemma 5.6 in (5.14.1). 
(ii) The three edges (8,4), (4, l), and (IO, 9) are complement projective 
by 2. 
(iii) The six edges (7, lo), (1, 2), (6, 9), (4, 5), (5, 1 l), and (11, 10) 
are complement projective by Lemma 5.6 in (5.14.2). 
(iv) The three edges (3,6), (I, 6), and (2, 11) are complement pro- 
jective by Lemma 5.6 in (5.14.3). 
Hence, all 19 edges are complement projective. 





1 7 6 
2 3 
Note that: 
(i) The eight edges (4, 7), (6, 9), 6, 7), (2, I), (9, 8), (10, 8), and (IO, 3) 
are complement projective by Lemma 5.6. 
(ii) The four edges (4, 9) (6, 5) (2, 5), and (7, 8) are complement 
projective by ZI , El, in (i). 
(iii) The three edges (4, 5), (4, l), and (2, 3) are complement projective 
by & in (i). 
(iv) The two edges (4, lo), and (6, 3) are complement projective. 
Represent E, by crossing (6, 9) with (4, 7) in (5.15.1) and apply Lemma 5.6 
to (6,9) to get that (4, 10) is complement projective. That (6, 3) is comple- 
ment projective follows by applying & on (4, 10). 
Thus, all 17 edges are complement projective. 
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(5.16) Graph EdI 
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12 5 10 
6 6 
7 x 4 3 11 2 ’ 13 9 
21 = [(l, 2, 3,4), (5, 6, 7, 9, (9, 10, 11, 12)l 
zl, = KL 5), (2, 6), (3, 7), (4, 811 
Note that: 
(i) (1, 9) and (2, 3) are complement projective by Lemma 5.6. Observe 
that vertex 2 and its adjacent edges can be embedded in the region which 
contained (11, 13) after (11, 13) is removed, so (11, 13) is complement pro- 
jective. 
00 (2, lo), (3, 11>, (4, 12), (3,4), (4, l), (L2), (12, 13), (9, 13), and 
(10, 13) are complement projective by (i) and repeated applications of ZI . 
(iii) (5, 9) and (6, 7) are complement projective by (i) and C, . 
(iv) (6, lo), (7, ll), (8, 12), (7, S), (8, 5), and (5, 6) are complement 
projective by (iii) and repeated applications of CI . 
Thus, all 20 edges are complement projective. 
(5.17) Graph D, 
(517.1) (5.17.2) 
21 : KL 1% (2, 8), (3,9), (4, 6), (5, 7)l 
22 : M7,W 
& : K395)l 
9 
6 
5 x 1 7 2 10 R; 4 ‘3 R1 
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.Note that: 
(9 (1,4), (2, 51, (5,6), and (L8) are complement projective by (5.17.2) 
and Lemma 5.6. 
(ii) (2, 3), (3, 6) are complement projective by Z; and (i). 
(iii) (1, 2) is complement projective by placing 1 in R, . 
(iv) (4, 5) is complement projective by placing 5 in R, . 
(v) (3,4) is complement projective by & and (iv). 
(vi) All other edges are complement projective by ZI and (i), (ii), 
(iii), (iv), and (v). 
Let X and Y be graphs such that Y = S,X. Then there is a natural corre- 
spondence between each edge of X, respectively, each vertex of X distinct 
from U, and an edge of Y, respectively, a vertex of Y. We use this natural 
correspondence freely in the discussion that follows. 
We have been calling a vertex cubic if it is of valency 3. An edge e of X 
is called cubically reducible for (v 1 , v2 , 4 C JV> if 6) e = (2h , ~2, (ii> 
(0 1 , u2 , v.J is a cycle of X, and (iii) v3 has valency at most 3 in X. 
LEMMA 5.7. Let X be nonprojective and let Y = S,,(X) - e be subgraph 
projective where e is cubically reducible for (vl , v2 , v3) in S,(X). Then all 
edges of X, except possibly the three edges of (v, , v2 , vJ, are complement 
projective in X. 
Proof. Let e’ not be in the 3-cycle (vl , vg , vJ. Suppose X - e’ Q P. 
Then S,X - e’ c P by Lemma 0.2. Hence S,X - e’ - e $ P by Lemma 2.4, 
as e is cubically reducible. But then Y - e’ = (S,X - e) - e’ @ P, which 
contradicts that Y is subgraph projective so e’ is complement projective for X. 
LEMMA 5.8. Let X be nonprojective. Let Y = S,(X) - {e, e’] be subgraph 
projective where e is cubicalIy reducible for {vl , v2 , v,} in S,X and e’ 
is cubically reducible for {vi , vi , vi} in S,X - e. Then if 2 is not an edge in 
the two 3-cycles (v 1 , v2 , v3), (vi , v;l , vi), then 2 is complement projective 
for X. 
Proof. Suppose 2 is an edge of X not in (vr , up , vg) or (vi , v; , vi) such that 
x-SCP. 
Then S,(X) - 2 Q P by Lemma 0.2. Hence S,X - 5 - e Q P by Lemma 2.4, 
as e is cubically reducible in S,X. Hence S,X - Z - e - e’ C P by Lemma 
2.4, as e’ is cubically reducible in S,X - e. Hence Y = S,X - {e, e’} - 2 c P, 
which contradicts that Y is subgraph projective. 
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We now apply Lemmas 5.7 and 5.8 to check subgraph projective of the 
following graphs. In all cases either three or six edges remain to be checked. 
For completeness, we first list the following trivalent graphs for our reference. 
(5.1Q-o.23) 
The graphs FIX, F,,, b9 h3 E4,, G are irreducible (see Glover and 
Huneke [2]); hence, they are subgraph projective. 
(5.24) Graph Es3 
(5.24.1) (5.24.2) Flo (5.24.3) F,, 
z: N7, 81, (4, 611 
From (5.24.1)-(5.24.3), &+,,&E2J - (9, 5) = E;,, . Flz = S,F,, and Flz 
is subgraph projective by (5.19), so F,, is subgraph projective by Corollary 0.3. 
Hence by Lemma 5.7, every edge of Es3 is complement projective except 
possibly the three edges (9,7), (9, 5), and (5, 7). But (9,7) and (5,7) are com- 
plement projective by using 2, and (9, 5) is complement projective by 
Lemma 5.6 in (5.24.1). 
(5.25) Graph D,, 
(5.25.1) (5.25.2) E,, (5.25.3) E,, 
z = ML 5), (2, 6), (3, 7), (4, 811 
By (5.25.1)-(5.25.3), Sl:t2,d(D1,) - (2, 4) = E,, . Ez3 = S,E,, . But Ez3 
is subgraph projective by (5.24) so El0 is subgraph projective by Corollary 0.3. 
Hence by Lemma 5.7, all edges are complement projective except possibly 
the three edges (1,2), (1,4), and (2,4), But by Z these three cases are com- 
plement projective also. 
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(5.26) Graph Da 
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(5.26.1) (5.26.2) E, 
z7, : K3,4), (6,7), (9, WI 
22 : [(3,8), (2,7), (5, WI 
Note that S2:(6,,)(Dz) - (6,7) = Ez and Es8 = S,E, . But Es8 is subgraph 
projective by (5.13) so Ez is subgraph projective by Corollary 0.3. Now 
applying Lemma 5.7, we only have to check three edges (2, 6), (6,7), and 
(2, 7). Now (2, 6) is irreducible by (5.26.1), so (2,7) is complement projective 
by XI and (6, 7) is complement projective by Zl, _ Therefore all edges are 
complement projective. 
(5.27) Graph D,, 
(5.27. I) (5.27.2) E2, 
22 K8, 91, C&4)1 
Note that S,,(,,,,)(D,~) - (8, 9) = Es, and E,, = f&E,, and Es, = S,E,, . 
Since Es, is subgraph projective, E,, and hence also Es7 are subgraph pro- 
jective by Corollary 0.3. We conclude that each edge of D,, is complement 
projective except possibly (6, 8), (6, 9), and (8,9) by Lemma 5.7. But (6,9) is 
complement projective by (5.27.1) so (6, 8) is complement projective by Z. 
To see (8,9) is complement projective, we place 8 in region R. 
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(5.28) Graph D,, 
(5.281) (5.282) Ea6 
z: [(lo, ll)] 
Note that Ss:(lo,ll)(Dls) - (10, 11) = E,, is subgraph projective by (5.9). 
So by Lemma 5.7 only (8, lo), (8, 1 l), and (10, 11) need to be checked. But 
(8, 10) is complement projective by (528.1) so (8, 11) is complement pro- 
jective by Z. For (10, ll), we place 11 in the region R in (5.28.1). 
(5.29) Graph D,, 
(5.29.1) (5.29.2) F14 (5.29.3) F14 
22 [(2,9), (5, 7), (19 11 )I 
Note that S7:(8,9)(D18) - ((8, 9), (2, 5)) = F14. Since Fl, is subgraph 
projective, by Lemma 5.8 we need only check complement projective of 
((2, 5), (5, 8), (2, 8), (7, 8), (7,9), (8, 9)). N&v (7,9), (2,8), and (8, 5) are 
complement projective by Lemma 5.6 in (5.29.1) so (2, 5), (8, 9) and (7, 8) 
are complement projective by Z. 
(5.30) Graph D,, 




9 7 5’ 
5 ” 
1 6 
(5.30.1) (5.30.2) El& 
z K7, 8), (1, 3), (9, WI 
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Note that S5:(,.8&,) - (7, 8) = El6 and E,, = &El, and Ed1 = S,E,, . 
Now Ehl is subgraph projective by (5.16) so Es9 and hence also El5 are sub- 
graph projective by Corollary 0.3. Hence El6 is subgraph projective also. 
Now applying Lemma 5.7, we only need to check the edges (5, 7), (5, 8), 
and (7, 8). But (5, 8) is complement projective by (5.30.1) so (5, 7) is comple- 
ment projective by Z. To see (7, 8) is irreducible, place 7 in region R. 
(5.31) Graph D, 
(5.31.1) (5.31.2) E8 
Note that S,,(,,,@,) - (8; 9) = E8 and E, is subgraph projective by 
(5.15). So applying Lemma 5.7, we need only check the three edges (8, 9), 
(7, 8), and (7,9). But (7, 8) is complement projective by (5.31.1) so (7,9) 
is complement projective by 2. To see (8,9) is complement projective, place 8 
in the region R in (5.3 1.1). 
(5.32) Graph C, 
(5.32.1) (5.32.2) D, (5.32.3) D, 
2 KL 5), (2, 6)1(3, 7), (4, 811 
Note that SI:(2,3~(C,) - (2, 3) = D, . D, is subgraph projective by (5.31). 
Applying Lemma 5.7, we need only check the three edges (I, 2), (1, 3), 
and (2, 3). But by Z these three edges are complement projective also. 
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(5.33) Graph C, 
(5.33.1) (5.33.2) D,, (5.33.3) D,, 
22 [(2,9, (5, 8)l 
Note that SB:(1,2)(C4) - (1,2) = D,, and Dla = S,D,, . D,, is subgraph 
projective by (5.14) so D,, is subgraph projective by Corollary 0.3. ,Now 
applying Lemma 5.7, we have only to check (1,2), (1, 8), and (2, 8). But 
by ZI these three edges are complement projective. 
(5.34) Graph C, 
(5.34.1) (5.34.2) D, (5.34.3) D, 
2 K4, 9, (5, 7)l 
Note that S4:(&C3) - (5, 6) = D, is subgraph projective by (5.26). 
So by Lemma 5.7, we need only check the edges (4, 5), (5, 6) and (4, 6). 
But by Z these three edges are complement projective. 
(5.35) Graph B, 
(5.35.1) (5.35.2) 
2 K2, 4, 6), (597, 811 
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Note that &:(,.&I,) - (2,4) = C, is subgraph projective. by (5.33). So 
by Lemma 5.7, we only have to check three edges, (2,4), (2,6), and (6,4). 
(5.35.2) shows (2,4) is complement projective. Hence (4,6) and (6,2) are 
complement projective by Z: 
(5.36) Graph B,, 
(5.36.1) (5.36.2) D,, (5.36.3) D,, 
22 Kl, 6), (237) (3,% (4,% (5, lo)1 
Note that S3:(4,6)(B11) - ((4, S), (6,7)} = D,, and D,, is subgraph pro- 
jective by (5.29). By applying Lemma 5.8, every edge of B,, is complement 
projective except perhaps the six edges (3,4), (3, 5), (4, 5), (6, 5), (6, 7), 
and (5, 7). But by Z each of these six edges is symmetrical with a complement 
projective edge so is complement projective also. 
(5.37) Graph B, 
(5.37.3) D,, (5.37.4) Be 
& : [(3,4), (5, 6) (8, 91 
-5 : ML 31 
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Note that &:(I,,)@~ - ((1, 7), (2, 5)> = D,, and D,, = S,D,, . D,, is 
subgraph projective by (5.14), so Dll is subgraph projective by Corollary 0.3. 
By Lemma 5.8 all edges are complement projective except possibly (1,6), 
(6, 7), (7, I), (5, 7), (7,2), and (2, 5). But (1, 6), (2, 5) are complement pro- 
jective by Zl, . (6, 7) is clearly complement projective in (5.37.4). (2, 7) is 
complement projective by placing 7 in R. So (5, 7) is complement projective 
by Z1 , and (1, 7) is complement projective by zl, . Hence, all edges are com- 
plement projective. 
(5.38) Graph A, 
2 ‘3 4 
@a 
1 
7 6 5 
4 : K6, 3)l 
22 : K794)l 
Note that S3:(5,,)(A2) - (5, 7) = B, , which is subgraph projective by 
(5.35). So applying Lemma 5.7, we need check only the three edges, (3, 5), 
(5,7), and (3,7). By Z1 and Zz each of these three edges is complement pro- 
jective also. 
6. DISTINCTNESS OF THE 103 GRAPHS 
Any one of several methods can be employed to show that each pair of 
the 103 graphs of this paper is not homeomorphic. In an earlier preprint 
the writers used the first Betti number, the valency sequence, and binary 
trees of properties to so distinguish. Also the referee has calculated the cycle 
vectors for these graphs, from which follows the nonisomorphism. 
We leave the pairwise nonisomorphism of these graphs to the reader with 
the comment that the notation in the appendix giving the first Betti number 
and the valency sequence significantly simplifies this task if one proceeds 
by hand. 
7. THE PROOF OF THEOREM 0.1 
In Section 6 we indicated that each of the 103 graphs of the appendix 
are distinct. By Corollary 0.3 it is sufficient to show that for each graph Y 
of our list there exist graphs X and Z such that X 3, Y as Z where X Q P 
and for every proper subgraph A C 2, A C P. The X and the Z are identified 
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in Section 4 and the desired properties for X and 2 are proved in Sections 3 
and 5, respectively. Hence, the proof of Theorem 0.1 is complete. 
APPENDIX: 103 GRAPHS IN I(P) 
The following 103 graphs are given by the order A,, 1 < i < 5; Bi , 
1~i~11;C~,1~i~11;D~,1~i~19;E~,1\(i~42;Fi,1~ 
i < 14; and G. Ai’s are graphs with Betti number /I = 12. Similarly, &‘s, 
Ci’s, E:s, Fi’s, G are graphs with fi = 11, 10, 9, 8, 7, 6, respectively. 
The valency sequence of each graph is given directly below the picture. 
The general form of the valency sequence is n(sl , s2 ,..., s,) where n is the 
number of vertices of the graph and S~‘S are valencies of vertices arranged 
in nonincreasing order. Notice that among graphs of the same Betti number, 
e.g., the Ais, the ordering of the graphs, e.g., A,, A, ,..., is chosen to be 
consistent with the lexicographical ordering of the valency sequences of 
these graphs. 
In Section 4, each of the 103 graphs is listed along with references if the 
graph is studied in Section 3 or in Section 5. 
For most of the 103 graphs, each contains a subgraph homeomorphic to 
K3,3. To study the (non)embedding of these graphs we often embed this 
&a into P. As an example the graph below represents a graph X in which 
(4, 5), (6, 7), (8, 9) are edges in X (through points of identification in P). 
4.p 7(6>5,5,5,5,5,5) Ax: lO(6 >,I,,,,,, 4 4 4 4 4 4 4 4 4) 
3: lO(4 I>,,,,>., 4 4 4 4 4 4 4 4 4, B1: 7(6,6,6,4,4,‘~,4) 
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433 I \13~: 8(6,6,4,4,4,4,'+4) 
fEiszi9 Ba: 7(6,4,4,h,'t,4,4,4*4) m 1 In: lO(4  4 4 4  4 II 
Be: 8(6,6,4,4,4,4,4,41 
@ 





~~1: ~(6 6 3 3 3 3 3 3 3 3) ,,>>IlIli D2: lO(6 Ii !I ! 7 3 3 3 3 3) ,9>>',,>, D3: 8(5,5,5,4,4,3>3.3) 
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D6’ 9(5 5 4 4 4 3 3 3 3) I,>,>>,, 
3: 9(5,5>4,4,4,3,3,3,31 Da: 9(5,S,‘l,4,4,3,3,3,3) D7z lO(5 5 4 4 3 3 3 3 3 3) I,>I>,SJ) 
w 
uls: 11(4,4,4,4,4,3,3,3,3,3,71 
E,: 6(52,5,J,J,J,>,d) E),: ,(! ,~,‘~,~,;,3,,,~.,j) Er: 9(5,:,‘+,~.‘,;,3,i,i) 
.Emms 
6: 1o(5s5,3,3,3,3,3,3,3,3) 7: 10(5,5,3.3,3,3,3,3,3,3) X8! lo(5,5,3,3,3,3,3,3,~,3) 
368 GLOVER ET AL. 
IRREDUCIBLE GRAPHS 369 
370 GLOVER ET AL. 
REFERENCES 
1. J. BATTLE, F. HARARY, Y. KODAMA, AND W. T. YOIJNGS, Additivity of the genus of 
a graph, Bull. Amer. Math. Sot. 68 (1962), 565-568. 
2. H. H. GL~VER AND J. P. HUNEKE, Cubic irreducible graphs for the projective plane, 
Discrete Math. 13 (1975), 341-355. 
3. H. H. GLOVBR AND J. P. HIJNEKE, Graphs with bounded valency that do not embed 
in the projective plane, Discrete Math. 18 (1977), 155-165. 
4. H. H. GLOVER AND J. P. HUNEKE, The set of irreduiible graphs for the projective plane 
is fnrite, Discrete Math. 22 (1978), 243-256. 
5. H. H. GLOVER, J. P. HUNIXE, AND C. S. WANG, On a Kuratowski theorem for the 
projective plane, in “Graph Theory and Related Topics” (J. A. Bondy and U. S. R. 
Murty, eds.), pp. 201-206, Academic Press, New York, 1979. 
6. K. KURATOWSKI, Sur le probleme des courbes gauches en topologie, Fund. Math. 15 
(1930), 271-283. 
7. M. MILGRAM, Irreducible graphs-2, J. Combinatorial 2’7zeory 14 (1973), 745. 
