Abstract. Let p n denote the n th prime. Goldston, Pintz, and Yıldırım recently proved that lim inf
Introduction
In 1849, A. de Polignac ( [23] ; see also [5] , p. 424) conjectured that every even number is the difference of two primes in infinitely many ways. More generally, we can let H = {h 1 , h 2 , . . . , h k } be a set of k distinct integers. A major open question in number theory is to show that there are infinitely many positive integers n such that n + h 1 , n + h 2 , . . . , n + h k are all prime, provided that H meets an obvious necessary condition that we call admissibility. For each prime p, let ν p (H) be the number of distinct residue classes mod p in H. We say that the set H is admissible if ν p (H) < p for all p.
Using heuristics from the circle method, Hardy and Littlewood [14] realized the significance of the singular series S(H), defined as
for this problem. They made a conjecture about the asymptotic distribution of the numbers n for which n + h 1 , . . . , n + h k are all prime, which we state here in the following form. From the definition of S(H), we see that S(H) = 0 if and only if ν p (H) < p for all primes p; i.e., if and only if H is admissible.
The set H = {0, 2} is admissible, so the Hardy-Littlewood conjecture implies that lim inf
where p n denotes the n th prime. In an unpublished paper in the Partitio Numerorum series, Hardy and Littlewood [15] proved that if the Generalized Riemann Hypothesis is true, then lim inf
In 1940, Erdős [7] used Brun's sieve to give the first unconditional proof of the inequality lim inf n→∞ p n+1 − p n log p n < 1.
In 1965, Bombieri and Davenport [2] proved unconditionally that This result was one of the first applications of what is now known as the "BombieriVinogradov Theorem," which we state as follows.
Theorem (Bombieri-Vinogradov) . When (a, q) = 1, let E(x; q, a) be defined by the relation This result was proved by Bombieri in 1965 [1] . At about the same time, A. I. Vinogradov [28] gave an independent proof of a slightly weaker result. There are numerous proofs of this result available in the literature; see, for example, [4] and [27] . We remark that in the usual definition of E(x; q, a), one takes the sum in (1.5) to be over n ≤ x. However, the above definition is more convenient for our purposes.
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The bound (1.4) was improved in several steps by Huxley [19] to 0.4394 . . .. In 1988, Maier [20] used his matrix method to improve the bound to 0.2484 . . .. Maier's method had the shortcoming that it produced a sparse set of gaps; prior authors had shown that small gaps occur in a positive proportion of all cases. Goldston and Yıldırım [9] proved the upper bound of 0.25 for a positive proportion of gaps. Recently, the first, third and fourth authors proved a best possible result in this direction.
Theorem 1 (Goldston, Pintz, and Yıldırım, [10] ). lim inf n→∞ p n+1 − p n log p n = 0.
The proof of Theorem 1 uses, among other things, the Bombieri-Vinogradov Theorem. There are good reasons to believe that the bound in (1.7) holds for larger values of Q. More formally we have the following conjecture. If Hypothesis BV (θ) is true, then we say that the sequence has a level of distribution θ. Thus the Bombieri-Vinogradov Theorem shows that has a level of distribution 1/2. The statement that has a level of distribution 1 is known as the "Elliott-Halberstam Conjecture" [6] . Any level of distribution larger than 1/2 will give the following strengthening of Theorem 1. Our first objective here is to give alternative proofs of Theorems 1 and 2. The primary difference in the proofs here and the proofs in [10] comes from the use of Selberg diagonalization and a different choice of sieve coefficients; this will be discussed in more detail below. Our choice of coefficients allows us to give an elementary treatment of the main terms; we will discuss this further after the statement of Theorem 6 below.
Hypothesis BV (θ)
Our second objective is to obtain for numbers with a fixed number of prime factors stronger forms of results of the type proved in [10] for primes. Let E k denote a number with exactly k distinct prime factors. This contrasts with the usual definition of "almost-prime", where P k is used to denote a number with at most k distinct prime factors. Chen [3] proved that there are infinitely many primes p such that p + 2 is a P 2 . While one expects that there are infinitely many primes p such that p + 2 is an E 2 , this appears to be as difficult as the twin prime conjecture. However, we can prove that the limit infimum of gaps between E 2 's is bounded. 
We mention that the bound in the above theorem can be improved to 6 with a more elaborate proof that uses a different weighting function. This will be a topic of a future paper, and we will make some further comments on this after (1.28).
The above theorem uses an analogue of the Bombieri-Vinogradov Theorem for the function * , which is defined as
Note that * (n) = 0 unless n is a product of two primes or n is a square of a prime.
When (a, r) = 1, we have
and we expect the contributions from non-principal characters to show large cancellation, leaving a main term of
where χ 0 is the principal character mod r. A computation (see Lemma 14) shows that this quantity is asymptotically equal to
where C 0 is the absolute constant defined in (2.8). Let E 2 (N ; r, a) be defined by
Parallel to the definitions of E(N, q) and E * (N, q), we define
.
This is a special case of a result of Motohashi [22] . Alternatively, one can easily modify Vaughan's Identity for the von Mangoldt function Λ to an identity for Λ * Λ, and then use Vaughan's approach (see [27] or Chapter 28 of [4] ) to the BombieriVinogradov Theorem to prove the analogue for Λ * Λ. It is then easy to modify this to a result for * .
We also propose a natural analogue of Hypothesis BV (θ).
From this, we obtain the following conditional result.
Theorem 4.
If Hypotheses BV (θ) and BV 2 (θ) are both true for some θ with
The basic construction for the proofs of Theorems 1 and 2 was inspired by work of Heath-Brown [17] on almost prime-tuples of linear forms. Heath-Brown's work was itself a generalization of Selberg's proof [26] that the polynomial n(n + 2) will infinitely often have at most five prime factors, and in such a way that one of n and n + 2 has at most two prime factors, while the other has at most three prime factors.
Define
The central idea is to relate the problem to sums of the form
and of the form (1.14)
where one assumes that λ d = 0 for d > R, and R is a parameter that is chosen to control the size of the error term. One also assumes that λ d = 0 when d is not squarefree. By taking squares, we ensure that both sums (1.13) and (1.14) are positive.
To illustrate the relevance of the sums (1.13) and (1.14), we discuss one simple application that is related to the second part of Theorem 2. Let H be an admissible k-tuple, and consider the sum
For a given n, the inner sum is negative unless there are at least two values h i , h j ∈ H such that n + h i , n + h j are primes. From Theorems 5 and 6 below, one can deduce that if BV (θ) is true, if R = N θ/2− for > 0, and if 0 ≤ ≤ k, then 
To get the stronger bound of 16 given in Theorem 2 we need an extra idea; this will be discussed in Section 7.
The success of the method depends upon making an appropriate choice for the λ d , and this takes us into the realm of the Selberg upper bound sieve. It is a familiar fact [13, Chap IV, eqn. (1.9)] from the theory of this sieve that
where f is a multiplicative function and r d is a remainder term. (See the first part of Section 3 for the formal definition of f .) Accordingly, an appropriate transformation of the sum in (1.13) leads to consideration of the bilinear form
The typical approach in the Selberg sieve is to choose the λ d to minimize the form in (1.16). To make this problem feasible, one needs to diagonalize this bilinear form. This can be done by making a change of variables
where f 1 is the multiplicative function defined by
and the bilinear form is minimized by taking
The minimum of the form in (1.16) is then seen to be λ 2 1
V .
One usually assumes that λ 1 = 1, but this is not an essential element of the Selberg sieve, and it is sometimes useful to assign some other non-zero value to λ 1 .
The sum in (1.14) can be treated in a similar way. However, the corresponding function f must be replaced by a slightly different function f * , which will be defined in Section 4. Therefore, the optimal choice of λ d is different from the optimal choice for the sum in (1.13). However, the basic structure of our approach requires that the same choice of λ d be used for both sums. We therefore face the problem of making a choice of λ d that works reasonably well for both problems. A similar choice was faced by Selberg and Heath-Brown in their earlier mentioned work, and they made this choice in different ways. Selberg [26] made a choice of λ d that was optimal for one problem, and he was able to successfully analyze the effect of this choice for the other problem. Heath-Brown [17] chose
k being the number of linear forms under consideration. While this choice is not optimal for either problem, it is asymptotically optimal for the second problem (1.14). Inspired by Heath-Brown's choice, Goldston, Pintz, and Yıldırım [10] chose
Here, is a non-negative integer to be chosen in due course, with ≤ k. With the exponent k + , one is effectively using a k + -dimensional sieve on a k-dimensional sieve problem. In an upper bound sieve, it is optimal to take the dimension of the sieve to be the same as the dimension of the problem. In the problems considered here, however, it is not the upper bound but the ratio of the quantities in (1.13) and (1.14) that is relevant. The presence of the parameter is essential for the success of their method.
In the current exposition, we make a choice that is a hybrid of the above and of Selberg's original approach. Our choice is most easily described in terms of y r . We choose
0 o t h e r w i s e .
As motivation for this choice, we note that y r,0 is the optimal choice given in (1.18) with λ 1 = V S(H). Moreover, one can show that
when r is not too close to R. In other words, the choice of λ d, in (1.19) gives a value of y r that is asymptotic to the expression in (1.20) . One can use (1.17) and Möbius inversion to deduce that and so, when the choice of y r, of (1.20) is specified, one obtains
As we shall see, this choice λ d, allows us to give elementary estimates for the main terms in (1.13) and (1.14). We also define
This sum is finite because ν p = k for sufficiently large p. Theorems 1 through 4 will be derived fairly easily from the following results.
Theorem 5.
Suppose that H = {h 1 , . . . , h k } is an admissible set, and that 0 ≤
The implied constant depends at most on k. 
(1.27)
The implied constants depend at most on k.
With a bit more work, we could allow 1 or 2 to be 0 in (1.27). However, we omit this because the only place we use this result is in the proof of Theorem 1, where we will have 1 = 2 > 0.
Analogues of Theorems 5 and 6 are given in [10] for λ d, given by (1.19) . The corresponding main terms in [10] are evaluated with the help of contour integrals in two variables and zero-free regions for the Riemann-zeta function. On the other hand, with the choice of λ d, given in (1.22), we are able to give an elementary treatment of the main terms in Theorems 5 and 6.
Theorem 7.
Suppose that H = {h 1 , . . . , h k } is an admissible set, and that 0 ≤ 1 , 2 ≤ k. Suppose that Hypotheses BV (θ) and BV 2 (θ) are both satisfied, and
where
The implied constant depends at most on k.
The reader will note that the sums considered here are more general than the sums in (1.13) and (1.14)-the latter correspond to the case 1 = 2 = . We will see in Section 7 that this extra flexibility is useful in applications.
We also remark that the proof of Theorem 1 requires averaging over a set of H, where the elements of H can be as large as log R. Accordingly, we shall take some extra effort to make our estimates uniform in h, where h := max h i ∈H |h i |, and we assume that h ≤ log N . For our results, it is not necessary to make the estimates in Theorems 5 through 7 uniform in k.
In a forthcoming paper [11] , Goldston, Pintz, and Yıldırım will improve Theorem 1 to
This result requires estimates of the kind given in Theorems 5 and 6 that hold uniformly for a wider range of k; this is in contrast to the situation here or in [10] , where one needs only arbitrarily large but fixed k.
The implied constants in the error terms of Theorems 6 and 7 are ineffective due to the use of the Bombieri-Vinogradov Theorem, which uses the Siegel-Walfisz Theorem. However, the constants can be made effective by using the procedure of Section 12 of [11] . This procedure deletes the greatest prime factor of the eventually existing exceptional modulus from the sieve process.
A natural question is why we can get bounded gaps for E 2 -numbers but not for primes when both sequences have the same level of distribution 1/2. The primary reason is that E 2 numbers are more prevalent than primes. Note, for example, that
The function * used in Theorem 7 is convenient for calculations, but it is not optimal for applications. In a future paper, we will show that by using other functions supported on E 2 's, the bound in Theorem 3 can be improved to 6. We will also show that there is a constant C such that for any positive integer r,
Moreover, these results on E 2 's can be used to prove results on consecutive values of the divisor function. For example, we can show that there are infinitely many n such that the equations
hold simultaneously. These results sharpen earlier theorems of Heath-Brown [16] and Schlage-Puchta [25] .
Notation. The letters R, N denote real variables tending to infinity. The letter p is always used to denote a prime. The letters d, e, r are usually squarefree numbers; the letters m, n are usually positive integers. [d, e] denotes the least common multiple of d and e. The notation ω(n) is used to denote the number of distinct prime factors of n. We use ρ to denote the function
The letters S, L, U, and V , with or without subscripts, are often used to denote sums. The meanings of these symbols are local to sections; e.g., the meaning of S 1 in Section 4 is different from the meaning of S 1 in Section 6. We use to denote a summation over squarefree integers. In general, the constants implied by "O" and " " will depend on k. Any other dependencies will be explicitly noted. As noted before, k is the size of H; we always assume that k ≥ 2. The parameter , with or without subscript, is an integer with 0 ≤ ≤ k.
Preliminary lemmas
The following two lemmas are classical estimates that have proved useful for handling remainder terms that arise in the Selberg sieve. The results can be found in Halberstam and Richert's book ( [12] , Lemmas 3.4 and 3.5). We reproduce the proofs here since they are quite short.
Lemma 8. For any natural number h and for
Proof. For the first inequality, we note that the sum on the left is
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For the second inequality, we note that the left-hand side is at most
and we appeal to the first inequality.
Lemma 9.
Assume Hypothesis BV (θ), and let h be a positive integer. Given any positive constant U and any > 0, then
Similarly, if Hypothesis BV 2 (θ) is assumed, then
Proof. We begin by noting the trivial estimate
We have used Lemma 8 and Hypothesis BV (θ) in the last line. The first result follows by taking A = h 2 + 1 + 2U . The second result is proved similarly; one uses the trivial bound E * 
Proof. Upon making the change of variables u = x v , the left-hand side becomes
The result follows by the standard formula for the beta-integral.
Our next lemma is another standard result in the theory of sieves.
Lemma 11. Suppose that γ is a multiplicative function, and suppose that there are positive real numbers
Let g be the multiplicative function defined by
This is a combination of Lemmas 5.3 and 5.4 of Halberstam and Richert's book [12] . In [12] , the hypothesis (2.1) is denoted (Ω 1 ), and hypothesis (2.2) is denoted (Ω 2 (κ, L)). As indicated above, the constant implied by "O" may depend on A 1 , A 2 , κ, but it is independent of L. This will be important in our applications.
Lemma 12. Suppose that γ and g satisfy the same hypotheses as in the previous lemma. If a is a non-negative integer, then
Proof. When a = 0, this is Lemma 11. If a > 0, then
Using Lemma 11, we see that the above is
The desired result follows by using Lemma 10.
Lemma 13. If H is admissible and |h
and there is a constant w k (depending only on k) such that
Proof. Without loss of generality, we may assume that h ≥ 100; this will simplify the writing of logarithms. We note that ν p < k if and only if p|∆(H), where
where we have written ν p as an abbreviation for ν p (H). We may assume without loss of generality that ∆ ≥ 100. Now ν 2 = 1 whenever H is admissible, so we see that β(H) ≥ log 2/2. In the opposite direction, we have
log log ∆ log ∆ log log ∆ + log log ∆ log ∆ log ∆ log log ∆ log log ∆ + 1.
Finally, note that ∆ ≤ (2h) k 2 , so that log ∆ log h. This completes the proof of (2.4).
Now consider S(H).
From the definition of S(H), we see that
The last sum may be bounded in a manner similar to that used for β(H). We have
log log log ∆ + 1 log ∆ log ∆ log log ∆ log log log ∆.
As noted before, log ∆ log h. Therefore, there is some constant w k such that log S(H) ≤ w k log log log h, and the inequality on the right-hand side of (2.5) follows. For the inequality on the left-hand side of (2.5), we also use (2.7) and note that ν p ≤ k for all p, so log S(H) k p 1/p 2 k 1.
In our final lemma of this section, we give a computation that was used in (1.10).
Lemma 14. Suppose that q is an integer with all of its prime divisors less than √ N . Then there is some absolute constant c such that
Proof. We first use the hyperbola method to write 
We use (2.9) with x = N , x = 2N , and take differences to get (2.10)
Finally, we note that for a given integer
The lemma follows by combining (2.10) and (2.11).
Proof of Theorem 5
As we noted in the Introduction, we take ν p (H) to be the number of distinct residue classes mod p in H. We extend this definition to arbitrary squarefree moduli d as follows. Let Z d be the ring of integers mod d and define
Throughout this section, we will take H to be a fixed admissible set, and we will usually write ν d in place of ν d (H).
The left-hand side of (1.25) is
say, where
The estimates of S 1 and S 2 require the following two lemmas. Recall that
Proof. We apply Lemma 12 with
Therefore (2.2) holds with κ = k, A 2 some constant depending only on k, and
Finally, we note that 
We move the factor 1/f 1 (t) inside the sum and write s = rt to get
For any t|d,
Now for any s < R, there is a unique t|d such that (s, d) = t. Therefore
To complete the proof, we use Mertens' Theorem and observe that s<R µ 2 (s)
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We now treat S 1 and S 2 . For S 1 , we begin by writing
r|d r|e
where we have used (1.17) and (1.20) in the last two lines. Lemma 15 now yields the estimate
For S 2 , we first note that
We also have the bound for λ d, given in Lemma 16. Therefore
(log R)
Using Lemma 8, we get
provided R < N 1/2− . Theorem 5 follows by combining the above estimates for S 1 and S 2 .
Proof of Theorem 6, Part 1
In this section, we consider Theorem 6 under the assumption that h 0 ∈ H. Our problem is translation invariant in H, so we may, without loss of generality, assume that h 0 = 0 and 0 ∈ H.
Let L denote the sum on the left-hand side of (1.26 
under the isomorphism ξ of (3.2). Therefore, the function ν * is multiplicative. Moreover, when p is prime,
In this context, the most natural analogue of S(H) is the product
Note, however, that
Returning to L, we write this sum as
and
By Lemma 16 and Lemma 9, (4.7) T (log R)
We now consider the sum S. We shall define
However, we need to take some care with this definition because there may be terms with ν * r = 0. However, ν * p = k − 1 for all but finitely many primes p, so there are at most finitely many primes p such that ν * p = 0. We define
and we use the definition in (4.8) for any r with (r, A) = 1. We define f for r with (r, A) = 1. For future reference, we note that if p is a prime and p A, then
With this definition of f * , we now have
Here, and in the sequel, we use to denote that the sum is over values of the indices that are relatively prime to A. Interchanging the order of summation, we get
, where the quantity y * r, is analogous to y r, and is defined as
and r < R,

o t h e r w i s e .
Upon using (1.21), the original definition of λ d, , we see that
Note that m can be any squarefree integer; we need not have (m, A) = 1. Now
We may drop the condition that p A in the last line because when p|A, ν p = 1, and (p − ν p )/(ν p (p − 1)) = 1. Therefore
. The hypotheses (2.1) and (2.2) are satisfied with κ = 1, some absolute constants A 1 , A 2 , and
so that L ρ(r). With this choice of γ, we have
We therefore conclude that
We remark parenthetically that Hildebrand [18] gave a more precise formula for this sum in the case = 0. It is possible to use his result to derive a more accurate version of (4.16), but the above version is sufficient for our purposes. From (4.16) and (4.14), we deduce that when (r, A) = 1 and r < R,
φ(r) S(H)(log 2R/r) .
We plug this back into our formula for S in (4.10) and use the simple observation that ρ(r)r/φ(r) log r log R to get
ρ(r)r φ(r) .
We will use Lemma 12 for V . We will need to estimate a similar sum in Section 6, so it is convenient to have the following lemma that is general enough to cover both situations.
Lemma 17. If d is squarefree, d < R, and a is a non-negative integer, then
With this definition for γ, we have
2) is satisfied with κ = k − 1, A 2 some constant depending only on k, and 
From the previous lemma, with d = 1, we see that
The sum W may be estimated by relatively trivial means. Now
Then (4.25)
W * = r<R ν * r r d|r h 1 (d) = d<R h 1 (d)ν * d d r<R/d (r,d)=1 ν * r r ≤ p<R 1 + h 1 (p)ν * p p r<R ν * r r .
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The sum on the right-hand side of (4.25) is (log R) k−1 by Lemma 8. The product is 1 because
We conclude that W * (log R) k−1 , and so
Combining the above with the estimate in (4.21) gives (4.27)
The first part of Theorem 6 (statement (1.26)) now follows by combining (4.5), (4.7), and (4.27).
Proof of Theorem 6, Part 2
In this section, we consider Theorem 6 in the case h 0 / ∈ H. As in the previous section, our problem is translation invariant, so we we may assume that 0 / ∈ H and H 0 = H ∪ {0}. Consequently, P (n; H 0 ) = nP (n; H). Now let L be the left-hand side of (1.27). If n is a prime with N < n ≤ 2N , then 1 is the only divisor of n less than N . When d < R < N, we have d|P (n; H) if and only if d|P (n; H 0 ). Consequently,
log p.
Parallel to the argument in (4.5) through (4.7), we find that
The rest of this section is devoted to evaluating the sum S. For brevity, we write ν † r for ν * r (H 0 ). Let
For squarefree r with (r, A 0 ) = 1, we define
Note that
We are assuming that 0 / ∈ H, so there are only finitely many primes p with 0 ∈ Ω p (H). Let
In fact, 0 ∈ Ω p (H) if and only if p divides h for some h ∈ H. Therefore B 0 is the squarefree kernel of the product of all elements of H.
For future reference, we note that when (r, A 0 ) = 1,
With the above definitions of f † and f † 1 , we may write
where denotes that the sum is over values of the indices that are relatively prime to A 0 . We get
, where we define 
The condition p A 0 can be dropped because ν † p = 0 when p|A 0 . Therefore
where f 2 is the multiplicative function defined by
In other words,
The sum
converges, and so one would expect that
when r < R and (r, A 0 ) = 1. From Lemma 18 below, we would then obtain
and we will ultimately prove this. This asymptotic relation should be compared to (1.20) and (4.17).
Lemma 18. If r is squarefree and (r,
A 0 ) = 1, then f † 1 (r)f (r) f † (r)f 1 (r) ∞ m=1 (m,r)=1 µ(m)f 2 (m) f 1 (m)φ(m) = S(H 0 )
S(H) .
Proof. For r satisfying our hypotheses, it is convenient to define
so that the left-hand side of the proposed result is F (r)G(r). We begin by noting that
Moreover,
In the last line, we used the fact that ν †
On the other hand, if we replace H by H 0 and k by k + 1 in (4.4), then we obtain
We combine this with the definition of S(H) given in (1.1) to get
The lemma follows by comparing this with (5.12).
Lemma 19. Suppose ≥ 1. If r < R and (r, A 0 ) = 1, then
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Proof. From the definition of y † r, in (5.8), the lemma is trivial if r is not squarefree. For the remainder of the proof, we assume that r is squarefree, (r, A 0 ) = 1, and r < R.
We start from the expression for y † r, given in (5.10). For a given m in the inner sum, write m = δn, where δ|B 0 and (n, B 0 ) = 1. Then f 2 (m) = µ(δ)f 1 (δ) and
Therefore (5.10) may be transformed into
If we set (5.15)
then the above equation for y † r, may be written as
For future reference, note that B 0 |rB 1 . Now let
so that the innermost sum in (5.16) is Y (R/rδ; rB 1 , ). Now assume that ≥ 1. We begin our analysis of Y by writing
where We see immediately that
If we assume that B 0 |d, then we may write
For Y 2 (x; d, ) we bound the sum inside the integrand as
This sum is very similar to the sum W * defined in (4.23); in fact,
where h was defined in (4.24). We have, similarly to (4.25),
The sum on the right-hand side is (log 2v) k by Lemma 8. The product on the right-hand side is 1 because
Now we use (5.24) in (5.22) to get
We use this in (5.20) to get
Combining this with (5.21) gives
when B 0 |d.
Now we use (5.26) with
The error term in (5.27) is
We have used (5.13) in the last line. Now when p B 0 ,
Therefore the error term in (5.27) is
Now we consider the main term in (5.27), which we write as
where For M 1 , we note that
by (5.13).
For M 2 , we note that
Consequently,
and so
For M 3 , we note that when δ ≤ R/r,
by (5.31), and so
Combining the estimates (5.28), (5.30), (5.32), and (5.33) gives the proof of Lemma 19.
In reference to the above lemma, we remark that with a bit more work we could give an estimate valid for y r,0 with a somewhat weaker error term. However, we omit this because it is not necessary for the proof of Theorem 1.
We can now complete the estimate of S. From (5.7) and Lemma 19, we see that
(log R/r)
. Now V † is the same as the sum V in (4.19) except that H has been replaced by H 0 , k has been replaced by k + 1, and 1 , 2 have been replaced by 1 − 1, 2 − 1 respectively. From (4.21), we see that 
Equation (1.27) now follows by combining this with (5.3).
Proof of Theorem 7
We may again assume, without loss of generality, that h 0 = 0. Accordingly, we assume throughout this section that 0 ∈ H.
Let L denote the sum on the left-hand side in the statement of Theorem 7. Then
In this sum, we have d, e < R < √ N , so [d, e] has no prime divisors exceeding √ N . On the other hand, if N < n ≤ 2N and * (n) > 0, then n is a product of two primes, at least one of which must exceed √ N . Therefore, the inner sum in (6.1) will be 0 unless (a, [d, e] 
We write 
When r is squarefree and p is a prime dividing r, we define 
Upon writing r = pm and changing the order of summation, we find that
By Lemma 9, the inner sum is (N/p)(log N/p)
p| [d,e] ν *
Now we turn our attention to L 1 . From our definitions and (1.10), we have
By Lemma 9, E 1 N/ log N . Combining our estimates for L 1 and L 2 , we find that
p| [d,e] log p p ,
We write log R/r = log p + log R/rp and use the binomial theorem to get
We apply Lemma 17 to the inner sum, and we get
Using this together with (6.32) and (6.23) gives
For future reference, we note the crude estimate (6.37)
that is implicit in the combination of (6.29), (6.35), (6.36), and (6.25). Using (6.28) and (6.35), we see that
We apply Lemma 22 to get
Using this in (6.38) gives
To treat the sum of binomial coefficients in the above, we make a change of variables j = 2 + 1 − i. The sum then becomes (6.40) provided we make the usual convention that
The sum on the right-hand side of (6.40) is telescoping, so
Putting this information into (6.39) gives our final estimate for S 4 ; i.e.,
From this, together with (6.30) and (6.31), we get
As we noted earlier, S 3,2 is the same as S 3,1 with the roles of 1 and 2 reversed. Therefore
Combining (6.42), (6.43), and (6.26) gives
where T (k, 1 , 2 ) is as defined in Theorem 7. Finally, we will quickly dispatch S 2 . We rewrite this sum as
where U (p) was defined in (6.9). We employ the crude estimate
This is easily seen by combining (6.10), (6.37), (6.25) , and using the symmetry between U 1 (p) and U 2 (p). The sum p≤R log p pf * (p) is 1. Combining the above gives the bound
The proof of Theorem 7 is completed by combining (6.6) together with the final estimates for S 1 , S 2 , S 3 , which are (6.7), (6.45), and (6.44) respectively.
Proofs of Theorems 1 through 4
Let H = {h 1 , h 2 , . . . , h k } be an arbitrary admissible k-tuple. Without loss of generality, we may specify that
It is also useful to assume that
With this hypothesis, we see from Lemma 13 that the error terms in Theorems 5, 6, and 7 satisfy
Consider the sum (7.2)
For a given n, the sum inside the brackets is non-positive unless there are at least two distinct values, h i , h j ∈ H such that n + h i , n + h j are primes. Consequently, if we can show that the sum in (7.2 
Expanding the square in (7.2), we see that
We assume Hypothesis BV (θ), and we use Theorems 5 and 6 with R = N (θ− )/2 to get 
Our goal is to pick b to make S * 1 > 0 for a given θ and minimal k. This is easily determined by picking b to be an eigenvector of the matrix M with eigenvalue λ, in which case
This will be positive provided λ is positive. We conclude that S * 1 > 0 if M has a positive eigenvalue and b is chosen to be the corresponding eigenvector.
With k = 6 and L = 1, we find that
The determinant of 8!M is 15θ 2 − 64θ + 48, which is negative if 4(8 − √ 19)/15 < θ ≤ 1. Since the determinant is the product of the eigenvalues, we conclude that M has a positive eigenvalue for θ in this range. Consequently, if H is an admissible 6-tuple, then there are infinitely many n such that at least two of the numbers n + h 1 , . . . , n + h 6 are prime. We complete the proof of the second part of Theorem 2 by taking H = {7, 11, 13, 17, 19, 23}.
H is admissible because for p ≤ 5, none of the elements in H are divisible by p, and for p ≥ 7, there are not enough elements to cover all of the residue classes mod p.
To prove the first part of Theorem 2, we again use (7.4); however, we use the trivial choice b = 1 for some specific , and b i = 0 for all other i. Then The right-hand side approaches 1/2 if , k → ∞ with = o(k). The above argument just fails when θ = 1/2. To remedy this, we modify (7.2) by taking h to be a parameter to be chosen later, with h ≤ log N . We then sum over all admissible size k subsets H of {1, . . . , h}. Specifically, we take We apply Theorems 5 and 6 to the sumS 1 for those terms when H and H ∪ {h 0 } are both admissible. There may be terms with H admissible but H ∪ {h 0 } not admissible; for these terms we apply the trivial bound N<n≤2N 1≤h 0 ≤h (n + h 0 )Λ R (n; H, ) 2 ≥ 0.
We find that 
S(H).
We have dropped the condition that H is admissible in the above sums; we may do so because S(H) = 0 when H is not admissible. Now we observe that In the above, equality occurs from noting that every relevant set H occurs k times in the initial sum, and the asymptotic relation is a theorem of Gallagher [8] . We also have that Returning to the evaluation ofS 1 , we find that
Unconditionally, we may take θ = 1/2, so log R/ log N = 1/4 − . We get two primes in some interval (n, n + h], N < n ≤ 2N , providedb 1 (k, , h) > 0. This is equivalent to Accordingly, we consider
The term n contributes a negative amount unless there are two values h i , h j ∈ H such that n + h i , n + h j are products of two primes. The values of n for which any n + h is a square of a prime contribute N 1/2 (log N ) 2k+2 , and this contribution may be absorbed into the error terms of our estimates.
We assume Hypotheses BV (θ) and BV 2 (θ), and we argue along the same lines as in the proof of Theorem 2. When R = N (θ− )/2 , we obtain
where We first prove Theorem 4. As in the proof of Theorem 2, we wish to show that there is some b such that S * 2 > 0 for a given θ and minimal k. Taking k = 3 and L = 1, we find that 
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This is positive whenever 75 − √ 473 56 < θ ≤ 1.
Finally, we note that H = {5, 7, 11} is an admissible triple, so this completes the proof of Theorem 4. We can also prove Theorem 4 with a slightly wider range of allowable θ by taking the determinant of the matrix in (7.8) . A numerical calculation shows that this determinant has a zero at θ = 0.943635 . . ..
For the proof of Theorem 3, we take k = 8, L = 2, θ = 1/2 − , and we find that In other words, we have essentially replaced (log R/r) in (1.20) by a polynomial in log R/r.
