Intelligent reflection surface (IRS) has recently been recognized as a promising technique to enhence the performance of wireless systems due to its ability of reconfiguring the signal propagation environment.
IRS is capable of reconfiguring the channels between the BS and users constructively or destructively by imposing an independent phase shift to the incident signal. The existing literature on IRS-aided wireless communications has demonstrated that IRS is an enabler for enhancing the spectral and energy efficiency through jointly optimizing the active beamforming at the BS and the passive beamforming at the IRS [4] [5] [6] [7] [8] [9] [10] [11] . However, the algorithms developed in the above contributions were based on the assumption of perfect channel state information at the transmitter (CSIT).
Unfortunately, it is challenging to estimate the channels for the IRS-aided wireless system, since IRS is passive and can neither send nor receive pilot symbols. In IRS-aided communication systems, there are two types of channels: the direct channel spanning from the BS to the user, and the IRSrelated channels. The direct channel can be readily estimated by using conventional channel estimation methods such as the least square algorithm. Hence, most of the existing contributions focused on the channel estimation for the IRS-related channels, which are composed of the channel from the BS to the IRS (BS-IRS channel), and those from the IRS to the users (IRS-user channels).
In general, there are two main approaches to estimate the IRS-related channels. The first approach is to directly estimate the IRS-related channels, i.e., estimate BS-IRS channel and IRS-user channels separately [12] . Specifically, in [12] , some active channel elements are installed at the IRS to estimate the individual channels. This method, however, has several drawbacks. The active elements may increase the hardware cost and consume extra power, which causes unaffordable burden on the IRS. In addition, the channel information estimated at the IRS needs to be fed back to the BS, which increases the information exchange overhead.
Fortunately, it is observed that the cascaded BS-IRS-user channels, which are the product of the BS-IRS channel and the IRS-user channels, are sufficient for the joint active and passive beamforming design [8] [9] [10] [11] . As a result, most of the existing contributions focused on the second approach of the cascaded channel estimation [13] [14] [15] [16] . Specifically, the channel estimation of the cascaded channel has been investigated both in the single-user multiple-input multiple-output (SU-MIMO) system [13] and the multi-user multiple-input single-output (MU-MISO) system [14] . However, the pilot overhead of the estimation methods in [13] , [14] is prohibitively high, which scales up with the number of reflection elements. In order to reduce the pilot overhead, the authors in [15] exploited the sparse property of the channel matrix and proposed a channel estimation method for the SU scheme. Further, another sparsity representation of the cascaded channel has been found in [16] by using the fact that the BS and the IRS are often deployed at the same height.
All the above-mentioned literature did not consider the transmission design by taking into account the channel estimation error. Due to the inevitable channel estimation error, it will induce system performance loss if naively treating the estimated channel as perfect ones. Hence, it is imperative to design robust transmission strategies for the IRS-aided wireless communication systems. To the best of our knowledge, there are only a few contributions in this area [17] , [18] . Specifically, in [17] , we first proposed a worst-case robust design algorithm by assuming that the BS only knows the imperfect IRS-users channels in a MU-MISO wireless system. Then, the authors in [18] further proposed a robust secure transmission strtrategy by also applying the worst-case optimization method when the channels from the IRS to the eavesdroppers were imperfect. However, to implement the above robust design algorithms in [17] and [18] , one should rely on the first channel estimation approach, where the BS-IRS channels and IRS-user channels should be independently estimated. This is difficult to achieve since several active elements should be installed at the IRS.
Against the above background, this paper studies the robust transmission design based on the imperfect cascaded BS-IRS-user channels at the transmitter (CBIUT). Specifically, we aim to design a robust active and passive beamforming scheme to minimize the total transmit power under both the bounded CSI error model and the statistical CSI error model. Unfortunately, the robust beamforming algorithms developed in [17] and [18] are not applicable for the imperfect CBIUT case. Hence, the contributions of this work are summarized as follows:
• To the best of our knowledge, this is the first work to study the robust transmission design based on imperfect cascaded BS-IRS-user channels, which is more practical than the previous works where imperfect IRS-user channels were considered. In addition, we consider the robust transmission design under two channel error models: bounded CSI error model and the statistical CSI error model. However, both [17] and [18] only considered the bounded CSI error model.
• For the bounded CSI error, we formulate worst-case robust beamforming design problems that minimize the transmit power subject to unit-modulus of the reflection beamforming and the worstcase QoS constraints with imperfect CBIUT. The worst-case robust design can guarantee that the achievable rate of each user is no less than its minimum rate requirement for all possible channel error realizations. To address this non-convex problem, S-procedure is firstly adopted to approximate the semi-infinite inequality constraints. Then, under the alternate optimization (AO) framework, the precoder is updated in an second-order cone programming (SOCP) and the reflection beamforming is updated by using the penalty convex-concave procedure (CCP).
• For the statistical CSI error model, we aim to minimize the transmit power subject to unitmodulus constraints and the rate outage probability constraints. Here, the rate outage probability constraints represent the probability that the achievable rate of each user being below its minimum rate requirment needs to be less than a predetermined probability. By applying the Bernstein-Type Inequality, the safe approximation of the rate outage probability is obtained to make the original problem tractable. Then, the precoder and the reflection beamforming is optimized by using the semidefinite relaxation (SDR) technique in an iterative manner.
• We demonstrate through numerical results that the robust beamforming under the statistical CSI error model can achieve superior system performance in terms of the minimum transmit power, convergence speed and complexity, than that under the bounded CSI error model. In addition, it is observed that the level of the CBIUT error plays an important role in the IRS-aided systems.
Specifically, when the CBIUT error is small, the total transmit power decreases with the number of the reflection elements due to the increased beamforming gain. However, when the CBIUT error is large, the transmit power increases with the number of the reflection elements due to the increased channel estimation error. Hence, whether to deploy the IRS in wireless communications depends on the level of the CBIUT error.
The remainder of this paper is organized as follows. Section II introduces the system model and the CSI error models. A worst-case robust design problem is formulated and solved in Section III.
Section IV further investigates the outage constrained robust design problem. Section V compares the computational complexity of the developed robust design methods. Finally, Section VI and Section VII show the numerical results and conclusions, respectively.
Notations: The followings mathematical notations and symbols are used throughout this paper. Vectors and matrices are denoted by boldface lowercase letters and boldface uppercase letters, respectively. The symbols X * , X T , X H , and ||X|| F denote the conjugate, transpose, Hermitian (conjugate transpose), Frobenius norm of matrix X, respectively. The symbol ||x|| 2 denotes 2-norm of vector x. The symbols Tr{·}, Re{·}, |·|, λ(·), and (·) denote the trace, real part, modulus, eigenvalue, and angle of a complex number, respectively. diag(x) is a diagonal matrix with the entries of x on its main diagonal. [x] m means the m th element of the vector x. The Kronecker product between two matrices X and Y is denoted by X ⊗ Y. X Ymeans that X − Y is positive semidefinite. Additionally, the symbol C denotes complex field, R represents real field, and j √ −1 is the imaginary unit.
II. SYSTEM MODEL
In this section, we first introduce the system model of the IRS-aided MISO downlink communication system, and then discuss the channel uncertainty scenarios as well as the CSI error models.
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User k Fig. 1 : An IRS-aided multi-user communication system.
A. Signal Transmission Model
As shown in Fig. 1 , we consider an IRS-aided MISO broadcast (BC) communication system, which consists of one multi-antemma transmiter, K single-antenna users and one IRS. It is assumed that the BS is equipped with N active antennas, and transmits K Gaussian data symbols denoted by s = [s 1 , · · · , s K ] T ∈ C K×1 to all the users, where E[ss H ] = I. IRS with M programmable phase shifters is deployed to enhance the system performance. Therefore, by defining the set of users as K = {1, 2, ..., K}, the received baseband signal of users is given by
Here, F =[f 1 , · · · , f K ] ∈ C N ×K is the precoder matrix, in which f k is the precoding vector associated with user k. Then, the transmit power at the BS is E{Tr Fss H F H } = ||F|| 2 F . n k is the additive white Gaussian noise (AWGN) at user k, with zero mean and noise variance σ 2 k , i.e., n k ∼ CN(0, σ 2 k ). The reflection beamforming of the IRS is a diagonal matrix E = diag(e 1 , · · · , e M ) ∈ C M ×M , of which has unit modulus, i.e., |e m | 2 = 1. In addition, the channel vectors spanning from the BS to user k and from the IRS to user k are denoted by h k ∈ C N ×1 and h r,k ∈ C M ×1 , respectively. The channel matrix between the BS and the IRS is represented by H dr ∈ C M ×N .
Denote by G k = diag(h H r,k )H dr the cascaded channel from the BS to user k via the IRS, by e = [e 1 , · · · , e M ] T ∈ C M ×1 the vector containing diagonal elements of matrix E, and by
Then, the achievable data rate (bit/s/Hz) at user k is given by
(2)
B. CSI Error Models and Two Scenarios
In the IRS-aided communication system, there are two types of channels: the direct channel h k , and the cascaded BS-IRS-user channels, e.g., G k = diag(h H r,k )H dr . The system performance of the IRS aided communication system is highly affected by the accuracy of the direct channel state information at the transmitter (DCSIT) and the the cascaded BS-IRS-user channels at the transmitter (CBIUT). In the following, we first introduce two scenarios of the channel uncertainties and then two types of CSI error models.
1) Scenario 1: Partial Channel Uncertainty (PCU)
In IRS-aided communications, the CBIUT is much more challenging to obtain than the DCSIT due to the passive features of the IRS. Hence, in this scenario, we assume that the DCSIT is perfect, while the CBIUT is imperfect. The CBIUT can be represented as
where G k is the estimated cascaded CSI known at the BS, G k is the unknown CBIUT error.
2) Scenario 2: Full Channel Uncertainty (FCU)
In this scenario, we assume both the DCSIT and the CBIUT are imperfect. In addition to the CBIUT error model in (3), the direct channel is expressed as
where h k is the estimated DCSIT and h k is the unknown DCSIT error.
In this work, we investigate two types of robust beamforming design for IRS-aided MISO communication systems depending on the CSI error models.
1) Error model 1: Bounded CSI error model
Specifically, one is the worst-case robust beamforming design subject to the bounded CSI error model, i.e.,
where ε g,k and ε h,k are the radii of the uncertainty regions known at the BS.
2) Error model 2: Statistical CSI error model
The other is the outage-constrained robust beamforming design associated with the statistical CSI error model, in which each CSI error vector is assumed to follow the circularly symmetric complex
where Σ g,k ∈ C M N ×M N and Σ h,k ∈ C N ×N are positive semidefinite error covariance matrix.
In the following, we first consider the first type of robust beamforming design based on the bounded CSI error model. Then, we deal with the second one based on the statistical CSI error model.
III. WORST-CASE ROBUST BEAMFORMING DESIGN
In this section, the worst-case robust beamforming design is considered under the bounded CSI error model. We aim to minimize the total transmit power of the BS by joint design of the precoder matrix F and reflection beamforming vector e under the unit-modulus constraints and the worst-case QoS constraints, i.e., ensuring the achievable rate of each user to be above a threshold for all possible channel error realizations. In order to solve the non-convex robust design problems with semi-infinite inequality constraints and coupled variables, an AO algorithm is proposed based on S-Procedure, SOCP and penalty CCP [19] .
First, two useful lemmas about multiple complex valued uncertainties are formally introduced as follows, which will be used in the later derivations.
Lemma 1 (General S-Procedure [20] ) Define the quadratic functions of the variable x ∈ C n×1 :
For a given set of matrices
if and only if there exist real numbers ∀i, µ i ≥ 0 such that
It is noted that Lemma 2 can be proved by applying Lemma 1 and the detailed proof is given in [22] .
A. Scenario 1: Partial Channel Uncertainty
In this subsection, we design the robust beamforming for the IRS-aided communication system under Scenario 1 with perfect DCSIT and imperfect CBIUT. This problem is simpler than the one with full channel uncertainty and the algorithm developed for Scenario 1 has lower complexity than that for Scenario 2. Mathematically, let E partial
Constraints (7b) are the worst-case QoS requirements for the users, while constraints (7c) correspond to the unit-modulus requirements of the reflection elements at the IRS.
To start with, the non-convexity of constraints (7b) can be addressed by firstly treating the INs power β = [β 1 , ..., β K ] T as auxiliary variables. Hence, constraints (7b) are reformulated as
Constraints (8) and (9) are termed as the worst-case useful signal power constraints and the worst-case
INs power constraints, respectively.
Then, the non-convex semi-infinite inequality constraints (8) are handled by first approximating the non-convex parts and then dealing with the semi-infinite inequalities by using the S-Procedure.
Specifically, the following lemma shows the linear approximation of the useful signal power in (8) .
Lemma 3 Substituting G k = G k + G k into the useful signal power in (8) and let f (n) k and e (n) be the optimal solutions obtained at iteration n,
where
,
k , e (n) ). Proof: Please refer to Appendix A.
By replacing the useful signal power in (8) with its linear approximation (10), constraints (8) are reformulated as
Lemma 1 is used to tackle the CSI uncertainty in the above constraints. Specifically, each constraint corresponding to user k in (11) can be obtained by setting the parameters in Lemma 1 as follows
Then, (11) is transformed into the following equivalent LMIs as
where g = [ g,1 , ..., g,K ] T ≥ 0 are slack variables and C partial
Next, we consider the uncertainty in { G k } ∀k∈K of (9). Specifically, we firstly adopt Schur's complement Lemma [23] to equivalently recast the INs power inequalities in (9) into matrix inequalities
In order to use Lemma 2, we choose the following parameters (It is noted that the subscript i in Lemma 2 has been ignored since P = 1 here.) for each constraint in (14) as
Then, the equivalent LMIs of the worst-case INs power constraints (9) are given by
where µ g = [µ g,1 , ..., µ g,K ] T ≥ 0 are slack variables.
Based on the above discussions, Problem (7) is approximately rewritten as min F,e,β, g,µg
This problem is still non-convex and difficult to optimize F and e simultaneously since F and e are coupled in A k , a k and t k . In the following, we minimize the transmit power by first fixing the reflection beamforming e so that the problem reduces to a convex one with respect to F. CVX tool [24] is adopted to solve the resulting convex problem. Precoder F is then fixed and the resulting non-convex problem of e is handled under the penalty CCP method. Specifically, for given e, the subproblem of F is given as
where F (n+1) is the optimal solution obtained in the (n + 1)-th iteration.
Then, for given F, the subproblem of e is a feasibility-check problem. According to [17] , [25] and in order to improve the converged solution in the optimization of e, the useful signal power inequalities in (8) are modified by introducing slack variables α = [α 1 , ..., α K ] T and recast as
Subsequently, the LMIs (12) is modified as 
In addition, we note that only the submatrix of K × K in the upper left corner of (15) depends on e, so the dimension of the LMIs (15) can be simplified from
Combining (19) and (20), the sub-problem of e can be formulated as max α,e,β, g,µg
We note that the above problem is still non-convex due to the unit-modulus constraints. As in our previous work [17] , we here adopt the penalty CCP [19] to deal with the non-convex constraints.
Following the penalty CCP framwork, the constraints (7c) are firstly equivalently rewritten as 1 ≤
The non-convex parts of the resulting constraints are then linearized by
We finaly have the following convex subproblem of e as max e,α,b, β, g,µg
where b = [b 1 , ..., b 2M ] T are slack variables imposed over the equivalent linear constraints of the unitmodulus constraints, and ||b|| 1 is the penalty term in the objective function. ||b|| 1 is scaled by the regularization factor λ (t) to control the feasibility of the constraints. Problem (22) is always feasible and the steps of finding a feasible solution of e is summarized in Algorithm 1. We remark that a) When χ is sufficiently low, constraints (7c) in the original Problem (21) is guaranteed by ||b|| 1 ≤ χ . b) The maximum value λ max is imposed to avoid a numerical problem, that is, a feasible solution satisfying ||b|| 1 ≤ χ may not be found when the iteration converges to the stopping criteria ||e t − e (t−1) || 1 ≤ ν with the increase of λ (t) .
Algorithm 1 Penalty CCP optimization for reflection beamforming optimization
Initialize: Initialize e (0) , γ > 1, and set t = 0.
1: repeat 2:
Update e (t+1) from Problem (22); 3: λ (t+1) = max{γλ (t) , λ max };
B. Scenario 2: Full Channel Uncertainty
In this subsection, we extend the robust beamforming design in the previous subsection to the case where both the DCSIT and CBIUT are imperfect. By considering the full channel uncertainty in (3) and (4) and denoting E f ull
which is then equivalent to
The above non-convex semi-infinite inequality constraints can be addressed in the same way as Scenario 1 to deal with the constraints in (8) and (9) respectively. In particular, the linear approximation of the useful signal power in (24) is given in the following lemma.
Lemma 4 Let f (n) k and e (n) be the optimal solutions obtained at iteration n, and by inserting h k =
is linearly approximated by its lower bound as follows
k , e (n) ).
Proof: Please refer to Appendix B.
Based on Lemma 4, constraints (24) are equivalently rewritten as
Before applying Lemma 1, it is beneficial to express E f ull k in terms of the following quadratic
expressions as
Therefore, after introducing h = [ h,1 , ..., h,K ] T ≥ 0 and g = [ g,1 , ..., g,K ] T ≥ 0 as slack variables, constraints (24) can be transformed by Lemma 1 into the following equivalent LMIs as
where 
Problem (31) is again non-convex and has coupled variables, which can be solved similarly to Problem (16) and thus omitted for simplicity.
IV. OUTAGE CONSTRAINED ROBUST BEAMFORMING DESIGN
In general, the channel estimation error follows the Gaussian distribution [14] . Hence, it is unbounded. The above bounded channel model may not be able to characterize the practical channel error model. As a result, in this section, we consider the statistical CSI error. Specifically, by defining the maximum data rate outage probabilities ρ 1 , ..., ρ K ∈ (0, 1], the transmit power minimization problem is formulated as
where R k ≥ 0 is the target rate of user k. The rate outage constraints (32b) guarantee that the probability of each user that can successfully decode its message at a data rate of R k is no less than 1 − ρ k .
The outage constrained robust beamforming design problem in (32) is computationally intractable due to the fact that the rate outage probability constraints (32b) have no simple closed-form expressions [26] . In order to solve Problem (32), a safe approximation based on Bernstein-type inequality is given in the following lemma. 
where λ + max (−U) = max(λ max (−U), 0). x and y are slack variables.
In the following subsections, we first design the relatively simple robust beamforming under the partial channel uncertainty, and then extend it to the full channel uncertainty case.
A. Scenario 1: Partial Channel Uncertainty Before the derivations, the rate outage probabilities of user k in (32b) is rewritten as
For the convenience of derivations, we assume that Σ g,k = ε 2 g,k I, then the RCSIT error in (6) can be rewritten as vec( G k ) = ε g,k i g,k where i g,k ∼ CN(0, I). Defining E = ee H , the rate outage probability (34) is reformulated in (37) at the top of the next page. Therefore, the rate outage constraints (32b) are given as
Applying Lemma 5 and introducing auxiliary variables x = [x 1 , ..., x K ] T and y = [y 1 , ..., y K ] T , rate outage constraint of user k in (35) is transformed into the deterministic form as
(38) can be further simplified by some mathematical transformations as follows
Operation λ(X) means the eigenvalues of X. (39a) and (39b) are from [P76 in [27] ], (39d) is from [P421 in [27] ].
Therefore, according to Lemma 5 and equation (39), the approximation problem of Problem (32) can be given as min F,e,x,y
Problem (40) is still difficult to solve because constraints (40c) are non-convex and have coupled variables F and e. We use AO method to update F and e in an iterative manner. More specifically, by first fixing e, the non-convex problem in F at hand is relaxed by employing the SDR technique [28] and solved by CVX. F is then fixed and the resulting non-convex problem of e is also handled under the penalty CCP method.
For fixed e, let Γ = [Γ 1 , ..., Γ K ] where Γ k = f k f H k , the semidefinite relaxation of Problem (40) corresponding to F is given as
Nnumerical results show that, the optimal Γ k is usually of rank one, which means the SDR is tight and the optimal f k can be obtained from Γ k by using eigenvalue decomposition. When the rank of the optimal Γ k is higher than one, the sub-optimal f k can be obtained by adopting the Gaussian randomization technique [28] .
We now consider the subproblem of e with fixed F. With the same purpose of (18), we introduce the slack variables α = [α 1 , ..., α K ] T to the rate outage probability in (34) and have
Then, (36c) is also modified as follows
We note that (43) is non-concave in e due to the fact that G k Φ k G H k is a non-negative semidefinite matrix. By using the unit-modulus constraints (40e), we then construct an equivalent concave version of (43), which is given as
The above equation holds for any constant constE k due to the unit-modulus constraints, i.e., e H (constE k I)e = M constE k . In order to ensure that e H G k Φ k G H k − constE k I e is concave, we need to construct a negative semidefinite matrix
Since constraints (40d) is independent of e and transformed from λ + max (−U) in Lemma 5, we can have y k = max(λ max (−ε 2 g,k M Φ k ), 0), ∀k ∈ K. With α and (44), the subproblem of (40) corresponding to e is formulated as max e,α,x,y
The non-convex constraints (45f) in Problem (45) is solved by using the same techniques as those used for solving Problem (21) , then the resulting approximation problem for Problem (45) can be solved by using Algorithm 1.
B. Scenario 2: Full Channel Uncertainty
In this subsection, we extend the outage constrained robust beamforming design from the partial channel uncertainty to the case where all the channels are imperfect at the BS. By considering the full statistical CSI error in (6), (34) is then formulated as
Assuming that Σ h,k = ε 2 h,k I, then the DCSIT can be expressed as h k = ε h,k i h,k where i h,k ∼ CN(0, I). The second term inside (46) is rewritten as
The third term on the left hand side of (46) is rewritten as
k , the rate outage constraint (46) is then equivalent to
Combining Lemma 5 and new auxiliary variables x = [ x 1 , ..., x K ] T and y = [ y 1 , ..., y K ] T , the approximation of the data rate outage constraint of user k in (47) is given by
We simplify some terms in (48) as follows:
The derivations of (49) are similar to (39).
Based on the above results, Problem (32) with imperfect DCSIT and imperfect CBIUT is given by min F,e, x, y
∀k ∈ K (50e)
Comparing Problem (50) with Problem (40), we find that the the former can be obtained from the latter by replacing ε 2 g,k M with ε 2 h,k + ε 2 g,k M and h k wtih h k . Therefore, Problem (50) can be solved by using the same technique as those used to solve Problem (40). In addition, when M is large, the impact of imperfect CBIUT dominates the performance of the system. Thus, it is significant to investigate the robust beamforming in IRS-aided system in which there are a large number of reflection elements with higher channel estimation error.
V. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity of the proposed robust transmission design methods. Since all the resulting convex problems involving LMI, SOC and linear constraints can be solved by a standard interior point method [29] , we can compare the computational complexity of different methods by their worst-case runtime, the general expression (we ignore the complexity of the linear constraints) of which is givn by
where n is the number of variables, J is the number of LMIs of size b j , and I is the number of LMIs of size a i . Based on the above expression, we provide the computational complexity per iteration of the proposed methods as follows:
1) PCU-bounded method denotes the worst-case beamforming design method under Scenario 1. The approximate complexity of Problem (17) Maximun outage probabilities ρ1 = ... = ρK = ρ = 0.05
where n 1 = N K, and that of Problem (22) is Here, the approximate complexity per iteration is the same with PCU-statistic method since they only have some different coefficients.
VI. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we provide numerical results to evaluate the performance of our proposed algorithms.
The simulated system setup of our consider network is shown in Fig. 2 , in which we assume that the BS is located at (0 m, 0 m) and the IRS is placed at (50 m, 10 m). 
where F −1 2M N (·) and F −1 2N (·) denote the inverse cumulative distribution function (CDF) of the Chi-square distribution with degrees of freedom equal to 2M N and 2N , respectively. According to [26] , the above bounded CSI error model provides a fair comparison between the performance of the worst-case robust design and the outage constrained robust design. In addition, the target rates of all users are assumed to be the same, i.e., R 1 = ... = R K = R and the fixed simulation settings for our simulations are given in Table I . Fig. 3 illustrates the convergence behavior of the proposed four algorithms. Here, the minimum rate is set as R = 2 bit/s/Hz, and the channel uncertainty levels are chosen as {δ g , δ h } = {0.01, 0.02}. It is observed that all algorithms converge rapidly and 10 iterations are sufficient for the algorithms to converge. Fig. 3 shows that the convergence speed increases with the number of antennas. In addition, the algorithms under the statistical error model converge faster than those under the bounded error model. increases with the increase of the minimum target rate for both channel uncertainty scenarios and both CSI error models. In addition, it is also observed that the minimum transmit power of the worst-case robust design algorithms is larger than that of the outage constrained robust design algorithms. This is due to the fact that the worst-case optimization is the most conservative robust design, which requires more transmit power with the aim of ensuring that the achievable rate of each user meets the minimun target rate requirement for the worst-case CSI error realization.
In the following, we study the impact of the accuracy of the CSI on the system performance. We adopt outage constrained robust beamforming design algorithms since the computational complexity of the worst-case robust beamforming design algorithms is unacceptable at large numbers of antennas. Fig. 6 shows the feasibility rate and the minimum transmit power versus N/M when only the CBIUT is imperfect, i.e., δ h = 0. We assume there are K = 2 users with R = 2 bit/s/Hz. The feasibility rate is defined as the ratio of the number of feasible channel realizations to the total number of channel realizations, where the feasible channel realization means that there exists a feasible solution to the outage constrained problem in (32) with this channel realization. An interesting phenomenon can be observed from Fig. 6 (a) . When fixing the number of transmit antenna N , the feasibility rate decreases rapidly with the number of phase shifters when the level of channel uncertainty is high (δ g ≥ 0.08). By contrast, when fixing the number of phase shifter M , the feasibility rate keeps stable for different numbers of antennas even at a high level of channel uncertainty.
Based on the observations of Fig. 6(a) , we further examine the minimum transmit power consumption of different channel uncertainty levels in Fig. 6(b) . Fig. 6(b) is generated based on the channel realizations for which the feasible solutions can be obtained at N/M = 16.
We first study the case with fixed number of transmit antennas N = 6. In Fig. 6(b) , the case with δ g = 0 can be regarded as the perfect CBIUT case, and its minimum transmit power decreases with the number of the reflection elements. This trend is consistent with that of Fig. 4 in [25] . The minimum transmit power consumption values under small values of δ g , e.g., δ g = {0.05, 0.08}, also decrease with the number of the reflection elements, and are higher than that of the perfect CBIUT case. The reason is that the BS needs to consume more power to compensate for the rate loss caused by the CBIUT error. However, when δ g increases to 0.1 or larger, transmit power consumption starts to increase with the number of reflection elements. The reason is that increasing the number of reflection elements can not only reduce the transmit power due to its increased beamforming gain, but also increase the channel estimation error that more transmit power is required to compensate for the channel errors.
Therefore, when the CBIUT error is small, the benefits brought by the increase of M , outweighs its drawbacks, and vice versa. As a result, the number of IRS reflection elements should be carefully chosen, and the accuracy of the CBIUT estimation is crucial to reap the benefits offered by the IRS. On the other hand, for the case with fixed number of reflection elements, the transmit power consumption values decrease with the number of antennas at the BS even when the CBIUT error is high as δ g = 0.12. The reason is that when the number of antennas is large, more degrees of freedom can be exploited to optimize the active beamforming vector at the BS to compensate for the channel estimation error. Fig. 7 shows the feasibility rate and the minimum transmit power versus N/M when both the DCSIT and the CBIUT are imperfect. The simulation parameters are the same as those in Fig. 6 . Fig.   7 (a) shows that when δ g is low, the feasibility rates achieved by various cases are always high. In addition, from Fig. 7(b) , we find that the increase of the number of antennas at the BS is effective in reducing the transmit power consumption, which is not affected by the DCSIT error δ h (see curves M = 6, δ g = 0.01, δ h = {0.01, 0.05, 0.1}).
VII. CONCLUSIONS
In this work, we have investigated robust beamforming designs under imperfect CBIUT for the IRS-aided MU-MISO system. Our aim is to minimize the transmit power subject to the worst-case rate constraints under the bounded CSI error model and the rate outage probability constraints under the statistical CSI error model. The CSI uncertainties under the bounded CSI error model have been addressed by applying the S-procedure, and those under the statistical CSI error model have been tackled by using the Bernstein-Type Inequality. The reformulated problems have then been efficiently solved under the AO framework. It is shown that the performance in terms of the minimum achievable transmit power, convergence and complexity under the statistical CSI error model is higher than that under the bounded CSI error model. The number of elements on the IRS may have a negative impact on system performance when the CBIUT error is large. This conclusion provides an engineering insight for the careful selection of the size of the IRS.
Hence, the proof is complete.
