Abstract-We present a feasibility study of real-time radioactive source localization in which the effects of low count rates on source localizations with a moving coded-aperture detector system are addressed.
I. INTRODUCTION
D etection and localization of radioactive target sources have been of great interest. Monitoring of radioactive sources using mobile detector systems suffers increased uncertainty due to background radiation; even non-moving monitoring systems are vulnerable to background radiation. Therefore understanding of background radiation is one of the keys to the detection of radioactive sources in mobile detector systems.
As one of efforts for mobile detector systems, the Naval Research Laboratory launched a mobile imaging and spectroscopic threat identification (MIST!) project [1] [2] [3] . The MIST! system is a hybrid detector system mounted on a truck. The hybrid detector system consists of HPGe detectors and a NaI(TI)-based coded aperture imaging system. The HPGe detctors are used to detect the presence of radioactive sources and the NaI(TI)-based coded aperture imaging system is used to localize detected radioactive sources. The MIST! Sam. S. huh is a physicist postdoctoral fellow in the Applied Nuclear Science Group at the Lawrence Berkeley National Laboratory, Berkeley, CA 94720 USA (e-mail: sshuh@lbl.gov).
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system was designed to detect and localize a lmCi Cs-137 source at 100 meters in 20 seconds. Illustration of a binary mask and the NaI(T1) array. These pictures were adapted from [I] .
As shown in Fig.2 (b) , the bottoms of the binary mask and the NaI(Tl) detector array are aligned so that the field of view (FOY) in the vertical direction is limited to above the horizontal line. Therefore if the incoming gamma rays come from below the horizontal line, part of the shadow by the binary mask may not be recorded in the lO-by-lO array of NaI(TI) detectors.
Coded aperture imaging is based on the shadows made by the mask and incoming x-rays or gamma-rays. However if the count rates are low, comparable to the nwnber of openings in the binary mask, it is statistically difficult to estimate the origins of the radio-active sources [4] .
II. CONSIDERA nONS AT Low COUNT RATES
Mobile detector systems, for example, the MISTI truck, can track a moving target source. However, one of drawbacks is that the measured counts continuously change due mainly to the varying distance from the target source. The effects of variable measured counts are briefly addressed in terms of detection and location.
A. Detection at Low Count Rates Measured counts for short periods suffer more statistical counting error. Therefore the accumulation period should be adjusted to maximize the detectability of target sources. The speed of the MISTI truck can be adjusted to collect enough counts. Since the detection of source presence is limited by the knowledge of background radiation, the fluctuations of background in the course of time make the detection more challenging [this section is based on unpublished discussions in our group].
B. Localization at Low Count Rates
Localization of target sources requires coordinates of registered counts to estimate the direction and distance of the detected radioactive source. The registered counts include background radiation. In addition, the measured counts only from the target source suffer the counting statistics. Therefore repeated measurements do not always observe the same measured counts.
We used the conventional cross-correlation between the binary mask and the measured counts map to estimate the target source direction. Since the measured counts are affected by counting statistics, we plan to optimize the binary mask for the cross-correlation.
III. EXPERIMENTAL SETUP
A ImCi (0.037x I0 9 Bq) Cs-137 source was placed inside a building as shown in Fig. 3 . The place markers show the truck locations at the intervals of 10 seconds in the course of the 50-second period. The truck speed was approximately 5 miles/hour.
We note that the truck was originally positioned higher than the building tops at the place marker of TO. The target Cs-137 source was completely out of FOV (field-of-view) between the place marker TO and Tl (see Fig. 4 ). Therefore the measured counts between the place marker TO and Tl were from background radiation.
Fig . 5 shows that a bus is coming down the hill. The passenger side of the bus is looking down at the source location. We note that since the FOV of the coded aperture imaging system in the vertical direction is above the horizontal line, the target Cs-137 source is roughly out of FOV in Fig. 5 . 
IV. MEASURED ENERGY SPECTRA AND COUNTS MAPS FOR SHORT PERIODS
Measured energy spectra and counts for short periods were obtained. The short time period was set to 1 second to analyze the data at low count rates. Therefore the analyzed data were affected by background radiation and Poisson counting statistics.
A. PMT Gain Calibrations
The N aI(TI) detector consists of a 1 O-by-l 0 array of N aI(TI) PMT modules. A set of data measured for two hours were used to locate the background 511 Ke V photo-peaks and K -40 (l461KeV) photo-peaks of 100 NaI(Tl)-PMT modules. We performed two energy spectra analyses using the 511KeV photo-peak only and both 511KeV and K-40 photo-peaks. A 50-second (between TO and T5) energy spectrum using the energy calibration that is based on only background 511KeV radiation is shown in Fig 6. We can see the K-40 (l461KeV) photo-peak in Fig. 6 , but its location is below 1461KeV. . 50-second energy spectrum that is based on the energy calibration of the 5llKeV photo-peak only. A 6% energy window is shown at Cs-137 photo-peak (662KeV). The K-40 (1461 KeV) photo-peak is located at a wrong energy.
To correct the location of K-40 photo-peak, we assumed the NaI(TI) and PMT gains are linear between 511KeV and 1461KeV. The corrected K-40 photo-peak location is shown in Fig. 7 . 
B. I-second Energy Spectra
We used the energy calibration shown in Fig. 6 (background 511KeV only) for this study. Since the Cs-137 photo-peak (662ke V) is not far from the 511 Ke V photo-peak, the calibration error may be small between 511KeV and 662KeV. We also assumed that the NaI(TI) and PMT gains are linear between 511 Ke V and 662Ke V. I-second energy spectra at the marker TO, T3, and T4 are shown in Fig. 8, Fig. 9 , and The count rate within the 6% energy window at the Cs-137 peak was 75 counts/second in Fig. 9 . We observed 76 counts per-second in Fig. 10 . We note that these measured counts within the energy window are less than the number of total detector pixels in the NaI(Tl) detector. The NaI(TI) detector has a lO-by-1O array of NaI(TI)-PMT modules.
C. I O-second Energy Spectra
10-second energy spectra were also observed at the segments of T2-T3, T3-T4, and T4-T5. 
D. i-second Counts Maps and Correlation Maps
Since the MISTI truck was moving in 3-dimensional motion between the marker TO and T5, the measured counts map affected by the motion is different than that of a fixed truck. The counts that were supposed to be registered in a single pixel could be displaced to neighbor pixels due to the truck motion. In addition, since the detector pixel size is coarse (lOcm-by-l0cm), it becomes ambiguous to compensate the interaction positions due to the truck motion. In spite of some positioning error due to the truck motion, we accumulated the counts for I-second periods. The I-second counts map at the marker T3 is shown in Fig. 14. The infonnation on the possible target source can be decoded using the simple corss-correlation between the 1-second counts map and the binary mask. The alignment of the 10-by-1O array of the NaI(TI) pixels and the 12-by-18 array of the binary mask is shown in Fig. 15 . The bottoms of the mask and the NaI(TI) array were aligned. We can see mask patterns above the NaI(TI) detector array and beside either side of the NaI detector array. 16 shows the correlation map between the counts map (see Fig. 14) and the binary mask (see Fig 15) . The correlation value at the cross-point corresponds to the cross-correlation at the alignment shown in Fig 15. The NaI(TI) counts map is moved around within the mask pattern and the cross correlation correlation is calculated at each alignment. The maximum correlation value in Fig. 16 shows the best match between the counts map and the binary mask. The displacement of the maximum value from the cross-point is used to calculate the directional vector in conjunction with the detector-mask geometry.
We used 4 consecutive sets of measured counts maps starting from the marker T3. Each counts map is an accwnulation of I-second period. The time lapse between two consecutive counts maps is 1 second. The second counts map that was observed I-second after the marker T 1 was used for the correlation map shown in Fig 17 . Correlation maps from counts maps at T3+ 2 seconds and T3+3seconds are shown in Fig. 18 and Fig. 19 respectively. The correlation map in Fig. 18 shows some uncertainty in choosing the maximum value. This uncertainty might be caused by counts from background radiation. 
V. 3-DIMENSIONAL WEIGHTED BACK-PROJECTION

A. Uncertainty in Direction Vectors
The directional vectors for the target sources were estimated by incorporating the displacement of the maximum correlation value. However the directional vectors have some uncertainty due to background radiation. Therefore we do not have high confidence in the accuracy of these directional vectors that are obtained from the cross-correlation. This uncertainty in the directional vectors may be reduced when we have enough counts at a fixed truck position.
We used a weighted back-projection to have some insight to the uncertainty in the direction vectors.
B. Weighted Bac k-Projection
We used a weighted back-projection to roughly check the uncertainty of directional vectors. The equation for the weighted back-projection is given as.
Where (i, j, k) is the 3-dirnensional coordinates of the observing location, and n is the index of the line connecting the observing point wei, j, k) and the non-zero pixel center. {O,l} indicates the presence or absence of a lead brick along the n-th back-projection line. L is the width of a lead brick. r is the normal distance from the center of the opening to the n-th projection line. Gain is an arbitrary multiplication factor.
The (L+r)/r term is roughly related to the simplified solid angle subtended by non-zero pixels in the NaI(Tl) detector through the 3-dimensional binary mask to an observing point. 
C. Truc k Motion Compensation
The truck is equipped with GPS and an inertia gauge. The truck locations and orientations are estimated using the readings from GPS and the inertia gauge. The readings were not used for this study due to the uncertainty in the readings.
We temporarily used roughly estimated motion compensation parameters. The accumulated weighted back projections were missing the target source location. However, we note that the source direction information with some error is still valuable to track the target source since the spectroscopic analysis does not provide the source direction information.
VI. REAL-TIME PARALLEL PROCESSING FOR LOCALIZA nON
A. Parallel Computing Using Graphics Processing Units
Since we want to analyze short-period energy spectra and counts in real time, high speed computation is required. We are currently using multiple graphics cards. Fig. 22 shows two graphics cards in an external box. Each graphics card (nVidia® GTX580) has 512 GPU cores.
The computation time of the 3-dimensional weighted back projection was measured using multi-CPUs and multi-GPUs. Table 1 
B. iterative List-mode Source Localization
Each measured count is registered with a time stamp, the deposit energy, and the NaI(TI) pixel number. We can use the iterative list-mode data to localize the target source [5] . Since the image space is relative large, the directional vector can reduce the region of interest and the computation time.
Once the directional vector to the target source is obtained, we can use a list-mode localization method. We used an iterative equation given below to localize the target source.
where Xj is the voxel value. � is a training parameter. Qj is related to the sensitivity. G(d,,(J') is a Gaussian distribution.
The G(d,,(J') is roughly similar to the weighted back projection.
C. Source Localization Using Simulated Data
We would like to show outcomes from simulated data. Motion compensations for the measured (real) data have not been completed due to the uncertainty in readings of GPS and the inertia gauge. We used the simulated data to test the iterative localization method before we started to look into real data from the MIST! system. The simulation setup is different than that of real world shown in Fig. 2 . No background radiation was included in the simulation study. The truck system and the target source are on the same plane. Fig. 23 shows the setup of the simulation study. The mobile detector system travels along a straight path (the x axis). The target source (Cs-137) is located at a perpendicular line (x = 318m and y = -10 meters) to the straight pathway of the mobile detector. Fig. 24 shows GPS x axis coordinates with respect to interaction events that include Compton and photo-electric interactions.
The events shown in Fig. 24 were divided into non overlapping subsets which contained 400 events individually. Each subset included both Compton and photo-peak events. The fust subset contains 24 photo-peak events and the rest are Compton events. For each subset, the source localization method was applied to locate the target source. Fig. 25 shows a slice of back-projection image space parallel to the binary mask. The distance from the binary mask to the slice is 6m. The scale is I meter/bin. We can see the high-value pixels around the center. Since we used both almost ideal motion compensation and no background radiation, in general the localized source is clearly observed. We can enhance the localized source distribution by using the iterative localization method given in Eq. 2. Since this iterative method requires high computation load, we can use the multiple graphics cards to speed up the computation.
Instead, we use Python scripts to check each step of the iterative method in the simulation study. Fig. 26 shows the localized source distribution from the iterative method. The scale is half a meter per bin. We can see the source distribution near the center was roughly improved. 
VII. DISCUSSIONS AND CONCLUSIONS
A. Energy Calibration
We did not facilitate an available, sophisticated energy calibration due to the time limit. Therefore the simple energy calibration we used in the real data study may need some improvement. Therefore we re-computed the correlation maps using another energy calibration shown in Fig. 7 , which used both background 511KeV and K-40 (l461KeV) assuming that the linear gain between 51lKeV and 1461KeV.
The correlation maps using counts from the new energy calibration at T3, T3+lsecond, T3+2second, and T3+3second are shown in Fig. 27 . The conventional correlation method was not reliable at the low count rates in this study. As one of investigations to improve the correlation maps, we looked into another binary mask.
B. Optimizing the Binary Mas k
The current mask is based on the random noise design. To improve the desired cross-correlation performance, we adopted a binary mask based on a pseudo-noise sequence (maximal length linear shift register) [6] [7] [8] [9] for future work. Fig. 28 shows a binary mask based on the m-sequence. Figure 28 . The binary mask based on the maximal-length linear shift register. This picture was adapted from [6] .
We showed some possibility of localizing the target source at low count rates using the mobile detection and imaging system. We plan to optimize the binary mask to improve the cross-correlation outcomes. We may additionally need to incorporate nonlinear pattern search algorithm to take advantage of the embedded information in the measure counts maps.
We also briefly showed that parallel processing using multi CPU and multi-GPU is acceptable for real-time data processing.
