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SOBOLEV-TYPE INEQUALITIES ON CARTAN-HADAMARD MANIFOLDS
UNDER CURVATURE BOUNDS
MATTEO MURATORI AND ALBERTO RONCORONI
Abstract. We investigate the validity, as well as the failure, of Sobolev-type inequalities on
Cartan-Hadamard manifolds under suitable bounds on the sectional and the Ricci curvatures.
More specifically, we prove that if the sectional curvatures are bounded from above by a negative
power of the distance from a fixed pole (times a negative constant), then all the Lp inequal-
ities that interpolate between Poincare´ and Sobolev hold in the radial setting provided such
power lies in the interval (−2, 0), except the Poincare´ inequality. The latter was established
in a famous paper [35] by H.P. McKean, under a constant negative bound from above on the
sectional curvatures. If the power is equal to −2 then p must necessarily be strictly larger (in a
quantitative way) than 2. Upon assuming similar bounds from below on the Ricci curvature, we
show that the nonradial version of such inequalities fails, except for the Sobolev one. Finally,
applications of the here-established Sobolev-type inequalities to optimal smoothing effects for
a porous medium equation set up on the manifold at hand are discussed.
1. Introduction
It is well known that on any Cartan-Hadamard manifold M of dimension N ≥ 3, namely
a complete, noncompact, simply connected Riemannian manifold with everywhere nonpositive
sectional curvatures, the Euclidean Sobolev inequality
‖f‖L2∗(M) ≤ CS ‖∇f‖L2(M) ∀f ∈ C1c (M) , 2∗ :=
2N
N − 2 (1.1)
holds, with the same optimal constant CS > 0 as in the Euclidean space. This result can be
proved in several ways: see for instance [29, Lemma 8.1, Theorem 8.3] or [21, Exercise 14.5,
Corollary 14.23, Remark 14.24]. On the other hand, if the sectional curvatures are everywhere
bounded from above by a negative constant −k, then in addition to (1.1) also the Poincare´
inequality
‖f‖L2(M) ≤
2√
k (N − 1) ‖∇f‖L2(M) ∀f ∈ C
1
c (M) (1.2)
holds, or equivalently the infimum of the spectrum of (minus) the Laplace-Beltrami operator on
M is bounded from below by k(N − 1)2/4, i.e. ∆ has a spectral gap. This is a celebrated result
due to H.P. McKean [35], which we discuss extensively in Section 5 (Theorem 5.1). Note that
the spectral bound is optimal since it is attained by the hyperbolic space HN of curvature −k.
Summing up, if the sectional curvatures are bounded from above by k = 0 then M supports
the Euclidean Sobolev inequality (1.1), and as soon as such bound becomes strictly negative M
also supports the Poincare´ inequality (1.2). In other words, there is a “jump” of the Lp exponent
in the left-hand side of the inequality ‖f‖p ≤ C ‖∇f‖2, with respect to the curvatures. The
naive question that gave rise to the present paper is: what happens in between? That is,
suppose the sectional curvatures of M (which we denote by Sect(x)) satisfy a bound of the
following type:
Sect(x) ≤ −K r−β ∀x ∈M \BR0 , (1.3)
for some β ∈ (0, 2] and K,R0 > 0, where r = r(x) := dist(x, o) denotes the geodesic distance
from x to a fixed point o (the pole of the manifold). Then, what kind of inequalities does M
support? The answers we find here are nontrivial. First of all, one has to distinguish between
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the so-called sub-hyperbolic range (β ∈ (0, 2)) and the quasi-Euclidean range (β = 2), following
a terminology originally introduced in [26]. Another crucial difference is between radial and
nonradial functions. We shall focus on the Sobolev-type inequalities
‖f‖Lp(M) ≤ Cp ‖∇f‖L2(M) , (1.4)
where p is a suitable exponent belonging to the interval (2, 2∗].
Let us briefly describe the results we prove, which are stated precisely in Section 2. In the
case β ∈ (0, 2) we show that (1.4) holds in the radial setting for all p ∈ (2, 2∗], for a positive
constant Cp of the form
Cp ≡ C p
2+β
2(2−β)
(p− 2) β2−β
, (1.5)
C being another positive constant that depends only on the constants N,β,K,R0 appearing in
(1.3). The result is optimal with respect to the dependence on p (Theorem 2.1). In the case
β = 2, namely negative curvatures that can decay quadratically at infinity, inequalities (1.4)
(still in the radial setting) start to hold from a certain exponent 2˜ ∈ (2, 2∗) that depends on N
and K, which tends to 2∗ as K → 0 and to 2 as K →∞. Hence, one is no more allowed to let
p ↓ 2. This result is also optimal with respect to p, see Theorem 2.2 for the details. Finally, we
prove in Theorem 2.4 that out of the radial setting all of the above results fail : namely, it is
enough to assume that (1.3) is satisfied with reverse inequality (in fact it suffices to require the
same bound on the Ricci curvature) to be able to construct a sequence of nonradial functions
that make the constant Cp in (1.4) blow up for every p < 2
∗. We point out that the case
β > 2 is not interesting because it is essentially Euclidean, i.e. the sole inequality of the type of
(1.4) that holds, even if restricted to radial functions, is the standard Sobolev one: this is an
immediate consequence of our results, see Remark 2.5.
The techniques of proof that we exploit take advantage of two main ingredients: one-
dimensional weighted functional inequalities and Laplacian-comparison theorems, which are
recalled in Subsections 3.4 and 3.2, respectively. The idea is to first study the radial inequalities
on model manifolds, namely spherically-symmetric Riemannian manifolds whose metric g can
be written as
g ≡ dr2 + ψ(r)2 dθ2
SN−1
for some regular “model” function ψ : R+ → R+ (see Definition 2.1), where dθ2
SN−1 is the
usual metric on the (N − 1)-dimensional unit sphere. In this context, (1.4) becomes a family
of one-dimensional weighted inequalities, where the associated weight is just ψ(r)N−1. Then,
by resorting again to Laplacian comparison, as well as to surface-measure comparison (see also
Subsection 3.1), one can extend the results to general Cartan-Hadamard manifolds.
For simplicity of the presentation, above we have assumed N ≥ 3 and that (1.3) holds
for sectional curvatures. Actually, our theorems are valid also in the 2-dimensional case (up
to excluding p = 2∗ = ∞), and in fact one can replace Sect(x) with Sectω(x), the latter
symbol denoting the “radial” sectional curvatures (we refer to Subsection 2.1). Thanks to
this observation, we are able to give an elementary proof of McKean’s Theorem under weaker
curvature assumptions (Theorem 5.3). Furthermore, most of our results still hold if the radial
sectional curvatures are replaced in turn by the radial Ricci curvature: see Remark 2.3.
An important motivation to study the validity of (1.4) on Cartan-Hadamard manifolds under
curvature bounds like (1.3) came from the recent work [26], where the authors investigate the
asymptotic behavior of nonnegative solutions to the porous medium equation (see the monograph
[40]) {
ut = ∆(u
m) in M × R+ ,
u = u0 on M × {0} ,
(1.6)
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wherem > 1. They prove (in particular) that if Sect(x) ∼ r−β for some β ∈ (0, 2) then solutions
to (1.6) starting from nontrivial compactly-supported data satisfy
u(x, t) ∼ t− 1m−1
[
γ (log t)
2+β
2−β − r 2+β2
] 1
m−1
+
as t→∞ ,
for a suitable positive constant γ. Such bounds are compatible with the L1-L∞ smoothing effects
proved in [24] under the sole assumption that inequalities (1.4) are satisfied with a constant Cp
as in (1.5). It was by combining these results that we conjectured that, at least in the radial
framework, the above inequalities might hold indeed. Completely analogous connections can
be established in the quasi-Euclidean case. For more details on this discussion, we refer to
Section 7.
Sobolev, Poincare´ and Hardy-type inequalities on manifolds. The investigation of functional
inequalities on Riemannian manifolds is a very wide and active research field: it is out of sight to
give a complete list of all the related literature. Therefore, we limit ourselves to mentioning some
articles or monographs which, either by dealing with topics of a wider scope or more specific ones,
are to some extent connected with the main results of the present paper. From a general point
of view, let us quote [28, 29], where the discussion is mainly devoted to the rigorous definition
of Sobolev spaces on Riemannian manifolds and the properties of the associated embeddings (or
functional inequalities).
The very first result dealing with the optimal constant of the Euclidean Sobolev inequality
is basically due to the celebrated papers [3] and [38], by T. Aubin and G. Talenti, respectively.
Then the first author continued the investigation of Sobolev-type inequalities as well as related
optimality issues on Riemannian manifolds: see [1] (in the case of compact manifolds with ap-
plications to the Yamabe problem), [2] (where higher-order inequalities are also considered) and
[4] (for estimates of the best constants of subcritical Sobolev embeddings). Some of the results
of [3] were then improved in [30, 27], essentially by requiring bounds on the Ricci curvature in
place of the sectional curvatures.
In contrast with McKean’s Theorem, we point out that in [34] (see also references therein)
it was shown that, on any complete noncompact Riemannian manifold, the essential spectrum
of the Laplace-Beltrami operator starts from zero as soon as the Ricci curvature vanishes at
infinity. This generalizes [42], where the same thesis was established upon assuming an at-least-
quadratic decrease of the negative curvatures.
Functional-analytic issues on the hyperbolic space HN have drawn a lot of interest recently,
the latter being in a sense the simplest example of a noncompact Riemannian manifold with
negative curvatures. In this regard, we mention [8], where an improved version of the Poincare´
(or spectral-gap) inequality is obtained with optimal remainder terms of Hardy type. In fact
Hardy-type inequalities were also considered in [13], for nonstandard weights satisfying suitable
differential inequalities (with explicit applications to Cartan-Hadamard manifolds). Finally,
in [36] the author establishes an inequality on HN yielding the optimal Sobolev and Poincare´
inequalities simultaneously.
For a rather complete survey dealing with connections between the Poincare´ inequality, the
logarithmic Sobolev inequality, measure-concentration issues and isoperimetric bounds (not
only on Riemannian manifolds actually), we refer to [33], while in [7] the authors, starting from
inequalities that interpolate between Poincare´ and log-Sobolev, provide a method to obtain
weighted inequalities of the same type for weights complying with optimal growth conditions.
Most of the results we have mentioned above are focused on proving the validity of Sobolev
(or Poincare´, Hardy) inequalities. One can also investigate topological consequences: in [32,
14] it is shown (under suitable curvature or volume-growth assumptions, respectively) that a
Riemannian manifold supporting a Sobolev inequality with Euclidean constant is necessarily
isometric to RN . For similar problems, but rather different methods of proof, see also [37].
Functional inequalities and nonlinear diffusions. The link between the Sobolev inequality (or
Gagliardo-Nirenberg and Nash inequalities in low dimensions) and a sharp decay estimate for
the heat kernel is a well-studied topic, which goes back to some pioneering works between the
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50s and the 80s: see the monograph [15]. In this regard, let us also mention the recent paper
[22], where the behavior of Faber-Krahn inequalities (which are strictly related to the Sobolev
ones) on Riemannian manifolds under removal of compact subsets or gluing of noncompact
manifolds is investigated, with applications to heat-kernel bounds.
In the last decades, several results that connect the validity of functional inequalities of
Sobolev, log-Sobolev or Poincare´ type with smoothing effects for nonlinear diffusion equations
(mostly modeled on the porous medium equation) have been established: see [25] for weighted
porous medium equations in the presence of weights and Poincare´ inequalities, [23, 18] for opti-
mal short and long-time smoothing estimates for porous medium equations (or the more general
filtration equation) on Euclidean domains in the case of homogeneous Neumann problems, and
the above-mentioned paper [24] for similar analyses focused on the consequences of the validity
of families of Sobolev-type inequalities of the type of (1.4). Previous results in this direction,
having already in mind the manifold case, can be found in [10]. As a general reference on
smoothing effects, we also quote [39]. It is worth pointing out that in order to prove some of
the main theorems of these papers, the authors often exploit a very powerful equivalence tool
between families of Gagliardo-Nirenberg-Sobolev inequalities and one single inequality, which
is due to [5].
Among recent works that take advantage of connections between functional inequalities and
fast diffusion flows (i.e. (1.6) with m < 1), we refer to [16, 17], where the latter have been
thoroughly exploited in order to prove or disprove the achievement of optimality by radial
functions in Caffarelli-Kohn-Nirenberg inequalities. For a functional-analytic investigation of
fast diffusions on Cartan-Hadamard manifolds, see also [11]. Finally, the monograph [6] is
devoted to a wide-scope discussion on the interplay between analytic, geometric and probabilistic
features of Markov diffusion semigroups, which involves functional inequalities related to those
treated here and curvature-dimension conditions in more general metric frameworks.
1.1. Plan of the paper. In Section 2 we state our main results, after a brief introduction
to notations. Section 3 recalls some preliminary tools in Riemannian geometry and functional
inequalities, which are key to carry out our methods of proof. In Section 4 we provide the proofs
of the radial inequalities (Theorems 2.1 and 2.2), while in Section 5 we focus on the Poincare´ case
p = 2 and give an alternative proof of McKean’s Theorem, under somewhat weaker assumptions
(see Theorems 5.3 and 5.5). Section 6 deals with the nonradial case, namely the disproof of the
analogues of Theorems 2.1 and 2.2 for nonradial functions (see Theorem 2.4 and Remark 2.5).
The last section shows how the functional inequalities established here yield optimal smoothing
estimates for the (radial) porous medium equation flow on the manifold at hand (Theorems 7.1
and 7.3).
2. Statements of the main results
In this section, first we introduce some basic notations and definitions that will be used
throughout the paper, then we provide the statements of our main results, whose proofs are
deferred to Sections 4–6.
2.1. Basic notations. Given an N -dimensional (N ≥ 2) Riemannian manifold (M,g) and
x ∈ M , we shall denote by Sect(x) the sectional curvature w.r.t. any 2-dimensional tangent
subspace at x ∈M and by Ric(x) the Ricci curvature at x ∈M , as a quadratic form on Tx, the
latter being the tangent space at x.
The symbol by C1c:rad(M) will stand for the space of all C
1 functions on M , with compact
support, which are radial with respect to some (fixed) point o ∈M , i.e.
C1c:rad(M) :=
{
f ∈ C1c (M) : f(x) ≡ f(d(x, o)) ∀x ∈M
}
,
where r = r(x) := d(x, o) is the geodesic distance from o, which is called pole, to x. Furthermore,
we denote by dν the Riemannian measure of M and set
‖f‖Lp(M) :=
(∫
M
|f |p dν
) 1
p
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for all 1 ≤ p < ∞, while ‖f‖L∞(M) as usual represents the essential supremum of |f |. The
Sobolev critical exponent is defined by
2∗ :=
{
2N
N−2 if N ≥ 3 ,
∞ if N = 2 .
In many parts of the paper we shall need to deal with spherically-symmetric, complete and
noncompact manifolds M for which the Riemannian metric has the following special structure:
g ≡ dr2 + ψ(r)2 dθ2
SN−1 ,
where dθ2
SN−1 is the standard metric on the (N−1)-dimensional unit sphere SN−1 and ψ : R+ →
R
+ is a function belonging to the class A, which is given by
A := {ψ ∈ C∞((0,∞)) ∩ C1([0,∞)) : ψ(0) = 0 , ψ(r) > 0 ∀r > 0 , ψ′(0) = 1} . (2.1)
Such Riemannian manifolds are referred to as model manifolds, and will be denoted by MNψ . For
example, the Euclidean space corresponds to ψ(r) = r, while the hyperbolic space corresponds
to ψ(r) = sinh r.
By an N -dimensional Cartan-Hadamard manifold M ≡ MN we mean a complete, noncom-
pact, simply connected Riemannian manifold with everywhere nonpositive sectional curvatures.
First of all, we observe that on Cartan-Hadamard manifolds the cut locus of any point o is
empty; hence, for every x ∈ M \ {o} one can define polar coordinates with pole at o, namely
r = d(x, o) and θ ∈ SN−1. We then denote by Br the Riemannian ball of radius r centered at
o and Sr := ∂Br. In the case of Cartan-Hadamard manifolds, we also denote by Sectω(x) the
sectional curvature w.r.t. to any 2-dimensional tangent subspace ω at x containing a radial di-
rection, and by Rico(x) the Ricci curvature at x evaluated in the radial direction corresponding
to the pole o.
2.2. The sub-hyperbolic radial case. In the first result of this paper, we prove that if the
(radial) sectional curvatures of a Cartan-Hadamard manifold do not decay too fast at infinity,
namely slower than an inverse-quadratic rate with respect to r, then a suitable family of Sobolev-
type inequalities holds in the radial framework. The terminology sub-hyperbolic is borrowed
from [26].
Theorem 2.1. Let MN be a Cartan-Hadamard manifold such that
Sectω(x) ≤ −C0 r−β ∀x ∈MN \BR0 , (2.2)
for some β ∈ (0, 2) and C0, R0 > 0. Then there exists a positive constant C, depending only on
N,β,C0, R0, such that for every p ∈ (2, 2∗] ∩ (2,∞) the radial Sobolev-type inequalities
‖f‖Lp(MN ) ≤
C p
2+β
2(2−β)
(p− 2) β2−β
‖∇f‖L2(MN ) ∀f ∈ C1c:rad
(
M
N
)
(2.3)
hold. Moreover, the dependence on p of the multiplying constant in (2.3) is optimal, in the sense
that for each β ∈ (0, 2) there exists a model manifold MNψ , complying with (2.2), such that
inf
f∈C1
c:rad(M
N
ψ ), f 6≡0
‖∇f‖
L2(MNψ )
‖f‖
Lp(MNψ )
≤ (p− 2)
β
2−β
C p
2+β
2(2−β)
∀p ∈ (2, 2∗] ∩ (2,∞) (2.4)
for another positive constant C depending on N,β,C0, R0.
2.3. The quasi-Euclidean radial case. In the case of curvatures that decay with a rate which
is at most quadratic, we still have radial Sobolev-type inequalities; however, they start to hold
from a certain exponent which is strictly larger than 2. Again, the terminology quasi-Euclidean
is in agreement with [26].
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Theorem 2.2. Let MN be a Cartan-Hadamard manifold such that
Sectω(x) ≤ −C1 r−2 ∀x ∈MN \BR0 (2.5)
for some C1 and R0 > 0. Then there exists a positive constant C, depending only on N,C1, R0,
such that for every p ∈ [2˜, 2∗] ∩ [2˜,∞) the radial Sobolev-type inequalities
‖f‖Lp(MN ) ≤ C
√
p ‖∇f‖L2(MN ) ∀f ∈ C1c:rad
(
M
N
)
(2.6)
hold, where
2˜ :=
2N˜
N˜ − 2 , N˜ :=
N + 1 +
√
1 + 4C1 (N − 1)
2
. (2.7)
Moreover, the result is optimal w.r.t. to the exponent p, in the sense that for each C1 > 0 there
exists a model manifold MNψ , complying with (2.5), such that (2.6) fails for all p ∈ [2, 2˜) and, in
the case N = 2, the optimal constant in (2.6) behaves like
√
p (up to multiplicative constants)
as p→∞.
Remark 2.3 (Ricci bounds from above). It is worth pointing out that actually the thesis of
Theorem 2.1 still holds if one replaces Sectω(x) with Rico(x) in assumption (2.2): this is due to
the fact that Laplacian-comparison results with model manifolds, which we exploit extensively
throughout the paper, can also be established under such a weaker hypothesis. The argument
applies to Theorem 2.2 as well, except that in this case the analogue of exponent 2˜ in (2.7) is no
more optimal, just because one has (3.9) in place of (3.5). Same observations can be made with
regards to Theorems 5.3 (no optimal constant however) and 5.5, both dealing with the Poincare´
inequality. The key result on which these extensions rely can be found in the monograph [43]:
see Subsection 3.2.
2.4. Failure of the nonradial inequalities. Surprisingly enough, all of the above inequalities
(apart from the Euclidean Sobolev inequality) fail in the nonradial framework under reverse
curvature bounds. Indeed, we have the following.
Theorem 2.4. Let MN be a Cartan-Hadamard manifold such that
Ric(x) ≥ −C2 r−β ∀x ∈MN \BR0 , (2.8)
for some β ∈ (0, 2) and R0, C2 > 0. Let p ∈ [2, 2∗). Then there exists no positive constant C
for which the Sobolev-type inequality
‖f‖Lp(MN ) ≤ C ‖∇f‖L2(MN ) ∀f ∈ C1c (MN ) (2.9)
holds.
Remark 2.5 (Optimality of the curvature bounds). It is plain that Theorem 2.4 implies that
the conclusions of Theorems 2.1 and 2.2 cannot hold, in general, in the nonradial framework:
indeed, for each given β ∈ (0, 2], it is enough to consider a Cartan-Hadamard manifold (e.g. a
model) satisfying
Sect(x) ∼ r−β as r →∞ .
Any such a manifold clearly complies with both the assumptions of Theorem 2.1 (or Theorem
2.2 if β = 2) and the ones of Theorem 2.4, so that the thesis of the latter prevents the validity
of (2.3) (or (2.6)) extended to nonradial functions.
For similar reasons, we do not treat the case β > 2: by following a strategy that goes along
the lines of the proof of optimality of Theorem 2.2, it is not difficult to check that for any β > 2
one can construct a model manifold such that Sect(x) ∼ r−β as r → ∞, for which any of the
radial inequalities (2.3) fails if p < 2∗ (we omit details and refer to [26, Subsection 2.3, Type
IV]). Hence, in general no inequality of the type of (2.3) different from the classical Sobolev one
can hold.
Remark 2.6 (Validity of the inequalities for more general functions). For simplicity, we have
stated the above results of Theorems 2.1–2.2 (as well as those of Theorems 5.1, 5.3 and 5.5
below) for functions in C1c (M
N ). Nevertheless, by means of standard density arguments, it is
apparent that they also hold for compactly supported Lipschitz functions or, more in general,
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for all functions belonging to the closure of C1c (M
N ) (or its radial counterpart) w.r.t. the L2
norm of the gradient.
3. Geometric and functional preliminaries
In the following, we recall some basic facts in Riemannian geometry concerning volume,
surface and Laplacian comparison (Subsections 3.1–3.3), along with a key result related to
weighted one-dimensional Sobolev-type inequalities (Subsection 3.4).
3.1. Notations from Riemannian geometry. We shall adopt the same notations as in Sec-
tion 2.1. If MN is an N -dimensional Cartan-Hadamard manifold, then the surface measure of
spheres reads
meas(Sr) =
∫
SN−1
A(r, θ) dθ , where dθ := dθ1 . . . dθN−1 (3.1)
and A(r, θ) is the weight associated with the volume measure of MN w.r.t. polar coordinates,
which turns out to be the square root of the determinant of the metric matrix written in such
coordinates (see e.g. [20, Section 3]). In particular, the latter is a nonnegative C∞(R+× SN−1)
function. Hence, if f ∈ Lp(M) then
‖f‖Lp(M) =
(∫
M
|f |p dν
) 1
p
=
(∫ ∞
0
∫
SN−1
|f(r, θ)|pA(r, θ) dθ dr
) 1
p
if f is radial
=
(∫ ∞
0
|f(r)|pmeas(Sr) dr
) 1
p
,
(3.2)
so that radial Sobolev-type inequalities can be rewritten as one-dimensional weighted inequali-
ties (see Subsection 3.4).
The Laplace-Beltrami operator on MN in polar coordinates has the form
∆ =
∂2
∂r2
+m(r, θ)
∂
∂r
+∆Sr ,
where ∆Sr is the Laplace-Beltrami operator on the submanifold Sr and
m(r, θ) =
∂
∂r
(logA(r, θ)) ∀x ≡ (r, θ) ∈ R+ × (SN−1 \ P) , (3.3)
where P is the (finite) set of poles on SN−1, namely all angles θ ∈ SN−1 at which A(r, θ) vanishes
identically. Elsewhere, A(r, θ) is strictly positive. Note that m(r, θ) is just the Laplacian of the
distance function x ≡ (r, θ) 7→ r. So, by integrating (3.3) from a fixed r0 > 0 to r > r0 we
deduce that ∫ r
r0
m(s, θ) ds = logA(r, θ) − logA(r0, θ) ,
i.e.
A(r, θ) = e
∫ r
r0
m(s,θ) ds+cθ
with cθ := logA(r0, θ). As a result, recalling (3.1),
meas(Sr) =
∫
SN−1
e
∫ r
r0
m(s,θ) ds+cθ dθ .
3.2. Laplacian comparison. We recall here some classical results that allow one to compare
the Laplacian (as well as the Hessian in some cases) of the distance function of a Cartan-
Hadamard manifold with the Laplacian of the distance function of a suitable model manifold
corresponding to the curvature bounds (as a reference see e.g. [19, Section 2] or [20, Section
15]). More precisely, if
Sectω(x) ≤ −ψ
′′(r)
ψ(r)
∀x ≡ (r, θ) ∈M \ {o} (3.4)
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for some function ψ ∈ A, then
m(r, θ) ≥ (N − 1) ψ
′(r)
ψ(r)
∀(r, θ) ∈ R+ × SN−1 . (3.5)
Similarly, if
Rico(x) ≥ −(N − 1) ψ
′′(r)
ψ(r)
∀x ≡ (r, θ) ∈M \ {o}
for another function ψ ∈ A, then
m(r, θ) ≤ (N − 1) ψ
′(r)
ψ(r)
∀(r, θ) ∈ R+ × SN−1 .
Though we shall mostly use them in the Cartan-Hadamard setting, we point out that the above
inequalities are true for more general Riemannian manifolds (at least manifolds with a pole).
As a simple consequence of Laplacian comparison with the Euclidean space (just use (3.4)–
(3.5) with ψ(r) = r), on any Cartan-Hadamard manifold there holds
m(r, θ) ≥ N − 1
r
∀(r, θ) ∈ R+ × SN−1 . (3.6)
In particular, thanks to (3.3) and the fact that MN is locally Euclidean, we immediately deduce
that
the function r 7→ A(r, θ) is nondecreasing for all θ ∈ SN−1 \ P (3.7)
and
∂A
∂r
(0, θ) > 0 ∀θ ∈ SN−1 \ P . (3.8)
Actually, in the special case of Cartan-Hadamard manifolds, a comparison result similar to
the first one can be deduced by replacing the (radial) sectional curvatures Sectω(x) with the
Ricci curvature evaluated in the radial direction w.r.t. the pole o, which we have denote by
Rico(x). Namely, if
Rico(x) ≤ −(N − 1) ψ
′′(r)
ψ(r)
∀x ≡ (r, θ) ∈MN \ {o}
for some function ψ ∈ A, then
m(r, θ) ≥ √N − 1 ψ
′(√N − 1 r)
ψ
(√
N − 1 r) ∀(r, θ) ∈ R+ × SN−1 . (3.9)
This is basically due to the fact that the Hessian of the distance function onMN has nonnegative
eigenvalues: the precise reference is [43, Theorem 2.15].
By exploiting Laplacian comparison with model functions ψ ∈ A chosen carefully, one can
prove the following (for the details see e.g. [26, Lemma 4.1]).
Lemma 3.1. Let MN be a Cartan-Hadamard manifold satisfying (2.2) for some β ∈ [0, 2) and
C0, R0 > 0. Then there exist r0 = r0(β,C0, R0) > 0 and c = c(N,β,C0, R0) > 0 such that
m(r, θ) ≥ c r−β2 ∀(r, θ) ∈ [r0,∞)× SN−1 .
3.3. Geometric interpretation of the scalar curvature. Given a generic N -dimensional
Riemannian manifold (M,g), it is well known (see for instance [9, Introduction] or [12, p. 133])
that the scalar curvature Sg is linked to the volume of balls: in particular, when Sg is positive
the volume of the balls in M is smaller than the volume of the balls of the same radius in the
Euclidean space. On the other hand, when Sg is negative we have the opposite relation. This
facts can be made quantitative, at least for small balls. More precisely, the ratio between the
Riemannian volume of a ball Bε(p) ⊂M of radius ε > 0 centered at p ∈M and the Euclidean
volume of the corresponding ball Bε ⊂ RN centered at the origin is given by
Vol(Bε(p))
Vol(Bε)
= 1− Sg
6(N + 2)
ε2 +O(ε4) .
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Moreover, the boundaries of these balls, i.e. ∂Bε(p) = Sε(p) and ∂Bε = Sε, are (N − 1)-
dimensional geodesic spheres of radius ε > 0 whose ratio of the corresponding surface (or
Hausdorff) measures satisfies
meas(Sε(p))
meas(Sε)
= 1− Sg
6N
ε2 +O(ε4) . (3.10)
3.4. One-dimensional weighted inequalities. In the following, by a weight in R+ we simply
mean any positive L1loc([0,∞)) function, even though in the rest of the paper we shall in fact deal
with more regular functions. The techniques we exploit in Sections 4 and 5 take advantage of
some results for one-dimensional weighted Sobolev-type inequalities (or Hardy-type inequalities
according to the terminology of [31]), which have been known for a long time. In this regard,
we shall mainly refer to the monograph [31] by A. Kufner and P. Opic, which collects several
results in this direction (not only in the one-dimensional framework by the way).
Proposition 3.2 ([31, Theorem 6.2]). Let w be a weight in R+. Let p ∈ [2,∞). Then the
Sobolev-type inequality(∫ ∞
0
|g(r)|p w(r) dr
) 1
p
≤ C
(∫ ∞
0
∣∣g′(r)∣∣2 w(r) dr) 12 ∀g ∈ C1c ([0,∞)) (3.11)
holds for some C > 0 if and only if
B(w, p) := sup
r∈(0,∞)
(∫ r
0
w(s) ds
) 1
p
(∫ ∞
r
1
w(s)
ds
)1
2
<∞ , (3.12)
and the optimal constant C appearing in (3.11) satisfies the two-sided bound
B(w, p) ≤ C ≤
(
1 +
p
2
) 1
p
(
1 +
2
p
) 1
2
B(w, p) . (3.13)
4. Proofs of the radial results
We devote this section to the proof of Theorems 2.1 and 2.2, so that here we shall focus only
on radial functions. The nonradial issues will be addressed in Sections 5 and 6.
4.1. The sub-hyperbolic case. We start by a key result showing that, under suitable assump-
tions on the weight w(r) ≡ ψ(r)N−1, where ψ ∈ A (recall (2.1)) is any function corresponding
to sub-hyperbolic model manifolds (according to the terminology adopted in Subsection 2.2),
the supremum appearing in the statement of Proposition 3.2 can be bounded from above in a
quantitative way.
Lemma 4.1. Let ψ ∈ A satisfy the following assumptions:
ψ(r) ≥ r ∀r ≥ 0 , ψ′(r) ≥ 0 ∀r ≥ 0 , ψ
′(r)
ψ(r)
≥ c
rα
∀r ≥ r0 , (4.1)
for some α ∈ (0, 1) and c, r0 > 0. Let N ∈ N be larger than or equal to 2. Then there exists a
positive constant C, depending only on N,α, c, r0, such that for every p ∈ (2, 2∗) there holds
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
)1
2
≤ C p
1+α
2(1−α)
(p− 2) α1−α
. (4.2)
Proof. First of all, let us establish that the l.h.s. of (4.2) is finite. To this end, set
Q(r) :=
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
)1
2
∀r > 0 . (4.3)
The integration of the last inequality in (4.1) from r0 to r > r0, along with the first inequality,
yields the bound from below
ψ(r) ≥ k e c1−α r1−α ∀r ≥ r0 , where k = k(α, c, r0) := r0 e−
c
1−α r
1−α
0 , (4.4)
10 MATTEO MURATORI AND ALBERTO RONCORONI
which readily ensures that Q(r) is a smooth function on (0,∞). In addition, because ψ(r) ∼ r
as r → 0 and p < 2∗, it is immediate to check that limr→0Q(r) = 0. In order to deal with the
behavior of Q(r) at infinity, we need some more integral estimates. To this aim, upon rewriting
the last inequality in (4.1) as
ψ(r)N−1 ≤ r
α
c(N − 1)
d
dr
(
ψN−1
)
(r) ∀r ≥ r0
and integrating (by parts) between r0 and r > r0, we obtain:∫ r
r0
ψ(s)N−1 ds ≤ 1
c(N − 1)
∫ r
r0
sα
d
ds
(
ψN−1
)
(s) ds
=
1
c(N − 1)
[
rα ψ(r)N−1 − rα0 ψ(r0)N−1 − α
∫ r
r0
ψ(s)N−1
s1−α
ds
]
≤ 1
c(N − 1) r
α ψ(r)N−1 .
(4.5)
By plugging estimate (4.5) in (4.3), exploiting (4.4) and the fact that ψ(r) is nondecreasing, we
deduce that
Q(r) =
(∫ r0
0
ψ(s)N−1 ds+
∫ r
r0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤
(∫ r0
0
ψ(s)N−1 ds+
1
c(N − 1) r
α ψ(r)N−1
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
=
(
1
rα ψ(r)N−1
∫ r0
0
ψ(s)N−1 ds+
1
c(N − 1)
) 1
p
[(
rα ψ(r)N−1
) 2
p
∫ ∞
r
1
ψ(s)N−1
ds
] 1
2
≤
(
1
rα ψ(r)N−1
∫ r0
0
ψ(s)N−1 ds+
1
c(N − 1)
) 1
p

∫ ∞
r
s
2α
p
ψ(s)
(N−1)(p−2)
p
ds

1
2
≤
e− c(N−1)1−α r1−α
kN−1 rα
∫ r0
0
ψ(s)N−1 ds+
1
c(N − 1)
 1p 
∫ ∞
r
s
2α
p e
− c(N−1)(p−2)
(1−α)p s
1−α
k
(N−1)(p−2)
p
ds

1
2
for all r > r0, whence limr→∞Q(r) = 0. As a consequence, because Q(r) is smooth and positive
in (0,∞), it necessarily admits a maximum at some r > 0, which is a critical point. Since
Q′(r) =
ψ(r)N−1
p
(∫ r
0
ψ(s)N−1 ds
) 1
p
−1(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
− 1
2ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
−1
,
at r = r we find the identity∫ ∞
r
1
ψ(s)N−1
ds =
p
2
1
ψ(r)2N−2
∫ r
0
ψ(s)N−1 ds , (4.6)
so that
Q(r) =
(p
2
) 1
2 1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) p+2
2p
. (4.7)
In particular,
sup
r∈(0,∞)
Q(r) ≤
(p
2
) 1
2
sup
r∈(0,∞)
1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) p+2
2p
. (4.8)
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Therefore, in order to establish (4.2), it is enough to prove an analogous upper bound on the
r.h.s. of (4.8). To this aim, first of all note that the first two inequalities of (4.1) entail
1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) p+2
2p
≤ r
p+2
2p
ψ(r)
(N−1)(p−2)
2p
≤ r
(N−2)(2∗−p)
2p ,
that is, upon taking the supremum over (0, r0) on both sides,
sup
r∈(0,r0)
1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
)p+2
2p
≤ r
(N−2)(2∗−p)
2p
0 , (4.9)
where in the case N = 2 we mean (N − 2)(2∗ − p) = 4. On the other hand, by exploiting (4.4),
(4.5), (4.9) and the fact that ψ is nondecreasing, we obtain:
sup
r∈(r0,∞)
1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) p+2
2p
≤ sup
r∈(r0,∞)
 1
ψ(r0)
2p(N−1)
p+2
∫ r0
0
ψ(s)N−1 ds +
1
ψ(r)
2p(N−1)
p+2
∫ r
r0
ψ(s)N−1 ds

p+2
2p
≤ sup
r∈(r0,∞)
r (N−2)(2∗−p)p+20 + rα
c(N − 1)ψ(r)
(N−1)(p−2)
p+2

p+2
2p
≤ sup
r∈(r0,∞)
r (N−2)(2∗−p)p+20 + rα
c(N − 1) k
(N−1)(p−2)
p+2 e
c(N−1)(p−2)
(p+2)(1−α) r
1−α

p+2
2p
≤
(
r
(N−2)(2∗−p)
p+2
0 +
[α(p + 2)]
α
1−α
[c(N − 1)] 11−α (p− 2) α1−α
r
− (N−1)(p−2)
p+2
0 e
c(N−1)(p−2)
(p+2)(1−α) r
1−α
0 − α1−α
) p+2
2p
,
(4.10)
where we have computed explicitly the last supremum in (4.10) (over the whole R+ actually)
recalling the definition of k given in (4.4). Hence, by combining (4.8), (4.9) and (4.10), we end
up with
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤
(p
2
) 1
2
(
r
(N−2)(2∗−p)
p+2
0 +
[α(p + 2)]
α
1−α
[c(N − 1)] 11−α (p − 2) α1−α
r
− (N−1)(p−2)
p+2
0 e
c(N−1)(p−2)
(1−α)(p+2) r
1−α
0 − α1−α
) p+2
2p
,
whence (4.2) easily follows by just letting p ↓ 2 and (in the case N = 2 only) p→∞. 
We are now in position to prove Theorem 2.1.
Proof of Theorem 2.1. We consider only the case p < 2∗ since, as recalled in the Introduction, it
is well known that the Euclidean Sobolev inequality holds on any Cartan-Hadamard manifold.
Let us first establish the validity of (2.3) and then show optimality according to (2.4). To
our purposes, we introduce the following function:
ψ⋆(r) :=
(
meas(Sr)
ωN−1
) 1
N−1
∀r ≥ 0 , (4.11)
where ωN−1 is the Hausdorff measure of the Euclidean unit sphere SN−1 and Sr is the sphere of
radius r in MN centered at the pole o. It is an elementary fact that ψ⋆ ∈ A. Indeed, recalling
(3.1), it is apparent that ψ⋆ ∈ C∞((0,∞)) thanks to the regularity of A(r, θ) outside the pole
(recall the corresponding discussion in Subsection 3.1). Furthermore, by applying (3.10) with
ε = r, we easily deduce that ψ⋆ ∈ C1([0,∞)), ψ⋆(0) = 0 and ψ′⋆(0) = 1. Now we aim at
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showing that ψ⋆ fulfills the hypotheses (4.1) of Lemma 4.1 for some positive r0 = r0(β,C0, R0),
c = c(N,β,C0, R0) and α = β/2. Indeed, thanks to (3.3), (3.6) and Lemma 3.1, the following
inequalities hold:
∂
∂r
A(r, θ)
A(r, θ)
≥ N − 1
r
∀(r, θ) ∈ (0,∞) × SN−1 \ P (4.12)
and
∂
∂r
A(r, θ)
A(r, θ)
≥ c r−β2 ∀(r, θ) ∈ [r0,∞)× SN−1 \ P , (4.13)
for suitable constants c, r0 > 0 as above. By integrating (4.12) from ε > 0 to r > ε, we obtain:
A(r, θ) ≥ A(ε, θ)
εN−1
rN−1 ∀(r, θ) ∈ [ε,∞)× SN−1 \ P ,
whence, upon integrating over SN−1,
meas(Sr) ≥ ωN−1 rN−1 meas(Sε)
meas(Sε)
= ωN−1 rN−1
(
1 +O(ε2)
)
, (4.14)
where we have used (3.1) and again (3.10). If we let ε→ 0 in (4.14), we therefore end up with
ψ⋆(r) ≥ r ∀r ≥ 0 .
The fact that ψ′⋆(r) ≥ 0 everywhere is a trivial consequence of (4.12), so we are left with
establishing the last inequality of (4.1). To this aim, note that the integration of (4.13) over
S
N−1 yields
d
dr
meas(Sr) =
∫
SN−1
∂
∂r
A(r, θ) dθ ≥ c r−β2
∫
SN−1
A(r, θ) dθ = c r−
β
2 meas(Sr) ∀r ≥ r0 ,
which readily entails
ψ′⋆(r)
ψ⋆(r)
≥ c
N − 1 r
−β
2 ∀r ≥ r0 ,
namely the last inequality of (4.1) with α = β/2, upon relabeling c. Hence, we have proved that
the function ψ⋆ defined in (4.11) satisfies all of the assumptions of Lemma 4.1, with α = β/2.
Thus, as a consequence of (4.2), we deduce that
sup
r∈(0,∞)
(∫ r
0
ψ⋆(s)
N−1 ds
) 1
p
(∫ ∞
r
1
ψ⋆(s)N−1
ds
) 1
2
≤ C p
2+β
2(2−β)
(p− 2) β2−β
(4.15)
for a suitable C = C(N,β,C0, R0) > 0. Thanks to (4.15), we can apply Proposition 3.2 with
w(r) = ψ⋆(r)
N−1, which ensures the validity of the Sobolev-type inequalities
(∫ ∞
0
|g(r)|p ψ⋆(r)N−1 dr
) 1
p
≤
(
1 +
p
2
) 1
p
(
1 +
2
p
) 1
2 C p
2+β
2(2−β)
(p− 2) β2−β
(∫ ∞
0
∣∣g′(r)∣∣2 ψ⋆(r)N−1 dr) 12
∀g ∈ C1c ([0,∞)) , ∀p ∈ (2, 2∗) .
(4.16)
Finally, we must show how to pass from (4.16) to (2.3). To this purpose, it is enough to observe
that f ∈ C1c:rad(MN ) implies r 7→ f(r) ∈ C1c ([0,∞)), which together with (3.2) allows us to
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exploit (4.16) in the following way:
‖f‖Lp(MN ) =
(∫ ∞
0
∫
SN−1
|f(r)|pA(r, θ) dθ dr
) 1
p
=
(
ωN−1
∫ ∞
0
|f(r)|p ψ⋆(r)N−1 dr
) 1
p
≤ω
1
p
N−1
(
1 +
p
2
) 1
p
(
1 +
2
p
) 1
2 C p
2+β
2(2−β)
(p− 2) β2−β
(∫ ∞
0
∣∣f ′(r)∣∣2 ψ⋆(r)N−1 dr) 12
=ω
1
p
− 1
2
N−1
(
1 +
p
2
) 1
p
(
1 +
2
p
)1
2 C p
2+β
2(2−β)
(p− 2) β2−β
(∫ ∞
0
∫
SN−1
∣∣f ′(r)∣∣2A(r, θ) dθ dr) 12
=ω
1
p
− 1
2
N−1
(
1 +
p
2
) 1
p
(
1 +
2
p
)1
2 C p
2+β
2(2−β)
(p− 2) β2−β
‖∇f‖L2(MN ) ,
(4.17)
namely (2.3) upon relabeling C.
Let us now deal with optimality. It is enough to consider any function ψ ∈ A such that
ψ′′(r) ≥ 0 ∀r > 0 , ψ
′′(r)
ψ(r)
= C0 r
−β ∀r ≥ R0 , (4.18)
which ensures that the associated model manifold MNψ is Cartan-Hadamard and complies with
(2.2). Indeed, following e.g. [26, Lemma 4.1], it is not difficult to prove that (4.18) implies
ψ′(r)
ψ(r)
∼
√
C0 r
−β
2 as r→∞ , (4.19)
where by a(r) ∼ b(r) we mean that the ratio a(r)/b(r) tends to 1. In particular, (4.19) entails
√
C0
2
r−
β
2 ≤ ψ
′(r)
ψ(r)
≤ 2
√
C0 r
−β
2 ∀r ≥ r0 =⇒ ψ(r) ≥ c1 ec2 r
2−β
2 ∀r ≥ r0 , (4.20)
r0, c1, c2 > 0 being suitable constants that depend on ψ but not on p ∈ (2, 2∗] ∩ (2,∞), whose
exact values are not relevant to our purposes. Hence, (4.20) plus a simple integration by parts
in the same spirit as above, yield∫ ∞
r
1
ψ(s)N−1
ds ≥ r
β
2
2
√
C0(N − 1)ψ(r)N−1
∀r ≥ r0 . (4.21)
Similarly,∫ r
r0
ψ(s)N−1 ds ≥ 1
2
√
C0(N − 1)
[
r
β
2 ψ(r)N−1 − r
β
2
0 ψ(r0)
N−1 − β
2
∫ r
r0
ψ(s)N−1
s
2−β
2
ds
]
∀r ≥ r0 ,
which implies, upon picking r0 so large that
β
4
√
C0(N − 1) r
2−β
2
0
≤ 1 ,
the validity of the estimate∫ r
r0
ψ(s)N−1 ds ≥ 1
4
√
C0(N − 1)
[
r
β
2 ψ(r)N−1 − r
β
2
0 ψ(r0)
N−1
]
∀r ≥ r0 . (4.22)
From (4.22), it is then apparent that one can select another r̂0 > r0 in such a way that∫ r
r0
ψ(s)N−1 ds ≥ r
β
2 ψ(r)N−1
8
√
C0(N − 1)
∀r ≥ r̂0 . (4.23)
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Hence, by combining (4.20), (4.21) and (4.23), we deduce that(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≥ C r
β(p+2)
4p
ψ(r)
(N−1)(p−2)
2p
≥ C r
β(p+2)
4p
ec2
(N−1)(p−2)
2p
r
2−β
2
∀r ≥ r̂0 ,
(4.24)
where from here on C denotes a general positive constant that can be taken independent of
p ∈ (2, 2∗] ∩ (2,∞), which will not be relabeled. A straightforward calculation shows that the
maximum over r ∈ (0,∞) of the last term in (4.24) is attained at
r =
[
β(p+ 2)
c2(N − 1)(2 − β)(p − 2)
] 2
2−β
,
which ensures that
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≥ C
(
p+ 2
p− 2
) β
2−β
(4.25)
provided [
β(p + 2)
c2(N − 1)(2 − β)(p − 2)
] 2
2−β
≥ r̂0 . (4.26)
It is therefore clear that (4.25)–(4.26), together with (3.13), yield (2.4) at least in the case
N ≥ 3, where 2∗ < ∞. What is left in the case N = 2 is just the correct estimate on the
behavior of the supremum in the l.h.s. of (4.25) as p→∞. To this aim, it is enough to observe
that, as a simple consequence of the fact that ψ(r) ∼ r as r → 0, there holds
sup
r∈(0,∞)
(∫ r
0
ψ(s) ds
) 1
p
(∫ ∞
r
1
ψ(s)
ds
) 1
2
≥ C sup
r∈
(
0, 1√
e
) r
2
p (− log r) 12 ≥ C p 12 ,
which, upon exploiting again (3.13), ensures the validity of (2.4) also as p→∞. 
4.2. The quasi-Euclidean case. Similarly to Subsection 4.1, we start by a crucial result
showing that, for appropriate weights w(r) ≡ ψ(r)N−1 (ψ ∈ A) associated with quasi-Euclidean
model manifolds (still according to the terminology of Subsection 2.2), one can bound quanti-
tatively the supremum appearing in the statement of Proposition 3.2.
Lemma 4.2. Let ψ ∈ A satisfy the following assumptions:
ψ(r) ≥ r ∀r > 0 , ψ′(r) ≥ 0 ∀r > 0 , ψ
′(r)
ψ(r)
≥ c
r
− c
′
rq
∀r ≥ r0 , (4.27)
for some c > 1, c′ > 0, q > 1 and r0 > 0. Let N ∈ N be larger than or equal to 2. Then
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
)1
2
≤ C√p ∀p ∈
[
2N˜
N˜ − 2 , 2
∗
)
, (4.28)
where N˜ := N˜(N, c) := c(N−1)+1 and C is a positive constant depending only on N, c, c′, q, r0.
Proof. The strategy relies on arguments close to the ones used in the proof Lemma 4.1. Indeed,
let Q(r) be defined by (4.3). By integrating the last differential inequality in (4.27) from r0 to
r > r0 (and taking advantage of the first one as well), we obtain:
ψ(r) ≥ k rc ∀r ≥ r0 , where k = k(c′, q, r0) > 0 , (4.29)
which ensures that Q(r) is a smooth function of r > 0, given the finiteness of the integrals
involved. Moreover, because ψ(r) ∼ r as r → 0 and p < 2∗, it is immediate to check that
limr→0Q(r) = 0. In order to deal with the limit at infinity, we need again some integral
bounds. Clearly, the last inequality of (4.27) yields
ψ′(r)
ψ(r)
≥ c+ 1
2r
∀r ≥ r˜0 , for some r˜0 = r˜0(c′, q, r0) > r0 ; (4.30)
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note that inequality (4.30) can be rewritten as
ψ(r)N−1 ≤ 2r
(c+ 1)(N − 1)
d
dr
(
ψN−1
)
(r) ∀r ≥ r˜0 . (4.31)
Hence, if we integrate (by parts) (4.31) between r˜0 and r > r˜0, we deduce that∫ r
r˜0
ψ(s)N−1 ds ≤ 2
(c+ 1)(N − 1)
∫ r
r˜0
s
d
ds
(
ψN−1
)
(s) ds
=
2
(c+ 1)(N − 1)
[
r ψ(r)N−1 − r˜0 ψ(r˜0)N−1 −
∫ r
r˜0
ψ(s)N−1 ds
]
≤ 2r ψ(r)
N−1
(c+ 1)(N − 1) .
(4.32)
Let us now rewrite (4.30) as
1
ψ(r)N−1
≤ − 2r
(c+ 1)(N − 1)
d
dr
(
1
ψ(r)N−1
)
∀r ≥ r˜0 . (4.33)
The integration (by parts) of (4.33) between r > r˜0 and ∞ (along with (4.29)) ensures that∫ ∞
r
1
ψ(s)N−1
ds ≤ −
∫ ∞
r
2s
(c+ 1)(N − 1)
d
ds
(
1
ψ(s)N−1
)
ds
=
2
(c+ 1)(N − 1)
r
ψ(r)N−1
+
2
(c+ 1)(N − 1)
∫ ∞
r
1
ψ(s)N−1
ds ,
whence ∫ ∞
r
1
ψ(s)N−1
ds ≤ 2
(c− 1)(N − 1) + 2(N − 2)
r
ψ(r)N−1
∀r ≥ r˜0 . (4.34)
By plugging estimate (4.32) into (4.3), exploiting (4.29), the fact that ψ(r) is nondecreasing
and (4.34), we obtain:
Q(r) =
(∫ r˜0
0
ψ(s)N−1 ds+
∫ r
r˜0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
)1
2
≤
(∫ r˜0
0
ψ(s)N−1 ds+
2r ψ(r)N−1
(c+ 1)(N − 1)
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤
(
1
r ψ(r)N−1
∫ r˜0
0
ψ(s)N−1 ds+
2
(c+ 1)(N − 1)
) 1
p
[(
r ψ(r)N−1
) 2
p
∫ ∞
r
1
ψ(s)N−1
ds
] 1
2
≤
(
1
r ψ(r)N−1
∫ r˜0
0
ψ(s)N−1 ds+
2
(c+ 1)(N − 1)
) 1
p
 2 r p+2p ψ(r)− (N−1)(p−2)p
(c− 1)(N − 1) + 2(N − 2)
 12
≤ C r
p+2
2p
ψ(r)
(N−1)(p−2)
2p
≤ C r p+22p −
c(N−1)(p−2)
2p
for all r > r˜0, where from here on C stands for a general suitable positive constant depending
only on N, c, c′, q, r0 (that we shall not relabel). In particular,
lim sup
r→∞
Q(r) ≤ C
since
p ≥ 2N˜
N˜ − 2 =⇒
p+ 2
2p
− c(N − 1)(p − 2)
2p
≤ 0 . (4.35)
There are two possibilities: either Q(r) does not admit an internal maximum, in which case
Q(r) < C ∀r > 0 , (4.36)
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or Q(r) does admit an internal maximum at some r > 0, which is a critical point. Note that,
in this case, by carrying out the same computations as in the proof of Lemma 4.1, equations
(4.6), (4.8) and (4.9) (with r0 replaced by r˜0) are still true. On the other hand, by exploiting
(4.9) (with r0 replaced by r˜0), (4.29), (4.32) and the fact that ψ(r) is nondecreasing, we deduce
that
sup
r∈(r˜0,∞)
1
ψ(r)N−1
(∫ r
0
ψ(s)N−1 ds
) p+2
2p
≤ sup
r∈(r˜0,∞)
 1
ψ(r˜0)
2p(N−1)
p+2
∫ r˜0
0
ψ(s)N−1 ds+
1
ψ(r)
2p(N−1)
p+2
∫ r
r˜0
ψ(s)N−1 ds

p+2
2p
≤ sup
r∈(r˜0,∞)
r˜ (N−2)(2∗−p)p+20 + 1
ψ(r)
2p(N−1)
p+2
2r ψ(r)N−1
(c+ 1)(N − 1)

p+2
2p
≤ sup
r∈(r˜0,∞)
r˜ (N−2)(2∗−p)p+20 + 2(c+ 1)(N − 1) rψ(r) (N−1)(p−2)p+2

p+2
2p
≤ sup
r∈(r˜0,∞)
(
r˜
(N−2)(2∗−p)
p+2
0 + C r
1− c(N−1)(p−2)
p+2
) p+2
2p
=
(
r˜
(N−2)(2∗−p)
p+2
0 + C r˜
1− c(N−1)(p−2)
p+2
0
) p+2
2p
,
where in the last line we have taken advantage of (4.35) (again we mean (N − 2)(2∗ − p) = 4 if
N = 2). Hence, by collecting (4.8), (4.9) (with r0 replaced by r˜0) and (4.36), we finally obtain
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤
(p
2
) 1
2
(
r˜
(N−2)(2∗−p)
p+2
0 + C r˜
1− c(N−1)(p−2)
p+2
0
) p+2
2p
∨ C ,
which establishes (4.28) up to relabeling C. 
We can now prove Theorem 2.2.
Proof of Theorem 2.2. We argue similarly to the proof of Theorem 2.1: our aim is to show that
the function ψ⋆ defined by (4.11) satisfies the hypotheses of Lemma 4.2. In order to establish
the validity of the first two inequalities of (4.27), as well as the fact that ψ⋆ ∈ A, one can reason
exactly in the same way. As concerns the third one, some adaptations have to be performed:
we shall mainly refer to [26, Subsection 8.1]. First of all, note that the general solution of the
differential equation
φ′′(r) = C1 r−2 φ(r) ∀r ∈ R+
is explicit, i.e.
φ(r) = a1 r
q1 + a2 r
q2 ∀r ∈ R+
for arbitrary real constants a1 and a2, where q1,2 = (1±
√
1 + 4C1)/2. It is not difficult to show
(just by following the same ideas as in [26, Subsection 8.1]) that one can construct a function
ψ ∈ A such that
ψ′′(r) = C1 r−2 ψ(r) ∀r ≥ 2R0 , ψ′′(r) ≤ C1 r−2 ψ(r) ∀r ∈ (R0, 2R0) ,
ψ′′(r) = 0 ∀r ∈ [0, R0] ,
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which therefore complies with (4.2) for every r ≥ 2R0 =: r0 and constants a1 > 0, a2 ∈ R
depending only on C1, R0. In view of (2.5), we are in position to apply the Laplacian-comparison
results of Subsection 3.2 (specifically (3.5)), guaranteeing that
m(r, θ) ≥ (N − 1) ψ
′(r)
ψ(r)
≥ (N − 1)
(
q1
r
− h
r1+
√
1+4C1
)
(4.37)
for all r ≥ r0, where h is a suitable positive constant depending on a1, a2, q1, q2, r0. Thanks to
(4.37), we can now proceed as in the proof of Theorem 2.1, observing that
ψ′⋆(r) =
1
ωN−1(N − 1)
(
meas(Sr)
ωN−1
) 1
N−1−1 ∫
SN−1
m(r, θ)A(r, θ) dθ
≥ 1
ωN−1(N − 1)
(
meas(Sr)
ωN−1
) 1
N−1−1
(N − 1)
(
q1
r
− h
r1+
√
1+4C1
)∫
SN−1
A(r, θ) dθ
=
(
q1
r
− h
r1+
√
1+4C1
)
ψ⋆(r)
for all r ≥ r0. Hence, the function ψ⋆ satisfies the hypotheses of Lemma 4.2 with c = q1, c′ = h
and q = 1 +
√
1 + 4C1. As a consequence, we deduce that
sup
r∈(0,∞)
(∫ r
0
ψ⋆(s)
N−1 ds
) 1
p
(∫ ∞
r
1
ψ⋆(s)N−1
ds
) 1
2
≤ C√p ∀p ∈ [2˜, 2∗) , (4.38)
where 2˜ is defined in (2.7) and C is a positive constant as in the statement. Once (4.38) has been
established, the conclusion follows as in the proof of Theorem 2.1, i.e. by applying Proposition
3.2 and carrying out the same computations that led to (4.17).
Let us finally deal with optimality. To this aim, it is enough to consider any function ψ ∈ A
such that
ψ′′(r) ≥ 0 ∀r > 0 and ψ(r) ≍ r N˜−1N−1 as r →∞ ,
where by a(r) ≍ b(r) we mean that the ratios a(r)/b(r), a′(r)/b′(r), a′′(r)/b′′(r) tend to some
positive numbers and N˜ is related to C1 by (2.7). This ensures that the associated model
manifold MNψ is Cartan-Hadamard and complies with (2.5). Recalling that N˜ − 2 > 0, we
therefore obtain (∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≍ r− N˜−22 as r →∞ (4.39)
and (∫ r
0
ψ(s)N−1 ds
) 1
p
≍ r N˜p as r →∞ , (4.40)
for all p ≥ 2. The combination of (4.39)–(4.40) then yields(∫ r
0
ψ(s)N−1 ds
) 1
p
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≍ r 2N˜−pN˜+2p2p as r→∞ . (4.41)
Clearly, the r.h.s. of (4.41) stays bounded as r → ∞ if and only if 2N˜ − pN˜ + 2p ≤ 0, namely
p ≥ 2˜. Hence, thanks to Proposition 3.2, we can conclude that in this case (2.6) fails for all
p ∈ [2, 2˜). As for the behavior of the optimal constant as p → ∞ (for N = 2), one reasons
exactly as in the end of the proof of Theorem 2.1. 
Remark 4.3 (On the Cartan-Hadamard assumption). It is worth pointing out that, in The-
orems 2.1 and 2.2, in general it is not possible to drop the assumption that M is a Cartan-
Hadamard manifold, i.e. it is not enough to require that the sectional curvatures satisfy only
(2.2) or (2.5). Indeed, consider a model manifold MNψ with ψ ∈ A such that ψ(r) ≍ e−r
α
as
r → ∞, where α = β/2 ∈ (0, 1). It is straightforward to check that such a manifold complies
with (2.2); however, it is apparent that all of the inequalities (2.3) fail, since the supremum
appearing in (3.12) in Proposition 3.2 is identically ∞ because of the second integral. Similarly,
with regards to Theorem 2.2, one can consider a model manifold MNψ with ψ(r) = r
q2 for large
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r, where q2 < 0 is the power appearing in (4.2). It is plain that all such manifolds are not
Cartan-Hadamard, since a local change of sign of the second derivative of ψ necessarily occurs.
Remark 4.4 (The case p ∈ [1, 2)). Throughout the whole paper we have assumed that p ≥ 2.
In fact there is a simple reason for such a restriction: it was proved by [24, Theorem 4.6] that
on any Cartan-Hadamard manifold the inequality ‖f‖p ≤ C ‖∇f‖2 always fails as soon as p
is strictly smaller than 2. Moreover, since the argument used in the corresponding proof relies
only on radial functions, the inequality is false even if restricted to C1c:rad(M
N ).
5. The Poincare´ inequality: McKean’s Theorem and related issues
As discussed in the Introduction, one of the main motivations for this work was a celebrated
paper by H.P. McKean [35], which is fully devoted to the proof of the following result.
Theorem 5.1 (McKean 1970, original statement). Consider a smooth, N -dimensional, simply-
connected Riemannian manifoldM with negative sectional curvatures Sect bounded away from 0:
specifically, suppose Sect ≤ −k for some constant k > 0. Then the spectrum of the corresponding
Laplace-Beltrami operator ∆ acting in L2(M) is also bounded from 0: specifically, the top of
the spectrum lies to the left of
−k (N − 1)
2
4
,
and this bound is sharp.
We point out that Theorem 5.1 can be rephrased equivalently by asserting that on any
Cartan-Hadamard manifold MN with sectional curvatures bounded from above by −k < 0, the
Poincare´ inequality
‖f‖L2(MN ) ≤
2√
k (N − 1) ‖∇f‖L2(MN ) ∀f ∈ C
1
c
(
M
N
)
holds. This is the form of the statement that we shall refer to below.
The original proof of McKean is far from trivial. He had already understood that it all
amounted to establishing the inequality for radial functions, since the extension from radial to
nonradial in the pure Poincare´ case (p = 2) is straightforward, see the proof of Theorem 5.3
below. However, in order to prove that the weight associated with the volume measure on MN
(recall Subsection 3.1) satisfies a differential inequality of the type of (5.1) (actually of second
order) w.r.t. the variable r, which is at the core of the problem, he employs several technical
tools that involve the second fundamental form, Jacobi fields and the so-called index form of
Morse theory. Here we shall only use elementary arguments related to weighted one-dimensional
inequalities, in the spirit of Section 4. Of course the main nontrivial result behind our methods
lies in the Laplacian-comparison Theorem recalled in Subsection 3.2, which allows one to pass
from model manifolds to general manifolds with very little effort. Furthermore, through these
techniques, we are able to slightly generalize McKean’s Theorem, by requiring that only the
radial sectional curvatures are negative away from zero.
In order to carry out our alternative proof, we need a preliminary lemma.
Lemma 5.2. Let ψ ∈ C1([0,∞)) ∩ C∞((0,∞)) be a positive function on (0,∞) such that
ψ(0) = 0. Let N ∈ N be larger than or equal to 2. If
ψ′(r)
ψ(r)
≥
√
k ∀r > 0 , for some k > 0 , (5.1)
then
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
2
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤ 1√
k (N − 1) . (5.2)
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Proof. For convenience, let us assume that k = 1: the general case can be retrieved by a simple
scaling argument, as we shall see in the end of the proof. So, given any ε > 0, upon integrating
(5.1) from ε to r we infer that
ψ(r) ≥ ψ(ε) er−ε ∀r ≥ ε . (5.3)
On the other hand, inequality (5.1) can be rewritten as
ψ(r)N−1 ≤ 1
N − 1
d
dr
(
ψN−1
)
(r) ∀r > 0 ,
so that an integration between 0 and r yields (recall that ψ(0) = 0)∫ r
0
ψ(s)N−1 ds ≤ 1
N − 1 ψ(r)
N−1 ∀r > 0 . (5.4)
Similarly, another way of rewriting (5.1) is
1
ψ(r)N−1
≤ − 1
N − 1
d
dr
(
ψ−N+1
)
(r) ∀r > 0 ; (5.5)
by integrating (5.5) from r to ∞ we obtain∫ ∞
r
1
ψ(s)N−1
ds ≤ 1
N − 1
1
ψ(r)N−1
∀r > 0 , (5.6)
where we have exploited the fact that limr→∞ ψ(r) = ∞, trivial consequence of (5.3). By
combining (5.4) and (5.6), we finally deduce that∫ r
0
ψ(s)N−1 ds
∫ ∞
r
1
ψ(s)N−1
ds ≤ 1
(N − 1)2 ∀r > 0 ,
namely (5.2) for k = 1. In order to deal with the general case, it is enough to apply the just
proved result to r 7→ √k ψ(r/√k). 
We are now ready to give an elementary proof of McKean’s Theorem, by taking advantage of
Lemma 5.2 along with the basic facts in Riemannian geometry recalled in Subsections 3.1–3.3.
Theorem 5.3 (McKean’s Theorem revisited). Let MN be a Cartan-Hadamard manifold satis-
fying
Sectω(x) ≤ −k ∀x ∈MN , (5.7)
where k > 0 and Sectω(x) denotes the sectional curvature w.r.t. any 2-dimensional tangent
subspace ω at x containing a radial direction. Then
‖f‖L2(MN ) ≤
2√
k (N − 1) ‖∇f‖L2(MN ) ∀f ∈ C
1
c
(
M
N
)
. (5.8)
Proof. Thanks to (5.7), we can apply the Laplacian-comparison result recalled in Subsection
3.2 with the explicit model function ψ(r) = sinh
(√
kr
)
, which corresponds to the hyperbolic
space of curvature −k and trivially satisfies
ψ′′(r)
ψ(r)
= k ∀r > 0 .
Hence, upon recalling identity (3.3), we deduce that
∂
∂r
A(r, θ)
A(r, θ)
= m(r, θ) ≥ (N − 1) ψ
′(r)
ψ(r)
= (N − 1)
√
k coth
(√
kr
) ≥ (N − 1)√k
∀r > 0 , ∀θ ∈ SN−1 \ P ,
namely
∂
∂r
ψA(r, θ)
ψA(r, θ)
≥
√
k ∀r > 0 , ∀θ ∈ SN−1 \ P , where ψA(r, θ) := A(r, θ)
1
N−1 . (5.9)
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Thanks to the basic properties of the function (r, θ) 7→ A(r, θ) described in Subsection 3.1, in
view of (5.9) we can apply Lemma 5.2 to ψ ≡ ψA(·, θ), for every fixed θ ∈ SN−1 \ P, which
ensures that
sup
r∈(0,∞)
(∫ r
0
ψA(s, θ)
N−1 ds
) 1
2
(∫ ∞
r
1
ψA(s, θ)N−1
ds
)1
2
≤ 1√
k (N − 1) ∀θ ∈ S
N−1 \ P .
(5.10)
As a consequence, from Proposition 3.2 with p = 2 and w(r) = ψA(r, θ) we deduce that∫ ∞
0
g(r)2A(s, θ) dr ≤ 4
k (N − 1)2
∫ ∞
0
g′(r)2A(r, θ) dr ∀g ∈ C1c ([0,∞)) , ∀θ ∈ SN−1 \ P .
(5.11)
On the other hand, if f ∈ C1c (MN ) then r 7→ f(r, θ) ∈ C1c ([0,∞)) for every θ ∈ SN−1, so that
by exploiting (5.11) with g(r) = f(r, θ) and integrating over SN−1 we end up with∫
SN−1
∫ ∞
0
f(r, θ)2A(r, θ) dr dθ ≤ 4
k (N − 1)2
∫
SN−1
∫ ∞
0
∣∣∣∣ ∂∂rf(r, θ)
∣∣∣∣2A(r, θ) dr dθ
≤ 4
k (N − 1)2
∫
SN−1
∫ ∞
0
|∇f(r, θ)|2A(r, θ) dr dθ ,
namely (5.8), recalling (3.2) and Fubini’s Theorem. 
As concerns the sharpness of the constant, which of course had already been established by
McKean, note that it is easily verified e.g. by observing that the r.h.s. of (5.10) is attained on
the hyperbolic space, i.e. when ψA(r, θ) ≡ sinh
(√
kr
)
/
√
k.
5.1. Negative curvatures outside a ball. In fact the previous techniques allow us to obtain
a McKean-type result under the weaker assumption that curvatures are bounded above by a
negative constant only in the complement of a ball. To the best of our knowledge, this result is
new even if, in a sense, expectable.
We first establish the following lemma.
Lemma 5.4. Let ψ ∈ C1([0,∞)) ∩ C∞((0,∞)) be a positive function on (0,∞) such that
ψ(0) = 0 and ψ′(0) > 0. Let N ∈ N be larger than or equal to 2. If
ψ′(r) ≥ 0 ∀r ≥ 0 and ψ
′(r)
ψ(r)
≥ c ∀r ≥ r0 (5.12)
for some c, r0 > 0, then there exists a positive constant C, depending only on N, c, r0, such that
sup
r∈(0,∞)
(∫ r
0
ψ(s)N−1 ds
) 1
2
(∫ ∞
r
1
ψ(s)N−1
ds
) 1
2
≤ C . (5.13)
Proof. To begin with, we observe that the integration of the last inequality in (5.12) from r0 to
r > r0, along with the fact that ψ is positive, yields the bound from below
ψ(r) ≥ K ecr ∀r ≥ r0 , where K := ψ(r0) e−cr0 . (5.14)
We then proceed similarly to the proof of Lemma 5.2. Upon rewriting the last inequality in
(5.12) as
ψ(r)N−1 ≤ 1
c(N − 1)
d
dr
(
ψN−1
)
(r) ∀r ≥ r0
and integrating between r0 and r > r0, we obtain:∫ r
r0
ψ(s)N−1 ds ≤ 1
c(N − 1)
∫ r
r0
d
ds
(
ψN−1
)
(s) ds =
1
c(N − 1)
[
ψ(r)N−1 − ψ(r0)N−1
]
≤ 1
c(N − 1) ψ(r)
N−1 .
(5.15)
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Another way of rewriting such an inequality is
1
ψ(r)N−1
≤ − 1
c(N − 1)
d
dr
(
ψ−N+1
)
(r) ∀r ≥ r0 , (5.16)
whence by integrating (5.16) from r to ∞ we infer that∫ ∞
r
1
ψ(s)N−1
ds ≤ 1
c(N − 1)
1
ψ(r)N−1
∀r ≥ r0 , (5.17)
where we have used the property limr→∞ ψ(r) = ∞, consequence of (5.14). The combination
of (5.15), (5.17) and the first inequality of (5.12) yields
Qˆ(r) :=
∫ r
0
ψ(s)N−1 ds
∫ ∞
r
1
ψ(s)N−1
ds
=
(∫ r0
0
ψ(s)N−1 ds+
∫ r
r0
ψ(s)N−1 ds
)∫ ∞
r
1
ψ(s)N−1
ds
≤ 1
c(N − 1)
1
ψ(r)N−1
∫ r0
0
ψ(s)N−1 ds+
1
c2(N − 1)2
≤ r0
c(N − 1) +
1
c2(N − 1)2
for all r ≥ r0, namely
sup
r∈[r0,∞)
Qˆ(r) ≤ r0
c(N − 1) +
1
c2(N − 1)2 =: C
2 . (5.18)
We are left with bounding the analogous supremum for r ranging between 0 and r0. There
are two possibilities: either supr∈(0,r0) Qˆ(r) ≤ C2, in which case (5.13) trivially follows, or
supr∈(0,r0) Qˆ(r) > C
2, in which case there necessarily exists r ∈ (0, r0) such that Qˆ(r) =
supr∈(0,∞) Qˆ(r) (note that limr→0 Qˆ(r) = 0). In particular, we can reason exactly as in the
proof of Lemma 4.1 to deduce the analogue of (4.7) with p = 2:√
Qˆ(r) =
1
ψ(r)N−1
∫ r
0
ψ(s)N−1 ds ≤ r ≤ r0 , (5.19)
where we have taken again advantage of the elementary fact that ψ(r) is nondecreasing. Hence,
as a consequence of (5.18)–(5.19),
sup
r∈(0,∞)
√
Qˆ(r) ≤ C ∨ r0 ,
namely (5.13) up to relabeling C. 
Theorem 5.5 (McKean’s Theorem outside a ball). Let MN be a Cartan-Hadamard manifold
such that
Sectω(x) ≤ −k ∀x ∈MN \BR0
for some k,R0 > 0, where Sectω(x) denotes the sectional curvature w.r.t. any 2-dimensional
tangent subspace ω at x containing a radial direction. Then there exists a positive constant CP ,
depending only on k and R0, such that
‖f‖L2(MN ) ≤ CP ‖∇f‖L2(MN ) ∀f ∈ C1c
(
M
N
)
. (5.20)
Proof. By applying Lemma 3.1 with β = 0, we infer that
m(r, θ) ≥ c ∀(r, θ) ∈ [r0,∞)× SN−1 ,
for suitable positive constants r0 = r0(k,R0) and c = c(N, k,R0), that is
∂
∂r
ψA(r, θ)
ψA(r, θ)
≥ c ∀r > r0 , ∀θ ∈ SN−1 \ P , where ψA(r, θ) := A(r, θ)
1
N−1 . (5.21)
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Thanks to (3.7) and (3.8), in view of (5.21) we can apply Lemma 5.4 to ψ ≡ ψA(·, θ) at each
fixed θ ∈ SN−1 \ P, which ensures that
sup
r∈(0,∞)
(∫ r
0
ψA(s, θ)
N−1 ds
) 1
2
(∫ ∞
r
1
ψA(s, θ)N−1
ds
) 1
2
≤ C ∀θ ∈ SN−1 \ P ,
where C is the same constant as in (5.13). Hence, by Proposition 3.2 with p = 2 and w(r) =
ψA(r, θ), we end up with∫ ∞
0
g(r)2 A(s, θ) dr ≤ 4C2
∫ ∞
0
g′(r)2A(r, θ) dr ∀g ∈ C1c ([0,∞)) , ∀θ ∈ SN−1 \P . (5.22)
Once (5.22) has been established, inequality (5.20) follows with CP = 2C just by reasoning as
in the final part of the proof of Theorem 5.3. 
6. Failure of the inequalities in the nonradial framework
In this section we prove Theorem 2.4 by constructing an explicit sequence of nonradial func-
tions that make the Rayleigh quotient associated with inequality (2.9) blow up.
Proof of Theorem 2.4. For later convenience, we set λ := (2− β)/2 ∈ (0, 1). We want to prove
that the Sobolev-type inequality(∫
MN
|f |p dν
) 1
p
≤ C
(∫
MN
|∇f |2 dν
) 1
2
, (6.1)
supposed to be valid for all f ∈ C1c (MN ), actually fails as soon as p < 2∗ under the running
assumptions on MN . To this purpose, we provide the following family of functions that we
denote by fR, for which the Rayleigh quotient of (6.1) blows up as R→ +∞:
fR(x) :=
(
1− d(x, oR)
R1−λ
)
+
∀x ∈MN , (6.2)
where oR ∈ SR, namely R = d(oR, o). Note that each fR is in fact only Lipschitz regular, but
this is not an issue (one can always regularize it in order to obtain a C1c function close enough
to fR, see also Remark 2.6). In view of (6.2), we have:
|∇fR(x)| = 1
R1−λ
χB
R1−λ (oR)
(x) ∀x ∈MN , (6.3)
|fR(x)| ≥ 1
2
χB
R1−λ
2
(oR)(x) ∀x ∈MN , (6.4)
Br(oR) being the Riemannian ball of radius r > 0 centered at oR. Thanks to (6.4), the L
p norm
of fR is readily estimated from below:∫
MN
|fR|p dν ≥ 1
2p
ν
(
BR1−λ
2
(oR)
)
≥ ωN−1
2p+N N
R(1−λ)N , (6.5)
where in the last inequality we have used the simple fact that, becauseMN is Cartan-Hadamard,
the volume of balls (w.r.t. any pole) grows at least with Euclidean rate (recall that ωN−1 is the
Hausdorff measure of the Euclidean unit sphere of dimension N −1). This is just a consequence
of Laplacian comparison, see Section 3 (in particular Subsections 3.1–3.3). Let us now deal with
the L2 norm of the gradient. By (6.3), we have:∫
MN
|∇fR|2 dν = 1
R2(1−λ)
ν(BR1−λ(oR)) ; (6.6)
in order to estimate the volume in the r.h.s. of (6.6), we need to exploit (2.8). First of all, note
that in BR1−λ(oR) condition (2.8) can be rewritten as follows:
Ric(x) ≥ − C2
d(x, o)2−2λ
≥ − C2
[d(o, oR)− d(x, oR)]2−2λ
≥ − C2
(R−R1−λ)2−2λ
≥ − 2C2
R2−2λ
∀x ∈ BR1−λ(oR) ,
(6.7)
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provided R is so large that (1 − R−λ)2−2λ ≥ 1/2 and R − R1−λ ≥ R0. Thanks to (6.7), we
can apply comparison with the surface measure of the balls in the hyperbolic space of sectional
curvature
− 2C2
(N − 1)R2−2λ := −
Cˆ2
R2−2λ
,
which corresponds to the model function
ψ(r) =
R1−λ
Cˆ
sinh
(
Cˆ
R1−λ
r
)
(recall again Subsections 3.1–3.3, here the reference “pole” is oR). To this aim we take advantage,
in particular, of the validity of (6.7) along radial directions emanating from oR, which yields
ν(BR1−λ(oR)) ≤ ωN−1
R(1−λ)(N−1)
CˆN−1
∫ R1−λ
0
[
sinh
(
Cˆ
R1−λ r
)]N−1
dr
= ωN−1
R(1−λ)N
CˆN
∫ Cˆ
0
sinh(s)N−1 ds .
(6.8)
Hence, by virtue of (6.6) and (6.8), we obtain:∫
MN
|∇fR|2 dν ≤
ωN−1
∫ Cˆ
0 sinh(s)
N−1 ds
CˆN
R(1−λ)(N−2) . (6.9)
So, if inequality (2.9) was true, in view of (6.5) and (6.9) we would end up with(
ωN−1R(1−λ)N
2p+N N
) 1
p
≤ C
ωN−1 ∫ Cˆ0 sinh(s)N−1 ds
CˆN
R(1−λ)(N−2)
 12 ,
namely
R
1
p
− 1
2∗ ≤ C ,
where C is a suitable positive constant depending only on N,λ,C, p, and the contradiction is
achieved upon letting R→∞, since p < 2∗. 
7. The porous medium equation on Cartan-Hadamard manifolds
Theorem 2.1 has some interesting consequences concerning smoothing effects for the porous
medium equation (1.6), at least when the initial datum belongs to L1(MN ) and is radially
symmetric with respect to the pole o. We shall denote by L1rad(M
N ) the space constituted by
all such functions.
Theorem 7.1. Let MN be a Cartan-Hadamard manifold such that
Sectω(x) ≤ −C0 r−β ∀x ∈MN \BR0 , (7.1)
for some β ∈ (0, 2) and C0, R0 > 0. Then there exists a positive constant K > 0, depending
only on m,N, β,C0, R0, such that for any initial datum u0 ∈ L1rad(MN ) the solution u of (1.6)
satisfies the smoothing estimate
‖u(t)‖L∞(MN ) ≤ K
[
log
(
t ‖u0‖m−1L1(MN ) + e
)] 2+β
(m−1)(2−β)
t−
1
m−1 ∀t > 0 . (7.2)
Moreover, the result is optimal w.r.t. long-time dependence, in the sense that if (7.1) holds with
reverse inequality and Sectω(x) replaced by Rico(x), then there exist initial data u0 ∈ L1rad(MN )
for which the analogue of (7.2) holds with reverse inequality for large t.
The above result is a consequence of arguments that follow the lines of [24, Theorem 3.1] and
[26, Theorem 3.2]. For the reader’s convenience here we write down a concise proof (mostly
borrowed from the proof of [24, Theorem 3.1]), which should allow one to realize how the
Sobolev-type inequalities (2.3) come into play.
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Proof. Let q > 0 and σ = p/2 ∈ (1, 2∗/2], both being for the moment free parameters. We
can suppose with no loss of generality that u0 ∈ L1(M) ∩ L∞(M). In order to make rigorous
the computations we shall carry out, one needs some approximation procedures, which we skip
because they are out of the scope of this section: see [24] and references therein for more details.
To improve readability, throughout the proof we mean ‖ · ‖q ≡ ‖ · ‖Lq(MN ).
So, by multiplying the differential equation in (1.6) by uq, integrating by parts and using
(2.3), we obtain:
d
dt
‖u(t)‖q+1q+1 = −
4q(q + 1)m
(m+ q)2
∥∥∥∇(u q+m2 )(t)∥∥∥2
2
≤ − 4q(q + 1)m
(m+ q)2C2σ
‖u(t)‖q+m
σ(q+m)
, (7.3)
where
Cσ :=
C p
2+β
2(2−β)
(p− 2) β2−β
(7.4)
and C is the same constant as in (2.3). Taking advantage of standard interpolation and the
well-known fact that the L1 norm does not increase along the evolution, we infer that
‖u(t)‖q+1 ≤ ‖u(t)‖
σ(q+m)q
[σ(q+m)−1](q+1)
σ(q+m) ‖u0‖
σ(q+m)−(q+1)
[σ(q+m)−1](q+1)
1 ∀t > 0 . (7.5)
For notational convenience, let us assume that ‖u0‖1 = 1 (the case of a general L1 norm can
be handled by a routine time-scaling argument). As a consequence, from (7.3) and (7.5) there
follows
d
dt
‖u(t)‖q+1q+1 ≤ −
4q(q + 1)m
(m+ q)2 C2σ
‖u(t)‖(q+1)
σ(q+m)−1
σq
q+1 . (7.6)
The integration of (7.6) yields
y(t)
σm−1
σq ≤ 1
1
y(0)
σm−1
σq
+ 4m(q+1)(σm−1)
σ(q+m)2C2σ
t
∀t > 0 , y(t) := ‖u(t)‖q+1q+1 ,
whence
‖u(t)‖q+1 ≤
[
σ(q +m)2C2σ
4m(q + 1)(σm − 1)
] σq
(q+1)(σm−1)
t
− σq
(q+1)(σm−1) ∀t > 0 . (7.7)
By previous results (see e.g. [23, Corollary 5.6] or [10, Theorem 1.5]), the validity of (2.3) for a
fixed p/2 = σ = σ0 ∈ (1, 2∗/2) entails the smoothing estimate
‖u(t)‖∞ ≤ K t
− σ0
(σ0−1)(q+1)+σ0(m−1) ‖u0‖
(σ0−1)(q+1)
(σ0−1)(q+1)+σ0(m−1)
q+1 ∀t > 0 , (7.8)
where from here on by K we shall denote a general positive constant that depends only on
m,N, β,C0, R0 (which will not be relabeled). Therefore, the combination of (7.7) (evaluated at
time t/2) and (7.8) (with the time origin shifted from 0 to t/2) yields
‖u(t)‖∞ ≤ K
[
σ(q +m)2C2σ
4m(q + 1)(σm − 1)
] σq(σ0−1)
(σm−1)[(σ0−1)(q+1)+σ0(m−1)]
t
− σ0(σm−1)+σq(σ0−1)
(σm−1)[(σ0−1)(q+1)+σ0(m−1)] (7.9)
for all t > 0. Because q > 0 is a free parameter and (7.9) holds at any time for any such q, we
can let q = log(t+ e) in (7.9) to obtain
‖u(t)‖∞ ≤K
{
σ[log(t+ e) +m]2
4m[log(t+ e) + 1](σm− 1)
}− σ(σ0m−1)
(σm−1){(σ0−1)[log(t+e)+1]+σ0(m−1)}
× t
σ0−σ
(σm−1){(σ0−1)[log(t+e)+1]+σ0(m−1)}
{
σ[1 +m/ log(t+ e)]2
4m[1 + 1/ log(t+ e)](σm − 1)
} σ
σm−1
× C−
2σ(σ0m−1)
(σm−1){(σ0−1)[log(t+e)+1]+σ0(m−1)}
σ
[
log(t+ e)C2σ
] σ
σm−1 t−
σ
σm−1 ∀t > 0 .
(7.10)
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If σ ∈ (1, σ0), it is apparent that the first two factors in the r.h.s. of (7.10) can be bounded
from above by another general positive constant K, so that (7.10) reads
‖u(t)‖∞ ≤ K C
− 2σ(σ0m−1)
(σm−1){(σ0−1)[log(t+e)+1]+σ0(m−1)}
σ
[
log(t+ e)C2σ
] σ
σm−1 t−
σ
σm−1 ∀t > 0 ,
which implies, upon recalling (7.4),
‖u(t)‖∞ ≤ K (σ − 1)
2βσ(σ0m−1)
(2−β)(σm−1){(σ0−1)[log(t+e)+1]+σ0(m−1)}
[
log(t+ e) (σ − 1)− 2β2−β
] σ
σm−1
t−
σ
σm−1
(7.11)
for all t > 0. We can now set
σ = 1 +
σ0 − 1
log(t+ e)
,
so that from (7.11) (using the fact that the first factor stays bounded) one deduces that
‖u(t)‖∞ ≤K [log(t+ e)]
2+β
(m−1)(2−β)−
(2+β)(σ0−1)
[(m−1) log(t+e)+m(σ0−1)](m−1)(2−β)
× t−
1
m−1+
σ0−1
[(m−1) log(t+e)+m(σ0−1)](m−1)
for all t > 0, i.e.
‖u(t)‖∞ ≤ K [log(t+ e)]
2+β
(m−1)(2−β) t−
1
m−1 ∀t > 0 ,
which is equivalent to (7.2) in the case ‖u0‖1 = 1.
As concerns optimality, it is enough to recall that [26, Theorem 3.2] ensures, provided the
curvature assumption (7.1) holds with reverse inequality and Sectω(x) is replaced by Rico(x),
that any (nontrivial) bounded, compactly supported and positive initial datum u0 gives rise to
a solution of (1.6) satisfying (in particular) the lower bound
‖u(t)‖m−1∞ ≥ Cˆ
(log t)
2+β
2−β
t
for large t , (7.12)
where Cˆ is a suitable positive constant depending on MN ,m, u0. It is plain that (7.12) matches
(7.2) (with respect to time behavior) from below. 
Remark 7.2 (The case β = 0). It is worth pointing out that Theorem 7.1 actually holds for
β = 0 as well: in fact in such case the result is true for all L1(MN ) initial data, not only
the radial ones. This is a direct consequence of Theorem 5.5 and [24, Theorem 2.1], whereas
optimality follows from the sharp estimates of [41].
Finally, in the quasi-Euclidean case, thanks to Theorem 2.2 we can obtain the analogue of
Theorem 7.1. The proof follows by combining [23, Corollary 5.6] (the fact that it is stated on
Euclidean domains is inessential) and [26, Theorem 6.2], so we shall omit it since the argument
is just a simplified version of the one used in the proof of Theorem 7.1.
Theorem 7.3. Let MN be a Cartan-Hadamard manifold such that
Sectω(x) ≤ −C1 r−2 ∀x ∈MN \BR0 (7.13)
for some C1 and R0 > 0. Then there exists a positive constant K > 0, depending only on
N,C1, R0, such that for any initial datum u0 ∈ L1rad(MN ) the solution u of (1.6) satisfies the
smoothing estimate
‖u(t)‖L∞(MN ) ≤ K t
− N˜
2+N˜(m−1) ‖u0‖
2
2+N˜(m−1)
L1(MN )
∀t > 0 , (7.14)
where N˜ is defined in (2.7).
Moreover, the result is optimal w.r.t. long-time dependence, in the sense that if (7.13) holds
with reverse inequality and Sectω(x) replaced by Rico(x)/(N − 1), then there exist initial data
u0 ∈ L1rad(MN ) for which the analogue of (7.14) holds with reverse inequality for large t.
26 MATTEO MURATORI AND ALBERTO RONCORONI
Acknowledgements. The authors thank the “Gruppo Nazionale per l’Analisi Matematica,
la Probabilita` e le loro Applicazioni” (GNAMPA) of the “Istituto Nazionale di Alta Matemat-
ica” (INdAM, Italy). The first author was partially supported by the GNAMPA Project 2017
“Equazioni Diffusive Non-lineari in Contesti Non-Euclidei e Disuguaglianze Funzionali Asso-
ciate” and both authors were supported by the GNAMPA Project 2018 “Problemi Analitici e
Geometrici Associati a EDP Non-Lineari Ellittiche e Paraboliche”.
References
[1] T. Aubin, E´quations diffe´rentielles non line´aires et proble`me de Yamabe concernant la courbure scalaire, J.
Math. Pures Appl. 55 (1976), 269–296.
[2] T. Aubin, Espaces de Sobolev sur les varie´te´s Riemanniennes, Bull. Sci. Math. 100 (1976), 149–173.
[3] T. Aubin, Proble`mes isope´rime´triques et espaces de Sobolev, J. Differential Geometry 11 (1976), 573–598.
[4] T. Aubin, Y.Y. Li, On the best Sobolev inequality, J. Math. Pures Appl. 78 (1999), 353–387.
[5] D. Bakry, T. Coulhon, M. Ledoux, L. Saloff-Coste, Sobolev inequalities in disguise, Indiana Univ. Math. J.
44 (1995), 1033–1074.
[6] D. Bakry, I. Gentil, M. Ledoux, “Analysis and Geometry of Markov Diffusion Operators”, Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 348. Springer, Cham,
2014.
[7] D. Bakry, M. Ledoux, F.-Y. Wang, Perturbations of functional inequalities using growth conditions, J. Math.
Pures Appl. 87 (2007), 394–407.
[8] E. Berchio, D. Ganguly, G. Grillo, Sharp Poincare´-Hardy and Poincare´-Rellich inequalities on the hyperbolic
space, J. Funct. Anal. 272 (2017), 1661–1703.
[9] A.L. Besse, “Einstein Manifolds”. Reprint of the 1987 edition. Classics in Mathematics. Springer-Verlag,
Berlin, 2008.
[10] M. Bonforte, G. Grillo, Asymptotics of the porous media equation via Sobolev inequalities, J. Funct. Anal.
225 (2005), 33–62.
[11] M. Bonforte, G. Grillo, J.L. Va´zquez, Fast diffusion flow on manifolds of nonpositive curvature, J. Evol.
Equ. 8 (2008), 99–128.
[12] H.-D. Cao, G. Catino, Q. Chen, C. Mantegazza, L. Mazzieri, Bach-flat gradient steady Ricci solitons, Calc.
Var. Partial Differential Equations 49 (2014), 125–138.
[13] G. Carron, Ine´galite´s de Hardy sur les varie´te´s riemanniennes non-compactes, J. Math. Pures Appl. 76
(1997), 883–891.
[14] G. Carron, Ine´galite´ de Sobolev et volume asymptotique, Ann. Fac. Sci. Toulouse Math. 21 (2012), 151–172.
[15] E.B. Davies, “Heat Kernels and Spectral Theory”, Cambridge Tracts in Mathematics, 92. Cambridge Uni-
versity Press, Cambridge, 1990.
[16] J. Dolbeault, M.J. Esteban, M. Loss, Rigidity versus symmetry breaking via nonlinear flows on cylinders and
Euclidean spaces, Invent. Math. 206 (2016), 397–440.
[17] J. Dolbeault, M.J. Esteban, M. Loss, M. Muratori, Symmetry for extremal functions in subcritical Caffarelli-
Kohn-Nirenberg inequalities, C. R. Math. Acad. Sci. Paris 355 (2017), 133–154.
[18] A.R. Fotache, M. Muratori, Smoothing effects for the filtration equation with different powers, J. Differential
Equations 263 (2017), 3291–3326.
[19] R.E. Greene, H. Wu, “Function Theory on Manifolds which Possess a Pole”, Lecture Notes in Mathematics,
699, Springer, Berlin, 1979.
[20] A. Grigor’yan, Analytic and geometric background of recurrence and non-explosion of the Brownian motion
on Riemannian manifolds, Bull. Amer. Math. Soc. 36 (1999), 135–249.
[21] A. Grigor’yan, “Heat Kernel and Analysis on Manifolds”, AMS/IP Studies in Advanced Mathematics, 47,
American Mathematical Society, Providence, RI; International Press, Boston, MA, 2009.
[22] A. Grigor’yan, L. Saloff-Coste, Surgery of the Faber-Krahn inequality and applications to heat kernel bounds,
Nonlinear Anal. 131 (2016), 243–272.
[23] G. Grillo, M. Muratori, Sharp short and long time L∞ bounds for solutions to porous media equations with
homogeneous Neumann boundary conditions, J. Differential Equations 254 (2013), 2261–2288.
[24] G. Grillo, M. Muratori, Smoothing effects for the porous medium equation on Cartan-Hadamard manifolds,
Nonlinear Anal. 131 (2016), 346–362.
[25] G. Grillo, M. Muratori, M.M. Porzio, Porous media equations with two weights: smoothing and decay prop-
erties of energy solutions via Poincare´ inequalities, Discrete Contin. Dyn. Syst. 33 (2013), 3599–3640.
[26] G. Grillo, M. Muratori, J.L. Va´zquez, The porous medium equation on Riemannian manifolds with negative
curvature. The large-time behaviour, Adv. Math. 314 (2017), 328–377.
[27] E. Hebey, Optimal Sobolev inequalities on complete Riemannian manifolds with Ricci curvature bounded
below and positive injectivity radius, Amer. J. Math. 118 (1996), 291–300.
[28] E. Hebey, “Sobolev Spaces on Riemannian Manifolds”, Lecture Notes in Mathematics, 1635. Springer-Verlag,
Berlin, 1996.
SOBOLEV-TYPE INEQUALITIES ON CARTAN-HADAMARD MANIFOLDS 27
[29] E. Hebey, “Nonlinear Analysis on Manifolds: Sobolev Spaces and Inequalities”, Courant Lecture Notes in
Mathematics, 5. New York University, Courant Institute of Mathematical Sciences, New York; American
Mathematical Society, Providence, RI, 1999.
[30] E. Hebey, M. Vaugon, The best constant problem in the Sobolev embedding theorem for complete Riemannian
manifolds, Duke Math. J. 79 (1995), 235–279.
[31] A. Kufner, B. Opic, “Hardy-type Inequalities”, Pitman Research Notes in Mathematics Series, 219. Longman
Scientific & Technical, Harlow, 1990.
[32] M. Ledoux, On manifolds with non-negative Ricci curvature and Sobolev inequalities, Comm. Anal. Geom.
7 (1999), 347–353.
[33] M. Ledoux, Spectral gap, logarithmic Sobolev constant, and geometric bounds, Surveys in differential geom-
etry. Vol. IX, 219–240, Surv. Differ. Geom., 9, Int. Press, Somerville, MA, 2004.
[34] Z. Lu, D. Zhou, On the essential spectrum of complete non-compact manifolds, J. Funct. Anal. 260 (2011),
3283–3298.
[35] H.P. McKean, An upper bound to the spectrum of ∆ on a manifold of negative curvature, J. Differential
Geometry 4 (1970), 359–366.
[36] V.H. Nguyen, The sharp Poincare´-Sobolev type inequalities in the hyperbolic space Hn, J. Math. Anal. Appl.
462 (2018), 1570–1584.
[37] S. Pigola, G. Veronelli, Lower volume estimates and Sobolev inequalities, Proc. Amer. Math. Soc. 138 (2010),
4479–4486.
[38] G. Talenti, Best constant in Sobolev inequality, Ann. Mat. Pura Appl. 110 (1976), 353–372.
[39] J.L. Va´zquez, “Smoothing and Decay Estimates for Nonlinear Diffusion Equations. Equations of Porous
Medium Type”, Oxford University Press, Oxford, 2006.
[40] J.L. Va´zquez, “The Porous Medium Equation. Mathematical Theory”, The Clarendon Press, Oxford Uni-
versity Press, Oxford, 2007.
[41] J.L. Va´zquez, Fundamental solution and long time behavior of the porous medium equation in hyperbolic
space, J. Math. Pures Appl. 104 (2015), 454–484.
[42] J.P. Wang, The spectrum of the Laplacian on a manifold of nonnegative Ricci curvature, Math. Res. Lett. 4
(1997), 473–479.
[43] Y.L. Xin, “Geometry of Harmonic Maps”, Progress in Nonlinear Differential Equations and their Applica-
tions, 23. Birkha¨user Boston, Inc., Boston, MA, 1996.
Matteo Muratori, Dipartimento di Matematica, Politecnico di Milano, Via Bonardi 9, 20133
Milano, Italy
E-mail address: matteo.muratori@polimi.it
Alberto Roncoroni, Dipartimento di Matematica “Felice Casorati”, Universita` degli Studi di
Pavia, Via Ferrata 5, 27100 Pavia, Italy
E-mail address: alberto.roncoroni01@universitadipavia.it
