Introduction
For years, the study of the use of a reflectance optical system for noninvasive monitoring of blood oxygen saturation (SO2) and bilirubin concentration (Cbil) has been focused on many clinical investigations. This is mostly due to the simplicity of the system and its noninvasive attributes. Clinical monitoring of a person's SO2 is a crucial process to ensure sufficient oxygen supply to tissues throughout the body. Insufficient supply of oxygen to tissue may lead to slow wound healing process [1] , headache, chest pain, rapid heartbeat and shortness of breath; in severe cases, it might also result in fatal.
Meanwhile, an elevation of bilirubin concentration in blood is a sign of jaundice or hyperbilirubinemia [2] , [3] . The increase in blood bilirubin level is mostly due to poor human body excretion function to remove old red blood cells, or the breakdown product of red blood cells, from the system [4] . In a healthy circulatory system, old and damaged red blood cells would be filtered by the spleen and transported by albumin to the liver, which purpose is to eliminate these unwanted red blood cells from a human body, while new blood cells are continuously being produced in the bone marrow.
A R T I C L E I N F O A B S T R A C T
Noninvasive measurement of health parameters such as blood oxygen saturation and bilirubin concentration predicted via an appropriate light reflectance model based on the measured optical signals is of eminent interest in biomedical research. This is to replace the use of conventional invasive blood sampling approach. This study aims to investigate the feasibility of using Modified Lambert Beer model (MLB) in the prediction of one's bilirubin concentration and blood oxygen saturation value, SO2. This quantification technique is based on a priori knowledge of extinction coefficients of bilirubin and hemoglobin derivatives in the wavelength range of 440 -500 nm. The validity of the prediction was evaluated using light reflectance data from TracePro raytracing software for a single-layered skin model with varying bilirubin concentration. The results revealed some promising trends in the estimated bilirubin concentration with mean ± standard deviation (SD) error of 0.255 ± 0.025 g/l. Meanwhile, a remarkable low mean ± SD error of 9.11 ± 2.48 % was found for the predicted SO2 value. It was concluded that these errors are likely due to the insufficiency of the MLB at describing changes in the light attenuation with the underlying light absorption processes. In addition, this study also suggested the use of a linear regression model deduced from this work for an improved prediction of the required health parameter values. Therefore in the cases of blockage of the bile ducts, liver disease (hepatitis) or renal failure, a high mainstream of bilirubin in blood would be ensued [5] .
Bilirubin can be divided into two types, namely conjugated and unconjugated bilirubin. The unconjugated bilirubin is bounded with albumin, which would be transported to the liver. During the transferring process, the unconjugated bilirubin would be converted into conjugated bilirubin, which is water-soluble, before it was excreted from the human body through sweating and defecation system [6] . The conventional method of determining the elevation of the bilirubin level is via the observation of the yellowish of white eyes and skin. However, this method is unreliable largely due to the variation in skin color of different population. Therefore, drawing of a blood sample, or commonly known as a heel stick, is performed before the blood sample was clinically processed using blood gas analyzer. This method is tedious and time-consuming. Besides, it also increases the risk of infection at the sampling site and unnecessary blood loss.
Even though market available instrumentations such as BiliCheck (Respironics) and Minolta (part no. JM-103 by Konica Minolta/Air-shields) can reveal transcutaneous bilirubin concentration using an optical technique, the accuracy of these techniques is often subjected to differences in skin pigmentation [7] , [8] . Previous studies [9] - [11] showed the viability of using diffuse reflectance spectroscopy or its hybrid imaging technologies [11] to reveal skin absorbing and scattering properties. While some of these works required the use of a biomarker in its imaging [10] , others are bulky hence limiting their application to laboratory use. To this end, the use of a point reflectance system was previously proposed by Ong et al. [12] to overcome the shortcomings of the existing techniques. The common working wavelength range for the estimation of chromophores' concentration is in between 400 -1000 nm, which is known as the optical diagnostic window, due to the dominant light absorptivity of hemoglobin components and nonheme-chromophores such as bilirubin in the corresponding region [13] , [14] . The prediction of the required chromophores' concentration using spectroscopy technique, however, required the use of a suitable optical model.
For this purpose, several optical models have been developed and presented in the past in the prediction of different chromophores' concentration based on light reflectance measurements [15] . The first forward model used to approximate the relationship between measurable optical signal (i.e. light absorbance) and absorptivity of the medium's absorber was Lambert Beer Model. An improvement on this model was developed by Pittman and Duling [16] , who introduced a constant offset to the Lambert Beer model, to account for the effects of light scattering on the total light attenuation. The proposed model, termed as Modified Lambert Beer model (MLB), was used in the prediction of the SO2 in their in-vitro investigations. This model was later being expanded into Extended Modified Lambert Beer Law by Huong and Ngu [15] to allow a more accurate prediction of the SO2 and percent carbon monoxide (CO) in the blood system. Other analytical models include the cumulant based attenuation model [17] , Kubelka Munk theory [18] , Kramer's rule [19] , Monte Carlo model [20] and cubic model [21] . Even though most of the aforementioned models were adopted to predict blood SO2, Kramer's rule [16] was designed to predict Cbil using a lookup table. Unlike the MLB, these previously proposed models and algorithms are computationally complex [22] , involve tedious computations and are labor-intensive [23] , [24] . Among the most recent advancements in the field is the use of machine learning [25] , [26] in health monitoring using both supervised and unsupervised learning approaches. Such an approach, however, required a large number of datasets for data mining to improve the accuracy of its predictions.
In addition, previous works by Ong and Huong [27] , Grohmann et al. [28] , Danaei et al. [29] and Slusher et al. [30] showed variation in the predicted bilirubin value with differences in the selected skin site; these differences were attributed to the insufficiency of the employed optical model to describe the variation in individuals' skin pigmentation and thickness [27] . To date, to the best of the authors' knowledge, no simulation work has been done in the investigation of a suitable quantification approach in the prediction of bilirubin concentration. It is, therefore, the aim of this paper to investigate the adequacy of using MLB for this purpose. The performance of the MLB model in the prediction of health parameters namely oxygen saturation and bilirubin concentration would be evaluated based on the prediction error obtained from the processing of simulations from optical raytracing method (TracePro, Lambda Research Corp).
Method

Human Skin Model
Human skin is multilayer biological tissue having a heterogeneous distribution of particles of different size, shape, and density, both in different layers of skin and in the direction parallel to these layers, which significantly modifies light transport (via light scattering processes) in each layer in a different manner [32] , [33] . This variation is further compounded with the variability in wavelength-dependent light absorption of different layers (e.g., melanin and hemoglobins in epidermal and dermal layers, respectively). The unknown specificity of skin structure, however, remains as the problems of optics of biological tissues as the former is dependent on factors such as demographic profile, skin type, body site of individuals and their gender [32] , [34] . This is evident in [32] , where the authors reported a good agreement in their simulation results of four-layer skin model with the works by Tuchin [35] but their results were inconsistent with previous research findings [36] , [37] , whose focus were on multilayer tissue of other body regions.
To this end, a significant amount of works have been published [38] , [39] using monolayer skin model having homogenous optical properties to predict the basic biophysics and behavior of light-tissue interactions for application in clinical analysis and diagnosis. Not only does this simpler structure have greatly reduced cumbersome steps in numerical and analytical works [40] , it helps to speed up programming time. For these reasons, this work modeled skin as a single layer medium with homogeneously distributed scattering and absorbing centers comprising of melanin, hemoglobin (oxyhemoglobin and deoxyhemoglobin) and bilirubin.
This single-layered medium of thickness 100 µm and with a dimension of 1 mm×1 mm×0.1 mm measured from the center of the axis was modeled using TracePro (Trial version 7.7.2). The illuminating source was a fan beam with wavelengths ranging from 440 to 500 nm at a step size of 2 nm. The light source was modeled to focus at a distance of 1 mm from coordinate z = 0 behind the medium, as shown in Fig. 1 . Meanwhile, a detector with a dimension of 0.2 mm×0.2 mm×0.1 mm was placed in contact with the modeled skin layer at a distance of 0.05 mm along the y-axis shown in Fig. 1 . This detector was designed as a perfect absorber to measure a number of photons backscattered from the medium. 
Light Propagation Simulations
In this study, the Mie scattering calculator developed by Prahl [41] was used to determine the medium's scattering coefficient based on Mie scattering model. While the sphere diameter was chosen as 0.8 µm, the reflective index of the sphere and the index mismatch between spheres and surrounding was chosen as 1.59 and 1.2, respectively, to give the wavelength-dependent scattering coefficient, µs, shown in Fig. 2 . The bulk scatters properties of the medium in Fig. 1 was characterized by HenyeyGreenstein phase function [42] (a build-in tool in TracePro) based on these scattering coefficients and anisotropy factor, g, of 0.85. The latter value was chosen in accordance with Anderson and Ross [43] , who suggested the value should be within 0.8 -1.0, for studies of light propagation in biological tissues. This work assumed melanin (mel), bilirubin (bil) and hemoglobin (Hb), which comprised of oxyhemoglobin and deoxyhemoglobin, are the only absorbers present in the skin medium. The total absorption coefficient of the medium, µT, is given by:
where µbil, µHb and µm represent absorption coefficient of bil, Hb and mel, respectively. The absorption coefficient is given by the product of the extinction coefficient (ε) and concentration (C) of the absorbers present, so (1) can also be written as:
where the subscript oxyHb and dHb denote that of oxyhemoglobin and deoxyhemoglobin, respectively. The µHb in (1) can also be expressed as [1] :
In this work, SO2 was assumed as a constant with a percent value of 98 % while total blood concentration, T, is taken here as 150 g/l. It was reported in Ong and Huong [27] that the wavelengthdependent absorption of melanin, µm, is given by (4). The wavelength-dependent extinction coefficient of other considered absorbers are taken from the Oregon Medical Laser Center website [41] shown in Fig. 3 . 
  
This study considered only signals in the wavelength range of 440 -500 nm owing to the peak bilirubin absorptivity at this range. The simulation works were carried out for medium with five arbitrarily chosen bilirubin concentration values, Cbil, namely 0.32 g/l, 0.38 g/l, 0.45 g/l, 0.51 g/l, and 0.64 g/l. Substituting Cbil into (2) to give the five different ranges of wavelength varying light absorptivity. Shown in Fig. 4 are the simulation results for the scattering-absorbing medium of the considered varying Cbil. Fig. 3 . Wavelength dependent extinction coefficient of the absorbers considered in this study. Data were taken from [41] , [44] , and [45] . 
Modified Lambert Beer Model and Fitting Procedure
In this work, the MLB model proposed by Pittman and Duling [16] was employed to give the best guess of the medium's Cbil and SO2. This model is comparatively simple, easy to understand, and required less computational power as compared to other models described in section 1. This model assumed a linear relationship between the measured light attenuation and the medium's absorption as followed:
where G is a constant value representing scattering dependent light attenuation offset while d is normally taken as the mean light pathlength. Since changes in melanin absorptivity across the considered wavelengths are relatively small as shown in Fig. 3 , it was assumed that its effects on the total light attenuation is taken care of by parameter G. This reduces the µa in (5) to that given by bilirubin and hemoglobin components in the medium. Thus, substituting (2) into (5) gives:
The prediction of the unknowns in (6) (i.e. G, Cbil, SO2 and d) was via an iterative fitting routine using fminsearch function available in MATLAB (version 2016a). This was accomplished by fitting the
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simulations (of different Cbil range of 0.32 -0.64 g/l shown in Fig. 4 ) using the MLB in (6) . This process required the extinction coefficients of bilirubin and hemoglobin components in the wavelength range of 440 -500 nm as its priori knowledge following the equation in (6) . The fitting process began by initializing all the unknowns with value '1', the optimal value was iteratively sought based on the absolute difference between the value given by the simulated attenuation and the values given by MLB, ΔE. This fitting procedure ended when either the number of iteration has reached 500 or ΔE is less than 10 -20 .
Results and Discussion
Based on the steps discussed in section 2.3, results from TracePro simulations for single-layered scattering-absorbing medium were used to investigate the feasibility of using the MLB model in the estimation of the medium's Cbil and SO2.
The SO2 and Cbil value predicted using MLB for different Cbil condition is shown in Table 1 , they are represented in the following by the symbol SO2(p) and Cbil(p), respectively. Fig. 5 shows a plot comparing the ground truth with the predicted bilirubin concentration value for a different set of simulation data, while Fig. 6 shows the relationship between the results in Fig. 5 . Also shown in this diagram is the best fitted linear regression equation for the relationship. Based on Table 1 , the mean and standard deviation (SD) of the absolute error in the predictions of bilirubin concentration is calculated as 0.255 ± 0.025 g/l while the mean ± SD of error in the predicted percent oxygen saturation is given by 9.11 ± 2.48 %. Even though noticeable differences in the value of Cbil(p) as compared to that used in the simulations was found in Table 1 , the result in Fig. 5 revealed some promising trends in the predicted values. It can be observed from Fig. 5 that the increase in Cbil(p) with the attenuation index is of the same rate and fashion as that of the ground truth value. This is evident with the considerably linear relationship between the actual and predicted value shown in Fig.  6 . This relationship between the actual and the predicted bilirubin concentration, Cbil(p), listed in Table  1 was further evaluated using the correlation test in MATLAB. The calculated correlation coefficient value of 0.9997 showed a relatively strong association between the two variables. Thus, suggesting the feasibility of using a linear regression model shown in Fig. 6 to correct for the predicted value.
It must also be noted that the differences between the ground truth and the predicted bilirubin concentration values reduced steadily with the increase in light attenuation index (i.e. increase in medium's bilirubin concentration) in Table 1 . This may imply an increase in the adequacy of the employed MLB to describe changes in measurable output with variations in the medium's optical properties under high bilirubin level conditions.
There are several factors contributing to the error in the Cbil(p) shown in Fig. 5 . Among them include the effects of wavelength varying melanin and light scattering properties shown in Fig. 2 and Fig. 3 on the measured light attenuation, which have not accounted for in the employed forward model in (6) . In addition, the wavelength varying scattering coefficients would have different influence on the amount of light being backscattered onto the detector at each wavelength; therefore it is inappropriate to represent these effects with a constant parameter G in (6) . This, together with the wavelength-dependent absorptivity of the medium's absorbers, would also modify the light path-length value, d, in (6) at different wavelength [46] , [47] . It is worth noting that the SO2 predicted using the MLB appeared to be considerably robust towards changes in the optical properties in the medium. Even though the corresponding results are favorable, from the discussions in the earlier paragraph, this could indicate the possibility of overfitting in the recruited algorithm described in section 2.3. Since the MLB has limitation in its prediction performances, further work includes the use of neural network (NN) approach to overcome the problem of finding a suitable optical model for quantification purposes. Nonetheless, appropriate features, extracted from a large number of datasets such as that shown in Fig. 4 , would be needed in the training of the NN.
Conclusion
This work demonstrated the use of MLB model in the estimation of Cbil and SO2. This study observed noticeable discrepancies in the prediction of bilirubin concentration with error given by 0.255 ± 0.025 g/l. Even so, this study found some promising trends in the predicted values and a relatively strong correlation between the actual and predicted Cbil. Besides, the results revealed a high consistency Cbil = 0.83 Cbil(p) + 0.289
