















enormous	 resources	 for	 the	 human	 mind	 to	 cope	 with,	 and	 find	 valuable	
patterns	 in	 it.	 Their	 use	 is	 not	 limited	 to	 our	 online	 experience	 as	 similar	
algorithms	have	been	also	implemented,	for	example,	to	inform	policymakers:	
suggesting	where	to	deploy	police	forces	around	the	urban	context,	assessing	
criminality	 risk	 scores	 of	 offenders,	 or	 allocating	 high	 school	 students	 to	 the	
most	suited	school.	
While	 the	 consequences	 of	 the	 decisions	 made	 by	 algorithms	 have	 a	 great	
impact	on	people’s	lives,	the	way	they	are	built	and	designed	makes	them	de	
facto	 “black	 boxes”:	 a	 series	 of	 legal	 and	 technical	 barriers	 prevents	 from	
accessing	 and	 understanding	 how	 a	 certain	 input	 influences	 a	 given	 output.	
Overseeing	their	decision	processes	becomes	then	of	the	utmost	importance.	




experiment	 to	 test	 opportunities	 and	 criticalities	 in	 using	 visualization	 to	
represent	the	presence	and	the	activity	of	algorithms.	
This	 represents	 a	 shift	 from	 the	 main	 purpose	 of	 visualizations	 and	 Data	
Visualization	 in	 general:	 since	 its	 strong	 suit	 is	 to	 support	 human	 decision-
making	 processes	 by	 transforming	 data	 into	 knowledge,	 the	 substitution	 of	
people	 by	machines	 in	 this	 activity	 seems	 to	make	 visualizations	 obsolete.	A	
computer	doesn’t	need	to	“see”	the	data	to	make	a	decision	–	or	at	least	not	in	
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engage	publics	 in	a	 fruitful	discussion	of	 the	 issue	 comes	 from	 information	design,	
namely	information	visualization.	With	it	we	are	able	to	trace	the	origins	and	presence	

















this	case	study	 information	visualization	plays	a	key	role	 in	 revealing	 the	algorithm	
presence	and	highlight	its	outputs,	thus	creating	a	way	to	open	the	black	box	[11].	
	







It	 has	 become	 almost	 formulaic	 to	 say:	 “We	now	 live	 in	 a	 hyperconnected,	 online	
world”,	and	yet	it	still	is	a	phrase	that	is	worth	saying	because	every	year,	or	better	
every	 day,	 a	 bigger	 portion	 of	 our	 daily	 interactions	 with	 entities	 different	 than	
ourselves	could	potentially	be	moved	entirely	online.	Supplies	are	bought	on	Amazon,	
vacations	are	booked	on	Airbnb,	news	are	read	on	Facebook,	etc.	For	every	need	and	




















effectively	 police	 forces	 around	 the	 city1,	 assessment	 algorithms	 that	 are	 used	 by	
judges	to	inform	their	decision	by	providing	a	criminality	risk	score	to	the	offender2,	
or	 data	 processing	 algorithms	 that	 control	 self-driving	 cars.	 Especially	 when	 we	
consider	the	latter	examples,	a	set	of	questions	arise:	how	do	we	evaluate	the	decision	









its	 complexity,	and	opacity,	 resides.	Moreover,	all	 the	code	behind	 the	proprietary	
                                                            
1	http://www.predpol.com		
2	http://www.equivant.com		
116 COmmunicating COmplexity 
  






engage	publics	 in	a	 fruitful	discussion	of	 the	 issue	 comes	 from	 information	design,	
namely	information	visualization.	With	it	we	are	able	to	trace	the	origins	and	presence	

















this	case	study	 information	visualization	plays	a	key	role	 in	 revealing	 the	algorithm	
presence	and	highlight	its	outputs,	thus	creating	a	way	to	open	the	black	box	[11].	
	







It	 has	 become	 almost	 formulaic	 to	 say:	 “We	now	 live	 in	 a	 hyperconnected,	 online	
world”,	and	yet	it	still	is	a	phrase	that	is	worth	saying	because	every	year,	or	better	
every	 day,	 a	 bigger	 portion	 of	 our	 daily	 interactions	 with	 entities	 different	 than	
ourselves	could	potentially	be	moved	entirely	online.	Supplies	are	bought	on	Amazon,	
vacations	are	booked	on	Airbnb,	news	are	read	on	Facebook,	etc.	For	every	need	and	




















effectively	 police	 forces	 around	 the	 city1,	 assessment	 algorithms	 that	 are	 used	 by	
judges	to	inform	their	decision	by	providing	a	criminality	risk	score	to	the	offender2,	
or	 data	 processing	 algorithms	 that	 control	 self-driving	 cars.	 Especially	 when	 we	
consider	the	latter	examples,	a	set	of	questions	arise:	how	do	we	evaluate	the	decision	









its	 complexity,	and	opacity,	 resides.	Moreover,	all	 the	code	behind	 the	proprietary	
                                                            
1	http://www.predpol.com		
2	http://www.equivant.com		
117Michele Invernizzi, Michele Mauri, Paolo Ciuccarelli  





































of	 posts	 is	 recorded.	 In	 any	 moment	 the	 user	 can	 insert	 her	 Facebook	 Id	 in	 the	
interface	in	order	to	load	the	visualization	with	her	own	data.	The	interface	presents	
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5	These	would	be	broken	posts,	or	posts	that	the	browser	extension	was	not	able	to	retrieve.	
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