Abstract: A problem of assessing stability of retarded dynamical networks is solved in this paper. Subsystems are assumed to be integral input-to-state stable (iISS). Time-delays are allowed to reside in both subsystems and interconnection channels, and may be both discrete and distributed. No assumption is made on the interconnection topology. This paper develops a small-gain methodology for constructing a Lyapunov-Krasovskii functional of such a network.
INTRODUCTION
Time-delay is a central issue of practical relevance in largescale and networked dynamical systems such as power networks, teleoperation, agent-based control systems, communication networks and biological systems (see, e.g., OlfatiSaber and Murray (2004) ; Tian and Liu (2008) ; Polushin et al. (2006) ; Fan and Arcak (2006) ; Papachristodoulou and Jadbabaie (2010) ; Enciso and Sontag (2006) ; Gajardo et al. (2009) ). Due to the large-scale and complex nature, exploiting balance between inherent nonlinearities of components is often crucial to the success of analysis and design of networked systems. In the field of nonlinear control theory, a great deal of effort has been put into the problem of finding useful conditions under which interconnections of nonlinear systems are stable. One of the popular tools is the ISS small-gain theorem which establishes the stability of interconnection of two input-to-state stable (ISS) subsystems (see Jiang et al. (1994) ; Teel (1996) ). The framework of ISS allows us to effectively deal with nonlinearities which are not covered by the L p -gain property (see Sontag (1989) ). The small-gain theorem has been extended to interconnected systems involving a broader class of nonlinearity called the integral input-to-state stability (iISS) in Ito (2006) ; Ito and Jiang (2009b) . For networks of ISS subsystems, a number of studies on small-gain-type stability criteria have been reported very recently, e.g. Dashkovskiy et al. (2007) ; Jiang and Wang (2008) ; Liu et al. (2011); Dashkovskiy et al. (2010) ; Polushin et al. (2009) ; Tiwari et al. (2009) ; Rüffer et al. (2010b) . Since the max-type (or vector) Lyapunov functions which have been extensively used for nonlinear networks cannot yield a Lyapunov function of the network involving non-ISS subsystems (see Ito et al. (2009a) ), no result has been available on small-gain criteria for networks of subsystems defined with pure iISS properties. Stability analysis of networks containing non-ISS subsystems is inherently much harder than the ISS case as several attempts suggest in Ito et al. (2009a) ; Rüffer et al. (2010a) . In these circumstances, Ito et al. (2010d) presents a solution to this outstanding problem in the delay-free case for the first time. However, the treatment of time-delay systems is not obvious at all. It is remarkable that a "trajectory-based" "ISS" small-gain method is developed for a broad class of abstract systems covering time-delay systems in Karafyllis and Jiang (2010) . It proposes a useful idea of circumventing the difficulty of tackling the direct iISS formulation, and a time embedded formulation aiming at verifying input-to-output stability is introduced in a trajectory-based setup. The ISS smallgain condition can be still used for non-ISS subsystems by assuming that the behavior of the subsystems is ISS after a transient period and that a trajectory estimate of the network during the period is available in a desired manner.
The purpose of this paper is to deal with time-delays in the stability analysis of network involving non-ISS subsystems. The only information of the subsystems we require is iISS dissipation inequalities which allow for both non-commensurate discrete and distributed timedelays in both subsystems and interaction channels. No restriction is imposed on the topology of interconnection. The formulation and the technique developed in Ito et al. (2010d) are tailored successfully for dealing with timedelays. Regardless of iISS or ISS, the construction of "sum-type" Lyapunov-Krasovskii functionals for general nonlinear networks is the first of its kind. This paper uses the symbols ∨ and ∧ to indicate logical sum and product, respectively. The symbol | · | stands for the Euclidean norm of a real vector. The real interval [0, +∞) is denoted by R + . For a measurable and essentially bounded function u : I ⊆ R + → R m , u ∞ = ess sup t∈I |u(t)|. For given times 0 ≤ T 1 < T 2 , we indicate with u [T1,T2) : R + → R m the function given by u [T1,T2) (t) = u(t) for all t ∈ [T 1 , T 2 ) and = 0 elsewhere. A function u is said to be locally essentially bounded if, for any T > 0, u [0,T ) is essentially bounded. For a function ω : R + → R + , we write ω ∈ P if it is continuous and satisfies ω(0) = 0, ω(s) > 0 for all s > 0. A function is of class K if it belongs to P and is strictly increasing; of class K ∞ if it is of class K and is unbounded. A function β : R 2 + → R + is of class KL if for each fixed t the function s → β(s, t) is of class K and for each fixed s the function t → β(s, t) is non-increasing and goes to zero as t → +∞. All the proofs are omitted due to the space limitation.
NETWORK OF iISS RETARDED SYSTEMS
Consider the dynamical network Σ consisting of the functional differential equations
where
Ni , r i (t) ∈ R Mi and t ∈ R + . The number of the subsystems Σ i is denoted by n ≥ 2. The function 
Suppose that f is Lipschitz on any bounded set and f (0, ..., 0, 0) = 0. The external input r(t) is assumed to be measurable, locally essentially bounded. For a locally Lipschitz functional
Instead of the information of f , this paper assumes that a dissipation inequality of each Σ i is known as follows: Assumption 1. For i = 1, 2, ..., n, there exist locally Lipschitz functionals
hold with some ∆ ℓ ∈ (0, ∆], ℓ = 1, 2, . . . , h + h d , for nonnegative integers h, h d , whereσ i,i,ℓ = 0 (thus,X i,i = 0) for i = 1, 2, ..., n and ℓ = 0, 1, . . . , h + h d .
By definition, the mappingsX i,j : C Ni → R + are continuous functionals. The inequality (5) is called a dissipation inequality and means that each subsystem Σ i with the inputs x j , j = i and r is integral input-to-state stable (iISS), and that V i is an iISS Lyapunov-Krasovskii functional of Σ i . Ifα i ∈ K ∞ , the subsystem Σ i is input-to-state stable (ISS). The definitions of ISS and iISS can be found in Sontag (1989 Sontag ( , 1998 ; Pepe and Jiang (2006) as follows: Definition 2. The system (2) is said to be iISS with respect to input r and state x if there exist χ ∈ K ∞ , β ∈ KL and γ r ∈ K such that, for any initial condition ξ 0 and any input r, the corresponding solution exists for all t ≥ 0 and, furthermore, satisfies
Definition 3. The system (2) is said to be ISS with respect to input r and state x if there exist β ∈ KL and γ r ∈ K such that, for any initial condition ξ 0 and any input r, the corresponding solution exists for all t ≥ 0 and, furthermore, satisfies
The definitions of ISS and iISS Lyapunov-Krasovskii functionals and characterizations of ISS and iISS are given in Pepe and Jiang (2006) ; Ito et al. (2010e) as follows:
is said to be an iISS Lyapunov-Krasovskii functional for the system (2). If α ∈ K ∞ holds additionally, the functional V is said to be an ISS Lyapunov-Krasovskii functional.
The set of ISS systems is a strict subset of the set of iISS systems. The goal of this paper is to identify conditions under which the iISS and ISS properties of the network (2) can be guaranteed on the one hand, and to construct iISS and ISS Lyapunov-Krasovskii functionals V (φ) for the network (2) on the other hand.
A LYAPUNOV-KRASOVSKII FUNCTIONAL
In this section, the stability analysis of the retarded network Σ is recast as the problem of constructing a Lyapunov-Krasovskii functional in a specific form. Techniques which differ from those for delay-free networks presented in Ito et al. (2010d) are highlighted. We associate the network Σ with a particular weighted directed graph G. The terms "directed" and "weighted" are omitted when they are clear from the context. In this paper, a walk is an alternating sequence of vertices and connecting arcs, beginning and ending with a vertex. A walk is a path if it has no repeated vertices. A walk is a cycle if it starts and ends at the same vertex but otherwise has no repeated vertices. A path or a cycle U of length k is written as U = (u(1), u(2), ..., u(k), u(k + 1)), |U | = k, where u(i)'s are "all" the vertices of U listed in the "reversed" order of appearance. If U is a cycle, we have u(1) = u(k + 1). It is emphasized that the starting vertex of the path U is u(k + 1), while the ending vertex is u(1). In a similar manner, when an arc is represented by the ordered pair (i, j), it is directed away from the j-th vertex and directed toward the i-th vertex. Define a matrix
ConsideringŜ as a "transposed" adjacency matrix, we define the directed graph G of the network Σ. The vertices and arcs of the graph G are the subsystems and their interacting channels, respectively. Let the vertex set and the arc set be denoted by V(G) and A(G), respectively, i.e., V(G) = {1, 2, ..., n}. Let C(G) denote the set of all (directed) cycles contained in the graph G. Let P(G) denote the set of all (directed) paths contained in G. Let I(G) denote the set of all isolated vertices contained in G.
Again, consider the network Σ defined in Section 2. We now introduce the notions of weights and a weighted graph G associated with Σ. Define α i ∈ K and σ i,j,ℓ ∈ K ∪ {0} by decomposingα i andσ i,j,ℓ as follows:
Σ 1
(b) Weighted graph G. Fig. 1 . An example of a general network.
The function K : C(G) ∪ P(G) → R + determines whether the sum taken along a particular cycle U or a particular path T appears in (13) and how large its contribution to the sum is. Although non-unique, the network Σ with an arbitrary structure always admits a decomposition in the form of (13) witĥ
for appropriate positive real numbers w i and w i,j,ℓ . Notice that the logical implications lim
hold for all i, j = 1, 2, ..., n. Define σ i,j ∈ K ∪ {0} as
for i, j = 1, 2, ..., n, where σ i,i = 0 for i = 1, 2, ..., n. The zero-nonzero structure of σ i,j is identical toŜ. Let (1 + ǫ i )σ i,j (s) be the weight of the arc directed away from the j-th vertex and directed toward the i-th vertex of the graph G. The sufficiently small parameters ǫ i > 0 will be explained later on. The weighted graph G of an example of n = 5 is illustrated in Fig.1 .
To avoid exhaustive lists of equations covering all individual cases, this paper uses the following notation for inverse operation on α i ∈ K:
In order to utilize the weighted graph G for constructing a Lyapunov-Krasovskii functional of the network Σ, we defineσ i,j ,σ i,j,ℓ ∈ K ∪ {0} andα i ∈ K for i, j = 1, 2, ..., n and ℓ = 0, 1, ..., h+h d as follows:
where τ i , c i > 1 and the continuous functions λ i : R + → R + have yet to be determined. Note thatσ i,i = θ i,i = 0 for i = 1, 2, ..., n. The zero-nonzero structure ofσ i,j and θ i,j is the same asŜ.
The following theorem recasts the problem of verifying the stability of the network Σ as a set of inequalities in terms ofσ i,j and andα i , which we solve for λ i to construct a Lyapunov-Krasovskii functional. Theorem 5. Suppose that there exist continuous functions
Then the network Σ is iISS with respect to input r and state x. If α i ∈ K ∞ is satisfied for i = 1, 2, ..., n additionally, the network Σ is ISS. Furthermore, an iISS (ISS) Lyapunov-Krasovskii functional is
whereX i,i = 0 for i = 1, 2, ..., n, and for i = j,
The property (25) ensures thatσ i,j andσ i,j,ℓ given in (18) and (20) are class K functions (or zero) defined on the whole s ∈ R + . Therefore, the functionσ i,j and the functionalX i,j leading to the Lyapunov-Krasovskii functional V in Theorem 5 are guaranteed to be welldefined. In order to find the functions λ i , i = 1, 2, ..., n, leading to the Lyapunov-Krasovskii functional V , we do not regardσ i,j as the weight of the arc (i, j). Instead, the function (1+ǫ i )σ i,j is considered as the weight. In the same manner, instead ofα i , the i-th vertex is associated with η i representing convergence rate of the i-th subsystem. Remark 6. The formulation in the form of Theorem 5 is not necessary for the setting of delay-free networks although Theorem 5 with ∆ ℓ = ǫ i = 0 and h = h d = 0 is valid for delay-free networks. Construction of a Lyapunov functional for a delay-free network can lead to a more direct formulation in Ito et al. (2010d) , while the LyapunovKrasovskii construction brings up the less intuitive inequalities as (26) and (27). Nevertheless, this paper derives {λ i , i = 1, 2, ..., n} in Section 4 so that they match the ones for the delay-free networks in Ito et al. (2010d) by taking Remark 7. In this paper, the decomposition of the graph G into cycles and paths is performed before formulating the problem of constructing a Lyapunov-Krasovskii functional of the network. This contrasts with the delay-free case solved in Ito et al. (2010d) for which the problem of constructing a Lyapunov function can be formulated before the decomposition. For time-delay systems, the decomposition helps us to decouple the cross terms λ i σ i,j,ℓ for selecting effective functional terms, i.e., (30). Remark 8. The functions α i are not guaranteed to be invertible on the whole R + since we do not require the subsystems to be ISS. If the notation (17) is not employed, we need to list all the combinations of possible cases divided in accordance with appropriate interpretation of α −1 i , which becomes enormous as the number of subsystems increases. The notation η i allows us to cover all the cases in a unified presentation although stability conditions for networks involving non-ISS subsystems are necessarily asymmetric (see Ito (2006) ; Ito and Jiang (2009b) ; Ito (2010b,c) ). As the property (25) ensures the domain R + for θ i,j,ℓ and θ i,j , the assumption (H1) to be introduced later assures that the operation η i makes sense whenever it appears.
A SMALL-GAIN THEOREM
This section presents λ i 's which fulfill the requirements in Theorem 5 to render V of the form (29) an iISS LyapunovKrasovskii functional of Σ. The functions λ i appear in not only the first term in (29), but also the operatorsX i,j comprising the Krasovskii-terms. In addition, this section gives a condition under which such λ i 's exist for i ∈ V c (G). Notice that (26) and (27) are independent of λ i , i ∈ I(G), and we can always pick arbitrary continuous functions λ i for i ∈ I(G) such that (23), (24) and (25) are satisfied.
Consider class K functions F i,j , i, j ∈ V c (G), satisfying the following properties:
The functions F i,j (s) are defined for all the ordered pairs (i, j) of the vertices V c (G). In other words, the functions F i,j are new weights assigned to the ficticious arcs of the complete graph of V c (G), while the functions (1 + ǫ i )σ i,j are original weights defined for only the arcs of G. The rearrangement of the weights is illustrated by Fig.2 . The existence of the desired F i,j 's is guaranteed by the next theorem which is the main result of this paper. Theorem 9. Consider α i ∈ K, σ i,j ∈ K ∪ {0} and α i , α i ∈ K ∞ , i, j = 1, 2, ..., n, satisfying
Suppose that there exist c i > 1, i = 1, 2, ..., n such that α
holds for all cycles U ∈ C(G), where k ∈ {2, 3, ..., n} denotes the length of each cycle U . Let τ i , ǫ i and ψ ≥ 0 be such that (28) and
are satisfied. Then there exist class K functions
and let ν i : (0, ∞) → R + , i ∈ V c (G), be continuous functions fulfilling 0
non-decreasing continuous for s ∈ (0, ∞) (42) and
for all cycles U ∈ C(G). Then non-decreasing continuous functions λ i : R + → R + , i = 1, 2, ..., n, defined by
satisfy (23), (24) and (25), and achieve (26) and (27) .
By virtue of Theorem 5, the functional V (φ) defined with (44) as in (29) is an iISS Lyapunov-Krasovskii functional of the network Σ. It becomes an ISS Lyapunov-Krasovskii functional whenα i ∈ K ∞ holds for i = 1, 2, ..., n. Note that α 1 , ...,α n ∈ K ∞ fulfill (H1). Although the reader might be concerned that the left hand side of (37) involving η i would not be well-defined for all s ∈ R + , the assumption (H1) ensures that it is well-defined for all s ∈ R + . It is also stressed that there always exist τ i and ψ ≥ 0 fulfilling (28) and (38). The continuous functions ν i satisfying (40), (41) and (43) also always exist (see also Remark 11).
The collection of the inequalities in (37) is the property that small-gain conditions are satisfied for all cycles in the graph G of the network. A similar condition has been developed for networks of "delay-free" "ISS" systems within an implication formulation in Jiang and Wang (2008) ; Liu et al. (2011); Dashkovskiy et al. (2010) , However, the implication formulation is valid only for ISS subsystems. The dissipation formulation this paper employs is applicable to iISS as well as ISS subsystems. Another feature is that this paper focuses on the sum-type construction (29) for the overall Lyapunov functional, while the max-type construction can be an alternative in the "delay-free" "ISS" case as shown in Liu et al. (2011); Dashkovskiy et al. (2010) ; Ito et al. (2009a) . Using the sum of nonlinearly transformed Lyapunov-Krasovskii functionals of subsystems is the key to the success in dealing with "time-delay" and "iISS" simultaneously. In the ∆ = 0 case, Theorem 9 reduces to the result presented in Ito et al. (2010d) . Although the subsystems are not necessarily ISS, the condition (37) is invariant under cyclic shifting of vertices due to the definition of η i . Theorem 9 also reduces to the result presented in Ito et al. (2010e) for n = 2. The inequality (33) is the property that small-gain conditions of all possible cycles using V c (G) are satisfied, i.e., all cycles in the complete directed graph of V c (G) defined with the weights F i,j . Remark 10. We can compute F i,j , i, j ∈ V c (G), i = j, by evaluating arcs with (1 + ǫ p )σ p,q 's and vertices with η p 's in all paths from j to i in G. We do not have to evaluate walks which are not paths. The functions F i,i can be determined by evaluating (1+ǫ p )σ p,q 's and η p 's along all cycles starting and ending at the i-th vertex in G. Remark 11. As in the delay-free case addressed in Ito et al. (2010d) , the simplest choice of continuous functions ν i : (0, ∞) → R + , i = 1, 2, ..., n fulfilling (40), (41) and (43) is ν 1 (s) = ν 2 (s) = ... = ν n (s) = constant > 0 The non-constant choices presented in Ito et al. (2010d) are also eligible. The flexibility functions ν i are useful for recursive construction of Lyapunov-Krasovskii functionals V when we expand the network as in Ito (2010b) . Remark 12. The properties (26) and (27) can be always achieved if G contains no cycle. Indeed, the small-gain condition (37) is required for only cycles. The existence of V (φ) verifying the iISS of Σ is guaranteed and it is computed as in (29) with (44). It is stressed that α i ∈ K, i = 1, 2, ..., n, and (H1) are assumed. This fact agrees with the n = 2 delay-free case addressed in Ito (2010a).
CONCLUSIONS
This paper has presented the first solution to the problem of establishing the stability of networks of iISS subsystems with time-delays. No assumption is made on the topology of interconnection of subsystems. The subsystems are only required to satisfy iISS dissipation inequalities which allow for both non-commensurate discrete and distributed timedelays in both subsystems and interaction channels. The dissipation formulation of the subsystems and the sumtype decoupled aggregation of nonlinearly-transformed Lyapunov-type maps pave the way for the solution, which originates from the delay-free result presented in Ito et al. (2010d) . This paper has tailored the formulation and the technique substantially for retarded networks in the framework of functional differential equations and LyapunovKrasovskii functionals. The developed technique recasts the synthesis of a Lyapunov-Krasovskii functional of the overall network as the problem of finding characteristic functions λ i as in the delay-free case. A sufficient condition for the existence of the desired λ i 's is obtained as a set of small-gain conditions. In contrast to the delay-free case, the functions λ i 's bring in additional terms to the Lyapunov-Krasovskii functional coping with time-delays.
