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Zusammenfassung
Strukturgleichungsmodelle (SEM) werden in den letzten Jahren vermehrt zur Auf-
deckung von nichtlinearen Eekten wie Interaktionseekten oder quadratischen Ef-
fekten in der empirischen Forschung verwendet. Daher kommt der Bereitstellung von
ezienten und robusten Sch atzverfahren f ur die Analyse von nichtlinearen SEM, die
simultan multiple nichtlineare Eekte sch atzen k onnen, eine wichtige Bedeutung in der
methodologischen Forschung zu. Bisher wurde jedoch nur ungen ugend die Problematik
untersucht, dass zwar die  ublicherweise verwendeten Sch atzverfahren aus der Klasse
der Produktindikator-(PI)-Ans atze (z.B. der Unconstrained-Ansatz; Kelava & Brandt,
2009; Marsh, Wen & Hau, 2004) und der Klasse der verteilungsanalytischen Verfahren
(z.B. LMS oder QML; Klein & Moosbrugger, 2000; Klein & Muth en, 2007) auf der
Annahme einer multivariaten Normalverteilung f ur einen Groteil der im Modell ent-
haltenen Variablen beruhen, diese jedoch in der Empirie fast nie gegeben ist. Andere
Ans atze, wie die momentbasierten Verfahren des 2SMM- oder des MM-Ansatzes (Wall
& Amemiya, 2000, 2003; Mooijaart & Bentler, 2010), die die Normalit atsannahme deut-
lich abschw achen k onnen, nden in der Literatur hingegen nur geringe Ber ucksichtigung.
Im ersten Teil dieser Arbeit werden diese momentbasierten Verfahren zur Sch atzung von
multiplen nichtlinearen Eekten erweitert und hinsichtlich ihrer Sch atzeigenschaften bei
nicht-normalverteilten Daten im Vergleich zu den PI- und den verteilungsanalytischen
Ans atzen sowohl theoretisch als auch anhand einer umfangreichen Simulationsstudie
untersucht (Brandt, Kelava & Klein, in press).
Zusammenfassend zeigt sich, dass LMS und QML bei normalverteilten Indikatoren
die ezientesten Sch atzungen liefern und in diesem Fall eingesetzt werden sollten. Bei
nicht-normalverteilten Daten ist jedoch ein Parameterbias zu beobachten. Der erwei-
terte Unconstrained-Ansatz liefert zwar sowohl f ur normalverteilte als auch f ur nicht-
normalverteilte Indikatoren erwartungstreue Parametersch atzungen, die Standardfehler
werden jedoch stets untersch atzt (auch bei der Verwendung eines robusten Sch atzers
f ur die Standardfehler), was sich in einem erh ohten -Fehler widerspiegelt. Der 2SMM-
Ansatz liefert sehr gute Sch atzergebnisse f ur normalverteilte und nicht-normalverteilte
Indikatoren und kann insbesondere bei nicht-normalverteilten Indikatoren verwendet
werden; bei normalverteilten Indikatoren ist das Verfahren etwas weniger ezient als
LMS. Ein Nachteil des Verfahrens ist jedoch seine schwierige Erweiterung f ur andere
als das hier untersuchte Querschnittsmodell (z.B. f ur Latente Wachstumskurvenmo-
delle). Der MM-Ansatz zeigt deutliche Schw achen in seinen Sch atzungen, die sowohl
bei einer simultanen Sch atzung von mehr als einem nichtlinearen Eekt als auch bei
nicht-normalverteilten Indikatoren auftreten, und stellt daher keine Alternative zu den
anderen Sch atzverfahren dar.2
Um ein Verfahren bereitzustellen, das bei nicht-normalverteilten Daten zuverl assige
und eziente Sch atzungen f ur nichtlineare Eekte liefern kann, wurde der NSEMM-
Ansatz entwickelt (Kelava, Nagengast & Brandt, in press). Der NSEMM-Ansatz ist ein
allgemeinerer Ansatz als der 2SMM-Ansatz und kann 
exibler auch f ur andere Modelle
genutzt werden, da er direkt in Mplus spezizierbar ist. Der NSEMM-Ansatz verwendet
zur Approximation der Verteilung der (latenten) Pr adiktoren ein Mischverteilungsmo-
dell, und stellt damit eine Erweiterung der SEMM (Structural Equation Mixture Mo-
dels) dar. Im Gegensatz zu den SEMM, die nichtlineare Eekte semi-parametrisch mo-
dellieren, d.h. keine Funktion f ur die Nichtlinearit at annehmen, verwendet der NSEMM-
Ansatz eine parametrische Funktion f ur die nichtlinearen Eekte (z.B. einen quadra-
tischen Eekt), wodurch eine Aussage  uber die Eektst arke des nichtlinearen Eekts
m oglich ist. Neben einer Darstellung des Konzepts der Mischverteilungsmodelle und
des NSEMM-Ansatzes werden auch erste Ergebnisse zu den Sch atzeigenschaften des
NSEMM-Ansatzes im Vergleich zu LMS und dem erweiterten Unconstrained-Ansatz
berichtet.
Im letzten Teil der Arbeit wird auf Interaktionseekte in L angsschnittstudien einge-
gangen. Hierbei wird das Problem von heterogenen Entwicklungs- und Wachstumspro-
zessen aufgegrien, das in der Empirie h aug auftritt, wenn die Streuung der Entwick-
lungsverl aufe von den Ausgangsbedingungen abh angt. Wird diese Heterogenit at nicht
ad aquat ber ucksichtigt, wie es der Fall bei latenten Wachstumskurvenmodellen (LGM)
ist, sind Prognosen basierend auf den Ausgangsbedingungen einer Person nicht akkurat,
da die Kondenzintervalle f ur die Prognose auf einer fehlspezizierten Varianz beruhen.
Das heterogene Wachstumskurvenmodell (HGM; Klein & Muth en, 2006) erweitert das
Standard-LGM um eine heterogene Varianzkomponente, die mit einem spezischen In-
teraktionseekt modelliert wird. Das HGM stellt eine Alternative zu den Growth Curve
Mixture Modellen (GMM) dar, wenn keine Annahme  uber diskrete Klassen getroen
werden soll, sondern eine feinstugere, kontinuierliche Modellierung der Heterogenit at
von Interesse ist. In dieser Arbeit wird f ur das HGM eine Implementierung in Mplus
basierend auf dem LMS-Sch atzer entwickelt, deren Anwendung und Interpretation an
einem empirischen Datensatz aus der AIDS-Forschung demonstriert wird (Brandt, Klein
& G ade, submitted). Die Implementierung erm oglicht eine anwenderfreundliche Verwen-
dung des Verfahrens und erlaubt die Ber ucksichtigung von Kovariaten zur Erkl arung
der Heterogenit at in den Entwicklungsverl aufen. Die Ergebnisse einer Simulationsstu-
die zeigen, dass das Verfahren auch bei moderater Verletzung der Verteilungsannahmen
eine zuverl assige Parametersch atzung liefert.
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Einleitung
1.1 Dierentielle Eekte in Quer- und
L angsschnittstudien
Die zuverl assige Sch atzung von Interaktionseekten und quadratischen Eekten ist in
der empirischen Forschung im Bereich der Dierentiellen, Arbeits- und Klinischen Psy-
chologie, den Verhaltenswissenschaften, als auch in weiten Bereichen sozialwissenschaft-
licher Studien von besonderer Bedeutung (z.B. Ajzen, 1987; Cronbach & Snow, 1977;
Karasek, 1979; Lusch & Brown, 1996; Snyder & Tanke, 1976). Dies soll anhand der
folgenden Beispiele illustriert werden.
Ein Interaktions- oder auch Moderatoreekt modelliert einen dierentiellen Eekt:
In Abh angigkeit einer Drittvariablen, der Moderatorvariablen, ver andert sich der Zu-
sammenhang zwischen einem Pr adiktor und einer abh angigen Variablen. Eine der be-
kanntesten Theorien in der Psychologie, in der Interaktionseekte postuliert werden,
ist die Theorie des geplanten Verhaltens (Ajzen & Madden, 1986), in der angenom-
men wird, dass die Intention ein Verhalten zu zeigen einen umso h oheren Ein
uss auf
das tats achlich gezeigte Verhalten hat, je st arker bei einer Person die wahrgenommene
Verhaltenskontrolle ausgepr agt ist. Nur dann, wenn die Person glaubt, dass sie eine
Handlung auch wirklich durchf uhren kann, wird sie die Intention in eine Handlung
umsetzen. Wie Ajzen und Fishbein (2005) feststellen, muss zudem davon ausgegan-
gen werden, dass auch der Zusammenhang zwischen der Einstellung gegen uber einem
Verhalten und dem tats achlich gezeigten Verhalten von einer Reihe von potentiellen
personen- und kontextspezischen Moderatorvariablen abh angt, wie der Selbstwahrneh-
mung, dem Self-Monitoring oder dem Zeitdruck einer Handlung (Gangestad & Snyder,
1985; Jamieson & Zanna, 1989; Kline, 1987).
Auch in der Motivationsforschung wird bei der Erwartungs-mal-Wert-Theorie ein
Interaktionseekt formuliert (Atkinson, 1964). In ihr wird postuliert, dass die Motivati-
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on ein Verhalten zu zeigen von der Erfolgserwartung und dem Wert eines erfolgreichen
Verhaltens abh angt. Hierbei wird angenommen, dass es sich um einen kompensatori-
schen Eekt handelt, dass also sowohl eine alleinige hohe Erfolgsaussicht als auch der
alleinige hohe Wert einer Handlung zu einer hohen Motivation f uhren. Dieser Eekt
wird als Produkt beider Variablen (Erwartung  Wert) zur Vorhersage der Motivation
operationalisiert. In einem konkreten Beispiel zur Prognose der Berufswahl von Ju-
gendlichen leiten Eccles et al. (1983) sowie Wigeld und Eccles (2000) daraus folgende
Hypothese ab: F ur Jugendliche kann das akademische Selbstkonzept in Naturwissen-
schaften (Erfolgserwartung) die Karrierew unsche im Bereich der Naturwissenschaften
(Motivation) prognostizieren und zwar umso st arker, als dass ein Jugendlicher Freude
an Naturwissenschaften besitzt (Wert der Handlung). F ur Jugendliche mit einer groen
Freude ist der Zusammenhang zwischen dem Selbstkonzept und den Karrierew unschen
sehr hoch; f ur Jugendliche mit nur wenig Freude an den Naturwissenschaften hingegen
gibt es nur einen geringen Zusammenhang zwischen den beiden Variablen, da auch na-
turwissenschaftlich begabte Jugendliche ihren Beruf unabh angig von dieser Eigenschaft
w ahlen.
Ein quadratischer Eekt stellt einen kurvilinearen Zusammenhang zwischen einem
Pr adiktor und einer abh angigen Variablen dar, wie er im Yerkes-Dodson-Gesetz (Yer-
kes & Dodson, 1908) oder der darauf aufbauenden Theorie zum hedonischen Tonus
(Eysenck, 1994) postuliert wird. In ihr wird ein umgekehrt U-f ormiger Zusammenhang
zwischen dem Grad der Stimulation und dem hedonischen Tonus ("Wohlbenden\) an-
genommen, der ein Maximum { und damit ein hohes Wohlbenden { bei einer mittleren
Stimulusintensit at aufweist. Sowohl eine sehr geringe (im Extremfall eine Deprivation)
als auch eine sehr starke Stimulusintensit at (bis hin zu einem Schmerzempnden) wer-
den hingegen als unangenehm empfunden.
Auch im Bereich der Entwicklungs- und p adagogischen Psychologie stellt die Mo-
dellierung von Wachstums- und Entwicklungsprozessen, bei denen Interaktionseekte
ber ucksichtigt werden, einen wichtigen Forschungsgegenstand dar. Beispielsweise wird
die Entwicklung kognitiver F ahigkeiten in der Kindheit zumeist als ein dierentieller
Wachstumsprozess modelliert, dessen Zuwachs je nach anf anglichen Eigenschaften der
Kinder oder ihrer Eltern (z.B. Wissensstand, sozio okonomischer Status, Bildungsgrad)
st arker oder schw acher ausgepr agt ist (empirische Beispiele s. z.B. in Goodnight, Bates,
Dawn Staples, Pettit & Dodge, 2007; Larsen, Overbeek, Vermulst, Granic & Engels,
2010; Parrila, Aunola, Leskinen, Nurmi & Kirby, 2005). In einem konkreten Beispiel von
S en echal und LeFevre (2002) weisen Kinder bei gleichen anf anglichen Lesef ahigkeiten
einen umso gr oeren Zuwachs in ihrer Lesef ahigkeit im Laufe der ersten Schuljahre auf,
je st arker die h ausliche Literatheit ausgepr agt ist.7
Parrila et al. (2005) zeigen in einer Studie zur Entwicklung der Leseleistung, dass
die Entwicklungsverl aufe der untersuchten Sch uler eine deutliche Heterogenit at aufwei-
sen. Kinder mit hohen anf anglichen Leseleistungen entwickelten sich sehr konsistent,
was sich in parallelen Entwicklungsverl aufen zeigte. Hingegen entwickelten sich Kin-
der mit anf anglich niedriger Leseleistung sehr verschieden. Einige dieser Kinder erwar-
ben im Laufe der Grundschule eine sehr gute Leseleistung, andere jedoch nicht. Eine
Konsequenz dieser Heterogenit at der Entwicklungsverl aufe spiegelt sich in einer unter-
schiedlichen Prognosegenauigkeit der langfristigen Leseleistungen wider. Eine Prognose
kann umso genauer erfolgen, je ausgepr agter die anf anglichen Leseleistungen waren. Die
Ber ucksichtigung einer solchen Heterogenit at erfolgt ebenfalls mittels einer spezischen
Modellierung von Interaktionseekten (Genaueres folgt in Kapitel 4).
1.2 Nichtlineare Eekte in Strukturgleichungsmo-
dellen
Strukturgleichungsmodelle ("Structural Equation Models\, SEM), die Interaktionsef-
fekte oder quadratische Eekte ber ucksichtigen, werden in der letzten Dekade in den
empirischen Wissenschaften immer h auger verwendet (z.B. in Beierlein, Werner, Prei-
ser & Wermuth, 2011; Brody et al., 2006; Goodnight et al., 2007; Hoyer & Klein, 2000;
Klein & Stoolmiller, 2003; Larsen et al., 2010; Milan, Snow & Belay, 2009; Wei, Mal-
linckrodt, Russell & Abraham, 2004). Dies ist durch zwei Argumente zu begr unden.
Zum einen erm oglicht der Einsatz von SEM die Ber ucksichtigung von Messfehlern, die
explizit im Messmodell aufgenommen werden, sodass die Eekte zwischen latenten,
theoretisch messfehlerfreien Konstrukten gesch atzt werden k onnen. Dies ist insbeson-
dere bei nichtlinearen Eekten relevant, da die Reliabilit at der f ur die Modellierung von
Interaktions- und quadratischen Eekten eingesetzten Produktterme geringer ist als die
der Pr adiktoren, aus denen sie gebildet werden (Bohrnstedt & Marwell, 1978; Dimitruk,
Schermelleh-Engel, Kelava & Moosbrugger, 2007; MacCallum & Mar, 1995). Werden
Messfehler { wie in einer Regressionsanalyse bei den Pr adiktoren { nicht ber ucksich-
tigt, kann es zu einer Verzerrung der Sch atzungen der Eekte kommen. Zum anderen
f uhrt die Ber ucksichtigung von mehr als einem Indikator in SEM zu einer h oheren In-
haltsvalidit at, da mehrere Aspekte simultan ber ucksichtigt werden k onnen. Ebenso ist
eine 
exible Modellierung von latenten Variablen m oglich, was eine ad aquatere (va-
lidere) Darstellung komplexerer latenter Konstrukte erm oglicht, beispielsweise durch
die Verwendung von hierarchischen Faktorenstrukturen oder der Ber ucksichtigung von
Methodeneekten.8
F ur die Analyse von SEM mit Interaktions- und quadratischen Eekten, f ur die
h aug der Begri "nichtlineare SEM\ verwendet wird1, existieren eine Reihe verschie-
dener Sch atzverfahren (J oreskog & Yang, 1996; Kelava et al., 2011; Klein & Moos-
brugger, 2000; Klein & Muth en, 2007; Little, Bovaird & Widaman, 2006; Marsh et al.,
2004; Marsh, Wen & Hau, 2006; Mooijaart & Bentler, 2010; Moulder & Algina, 2002;
Schumacker & Marcoulides, 1998; Wall & Amemiya, 2000, 2003). Diese Verfahren unter-
scheiden sich in der Konzeptualisierung der Modelle und damit auch in ihren Sch atzei-
genschaften. Im folgenden Abschnitt soll jedoch zuerst die Modellformulierung f ur nicht-
lineare SEM eingef uhrt werden, auf der alle Ans atze gleichermaen beruhen.
1.2.1 Modellformulierung
Nichtlineare SEM stellen eine Erweiterung von linearen SEM dar und ber ucksichtigen {
neben den linearen Ein
 ussen der exogenen Variablen (Pr adiktoren) auf die endogenen
(abh angigen) Variablen { auch nichtlineare Eekte, die durch die Hinzunahme von
Produkten der Pr adiktoren modelliert werden. Allgemein wird ein nichtlineares Modell
f ur eine einzelne endogene Variable  dargestellt durch
 =  +   + 
0
 + ; (1.1)
wobei  das latente Interzept von  ist,  = (1;:::;v)0 der Vektor der v Pr adiktoren,
  die (1v) Koezientenmatrix der linearen Eekte von  auf , 
 eine obere (v v)
Dreiecksmatrix mit den Koezienten der nichtlinearen Eekte (vgl. Klein & Moosbrug-
ger, 2000)2, und  das latente Residuum von . Die exogenen Variablen  besitzen einen
(v  1) Mittelwertsvektor  und eine (v  v) Kovarianzmatrix ; das Residuum  ist
unkorreliert mit  und besitzt einen Mittelwert von null und eine Varianz 	.
F ur die latenten Konstrukte der endogenen Variable  und der Pr adiktoren  wird






x +  (1.2)
speziziert, wobei y = (y1;:::;yp)0 und x = (x1;:::;xq)0 die Vektoren der Indikator-
variablen darstellen,  y; x die (p  1) bzw. (q  1) Vektoren der latenten Interzepte,

y;
x die (p1) bzw. (q v) Faktorladungsmatrizen und ; die (p1) bzw. (q 1)
Vektoren der Residuen mit Mittelwertsvektoren 0p bzw. 0q und Kovarianzmatrizen 

1Genau genommen sind die nichtlinearen SEM lineare Modelle, die Polynome der Pr adiktoren
enthalten. Der Begri "nichtlinear\ hat sich jedoch f ur diese Modelle in der Literatur durchgesetzt.
2
 enth alt in den oberen Nebendiagonalelementen die Interaktionseekte, in der Diagonale die
quadratischen Eekte und in den unteren Nebendiagonalelementen Nullen.9
bzw. 
. F ur ein einfaches Modell mit zwei Pr adiktoren 1 und 2, das neben den linea-
ren Eekte ausschlielich einen Interaktionseekt enth alt, vereinfacht sich Gleichung
1.1 zu
 =  + 
11 + 
22 + !1212 + 
=  + (
1 + !122)1 + 
22 + ; (1.3)
wobei 
1 und 
2 die linearen Ein
ussgewichte sind und !12 der Interaktionseekt. Wie
man erkennen kann, ver andert sich der Zusammenhang zwischen 1 und  auf den
einzelnen Stufen von 2 linear, wenn !12 6= 0 ist. Die um zwei quadratische Eekte !11
und !22 erweiterte Modellgleichung ist gegeben als
 =  + 
11 + 




2 + : (1.4)
Sie wird als "vollst andiges nichtlineares Modell\ f ur zwei Pr adiktoren bezeichnet.
1.2.2 Anforderungen an Ans atze f ur die Sch atzung von nicht-
linearen SEM
F ur die Sch atzung von nichtlinearen SEM stehen verschiedene Ans atze zur Verf ugung,
die sich in ihren Konzeptualisierungen und Annahmen unterscheiden, wodurch sie auch
verschiedene Eigenschaften aufweisen. Sie lassen sich gr otenteils in drei Klassen eintei-
len: Produkt-Indikator-Ans atze (J oreskog & Yang, 1996; Kelava & Brandt, 2009; Kenny
& Judd, 1984; Little et al., 2006; Marsh et al., 2004, 2006; Wall & Amemiya, 2001), ver-
teilungsanalytische Ans atze (Klein & Moosbrugger, 2000; Klein & Muth en, 2007) und
momentbasierte Ans atze (Mooijaart & Bentler, 2010; Wall & Amemiya, 2000, 2003).
Gemeinsam ist ihnen jedoch das Ziel einer zuverl assigen Sch atzung der nichtlinearen
Eekte. Die G ute der Sch atzungen der einzelnen Verfahren h angt insbesondere von
zwei Aspekten ab, die in der empirischen Forschung bei der Analyse von nichtlinearen
Eekten ber ucksichtigt werden m ussen.
Der erste Aspekt betrit die Testung multipler nichtlinearer Eekte. W ahrend in-
haltliche Hypothesen sich zumeist auf Interaktionseekte beziehen, hat sich die Notwen-
digkeit einer Ber ucksichtigung quadratischer Eekte in den letzten Jahren durch me-
thodische Argumente verdeutlicht. Ganzach (1997) sowie MacCallum und Mar (1995)
zeigten, dass die Analyse eines Interaktionseekts ohne eine gleichzeitige Sch atzung
von quadratischen Eekten zu Scheineekten f uhren kann. Dies ist immer dann der
Fall, wenn in der Population ein quadratischer Eekt vorliegt, die Pr adiktoren mitein-
ander korrelieren, aber im Analysemodell ausschlielich ein Interaktionseekt getestet
wird. Durch die aus der Korrelation der Pr adiktoren resultierende Korrelation der Pro-10
duktterme (z.B. zwischen 12 und 2
1) kann es vorkommen, dass ein Interaktionseekt
f alschlicherweise signikant wird, obwohl tats achlich ein quadratischer Eekt vorliegt.
Klein, Schermelleh-Engel, Moosbrugger und Kelava (2009) konnten zudem zeigen, dass
quadratische Terme ausreichend sind, um das Aufdecken von Scheininteraktionseek-
ten zu vermeiden, und nicht noch weitere Potenzen der Pr adiktoren (beispielsweise 3
1)
notwendig sind. Als Empfehlung kann daher aus konzeptioneller Sicht gelten, dass auch
zur Aufdeckung eines Interaktionseekts ein vollst andiges nichtlineares Modell gete-
stet werden sollte. Dadurch steigt die Anforderung an die Verfahren zur Sch atzung
nichtlinearer Eekte, nicht nur einzelne Interaktionseekte sondern simultan multiple
nichtlineare Eekte zuverl assig zu sch atzen.
Der zweite Aspekt bei der Testung latenter nichtlinearer Eekte betrit die Voraus-
setzungen f ur die einzelnen Verfahren, insbesondere die Verteilungsvoraussetzungen.
Fast alle Verfahren, die im Rahmen der nichtlinearen SEM entwickelt wurden, verwen-
den Annahmen  uber die Normalverteilung eines Teils oder aller im Modell enthaltenen
Variablen. Eine (multivariate) Normalverteilung der Daten ist jedoch in der Empirie
nur sehr selten gegeben (Micceri, 1989), weshalb untersucht werden muss, inwieweit
die Sch atzungen noch zuverl assig sind, wenn die den Daten unterliegenden Annahmen
verletzt sind. Bisher ist dieser Aspekt jedoch nur in begrenztem Umfang untersucht
worden und Aussagen k onnen nur eingeschr ankt f ur Interaktionsmodelle f ur einige der
Verfahren getroen werden (Cham, West, Ma & Aiken, 2012; Marsh et al., 2004; Wall
& Amemiya, 2001).
In Kapitel 2 soll daher die Frage beantwortet werden, welches der derzeit aktu-
ellen Verfahren zur Sch atzung multipler latenter nichtlinearer Eekte die
zuverl assigsten Ergebnisse bei einer Verletzung der Normalverteilungsan-
nahme liefern kann. Zu dieser Fragestellung sollen die f unf als relevant eingestuften
Verfahren { LMS (Klein, 2000; Klein & Moosbrugger, 2000), QML (Klein & Muth en,
2007), der erweiterte Unconstrained-Ansatz (Kelava & Brandt, 2009; Marsh et al.,
2004), der 2SMM-Ansatz (Wall & Amemiya, 2000, 2003) und der MM-Ansatz (Mooi-
jaart & Bentler, 2010) { hinsichtlich ihrer Eigenschaften eingehend analysiert werden.
Zudem soll eine Simulationsstudie durchgef uhrt werden, in der die Sch atzeigenschaften
der Verfahren bei Verletzung der Normalverteilungsannahme untersucht werden. Ba-
sierend auf diesen Informationen werden Empfehlungen f ur den Einsatz der Verfahren
gegeben. Einen Schwerpunkt stellen der 2SMM- und der MM-Ansatz dar, da f ur die-
se bisher nur wenige Untersuchungen existieren. Hierf ur werden beide Ans atze f ur die
Analyse von vollst andigen nichtlinearen Modellen erweitert.11
1.2.3 Mischverteilungsmodelle
In Kapitel 3 wird das Problem aufgegrien, dass Daten in empirischen Studien h aug
nicht-normalverteilt vorliegen, was in den meisten Sch atzverfahren der nichtlinearen
SEM nicht ber ucksichtigt wird. Es wird ein Verfahren vorgestellt, das eine zu-
verl assige Sch atzung der nichtlinearen Eekte auch dann erlaubt, wenn die
(latenten) Pr adiktoren nicht normalverteilt sind. Das NSEMM-Verfahren ("Non-
linear Structural Equation Mixture Model\; Kelava et al., in press) verwendet als Ap-
proximation der Verteilung der Pr adiktoren ein Mischverteilungsmodell, das eine sehr

exible Modellierung von beliebigen Verteilungen erm oglicht. Dadurch kann die sonst
h aug notwendige Annahme der Normalverteilung f ur die Sch atzung der nichtlinearen
Eekte (wie in LMS oder dem erweiterten Unconstrained-Ansatz) abgeschw acht werden
und die Nichtnormalit at wird explizit im Modell ber ucksichtigt.
Bisher wurden Mischverteilungsmodelle im Rahmen von Strukturgleichungsmodel-
len, sogenannte Structural Equation Mixture Models (SEMM), vor allem eingesetzt, um
eine semi-parametrische Sch atzung von nichtlinearen Eekten zu erhalten (Arminger
& Stein, 1997; Arminger, Stein & Wittenberg, 1999; Bauer & Curran, 2004; Bauer,
2005; Dolan & van der Maas, 1998; Jedidi, Jagpal & DeSarbo, 1997a, 1997b; McLach-
lan & Peel, 2000; Pek, Losardo & Bauer, 2011). Der Vorteil der semi-parametrischen
Sch atzung ist, dass keine Annahme  uber den Funktionstyp (z.B. quadratischer Eekt)
getroen werden muss; dies ist gerade dann ein Vorteil, wenn man nicht wei, welcher
Art die Nichtlinearit at ist oder man keine Annahme dazu treen m ochte. Der Nachteil
ist jedoch, dass keine Gr oenaussage zu den nichtlinearen Eekte m oglich ist (Kelava
et al., in press). Das NSEMM-Verfahren, das in Schrift (B) entwickelt wurde, erweitert
die SEMM um eine parametrische Modellierung der nichtlinearen Eekte. Die Hin-
tergr unde zu diesem Verfahren und eine erste Beurteilung seiner Sch atzeigenschaften
werden in Kapitel 3 vorgestellt.
1.2.4 Nichtlineare Eekte in latenten Wachstumskurvenmo-
dellen
Eine h aug verwendete Methode f ur die Analyse von L angsschnittdaten stellen die
latenten Wachstumskurvenmodelle dar, die individuelle Entwicklungsverl aufe im Rah-
men der SEM modellieren (Latent Growth Curve Models, LGM; Bollen & Curran, 2006;
Duncan, Duncan & Strycker, 2006; Reinecke, 2012). Auch bei diesen Modellen stellt, wie
in Abschnitt 1.1 deutlich wurde, die Formulierung und Testung von differentiellen Eek-
ten anhand von Interaktionshypothesen eine wichtige Erweiterung dar, um empirische
Sachverhalte ad aquat zu modellieren. Werden Interaktionseekte zwischen (beobach-
teten) Kovariaten und dem individuellen Startpunkt zur Vorhersage des individuellen12
Entwicklungsverlaufs verwendet, so erfolgt eine Modellierung der Interaktion ebenfalls
 uber Produktterme dieser Variablen. Die Operationalisierung kann daher zum Teil ana-
log zu den Verfahren f ur nichtlineare SEM erfolgen. Obwohl nur eine begrenzte Litera-
tur zur Sch atzung von nichtlinearen Eekten in LGM existiert (Bollen & Curran, 2006;
Khoo, 2001; Muth en, 2001; Preacher, Curran & Bauer, 2006), ist zu erwarten, dass die
Eigenschaften der meisten Ans atze f ur nichtlineare SEM (wie LMS)  ubertragbar sind
und diese Ans atze direkt f ur ein LGM verwendet werden k onnen.
Eine besondere Herausforderung implizieren jedoch heterogene Wachstumsprozesse,
wie sie am Beispiel der Entwicklung der Leseleistungen in Abschnitt 1.1 dargestellt
wurde. Heterogene Wachstumsprozesse treten dann auf, wenn sich die Varianz der Ent-
wicklungskurven f ur Personen mit verschiedenen Ausgangsbedingungen  andert. In die-
sen F allen ist der Einsatz von Nicht-Standardverfahren notwendig wie das heterogene
Wachstumskurvenmodell von Klein und Muth en (2006). In Kapitel 4 wird eine auf
dem Sch atzprinzip von LMS basierende Mplus-Implementation f ur dieses
Modell entwickelt und ihre Anwendung demonstriert.
1.3 Aufbau & Schriften
In Kapitel 2 werden aktuelle Ans atze zur Sch atzung nichtlinearer Eekte in SEM vorge-
stellt und ihre Vor- und Nachteile besprochen. In Kapitel 3 wird dann auf den NSEMM-
Ansatz eingegangen, der spezisch zum Einsatz bei nicht-normalverteilten Daten ent-
wickelt wurde. Das heterogene Wachstumskurvenmodell und seine Implementierung in
Mplus werden anschlieend in Kapitel 4 vorgestellt. Im letzten Kapitel werden die be-
arbeiteten Themen gemeinsam in einen breiteren Rahmen gestellt und die Grenzen der
Arbeit kritisch diskutiert. F ur wesentliche theoretische Darstellungen in den Kapiteln
wurde auf folgende Schriften zur uckgegrien, die in Anhang C - E zu nden sind:
(A) Brandt, H., Kelava, A. & Klein, A. G. (in Druck). A Simulation study compa-
ring recent approaches for the estimation of nonlinear eects in SEM under the
condition of non-normality. Structural Equation Modeling.
(B) Kelava, A., Nagengast, B., & Brandt, H. (in Druck). A nonlinear structural
equation mixture modeling approach for non-normally distributed latent predictor
variables. Structural Equation Modeling.
(C) Brandt, H., Klein, A. G. & G ade, J. (in Revision). Implementation and prac-
tical application of a heterogeneous growth curve model. Multivariate Behavioral
Research.Kapitel 2
Ein Vergleich aktueller Verfahren
zur Analyse latenter nichtlinearer
Eekte
In diesem Kapitel werden aktuelle Ans atze zur Sch atzung latenter nichtlinearer Eekte
im Rahmen der SEM vorgestellt und zueinander in Bezug gesetzt. Neben einer theo-
retischen Auseinandersetzung mit den Konzepten und den Verteilungsannahmen, auf
denen die einzelnen Verfahren beruhen, werden die Ergebnisse einer Simulationsstudie
berichtet, die die Sch atzeigenschaften der Verfahren bei Verletzung dieser Verteilungs-
annahmen untersucht.
Anmerkung: Dieses Kapitel basiert zu groen Teilen auf folgendem Artikel, der in An-
hang C enthalten ist und in dem auch die detaillierten Ergebnisse der Simulationsstudie
zu nden sind:
Brandt, H., Kelava, A. & Klein, A. G. (im Druck). A Simulation study comparing
recent approaches for the estimation of nonlinear eects in SEM under the condition of
non-normality. Structural Equation Modeling.
2.1 Nichtlineare SEM: Ein theoretischer Vergleich
Eine erwartungstreue und eziente Sch atzung von nichtlinearen SEM ist seit etwa zwei
Jahrzehnten das Ziel neuer Verfahren (u.a. Bollen, 1995; Jaccard & Wan, 1995; J ores-
kog & Yang, 1996; Kelava, Moosbrugger, Dimitruk & Schermelleh-Engel, 2008; Kelava
& Brandt, 2009; Kelava et al., 2011, in press; Klein & Moosbrugger, 2000; Klein &
Muth en, 2007; Lee, Song & Poon, 2004; Little et al., 2006; Marsh et al., 2004, 2006;
Mooijaart & Bentler, 2010; Ping, 1995, 1996; Wall & Amemiya, 2000, 2001, 2003). Die
Gemeinsamkeit dieser Verfahren ist ein parametrisches Modell f ur nichtlineare Eekte,
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d.h. es wird z.B. f ur den Interaktionseekt angenommen, dass sich der Zusammenhang
zwischen dem Pr adiktor und dem Kriterium  uber die Stufen des Moderators linear
ver andert (s. Gleichung 1.3)1. Die Verfahren unterscheiden sich haupts achlich in der
Operationalisierung bzw. Konzeptualisierung der latenten Produktterme (beispielsweise
12 in Gleichung 1.4) und in den Annahmen, auf denen die Sch atzungen der jeweiligen
Verfahren beruhen. Diese Annahmen beinhalten je nach Verfahren die (multivariate)
Normalverteilung aller oder zumindest einiger Variablen im Modell. Die Verfahren un-
terscheiden sich in ihren Sch atzeigenschaften, was auf die St arke dieser Annahmen und
der Konsequenzen bei ihrer Verletzung zur uckzuf uhren ist. Grunds atzlich man kann die
St arke einer Annahme f ur ein Verfahren anhand dreier Aspekte einordnen (vgl. Kane,
1992):
1. Die Annahme sollte erfahrungswissenschaftlich plausibel sein.
2. Die G ultigkeit einer Annahme sollte auf der Grundlage der Daten entscheidbar
oder testbar sein.
3. Die Sch atzungen und inferenzstatistischen Schl usse des Verfahrens sollten ge-
gen uber einer Verletzung der Annahme robust sein.
Eine Annahme ist plausibel, wenn sie in empirischen Kontexten zumeist gegeben ist,
d.h. sie sollte in den meisten Situationen nicht verletzt sein. Diese Entscheidung kann
auf der Basis von Vorwissen zu dem Gebiet getroen werden, in dem das Verfahren
eingesetzt werden soll. Weiterhin sollten die Annahmen so formuliert sein, dass ein
Forscher, der das Verfahren verwendet, mit einiger Sicherheit heuristisch entscheiden
kann, ob konkret f ur seine Studie und seine Daten die dem Verfahren unterliegenden
Annahmen erf ullt sein k onnten.2
F ur eine Annahme ist es weiterhin stets vorteilhaft, wenn sie testbar ist. In einem sol-
chen Fall muss nicht ausschlielich anhand von Plausibilit ats uberlegungen argumentiert
werden, sondern auf der Basis eines Tests kann eine empirisch belastbarere Aussage ge-
troen werden.3 Eine solche Testung kann sowohl inferenzstatistische als auch deskrip-
1Auf semi-parametrische Modelle wird in Kapitel 3 kurz eingegangen.
2Ein Beispiel f ur eine unplausible Annahme stellt die sequentielle Ignorabilit at im Rahmen der
Mediatoranalyse dar (Gilbert & Hudgens, 2008; Holland, 1988; Frangakis & Rubin, 2002; Ten Have
et al., 2007). Diese Annahme beinhaltet die (bedingte) Unabh angigkeit zwischen dem Mediator und der
Kriteriumsvariable, die immer verletzt ist, sobald eine (unbeobachtete) Drittvariable beide Variablen
beein
usst. Dies ist zum einen fast immer der Fall und zum anderen kann ein Anwender nur extrem
schwer  uber ihre Verletzung in einem konkreten Beispiel eine Entscheidung treen.
3Auch hier soll als Beispiel die sequentielle Ignorabilit at dienen: Sie ist nicht testbar, denn hierf ur
m ussten alle Drittvariablen bekannt sein. Dies kann aber forschungslogisch fast nie der Fall sein, wes-
halb eine Testung faktisch unm oglich ist. In dem einzigen (theoretischen) Fall, in dem alle Drittva-
riablen bekannt sind, m usste man zugleich den gesamten dem Mediatormodell unterliegenden Kausal-
mechanismus kennen. In diesem Fall ben otigt man aber trivialerweise keine Mediatoranalyse mehr, da
alle Fragen zum Mediator a priori durch den schon bekannten Kausalmechanismus beantwortet w aren.15
tivstatistische Verfahren ber ucksichtigen. F ur die Testung einer univariaten Normal-
verteilung stehen z.B. als inferenzstatistischer Test der Kolmogorov-Smirno-Test zur
Verf ugung und deskriptivstatistisch die empirische Schiefe und Kurtosis einer Variablen
sowie graphische Verfahren (Histogramm,...). F ur die multivariate Normalverteilung
existieren ebenfalls eine Reihe verschiedener Tests4 (Cox & Small, 1978; Mardia, 1970;
Shapiro & Wilk, 1965; Small, 1980; s. auch Rencher, 2002).
Die Robustheit eines Verfahrens gibt Auskunft  uber seine Sensibilit at gegen uber der
Verletzung seiner Annahmen. Ein Hinweis auf Robustheit ndet sich, wenn ein Verfah-
ren auch dann erwartungstreue (unverzerrte) Sch atzungen liefert, wenn die Annahmen
(in einem empirisch relevanten Ausma) verletzt sind (z.B. Fleishman, 1978). W ahrend
manche Verfahren auch zuverl assige Ergebnisse liefern, obwohl ihre Annahmen ver-
letzt sind { wie beispielsweise die Normalverteilungsvoraussetzung beim t-Test (Bo-
neau, 1960) { existieren andere Verfahren, bei denen auch schon kleine Verletzungen
der Annahmen zu verzerrten Sch atzungen f uhren.5
Im Folgenden sollen nun die Konzepte zu relevanten Verfahren f ur die Sch atzung
latenter nichtlinearer Eekte vorgestellt und ihre Verteilungsannahmen unter den drei
Aspekten Plausibilit at, Testbarkeit und Robustheit diskutiert werden. Konkret werden
folgende Ans atze vorgestellt:
 Der (erweiterte) Unconstrained-Ansatz (Kelava & Brandt, 2009; Marsh et al.,
2004) aus der Klasse der PI-Ans atze;
 LMS (Klein & Moosbrugger, 2000) und QML (Klein & Muth en, 2007) aus der
Klasse der verteilungsanalytischen Ans atze;
 Der 2SMM-Ansatz (Wall & Amemiya, 2000, 2003) und der MM-Ansatz (Mooijaart
& Bentler, 2010) aus der Klasse der momentbasierten Ans atze.
Der Schwerpunkt der konzeptuellen Darstellung wird hierbei auf die momentbasierten
Verfahren gelegt. Ein theoretischer Vorteil dieser Ans atze besteht darin, dass Vertei-
lungsannahmen nur f ur einen Teil der im Modell enthaltenen Variablen getroen werden
4Die Vielzahl an Tests deutet auf die Schwierigkeit einer ad aquaten Testung der multivariaten Nor-
malverteilung hin, die ein eigenes Problemfeld darstellt und auf die daher in dieser Arbeit nicht n aher
eingegangen werden kann (s. z.B. in Joanes & Gill, 1998; Mecklin & Mundfrom, 2004). Neben den ca.
50 Tests der multivariaten Normalverteilung, die in einem Review von Mecklin und Mundfrom (2004)
beschrieben werden, existieren auch eine Reihe verschiedener Operationalisierungen der Schiefe und
Kurtosis, da die  ublichen momentbasierten Mae beliebig gro und daher nur schwer interpretierbar
werden k onnen (Groeneveld & Meeden, 1984; Oja, 1981).
5Wiederum liefert die Mediatoranalyse mit der sequentiellen Ignorabilit at hier ein besonders deut-
liches Beispiel: Der Bias sowohl des indirekten als auch des direkten Eekts ist proportional zu der
Korrelation, die durch eine Nichtber ucksichtigung einer Drittvariablen entsteht (Holland, 1988). Ein
Bias ist von der Gr oenordnung her nicht absch atzbar, da man die Drittvariablen nicht kennt, und
produziert auch schon bei harmlosen Verletzungen der Annahme eine -In
ation von  uber 90% (Klein
& Brandt, in Arbeit).16
m ussen, w ahrend f ur die anderen Verfahrensklassen eine Verteilungsannahme f ur alle im
Modell enthaltenen Variablen notwendig ist. W ahrend zudem eine theoretische Ausein-
andersetzung mit den PI-Ans atzen und den verteilungsanalytischen Ans atzen existiert
(z.B. Kelava & Brandt, 2009; Kelava et al., 2008, 2011; Klein & Muth en, 2007; Moos-
brugger, Schermelleh-Engel, Kelava & Klein, 2009; Moulder & Algina, 2002; Wall &
Amemiya, 2001), wurden die momentbasierten Verfahren bisher fast ausschlielich in
der jeweiligen Originalliteratur dargestellt (Wall & Amemiya, 2000, 2003 bzw. Mooi-
jaart & Bentler, 2010). Dies soll hier erweitert und pr azisiert werden.
2.1.1 Der (erweiterte) Unconstrained-Ansatz
Der erweiterte Unconstrained-Ansatz geh ort zu der Klasse der PI-Ans atze. F ur alle Ver-
fahren innerhalb dieser Klasse werden f ur die latenten Produktterme Produkte aus den
Indikatoren gebildet, die neben den normalen Indikatoren in das Modell aufgenommen
werden. Abbildung 2.1 zeigt ein Pfaddiagramm f ur ein vollst andiges nichtlineares Modell
mit drei Produktindikatoren f ur jeden latenten Produktterm. Neben dem urspr ungli-
chen PI-Ansatz, dem Constrained-Ansatz (Kenny & Judd, 1984), wurden weitere Ver-
fahren entwickelt, die die Probleme des Constrained-Ansatzes l osen sollten, die durch
die Modell-Constraints f ur die Faktorladungen (z.B. x
73) und Fehler(ko-)varianzen der
Produktindikatoren (z.B. 
77) entstehen (Marsh et al., 2004; Wall & Amemiya, 2001;
Kelava et al., 2008; Kelava & Brandt, 2009).
Von den bisherigen Variationen der PI-Ans atze besitzt der Unconstrained-Ansatz
(Marsh et al., 2004) die theoretisch besten Sch atzeigenschaften, da bei ihm ein Groteil
dieser Constraints nicht mehr gesetzt werden muss, sondern die Parameter frei gesch atzt
werden k onnen, wodurch weniger Annahmen getroen werden m ussen. Die Erweiterung
f ur vollst andige nichtlineare Modelle, die eine Reihe von korrekt spezizierten Residual-
kovarianzen beinhaltet, wurde von Kelava und Brandt (2009) entwickelt.
F ur den erweiterten Unconstrained-Ansatz werden Verteilungsvoraussetzungen f ur
zwei Aspekte ben otigt: F ur die Modellformulierung und f ur die auf das Modell ange-
wendete Sch atzung. F ur die Darstellung der Annahmen kann man zwischen einem li-
nearen und einem nichtlinearen Teilmodell der Pr adiktoren unterscheiden (s. Abbildung
2.1). Im linearen Teilmodell sind die Messmodelle der Pr adiktoren (1;2) enthalten, im
nichtlinearen Teilmodell die Messmodelle der Produktterme. Die Modellformulierung
beinhaltet eine Reihe von Kovarianzen sowohl innerhalb des nichtlinearen Teilmodells
als auch zwischen dem linearen und dem nichtlinearen Teilmodell. Innerhalb des nicht-
linearen Teilmodells betrit dies neben den zu sch atzenden Kovarianzen zwischen den
Produkttermen auch die Kovarianzen zwischen den Residuen der Produktindikatoren
(z.B. Cov(7;10), s. Abbildung 2.1). Zwischen den beiden Teilmodellen betrit es die
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Abbildung 2.1: Nichtlineares Strukturgleichungsmodell mit einem Interaktionseekt
und zwei quadratischen Eekten. Die Produktindikatoren (x1x4;x2
1;x2
4, etc.) werden
nur f ur die PI-Ans atze ben otigt.
traints im Constrained-Ansatz eine multivariate Normalverteilung aller exogenen Va-
riablen im linearen Teilmodell notwendig ist (vgl. Kelava et al., 2008; Wall & Amemi-
ya, 2001), kann diese Annahme f ur den Unconstrained-Ansatz abgeschw acht werden.
Alle urspr unglich durch die Constraints restringierten Faktorladungen, Residualvari-
anzen und (Ko)-Varianzen der latente Produktterme werden frei gesch atzt (Kelava &
Brandt, 2009). Jedoch ist die multivariate Normalverteilung der Variablen des linea-
ren Teilmodells notwendig, damit die (auf null) xierten Kovarianzen zwischen den
latenten Variablen des linearen und des nichtlinearen Teilmodells gelten. Beispielsweise
gilt Cov(1;7) = 0 bzw. Cov(1;12) = 0 nur dann, wenn 1 bzw. 1 normalverteilt
sind (und einen Mittelwert von 0 besitzen; vgl. Kelava & Brandt, 2009; Wall & Ame-
miya, 2001). Wird zudem zur Sch atzung des Modells ein ML-Sch atzer verwendet, so
ist hierf ur die multivariate Normalverteilung aller Indikatoren und Produktindikatoren
Voraussetzung.6
6Verteilungsfreie Sch atzer wie WLSA, die augenscheinlich eine plausible Alternative w aren, zeigten
eine schlechtere Performanz als der ML-Sch atzer bei empirisch relevanten Stichprobengr oen zwischen
N = 200 und N = 800 (Schermelleh-Engel, Klein & Moosbrugger, 1998) und werden hier nicht weiter
diskutiert.18
Diskussion der Annahmen
Die Annahme der multivariaten Normalverteilung aller exogenen Variablen des linea-
ren Teilmodells (1;2;1;:::;q) ist in den F allen plausibel, in denen die Indikatoren
(x1;:::;xq) normalverteilt sind. Da sich die Indikatoren aus den Faktoren und den Re-
siduen zusammensetzen (die jeweils unkorreliert sind), kann man allgemein den Schluss
ziehen, dass bei Normalit at der Indikatoren auch eine Normalit at der unterliegenden
Variablen gegeben ist (Satz von Cram er; Cram er, 1936, 1999). Die f ur die ML-Sch atzung
verwendete multivariate Normalverteilung aller Variablen auch der Produktindikatoren
ist hingegen nicht plausibel, denn sie ist stets verletzt, da Produkte von normalverteilten
Variablen nicht-normalverteilt sind (Aroian, 1944). Die Annahme ist umso st arker ver-
letzt, je gr oer die nichtlinearen Eekte sind, da dann ebenso das Kriterium und seine
Indikatoren (y1;:::;yp) nicht-normalverteilt sein m ussen. Eine Testung der Normalit at
der Indikatoren ist m oglich, auch wenn die Verfahren zur Testung einer multivaria-
ten Verteilung eine Reihe von Nachteilen und Schwierigkeiten aufweisen (Mecklin &
Mundfrom, 2004).
Solange die Indikatoren x1;:::;xq normalverteilt sind, so sind ausschlielich die
Voraussetzungen f ur den ML-Sch atzer durch die Nichtnormalit at der Produktindika-
toren verletzt, nicht aber die Voraussetzungen f ur die Modellformulierung. In diesem
Fall ist hinsichtlich der Robustheit des Verfahrens zu erwarten, dass die Standard-
fehler untersch atzt werden, wie in verschiedenen Studien zu linearen SEM mit nicht-
normalverteilten Variablen gezeigt wurde (Bollen, 1989; Boomsma, 1983; West, Finch &
Curran, 1995). Die Parametersch atzungen selbst sind jedoch zumeist weiterhin erwar-
tungstreu, wenn das Modell (bis auf die Verteilungssannahmen) korrekt speziziert ist.
Sind neben den Produktindikatoren auch die Indikatoren des linearen Teilmodells nicht-
normalverteilt, sind notwendigerweise auch zumindest ein Teil der latenten exogenen
Variablen des linearen Teilmodells nicht-normalverteilt. Dadurch liegt eine Fehlspezi-
kation im Modell vor, da die Kovarianzen zwischen dem linearen und dem nichtlinearen
Teilmodell nicht mehr alle null sind, was zumindest theoretisch zu einem Bias in der
Parametersch atzung f uhren kann.
Aufgrund der Konzeptualisierung mit Produktindikatoren ist das Verfahren nicht
sehr sparsam, da viele Parameter im nichtlinearen Teilmodell gesch atzt werden m ussen.
Daher ist damit zu rechnen, dass das Verfahren eine geringere Ezienz als andere,
sparsamer parametrisierte Verfahren aufweist.19
2.1.2 Verteilungsanalytische Ans atze: LMS und QML
Zur Gruppe der verteilungsanalytischen Ans atze geh oren vor allem die Ans atze LMS
("Latent Moderated Structures\; Klein, 2000; Klein & Moosbrugger, 2000) und QML
("Quasi-ML\; Klein & Muth en, 2007). In diesen Verfahren werden die latenten Pro-
duktterme nicht durch manifeste Indikatoren operationalisiert, sondern die nichtlinearen
Eekte durch eine Verteilungsanalyse der Kriteriumsvariablen gesch atzt. Diese Vertei-
lungsanalyse nutzt die Eigenschaft nichtlinearer Modelle aus, dass das Kriterium mo-
delltheoretisch einer Mischung bedingter Normalverteilungen auf den einzelnen Stufen
der Moderatorvariablen folgt.
Die Hauptannahme f ur LMS und QML ist die multivariate Normalverteilung aller
exogenen Variablen (1;2;1;:::;q;1;:::;p;) und damit implizit die Normalvertei-
lung aller Indikatoren der Pr adiktoren x = (x1;:::;xq)0, nicht aber die der Indikatoren
des Kriteriums y = (y1;:::;yp)0. LMS modelliert die nicht-normale Verteilung der Indi-
katoren (x;y) als eine bedingte Mischverteilung aus multivariaten Normalverteilungen,
deren bedingte Mittelwerte und (Ko)-Varianzen eine komplexe Funktion beinhalten, die
nicht analytisch l osbar ist (Klein & Moosbrugger, 2000).7 Daher wird das Integral durch
numerische Methoden approximiert, beispielsweise mit dem Hermite-Gauss-Verfahren
(Klein & Moosbrugger, 2000; Stoer, 1989). W ahrend das Hermite-Gauss-Verfahren das
Integral durch eine endliche Mischung von bedingten Normalverteilungen approximiert,
werden in der Mplus-Implementierung von LMS andere (simplere) numerische Metho-
den verwendet, wie die numerische Integration anhand der Trapezregel (Muth en &
Muth en, 1998{2012; Stoer, 1989)8. F ur die approximierte Verteilung kann eine ML-
Parametersch atzung anhand des EM-Algorithmus (Dempster, Laird & Rubin, 1977)
vorgenommen werden.
F ur QML werden im Vergleich zu LMS zwei Vereinfachungen f ur das Modell vorge-
nommen (Klein & Muth en, 2007). Erstens wird die Nichtnormalit at des Indikatorvek-
tors auf einen einzigen Indikator reduziert (y1); aus den weiteren Indikatoren des Kriteri-
ums wird die Nichtnormalit at extrahiert, sodass die neuen Indikatoren y = (y
2;:::;y
p)0
normalverteilt sind. Zweitens wird die nicht-normale Verteilungsfunktion f(y1;y;x) als
Produkt einer normalen Verteilungsfunktion f(y;x) und einer bedingt nicht-normalen
Verteilungsfunktion f(y1jy;x) dargestellt. Dadurch wird das Problem der L osung des
Integrals f ur die Verteilungsfunktion f(y1;y;x), die eine multivariate nicht-normale
Verteilung beinhaltet, auf die einfachere L osung f ur eine multivariate Normalverteilung
und f ur eine univariate bedingt nicht-normale Verteilung reduziert. Diese bedingt nicht-
normale Verteilungsfunktion f(y1jy;x) wird durch eine bedingt normale Verteilungs-
7Die technischen Details, auch die zur Cholesky-Zerlegung der Pr adiktoren 1;:::;v in unabh angige
Komponenten z1;:::;zv, auf die bedingt wird, sind in Klein und Moosbrugger (2000) zu nden.
8Diese technischen Aspekte wirken sich jedoch im Allgemeinen nicht auf die Sch atzg ute aus, sondern
nur auf den Rechenaufwand.20
funktion f(y1jy;x) mit gleichem Erwartungswert und gleicher Varianz wie f(y1jy;x)
approximiert. Durch diese Approximation liefert QML keine echten ML-Sch atzungen,
denn die Parametersch atzung basiert auf einer nicht korrekt spezizierten Verteilungs-
funktion.
Der Unterschied zwischen LMS und QML liegt darin, dass bei LMS die korrekt spe-
zizierte Verteilung (Likelihood) numerisch approximiert wird, w ahrend bei QML die
vereinfachte Verteilungsfunktion numerisch approximiert wird. Dadurch ist die Appro-
ximation bei QML deutlich weniger aufwendig (und Analysen mit QML sind daher
schneller). Zudem ist die Verteilung des Kriteriums () bei QML nicht mehr eine exak-
te Mischung von Normalverteilungen, sondern es gen ugt, wenn die bedingten Varianzen
und Mittelwerte der Verteilung f(y1jy;x) erwartungstreue Sch atzer f ur die der Ver-
teilungsfunktion f(y1jy;x) sind.
Weitere technische Details zu LMS und QML k onnen der angegebenen Originallite-
ratur entnommen werden (Klein, 2000; Klein & Moosbrugger, 2000; Klein & Muth en,
2007). Ein weiterer theoretischer Vergleich dieser beiden Verfahren ist bei Kelava et al.
(2011) zu nden.
Diskussion der Annahmen
Eine direkte Testung der Verteilung der latenten exogenen Variablen kann nicht erfol-
gen; aber der oben erw ahnte Schluss gilt, dass eine Normalit at der Indikatoren auch
auf eine Normalit at der unterliegenden Konstrukte zur uckzuf uhren ist. In diesem Sinne
sind die Annahmen auch beschr ankt testbar (s. oben), d.h. eine Nichtnormalit at in den
Indikatoren weist auf eine Verletzung der Annahmen hin.
F ur LMS und QML ist zu erwarten, dass eine Nichtnormalit at der Pr adiktoren (oder
der Residuen) zu einem Bias in der Parametersch atzung f uhrt, da die Verteilungsan-
nahme direkt in die Modellspezikation ein
iet. Da QML eine Approximation der
nicht-normalen Verteilungsfunktion verwendet, ist jedoch zumindest theoretisch zu er-
warten, dass QML in diesem Fall einen geringeren Bias als LMS aufweist, aber dass
QML bei normalverteilten Variablen etwas weniger ezient ist als LMS (Kelava et al.,
2011), da LMS ein ML-Verfahren ist und damit die ezientesten Sch atzungen liefern
muss (Kendall, 1948; White, 1982).
2.1.3 Der 2SMM-Ansatz
Der "2 Step Method of Moments\-(2SMM)-Ansatz (Wall & Amemiya, 2000, 2003) ist
ein zweistuges Verfahren und basiert auf einer Error-in-Variables-Regression. In einem
ersten Schritt werden in einem Standard-CFA-Modell die (Bartlett)-Faktorwerte f ur die
latenten Variablen (;1;2) gesch atzt. In einem zweiten Schritt werden die gewonnenen21
Faktorwert-Sch atzungen in einer Regression f ur das Strukturmodell verwendet. Bei die-
ser Sch atzung wird ber ucksichtigt, dass die im ersten Schritt f ur die i = 1:::n Personen
erhaltenen Faktorwerte (^ i, ^ 1i, ^ 2i) Sch atzungen f ur die wahren Werte (i, 1i, 2i) sind
und somit ein Residuum besitzen. Konkret ergeben sich die gesch atzten Faktorwerte
modelltheoretisch als
^ 1i = 1i + e1i
^ 2i = 2i + e2i (2.1)
^ i = i + e3i:
Die (Ko)-Varianzen und h oheren Momente der Residuen e1;e2;e3 werden f ur die Her-
leitung der erwartungstreuen, momentbasierten Gleichungen verwendet. Die Parameter
eines vollst andigen nichtlinearen Modells nach Gleichung 1.4 werden analog zur Stan-
dardregression als L osung der Gleichung M = m f ur  = (;
1;
2;!12;!11;!22)0
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M enth alt die Quadrat- und Kreuzproduktsummen der Pr adiktoren und ihrer Produkte
und m die Kreuzproduktsummen von  mit den Pr adiktoren und ihrer Produkte. Der
Momentsch atzer ^  ergibt sich folglich als
^  = ^ M
 1 ^ m: (2.4)
Die Matrizen ^ M und ^ m m ussen so speziziert werden, dass der Momentsch atzer erwar-
tungstreu ist, was der Fall ist, wenn f ur alle i = 1:::n Personen gilt:
E[ ^ Mij1i;2i] = Mi und E[^ mij1i;2i;i] = mi: (2.5)22
Die f ur das vollst andige nichtlineare Modell mit einem Interaktionseekt und zwei qua-
dratischen Eekten erweiterten momentbasierten Gleichungen f ur die Matrizen ^ M und
^ m sowie die Sch atzungen der Standardfehler sind in Anhang A zu nden. An dieser
Stelle soll an einem Beispiel die Logik der Herleitung der Momentgleichungen demon-
striert werden. Um einen erwartungstreuen Sch atzer f ur das Moment 1i2
2i (Element
M26 aus der Matrix Mi, s. Gleichung 2.2) zu denieren, muss die Kovarianz der Re-
siduen e1 und e2 aus Gleichung 2.1 (12), die Varianz von e2 (22) und das dritte
Moment E[e1e2e2] = 122 ber ucksichtigt werden. Als erwartungstreuer Sch atzer ergibt
sich ^ M26 = ^ 1i^ 2
2i  2^ 12^ 2i   ^ 22^ 1i   ^ 122, da Gleichung 2.5 f ur jede Person i erf ullt ist:
E[ ^ M26j1i;2i] = E[^ 1i^ 
2
2i   2^ 12^ 2i   ^ 22^ 1i   ^ 122j1i;2i]
= E[(1i + e1i)(2i + e2i)
2   2^ 12(2i + e2i)   ^ 22(1i + e1i)   ^ 122j1i;2i]
= E[1i
2
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wenn E[e1] = E[e2] = 0 gilt, e1;e2 untereinander und mit 1;2 unkorreliert und die
Sch atzer ^ 12; ^ 22; ^ 122 erwartungstreu sind.
Allgemein werden keine Verteilungsannahmen f ur die Herleitung der Momentglei-
chungen ben otigt. Wird eine Einfachstruktur des Messmodells mit normalverteilten
Residuen angenommen, so k onnen jedoch die dritten und vierten Momente vereinfacht
werden (jkl = 0 und jklm = jklm).9 Dies ist f ur die Sch atzung von Vorteil, da die
Sch atzung h oherer Momente erst bei gr oeren Stichproben zuverl assig erfolgen kann
(Joanes & Gill, 1998). Weiterhin ist die Annahme normalverteilter Residuen eine Vor-
aussetzung f ur die Konsistenz des Standardfehlersch atzers.
9Vierte Momente kommen ebenfalls in ^ M vor und zwar f ur die Momente aus jeweils zwei Produkt-
termen (s. Anhang A).23
Diskussion der Annahmen
Die Hauptannahme f ur die Konsistenz des Parameter- und des Standardfehlersch atzers
ist die Normalverteilung der Residuen des Messmodells (1;:::;q;1;:::;p). Die la-
tenten Pr adiktoren und das latente Kriterium hingegen k onnen einer beliebigen Vertei-
lung folgen. Wenn die Indikatoren nicht-normalverteilt sind und die Indikatoren reliable
Messungen darstellen, so ist davon auszugehen, dass die Nichtnormalit at haupts achlich
durch die Faktoren und nicht durch die Residuen verursacht werden. In diesem Fall
w are die Annahme immer noch plausibel und nicht verletzt. Bei einer geringen Reliabi-
lit at und gleichzeitiger Nichtnormalit at der Indikatoren ist jedoch zu erwarten, dass die
Annahme verletzt ist. Inhaltlich kann die Plausibilit at anhand von Vorwissen  uber Kon-
strukte oder der Messung eingesch atzt werden (Molenaar, Dolan & Verhelst, 2010). Ei-
ne nicht-normale Verteilung der Residuen kann beispielsweise auf Boden-/Deckeneekte
oder Antwortformate eines Messinstruments zur uckzuf uhren sein. Sind die Indikatoren
nicht-normalverteilt, so kann empirisch nicht entschieden werden, ob dies auf die la-
tenten Pr adiktoren oder die Residuen zur uckzuf uhren ist (Molenaar et al., 2010). Eine
Aussage  uber die Nichtnormalit at latenter Variablen ist daher nur im Sinne der Plau-
sibilit at m oglich.
Wenn die Indikatoren reliable Messungen darstellen, ist zu erwarten, dass der 2SMM-
Sch atzer robust ist. Neben der Hauptannahme der Normalverteilung der Residuen h angt
jedoch die Robustheit des Verfahrens auch von der Sch atzung der Faktorwerte ab. Wird
hierf ur ein ML-Sch atzer verwendet und sind die Indikatoren nicht-normalverteilt, so
kann in Analogie zu den Ergebnissen zu linearen SEM (s. oben) geschlussfolgert wer-
den, dass die Parametersch atzungen erwartungstreu sind, jedoch die Standardfehler
untersch atzt werden. Die erhaltenen Faktorwerte, die auf den ML-Parametersch atzun-
gen basieren, und die Parametersch atzungen des Strukturmodells w aren somit eben-
falls erwartungstreu, die Standardfehler des 2SMM-Ansatzes aber m oglicherweise un-
tersch atzt.
Da f ur die Sch atzung des Strukturmodells nicht die Information zur spezischen
Verteilungsfunktion von  verwendet wird, sondern eine konstante Varianz angenommen
wird, sollte das Verfahren weniger ezient sein als LMS und QML (s. hierzu auch Klein
& Muth en, 2007).
2.1.4 Der MM-Ansatz
Der MM-Ansatz ("Method of Moments\; Mooijaart & Bentler, 2010) ber ucksichtigt f ur
die Sch atzung der nichtlinearen Eekte Momente h oherer Ordnung der Pr adiktoren. Die
zweiten Momente (Varianzen und Kovarianzen) und dritten Momente der Produktter-
me werden als Funktionen der (Ko)-Varianzen und dritten Momente der Pr adiktoren24
(1;2) formuliert. Hierf ur wird f ur die Pr adiktoren (1;2) eine Normalverteilung und
ein Mittelwert von null vorausgesetzt, wodurch ungerade Momente null sind und vierte
bzw. sechste Momente als einfache Funktionen der zweiten Momente dargestellt wer-
den k onnen. Beispielsweise kann unter dieser Annahme die Kovarianz zwischen dem
latenten Interaktionsterm 12 und dem quadratischen Term 2
1 ausgedr uckt werden als
Cov(12;
2
1) = E[1211]   E[12]E[11]
= 1211   1211
= 1211 + 1112 + 1112   1211
= 21112; (2.7)
wobei jk das zweite Moment der Pr adiktoren j und k darstellt und jklm das vierte
Moment (vgl. Mooijaart & Bentler, 2010). In der modelltheoretischen Kovarianzmatrix
vereinfachen sich dadurch die Momente, die auf die latenten Produktterme zur uck-
zuf uhren sind. Beispielsweise ist die modelltheoretische Kovarianz zwischen y1 und y2













212 + 2(!1212 + !1111 + !2222)
2]: (2.8)
Zur Identikation der nichtlinearen Eekte m ussen zudem dritte Momente der Indi-
katoren in der Sch atzung ber ucksichtigt werden (n aheres hierzu s. Mooijaart & Sator-
ra, 2011). Anhand einer Weighted-Least-Squares-(WLS)-Diskrepanzfunktion werden die
Parameter () gesch atzt:
FWLS(S;j) = [vech(S)   vech(())]
0W
 1[vech(S)   vech(())]; (2.9)
wobei vech(S) der Vektor ist, der die nichtredundanten ersten, zweiten und ausgew ahl-
ten dritten Momente der Indikatorvariablen beinhaltet und vech(()) die entspre-
chenden modelltheoretischen Momente (vgl. Gleichung 3, Mooijaart & Bentler, 2010;
s. auch Gleichung 1.15 in J oreskog & S orbom, 1996). F ur die Standardfehlersch atzung
werden sechste Momente ben otigt, deren Sch atzungen sehr instabil sind, weshalb f ur
die Gewichtungsmatrix W nach Mooijaart und Bentler (2010) die Identit atsmatrix I
verwendet werden sollte.
Da der WLS-Sch atzer ein asymptotisch verteilungsfreier Sch atzer ist (Browne, 1984),
m ussen neben den Modellannahmen f ur die Herleitung der Momente der Produktter-
me keine Verteilungsannahmen getroen werden, um die Konsistenz der Sch atzung zu
gew ahrleisten. Es m ussen also explizit keine Annahmen  uber die Verteilung der latenten
Residuen getroen werden.25
Diskussion der Annahmen
Ebenso wie beim 2SMM-Ansatz ist nicht testbar, ob eine Nichtnormalit at der Indikato-
ren auf die latenten Pr adiktoren oder die Residuen zur uckzuf uhren ist. Auch hier ist nur
eine Plausibilit ats uberlegung in dem Sinne m oglich, dass Kenntnisse  uber die Vertei-
lungen von Konstrukten vorliegen (z.B. die Normalverteilung des IQ; Wechsler, 1944).
Jedoch ist davon auszugehen, dass das Verfahren sensibel auf die Verletzung der Ver-
teilungsannahme reagiert. Sind die latenten Pr adiktoren nicht-normalverteilt, so sind
die Gleichungen f ur die Momente fehlspeziziert, was sich direkt auf die Sch atzungen
der Parameter auswirkt. Anders als beim 2SMM-Ansatz wird die Annahme der Nor-
malverteilung f ur die latenten Pr adiktoren verwendet, die  ublicherweise einen starken
Ein
uss auf die Indikatoren haben. In der Empirie kann bei nicht-normalen Indikatoren
und reliablen Messungen daher vermutet werden, dass der Sch atzer nicht mehr erwar-
tungstreu ist, da die Nichtnormalit at vermutlich auf die Pr adiktoren zur uckzuf uhren
ist. In den verwendeten dritten Momenten sind in diesem Fall die Nichtnormalit at und
die Nichtlinearit at konfundiert. Zudem kann von einer zuverl assigen Sch atzung der Mo-
mente h oherer Ordnung erst bei gr oeren Stichproben ausgegangen werden (Joanes &
Gill, 1998; Mecklin & Mundfrom, 2004). Dies hat insbesondere einen Ein
uss auf die
Ezienz des Verfahrens, die geringer sein sollte als z.B. bei LMS. Bei zus atzlich ge-
ringer Reliabilit at ist die Sch atzung der Momente der latenten Faktoren noch st arker
beeintr achtigt und k onnte zu weiteren Problemen f uhren.
2.2 Bisherige Simulationsstudien
Bisher wurden nur die theoretischen  Uberlegungen zur Sch atzg ute und Ezienz der
Verfahren berichtet. Um eine quantitative Aussage dar uber treen zu k onnen, werden
 ublicherweise Simulationsstudien durchgef uhrt. Die meisten bisherigen gr oeren Studien
konzentrierten sich auf die Verfahren der PI-Ans atze und verglichen diese miteinander
(Kelava et al., 2008; Marsh et al., 2004; Moulder & Algina, 2002). Studien, die die
momentbasierten Verfahren, die PI-Ans atze und die verteilungsanalytischen Ans atze
hinsichtlich ihrer Robustheit und Ezienz vergleichend untersuchen, existieren bisher
nicht.
Aus den bisherigen Simulationsstudien kann man f ur Modelle mit einem einzelnen In-
teraktionseekt und normalverteilten Variablen zusammenfassend schlieen, dass QML
und LMS  ahnliche Sch atzergebnisse liefern und ezienter sind als der Unconstrained-
Ansatz (Klein & Muth en, 2007). Bei nicht-normalverteilten Pr adiktoren tritt jedoch ein
Bias in der Parametersch atzung bei QML und LMS auf, w ahrend der Unconstrained-
Ansatz erwartungstreue Parametersch atzungen, aber untersch atzte Standardfehler lie-
fert (Klein & Muth en, 2007; Marsh et al., 2004). Der MM-Ansatz liefert bei einer hohen26
Tabelle 2.1: Zentrale Simulationsstudien, in denen die f unf relevanten Verfahren unter-
sucht wurden, mit der Angabe der Anzahl der getesteten nichtlinearen Eekte und der
Angabe, ob nicht-normalverteilte Variablen verwendet wurden.
Artikel verwendete Verfahren #! NNV
Cham et al. (2012) LMS, Unconstrained 1 ja
Klein und Moosbrugger (2000) LMS 1 nein
Klein und Muth en (2007), Studie 1 QML, Unconstrained 1 ja
Klein und Muth en (2007), Studie 2 QML, LMS 3 nein
Marsh et al. (2004) QML, Unconstrained 1 ja
Mooijaart und Bentler (2010) LMS, MM 1 nein
Moosbrugger et al. (2009) QML, LMS, Unconstrained 3 nein
Wall und Amemiya (2003) 2SMM 1 ja
Anmerkung: #! { Anzahl der getesteten nichtlinearen Eekte, NNV { Verwendung
von nicht-normalverteilten Variablen
Reliabilit at  ahnliche Ergebnisse f ur normalverteilte Variablen wie LMS (Mooijaart &
Bentler, 2010). Der 2SMM-Ansatz ist robust gegen uber Nichtnormalit at (Wall & Ame-
miya, 2003).
F ur ein vollst andiges nichtlineares Modell existieren nur Untersuchungen f ur normal-
verteilte Variablen und zwar ausschlielich f ur den erweiterten Unconstrained-Ansatz,
LMS und QML (Moosbrugger et al., 2009). Diese Ergebnisse best atigen die theoretisch
zu erwartende Ezienz der verteilungsanalytischen Verfahren.
In Tabelle 2.1 sind die zentralen Studien aufgef uhrt, die die f unf aktuell relevan-
ten Verfahren in Simulationsstudien untersuchten10. Wie man ihr entnehmen kann,
sind zwei Fragestellungen zu diesen Verfahren aufgrund des Designs der Studien bisher
nicht beantwortbar. Erstens wurden zumeist nur Modelle mit Interaktionseekten ana-
lysiert (z.B. Marsh et al., 2004; Wall & Amemiya, 2003), w ahrend Simulationsstudien
zu Modellen mit vollst andigen nichtlinearen Modellen kaum durchgef uhrt wurden. Da-
her kann nicht beurteilt werden, inwieweit insbesondere die Ezienz momentbasierter
Verfahren f ur multiple nichtlineare Eekte vergleichbar ist zur Ezienz anderer Verfah-
ren. Zweitens wurden die Verfahren zumeist mit normalverteilten Variablen untersucht
(z.B. Moosbrugger et al., 2009; Mooijaart & Bentler, 2010). Daher ist eine Einsch atzung
 uber die Robustheit der Verfahren wie dem MM-Ansatz gegen uber der Verletzung von
Verteilungsannahmen bisher nicht m oglich.
Eine Ursache f ur die fehlenden Simulationsstudien, insbesondere f ur die momentba-
sierten Verfahren, ist die fehlende Implementierung in Standard-Software. So liegt der
MM-Ansatz nur in einer bisher nicht verf ugbaren Experimentalversion von EQS vor
10Andere Verfahren wie der Constrained-Ansatz wurden f ur diese Tabelle nicht ber ucksichtigt.27
(EQS 6.12; Bentler, 2000{2008) und f ur den 2SMM-Ansatz existiert ausschlielich eine
SAS-Syntax f ur einen einzelnen quadratischen, kubischen oder einen einzelnen Interak-
tionseekt11. Eine Dokumentierung f ur die konkrete Spezizierung des 2SMM-Ansatzes
existierte bisher zudem ausschlielich f ur ein Interaktionsmodell, nicht jedoch f ur ein
vollst andiges nichtlineares Modell (Wall & Amemiya, 2003).
2.3 Simulationsstudie
In Schrift (A) wird eine Simulationsstudie pr asentiert, die folgende oene Fragen be-
antworten soll:
1. Welches der Verfahren liefert die ezientesten Sch atzungen f ur multiple nichtli-
neare Eekte?
2. Welche der Verfahren liefern auch dann erwartungstreue Sch atzungen f ur die Pa-
rameter und Standardfehler, wenn die Verteilungsannahmen verletzt sind?
Alle Details zu dieser Studie sind in Anhang C zu nden (Brandt et al., in press).
An dieser Stelle sollen die wichtigsten Aspekte der Studie zusammengefasst werden.
2.3.1 Design der Simulationsstudie
Die Simulationsstudie wurde unter empirisch relevanten Bedingungen durchgef uhrt,
bei der die Nichtnormalit at der latenten Pr adiktoren (und damit auch die der Indi-
katoren) variiert wurde. F ur den erweiterten Unconstrained-Ansatz, LMS, QML, den
2SMM-Ansatz und den MM-Ansatz wurden die Erwartungstreue der Parameter- und
der Standardfehlersch atzungen sowie die Power und der -Fehler untersucht. Hierf ur
wurde sowohl ein einfaches Modell mit Interaktionseekt als auch ein vollst andiges
nichtlineares Modell mit einem Interaktions- und zwei quadratischen Eekten bei einer
Stichprobengr oe von N = 400 und einer Indikatorreliabilit at von :80 speziziert.
Der 2SMM- und der MM-Ansatz wurden f ur vollst andige nichtlineare Modelle erwei-
tert (f ur die Erweiterung des 2SMM-Ansatzes s. Anhang A). Im Rahmen der Erstellung
von Schrift (A) wurde der 2SMM-Ansatz in R (R Development Core Team, 2011) und
der MM-Ansatz in Matlab (MATLAB, 2010) implementiert. F ur LMS wurde die Im-
plementation in Mplus v6.11 (Muth en & Muth en, 1998{2012) verwendet, f ur QML die
Standalone Software QML v3.11. Der erweiterte Unconstrained-Ansatz wurde mit dem
lavaan-Package in R und einem robusten Standardfehlersch atzer (Sandwich Estimator;
White, 1982; Yuan & Bentler, 2000) speziziert.
11http://www.columbia.edu/mmw2177/NONLINEARSEM/index.html28
2.3.2 Zusammenfassung der wichtigsten Ergebnisse
Die verteilungsanalytischen Verfahren LMS und QML liefern f ur normalverteilte Pr adik-
toren die ezientesten Sch atzungen mit der h ochsten Power. Sie unterscheiden sich in
ihren Sch atzungen nur marginal. Bei vorhandener Nichtnormalit at wurde jedoch ein
absoluter Bias von etwa 10%   20% f ur die Parametersch atzungen gefunden.
Der 2SMM- und der (erweiterte) Unconstrained-Ansatz liefern die robustesten Pa-
rametersch atzungen. Sie sind auch dann noch erwartungstreu, wenn die Pr adiktoren
nicht-normalverteilt sind. Der 2SMM-Ansatz kann aber das gesetzte -Fehlerniveau bes-
ser einhalten, als der erweiterte Unconstrained-Ansatz. Dies ist auf die Untersch atzung
der Standardfehler beim erweiterten Unconstrained-Ansatz { trotz des Sandwich Esti-
mators { zur uckzuf uhren.
Der MM-Ansatz liefert nur f ur das einfache Interaktionsmodell bei normalverteil-
ten Pr adiktoren erwartungstreue Sch atzungen, die jedoch wesentlich weniger ezi-
ent sind als beispielsweise bei LMS. Zudem sind sowohl die Parameter- als auch die
Standardfehlersch atzungen bei mehr als einem nichtlinearen Eekt und/oder bei nicht-
normalverteilten Pr adiktoren sehr stark verzerrt (teilweise  uber 200% Bias) und das
nominelle -Fehlerniveau wird mit teilweise  uber 60% nicht eingehalten.
2.4 Zusammenfassung und Schlussfolgerung
In diesem Abschnitt wurden die derzeit relevanten Ans atze zur Sch atzung latenter
nichtlinearer Eekte diskutiert. St arken und Schw achen der Ans atze sowie ihre Funk-
tionsweise wurden vorgestellt und eine Simulationsstudie best atigte die Erwartungen
hinsichtlich der Performanz der Verfahren.
LMS und QML sind wie theoretisch erwartet die ezientesten Verfahren. Jedoch sind
die Verteilungsannahmen vergleichsweise st arker, da bei Verletzung der Annahmen ein
Bias in den Parametersch atzungen entsteht. Die Annahmen k onnen jedoch getestet wer-
den, da sie sich zumindest indirekt in den Verteilungen der Indikatoren widerspiegeln. In
den Situationen, in denen die Indikatoren normalverteilt sind, sollte eines dieser Verfah-
ren verwendet werden. Insbesondere die Implementierung des LMS-Sch atzers in Mplus
stellt f ur den Anwender ein sehr einfach verwendbares und erweiterbares Verfahren dar,
das mit anderen Aspekten von Mplus kombinierbar ist (z.B. die Ber ucksichtigung von
Missing Data; Schafer, 1997).
Die Sch atzungen des (erweiterten) Unconstrained-Ansatzes sind robust und die Ver-
teilungsannahmen dieses Ansatzes vergleichsweise schw acher. Die Verletzung der An-
nahmen wirkt sich haupts achlich auf die Sch atzung der Standardfehler aus. Aufgrund
seiner aufwendigen Parametrisierung ist der Unconstrained-Ansatz nicht so praktikabel
wie LMS oder QML.29
Der 2SMM-Ansatz ist ein ezienter und robuster Sch atzer. Seine Annahmen  uber die
Verteilung der Residuen kann nicht getestet werden, da diese latent sind. Jedoch sollte
im Allgemeinen auch eine Verletzung dieser Annahmen von untergeordneter Bedeutung
sein, da die Residuen nur einen kleinen Varianzanteil der Indikatorvariablen erkl aren
sollten. Ist dies im Falle von unreliablen Messungen nicht gegeben, so sollte von schlech-
teren Sch atzeigenschaften des 2SMM-Ansatzes ausgegangen werden. Der 2SMM-Ansatz
kann insbesondere dann verwendet werden, wenn die Indikatoren nicht-normalverteilt
sind. Die Implementation des Verfahrens in R erlaubt nun auch eine Anwendung des
Verfahrens f ur vollst andige nichtlineare Modelle in einer Standard-Software. Ein Ein-
satz des 2SMM-Ansatzes f ur andere Modelle, z.B. f ur latente Wachstumskurvenmodelle
(s. Kapitel 4), ist jedoch sehr aufwendig, da nicht nur die Momentgleichungen sondern
auch der Sch atzer f ur die Standardfehler hergeleitet werden m ussen (s. Anhang A).
Der MM-Ansatz besitzt sehr starke (und nicht direkt testbare) Annahmen, die in der
Praxis schnell verletzt sind und die dann zu stark verzerrten Sch atzungen f uhren. Die
Verwendung der h oheren Momente, deren Sch atzung bei empirisch relevanten Stich-
probengr oen mit groer Unsicherheit behaftet ist, f uhrt sogar ohne Verletzung der
Voraussetzung bei mehr als einem nichtlinearen Eekt zu nicht zufriedenstellenden Er-
gebnissen.
Im folgenden Abschnitt soll nun ein neues Verfahren vorgestellt werden, das spe-
ziell f ur den Einsatz bei nicht-normalverteilten Pr adiktoren Verwendung ndet. F ur
dieses Verfahren wird die Annahme der Normalverteilung aller Variablen {  ahnlich wie
beim 2SMM-Ansatz { abgeschw acht. Die Konzeptualisierung dieses Verfahrens basiert
auf den Mischverteilungsmodellen und ist im Gegensatz zum 2SMM-Ansatz leicht zu
implementieren und zu erweitern.Kapitel 3
Ein Sch atzverfahren f ur nichtlineare
Eekte bei nicht-normalverteilten
Pr adiktoren
Im vorherigen Kapitel wurde gezeigt, dass die derzeit relevanten Verfahren zur Sch at-
zung latenter nichtlinearer Eekte auf zum Teil strengen Verteilungsannahmen beruhen.
LMS und QML wiesen bei nicht-normalverteilten Pr adiktoren keine erwartungstreuen
Parametersch atzungen auf, der MM-Ansatz lieferte insgesamt nicht zufriedenstellende
Ergebnisse und der erweiterte Unconstrained-Ansatz wies eine Untersch atzung der Stan-
dardfehler und damit einhergehend eine leichte -Fehlerin
ation auf. Der 2SMM-Ansatz
wies zwar sehr gute Sch atzeigenschaften auf, ist aber nicht leicht in Standard-Software
zu implementieren.
In diesem Abschnitt soll nun ein neues Verfahren vorgestellt werden, dass die Voraus-
setzung der Normalverteilung der Pr adiktoren abschw acht und direkt in eine Standard-
Software implementierbar ist. Der "Nonlinear Structural Equation Mixture Modeling\-
(NSEMM)-Ansatz erweitert die bisherigen Verfahren, als dass er die Verteilung der
Pr adiktoren durch eine Mischverteilung approximiert. Somit k onnen die Pr adiktoren
einer beliebigen Verteilung folgen. Das Konzept und die Eigenschaften sollen in den
folgenden Abschnitten dargestellt werden.
Anmerkung: Dieses Kapitel basiert zu groen Teilen auf folgendem Artikel, der in An-
hang D zu nden ist:
Kelava, A., Nagengast, B., & Brandt, H. (im Druck). A nonlinear structural equati-
on mixture modeling approach for non-normally distributed latent predictor variables.
Structural Equation Modeling.
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3.1 Idee der Mischverteilungsmodelle
Mischverteilungsmodelle basieren auf der Idee, dass eine beobachtete Nichtnormalit at
in einer Variablen auf zwei oder mehrere, nicht-beobachtete Subpopulationen (latente
Klassen) mit jeweils eigenen Verteilungen zur uckgeht. Innerhalb jeder latenten Klasse
ist die Variable normalverteilt, weist jedoch gruppenspezische Mittelwerte und Varian-
zen auf. Bei Nichtber ucksichtigung dieser Gruppierung werden diese Normalverteilun-
gen  uber die latenten Klassen hinweg vermischt, wodurch die nicht-normale Verteilung
entsteht.
Ein Beispiel hierf ur ist die leicht nicht-normale Verteilung der K orpergr oe in den
USA, die eine Mischung aus den Verteilungen der K orpergr oe f ur Frauen und M anner
darstellt (Schiefe=.028; Kurtosis=2.84). Sowohl die K orpergr oe der Frauen ist ann a-
hernd normalverteilt mit Mittelwert 63.86 Zoll (SD = 4:39 Zoll), als auch die der
M anner mit Mittelwert 69.41 Zoll (SD = 4:48 Zoll; McDowell, Fryar, Ogden & Flegal,
2008). Unter Ber ucksichtigung des Geschlechterverh altnisses M anner zu Frauen von :97
ergibt sich die Verteilung der K orpergr oe fheight als Mischverteilung
fheight = :5076  N(63:86;4:39) + :4924  N(69:41;4:48): (3.1)
Abbildung 3.1 verdeutlicht das Beispiel anhand der (gewichteten) Verteilungen der Sub-
populationen und der entstehenden (leicht kurtotischen) Mischvariable ohne Ber ucksich-
tigung des Geschlechts. Die Verwendung von Mischverteilungen f ur die Approximation
von verschiedenen Verteilungen mit unterschiedlichen Bedingungen f ur Schiefe und Kur-
tosis sowie f ur mehrgip
ige Verteilungen sind in McLachlan und Peel (2000) zu nden.
Neben der Approximation von Verteilungen, k onnen Mischverteilungsmodelle auch
f ur die Approximation von a priori nicht n aher spezizierten, nichtlinearen Zusam-
menh angen zwischen zwei oder mehreren Variablen verwendet werden. Hierbei ist an-
ders als in den zuvor dargestellten Interaktions- und quadratischen Eekten keine An-




2 + e (3.2)
dargestellt (durchgezogene Linie). Anhand dieses Modells wurde ein Zufallsdatensatz
f ur N = 500 F alle mit V ar(e) = 1, V ar(x) = 3 und E(x) = 0 generiert. Der Daten-
satz wurde mit vier Mischverteilungsmodellen mit G = 2 bis G = 5 latenten Klassen
analysiert, die einen linearen Zusammenhang der Form y = +
1x+ innerhalb jeder
latenten Klasse annahm. Die Funktion kann mit zunehmender Klassenzahl G genauer
durch den vorhergesagten Verlauf von ^ y = E(yjx) approximiert werden.1
1Der bedingte Erwartungswert ergibt sich als gewichtete Summe der Zusammenh ange in den laten-
ten Klassen durch E(yjx) =
PG
g=1 P(gjx)Eg(yjx), wobei P(gjx) die bedingte Klassenwahrscheinlichkeit32
























Abbildung 3.1: Verteilung der K orpergr oe in den USA insgesamt (durchgezogene Linie)
sowie die (gewichteten) Verteilungen getrennt f ur Frauen (gepunkt-strichelte Linie) und
M anner (gepunktete Linie).
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Abbildung 3.2: Streudiagramme f ur einen Zufallsdatensatz mit nichtlinearem Zusam-
menhang zwischen x und y nach Gleichung 3.2 (durchgezogene Linie). Die Werte f ur
E(yjx) (Punkte) basieren auf Mischverteilungsmodellen mit G = 2 bis G = 5 latenten
Klassen.33
3.2 Structural Equation Mixture Modeling
Die Verwendung von Mischverteilungen f ur SEM ndet in zunehmenden Mae Interesse
in der methodischen und empirischen Forschung (Arminger & Stein, 1997; Arminger
et al., 1999; Bauer, 2005; Bauer & Curran, 2004; Dolan & van der Maas, 1998; Jedidi
et al., 1997a, 1997b; Muth en, 2001; Pek, Sterba, Kok & Bauer, 2009; Pek et al., 2011).
In Standard-SEM werden multivariate Zusammenh ange zwischen beobachteten und
latenten Variablen modelliert, wobei zur Sch atzung der Parameter des Modells eine
Likelihood-Funktion formuliert wird, die auf einer multivariaten Normalverteilung der
beobachteten Variablen basiert (s. Kapitel 1; vgl. Bollen, 1989; Reinecke, 2005). Die
modelltheoretische Verteilungsfunktion der Indikatoren der abh angigen Variable y =




0) = N(;); (3.3)
wobei N eine (p + q)-dimensionale Normalverteilung mit modellimpliziertem Mittel-
wertsvektor  und modellimplizierter Kovarianzmatrix  ist. F ur die Sch atzung eines
SEM wird also f ur alle Personen dieselbe multivariate Verteilung verwendet.
Die "Structural Equation Mixture Models\ (SEMM) unterscheiden sich nun durch
die Annahme, dass die Population aus einer Anzahl von G latenten Klassen besteht. Die
Verteilung der Variablen in einer latenten Klasse wird mit dem Begri "Mixture (com-
ponent)\ bezeichnet; die Verteilung der Variablen in der Population Mischverteilung
("Mixture distribution\). F ur jede der G latenten Klassen wird eine separate multi-
variate Normalverteilung mit spezischem Mittelwertsvektor g und Kovarianzmatrix
g angenommen. Die beobachtete (potentiell nicht-normale) multivariate Verteilung









wobei wg die Gewichtungen der einzelnen Verteilungen sind (mit wg > 0 und
PG
g=1 wg =
1; McLachlan & Peel, 2000).
Der Mittelwertsvektor g und die Kovarianzmatrix g implizieren ein gruppenspe-
zisches Mess- und Strukturmodell mit einem eigenen Parametervektor. Dieser Para-
metervektor kann sich sowohl in der Anzahl seiner Elemente als auch in der Gr oe der
einzelnen Parameter unterscheiden. So k onnten in einer latenten Klasse die Indikatoren
auf nur einen Faktor zur uckzuf uhren sein, w ahrend in einer anderen Klasse mehrere
ist und Eg(yjx) der bedingte Erwartungswert in der latenten Klasse g (vgl. Pek et al., 2011).34
Faktoren ad aquat sind. Ebenso k onnten sich beispielsweise die latenten Klassen nur in
der H ohe der Korrelationen zwischen den Faktoren unterscheiden, w ahrend das Mo-
dell selbst in allen latenten Klassen strukturell dasselbe ist, also dieselben Parameter
besitzt. Dies erm oglicht eine 
exible Modellierung f ur die einzelnen latenten Klassen.
Konkret erweitert sich das Messmodell aus Gleichung 1.2 f ur die in der jeweiligen










gg + g; (3.6)
wobei  y
g; x










g. g ist der Vektor der latenten exo-
genen Variablen mit gruppenspezischem Mittelwertsvektor 
g und Kovarianzmatrix
g
2. g ergibt sich aus einem gruppenspezischen Strukturmodell (analog zum Struk-
turmodell in SEM; s. Bollen, 1989) der Form
g = g +  gg + g; (3.7)
mit gruppenspezischem Interzept g, den Eektkoezienten zwischen der endogenen
und den exogenen Variablen in der Matrix  g sowie dem gruppenspezischen Residuum
g mit Varianz 	g.3 F ur die Sch atzung eines SEMM wird die Annahme einer multiva-
riaten Normalverteilung von g, g, g und g innerhalb jeder der G latenten Klassen
getroen.
Die Modellierung nichtlinearer, semi-parametrischer Eekte der Pr adiktoren auf die
endogenen Variablen erfolgt durch die Parameter g und  g, die sich zwischen den
latenten Klassen unterscheiden k onnen. Innerhalb jeder latenten Klasse beschreiben
diese Parameter zwar einen linearen Zusammenhang zwischen den Pr adiktoren und
den endogenen Variablen; sie variieren jedoch  uber die latenten Klassen hinweg, wenn
tats achlich eine Nichtlinearit at in den Daten vorliegen sollte (vgl. Abbildung 3.2).
2Die Anzahl v der Pr adiktoren 1;:::;v kann sich theoretisch in jeder Klasse unterscheiden.
3Die Verallgemeinerung f ur u endogene Variablen ist in Schrift (B) zu nden. Aus Gr unden der
Konsistenz mit den vorherigen Kapiteln und der Anschaulichkeit wird hier nur auf den einfachen Fall
u = 1 eingegangen.35
3.3 Interpretation der Klassen und Variablen in
SEMM
Ein wichtiger Punkt f ur die Anwendung der SEMM stellt die Interpretation der laten-
ten Klassen dar. Hier unterscheidet man zwischen einer direkten und einer indirekten
Interpretation. Eine direkte Interpretation der Ergebnisse erfolgt dann, wenn die identi-
zierten latenten Klassen (Mixture Components) als substantiell angesehen werden. Die
einzelnen Klassen werden also als tats achlich existierende Subpopulationen angesehen.
Diese Art der Interpretation ist jedoch als kritisch zu betrachten, da die datengetriebene
Identikation von latenten Klassen nur sehr bedingt "echte\ Subpopulationen identi-
zieren kann (Borsboom, Mellenbergh & van Heerden, 2003; Dolan & van der Maas,
1998; Titterington, Smith & Makov, 1985). In der indirekten Interpretation werden
den extrahierten latenten Klassen hingegen keine inhaltliche Bedeutung zugemessen,
sondern sie werden ausschlielich als methodisches Werkzeug gesehen, um Verteilungen
und Zusammenh ange statistisch zu approximieren (z.B. McLachlan & Peel, 2000). Eine
Interpretation des Modells erfolgt entsprechend nur f ur die Gesamtpopulation.
Trotz der theoretisch sehr hohen Flexibilit at des Verfahrens ist es in der Praxis sinn-
voll, zumindest bestimmte Strukturaspekte (wie die Anzahl der Pr adiktoren) und einen
Teil der Parameter  uber die Gruppen hinweg zu restringieren, um eine Identikation
und Stabilit at der Sch atzungen der SEMM zu gew ahrleisten (Bauer & Curran, 2004;
Bauer, 2005; Pek et al., 2009, 2011). Um insbesondere eine eindeutige Interpretation der
latenten Variablen  uber die latenten Klassen hinweg zu gew ahrleisten, ist es notwendig,










g)  uber die latenten Klassen hin-
weg zu restringieren (Bauer, 2005; Pek et al., 2011). Nur in diesem Fall ist es sinnvoll,
einen variierenden Parameter aus  g als nichtlinearen Eekt zwischen zwei Variablen
zu interpretieren.
3.4 Nonlinear Structural Equation Mixture Mode-
ling
Ein Nachteil der semi-parametrischen Denition eines nichtlinearen Eekts in SEMM
ist, dass keine Aussage  uber seine Eektst arke m oglich ist. Man kann einen gefundenen
nichtlinearen Eekt nicht hinsichtlich seiner empirischen Bedeutsamkeit einsch atzen,
sondern nur seiner Form nach beschreiben (Bauer, 2005). Ist es jedoch von Interesse,
wie gro der Eekt ist, so muss eine Annahme  uber die Funktion getroen werden, die
der nichtlineare Eekt darstellen soll.
Der NSEMM-Ansatz, der in Schrift (B) entwickelt wurde, f uhrt ein parametrisches36
Modell f ur nichtlineare Eekte f ur die Mixture-Modelle ein. Aus Sicht der SEMM stellt
das Verfahren eine Erweiterung in dem Sinne dar, als dass es eine explizite funktionale
Form der Nichtlinearit at modelliert, womit eine Gr oenaussage zu einem nichtlinearen
Eekt m oglich ist. Aus Sicht der nichtlinearen SEM ist das Verfahren eine Erweiterung,
die eine erwartungstreue (ML)-Sch atzung der nichtlinearen Eekte erm oglicht, wenn
die Indikatoren nicht-normalverteilt sind. Durch die Verwendung der Mischverteilun-
gen k onnen auch sehr allgemeine Verteilungstypen wie z.B. mehrgip
ige Verteilungen
ber ucksichtigt werden.
Das Strukturmodell aus Gleichung 3.7 wird f ur den NSEMM-Ansatz folgendermaen
erweitert (vgl. Gleichung 1.1):
g = g +  gg + 
0
g
gg + g; (3.8)
wobei die Matrix 
g die Parameter der nichtlinearen Eekte enth alt (z.B. !12g f ur
einen Interaktionseekt, vgl. Gleichung 1.4). Durch die Verwendung der latenten Pro-
duktterme ist die Verteilungsfunktion f((y0;x0)0) der Indikatoren keine Mischung von
Normalverteilungen wie in Gleichung 3.4, sondern einer Mischung von spezischen nicht-
normalen Verteilungen fg((y0;x0)0) innerhalb jeder latenten Klasse (s. Abschnitt 2.1.2;
Klein & Moosbrugger, 2000). Die Verteilung f((y0;x0)0) kann innerhalb jeder laten-
ten Klasse durch eine bedingte Mischverteilung approximiert werden und besitzt eine
komplexe Funktion f ur die Mittelwerte und Kovarianzmatrizen der Indikatorvariablen
yjg. Die Approximation kann mit verschiedenen numerischen Methoden wie in LMS
(Hermite-Gauss), QML (Gauss-Newton) oder Mplus (Trapezregel; Stoer, 1989) erfol-
gen. Die Parametersch atzung des NSEMM-Ansatzes basiert somit auf der Analyse einer
h oherdimensionalen Mischverteilung. Mplus (Muth en & Muth en, 1998{2012) ist in der
Lage solche Mischverteilungsmodelle zu sch atzen, wodurch eine sehr einfach zu handha-
bende Sch atzung des NSEMM-Ansatzes f ur den Anwender verf ugbar ist. Dies erlaubt
eine 
exible und direkte Verwendung des Verfahrens.
Um eine (parametrische) Interpretation der Eektkoezienten in  g und 
g als linea-
re bzw. nichtlineare Eekte von g auf g treen zu k onnen, m ussen neben der Struktur-
invarianz (gleiche Ladungsmuster, gleiche Anzahl latenter Variablen) Constraints  uber
die latenten Klassen hinweg f ur die Sch atzung gesetzt werden. Die Constraints bein-










g) auch die des
Strukturmodells (g; g;
g;	g), die alle invariant  uber die G latenten Klassen hinweg
gesetzt werden m ussen. Um eine Approximation der (beliebigen) Verteilung der v la-
tenten Pr adiktoren zu erm oglichen, wird der Pr adiktorvektor als eine Mischverteilung
aus G multivariaten Normalverteilungen mit gruppenspezischen Mittelwertsvektoren37
Tabelle 3.1: Zusammenfassung der Ergebnisse zur Power bei !12 = !11 = !22 = :2 und
N = 800 einer Simulationsstudie zum NSEMM-Ansatz (Ergebnisse entnommen aus
Schrift (B)). Als Populations- und Analysemodell diente Gleichung 1.4.
!12 !11 !22
Schiefe=0, Kurtosis=0
NSEMM, 2 latente Klassen 66:50% 97:40% 97:80%
NSEMM, 3 latente Klassen 66:00% 97:10% 97:40%
NSEMM, 4 latente Klassen 65:30% 96:90% 97:00%
LMS 69:20% 98:20% 97:90%
Erweiterter Unconstrained 62:60% 96:80% 97:00%
Schiefe=2, Kurtosis=7
NSEMM, 2 latente Klassen 48:00% 84:50% 87:00%
NSEMM, 3 latente Klassen 47:00% 82:30% 85:10%
NSEMM, 4 latente Klassen 46:50% 81:10% 84:00%
LMS 32:40% 88:50% 88:80%
Erweiterter Unconstrained 48:40% 83:90% 85:20%
Schiefe=3, Kurtosis=21
NSEMM, 2 latente Klassen 40:30% 81:20% 80:70%
NSEMM, 3 latente Klassen 39:80% 81:40% 78:50%
NSEMM, 4 latente Klassen 38:90% 78:30% 77:20%
LMS 27:40% 88:30% 88:70%
Erweiterter Unconstrained 48:70% 87:10% 86:70%
Anmerkung:  { absoluter Parameterbias  10%,  { SE=SD  :90








Ist G = 1 so resultiert in Mplus ein zu LMS  aquivalenter Sch atzer. F ur jede weitere
latente Gruppe erh oht sich die Anzahl der zu sch atzenden Parameter um v latente
Mittelwerte und v(v+1)=2 (Ko)-Varianzen. Mit steigender Anzahl von latenten Klassen
wird der Ansatz daher weniger sparsam.
3.5 Diskussion des NSEMM-Ansatzes
Der NSEMM-Ansatz erlaubt eine eziente Sch atzung von latenten nichtlinearen Ef-
fekten bei nicht-normalverteilten Indikatoren. Er verbindet somit die Vorteile von pa-
rametrischen nichtlinearen SEM und semi-parametrischen Mischverteilungsmodellen.38
W ahrend die Sch atzung der meisten Verfahren im Rahmen der nichtlinearen SEM auf
einer multivariaten Normalverteilung beruhen, kann der NSEMM-Ansatz diese Annah-
me abschw achen. Gleichzeitig ist es aber im Gegensatz zu den SEMM m oglich, eine
Gr oenaussage zu den nichtlinearen Eekten zu treen.
In einer Simulationsstudie, die in Schrift (B) zu nden ist, konnte gezeigt werden,
dass die theoretischen Vorteile auch unter empirisch relevanten Bedingungen zu Un-
terschieden zwischen dem NSEMM-Ansatz, LMS und dem erweiterten Unconstrained-
Ansatz f uhren. In Tabelle 3.1 sind einige wichtige Ergebnisse dieser Simulationsstudie
zusammengefasst. Wie man erkennt, liefert LMS die ezientesten Sch atzungen, solange
die Indikatoren normalverteilt sind, was auf die geringere Komplexit at des Verfahrens
(weniger Parameter) zur uckzuf uhren ist. In diesem Fall ist der NSEMM-Ansatz  uber-
parametrisiert, da eine Mischverteilung zur Approximation der Verteilung der latenten
Pr adiktoren nicht notwendig ist. Bei Nichtnormalit at sind jedoch nur f ur den NSEMM-
Ansatz sowohl die Sch atzungen der Parameter als auch der Standardfehler erwartungs-
treu, w ahrend der erweiterte Unconstrained-Ansatz untersch atzte Standardfehler (mit
einem Verh altnis der mittleren Standardfehler zu der Monte-Carlo-Standardabweichung
von SE=SD  :90) produziert und LMS einen Parameter-Bias von mehr als 10% auf-
weist. Es zeigt sich zudem, dass die Verwendung von drei bis vier latenten Klassen beim
NSEMM-Ansatz zu guten Sch atzungen f uhrt und dass die Power zur Aufdeckung der
nichtlinearen Eekte nicht zu sehr mit der Anzahl der Klassen abnimmt.
Eine wichtige Frage, die im Rahmen des NSEMM-Ansatzes stets beantwortet wer-
den muss, ist die nach der Anzahl der latenten Klassen. Bauer (2005) empehlt drei bis
f unf latente Klassen, was auch mit den Erfahrungen aus den in Schrift (B) berichteten
Simulationsstudien  ubereinstimmt. In der Praxis hat sich der BIC als Entscheidungskri-
terium etabliert (Nylund, Asparouhov & Muth en, 2007). Die Entscheidung muss aber
stets unter Ber ucksichtigung der Stichprobengr oe erfolgen, da der NSEMM-Ansatz ein
komplexes Verfahren darstellt, der bei kleinen Stichproben nur bedingt einsatzf ahig ist.
Auch sollte stets darauf Acht gegeben werden, ein Modell nicht zu  uberparametrisieren,




In diesem Kapitel wird eine Implementierung des Heterogenen Wachstumskurvenmo-
dells (HGM) von Klein und Muth en (2006) in Mplus vorgestellt. Hierzu wird in einem
ersten Schritt das Latente Wachstumskurvenmodell dargestellt und die Verwendung
von Interaktionseekten in diesem Modell kurz diskutiert. Anschlieend wird das HGM
und seine Implementierung beschrieben und seine Anwendung an einem empirischen
Datensatz aus der AIDS-Forschung demonstriert.
Anmerkung: Dieses Kapitel basiert zu groen Teilen auf folgendem Artikel, der in An-
hang E zu nden ist:
Brandt, H., Klein, A. G. & G ade, J. (zur Ver oentlichung eingereicht). Implemen-
tation and practical application of a heterogeneous growth curve model. Multivariate
Behavioral Research.
4.1 Latente Wachstumskurvenmodelle
Im Rahmen der Analyse von L angsschnittdaten, hat sich als eine wichtige Methode
das Latente Wachstumskurvenmodell etabliert (Latent Growth Curve Model, LGM),
das Wachstumsverl aufe anhand des SEM-Frameworks modelliert. Eine Einf uhrung zum
LGM ist in Bollen und Curran (2006), Duncan et al. (2006) oder Reinecke (2012) zu
nden. In einem LGM werden die individuellen Wachstumskurven durch ein individu-
elles Interzept (0i) und einen individuellen Slope (1i) f ur jede Person i dargestellt.
Die durchschnittlichen Wachstumsprozesse (einer Stichprobe bzw. einer Population)
werden entsprechend durch die Mittelwerte und Varianzen der latenten Variablen 0
3940
(Interzept-Faktor) und 1 (Slope-Faktor) charakterisiert. Das Messmodell f ur eine be-
obachtete Variable y zum Messzeitpunkt t ist gegeben durch:
yt = 0 + t1 + t; (4.1)
wobei t einen sogenannten "Time Score\ und t das Residuum von yt darstellen. Die
Time Scores modellieren den Verlauf des Wachstumsprozesses. Sie k onnen einen spezi-
schen Wachstumsverlauf modellieren, indem sie auf entsprechende Werte a priori xiert
werden, z.B. f ur einen linearen Verlauf 1 = 0;2 = 1;3 = 2, etc. Oder sie k onnen zum
Teil frei gesch atzt werden und somit einen datengetriebenen Verlauf modellieren, z.B.
indem 3 frei gesch atzt wird. F ur die Identikation eines LGM ist es notwendig, zwei
Faktorladungen zu xieren (zumeist 1 = 0;2 = 1). Die Residuen t werden als unter-
einander und mit 0 unkorreliert angenommen; sie sind normalverteilt mit Mittelwert
null und Varianz tt.
Die Zusammenh ange des Interzept- und Slope-Faktors mit einer Kovariaten w k onnen
modelliert werden als
0 = 00 + 02w + 0
1 = 10 + 110 + 12w + 1; (4.2)
wobei 00, 10 die Interzepte von 0 und 1 sind, 11 das Ein
ussgewicht von 0 auf 1
und 02 bzw. 12 die Ein
ussgewichte von w auf 0 bzw. 1. 0;1 sind normalverteilte
Residuen mit Mittelwert null und Varianzen  00 und  11. Die Kovariate w soll hier
eine beobachtete Baseline-Kovariate sein, die zum ersten Messzeitpunkt erhoben wurde
(t = 1) und zeitlich invariant ist1.
Von Bedeutung f ur die Analyse von L angsschnittdaten sind drei Aspekte:
1. Die Mittelwerte der Faktoren geben Auskunft  uber den durchschnittlichen Ent-
wicklungsprozess einer Population.
2. Die Kovarianzen bzw. die Ein
ussgewichte in Gleichung 4.2 dienen dazu, Entwick-
lungsprozesse n aher zu erkl aren und Kovariaten zu identizieren, die die Entwick-
lungsverl aufe vorhersagen k onnen.
3. Eine individuelle Prognose basierend auf den individuellen Startbedingungen kann
anhand der Sch atzungen des Modells erfolgen. Die individuellen Kondenzinter-
valle zur Prognose h angen hierbei insbesondere von der Varianz des Slope-Faktors
1 ab.
1Eine Verwendung von latenten Kovariaten oder mehreren Kovariaten ist durch direkte Erweiterung
des obigen Modells m oglich.41
4.2 Interaktionseekte in LGM
Die Verwendung von Interaktionseekten zwischen dem Interzept 0 und einer Kova-
riaten w zur Vorhersage des Slopes 1 kann als eine direkte Anwendung der Methoden
f ur nichtlineare Eekte in SEM modelliert werden. Hierbei erweitert sich Gleichung
4.2 f ur den Slope-Faktor um einen (latenten) Produktterm 0w, der den dierentiellen
Entwicklungsverlauf modelliert:
1 = 10 + 110 + 12w + 130w + 1 (4.3)
mit dem nichtlinearen Eekt 13. Khoo (2001) sowie Muth en und Curran (1997) disku-
tieren Interaktionseekte f ur kategoriale Kovariaten w, wie sie insbesondere in Treat-
mentstudien von Bedeutung sind. Sie empfehlen hierf ur insbesondere Mehrgruppenmo-
delle zu verwenden (s. auch Bollen, 1989; Bollen & Curran, 2006). Ist die Kovariate
jedoch kontinuierlich, so kann eine Operationalisierung des nichtlinearen Modells in
Gleichung 4.3 beispielsweise durch LMS oder den NSEMM-Ansatz (s. Kapitel 2 oder
3) erfolgen (f ur empirische Beispiele mit LMS s. Goodnight et al., 2007; Larsen et al.,
2010). Alle Schl usse zu den Vorteilen und den Nachteilen dieser Ans atze sowie zu ihren
Voraussetzungen lassen sich direkt auf die LGM mit Interaktionseekten  ubertragen.
Eine Sch atzung anhand des 2SMM-Ansatzes ist ebenso m oglich, obwohl eine komplexe
Erweiterung des Ansatzes f ur LGM notwendig ist. Obwohl eine Sch atzung mit QML
theoretisch erfolgen kann, ist eine praktische Anwendung f ur das LGM derzeit nur
bedingt m oglich, da QML nur in einer Standalone-Software implementiert ist. Die Ver-
wendung von PI-Ans atzen stellt sich jedoch f ur dieses Modell als schwierig dar, da die
Indikatoren im LGM sowohl f ur den Pr adiktor 0 als auch zum Teil f ur die endoge-
ne Variable 1 verwendet werden. Die Bildung der Produktindikatoren kann somit nur
einen Teil der Information ber ucksichtigen (y1). Die Interaktion von zwei Kovariaten
zur Vorhersage der Wachstumsfaktoren anhand eines PI-Ansatzes stellen Li, Duncan
und Acock (2000) vor.
Ein nichtlineares Modell, das einen spezischen Aspekt von L angsschnittdaten mo-
delliert, ist das Heterogene Wachstumskurvenmodell (Heterogeneous Growth Curve
Model, HGM; Klein & Muth en, 2006). In ihm wird eine systematische Ver anderung
der Varianz des Slope-Faktors in Abh angigkeit des Interzept-Faktors und/oder einer
Kovariaten modelliert. Dies erm oglicht eine modellimplizierte variable Prognosegenau-
igkeit. In den folgenden Abschnitten wird dieses Modell und seine Implementierung in
Mplus vorgestellt (Brandt et al., submitted). Um den Einsatzbereich des Modells zu
verdeutlichen und zu motivieren, sollen heterogene Wachstumsprozesse jedoch zuerst
charakterisiert werden.42
4.3 Heterogene Wachstumsprozesse
Parrila et al. (2005) untersuchten, wie sich die Leseleistung von Englisch- und Finnisch-
sprachigen Kindern im Laufe der ersten Schuljahre entwickelt. Es zeigte sich insgesamt
ein negativer Zusammenhang zwischen den individuellen Startwerten der Sch uler und
den Slopes. Je besser ein Kind anfangs lesen konnte, desto geringer ver anderte sich diese
Leseleistung im Laufe der ersten Schuljahre. Es wurde eine vergleichsweise kleine Vari-
anz der Entwicklungsverl aufe f ur Kinder mit einer hohen anf anglichen Leseleistung be-
obachtet, w ahrend die f ur Kinder mit mittlerer oder geringer anf anglicher Leseleistung
eine groe Varianz besaen. Eine Prognose der Leseleistung am Ende der Grundschule
basierend auf den anf anglichen Leseleistungen muss folglich umso ungenauer sein, je
geringer die anf anglichen Leseleistungen ausgepr agt sind.
Diese Heterogenit at der Varianzen der Entwicklungsverl aufe impliziert eine Hetero-
genit at der Varianz des Slope-Faktors. Sie ist in empirischen Studien h aug zu beobach-
ten, gerade auch dann, wenn Boden- oder Deckeneekte in den Messungen auftreten.
Wird diese Heterogenit at nicht im Modell ber ucksichtigt, d.h. wird eine homogene Va-
rianz f ur den Slope-Faktor angenommen, so liegt eine Fehlspezikation vor. Als Konse-
quenz sind Kondenzintervalle f ur individuelle Prognosen nicht mehr akkurat, denn sie
beruhen auf der fehlspezizierten Varianz des Slope-Faktors. Im angef uhrten Beispiel
w aren die Kondenzintervalle f ur eine Prognose der Leseleistung im vierten Schuljahr
basierend auf den Leistungen im ersten Schuljahr f ur Kinder mit hohen anf anglichen
Leseleistungen zu weit und f ur Kinder mit geringen Leseleistungen zu schmal. In einem
Standard-LGM (mit einer Gruppe) wird stets implizit eine Homogenit at angenommen
(V ar(i) =  11 f ur alle Personen). Daher k onnen Aussagen basierend auf einem LGM
in manchen F allen zu falschen oder ungenauen Schlussfolgerungen f uhren.
Es existieren zwei Verfahren, die eine Heterogenit at des Slope-Faktors ber ucksichti-
gen: Das Growth Curve Mixture Model (GMM; Meredith & Tisak, 1990; Muth en, 2001,
2004) und das Heterogene Wachstumskurvenmodell (HGM; Klein & Muth en, 2006). Das
GMM ist ein Spezialfall der Mischverteilungsmodelle, wie sie im vorangegangen Kapi-
tel 3 vorgestellt wurden. Bei einem GMM werden separate LGM in latenten, diskreten
Klassen gesch atzt, die sich in ihren spezischen Wachstumsprozessen (Mittelwert des
Interzepts, Korrelation zwischen Interzept und Slope, etc.) unterscheiden. Wichtig bei
den GMM ist zum einen die Identikation der latenten Klassen und zum anderen ihre
Interpretation. Die damit verbundenen Schwierigkeiten einer direkten und indirekten
Interpretation der latenten Klassen existieren ebenso wie bei den Mischverteilungsmo-
dellen (s. Abschnitt 3.3).
M ochte man keine Annahme  uber diskrete Klassen treen, sondern eine feinstuge-
re Heterogenit at modellieren, so eignet sich das HGM. In ihm wird eine Abh angigkeit
zwischen den Anfangsbedingungen und der Varianz des Slope-Faktors modelliert, die43
eine Ber ucksichtigung einer Heterogenit at auf Individualebene erlaubt. Die Varianz des
Slope-Faktors ver andert sich kontinuierlich f ur Personen mit verschiedenen Anfangsbe-
dingungen. Damit stellt das HGM eine Alternative zum GMM dar, wenn die Annahme
von diskreten Klassen unplausibel oder nicht ad aquat ist. Ein Vorteil des HGM ist
seine Sparsamkeit; im einfachsten Fall (ohne Kovariate) besitzt das Modell nur zwei
Parameter mehr als ein Standard-LGM mit einer Gruppe.
Klein und Muth en (2006) stellten f ur das HGM eine Standalone-Software bereit, die
f ur ein spezielles Modell (ohne Kovariate) in Delphi Pascal programmiert war. Die in
den folgenden Abschnitten vorgestellte Implementation des Modells in Mplus erlaubt
eine einfache Anwendung des Modells, die ebenfalls eine Verwendung von Kovariaten
f ur die Modellierung heterogener Varianzen erlaubt.
4.4 Das HGM nach Klein und Muth en (2006)
F ur das HGM wird das in Gleichungen 4.1 und 4.2 formulierte Modell erweitert, in-
dem das Residuum 1 des Slope-Faktors 1 in zwei Varianzkomponenten aufgeteilt wird,
einen heterogenen Varianzanteil (repr asentiert durch 2) und einen homogenen Varian-








2 spezizieren die Gr oe der Heterogenit at und geben zudem
Aufschluss  uber die Variable, auf die die Heterogenit at zur uckzuf uhren ist (
1, 
2). Zur
Identikation des HGM muss die Varianz von 2 auf eins xiert werden ( 22 = 1). Das
Modell ist zudem nur dann identiziert, wenn 
0 und einer der beiden Parameter 
1
oder 
2 von null verschieden sind. Gleichung 4.4 beinhaltet Produktterme von 0, w
und 2, die das HGM zu einem Nicht-Standardmodell machen. Im Unterschied zu den
bisher vorgestellten Modellen mit latenten Produkttermen in Kapitel 2 und 3 besitzt
2 keine Indikatoren (im Gegensatz zu 1 oder 2 in Gleichung 1.4, vgl. Abbildung 2.1).
Ein Pfaddiagramm f ur ein HGM, speziziert f ur vier Messzeitpunkte und einen li-
nearen Slope-Faktor, ist in Abbildung 4.1 dargestellt. Aufgrund der Produktterme in
Gleichung 4.4 folgt 1 nicht mehr einer Normalverteilung (Aroian, 1944, vgl. Abschnitt
2.1.2). Jedoch ist die bedingte Verteilung von 1 gegeben 0;w normalverteilt mit einer
bedingten Varianz von
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Abbildung 4.1: Heterogenes Wachstumskurvenmodel (HGM) mit vier Messzeitpunkten
und einer Kovariate w.
und einem bedingten Erwartungswert von
E(1j0;w) = 10 + 110 + 12w: (4.6)
F ur die Sch atzung des HGM wird diese Eigenschaft der bedingten Normalverteilung von
1 ausgenutzt. Klein und Muth en (2006) verwendeten hierf ur einen Quasi-ML-Sch atzer
 ahnlich wie in QML (Klein & Muth en, 2007), der die nicht-normale Verteilungsfunktion
durch ein Produkt einer normalen Verteilungsfunktion und einer bedingt normalen Ver-
teilungsfunktion approximierte. Im n achsten Abschnitt wird im Gegensatz dazu eine di-
rekte numerische Approximation der nicht-normalen Verteilungsfunktion im Sinne von
LMS (s. Abschnitt 2.1.2; Klein & Moosbrugger, 2000) angewandt. Diese Implementie-
rung besitzt den Vorteil, dass sie ML-Sch atzungen liefert und dass sie leicht umsetzbar
ist, da sie in Mplus (Muth en & Muth en, 1998{2012) speziziert werden kann.
4.5 Implementierung des HGM in Mplus
Die Implementierung des HGM in Mplus erfolgt anhand der Option zur Modellierung
von latenten Produkttermen. Das Besondere am HGM im Vergleich zu anderen Model-
len, die latente Produktterme enthalten, ist das Fehlen von Indikatoren f ur die latente45
Variable 2, die Teil der Produktterme ist. Trotzdem ist die Statistik-Software so 
e-
xibel, dass eine Spezikation m oglich ist. Der Syntax-Code f ur ein Modell, das durch
die Gleichungen 4.1, 4.2 und 4.4 f ur vier Messzeitpunkte und einen linearen Wachs-
tumsprozess speziziert wird (vgl. Abbildung 4.1), ist gegeben durch:
(1) ANALYSIS: TYPE=RANDOM;
(2) ALGORITHM=INTEGRATION;
! Messmodell f ur einen linearen Slope
(3) MODEL: eta0 eta1 | y1@0 y2@1 y3@2 y4@3;
! Strukturmodell
(4) eta1 ON eta0 w;
(5) eta0 ON w;
! zeta2
(6) zeta2@1; [zeta2@0];
(7) zeta2 WITH eta0@0;
(8) zeta2 WITH w@0;
(9) zeta2 BY eta1; ! gamma0
! Spezifikation der heterogenen Komponenten
(10) int1 | eta0 XWITH zeta2; ! Produktterm eta0*zeta2
(11) int2 | w XWITH zeta2; ! Produktterm w*zeta2
(12) eta1 ON int1 int2; ! gamma1 und gamma2
In den Zeilen (3) bis (5) wird ein Standard-LGM speziziert. In den Zeilen (6) bis
(9) wird anschlieend 2 als latente Variable mit Mittelwert null und Varianz eins im-
plementiert, die unkorreliert mit den exogenen Variablen im Modell ist und auf 1 l adt.
Durch den XWITH-Befehl in den Zeilen (10) und (11) wird in Kombination mit den Zei-
len (1) und (2) die Option f ur die Spezikation von Produkttermen aufgerufen. Zeile
(12) implementiert zuletzt die Koezienten 
1 und 
2. Weitere Kovariaten k onnen in
das Modell integriert werden, indem entsprechend die Zeilen (4), (5), (8), (11) und (12)
erweitert werden.
Eine technische Schwierigkeit f ur die Sch atzung des HGM in Mplus ist die Wahl der
Startwerte. Die Verwendung der automatischen Startwerte in Mplus resultiert in der
Praxis h aug in nicht-konvergierten L osungen, weshalb es sinnvoll erscheint, individuelle
Startwerte f ur jeden Datensatz zu verwenden. Hierf ur k onnen die Sch atzungen f ur die
Parameter aus einem zuvor analysierten Standard-LGM, wie es anhand der Zeilen (3)
bis (5) speziziert w urde, als Startwerte f ur das HGM verwendet werden.
F ur die Sch atzung des Modells in Mplus wird angenommen, dass sich die exogenen
Variablen multivariat normalverteilten. F ur das oben spezizierte Modell beinhaltet
dies die Variablen 0;2;3 und die Messfehlerresiduen 1;2;3;4. Diese Annahme ist46
in empirischen Situationen nicht immer erf ullt und kann zu einem gewissen Parame-
terbias f uhren (s. die ausf uhrliche Diskussion dieses Aspekts f ur verteilungsanalytische
Verfahren in Kapitel 2). In L angsschnittstudien kann manchmal eine Nichtnormalit at
des Indikators zum ersten Messzeitpunkt zu beobachten sein und somit eine Nicht-
normalit at des Interzept-Faktors 0. Dies kann z.B. dann auftreten, wenn F ahigkeiten
gemessen werden, die bei den meisten Probanden nur sehr gering zum ersten Messzeit-
punkt vorhanden sind, beispielsweise die Lesef ahigkeiten von Sch ulern zu Beginn der
ersten Klasse. In einer Simulationsstudie (s. Schrift (C) in Anhang E) konnte jedoch
gezeigt werden, dass die Implementierung des HGM zuverl assige Sch atzungen der Pa-
rameter der heterogenen Varianzkomponente erlaubt, auch wenn die Daten moderat
nicht-normalverteilt sind.
4.6 Empirisches Beispiel
In diesem Beispiel zur Entwicklung der T-Helferzellen bei HIV-Patienten soll die An-
wendung des HGM und der Unterschied zu einem Standard-LGM demonstriert werden.
T-Helferzellen sind zentral f ur die Funktionsweise des menschlichen Immunsystems. An-
hand ihrer Konzentration kann das Fortschreiten einer AIDS-Erkrankung beschrieben
werden (Zeger & Diggle, 1994). Zudem wird vermutet, dass Medikamente, die die T-
Helferzellen anvisieren, auch eine Verbesserung des allgemeinen Gesundheitszustandes
bei HIV-Patienten erzielen (Burzykowski, Molenberghs & Buyse, 2006). Damit stellt
die Konzentration der T-Helferzellen auch ein "Surrogat\ f ur den Entwicklungsverlauf
der Krankheit dar (Fleming & DeMets, 1996). Als Surrogat wird in Therapiestudien
ein Indikator f ur den langfristigen Therapieerfolg bezeichnet. Surrogate sind daher von
besonderem Interesse bei der Behandlung von langfristigen Erkrankungen wie AIDS,
Krebs oder auch Herzkreislauferkrankungen.
Die Analyse des Datensatzes mit dem HGM soll von zwei Fragen geleitet werden.
Erstens: Gibt es Personen f ur die ein sehr  ahnlicher Krankheitsverlauf vorliegt? Diese In-
formation kann f ur Erststudien zur Wirksamkeitstestung neuer Medikamente relevant
sein, denn eine Ver anderung des Verlaufs der T-Helferzellenkonzentration bei Perso-
nen, deren Verlauf  ublicherweise sehr konsistent ist, kann auf das Medikament zur uck-
gef uhrt werden. Zweitens: Muss bei der Vorhersage einer langfristigen T-Helferzellen-
konzentration basierend auf der anf anglichen Konzentration eine Heterogenit at der Pro-
gnosegenauigkeit ber ucksichtigt werden? Diese Information ist relevant f ur individuelle
Verlaufsprognosen.
Der Datensatz entstammt einer randomisierten, kontrollierten Doppelblindstudie zur
Eektivit at verschiedener AIDS-Medikamente (Henry et al., 1998; Daten aus Fitzmau-
rice, Laird & Ware, 2004 entnommen). F ur die Analyse wurden vier Wiederholungs-47
Tabelle 4.1: Deskriptive Statistiken f ur die vier Messungen der T-Helferzellen.
Korrelationen
Mittelwert SD Schiefe Kurtosis y2 y3 y4
y1 :000 2:751 1:330 5:616 :792 :773 :633
y2 :042 2:847 1:429 6:181 :838 :786
y3  :595 2:462 1:360 5:803 :832
y4  :420 2:708 1:389 5:383
messungen der T-Helferzellen in Intervallen von ca. 8 Wochen ausgew ahlt. Es wurden
insgesamt N = 821 Personen in die Auswertung aufgenommen, f ur die Daten zu min-
destens einem der Messzeitpunkte verf ugbar waren. Fehlende Daten wurden als zuf allig
fehlend angenommen (Missing at Random)2 und wurden bei der Sch atzung des HGM
und des LGM durch die FIML-Option ("Full Information Maximum Likelihood\) in
Mplus ber ucksichtigt. Um die starke Nichtnormalit at der Verteilung der T-Helferzellen
zu reduzieren, wurde eine Wurzeltransformation auf die Daten angewandt. Anschlie-
end wurde f ur alle Messzeitpunkte der mittlere T-Helferzellenkonzentration des ersten
Messzeitpunkts subtrahiert.
In Tabelle 4.1 sind die deskriptiven Statistiken f ur die T-Helferzellen zu den vier
Messzeitpunkten (y1;y2;y3;y4) dargestellt. Der Verlauf der Mittelwerte zeigt, dass sich
die Konzentration der T-Helferzellen im Laufe der Messung im Mittel verschlechterten
(von :000 bis  :420). Auch nach der Transformation waren die Daten leicht nicht-
normalverteilt mit einer Schiefe zwischen 1.330 und 1.429. Die Korrelationen zwischen
den Messzeitpunkten waren sich  ahnlich und lagen zwischen :633 und :838.
In Abbildung 4.2 ist ein Streudiagramm f ur die T-Helferzellenkonzentration zu Mess-
zeitpunkt 1 und 4 dargestellt. Wie man erkennen kann, ist eine systematische Hetero-
genit at in den Daten vorhanden: F ur Personen mit einer niedrigen Konzentration der
T-Helferzellen zum ersten Messzeitpunkt (y1) ist die Streuung der Konzentration zum
vierten Messzeitpunkt (y4) gering. Die Streuung vergr oert sich jedoch mit steigender
anf anglicher Konzentration. Bei Personen mit anf anglichen Werten  uber y1 = 3 existie-
ren einige Patienten, die sich deutlich verschlechtern, und einige, die eine gleichbleibend
hohe Konzentration zum vierten Messzeitpunkt aufweisen.
Die Ergebnisse der Auswertung mit dem HGM und dem LGM sind in Tabelle 4.2
pr asentiert. Da die Varianz von 3 nahe null und nicht signikant war, wurde sie f ur
das nale Modell auf null restringiert. F ur beide Modelle wurde ein linearer Verlauf
angenommen. Die Modellg ute des LGM (2
SB = 5:802, df = 5, p = :326) l asst an-
2F ur die Ad aquatheit der Annahme von Missing at Random f ur diesen Datensatz s. Vallejo,





































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 4.2: Streudiagramm f ur die Konzentration der T-Helferzellen zum ersten
Messzeitpunkt (y1) und zum vierten Messzeitpunkt (y4).
nehmen, dass eine gute Modell-Datenpassung vorliegt und insbesondere der lineare
Verlauf ad aquat ist.3 Alle Parametersch atzungen waren signikant (bei einer Irrtums-
wahrscheinlichkeit von  = :05) bis auf den Mittelwert 00 des Interzept-Faktors f ur
das HGM.
Die Sch atzungen f ur das Messmodell und f ur die linearen Zusammenh ange sind in
beiden Modellen sehr  ahnlich. Die Reliabilit aten der Indikatoren lagen zwischen :805
und :912. Der Interzept-Faktor hatte einen Mittelwert nahe null (^ 00 = :193 f ur das
HGM und ^ 00 = :208 f ur das LGM) und eine Varianz von etwa sieben ( ^  00 = 7:028 f ur
das HGM und ^  00 = 7:072 f ur das LGM). Der Ein
uss des Interzept-Faktors auf den
Slope-Faktor war signikant und negativ (^ 11 =  :100 f ur das HGM und ^ 11 =  :081
f ur das LGM). Die Standardfehler waren f ur die Sch atzungen des HGM im Vergleich
zum LGM wie erwartet zum Teil leicht gr oer, da f ur das HGM ein Parameter mehr
gesch atzt werden musste.
Die zus atzlichen Parameter des HGM, 
0 und 
1, waren signikant mit Sch atzungen
^ 
0 = :356 und ^ 
1 = :147. Dies weist auf eine Heterogenit at des Slope-Faktors hin. Die
bedingte Varianz des Slope-Faktors ergibt sich als V ar(1j0) = (:356 + :1470)2 (s.
Gleichung 4.5); die Varianz des Slope-Faktors ver andert sich quadratisch in Abh angig-
keit von 0. F ur Personen mit einer anf anglichen T-Helferzellenkonzentration von 2 SD
3F ur das HGM kann keine Modellg ute angegeben werden, da das hierf ur n otige saturierte Modell
nicht speziziert werden kann. Dies stellt eine allgemeine Problematik in nichtlinearen SEM dar.49
Tabelle 4.2: Ergebnisse der Parametersch atzungen und Standardfehler (in Klammern)
f ur das HGM und das LGM (Parameterbezeichnungen wie in Abbildung 4.1).
HGM LGM

0 :356 (:079) {

1 :147 (:022) {
00 :193 (:102) :208 (:103)
10  :329 (:027)  :324 (:028)
11  :100 (:018)  :081 (:027)
 00 7:028 (:618) 7:072 (:698)
 33 :000 :222 (:070)
11 1:079 (:293) 1:397 (:346)
22 1:518 (:310) 1:491 (:306)
33 :523 (:096) :563 (:138)
44 :798 (:191) :874 (:282)
unterhalb der mittleren T-Helferzellenkonzentration betrug die bedingte Varianz des
Slope-Faktors V ar(1j0 =  5:109) = :156; f ur Personen mit einem anf anglichen Wert
von 2 SD oberhalb der mittleren T-Helferzellenkonzentration ergab sich eine beding-
te Varianz von V ar(1j0 = 5:495) = 1:354. Im LGM betrug hingegen die bedingte
Varianz des Slope-Faktors ^  33 = :222 f ur alle Personen.
Die Kondenzintervalle f ur eine Vorhersage der T-Helferzellen zum vierten Messzeit-
punkt (^ y4) durch die T-Helferzellen zum ersten Messzeitpunkt (y1) zeigen die Kon-
sequenzen f ur die Prognose anhand des HGM im Vergleich zum LGM (s. Abbildung
4.3; die verwendeten Gleichungen f ur die Kondenzintervalle sind in Anhang B zu n-
den). W ahrend das LGM eine Vorhersagegenauigkeit modelliert, die f ur alle Personen
gleich ist (gepunktete Linie), ver andert sich die Kondenzintervallbreite f ur das HGM
in Abh angigkeit von y1 (durchgezogene Linie). F ur Personen nahe dem Mittelwert von
y1 ist eine hohe Prognosegenauigkeit m oglich, die sogar genauer ist, als durch das LGM.
Diese Personen entwickeln sich sehr konsistent. Mit steigender anf anglicher Konzentra-
tion der T-Helferzellen vergr oern sich die Kondenzintervalle und Personen entwickeln
sich inkonsistent. Das HGM kann somit die beobachtete Heterogenit at modellbasiert
in die Prognose aufnehmen und f uhrt damit hier zu einer ad aquateren Sch atzung der
Kondenzintervalle als das LGM.
4.7 Zusammenfassung und Diskussion zum HGM
In diesem Kapitel wurde die Implementierung des HGM vorgestellt und seine Anwen-




































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 4.3: Kondenzintervalle f ur die Prognose der T-Helferzellenkonzentration
zum vierten Messzeitpunkt (^ y4) gegeben der Konzentration zum ersten Messzeitpunkt
(y1) f ur die Sch atzungen des HGM (durchgezogene Linie) und des LGM (gepunktete
Linie).
ne Wachstumsprozesse, wie sie in der Empirie h aug vorkommen. Im Gegensatz zum
GMM ist hierbei eine feinstugere Modellierung der Heterogenit at m oglich. In dem em-
pirischen Beispiel, das den Entwicklungsverlauf der T-Helferzellen f ur HIV-Patienten
untersuchte, zeigte sich ein deutlich heterogenes Wachstum: W ahrend Patienten mit
niedriger Anfangskonzentration sehr konsistent auf einem gleichbleibend niedrigen Ni-
veau blieben, ver anderte sich die Konzentration bei Patienten mit einer hohen Anfangs-
konzentration sehr verschieden und diese Patienten wiesen bei der letzten Messung zum
Teil sehr hohe und zum Teil sehr niedrige Konzentrationen der T-Helferzellen auf.
Das HGM kann zur Identikation von Substichproben mit konsistenten Entwick-
lungsverl aufen verwendet werden und liefert eine verbesserte Sch atzung der Konden-
zintervalle im Vergleich zum LGM, wenn die Entwicklungsverl aufe heterogen sind. Im
Gegensatz zum GMM ist die Spezikation des HGM sparsamer und sollte aus diesem
Grund kleinere Kondenzintervalle erzeugen, wodurch auch eine genauere Prognose als
durch das GMM m oglich ist. Die Implementierung des HGM in Mplus erweitert den
Einsatzbereich des Modells und die Anwenderfreundlichkeit deutlich. Neben einer ein-
fachen Spezikation des Modells ist auch eine Kombination mit weiteren Optionen in
Mplus m oglich, z.B. f ur den Umgang mit Missing Data (Schafer, 1997) oder individu-
ellen Time Scores (Mehta & West, 2000).51
Eine Grenze des HGM ist die Voraussetzung der multivariaten Normalverteilung der
exogenen Variablen. Wie in einer Simulationsstudie in Schrift (C) berichtet wird, liefert
das HGM auch bei moderater Schiefe der Variablen jedoch noch zuverl assige Sch atzun-
gen f ur die Parameter der heterogenen Varianzkomponente. Die Restriktion des Modells
auf Mittelwertszusammenh ange zwischen dem Interzept-Faktor, der Kovariate und dem
Slope-Faktor (11;12), die f ur alle Personen gleich sind, ist keine zwingende Restrikti-
on. Die in Abschnitt 4.2 vorgestellte Verwendung von Interaktionseekten im LGM zur
Modellierung von dierentiellen Eekten ist auch in das HGM integrierbar.Kapitel 5
Diskussion
Im letzten Teil der Arbeit sollen die vorangegangen Kapitel sowie die Schriften (A), (B)
und (C) in einen gemeinsamen Rahmen gefasst und kritisch diskutiert werden. Hierzu
folgt auf die kurze Zusammenfassung eine Diskussion der Bedeutung und der Grenzen
der Arbeit. Am Ende wird ein Ausblick auf weitere, oene Forschungsfragen gegeben.
5.1 Zusammenfassung
In Kapitel 2 wurden die Eigenschaften von Verfahren zur Sch atzung multipler nichtli-
nearer Eekten in SEM bei normal- und nicht-normalverteilten Indikatoren analysiert.
Hierbei wurden neben LMS, QML und dem (erweiterten) Unconstrained-Ansatz zwei
bisher kaum untersuchte momentbasierte Verfahren verwendet, die erweitert und in
Standard-Software implementiert wurden. W ahrend der 2SMM-Ansatz von Wall und
Amemiya (2003) sich als sehr robust erwies, zeigte der MM-Ansatz von Mooijaart und
Bentler (2010) deutliche Schw achen. Der erweiterte Unconstrained-Ansatz (Marsh et al.,
2004; Kelava & Brandt, 2009) f uhrte zwar insgesamt zu guten Sch atzeigenschaften, un-
tersch atzte jedoch die Standardfehler, was zu einem leicht erh ohten -Fehler f uhrte.
Die verteilungsanalytischen Verfahren LMS und QML (Klein & Moosbrugger, 2000;
Klein & Muth en, 2007) zeigten bei normalverteilten Indikatoren erwartungsgem a die
besten Sch atzeigenschaften; bei nicht-normalverteilten Indikatoren { wie sie h aug in
der Empirie vorliegen { wiesen die Sch atzer jedoch einen Parameterbias auf.
In Kapitel 3 wurde der NSEMM-Ansatz vorgestellt, der speziell daf ur entwickelt wur-
de, latente nichtlineare Eekte zu sch atzen, wenn die Pr adiktoren und damit auch ihre
Indikatoren keiner Normalverteilung folgen. Der Ansatz approximiert die nicht-normale
Verteilung der Pr adiktoren anhand von Mischverteilungen aus einzelnen Normalvertei-
lungen mit verschiedenen Mittelwerten und Varianzen. Dies erm oglicht selbst bei schief
oder bimodal verteilten Pr adiktoren eine erwartungstreue Sch atzung der nichtlinearen
Eekte.
5253
In Kapitel 4 wurde auf die Sch atzung von nichtlinearen Eekten in latenten Wachs-
tumskurvenmodellen eingegangen. Die Sch atzung von  ublichen Interaktionseekten in
diesen Modellen, z.B. zwischen Interzept-Faktor und Kovariate zur Vorhersage des
Slope-Faktors, ist zum gr oten Teil eine direkte Anwendung der Sch atzverfahren f ur
nichtlineare SEM, wie sie in den vorangegangen Kapiteln vorgestellt wurden. Kapitel
4 befasste sich insbesondere mit dem heterogenen Wachstumskurvenmodell von Klein
und Muth en (2006), das einen Nicht-Standard-Interaktionseekt verwendet, um eine
Heterogenit at der Entwicklungsverl aufe zu modellieren. F ur diesen Ansatz wurde eine
Implementierung in Mplus entwickelt, die auf dem LMS-Sch atzer basiert. Neben der
detaillierten Demonstration und Interpretation des Modells an einem empirischen Da-
tensatz aus der AIDS-Forschung, wurden die Eigenschaften des Ansatzes anhand einer
Simulationsstudie untersucht. Zudem wurde der Umgang mit technischem Aspekten
erl autert, wie der Wahl der Startwerte oder die Erweiterung mit mehreren Kovariaten,
die f ur die Anwendung des Modells relevant sind.
5.2 Bedeutung und Einordnung der Arbeit
Ein Schwerpunkt dieser Arbeit lag auf der Bedeutung von Annahmen f ur die Sch atz-
g ute verschiedener Verfahren. Jedes statistische Verfahren basiert auf Annahmen, deren
St arke sich jedoch von einem Verfahren zum anderen unterscheidet. Nichtlineare SEM
sind Verfahren, deren Sch atzg ute insbesondere von Verteilungsannahmen { h aug ei-
ner multivariaten Normalverteilung der Variablen { abh angt. Jedoch sind Daten in der
Empirie nur sehr selten normalverteilt, weshalb es f ur den Anwender notwendig ist
zu wissen, wann ein eingesetztes Verfahren noch zuverl assige Ergebnisse liefert. Diesen
Aspekt kann man anhand von drei Fragen konkreter formulieren, die sich jeder empiri-
sche Forscher vor einer Auswertung beantworten sollte: Sind die Annahmen heuristisch
plausibel in dem empirischen Kontext? Sind die Annahmen testbar? Und wenn sie
verletzt sind, in welchem Rahmen erh alt man trotzdem noch valide Schl usse? Ber uck-
sichtigt man diese Aspekte nicht bei der Interpretation der Ergebnisse, so k onnen die
statistischen Schl usse Scheineekte beinhalten, die keinerlei empirischen Gehalt aufwei-
sen. Daher sollte ein Anwender kritisch mit den verwendeten Verfahren umgehen.
In dieser Arbeit wurde ein Beitrag dazu geleistet, um entscheiden zu k onnen, wann ei-
ne erwartungstreue Sch atzung von nichtlinearen Eekte in SEM m oglich ist und welches
Verfahren daf ur verwendet werden sollte. Hierzu wurden neben einer Simulationsstu-
die zur Robustheitsuntersuchung die drei formulierten Fragen zu den Verfahren auch
versucht theoretisch zu beantworten und es wurden Empfehlungen zur Verwendung
der Verfahren ausgesprochen, anhand derer ein empirischer Forscher entscheiden kann,
welches Verfahren er in seinem Kontext einsetzen m ochte.54
Zudem wurde ein neues Verfahren f ur die Sch atzung nichtlinearer SEM in Schrift (B)
entwickelt, das in dem Sinne plausiblere Annahmen trit, als dass es nicht verlangt, dass
die Indikatoren normalverteilt sind. Die Konzeptionalisierung anhand eines Mischver-
teilungsmodells erlaubt eine 
exible Approximation von Verteilungen. Damit erweitern
sich die M oglichkeiten zur Sch atzung von nichtlinearen Eekten deutlich. W ahrend
zwar LMS bei normalverteilten Indikatoren die ezientesten Sch atzungen liefert, muss
bei nicht-normalverteilten Indikatoren ein Parameterbias in den Sch atzungen von LMS
erwartet werden. Dieser tritt beim NSEMM-Verfahren nicht auf, weshalb dieses Verfah-
ren bei Nichtnormalit at eingesetzt werden kann. Der NSEMM-Ansatz besitzt gegen uber
dem 2SMM-Ansatz, der ebenfalls keine Annahmen  uber die Verteilung der Pr adikto-
ren trit, den Vorteil einer einfachen Implementierung in Mplus. Eine Erweiterung und
Implementierung des 2SMM-Ansatzes, der sehr gute Sch atzeigenschaften aufweist, f ur
andere Modelle, wie z.B. f ur ein LGM mit Interaktionseekten, ist hingegen komplex.
Insoweit besteht eine Bedeutung dieser Arbeit darin, sowohl mit eine Implementierung
des 2SMM-Ansatzes als auch mit dem NSEMM-Ansatz zwei Verfahren zur Verf ugung
gestellt zu haben, die in vielen empirisch relevanten Situationen zuverl assige Sch atzun-
gen liefern.
Zuletzt wurde die Implementierung eines speziellen nichtlinearen Modells f ur hetero-
gene Wachstumsprozesse in Schrift (C) entwickelt. Eine Heterogenit at tritt in Entwick-
lungsprozessen h aug auf, n amlich dann wenn die Varianzen der Entwicklungsverl aufe
von den Ausgangsbedingungen abh angen. In diesen F allen ist die Annahme eines ho-
mogenen Wachstumsprozesses wie im LGM unplausibel. Durch die Implementierung
des HGM in Mplus ist es nun f ur Anwender m oglich eine aufgetretene Heterogenit at
in den Daten ad aquat zu ber ucksichtigen. Daraus resultieren insbesondere eine akkura-
tere Sch atzung der Kondenzintervalle f ur modellbasierte Individualprognosen. Zudem
erlaubt es Variablen zu identizieren, auf die die Heterogenit at zur uckzuf uhren ist,
oder Personen zu nden, die konsistente Entwicklungsverl aufe aufweisen. Beide Aspek-
te k onnen z.B. f ur die Planung und Durchf uhrung von Erststudien zu neuen Therapien
verwendet werden, da sie die Rekrutierung von Probanden mit bestimmten vorteilhaf-
ten Eigenschaften erlauben, wie beispielsweise Personen, die ohne Behandlung einen
sehr  ahnlichen Verlauf aufweisen.
5.3 Grenzen der Arbeit
Eine der Grenzen dieser Arbeit muss im Rahmen der Simulationsstudien diskutiert wer-
den, wie sie f ur jedes der Verfahren in Kapitel 2, 3 und 4 durchgef uhrt wurden. Die
Aussagekraft jeder Simulationsstudie h angt von der Repr asentativit at des gew ahlten
Populationsmodells und den gew ahlten Simulationsbedingungen ab. In dieser Arbeit55
wurde versucht ein Populationsmodell zu w ahlen, das den durchschnittlichen empiri-
schen Gegebenheiten im Sinne von Stichprobengr oen, Eektst arken und Reliabilit aten
m oglichst gut entspricht. Kritisch mag hier die gew ahlte vergleichsweise hohe Reliabi-
lit at von :80 erscheinen (in Schrift (A) und (B)), da in einigen empirischen Kontexten
niedrigere Reliabilit aten zu nden sind. Doch zugleich sollte man ber ucksichtigen, dass
die Aufdeckung von nichtlinearen Eekten eine komplexe statistische Auswertung erfor-
dert. Hierf ur ist es notwendig, dass der empirische Forscher Messinstrumente verwendet,
die gute psychometrische Eigenschaften aufweisen und somit die Eekte potentiell am
Besten aufdecken k onnen.
Weiterhin wurde die Nichtnormalit at der Indikatoren in allen Bedingungen durch
eine Nichtnormalit at der latenten Pr adiktoren erzeugt. In der Empirie kann man zu-
mindest statistisch nicht entscheiden, ob eine Nichtnormalit at der Indikatoren auf die
latenten Pr adiktoren oder die Residuen zur uckzuf uhren ist (Molenaar et al., 2010).
Trotzdem sollte eine Nichtnormalit at der Residuen in den meisten Kontexten nicht
das zentrale Problem darstellen, denn Residuen setzen sich  ublicherweise aus einem
Konglomerat verschiedener Fehlerquellen zusammen, die zwar theoretisch jeweils nicht-
normalverteilt sein k onnen; ihre Summe sollte jedoch (asymptotisch) normalverteilt
sein (zentraler Grenzwertsatz; s. z.B. in Cram er, 1999). Zudem sollten die Residuen
nur einen verh altnism aig kleineren Anteil am Indikator erkl aren als die Pr adiktoren,
wenn eine ausreichende Reliabilit at der Indikatoren sichergestellt ist. In Situationen,
in denen deutliche Decken- oder Bodeneekte bei den Messungen auftreten oder die
Indikatoren eine sehr geringe Reliabilit at aufweisen, sollten die aus den vorgestellten
Simulationsstudien gezogenen Schl usse nur mit Vorsicht verwendet werden.
Auch wenn die hier pr asentierten Simulationsstudien nicht exhaustiv sein k onnen,
stellen sie einen wichtigen Beitrag zu der gew ahlten Forschungsfrage dar, da sie durch
die Wahl der Bedingungen deutliche Unterschiede zwischen den Verfahren unter empi-
risch relevanten Bedingungen demonstrieren konnten. Die gew ahlten Bedingungen der
Nichtnormalit at beinhalten hierbei ein empirisch relevantes Ausma an Nichtnormalit at
(Curran, West & Finch, 1996). Deutlich nicht-normalere Verteilungen w urden vermut-
lich zu einer schlechteren Performanz zumindest bei einigen der eingesetzten Verfahren
f uhren. Wie jedoch Fleishman (1978) betont, sollte die Robustheit eines Verfahrens
 uberwiegend bei einer Verletzung der Annahmen, wie sie auch in der Empirie  ubli-
cherweise auftreten kann, untersucht werden. Der Performanz eines Verfahrens unter
deutlich extremeren Bedingungen misst er nur eine untergeordnete Rolle zu, da sie f ur
das vorgesehene Einsatzgebiet des Verfahrens nicht relevant ist.
Eine weitere Grenze sollte in Bezug auf die Anwendung des NSEMM-Ansatzes kri-
tisch diskutiert werden muss. Zum einen muss man f ur das Verfahren annehmen, dass
die Nichtnormalit at der Indikatoren auf die Pr adiktoren zur uckzuf uhren ist. Wie oben56
ausgef uhrt, ist diese Annahme in manchen F allen unplausibel, n amlich dann, wenn man
nicht-normalverteilte Indikatoren mit einer niedrigen Reliabilit at im Modell verwendet.
Zum anderen ist die Wahl der Anzahl der Mischverteilungskomponenten (latenten Klas-
sen) in der Praxis ein wichtiger Punkt f ur die Sch atzg ute des Verfahrens. Zu wenige
Klassen (z.B. zwei latente Klassen) k onnten zu einer nicht ausreichend guten Approxi-
mation der Verteilungen der Pr adiktoren f uhren, die wiederum in einer leicht verzerrten
Sch atzung der nichtlinearen Eekte resultieren kann (s. Abschnitt 3.5). Zu viele Klassen
(z.B. mehr als sechs) k onnten eine  Uberparametrisierung zur Folge haben, die in einer
niedrigen Konvergenzrate und/oder einer niedrigen Power f ur die Aufdeckung der nicht-
linearen Eekte resultieren k onnte. Neben statistischen Entscheidungskriterien wie dem
AIC oder dem BIC (Nylund et al., 2007), gibt es kaum M oglichkeiten, die Ad aquatheit
der Anzahl der latenten Klassen statistisch zu  uberpr ufen. Inwieweit jedoch der AIC
und der BIC bei nichtlinearen Modellen verwendbar ist, stellt eine noch nicht untersuch-
te Forschungsfrage dar. Als heuristische Alternative zur Entscheidung  uber die Anzahl
der Klassen k onnen zwei Informationsquellen herangezogen werden. Erstens erscheint
eine Einschr ankung der Anzahl der Klassen auf drei bis f unf zumindest auf der Basis
von verschiedenen Simulationsstudien als sinnvoll (Bauer, 2005; Kelava et al., in press).
Zweitens beschreiben McLachlan und Peel (2000), wie man optische Hinweise der (uni-
variaten) Verteilungsform verwenden kann, um eine heuristische Entscheidung  uber die
Zahl der Komponenten zu treen. Anhand dieser Aspekte und unter Ber ucksichtigung
der Stichprobengr oe, sollte in der Praxis eine Entscheidung getroen werden.
5.4 Ausblick
In den letzten 20 Jahren fand eine deutliche Entwicklung und Verbesserung der Ver-
fahren zur Sch atzung von nichtlinearen SEM statt. Trotzdem sind f ur die Zukunft
drei Aspekte von Bedeutung. Der erste wichtige Aspekt, der in dieser Arbeit nicht
diskutiert wurde, ist die Modellg ute von nichtlinearen SEM. Es existiert derzeit kein
Modellg utema, das eine Gesamtbeurteilung eines nichtlinearen SEM erlaubt. Dies ist
darauf zur uckzuf uhren, dass kein saturiertes Modell wie f ur lineare SEM existiert. Ein
erster Ansatz f ur ein eingeschr anktes nichtlineares SEM mit nur einer einzigen Indika-
torvariablen f ur die endogene Variable basiert auf einem Ma f ur die Heteroskedastizit at
der Residuen (Klein & Schermelleh-Engel, 2010).
Die vorgestellte Implementierung des HGM in Mplus weist einen Parameterbias auf,
wenn die Indikatoren (und das latente Interzept) deutlich nicht-normalverteilt sind.
Jedoch treten gerade in Daten von Entwicklungsprozessen solche Boden- oder Decken-
eekte auf, die beispielsweise auf anf anglich fehlende Auspr agungen in den Variablen
zur uckzuf uhren sind (z.B. eine sehr geringe Leseleistung fast aller Sch uler zu Beginn57
des ersten Schuljahres) oder auf Grenzen des Messinstruments. Es bleibt abzuwarten,
ob eine Erweiterung der Implementierung anhand des NSEMM-Ansatzes oder auch an-
hand von Bayes-Sch atzverfahren f ur nichtlineare Modelle (z.B. Kelava & Nagengast,
2012) diese Problematik verringern kann.
Zuletzt wurden in dieser Arbeit vornehmlich Interaktionseekte und quadratische
Eekte untersucht, die eine spezische Funktion der Nichtlinearit at modellieren, deren
Ad aquatheit im Allgemeinen nicht testbar ist. Neue Ans atze, die auch andere Funktio-
nen approximieren und testen k onnen, ohne zu strenge Annahmen  uber den Funktions-
typ zu treen, k onnten eine Verallgemeinerung der nichtlinearen SEM erlauben. Dies
wiederum erm oglicht eine verbesserte modellbasierte Prognose.Literaturverzeichnis
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Erweiterung des 2SMM-Ansatzes
Im folgenden wird zuerst der Parametersch atzer ^  f ur ein vollst andiges nichtlinea-
res Modell vorgestellt. Anschlieend wird auf die Erweiterung der Gleichungen f ur die
Standardfehlersch atzer eingegangen. Es wird ein direkter Bezug zu den Gleichungen
von Wall und Amemiya (2003) (WA) gegeben, die ein Interaktionsmodell spezizierten.
Aus Gr unden der Einfachheit und Vergleichbarkeit wird hier im Gegensatz zu Ab-
schnitt 2.1.3 die Notation von WA  ubernommen (bis auf die Bezeichnung der linearen
und nichtlinearen Ein
ussgewichte), d.h. f1 = , f2 = 1 und f3 = 2.
Die Sch atzung der Faktorwerte erfolgt wie in dem in WA Stage 1 (i) und (ii) be-
schriebenen Vorgehen. In der Notation werden Sch atzungen f ur einen Parameter  als
^  dargestellt.
A.1 Sch atzung der Parameter
Sei ein vollst andiges nichtlineares Modell f ur die i-te Person (i = 1:::n) gegeben durch
f1i = 0 + 
1f2i + 




3i + i (A.1)
mit einem Messmodell
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F ur weitere Schritte sei
0 :=
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(A.3)
sowie vec(1) der Vektor, der die Spalten von 1 enth alt. Die sp ater gebrauchte Matrix
^   ist f ur die neun Indikatorvariablen deniert als (s. Gleichung WA 6)















mit der gesch atzten Kovarianzmatrix ^ 	 der Residuen (1;:::;9) der Indikatoren, der
Identit atsmatrix Ik mit Dimension (k  k) und der Nullmatrix 0kl mit Dimension
(k  l). Sei weiterhin die Kovarianzmatrix ^ ee f ur die Sch atzfehler eji der gesch atzten






^ 11 ^ 12 ^ 13







ee = (^ 11; ^ 12; ^ 13; ^ 22; ^ 23; ^ 33) der Vektor, der die nichtredundanten Ele-
mente von ^ ee enth alt. Sei fi = (1;f2i;f3i;f2if3i;f2
2i;f2
3i)0 der (erweiterte) Scorevector
der Pr adiktoren f2i;f3i und ihrer Produkte sowie ^ fi der entsprechende Sch atzer des
Scorevectors mit ^ fji = fji + eji, j = 1;2;3 (Gleichung WA 8).
Dann ist der erwartungstreue Momentsch atzer ^  = (^ 0; ^ 
1; ^ 
2; ^ !12; ^ !11; ^ !22)0 nach
Gleichung WA 11 gegeben durch
^  = ^ M
 1 ^ m (A.6)
mit ^ M und ^ m so deniert, dass sie erwartungstreue Sch atzer f ur M und m sind, was
der Fall ist, wenn f ur alle i = 1:::n Personen gilt:
E[ ^ Mijfi] = Mi und E[^ mijfi;f1i] = mi: (A.7)71













B B B B
B B B B B
@
1 ^ f2i ^ f3i M41 M51 M61
M22 M32 M42 M52 M62





C C C C




M41 = ^ f2i ^ f3i   ^ 23
M51 = M22 = ^ f
2
2i   ^ 22
M61 = M33 = ^ f
2
3i   ^ 33
M32 = ^ f2i ^ f3i   ^ 23
M42 = M53 = ^ f
2
2i ^ f3i   2^ 23 ^ f2i   ^ 22 ^ f3i   ^ 223
M52 = ^ f
3
2i   3^ 22 ^ f2i   ^ 222
M62 = M43 = ^ f2i ^ f
2
3i   2^ 23 ^ f3i   ^ 33 ^ f2i   ^ 233
M63 = ^ f
3
3i   3^ 33 ^ f3i   ^ 333




3i   ^ 33 ^ f
2
2i   ^ 22 ^ f
2
3i   4^ 23 ^ f2i ^ f3i + 2^ 22^ 33 + 4^ 
2
23   2^ 233 ^ f2i
  2^ 223 ^ f3i   ^ 2233
M54 = ^ f
3
2i ^ f3i   3^ 23 ^ f
2
2i   3^ 22 ^ f2i ^ f3i + 6^ 22^ 23   3^ 223 ^ f2i   ^ 222 ^ f3i   ^ 2223
M64 = ^ f2i ^ f
3
3i   3^ 23 ^ f
2
3i   3^ 33 ^ f2i ^ f3i + 6^ 23^ 33   3^ 233 ^ f3i   ^ 333 ^ f2i   ^ 2333
M55 = ^ f
4
2i   6^ 22 ^ f
2
2i + 6^ 
2
22   4^ 222 ^ f2i   ^ 2222
M66 = ^ f
4
3i   6^ 33 ^ f
2
3i + 6^ 
2
33   4^ 333 ^ f3i   ^ 3333:
Hierbei sind jkl die dritten Momente aus den Elemente ej;ek;el, also ist z.B. das
dritte Moment E[e2e2e3] = 223; jklm sind entsprechend die vierten Momente. F ur die
Sch atzer ^ jkl und ^ jklm k onnnen, wie in WA Stage 1 (iv) beschrieben, Annahmen  uber


















^ f1i ^ f2i   ^ 12
^ f1i ^ f3i   ^ 13
^ f1i ^ f2i ^ f3i   ^ 23 ^ f1i   ^ 13 ^ f2i   ^ 12 ^ f3i   ^ 123
^ f1i ^ f2
2i   ^ 22 ^ f1i   2^ 12 ^ f2i   ^ 122
^ f1i ^ f2
3i   ^ 33 ^ f1i   2^ 13 ^ f3i   ^ 133
1
C C




A.2 Sch atzung der Standardfehler
Nach Gleichung WA 12 ergibt sich der Sch atzer f ur die (6  6) asymptotische Kovari-
anzmatrix ^ V als







aus deren Diagonalelementen sich die Standardfehler von ^  ergeben. F ur ^ 
 wird nach








0 + ^  C^ ^  C
0
(A.11)




i=1 i(^ )i(^ )0 der unkorrigierte Sch atzer
f ur die Standardfehler. Die zweite Matrix ^  C^ ^  C
0
vom Format (6  6) beinhaltet die
Korrektur daf ur, dass die Faktorwerte Sch atzungen sind und bezieht sich konkret auf
die Ableitungen in der Matrix ^  C sowie auf die asymptotische Kovarianzmatrix ^  der
Sch atzungen aus dem ersten Schritt f ur das Messmodell. In den folgenden Abschnitten
wird zuerst die Matrix ^  C beschrieben, dann die asymptotische Kovarianzmatrix ^ .
Die Matrix ^  C
^  C beinhaltet  uberwiegend Ableitungen von i() nach ^ fi und vech^ ee an den Stellen
^ ; ^ . Die Erweiterung von ^  C aus Gleichung WA 14 ist gegeben durch:































mit xi = (y1i;x1i;x4i)0, dem Cronecker-Produkt 
, ^  = (^ 
0
0;vec(^ 1)0;vec(^  )0)0, r =
p + q   3 und allen weiteren Spezikationen von ^  C wie in WA. ^  C ist vom Format
(6  48).
Ableitung nach fi
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^ f1i ^ f3i   ^ 13










6 6 6 6 6 6
6 6
4
0 1 0 ^ f3i 2 ^ f2i 0
1 2 ^ f2i ^ f3i d224 d225 d226
0 ^ f3i 0 d234 d235 0
^ f3i d242 d243 d244 d245 d246
2 ^ f2i d252 d253 d254 d255 d256
0 d262 0 d264 d265 0
3
7





d224 = 2 ^ f2i ^ f3i   2^ 23 d225 = 3 ^ f
2
2i   3^ 22
d226 = ^ f
2
3i   ^ 33 d234 = ^ f
2
3i   ^ 33
d235 = 2 ^ f2i ^ f3i   2^ 23 d242 = 2 ^ f2i ^ f3i   2^ 23
d243 = ^ f
2
3i   ^ 33 d244 = 2 ^ f2i ^ f
2
3i   2^ 33 ^ f2i   4^ 23 ^ f3i   2^ 233
d245 = 3 ^ f
2
2i ^ f3i   6^ 23 ^ f2i   3^ 22 ^ f3i   3^ 223 d246 = ^ f
3
3i   3 ^ f3i^ 33   ^ 333
d252 = 3 ^ f
2
2i   3^ 22 d253 = 2 ^ f2i ^ f3i   2^ 23
d254 = 3 ^ f
2
2i ^ f3i   6^ 23 ^ f2i   3^ 22 ^ f3i   3^ 223 d255 = 4 ^ f
3
2i   12 ^ f2i^ 22   4^ 222
d256 = 2 ^ f2i ^ f
2
3i   2^ 33 ^ f2i   4^ 23 ^ f3i   2^ 233 d262 = ^ f
2
3i   ^ 33
d264 = ^ f
3
3i   3 ^ f3i^ 33   ^ 333 d265 = 2 ^ f2i ^ f
2





6 6 6 6 6





^ f1i ^ f2i   ^ 12
0
2 ^ f1i ^ f3i   2^ 13
3
7 7 7 7 7




6 6 6 6 6
6 6 6 6
4
0 0 1 ^ f2i 0 2 ^ f3i
0 0 ^ f2i d324 0 d326
1 ^ f2i 2 ^ f3i d334 d335 d336
^ f2i d342 d343 d344 d345 d346
0 0 d353 d354 0 d356
2 ^ f3i d362 d363 d364 d365 d366
3
7 7 7 7 7




d324 = ^ f
2
2i   ^ 22 d326 = 2 ^ f2i ^ f3i   2^ 23
d334 = 2 ^ f2i ^ f3i   2^ 23 d335 = ^ f
2
2i   ^ 22
d336 = 3 ^ f
2
3i   3^ 33 d342 = ^ f
2
2i   ^ 22
d343 = 2 ^ f2i ^ f3i   2^ 23 d344 = 2 ^ f
2
2i ^ f3i   2^ 22 ^ f3i   4^ 23 ^ f2i   2^ 223
d345 = ^ f
3
2i   3 ^ f2i^ 22   ^ 222 d346 = 3 ^ f2i ^ f
2
3i   6^ 23 ^ f3i   3^ 33 ^ f2i   3^ 233
d353 = ^ f
2
2i   ^ 22 d354 = ^ f
3
2i   3 ^ f2i^ 22   ^ 222
d356 = 2 ^ f
2
2i ^ f3i   2^ 22 ^ f3i   4^ 23 ^ f2i   2^ 223 d362 = 2 ^ f2i ^ f3i   2^ 23
d363 = 3 ^ f
2
3i   3^ 33 d364 = 3 ^ f2i ^ f
2
3i   6^ 23 ^ f3i   3^ 33 ^ f2i   3^ 233
d365 = 2 ^ f
2
2i ^ f3i   2^ 22 ^ f3i   4^ 23 ^ f2i   2^ 223 d366 = 4 ^ f
3
3i   12 ^ f3i^ 33   4^ 333:
Ableitung nach vech^ ee
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@
0 0 0 !11 !12 !22
0  1 0 d424 d425 !22 ^ f2i
0 0  1 !11 ^ f3i d435 d436
0   ^ f3i  f2i d444 d445 d446
0  2 ^ f2i 0 d454 d455 d456
0 0  2 ^ f3i d464 d465 d466
1
C C C C C





1 + !12 ^ f3i + 3!11 ^ f2i
d425 = 
2 + 2!12 ^ f2i + 2!22 ^ f3i
d435 = 
1 + 2!12 ^ f3i + 2!11 ^ f2i
d436 = 
2 + !12 ^ f2i + 3!22 ^ f3i
d444 = 
1 ^ f3i + !12 ^ f
2
3i   2!12^ 33 + 3!11 ^ f2i ^ f3i   6!11^ 23
d445 = 0   ^ f1i + 2
1 ^ f2i + 2
2 ^ f3i + 4!12 ^ f2i ^ f3i   8!12^ 23 + 3!11 ^ f
2
2i   6!11^ 22
+ 3!22 ^ f
2
3i   6!22^ 33
d446 = 
2 ^ f2i + !12 ^ f
2
2i   2!12^ 22 + 3!22 ^ f2i ^ f3i   6!22^ 2375
d454 = 0   ^ f1i + 3
1 ^ f2i + 
2 ^ f3i + 3!12 ^ f2i ^ f3i   6!12^ 23 + 6!11 ^ f
2
2i   12!11^ 22
+ !22 ^ f
2
3i   2!22^ 33
d455 = 2
2 ^ f2i + 3!12 ^ f
2
2i   6!12^ 22 + 4!22 ^ f2i ^ f3i   8!22^ 23
d456 = !22( ^ f
2
2i   2^ 22)
d464 = !11( ^ f
2
3i   2^ 33)
d465 = 2
1 ^ f3i + 3!12 ^ f
2
3i   6!12^ 33 + 4!11 ^ f2i ^ f3i   8!11^ 23
d466 = 0   ^ f1i + 
1 ^ f2i + 3
2 ^ f3i + 3!12 ^ f2i ^ f3i   6!12^ 23 + !11 ^ f
2
2i   2!11^ 22
+ 6!22 ^ f
2
3i   12!22^ 33:
Ein Sch atzer f ur 
Die asymptotische Kovarianzmatrix ^  vom Format (48  48) ist vollst andig im Ap-
pendix von WA beschrieben und ben otigt keine Erweiterung, da sie auf demselben







































0 1 0 @vech^ ee
@(vec^ 1)0
0 0 0 @vech^ ee









1;diag ^  
0
)0 erh alt man als asymptotische Sch atzung
aus der CFA im ersten Schritt. Die Kovarianzmatrix ist vom Format (33  33). Die
einzelnen Ableitungen sind auf S. 63 in WA beschrieben1. Alle Ableitungen nach ^ 0 sind
0. Jede Ableitung (nach den 18 Elementen von vec^ 1 und den einzelnen 9 Elementen
von ^  ) ergeben einen Vektor vom Format (6  1) (f ur jedes Element von vech^ ee).
1Die Ableitung in WA von ^ ee nach ^  22l enth alt einen Tippfehler (unterstrichen); korrekt w are
@^ ee













ll + ^  22 ^ 
0
1^  1
vv ^ bl^ b0
l^  1
vv ^ 1 ^  22: (A.19)Anhang B
Kondenzintervalle f ur die
Prognose von ^ yt
Kondenzintervalle f ur das HGM
Das Adhoc-Kondenzintervall f ur die Prognose von ^ yt gegeben y1 basiert auf der be-
dingten Varianz 2
ytjy1 und dem bedingten Erwartungswert E(ytjy1). F ur ein HGM ohne
Kovariate w ergibt sich dies als

2












t 33 + tt (B.1)
E(ytjy1) = t10 + (1 + t11)E (B.2)
mit der bedingten Varianz und dem bedingten Erwartungswert des Slope-Faktors

2
 = V (0jy1) =
 0011
 00 + 11
E = E(0jy1) = 00 +
 00
 00 + 11
(y1   00): (B.3)
F ur ein HGM mit einer Kovariaten w erweitert sich die Gleichung f ur die bedingte
Varianz und den bedingten Erwartungswert f ur ^ yt gegeben y1 und w zu

2














t 33 + tt (B.4)
E(ytjy1;w) = t10 + (1 + t11)E + t12w (B.5)




 = V (0jy1;w) =
(22
02V (w) +  00)11
 00 + 11
(B.6)
E = E(0jy1;w) = 00 +
 00
 00 + 11
(y1   00) +
0211
 00 + 11
w: (B.7)
Kondenzintervalle f ur das LGM
Die bedingte Varianz f ur ein LGM ohne Kovariate (2
ytjy1) bzw. mit einer Kovariaten
(2
ytjy1;w) ergibt sich als

2





t 11 + tt bzw. (B.8)

2





t 11 + tt (B.9)
mit der homogenen (Residual)-Varianz des Slope-Faktors  11. Der bedingte Erwar-
tungswert ist identisch zu dem des HGM in Gleichung B.2 bzw. B.5. Das 90%-Kon-
denzintervall in Abbildung 4.3 wurden berechnet als E(ytjy1)  1:645  ytjy1.Anhang C
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