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ABSTRACT 
An algebra A of n X r~ matrices over a field K is ~eflexiue if every element of 
M,,(K) that leaves invariant all invariant subspaces of A is in A. We characterize 
those basic, indecomposable serial algebras that are reflexive. 
1. INTRODUCTION 
Let K be an algebraically closed field, and let A be a subalgebra of the 
full matrix algebra M,(K), which we view as acting from the left on the 
space V = K” of n-dimensional column vectors over K. By Lat A, we mean 
the lattice consisting of those subspaces of V that are invariant under A, i.e., 
the lattice of A-submodules of V. We denote by AlgLat A the algebra of all 
elements of M,(K) that leave all elements of Lat A invariant. We always 
have A c Alg Lat A; following P. R. Halmos [4], we call A reflexive when 
equality holds. 
If we are given an abstractly specified finite-dimensional K-algebra A, we 
can ask which of its faithful matrix representations have reflexive images. 
When such a representation q : A --) M,(K) is given, the space K * can be 
viewed as a faithful left A-module, by the formula uv = q(a)(v). Conversely, 
if M is a faithful left A-module of finite K-dimension, the mapping v ++ uv, 
v E M, is K-linear for each a E A, and by selecting a basis for M, we obtain a 
faithful matrix representation. Hence, we are asking a question about mod- 
ules. 
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In this note, we answer the question for basic, indecomposable serial 
algebras. In the literature, serial algebras are sometimes called generalized 
uniserial algebras or Nakayama algebras. Our results include the theorem of 
Deddens and Fillmore [2] on the algebra generated by a single complex 
matrix. The results here were given with somewhat different proofs in the 
dissertation of the first author, written under the supervision of the second 
author at the Texas Tech University. 
2. SERIAL ALGEBRAS AND THEIR MODULES 
A serial algebra is a finite-dimensional associative K-algebra with identity 
whose indecomposable projective modules (left and right) have unique com- 
position series. Let A be such an algebra, and let r denote its Jacobson 
radical. We write 1, = c~=iei, where {e,,. . . , e,} is an orthogonal set of 
primitive idempotents. We assume that A is basic, i.e., that the modules 
Pi = Ae,, 1 < i < n are pairwise nonisomorphic. We also assume that A is 
indecomposable, i.e., 0 and 1 are the only idempotents in the center of A. 
The ordering of the Pi’s can be chosen so that P, has minimal dimension, 
rPi/r2PizPi_l/cPi_l for i=2,..., n, and if rP, # 0, then rP,/r2P, = 
P,, /rPIl. 
Let ci = dim, Pi. We have 
(1) ci 2 2 for i > 1; 
(2) ci+ 1 < 1 + ci for 1 =Z i < 12 - 1; 
(3) ci < 1+ c,. 
Any sequence of nonnegative numbers ci, . , . , c, satisfying these properties 
can occur in this context. For convenience, we denote by [k] the least 
positive residue of k module n. 
Observe now that the ordered list of Pi’s can be subdivided into chains: 
p, >...Jk,, 
P P l+k,,,-,,“” k,,; 
Inthechain P,+,~,...,P,~+,,wehaveci+,=1+ci,for1+k,,<i,<k,+,-1, 
but Cl+k,+,#l+Ck,+l* This means that for two consecutive modules Pi, Pi + 1 
in a chain, we have Pi g rPi + i. Hence, all Pi in the chain ending at Pks are 
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isomorphic to submodules of Pk,, which we call a chain end. Murase [7] has 
shown that M,ni,, = Pk,@ . * . $ P,,,, is the minimal faithful A-module, in the 
strong sense that every faithful A-module has a direct summand isomorphic 
to it. 
We denote by d i the number of elements in the chain leading up to Pk,. 
By the relationship between successive elements of a chain, we have a 
sujection P, --)) r”+,+l)Pk where (x> is the least positive residue of x 
modulo m. Lvery indecok$sable A-module is a factor module of some Pi, 
and hence a subquotient of some chain end. 
For proofs and further features of serial rings, see Fuller [3], Murase [7] 
and Kupisch [S]. 
3. REFLEXIVE REPRESENTATIONS 
In this section, we prove our main results. 
THEOREM 1. lf the basic, indecomposable sem’al algebra A has more 
than one chain end, then every faithful A-module is reflexive. 
The bulk of the proof consists in showing that Mmin is reflexive. The 
general result then follows easily from the theorem of Murase cited above. 
THEOREM 2. Zf A has only one chain end (which must be P,,), then 
P,,@ r”P,, is a reflexive A-module, and it is a subquotient of every reflexive 
A-module. 
In case n = 1, this is the main result of Deddens and Fillmore [2]. 
To aid our proof, we sketch a version of the formula for AlgLat A given 
by Longstaff [6]. We have a symmetric form 7 : M,(K) x M,(K) -+ K, given 
by ~((a,j),(bij))=E:i,ja,ibij. For a subset S of M,(K), we define its 
annihilator as {b E M,(K)~T(~, s) = 0 for all s E S }. Let A be a subalgebra of 
M ,( K ), by means of which we view the column space K * as a left A-module. 
A matrix b E M,(K) clearly belongs to Alg Lat A if and only if it leaves 
invariant each cyclic submodule Ax of K”. In turn, this happens if and only if 
f(br) = 0 whenever f is a linear functional on K” that annihilates Ax. We 
write x = (Xi,. . . , x”)~~, and identify f with a row vector (fr, . . . , f,). Then 
f(bx) = T((&Xj),b), and (&xi) is a typical matrix of rank one. Hence, 
LEMMA 3. AlgLat A is the annihilator of the set of rank-one matrices 
that annihilate A. 
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Following Murase [7], we give an indication of how the representation of 
the basic, indecomposable serial algebra A afforded by M,, looks. Let ai be 
a nonzero element of rPi/r2Pi, if one exists (it will, for i z 1; if c1 = 1, then 
there is no aI). We have aiei = ai, and eia,i+rl = a,i+l], but eiai = 0 for 
j # [i + 1] and a .e, = 0 for j + i. Further, aiai = 0 when j # [i + 11. A basis 
for A is obtaine d by taking e,, . . . , e,,, together with all products ok. . . ai in 
which any two consecutive factors aSa, satisfy t = [s + 11, and the number of 
factors is at most ci - 1. Each Pi has as basis the set containing e, and all 
ffk. . * ai satisfying the conditions above. Multiplication is by concatenation, 
with strings not in the above basis set equal to zero. 
Order the basis of Pi so that e, comes first, then the products ak * * . ai in 
order of increasing length. We then order the basis for all of A by listing first 
the basis elements of P,, then those of Pa, and so on. For Mmin, we construct 
an ordered basis analogously, using only the bases of the chain ends 
P P, k,, . . * > in turn. It is easy but tedious to see that when a linear 
combinati& of basis elements of A acts on M,, by multiplication, the 
matrix of the action is a direct sum of lower triangular matrices, with 
respective sizes ok, x ok,, . . . , ck,,, x ck,,; Further, the nonzero entries in this 
matrix are coefficients from the linear combination, not longer linear combi- 
nations of them. 
For example, suppose n = 3, c1 = c2 = 2, and c, = 3. Then P, has basis 
{e,, a,}, Pz has basis { ea, a,}, and P3 has basis {es, ag, a2a3}. Mmin = P,eSP, 
has ordered basis { e,,a,,e,, aa, a2a3 }, relative to which multiplication by 
ae, + be, + ce3 + da, + ea2 + fa3 + ga,a, is given by the matrix 
Observe the repetition of the coefficients a and c. While this example is 
before us, let us show that the algebra A of all such matrices is indeed 
reflexive. Any element of AlgLat A must leave invariant the direct summands 
P, and P3, and their submodules rP,, rP,, and r2P3. Hence, such an element 
has the form 
I 
: c 
\ 
F= 
;b ’ 
\ g e v, 
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and we need only show that a = y and c = x. But the matrix E = E,, + El5 
- E,5, - E,5, (where the Eij are the usual matrix units) is of rank one and 
annihilates A. Hence, r( E, F) = 0 by the lemma; but this means that a = y. 
Similarly, one sees that c = x, and A is reflexive. This example oversimplifies: 
had we used larger ci’s, say cr = c2 = 4 and cs = 5, we would see coefficients 
repeating within the same block, as well as repetitions in subdiagonal entries. 
Indeed, with these ci’s, A is now the set of all matrices of the form 
ii c 
d e f 
g h i a 
C 
e f 
h i a 
j k b c 
1 m d e j \ 
Again, any element F of AlgLat A has the form 
\ 
J 
where Tl is 4 x 4, T2 is 5 X 5, and both are lower triangular. To show equality 
of the (1,l) and (4,4) entries of F, we construct matrices E = E,, + E,, - 
ETil - E,, and E’= E,, + E,, - E,, - E,, and use them as above to show 
that the given entries both equal the (7,7) entry, hence each other. Thus, it is 
important that any entry repeated within a block must also appear in another 
block. 
Now let us prove that the image q(A) of the representation of A on 
M,ni,, = P, CB . . . EJ Pk is reflexive when m 2 2. As the above examples show, 
our method is quite &nilar to the method of relations used by Azoff [I]. Since 
M,,,i,, is a faithful module, we will identify A with q(A), for simplicity. Any 
element F of Alg Lat A has the form 
where Ti is a lower triangular ck x ck matrix, because F must map Pk, and I I 
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its submodules into themselves. Elements of A have the same general form, 
but entries in certain pairs of positions must be the same, as in the examples. 
When such an identification occurs between entries in different blocks, say 
the (i, j) entry of an element in A always equals the (k, 2) entry, and the 
(i, j) and (k, 2) positions fall in different blocks, then the element Eji - E,, 
+ Ei, - E, j is a rank-one annihilator of A, under the form r. This happens 
because the positions (i, I) and (k, j) fall outside and diagonal blocks, and all 
elements of A and AlgLat A are zero at such positions. From the lemma, it 
follows that any element of AlgLat A also has equal entries in the (i, j) and 
(k, 1) positions. 
So, it remains to see that identifications of entries of A within diagonal 
blocks also pass to AlgLat A. Such internal identifications occur in the block 
corresponding to Pk,, when P, admits a homomorphism onto one of its 
proper submodules. From the arrangement of the composition factors of Pk,, 
it is clear that the longest submodule of P,, that is a homomorphic image of 
P, is rnPk,; internal identifications occur if and only if this submodule is 
&zero, and its presence accounts for all such identifications. Therefore, let 
us assume that r”Pk # 0. Its composition length is ck - n, so we have 
r "Pk, = P, /r Q-“Pk,.‘On the other hand, we have that ’ 
I i 
r’Ia+lPk >+, if i+l<m, 
rP, +1 = 
r”IPk, if i+l=m 
is isomorphic to Pk,/rC~~-d ‘P,,. Since di < n, either rdt+lPk,+, or rdlPk, maps 
surjectively to r nPk,. It follows that all identifications within the block 
corresponding to P,, occur as well in the block corresponding to Pkt,+,). Then 
as above, one easily constructs rank-one annihilators of A that force the same 
identifications in AlgLat A, and we have now proved that Mmin affords a 
representation with reflexive image. 
If M is any faithful finite-dimensional A-module, we can write M 5 Mmin 
cl+Z,@ . ‘. @I,, where the Z,‘s are indecomposable modules, and hence 
subquotients of chain ends. Multiplication on M by an element of A is 
represented by a block diagonal matrix diag( T, T,, . . . , T,), with T and each Ti 
lower triangular. The entries in each Ti are duplications of entries in T, and 
as above, the same duplications can be forced in AlgLat A by using suitable 
rank-one anihilators. Theorem 1 is now established. 
The proof of Theorem 2 is similar, so we leave it to the reader. We remark 
that if n = 1 in Theorem 2, then A z K[X]/(X”‘), for some m, and a module 
for A is just a K-vector space with a linear endomorphism that is nilpotent of 
index m. The unique chain end is A itself, and the other summand r”P, is 
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just the radical of A, which is (X)/(X”‘). These two modules afford 
representations wherein the nilpotent transformation is given by Jordan 
blocks of size m X m and ( CI - 1) X (m - l), respectively. Hence the theorem 
says in this case that a nilpotent transformation T with T"' = 0 is a reflexive 
operator if and only if its Jordan form has a block of length m and a further 
block of length at least m - 1. This is the theorem of Deddens and Fillmore 
M. 
The module r”Pn is zero only in the case where ci = i for 1< i < n, in 
which event A is isomorphic to the full ring of lower triangular n x n 
matrices. This is the only case where A can have a reflexive representation 
that is also indecomposable. 
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