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Abstract
We consider the problem of clustering in the presence of noise. That is, when on top of cluster
structure, the data also contains a subset of unstructured points. Our goal is to detect the clusters despite
the presence of many unstructured points. Any algorithm that achieves this goal is noise-robust. We
consider a regularisation method which converts any center-based clustering objective into a noise-robust
one. We focus on the k-means objective and we prove that the regularised version of k-means is NP-Hard
even for k = 1. We consider two algorithms based on the convex (sdp and lp) relaxation of the regularised
objective and prove robustness guarantees for both.
The sdp and lp relaxation of the standard (non-regularised) k-means objective has been previously
studied by [ABC+15]. Under the stochastic ball model of the data they show that the sdp-based algorithm
recovers the underlying structure as long as the balls are separated by δ > 2
√
2 + . We improve upon
this result in two ways. First, we show recovery even for δ > 2 + . Second, our regularised algorithm
recovers the balls even in the presence of noise so long as the number of noisy points is not too large. We
complement our theoretical analysis with simulations and analyse the effect of various parameters like
regularization constant, noise-level etc. on the performance of our algorithm. In the presence of noise,
our algorithm performs better than k-means++ on MNIST.
1 Introduction
Clustering aims to group similar data instances together while separating dissimilar ones. However, often
many datasets have, on top of cohesive groups, a subset of “unstructured” points as well. In such cases,
the goal is to detect the cohesive structure while simultaneously separating the unstructured data points.
Clustering in such situations can be viewed as a noise-robustness problem.
Another important issue is that the clustering problem is under-specified. This means that the same
dataset might need to be clustered in different ways depending upon the intended application. Consider, for
example, the problem of clustering users of a movie-streaming service such as Netflix. The output clustering
can be used to suggest similar movies to similar users or to gain insights into the daily/monthly behaviour
of the users. Depending on the application, different clustering algorithms need to be chosen. Hence, any
solution to clustering challenges like noise-robustness, under-specificity should be such that it is applicable
across a wide-range of clustering algorithms.
We propose a general method of regularisation that transforms any clustering objective which outputs k
clusters to one that outputs k + 1 clusters. The algorithm is now allowed to ‘discard’ a bunch of points into
the extra ‘garbage’ or noise cluster by paying a constant regularization penalty. The intuition is that this will
make it easier to detect the structure in the remaining points. Similar to regularisation, noise prototypes
(points which are equidistant to all other points) were considered by [Dav93]. However, that idea was used
only in the limited context of Lloyd’s algorithm and without any theoretical or noise robustness guarantees.
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In this paper, we consider the following framework motivated by [BDH14]. We are given an input dataset
X made of two components. The first is the clusterable or “nice” subset I which is the union of k unit
balls Bi separated by a distance of atleast δ. The second is the unstructured noise component N . Note
that the clustering algorithm only sees X and is not aware in advance of I or N . The addition of N
makes it more difficult to detect the structure in I. Consider the original algorithm A and its robustified
transformation A′ = Rλ(A). A′ is obtained by using our regularisation paradigm and specifying a parameter
λ. By comparing the clusterings A(I) and the clustering A′(X ) restricted to I, we can examine the effect of
N (in terms of size and distance relative to I) on the ability to detect the cohesive structure of I.
In this work, we consider two choices for A. An algorithm based on SDP relaxation of the k-means
objective and another based on LP relaxation. [ABC+15] showed that for δ > 2
√
2(1 + 1√
d
) (where d is the
dimension of the euclidean space) the SDP-based algorithm recovers the clustering of I if the balls Bi are
generated by an isotropic distribution (stochastic ball model). [IMPV15] ‘improved’ this to δ > 2+ k
2
d cond(I).
However, the condition number (ratio of maximum distance between any two centers and the minimum
distance between any two cluster centers) can be arbitrarily large. We improve this to δ > 2
(
1 +
√
k
d
)
which
is optimal for large d. To our knowledge, this is best known guarantee for the SDP-based k-means algorithm.
Note that all the above results are for the noiseless case. For the noisy case, our robustified (or regularised)
version recovers the clustering of I for δ > 2(1 +√σ + kd) where σ is a term which depends on the ratio of
number of noisy points and the number of points in the smallest cluster.
We also consider the distribution-free setting where the balls Bi have been generated by any unknown
distribution. In this setting, the separation requirement for recovering the structure of I becomes δ > 2(1+√k)
for the noiseless and δ > 2(1 +
√
σ + k) for the noisy case. As before, σ depends on the number of noisy
points. We also give robustness guarantees for the LP based algorithm. However, the separation requirement
in this case is more strict δ > 4 and the requirements on noise are also stronger (noisy points from the set N
should be far from I).
We also prove hardness results for the regularised k-means objective. For k ≥ 2, the NP-hardness follows
from the NP-Hardness of the standard (non-regularised) k-means objective. We show that the regularised
objective is NP-Hard to optimize even for k = 1. An important choice in the implementation of the regularised
algorithm is the value of the regularization constant λ. For λ = 0, the problem becomes trivial and for
λ→∞, the problem reduces to k-means. We prove that there exists a range of λ depending on the sizes of
the clusters and the separation δ between them such that the regularised algorithm recovers the underlying
structure when given that λ as input. We also conduct simulation studies where we examine the effect of λ,
the number of noisy points m, the separation δ and other parameters on the performance of our regularised
SDP-based algorithm. We also perform experiments on the MNIST dataset. We observed that the regularised
version performed better than k-means++ when the dataset had outliers. In the absence of outliers, the
performance of both these algorithms were similar.
1.1 Related Work
The problem of clustering in the presence of noise has been studied before both in distribution-based and
distribution-free settings. In the distribution-based setting, the goal is to estimate the parameters of the
distribution (say the mean and variance of gaussian etc). In the distribution-free setting, the goal is to prove
that if the data has some structure (is clusterable) then the (proposed or existing) clustering algorithm
recovers that structure even in the presence of noise. Different works define different notions of ‘clusterable’
data. In the current work, the separation requirement on the clusters was global. That is, the each cluster
was separated by atleast δ times the maximum radius amongst all the clusters. Other notions of clusterability,
like α-center proximity [ABS12]or γ-margin [AKBD16] require that two clusters be separated relative to their
radii.
Different works on clustering have also made different assumptions on the type of noisy points. The
most common is to assume that the noise is adversarial but the number of adversaries is not too large. For
example, [BL12] and [BBV08] provide bounds for clustering in the presence of noise as long as the number of
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adversaries is constant-factor smaller compared to the size of the smallest cluster. [KSBD16] considered noise
which is structureless, that is the noisy points do not form dense large subsets. Another field of work is to
address noisy part of the data as being generated by some uniform random noise or gaussian perturbations
[CAGM+97], [GEGMMI08] and [Dav93].
Another line of work which is related to ours is clustering a mixture of k gaussians with few adversaries.
The best known result is by [AS12] which requires that the mean of the gaussians be separated by O˜(σ
√
k)
where σ2 is an upper bound on the variance of the k gaussians. Recently, [CSV17] matched this result using
different techniques. Although the distribution free setting considered in this paper is different from the
above works, the separation required for the SDP-based algorithm to succeed also has a similar dependence
on k, namely δ > 2(1 +
√
k).
Some works examine the robustness of different algorithms when the number of clusters is the same for
the original data and the data with added noise. They show that in this setting the traditional algorithms
are provably not noise-robust [Hen08] and [ABDLS13]. Another line of work which is related to ours is based
on the convex relaxation of center-based clustering objectives. [PW07] was the first to formulate the k-means
cost function as a 0-1 SDP and then subsequently relaxed it to a standard SDP. In this work, we use a similar
technique to first obtain a 0-1 SDP and subsequently a relaxed SDP for the regularised k-means objective.
2 Preliminaries and definition
Let (M, d) be a metric space. Given a finite set X ⊂M, a k-clustering C of X partitions the set into k disjoint
subsets C = {C1, . . . , Ck}. An objective-based clustering algorithm associates a cost with each possible
partition of X and then tries to find the clustering with minimum cost. Throughout this section, f denotes a
function on the nonnegative reals.
Definition 1 ((k, f)-objective algorithm). Given X ⊂M and a distance function d, a (k, f)-objective based
algorithm A tries to find centers µ1, . . . , µk ∈M so as to minimize the following function
Cost(µ1, . . . , µk) =
∑
x∈X
f(d(x, µ(x))), µ(x) = arg min
µ∈{µ1,...,µk}
d(x, µ). (1)
Note that algorithm A may not often find the optimal solution because for many common functions
f , solving the optimization is NP-Hard. Thus, heuristics are used that can get stuck at a local minima.
For example, when f(x) = x2, the above definition corresponds to the k-means objective, and the Lloyd’s
algorithm that is used to solve this objective can get stuck at a local minima.
Definition 2 ((k, f)-λ-regularised objective algorithm). Given X ⊂M and a distance function d, a (k, f)-λ-
regularised objective based algorithm A′ tries to find centers µ1, . . . , µk ∈M and set I ⊆ X so as to minimize
the following function
Cost(µ1, . . . , µk, I) =
∑
x∈I
f(d(x, µ(x))) + λ|X \ I|, (2)
where µ(x) = arg minµi d(x, µi).
The regularised objective allows discarding certain points into a “garbage” cluster at the expense of paying
a constant penalty. The intuition is that this will help the algorithm better detect the structure of the
remaining points. We will see in §3 that minimizing this objective function is NP-Hard for all k ≥ 1.
2.1 Robustification paradigms
Definition 3 (λ-Regularised Paradigm). The λ-regularised paradigm is a robustification paradigm which
takes as input a (k, f)-objective algorithm A and returns a (k, f)-λ-regularised objective algorithm A′.
In this work, we focus on robustification of the k-means objective. Hence, it is useful to define the
regularised k-means objective as we will refer to it many times in the remainder of the paper.
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2.2 Regularised k-means objective
Given a finite set X ⊂ Rd and an integer k, the regularised k-means objective aims to partition the data into
k + 1 clusters C = {C1, . . . , Ck, Ck+1} so as to solve
min
C1,...,Ck+1
c1,...,ck
k∑
i=1
∑
x∈Ci
‖x− ci‖22 + λ|Ck+1|. (3)
Note that the first term of the objective depends on the l2 norm, while the second term depends only
on the cardinality of the “noise” cluster. In order to make our objective function invariant to scaling, the
regularization constant λ is added to the cost function.
Let m(X ) := minx 6=y∈X ‖x− y‖22 and N = |X |. Then, it is easy to see when λ ≤ m(X )2 , then (3) admits a
trivial solution: each cluster Ci for i ≤ k has exactly one point and all the remaining points are in Ck+1,
leading to an objective λ(N − k). Indeed, for any other clustering with |Ci| = ni its objective is at least∑k
i=1(ni − 1)m(X )/2 + λnk+1 = (n− nk+1 − k)m(X )/2 + λnk+1, where we have used the simple fact:
∀C ⊂ X , min
c
∑
x∈C
‖x− c‖22 =
1
2|C|
∑
x,y∈C
‖x− y‖22. (4)
Comparing the objectives we see the solution is indeed trivial when λ ≤ m(X )/2. Surprisingly, for the
interesting case when λ > m(X )/2, the problem suddenly becomes NP-Hard, as we prove below.
2.3 Robustness measure
Given two clusterings C and C′ of the same set X , we define the distance between them, ∆(C, C′), as the
fraction of pairs of points which are clustered differently in C than in C′. Given I ⊆ X , C|I denotes the
restriction of the clustering C to the set I.
Definition 4 (γ-robust [BDH14]). Given X ⊂M and clustering algorithm A, let A′ be its robustified version
obtained using any robustification paradigm. Given I ⊆ X , we say that I is γ-robust w.r.t X \ I and A′ if
∆(A′(X )|I,A(I)) ≤ γ (5)
This measure tries to quantify the difference in the clustering of the set I after the addition of ‘noisy’
points X \ I. If A′ is indeed robust to noisy points, then the clusterings should be similar.
3 Hardness of regularised k-means
In this section, we present hardness results for the regularised k-means objective. The proof for k ≥ 2 is fairly
straightforward and follows from known hardness results for the standard (non-regularised) k-means. The
more interesting case is when k = 1. It is well-known that 1-means can be solved in linear time [Bel73] hence
the same reduction does not work any more. We reduce an instance of the MAX-CLIQUE problem to the
regularised 1-means problem. We give a proof sketch for the reader’s intuition. The technical details can be
found in the supplementary section.
Theorem 5. Given a clustering instance X ⊂ Rd. Finding the optimal solution to the regularised 1-means
objective is NP-Hard for all λ > m(X )/2, where recall that m(X ) := minx 6=y∈X ‖x− y‖22.
Proof sketch. The proof has two parts. We first show that for fixed λ the problem is NP-Hard. The proof
works by reducing an instance of MAX-CLIQUE to the regularised 1-mean instance. The idea is to define
the distance between any pair of vertices as 1 if there exists an edge between them. If not, then define the
distance as 1 + ∆ for a suitably chosen ∆. This construction guarentees that the problem is NP-Hard for
atleast one λ > m(X )2 . Next, using a scaling argument we show that if the problem is NP-Hard for one
particular λ, then it is NP-Hard for all λ > m(X )2 .
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Algorithm 1 SDP-based regularised k-means algorithm
Input: X ⊂ Rd, k, and hyperparameter λ.
Output: C′ := {C1, . . . , Ck, Ck+1}.
Compute the matrix Dij = ‖xi − xj‖22.
Solve the SDP (Eqn. 6) using any standard SDP solver and obtain matrix Z and vector y.
Use the rounding procedure (Alg. 2) to obtain the partition C′.
The above theorem infact shows that regularised k-means is hard for all k ≥ 1. This is becuase we can
reduce an instance of regularised 1-means to regularised k-means by placing k − 1 points very far away.
4 The regularised k-means SDP-based algorithm
In the previous section, we showed that the regularised k-means objective is NP-Hard to optimize. Hence, we
cannot hope to solve the problem exactly unless P = NP . In this section, we develop an algorithm based on
semi-definite programming relaxation of the regularised objective.
[PW07] developed an algorithm A (Alg. 1 with λ =∞) which tries to minimize the k-means objective.
They obtained a convex relaxation of the k-means objective and solved it polynomially using standard
solvers. In this section, we use the same technique to obtain and efficiently solve the convex relaxation
of the regularised k-means objective. Our algorithm A′ (Alg. 1) is the robustified version of A using the
λ-regularised paradigm. In §4.1, we give the details of how we transform the regularised objective into an
SDP. §4.2 has our main results where we give robustness guarentees for A′.
4.1 The SDP-based algorithm
The SDP relaxation of the regularised k-means objective is obtained in two steps. Using similar technique to
that of [PW07], we translate Eqn. 3 into a 0-1 SDP (Eqn. 6). We then prove that solving the 0-1 SDP exactly
is equivalent to solving the regularised k-means problem exactly. Then, we relax some of the constraints of
the 0-1 SDP to obtain a tractable SDP which we then solve using standard solvers. We then describe the
rounding procedure which uses the solution of the SDP to construct a clustering of the original dataset.
0-1
SDP

minZ,y Tr(DZ) + λ〈1, y〉
s.t. Tr(Z) = k
Z · 1+ y = 1
Z ≥ 0, Z2 = Z,ZT = Z
y ∈ {0, 1}n
relaxed−−−−→ SDP

minZ,y Tr(DZ) + λ〈1, y〉
s.t. Tr(Z) = k(
Z+ZT
2
)
· 1+ y = 1
Z ≥ 0, y ≥ 0, Z  0
(6)
Theorem 6. Finding a solution to the 0-1 SDP (6) is equivalent to finding a solution to the regularised
k-means objective (3).
Equation 6 shows our 0-1 SDP formulation. The optimization is NP-Hard as it is equivalent to the
regularised k-means objective. Hence, we consider a convex relaxation of the same. First, we replace Z2 = Z
with Z  0. In addition, we relax y ∈ {0, 1}n to y ≥ 0, as the constraint y ≤ 1 is redundant. Using these
relaxations, we obtain the SDP formulation for our objective function.
We solve the SDP using standard solvers [YST15] thereby obtaining Z, y. The proof of Thm. 6 showed
that the optimal solution of 0-1 SDP is of the following form. Z is a n × n block diagonal matrix of the
form diag(ZI1 , . . . , ZIk , 0), where n = |X | and ZIi = 1|Ci|11T . Thus, given Z, we can extract the set of cluster
centers C = ZX which is an n × d matrix. Each row Ci contains the cluster center to which data point
xi belongs. For the points xj assigned to the noise cluster, the corresponding row Cj is zero and yj = 1.
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Algorithm 2 Regularised k-means rounding procedure
Input: Z ⊂ Rn×n, y ⊂ Rn, X , and threshold ∈ [0, 1].
Output: C′.
If yi > threshold then
Delete zi and zTi from Z. Put xi in Ck+1.
Delete xi from X.
k-cluster the columns of XTZ to obtain clusters C1, . . . , Ck.
Output C′ = {C1, . . . , Ck, Ck+1}.
The SDP solver does not always return the optimal solution, as the relaxation is not exact. However, we
expect that it returns a near-optimal solution. Hence, given Z and y returned by the solver, we use Alg. 2 to
extract a clustering of our original dataset. The threshold parameter indicates our confidence that a given
point is noise. In our experiments, we have used a threshold of 0.5. We did not tune the threshold as in our
experiments the results are not very sensitive to it.
4.2 Robustness guarantees
Assume that we are given a set I of k well-separated balls in Rd. That is, I := ∪ki=1Bi where each Bi is
a ball of radius at most one and centered at µi such that ‖µi − µj‖ ≥ δ. On top of this structure, points
are added from the set N . Let A and A′ be the SDP based standard and regularised k-means algorithm
respectively (as defined in the begining of §4). We will show that I is 0-robust w.r.t A′ and N under certain
conditions on δ and mildness properties of the set N . To show this, we need to compare the clusterings A(I)
and A′(X )|I . We first prove recovery guarentees for A in the absense of noisy points.
Theorem 7. Given a clustering instance I ⊂ RN×d and k. Let I := ∪ki=1Bi where Bi is a finite set of
radius at most one centered at µi and ‖µi − µj‖ > δ. Let I ′ = ∪iB′i where B′i := {x− µi : x ∈ Bi}. Define
n := mini∈[k] |Bi| and ρ = Nnk .
1. Distribution-free - If the distance between the centers of any two balls
δ > 1 +
√
1 + 2
σ2max(I ′)
n
then the k-means SDP finds the intended cluster solution C∗ = {B1, . . . , Bk}.
2. Stochastic ball assumption - Let P denote the isotropic distribution on the unit ball centered at origin.
Given points c1, . . . , ck such that ‖ci − cj‖ > δ > 2. Let Pi be the measure P translated with respect to the
center ci. If each Bi is drawn i.i.d w.r.t the distribution Pi and
δ > 1 +
√
1 +
2θρk
d
(
1 +
1
logN
)2
where θ = E[‖xpi − cp‖2] < 1, then there exists a constant c > 0 such that with probability at least
1− 2d exp( −cNθ
d log2N
) the k-means SDP finds the intended cluster solution C∗ = {B1, . . . , Bk}.
Thm. 7 improves the result of Thm. 11 in [ABC+15]. Under the stochastic ball assumption, they showed
that the k-means SDP finds the intended solution for δ > 2
√
2(1 + 1√
d
). For k  d, which is the case in
many situations our bounds are optimal in terms of the separation reqirement of the clusters. [IMPV15]
obtained similar results but for δ > 2 + k
2
d cond(I). Asymptotically, as d goes to ∞ their bound matches our
result. However, the condition number (ratio of maximum distance between any two centers to the minimum
distance between any two centers) can be arbitrarily large. We also have a better dependence on k and d.
Next, we analyse the recovery guarentees for A′ in the presence of noisy points N . We decompose the
noisy points into two disjoint sets N1 and N2. The set N2 consists of all the points which are far from any of
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the points in I. The set N1 consists of points which are close to atleast one of the clusters. We also require
that any point in N1 has an α-margin w.r.t to the centers of the balls B1, . . . , Bk. That is the difference of
the distance between any point in N1 to a cluster center is atleast α. Now, we will show that if N has the
aforementioned properties then I is robust w.r.t the regularised SDP algorithm A′.
Theorem 8. Given a clustering instance X ⊂ RN×d and k. Let X := I ∪N . Let I := ∪ki=1Bi where Bi is a
ball of radius at most one centered at µi and ‖µi−µj‖ > δ. Let I ′ = ∪iB′i where B′i := {x−µi : x ∈ Bi}. Let
N = N1∪N2 have the following properties. For all p ∈ N1 and for all i, j, we have that |‖p−µi‖−‖p−µj‖| ≥ α.
For all p ∈ N2 and for all x ∈ I, ‖p− x‖ ≥ 2δ. Note that N1 ∩ N2 = φ. Let n = mini |Bi| and  = |N1|n . If
|N2|
n ≤ δ
2(1−42)−2δ(1+4)
λ and
1. Distribution free - If the distance between the centers of any two balls
δ > 2 +
9
1− 42 +
√
2σ2max(I
′)
n(1− 42) and α ≥
√
10δ+ 4δ22 +
2σ2max(|I ′|)
n(1− 42)
then the regularised k-means SDP finds the intended cluster solution C∗ = {C1, . . . , Ck,N2} where Bi ⊆ Ci
when given X and δ2 + 2δ ≥ λ ≥ (δ − 1)2 + 1 as input.
2. Stochastic ball assumption - Let P denote the isotropic distribution on the unit ball centered at origin.
Given centers c1, . . . , ck such that ‖ci − cj‖ > δ > 2. Let Pi be the measure P translated with respect to
the center ci. If each Bi is drawn i.i.d w.r.t the distribution Pi
δ > 2 +
9
1− 42 +
√
2ρkθ(1 + 1log |I| )
2
d(1− 42) and α ≥
√
10δ+ 4δ22 +
2ρkθ(1 + 1log |I| )
2
d(1− 42)
then there exists a constant c2 > 0 such that with probability at least 1− 2d exp( −c2|I|θd log2 |I| ) the regularised
k-means SDP finds the intended cluster solution C∗ = {C1, . . . , Ck,N2} where Bi ⊆ Ci when given X and
δ2 + 2δ ≥ λ ≥ (δ − 1)2 + 1 as input.
The proof of both the Thms. 7 and 8 use the following ideas. We construct a dual for the SDP. We
then show that when the conditions of our theorems are satisfied then there exists a feasible solution for the
dual program. Moreover, the objective function value of primal and dual sdp program are the same. Hence,
the solution found is indeed optimal. The same idea was also used in the proof of Thm. 11 in [ABC+15].
However, our analysis is tighter which helps us to obtain better bounds. The details are in the supplementary
section.
We have also developed a regularised version of the k-means LP based algorithm. However, due to space
constraints we could not include it in the main version of the paper. However, the details and the robustness
guarentees for the LP based algorithm are in the appendix.
5 Experiments
We ran several experiments to analyse the performance of our regularised k-means algorithm. The first set of
experiements were simulations done on synthetic data. The second set of experiments were done on real world
datasets like MNIST where we compared the performance of our algorithm against other popular clustering
algorithms like k-means++. All our experiments were run on Matlab. We solved the SDP formulation using
the Matlab SDPNAL+ package [YST15]. To run k-means++ we used the standard implementation of the
algorithm available on Matlab.
5.1 Simulation studies
The goal of these sets of experiments was to understand the effect of different parameters on the performance
of the regularised SDP algorithm. Given the number of clusters k, the separation between the clusters δ,
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Figure 1: Heatmap showing the probability of success of the k-means regularised sdp algorithm. Lighter color
indicates probability closer to one while darker indicates probability closer to zero.
the dimension of the space d, the number of points in each cluster n and the number of noisy points m. We
generate a clustering instance X in Rd as follows. We first pick k seed points µ1, . . . , µk such that each of
these points are separated by atleast δ. Next we generate n points in the unit ball centered at each of the
µ′is. Finally we add m points uniformly at random.
We analyse the performance of the regularised SDP algorithm as the parameters change. The most crucial
amongst them is the separation between the clusters δ, the regularization constant λ and the dimension
d. Fig. 5.1 shows the heatmap under different parameter values. For each setting of the parameters, we
generated 50 random clustering instances. We then calculated the fraction of times the regularised sdp was
able to recover the true clustering of the data. If the fraction is close to one, then its color on the plot is light.
Darker colors represent values close to zero.
We see an interesting transition for λ. When λ is ‘too small’ then the probability of recovering the true
clustering is also low. As λ increases the probability of success goes up which are represented by the light
colors. However, if we increase λ to a very high value then the success probability again goes down. This
shows that there is a ‘right’ range of λ as was also predicted by our theoretical analysis.
Another parameter of interest is the dimension of the space d. Note that from our theoretical analysis, we
know that both the probability of success and the separation depend on d. Fig. 5.1 shows that for very low
dimension, the regularised sdp fails to perfectly recover the underlying clustering. However, as the dimension
grows so does the probability of success. For these two simulations, we fixed the number of points per cluster
n = 30, k = 8 and the number of noisy points m = 30. We have similar plots for (δ, n) and (δ, k) and (δ,m)
and (n,m). These plots very mostly light colored as long as the number of noisy points was not too large
(mn ≤ 5). Hence, due to space constraints, we have included them only in the supplementary section.
5.2 Results on MNIST dataset
We compare our regularised SDP algorithm against k-means++ on the MNIST dataset. MNIST is a dataset
of images of handwritten digits from zero to nine. It contains 60,000 training images and 10,000 test images.
We choose k = 4 different classes and randomly sample a total of N = 1, 000 images from these classes. We
then run both our regularised SDP algorithm and the k-means++ algorithm on this dataset. We repeat
this process for 10 different random samples of MNIST. We measure the performance of the two algorithms
in terms of the precision and recall over the pairs of points in the same cluster. Given a clustering C and
some target clustering C∗. Define the precision p of C as the fraction of pairs that were in the same cluster
according to C∗ given that they were in the same cluster according to C. The recall r of C is the fraction of
pairs that were in the same clustering according to C given that they were in the same cluster according to C∗.
We finally measure the f1 score of the clustering C as the harmonic mean of its precision and recall. f1 = 2prp+r .
Note that the regularised algorithm outputs k + 1 clusters. Hence, to make a fair comparison, we finally
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assign each point in the noisy cluster (Ck+1) to one of the clusters C1, . . . , Ck depending upon the distance
of the point to the clusters. Another point is that the f1 measures are sensitive to the choice of the k digits
or classes. For some choice of k classes, the f1 measures for both the algorithms are higher than compared to
other classes. This shows that some classes are more difficult to cluster than other classes. Hence, we only
report the difference in performance of the two algorithms.
We report the performance on datasets with and without noisy points. The first is when there are no
outliers or noisy points. In this case, the difference in the f1 values was about 4.34% in favor of k-means++.
We then added noisy points to the dataset. In the first case, we added images from different datasets like
EMNIST (images of handwritten letters). In this case, the difference was 2.54% in favor of the regularised
algorithm. In the second case, besides images from different datasets, we also added a few random noisy
points to the MNIST dataset. In this case, the difference increased further to about 6.9% in favor of the
regularised algorithm.
6 Conclusion
We introduced a regularisation paradigm which can transform any center-based clustering objective to one
that is more robust to the addition of noisy points. We proved that regularised objective is NP-Hard for
common cost functions like k-means. We then obtained regularised versions of an existing clustering algorithm
based on convex (sdp) relaxation of the k-means cost. We then proved noise robustness guarentees for the
regularised algorithm. The proof improved existing bounds (in terms of cluster separation) for sdp-based
standard (non-regularised) k-means algorithm. Our experiments showed that regularised sdp-based k-means
performed better than existing algorithms like k-means++ on MNIST especially in the presence of noisy
points.
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A Proof of theorems and lemmas
A.1 Hardness of regularised k-means
Theorem 9. Given a clustering instance X ⊂ Rd, define m(X ) := minx 6=y∈X ‖x−y‖22 and n := |X |. Finding
the optimal solution to the regularised 1-means objective is NP-Hard for m(X )2 < λ <
m(X )
2 +
1
2n2(n−1) .
In particular, the optimization problem is NP-Hard for λ = λ0(X ) := m(X )2 + 14n3 .
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Proof. The proof uses reduction from the clique problem. Given a graph G = (V,E) and an integer q, the
clique problem asks the following: does there exist a clique in G of size at least q?
Given an instance of the clique problem, we construct an instance of regularised 1-means as follows. For
every v ∈ V , construct xv ∈ X . Define the metric as
d2(xi, xj) =
{
1 if (i, j) ∈ E
1 + ∆ if (i, j) 6∈ E (7)
where 0 < n∆ < 1. Now, we will show that G has a clique of size ≥ q ⇐⇒ X has a clustering of cost
≤ c = q−14 + λ(n− q).
=⇒ Assume G has a clique of size at least q. Assign all points in the clique to C1 and the remaining
points to C2. This clustering has cost as desired.
⇐= Let |C1| = n′. Now, there are three possibilities.
Case 1: n′ > q. If all the distances in C1 are 1, then the cost of the clustering is n
′−1
4 + λ(n− n′) ≤ c
as λ > 12 . Thus, the vertices corresponding to the points in C1 form a clique of size n
′ > q. If at least one
distance is 1 + ∆ then the cost of the clustering is
n′ − 1
4
+ λ(n− n′) + ∆
n′
≤ c =⇒ λ ≥ 1
2
+
∆
n′(n′ − q)
This is a contradiction because of the choice of λ.
Case 2: n′ < q. If all the distances in C1 = 1, then the cost of the clustering is n
′−1
2 + λ(n− n′) > c. If
atleast one distance is 1 + ∆ then the cost of the clustering is even greater as λ > 12 .
Case 3: n′ = q. If atleast one distance is 1 + ∆ then the cost of the clustering is q−12 + λ(n− q) + ∆m > c .
Hence, the only possibility remains that |C1| = q and all the distances in C1 = 1. Hence, G has a clique of
size q.
Lemma 10. Let d be as in Eqn. 7. Then d can be embedded into R|X |.
Proof. The proof of embedding is very similar to Thm. 8 in [Das08]. Using Cor. 7 in [Das08], we know that
D can be embedded into R|X | if and only if uTDu ≤ 0 for all uT 1 = 0.
uTDu =
∑
ij
uidijuj =
∑
ij
uiuj
(
1− 1(i = j) + ∆1(i 6∼E j)
)
≤
(∑
i
ui
)2
−
∑
i
u2i + ∆
∑
ij
|ui||uj | ≤ −‖u‖2 + |X |∆‖u‖2 = −(1− |X |∆)‖u‖2,
which completes our proof.
We now use Thm. 9 to show that regularised 1-means is Np-Hard for any λ > m(X )/2.
Theorem 11. Given a clustering instance X ⊂ Rd. Finding the optimal solution to the regularised 1-means
objective is NP-Hard for all λ > m(X )/2.
Proof. Denote d(x, y) to be the l2 distance. Thm. 9 showed that optimizing the problem
min
C⊆X
∑
x∈C
d2(x, c) + λ0(X ) |X \ C| (FRM)
is NP-Hard when λ0(X ) := m(X )2 + 14n3 . Given λ > 0, we want to show that for all λ > m(X )/2, the following
is also NP-Hard to optimize:
min
C⊆X
∑
x∈C
d2(x, c) + λ |X \ C| (GRM)
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Let λ′ =
√
n3(4λ− 2m(X )) > 0, and define a new Euclidean distance d′(x, y) = d(x,y)λ′ . Then
∑
x∈C
d2(x, c) + λ |X \ C| = λ′2
(∑
C
d′2(x, c) +
|X \ C|
λ′2
(m(X )
2
+
λ′2
4n3
))
= λ′2
(∑
C
d′2(x, c) + |X \ C|λ0(X ′)
)
.
Hence, we see that GRM is equivalent to FRM which is NP-Hard.
A.2 The regularised k-means algorithm
A.2.1 Equivalence of regularised k-means with 0, 1-SDP
We follow a similar technique to that of [PW07] to translate equation 3 into a 0-1 SDP. We are given a set X
with n data points. The goal is to partition the set into k clusters with the option of throwing some points
into the garbage k + 1 cluster. Let S be an assignment matrix of size n× k and y be an n× 1 column vector
that assigns points to the “garbage” cluster.
sij =
{
1 iff xi ∈ Cj , j ≤ k
0 otherwise
yi =
{
1 iff xi ∈ Ck+1
0 otherwise
Provided that Ci 6= ∅, we have the following equality by expanding the mean ci = 1|Ci|
∑
x∈Ci x:∑
x∈Ci
‖x− ci‖2 = 1
2|Ci|
∑
x,y∈Ci
‖x− y‖2 (8)
cj =
∑
i sijxi∑
i sij
is the average of points in the jth cluster. Hence,∑
j
∑
i
sij(〈cj , cj〉 − 2〈xi, cj〉) =
∑
j
〈
∑
i
sijcj , cj〉 − 2
∑
j
〈
∑
i
sijxi, cj〉
=
∑
j
〈cj ,
∑
i
sijxi〉 − 2
∑
j
〈
∑
i
sijxi, cj〉 = −
∑
j
〈
∑
i sijxi∑
i sij
,
∑
i
sijxi〉 = −
∑
j
‖∑i sijxi‖2∑
i sij
(9)
Combining equations 8 and 9, we get that
k∑
j=1
∑
x∈Ci
‖x− ci‖2 =
n∑
i=1
‖xi‖2(1− yi)−
k∑
j=1
‖∑i sijxi‖2∑
i sij
=
n∑
i=1
‖xi‖2(1− yi)−
n∑
i=1
n∑
j=1
〈xi, xj〉Zij (10)
where Z = S(STS)−1ST . Observe that if xi 6∈ Ck+1 then Zij = 1|Sc(i)| 〈si, sj〉 where Sc(i) denotes the size
of the ith cluster. If xi ∈ Ck+1 then Zij = 0. Thus,
Zij =

1
|Sc(i)| 〈si, sj〉 if yi = 0
0 otherwise
Observe that Zij = Zji and
Tr(Z) =
∑
i
Zii =
∑
x 6∈Ck+1
1
|Sc(i)| = k.
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Also, we have that and 〈Zi,1〉 =
∑
j Zij . If yi = 0 then
∑
j Zij = 0 else
∑
j Zij =
1
|Sc(i)|
∑
j〈si, sj〉 = 1.
Hence, we get that 〈Zi,1〉 =
∑
j Zij = 1− yi, or equivalently, Z · 1+ y = 1. Also, it is fairly easy to see that
Z2 = Z.
Let D be a matrix such that Dij = d2(xi, xj). Using the above properties of Z, we get that
Tr(DZ) =
∑
ij
〈xi − xj , xi − xj〉zij =
∑
i
‖xi‖2
∑
j
zij +
∑
j
‖xj‖2
∑
i
zij − 2
∑
ij
〈xi, xj〉zij
= 2
(∑
i
‖xi‖2(1− yi)−
∑
ij
〈xi, xj〉zij
)
= 2
k∑
i=1
∑
x∈Ci
‖x− ci‖2 (using Eqn. 10)
Finally, observe that λ|Ck+1| = λ〈1, y〉.
0-1
SDP

minZ,y Tr(DZ) + λ〈1, y〉
s.t. Tr(Z) = k
Z · 1+ y = 1
Z ≥ 0, Z2 = Z,ZT = Z
y ∈ {0, 1}n
relaxed−−−−→ SDP

minZ,y Tr(DZ) + λ〈1, y〉
s.t. Tr(Z) = k(
Z+ZT
2
)
· 1+ y = 1
Z ≥ 0, y ≥ 0, Z  0
(11)
Theorem 12. Finding a solution to the 0-1 SDP (6) is equivalent to finding a solution to the regularised
k-means objective (3).
Proof. We will use the same proof ideas as in the proof of Theorem 2.2 in [PW07]. However, we need to
modify the proof slightly according to our formulation. From the discussion in the previous subsection, we
can see that any solution for (3) implies a solution for the 0-1 SDP (6) with same cost. Now, we will prove
the other direction. Any solution for the 0-1 SDP implies a solution for for (3) with same cost.
Let ei be a vector with all zeros except in the ith index. Observe that uTi Zui ≥ 0. Hence, Zii ≥ 0.
Similarly, (ei − ej)TZ(ei − ej) = Zii − 2Zij + Zjj . Hence, Zij ≤ max(Zii, Zjj). Let Zi∗i∗ = maxi Zii. Hence,
we have that for all i, j, Zij ≤ Zi∗i∗ .
Suppose Zi∗i∗ = 0. Then, Z = 0 and y = 1. This implies that all points are assigned to the k + 1 cluster.
The cost of both the solutions in this case is λ|Ck+1|.
Now, suppose Zi∗i∗ > 0. Let I = {j : Zi∗j > 0}. Since, Z2 = Z, we have that Zi∗i∗ =
∑n
j=1 Z
2
i∗j =∑
j∈I Z
2
i∗j . Hence,
∑
j∈I
Zi∗j
Zi∗i∗
Zi∗,j = 1. Also, we have that
∑
j Zi∗j + yi∗ = 1. If yi∗ = 1, then
∑
j Zi∗j = 0
which contradicts our assumption that Zi∗i∗ > 0. Hence, yi∗ = 0 and we have
∑
j Zi∗j =
∑
j∈I Zi∗j = 1.
Since we have the following constraints,∑
j∈I
Zi∗j = 1 and
∑
j∈I
Zi∗j
Zi∗i∗
Zi∗j = 1
Zi∗j = Zi∗i∗ for all j ∈ I. Hence, we see that the matrix Z and the vector y can be decomposed as
Z =
[
ZII 0
0 Z ′
]
y =
[
0
y′
]
where ZII = 1|I|1|I|1
T
|I|. Now, we can see that Tr(Z
′) = k − 1 and
Z1+ a =
[
1
Z ′1
]
+
[
0
a′
]
=
[
1
1
]
.
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This implies that Z ′ · 1+ y′ = 1. Hence, the optimization problem now reduces to
minZ′,y′ Tr(DZ ′) + λ〈·1, y′〉
subject to Tr(Z ′) = k − 1
Z ′ · 1+ y′ = 1
Repeating this process k times, we get that Z can be decomposed into k non-zero block diagonal matrices
and one zero block diagonal matrix. Hence, using this we construct a solution for the original clustering
problem as follows. For all i, if the row Zi belongs to the jth diagonal block then xi is assigned to Ci. Given
Z and a, the cost of the 0-1 SDP solution is
1
2
Tr(DZ) + λ〈1, y〉 =
k∑
i=1
∑
x,y∈Ci
‖xi − xj‖2
2|Ci| + λ|Ck+1| =
k∑
i=1
∑
x∈Ci
‖x− ci‖2 + λ|Ck+1|
which is the same as the cost of the regularised k-means objective. Hence, from a feasible solution of (3), we
can obtain a feasible solution of the 0-1 SDP of same cost.
A.3 Tightness of the SDP based algorithm
0-1 SDP

minZ Tr(DZ)
subject to Tr(Z) = k
Z · 1 = 1
Z ≥ 0, Z2 = Z,ZT = Z
relaxed−−−−→ SDP

minZ Tr(DZ)
subject to Tr(Z) = k(
Z+ZT
2
)
· 1 = 1
Z ≥ 0, Z  0
(12)
We are given a set X ⊂ Rd. X can be covered by a set of k “well-separated” balls. That is, X := ∪ki=1Bi
where Bi is a ball of radius at most r centered at µi and ‖µi−µj‖ ≥ δr. Define ni := |Bi| and n := mini∈[k] ni
and N =
∑
i ni. D is an N ×N matrix such that Dij = ‖xi − xj‖2.
The goal is to output a clustering C∗ of X such that C∗ = {B1, B2, . . . , Bk}. From the way we constructed
the 0-1 SDP, this corresponds to
Z∗ =
k∑
p=1
1p1p
T
np
(13)
where 1p is an N -dimensional indicator vector for the pth cluster. That is, Z is a block diagonal matrix and
consists of k non-zero diagonal blocks. Observe that Z consists of blocks Z(p,q). Also, Z(p,p) = 1np11
T and for
p 6= q, Z(p,q) = 0. To prove that our SDP (Eqn. 12) finds this solution, we will adopt the following strategy.
We first construct a dual for Eqn. 12. We then show that under certain conditions on δ (well-separateness of
the balls) the following happens. The primal objective value and the dual objective value are the same. Also,
the corresponding Z satisfies Eqn. 13.
Before, we describe the dual, lets introduce a bit of notation. We index every point as (p, i) where p
denotes the ball (or cluster) to which it belongs and i denotes the index within that ball. Observe that the
distance matrix D consists of blocks D(p,q) such that D(p,q)ij = ‖x(p,i) − x(q,j)‖22. Now, to construct the dual,
we introduce variables z, α(p,i), β(p,i)(q,j) and Q for each of the constraints in the primal problem.
SDP Dual

max −zk −∑kp=1∑npi=1 α(p,i)
subject to
Q = D + zI +
∑
p
∑
i α(p,i)A(p,i) −
∑
p,q
∑
i,j β(p,i)(q,j)E(p,i)(q,j)
β ≥ 0
Q  0
(14)
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where, A(p,i) = 12 (ep,i1
T + 1eTp,i) and E(p,i)(q,j) = e(p,i)eT(q,j). 1 is an N -dimensional vector of all ones while
ep,i is the indicator vector with one in position (p, i) and zeros elsewhere. Now, we will examine the conditions
under which the dual objective value matches the primal objective such that all the constraints of the dual
are satisfied.
Complementary slackness
We know that β(p,i)(q,j)Z(p,i)(q,j) = 0. Now, Z(p,q) = 0 and Z(p,p) 6=0. Hence, we get that β(p,p) = 0. Also, if
we have that Q(p,p)1 = 0 then 〈Q,Z〉 = 0. This ensures that the second complementary slackness condition
is also satisfied.
Some properties of the Q matrix
Before we proceed, let’s examine some properties of the dual matrix Q. Observe that for all 1 ≤ p 6= q ≤ k,
Q(p,p) = D(p,p) + zInp +
1
2
np∑
i=1
α(p,i)(ei1
T + 1eTi )
Q(p,q) = D(p,q) +
1
2
np∑
i=1
α(p,i)ei1
T +
1
2
nq∑
i=1
α(q,i)1e
T
i − β(p,q) (15)
Dual matches intended primal solution
Now, using the fact that Q(p,p)1 = 0 implies that
0 = eTr D
(p,p)1+ z +
1
2
∑
α(p,i)(e
T
r ei1
T1+ eTr 1e
T
i 1) = e
T
r D
(p,p)1+ z
+
1
2
∑
α(p,i)(e
T
r einp + 1) = e
T
r D
(p,p)1+ z +
1
2
∑
α(p,i) +
npα(p,r)
2
.
Summing over all r and then substituiting back, we get that for all 1 ≤ p ≤ k and for all i,
α(p,i) =
1TD(p,p)1
n2p
− z
np
− 2e
T
i D
(p,p)1
np
=
∑
i,j〈xpi − xpj , xpi − xpj〉 − 2np
∑
j〈xpi − xpj , xpi − xpj〉
n2p
− z
np
=
−2n2p‖xpi‖2 + 4np〈xpi,
∑
j xpj〉 − 2〈
∑
i xpi,
∑
j xpj〉 − znp
n2p
= −2‖xpi − xp‖2 − z
np
(xp denotes the center of the pth cluster) (16)
Now, we have the value of α for all 1 ≤ p ≤ k and for all i. Computing the objective function, we get that
kz +
∑
p
∑
i
αp,i = kz +
∑
p
1TD(p,p)1
np
−
∑
p
z − 2
∑
p
1TD(p,p)1
np
= −
∑
p
1TD(a,a)1
np
= −〈D,Z〉 = −Tr(DZ)
Hence, we see that for the intended solution, the primal and dual values are the same. Hence, solution is
optimal. Now, the main question is to find Q such that Q is positive semi-definite while simultaneously
ensuring that β ≥ 0.
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Satisfying PSD for Q
We already know that Q(p,p)1 = 0. We will now try to ensure that Q(p,q)1 = 0. As we will see later, this will
help us to prove the positive semi-definiteness property for Q. Now, Q(p,q)1 = 0 implies that for all r, we
have eTr Q(p,q)1 = 0.
0 = eTr Q
(p,q)1 =
∑
s
Q(p,q)rs =
∑
s
D(p,q)rs +
nqα(p,r)
2
+
1
2
nq∑
i=1
α(q,i) −
∑
s
β(p,q)rs
It is always possible to satisfy the above equation by choosing β(p,q)rs as long as it is greater than zero. That
is we need that,
β(p,q)rs :=
∑
sD
(p,q)
rs
nq
+
α(p,r)
2
+
∑nq
i=1 α(q,i)
2nq
≥ 0
⇐⇒
∑
s ‖xpr − xqs‖2
nq
≥
∑
s ‖xqs − xq‖2
nq
+ ‖xpr − xp‖2 + z
2np
+
z
2nq
(17)
Before, we go further lets examine,∑
s
‖xpr − xqs‖2 = nq‖xpr‖2 − 2nq〈xpr, xq〉+
∑
s
‖xqs‖2
= nq‖xpr − xq‖2 +
∑
s
〈xqs, xqs〉 − nq〈xq, xq〉 = nq‖xpr − xq‖2 +
∑
s
‖xqs − xq‖2
Substituting this in Eqn. 17, we get that it is always possible to satisfy Q(p,q)1 = 0 as long as for all r, we
have that
‖xpr − xq‖2 − ‖xpr − xp‖2 ≥ z
2np
+
z
2nq
(18)
Also, note that from β(p,q)rs as defined in Eqn. 17, we get that
Q(p,q)rs = D
(p,q)
r,s +
1
2
αq,s − 1
nq
∑
j
Dpqrj −
1
2
∑
j αqj
nq
and from Eqn. 15 (19)
Q(p,p)rs = D
(p,p)
r,s +
1
2
αp,r +
1
2
αp,s + z1[r=s] (20)
If Eqn.18 holds, then for all 1 ≤ p, q ≤ k, we have that Q(p,q)1 = 0. Let 1p denote the N -dimensional
indicator vector for the pth cluster. Then, we see that for all 1 ≤ p ≤ k, we have that Q1p = 0. Let V be
the subspace spanned by these vectors. That is, V = span{1p}kp=1. Then, for all v ∈ V , vTQy = vT0 = 0.
Hence, we need to only show that for all v⊥V , vTQv ≥ 0. Let v = [v1, . . . , vk]T . Since, v⊥V , we know that
for all p, 〈vp, 1〉 = 0 =
∑
r vpr. Now,
vTQv =
∑
pq
∑
rs
xprQ
(p,q)
rs vqs =
∑
p 6=q
∑
rs
vprQ
(p,q)
rs vqs +
∑
p
∑
rs
vprQ
(p,p)
rs vqs
Now, we analyse the case when p 6= q. Then, we have that∑
rs
vprQ
pq
rsvqs =
∑
rs
vprD
pq
rsvqs +
1
2
∑
rs
αqsvqsvpr − 1
nq
∑
rs
∑
j
vprvqsD
pq
rj −
1
2nq
∑
rs
∑
j
vprvqsαqj
=
∑
rs
vprvqsD
pq
rs +
1
2
∑
s
αqsvqs
∑
r
vpr − 1
nq
∑
r
∑
j
Dpqrj vpr
∑
s
vqs − 1
2nq
∑
s
∑
j
vqsαqj
∑
r
vpr
=
∑
rs
vprvqsD
pq
rs
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Now for the other case, we have that∑
rs
vprQ
pp
rsvps =
∑
rs
vprD
pp
rsvps +
1
2
∑
rs
αprvprvps +
1
2
∑
rs
αpsvprvps +
∑
r
zvprvpr
=
∑
rs
vprD
pp
rsvps +
1
2
∑
r
αprvpr
∑
s
vps +
1
2
∑
s
αpsvps
∑
r
vpr +
∑
r
zvprvpr
=
∑
rs
vprD
pp
rsvps +
∑
r
zvprvpr
Combining the above two equations, we get that
vTQv =
∑
pq
vprD
pqvqs + z
∑
p
∑
r
(vpr)
2 = vTDv + zvT v
Now, let X be the N × d dimensional input matrix. That is, the matrix X contains the N points in d
dimensional euclidean space. Then, D = W +WT − 2XXT where W is a rank one matrix such that its ith
contains ‖xi‖2 in its ith row. That is,W =
∑
i ‖xi‖2ei1T . Now, v⊥V , hence we get that vTDv = −2vTXXT v.
Thus, Q is positive semi-definite as long as we can find z such that
z > 2 max
v⊥V
vTXXT v
vT v
. (21)
Putting it all together
Eqns. 21 and 18, show that as long as
‖xpr − xq‖2 − ‖xpr − xp‖2 > 2
n
(
max
v⊥V
vTXXT v
vT v
)
(22)
then we can find Q and β satisfying the constraints of the dual and there is no primal and dual gap. First
observe that LHS of Eqn. 22 has a minimum of (δ − 1)2 − 1. Now, we need to upper bound the RHS of Eqn.
22. Note that X = X ′ +X where C is a rank k matrix which contains the centers µ1, . . . , µk. Also, for any
v⊥V , we have that vTC = 0. Let σmax denote the maximum eigenvalue of the matrix X. Hence,
2
n
(
max
v⊥V
vTXXT v
vT v
)
=
2
n
(
max
v⊥V
vTX ′X ′T v
vT v
)
≤ 2
n
σmax
(
X ′
)2 (23)
The last inequality follows from the Defn. of σmax. (Eqn. 5.3 in [Ver10]). We are now in a position to state
our result.
Theorem 13. Given a clustering instance X ⊂ RN×d and k. Let X := ∪ki=1Bi where Bi is a finite set of
radius at most r centered at µi. That is, Bi = {x : ‖x − µi‖ ≤ r}. Furthermore, let ‖µi − µj‖ ≥ δr and
n := mini |Bi|. Define B′i := {x− µi : x ∈ Bi}. and X ′ = ∪B′i. If
δ > 1 +
√
1 +
2σ2max(X ′)
n
then the k-means SDP finds the intended cluster solution C∗ = {B1, . . . , Bk}.
Note that Thm. 13 doesn’t make any assumptions on the distribution that generated the points X . In
general, the eigenvalues of the matrix X ′ are bounded by √Nr. Let ρ := Nnk . ρ measures the balance of the
clusters. If all the clusters have the same size then ρ = 1. Using this notation, we get the following corollary
Corollary 14. Given a clustering instance X ⊂ RN×d and k. Let X := ∪ki=1Bi where Bi is a finite set of
radius at most r centered at µi. That is, Bi = {x : ‖x− µi‖ ≤ r}. Furthermore, let ‖µi − µj‖ ≥ δr. If
δ > 1 +
√
1 + 2rρk
then the k-means SDP finds the intended cluster solution C∗ = {B1, . . . , Bk}.
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Cor. 17 holds for any distribution that generated the data X . However, the separation δ depends on the
number of clusters k. Next, we show that if the data is generated by an isotropic distribution P then we can
get rid of the dependence on k and get the positive results as long as δ > 2.
In this setting, as before we are given a set X which can be covered by k “well-separated” balls. That
is, X := ∪ki=1Bi where each Bi is generated as follows. Let P denote the isotropic distribution on the ball
centered at origin of radius atmost r, that is B1(r) ⊂ Rd. Let Bi be a set of ni points drawn according to Pi,
the measure P translated to µi. Also, ‖µi − µj‖ > δr > 2r.
Let Θ = E[‖x′pr‖2]. Using Thm. 20, we can bound the RHS of Eqn. 22 by upper bounding the maximum
eigenvalue of X ′ as
P
[
σmax
(√
d
θ
X ′
)
>
√
N + t
√
d
θ
]
≤ 2d exp(−ct2) (24)
Now, let t
√
d
θ = s
√
N . Then, we get that with probability atleast 1− 2d exp(− cθNs2d ) we have that
2
n
σmax(X
′)2 ≤ 2(1 + s)2Nθ
nd
≤ 2ρθ(1 + s)2 1
d
So we see that as long (δ − 1)2 − 1 > 2kρθ(1 + s)2 1d , the primal and dual objective value are the same
with high probability. In other words δ > 1 +
√
1 + 2ρθ(1 + s)2 kd implies the desired conditions. Now, we are
finally ready to state our result.
Theorem 15. Let P denote the isotropic distribution on the ball centered at origin of radius r, that is on,
B1(r) in Rd. Given centers µ1, . . . , µk such that ‖µi − µj‖ > δr > 2r. Let Pi be the measure P translated
with respect to the center µi. Given a clustering instance I := ∪ki=1Bi where each Bi is drawn i.i.d w.r.t Pi.
If the distance between the centers of any two balls
δ > 1 +
√
1 +
2θρk
d
(
1 +
1
logN
)2
where ρ = Nnk and n := mini∈[k] |Bi| and θ = E[‖xpi − µp‖] < 1, then there exists a constant c > 0
such that with probability at least 1− 2d exp( −cNθ
d log2N
) the k-means SDP finds the intended cluster solution
C∗ = {B1, . . . , Bk}.
A.4 Tightness of the regularised SDP based algorithm
0-1 SDP

minZ,y Tr(DZ) + λ〈1, y〉
subject to Tr(Z) = k
Z · 1+ y = 1
Z ≥ 0, Z2 = Z,ZT = Z
y ∈ {0, 1}n
relaxed−−−−→ SDP

minZ Tr(DZ) + λ〈1, y〉
subject to Tr(Z) = k(
Z+ZT
2
)
· 1+ y = 1
Z ≥ 0, y ≥ 0, Z  0
(25)
We are given a set X ⊂ Rd. X = I ∪ N is such that I can be covered by a set of k “well-separated”
balls. That is, I := ∪ki=1Bi where Bi is a ball of radius at most r centered at µi and ‖µi − µj‖22 ≥ δr. Define
ni := |Bi| and n := mini∈[k] ni and m := |N | = nk+1 and N =
∑
i ni +m. D is an N ×N matrix such that
Dij = ‖xi − xj‖2.
Note that the clustering algorithm gets X as input and does not know about the sets Bi’s or I or N . The
goal is to output a clustering C∗ of X such that C∗ = {B1, B2, . . . , Bk,N}. From the way we constructed the
0-1 SDP, this corresponds to
Z∗ =
k∑
p=1
1p1
T
p
np
and y∗ = 1k+1 (26)
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where 1p is an N -dimensional indicator vector for the pth cluster. That is, Z is a block diagonal matrix and
consists of k non-zero diagonal blocks. Observe that Z consists of blocks Z(p,q). Also, for 1 ≤ p ≤ k, we have
that Z(p,p) = 1np11
T and for all p 6= q, Z(p,q) = 0. Also, Z(k+1,k+1) = 0. To prove that the regularised SDP
(Eqn. 25) finds the desired solution, we will adopt the following strategy. We first construct a dual for Eqn.
25. We then show that under certain conditions on δ (well-separateness of the balls) and m (the number of
noisy points) the following happens. The primal objective value and the dual objective value are the same.
Also, the corresponding Z satisfies Eqn. 38.
Before, we describe the dual, lets introduce a bit of notation. We index every point as (p, i) where p
denotes the ball (or cluster) to which it belongs and i denotes the index within that ball. Observe that the
distance matrix D consists of blocks D(p,q) such that D(p,q)ij = ‖x(p,i) − x(q,j)‖22. Now, to construct the dual,
we introduce variables z, α(p,i), β(p,i)(q,j), γ(p,i) and Q for each of the constraints in the primal problem.
SDP Dual

max −zk −∑(p,i) α(p,i)
subject to Q = D + zI +
∑
p
∑
i α(p,i)A(p,i) −
∑
p,q
∑
i,j β(p,i)(q,j)E(p,i)(q,j)∑
(p,i)(γ(p,i) − α(q,i))e(p,i) = λ1
β ≥ 0, γ ≥ 0
Q  0
(27)
where, A(p,i) = 12 (ep,i1
T + 1eTp,i) and E(p,i)(q,j) = e(p,i)eT(q,j). 1 is an N -dimensional vector of all ones while
e(p,i) is the indicator vector with one in position (p, i) and zeros elsewhere. Now, we will examine the
conditions under which the dual objective value matches the primal objective such that all the constraints of
the dual are satisfied.
Complementary slackness
We know that β(p,i)(q,j)Z(p,i)(q,j) = 0. Now, for all 1 ≤ p ≤ k, Z(p,p)6=0 and for all the other pairs (p, q) we
have that Z(p,q) = 0. Hence, we get that for all 1 ≤ p ≤ k, β(p,p) = 0. Also, we know that γ(p,i)y(p,i) = 0.
Now, y(k+1,i) 6= 0, hence γ(k+1,i) = 0. Also, if we have that for all 1 ≤ k ≤ p, Q(p,p)1 = 0 then 〈Q,Z〉 = 0.
This ensures that the second complementary slackness condition is also satisfied.
Some properties of the Q matrix
Before we proceed, let’s examine some properties of the dual matrix Q. Observe that for all 1 ≤ p 6= q ≤ k,
Q(p,q) =

D(p,p) + zI+ 12
∑np
i=1 α(p,i)(ei1
T + 1eTi ) if 1 ≤ p = q ≤ k
D(k+1,k+1) + zI− λ11T − β(p,q) if p = q = k + 1
D(p,q) + 12
∑np
i=1 α(p,i)ei1
T + 12
∑nq
i=1 α(q,i)1e
T
i − β(p,q) otherwise
(28)
Dual matches intended primal solution
Now, using the fact that for all 1 ≤ p ≤ k, Q(p,p)1 = 0 implies that
0 = eTr D
(p,p)1+ z +
1
2
∑
α(p,i)(e
T
r ei1
T1+ eTr 1e
T
i 1)
= eTr D
(p,p)1+ z +
1
2
∑
α(p,i)(e
T
r einp + 1) = e
T
r D
(p,p)1+ z +
1
2
∑
α(p,i) +
npα(p,r)
2
.
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Summing over all r and then substituiting back, we get that for all 1 ≤ p ≤ k and for all i,
α(p,i) =
1TD(p,p)1
n2p
− z
np
− 2e
T
i D
(p,p)1
np
=
−2n2p‖xpi‖2 + 4np〈xpi,
∑
j xpj〉 − 2〈
∑
i xpi,
∑
j xpj〉 − znp
n2p
= −2‖xpi − xp‖2 − z
np
Again, using complementary slackness, we know that γ(k+1) = 0. This implies that α(k+1,i) = −λ. Combining
these, we get that
α(p,i) = −2‖xpi − xp‖2 − z
np
α(k+1,i) = −λ (29)
Now, we have the value of α for all 1 ≤ p ≤ k and for all i. Computing the objective function, we get that
kz +
∑
p
∑
i
αp,i = kz +
∑
p
1TD(p,p)1
np
−
∑
p
z − 2
∑
p
1TD(p,p)1
np
− λm
= −
∑
p
1TD(a,a)1
np
− λ〈1, y〉 = −〈D,Z〉 − λ〈1, y〉 = −Tr(DZ)− λ〈1, y〉
Satisfying the λ constraint of dual
This constraint implies for all 1 ≤ p ≤ k, γ(p,r) = α(p,r) + λ. This will be satisfied as long as for all p and for
all r, λ ≥ −α(p,r). Choosing λ as below ensures that the constraint is satisfied for all p and all r.
λ ≥ z
n
+ 2‖xp,r − xp‖2 (30)
where xp denotes the center of the pth cluster and xp.r denotes the rth point in the pth cluster. Hence, we see
that for the intended solution, the primal and dual values are the same. Hence, solution is optimal. Now, the
main question is to find Q such that Q is positive semi-definite while simultaneously ensuring that β, γ ≥ 0.
Satisfying PSD for Q
Decompose Q as follows.
Q =
[
Q′ B1
B2 Q
(k+1,k+1)
]
If B1 = B2 = 0 and Q′  0 and Q(k+1,k+1)  0 then we know that Q  0. Let X1 = {C1, . . . , Ck} be the set
of all points which were assigned to the 1 ≤ p ≤ k clusters. From the proof of the noiseless case, we know
that if
‖xpr − xq‖2 − ‖xpr − xp‖2 ≥ z
n
≥ 2
n
(
max
v⊥V
vTX1X
T
1 v
vT v
)
(31)
where V = span{1p}kp=1 is the subspace spanned by 1p (the indicator vector for the pth cluster) then Q′ is
positive semi-definite. We know that the RHS is upper bounded by the square of maximum eigenvalue of X1,
which gives the following
‖xpr − xq‖2 − ‖xpr − xp‖2 ≥ z
n
≥ 2
n
σ2max(X
′
1) (32)
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Hence, if either Eqn. 31 or Eqn. 32 can be satisfied then we Q′ is positive semi-definite. Here, the matrix X ′1
is such that X1 = X ′1 + C where C is a rank k matrix which contains the centers µ1, . . . µk. Next, to ensure
that B1 = 0, we need that for all 1 ≤ p ≤ k,Q(p,k+1) = 0. Using Eqn. 28,
0 = Q(p,k+1)rs = D
(p,k+1)
rs +
1
2
∑
i
α(p,i)e
T
r ei1
T es − λ
2
eTr 11
T es − β(p,k+1)rs
= D(p,k+1)rs − ‖xpr − xp‖2 −
z
2np
− λ
2
− β(p,k+1)rs . We need to choose β(p,k+1)rs ≥ 0. Hence,
=⇒ ‖xk+1,s − xpr‖2 ≥ λ
2
+
z
2np
+ ‖xpr − xp‖2
Thus, we see that if
‖xk+1,s − xpr‖2 ≥ λ
2
+
z
2n
+ ‖xpr − xp‖2 (33)
then for all 1 ≤ p ≤ k, we have that Q(p,k+1) = 0. In other words, we have that B1 = 0. Next, to ensure that
B2 = 0, we need that for all 1 ≤ q ≤ k,Q(k+1,q) = 0. Using Eqn. 28,
0 = Q(k+1,q)rs = D
(k+1,q)
rs +
1
2
∑
i
α(q,i)e
T
r ei1
T es − λ
2
eTr 11
T es − β(k+1,q)rs
Using the same analysis as before, we see that if ‖xk+1,r − xqs‖2 ≥ λ2 + z2n + ‖xqs − xq‖2 then for all
1 ≤ q ≤ k, we have that Q(p,k+1) = 0. Observe that this is the same condition as Eqn. 33. Thus, this ensures
that B2 = 0. Next, we need to show positive semi-definiteness of the matrix Q(k+1,k+1). Again, using Eqn.
28, we get that for any vector v ∈ Rm
vTQ(k+1,k+1)v = vTD(k+1,k+1)v − vTβ(k+1,k+1)v + zvT v − λ(vT1)2
To show that Q(k+1,k+1) is positive semi-definite, we need to ensure that the above is ≥ 0 for all v. If we
choose β(k+1,k+1) = D(k+1,k+1) and
z
m
> λ (34)
then, we have that vTQ(k+1,k+1)v = z
∑
i
v2i − λ(
∑
i
vi)
2 ≥ (z − λm)
∑
i
v2i ≥ 0
Putting it all together
We are given X := I ∪N . Let I = ∪Bi where each Bi is ball of radius atmost one and centered at µi where µi
is the average of points in Bi. Also, d(µi, µj) ≥ δ. Decompose N = N1 ∪N2 into two sets. Let N2 = {n ∈ N :
for all b ∈ I, d(n, b) ≥ ν} and N1 = N \N2. Let N1 be such that for all n ∈ N1, |d2(n, µi)− d2(n, µj)| ≥ α.
We will show that the regularised SDP outputs the clustering C = {C1, . . . , Ck, N2}, where each Bi ⊆ Ci.
Hence, the clusters contain all the points from the balls Bi plus (maybe) points from the set N1.
Consider the pth cluster Cp. We know that Cp = Bp∪Mp whereMp ⊆ N1. Now, xp =
∑
x∈Bp x+
∑
n∈Mp n
|Bp|+|Mp| =
µp|Bp|+|Mp|avg(Mp)
|Bp|+|Mp| . Thus, we get that d(xp, µp) =
|Mp|
|Bp|+|Np|d(µp, avg(Mp)) ≤
|N1|
n (ν+ 1) =: a. Thus, we have
that for all xpr ∈ Bp
‖xpr − xq‖2 − ‖xpr − xp‖2 ≥ (‖xpr − µq‖ − ‖xq − µq‖)2 − (‖xpr − µp‖+ ‖xp − µp‖)2
= ‖xpr − µq‖2 − ‖xpr − µp‖2 + ‖xq − µq‖2 − ‖xp − µp‖2 − 2‖xpr − µp‖‖xp − µp‖
− 2‖xpr − µq‖‖xq − µq‖ ≥ (δ − 1)2 − 1− a2 − 4a
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and for xpr ∈Mp
‖xpr − xq‖2 − ‖xpr − xp‖2 ≥ α− a2 − 4a
Choosing zn = (δ − 1)2 − 1− a2 − 4a > 2nσ2max(X ′1) and α− a2 − 4a > 2nσ2max(X ′1) ensures that Eqn. 32 is
satisfied. Next, we see that if λ is such that
2‖xk+1,r − xqs‖2 − (δ − 1)2 − 1 ≥ λ ≥ (δ − 1)2 + 1 (35)
then Eqns. 30 and Eqns. 33 can be satisfied. Hence, if ν ≥√1 + (δ − 1)2 then the above condition can be
satisfied. Finally, combining Eqns. 32 and 35, we see that if
|N2| ≤ n (δ − 1)
2 − 1− a2 − 4a
λ
then Eqn. 34 can also be satisfied.
Theorem 16. Given a clustering instance X ⊂ Rl and k. Let X := I ∪ N . Let I := ∪ki=1Bi where Bi is a
ball of radius at most 1 centered at µi and d(µi, µj) ≥ δ. Define B′i := {x− µi : x ∈ Bi}. Let N = N1 ∪N2
have the following properties. For all n ∈ N1 and for all i, j, we have that |d(n, µi) − d(n, µj)| ≥ α. For
all n ∈ N2 and for all x ∈ I, d(n, x) ≥ ν ≥
√
1 + (δ − 1)2. Note that N1 ∩ N2 = φ. Let n = mini |Bi| and
a = |N1|(ν+1)n . If
• δ > 1 +
√
1 + a2 + 4a+
2σ2max(X
′
1)
n where X
′
1 = ∪B′i ∪N1.
• α >
√
a2 + 4a+
2σ2max(X
′
1)
n
• |N2|n ≤ (δ−1)
2−1−a2−4a
λ
then the regularised k-means SDP finds the intended cluster solution C∗ = {C1, . . . , Ck,N2} where Bi ⊆ Ci
when given X and 2ν2 − (δ − 1)2 − 1 ≥ λ ≥ (δ − 1)2 + 1 as input.
In general, the eigenvalues of the matrix X ′1 are bounded by
√|I|+ |N1|(ν + 1). Let ρ := |I|nk . ρ measures
the balance of the clusters. If all the clusters have the same size then ρ = 1. Hence, 2nσ
2
max(X
′
1) ≤ 2ρk + a.
Assuming that |N1|n ≤  and choosing ν = 2δ − 1, we get the following corollary.
Corollary 17. Given a clustering instance X ⊂ Rl and k. Let X := I ∪ N . Let I := ∪ki=1Bi where Bi is a
ball of radius at most 1 centered at µi and d(µi, µj) ≥ δ. Define B′i := {x− µi : x ∈ Bi}. Let N = N1 ∪N2
have the following properties. For all n ∈ N1 and for all i, j, we have that |d(n, µi)− d(n, µj)| ≥ α. For all
n ∈ N2 and for all x ∈ I, d(n, x) ≥ 2δ. Note that N1 ∩N2 = φ. Let n = mini |Bi| and  = |N1|n . If
• δ > 1+51−42 +
√(
1+5
1−42
)2
+ 2ρk1−42 where X
′
1 = ∪B′i ∪N1.
• α ≥
√
10δ+ 4δ22 + 2ρk
• |N2|n ≤ δ
2(1−42)−2δ(1+4)
λ
then the regularised k-means SDP finds the intended cluster solution C∗ = {C1, . . . , Ck,N2} where Bi ⊆ Ci
when given X and δ2 + 2δ ≥ λ ≥ (δ − 1)2 + 1 as input.
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Cor. 17 holds for any distribution that generated the data X . However, the separation δ depends on the
number of clusters k. Next, we show that if the data is generated by an isotropic distribution P then we can
get rid of the dependence on k and get the positive results as long as δ > 2.
In this setting, as before the set I which can be covered by k “well-separated” balls. That is, I := ∪ki=1Bi
where each Bi is generated as follows. Let P denote the isotropic distribution on the ball centered at origin
of radius atmost 1, that is B1(1) ⊂ Rl. Let Bi be a set of ni points drawn according to Pi, the measure P
translated to µi. Also, ‖µi − µj‖ > δ. We need to ensure that for X as generated above, Eqn. 31 can be
satisfied.
We will now upper bound the we can bound the RHS of Eqn. 31. Decompose X1 := A′1 + C +N ′1. Now,
A′1 contains points from the balls B′1, . . . , B′k. C contains the centers µ1, . . . , µk and N
′
1 contains the points
from the set |N1| but shifted by µp. Now,
2
n
(
max
v⊥V
vTX1X
T
1 v
vT v
)
=
2
n
(
max
v⊥V
vTA′1A
T
1 v
vT v
)
+
2
n
(
max
v⊥V
vTN1N
T
1 v
vT v
)
≤ σ2max(A′1) + σ2max(N ′1)
Now, it’s easy to see that σ2max(N ′1) ≤ |N1|(ν + 1). Let θ = E[‖a′pr‖2]. Using Thm. 20, we will upper bound
the maximum eigenvalue of A′1 as
P
[
σmax
(√
d
θ
A′
)
>
√
|I|+ t
√
d
θ
]
≤ 2d exp(−ct2) (36)
Now, let t
√
d
θ = s
√|I|. Then, we get that with probability atleast 1− 2d exp(− cθ|I|s2d ) we have that
2
n
σ2max(A
′
1) ≤ 2(1 + s)2
|I|θ
nd
≤ 2kρθ(1 + s)2 1
d
Thus, (δ− 1)2− 1− a2− 4a > a+ 2ρkθ(1 + s)2 1d implies the desired conditions. Now, we are finally ready
to state our result.
Theorem 18. Given a clustering instance X ⊂ Rl and k. Let X := I ∪ N . Let I := ∪ki=1Bi where Bi is a
ball of radius at most 1 centered at µi and d(µi, µj) ≥ δ. Define B′i := {x− µi : x ∈ Bi}. Let N = N1 ∪N2
have the following properties. For all n ∈ N1 and for all i, j, we have that |d(n, µi)− d(n, µj)| ≥ α. For all
n ∈ N2 and for all x ∈ I, d(n, x) ≥ 2δ. Note that N1 ∩N2 = φ. Let n = mini |Bi| ≥ c1 log(k/δ)γ2 and  = |N1|n .
If
• δ > 1+51−42 +
√(
1+5
1−42
)2
+ 2ρkθ(1+1/ log(|I|))
2
d(1−42)
• α ≥
√
10δ+ 4δ22 + 2ρkθ(1+1/ log |I|)
2
d(1−42)
• |N2|n ≤ δ
2(1−42)−2δ(1+4)
λ
then there exists a constant c2 > 0 such that with probability at least 1− δ − 2d exp( −c2|I|θd log2 |I| ) the regularised
k-means SDP finds the intended cluster solution C∗ = {C1, . . . , Ck,N2} where Bi ⊆ Ci when given X and
δ2 + 2δ ≥ λ ≥ (δ − 1)2 + 1 as input.
A.5 Tightness of the regularised LP based algorithm
IP

minZ,y
∑
pq d
2(p, q)zpq + λ
∑
p yp
s.t.
∑
p zpp = k∑
q zpq + yp = 1
zpq = zqp
zpq ∈ {0, zpp}, y ∈ {0, 1}n
relaxed−−−−→ LP

minZ,y
∑
pq d
2(p, q)zpq + λ
∑
p yp
s.t.
∑
q zpq + yp = 1
zpq ≤ zpp∑
p zpp = k
zpq ≥ 0, yp ≥ 0
(37)
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We are given a set X ⊂ Rd. X = I ∪ N is such that I can be covered by a set of k “well-separated”
balls. That is, I := ∪ki=1Bi where Bi is a ball of radius at most r centered at µi and ‖µi − µj‖22 ≥ δr. Let
P denote the isotropic distribution in the unit ball centered at origin B1(r) in Rd. The ball Bi is drawn
from the isotropic distribution Pi, that is, the measure P translated with respect to the center µi. Define
ni := |Bi| and n := mini∈[k] ni and m := |N | = nk+1 and N =
∑
i ni +m. D is an N ×N matrix such that
Dij = ‖xi − xj‖2.
Note that the clustering algorithm gets X as input and does not know about the sets Bi’s or I or N . The
goal is to output a clustering C∗ of X such that C∗ = {B1, B2, . . . , Bk,N}. From the way we constructed the
Integer program, this corresponds to
Z∗ =
k∑
p=1
1p1
T
p
np
and y∗ = 1k+1 (38)
where 1p is an N -dimensional indicator vector for the pth cluster. That is, Z is a block diagonal matrix and
consists of k non-zero diagonal blocks. Observe that Z consists of blocks Z(p,q). Also, for 1 ≤ p ≤ k, we have
that Z(p,p) = 1np11
T and for all p 6= q, Z(p,q) = 0. Also, Z(k+1,k+1) = 0. To prove that the regularised LP
(Eqn. 37) finds the desired solution, we will adopt the following strategy. We first construct a dual for Eqn.
37. We then show that under certain conditions on δ (well-separateness of the balls) and m (the number of
noisy points) the following happens. The primal objective value and the dual objective value are the same.
Also, the corresponding Z and y satisfy Eqn. 38.
Now to construct the dual, we introduce variables αp, βpq, γ, µpq and ηp for each of the constraints in the
primal problem.
LP Dual

max
∑
p αp − γk
subject to αp + µpq = βpq + d2(p, q)
γ =
∑
q βpq
λ = αp + ηp
µpq ≥ 0, ηp ≥ 0
(39)
Now, we will examine the conditions under which the dual objective value matches the primal objective such
that all the constraints of the dual are satisfied. Before we go into more details, lets introduce the following
notation. We will refer to points using symbols a, a′, b, b′, c and c′. a, b denotes two points in different
clusters. a, a′ and b, b′ will refer to a pair of points in the same cluster. c and c′ refers to the points in the
noisy cluster k + 1.
Complementary slackness
• µpqzpq = 0. We get that
µaa′ = µbb′ = 0 (40)
• ηpyp = 0. We get that
ηc = 0 (41)
• βpq(zpq − zpp) = 0. We get that
βab = βac = βba = βbc = 0 (42)
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Dual matches intended primal solution
Let a ∈ Ci where 1 ≤ i ≤ k. Hence, we get that∑
a′∈Ci
αa +
∑
a′∈Ci
µaa′ =
∑
a′∈Ci
βaa′ +
∑
a′∈Ci
d2(a, a′)
=⇒ αa = γ
ni
+
∑
a′∈Ci d
2(a, a′)
ni
(43)
For c ∈ Ck+1, we have that
αc + ηc = λ =⇒ αc = λ.
Using these two equations, we get that∑
p
αp − kγ =
k∑
i=1
∑
a∈Ci
αi +
∑
c∈Ck+1
αc − kγ =
k∑
i=1
∑
a∈Ci
γ
ni
+
∑
a′∈Ci d
2(a, a′)
ni
+ λ〈1, y〉 − kγ
=
k∑
i=1
γ +
k∑
i=1
1
ni
∑
a,a′∈Ci
d2(a, a′) + λ〈1, y〉 − kγ =
∑
pq
d2(p, q)z∗pq + λ
∑
p
y∗p
Satisfying the λ constraint of dual
We have already seen that αc should be equal to λ. Hence, if λ ≥ αa for all a ∈ C1, . . . , Ck then this constraint
can be satisfied. Thus, we get that if
αa ≤ λ and αc = λ (44)
then the λ constraint of the dual can be satisfied.
Satisfying the αp constraint
Again observe that for a ∈ Ci and b ∈ Cj 6= Ci and c ∈ Ck+1
αa + µab = d
2(a, b) =⇒ αa ≤ d2(a, b)
αa + µac = d
2(a, c) =⇒ αa ≤ d2(a, c) (45)
To satisfy the constraint for αc, we need that
αc + µcq = βcq + d
2(c, q) =⇒ αc|X|+
∑
q
µcq = γ +
∑
q
d2(c, q)
This can be satisfied as long as
λ|X| ≤ γ +
∑
q
d2(c, q) (46)
Putting it all together
From Eqns. 45, 44, 43 and 46, we see that the following constraints need to be satisfied. Let a, a′ ∈ Ca,
b 6∈ Ca ∪ Ck+1 and c ∈ Ck+1.
d2(a, a′) ≤ γ
ni
+
∑
a1∈Ci d
2(a, a1)
ni
≤ d2(a, b) (47)
d2(a, a′) ≤ γ
ni
+
∑
a1∈Ci d
2(a, a1)
ni
≤ d2(a, c) (48)
γ
ni
+
∑
a1∈Ci d
2(a, a1)
ni
≤ λ ≤ γ|X| +
∑
q
d2(c, q)
|X| (49)
25
Following the exact same analysis as in [ABC+15], we know that Eqn. 47 can be satisfied with high
probability (as the points in the balls Bi are generated by an isotropic distribution). Let ν denote the
minimum distance between any point in Ck+1 to any other point in C1, . . . , Ck. Choosing ν ≥ (δ− 2) ensures
that Eqn. 48 is satisfied. Furthermore, if the number of noisy points m ≤ N(1− 4ν2 ) then Eqn. 49 can be
satisfied.
Theorem 19. Given a clustering instance X ⊂ Rd and k. Let X := I ∪ N . Let I := ∪ki=1Bi where Bi is a
ball of radius at most r centered at µi and ‖µi − µj‖ ≥ δr. Let P denote the isotropic distribution on the ball
centered at origin of radius r, that is on, B1(r) in Rd. The ball Bi is drawn from the isotropic distribution
Pi, that is, the measure P translated with respect to the center µi. Let N have the following property. Each
pn ∈ N is such that minpi∈I ‖pn − pi‖ ≥ νr. Let |N | =: m. If
• δ > 4 and ν > δ − 2
• m ≤ |I|
(
ν2
(δ−2)2 − 1
)
then the regularised k-means LP finds the intended cluster solution C∗ = {B1, . . . , Bk,N} when given X and
(δ − 2)2r2 ≤ λ ≤ ν2(1− mN ) as input.
B Technical lemma
Theorem 20 (Thm. 5.41 in [Ver10]). Let A be an N × d matrix whose rows Ai are independent isotropic
random vectors in Rd. Let m be a number such that ‖Ai‖ ≤
√
m almost surely for all i. Then for every t,
one has √
N − t√m ≤ σmin(A) ≤ σmax(A) ≤
√
N + t
√
m
with probability atleast 1 − 2d exp(−ct2), where c is an absolute constant. σmin and σmax are the spectral
norms or the minimum and maximum eigenvalues respectively of the matrix A.
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Figure 2: Heatmap showing the probability of success of the k-means regularised sdp algorithm. Lighter color
indicates probability closer to one while darker indicates probability closer to zero.
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Figure 3: Heatmap showing the probability of success of the k-means regularised sdp algorithm. Lighter color
indicates probability closer to one while darker indicates probability closer to zero.m denotes the number of
noisy points while n denotes the number of points in the smallest cluster.
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Figure 4: Heatmap showing the probability of success of the k-means regularised sdp algorithm. Lighter color
indicates probability closer to one while darker indicates probability closer to zero. m denotes the number of
noisy points while n denotes the number of points in the smallest cluster.
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