Since the enlightening proofs of quantum contextuality first established by Kochen and Specker, and also by Bell, various simplified proofs have been constructed to exclude the non-contextual hidden variable theory of our nature at the microscopic scale. The conflict between the non-contextual hidden variable theory and quantum mechanics is commonly revealed by Kochen-Specker (KS) sets of yes-no tests, represented by projectors (or rays), via either logical contradictions or noncontextuality inequalities in a state-(in)dependent manner. Here we first propose a systematic and programmable construction of a state-independent proof from a given set of nonspecific rays in C 3 according to their Gram matrix. This approach brings us a greater convenience in the experimental arrangements. Besides, our proofs in C 3 can also be generalized to any higher dimensional systems by a recursive method.
Determinism had once been considered as an axiom by mainstream physicists for hundred of years before the early 20-th century. After that, difficulties arose when people tried to build a consistent theory (quantum theory) to interpret the seemingly random outcomes of measurements performed on a microscopic system. To overcome the difficulties, one approach by considering the randomness as an underlying feature, namely, by retaining the notion of indeterminism, is known as Copenhagen interpretation of quantum mechanics, and another route, by trying to introduce an extra set of variables to make the theory deterministic, is known as a hidden variable theory [1, 2] , e.g. Bohmian Mechanics.
However, people found that some hidden variable theories with seemingly sound constraints cannot reproduce all the predictions of quantum mechanics. For example, a local hidden variable theory claiming that the predetermined value of measuring an observable by an observer is independent of the measurement arrangement for another spacelike separated observable, tries to extend the "seemingly" probabilistic features of quantum mechanics to a deterministic interpretation framework by introducing some underlying inaccessible variables (hidden variables) consistent with local realism. Moreover, by extending space-like separated observables to compatible (commutative) ones, local hidden variable theories can be generalized to non-contextual hidden variable theories (NCHVT) [3] [4] [5] which claim that the value from a measurement of an observable predetermined by some hidden variables is immune to the choice of any compatible observable that it might be measured alongside. Namely, this value is independent of contexts, or in other words, non-contextual, where a context is a set of mutually compatible observables. The process of excluding NCHVT from quantum mechanics, or proving NCHVT cannot reproduce all the quantum mechanical predictions, is usually referred to as a proof for the Kochen-Specker (KS) theorem [4] .
So far, various illuminating proofs for KS theorem have been proposed, some of which even have been carried out by experiment in various physical systems [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . To be specific, there are conventional KS proofs from sets of rays(rank-one projectors) by yes-no tests such as state-independent proofs from the 117-ray model to the 13-ray model [4, [18] [19] [20] [21] and state-dependent proofs from the family of (2n + 1)-ray models [22, 23] and Clifton's 8-ray model [24] , KS inequalities [22, [25] [26] [27] [28] [29] , Peres-Mermin squares-like proofs [5, 30- [35] found the necessary and sufficient condition to test whether a given set of rank-one projectors is a stateindependent contextual(SIC) set, i.e., can form a proof for the KS theorem in a state-independent manner.
A natural question arises: how can we choose the relevant projectors to form such a SIC set? More specifically, given several generally chosen rank-one projectors (with a pre-constraint but easy to be satisfied), how to economically add some auxiliary projectors to form a SIC set? Clearly, many well-known state-independent proofs for the KS theorem were special solutions to this question. After all, analytic construction for a proof usually requires some special symmetries of the set. Another way was by brute force search with the aid of a computer[32, 35-37], but it was rather inefficient. So far, a method to construct a SIC set, which is expected to be analytic, systematic, and easy to handle, has not yet been developed.
In this paper, based on a general constraint between any pair of nonparallel rays in C 3 , which can be revealed by adding some auxiliary complete orthonormal bases to form a generalized Clifton's model(see FIG.1 ), an analytic method to construct a SIC proof for the KS theorem can be developed. By considering its universality, the proofs for the KS theorem can be adjusted flexibly according to the related experimental arrangements. Moreover, we can recursively construct new proofs in C . . . (D > 3) from our proofs in C 3 . For convenience, we will use the notation of a ray (normalized unless emphasized) to represent two different but one-to-one corresponding things: a complex vector in the projective Hilbert space, and a normalized rank-1 projectors on the ray. That is, a projector is in the form of P = |ψ ψ|, where the ray |ψ = α|0 + β|1 + γ|2 , which can also be denoted by r = (α, β, γ), with α, β, γ ∈ C. Then the normalization, i.e., ψ|ψ = 1, indicates that r * r = 1. By contrast, the orthogonality, namely, ψ 1 |ψ 2 = 0, implies that r * 1 r 2 = r * 2 r 1 = 0, and vice versa. Notice that unlike common proofs for KS theorem from the real projective Hilbert spaces, here our proofs are extended to complex ones.
The KS value assignment rules guide our search for sets of rays that reveal quantum contextuality. These rules are as follows: (I) two mutually orthogonal rays cannot be assigned to value 1 simultaneously, and (II) for the rays forming a complete orthonormal basis, one and only one of them must be assigned to value 1.
First, we extend the Clifton's 8-ray state-dependent proof [24] for KS theorem to a complex Hilbert space. The orthogonality relationship of the 8 rays is shown in FIG.1 as a subgraph consisting of 8 vertices connecting with blue or black edges. The modulus for the inner product of two rays u 1 and v 1 , denoted by |u *
Considering the KS value assignments to u 1 and v 1 , assigning value 1 to them together will lead to a contradiction that two orthogonal rays u 0 and v 0 must be assigned to value 1 simultaneously.
Likewise, analogous value assignment contradictions can be generalized to the other labeled rays in FIG.1 , e.g., assigning value 1 to the rays u 2 and v 2 simultaneously will give rise to a contradiction that the rays u 1 and v 1 should be assigned to value 1. Then we have the following lemma.
Lemma -Two rays |ψ and |φ with their inner product satisfying
where n is an non-negative integer, cannot be assigned to value 1 simultaneously according to KS value assignment rules after introducing 2n suitable complete orthonormal bases.
The case for n = 0 is trivial. The proof for other cases presented in Supplementary Material(SM) is constructive, i.e., 2n complete orthonormal bases can be found explicitly. Their orthogonality graph is shown in FIG.1 . From this orthogonality graph, if we denote by P ψ = |ψ ψ| = u n and P φ = |φ φ| = v n , then the following state-dependent non-contextual inequality can be derived:
with maximal quantum violation 2n + 1 + | ψ|φ | (see SM), where
Here in the expansion of C(ψ, φ), V and E denote the vertex set and the edge set for the orthogonality graph respectively, and P i stands for the i-th ray. We call the constraint of the value assignments to the rays |ψ and |φ in the Lemma the n-th order KS value assignment constraint. Two remarks are in order. First, our recursive method to derive the KS value assignment constraints is considerably cost-effective, i.e., at the price of only several extra complete orthonormal bases. Second, it is clear that the lower order KS value assignment constraint can be covered by a higher order constraint but is more more economical (with less auxiliary complete orthonormal bases to reveal that) within the same range of the inner product for two rays.
To a set of rays {|ψ j } j∈I we associate with an integer M , given integer n. Let G be a graph with its adjacency matrix Γ defined by Γ ij = 1 if | ψ i |ψ j | > δ n (i = j, i, j ∈ I) and Γ ij = 0 otherwise, i.e., this graph only depends on the Gram matrix of the set of rays {|ψ j } j∈I . Then we denote by M the vertex number of the largest clique C max , i.e., M = |C max |, where a clique C of the graph G is defined by C ⊆ I such that Γ kl = 1 for all k, l ∈ C (k = l). Moreover we denote the minimal eigenvalue of j∈I P j by λ min , where P j = |ψ j ψ j |. If M < λ min then we call {P j } j∈I an n-th order fundamental KS ray set(FKRS). Theorem 1. -Any n-th order FKRS can be completed by adding a finite number of orthonormal bases to give a state-independent proof for the KS theorem.
Proof.-Specifically we shall prove that given an n-th order FKRS {P j } j∈I , {P j } j∈I ∪ {Q k } k∈J gives a stateindependent proof for the KS theorem, where {Q k } k∈J is the set of rays from all the auxiliary complete orthonormal bases (no rays overlapped unless specified) given as following. For each m = 1, 2, . . . , n and (r, s) ∈ α m , where
we introduce 2m complete orthonormal bases as in Lemma such that these bases together with P r and P s form a (2 + 6m)-ray model corresponding to the orthogonality graph in FIG.1 and there are in total |J| = 3R rays where R = n m=1 2m|α m |. Conventionally, KS theorem is proved by looking for a logical contradiction of the KS value assignment -or in other words, the KS value assignment does not exist -to a specially arranged set of rays. Here we use a similar argument from the Yu-Oh model [21] . Though all possible KS value assignments to our sets of rays might exist, the predictions of quantum mechanics cannot be produced.
From the construction of the graph G and the definition of its largest clique C max , we can infer that at most M rays in the FKRS {P j } j∈I can be simultaneously assigned to value 1. Because if | ψ i |ψ j | ≤ δ n (i, j ∈ I), then P i and P j can not be assigned to 1 simultaneously. This can be seen with the help of the auxiliary rays from {Q k } k∈J by the KS value assignment rules.
Next denoting by P λ j ∈ {0, 1} the value assigned to P j for a given λ, apparently we have j∈I P λ j ≤ M . Moreover, any NCHV model which admits a KS value assignment should satisfy the following inequality
However, quantum mechanics predicts λ min ≤ j∈I P j q . And from the definition of the n-th order FKRS, we have M < λ min . That is, any NCHV model obeying the KS value assignment rules cannot reproduce all the predictions of quantum mechanics by any state. Generally, the auxiliary set {Q k } k∈J cannot give a state-independent proof for KS theorem itself (this condition can be easily satisfied since usually there is a range choice for the directions of the complete orthonormal bases added, and they can always be adjusted to some nonspecific directions).
If we do not invoke the KS value assignment rules then we can construct the following state-independent noncontextual inequality
where R is the total number of complete orthonormal bases added and C(P i , P j ) is defined in Eq.(3) which vanishes if | ψ i |ψ j | > δ n . Details for the proof can be found in SM. Obviously, Eq. (5) can be violated by quantum mechanics, as the left hand side is no less than R + λ min > R + M . Hence all the rays in {P j } j∈I ∪ {Q k } k∈J , provide a state-independent proof for the KS theorem. In fact, this theorem provides us a general method to look for a proof for the KS theorem in a stateindependent fashion. After all, an FKRS can easily be generated, whether by adding/deleting several rays or adjusting the directions of some existing ones from a non-FKRS. The choice of the auxiliary complete orthonormal bases should also be careful, as for some special cases (e.g., in Ref. [21] ) part of the rays from one complete orthonormal basis may overlap with the rays from other bases and may simplify the proof.
Besides, by converting the KS value assignment of any given set of rays to an old problem in graph theory, i.e., looking for the largest clique for a given graph, one may clearly see how an FKRS plays a central role in a proof for the KS theorem and can easily catch essence of the conflict between NCHVT and quantum mechanics.
Example 1.-4 rays P 1 , P 2 , P 3 and P 4 orienting to 4 vertices of a regular tetrahedron respectively form a first order FKRS.
Notice that P i = |ψ i ψ i |, and
, all the entries of the adjacency matrix are 0. Hence any single vertex can be regarded as the largest clique, i.e., M = 1. By contrast, we have λ max = λ min = 4 3 > M . Therefore, these 4 rays can form a first order FKRS and can be used for providing a state-independent proof for KS theorem according to Theorem 1. Actually, this FKRS can give rise to the 13 rays' state-independent proof by Yu and Oh [21] by adjusting the auxiliary complete orthonormal bases to let some rays from them overlap with each other by Theorem 1. This can also help us to understand the minimality for the ray number in Yu-Oh model from a more essential point as after deleting any one from the four rays, the remained can no longer form an FKRS.
In the following we give another example first appearing in Ref. [38] .
Example 2. -A set of 9 rays (un-normalized)
is a second order FKRS, where ω = e i 2π 3 . This can be seen from the fact that after normalization the inner product for each pair of rays is 1 2 . Although Cabello et al presented the necessary and sufficient condition to identify whether a given proof for the KS theorem is state-independent or not in Ref.
[35], they did not provide a method to build it. To settle this problem, a systematic approach can be developed by Theorem 1, as a supplementary of Ref.
[35], which seems quite general and effective.
Further, as for any given set of rays {|ψ j } j∈I , there exists a natural number N such that for all i = j, i, j ∈ I,
by using the N -th order KS value assignment constraint, namely, in the case of n = N , we can always built a graph G whose adjacency matrix Γ = 0. Thus, we get the following corollary. Corollary 1.-Given a set of n = |I| rays {|ψ j } j∈I satisfying i∈I |ψ i ψ i | > 1, we can always construct a state-independent proof for KS theorem by adding to this set at most n(n − 1)N complete orthonormal bases, where
| ψ i |ψ j |.
can provide us a state-independent proof for the KS theorem in C D . As a proof in C 3 can be easily constructed by our method, then by recursion, a proof in any higher dimension can also be constructed. From this point of view, construction of a state-independent proof for the KS theorem in C 3 is quite significant in the issue of quantum contextuality.
In summary, by introducing a (2 + 6n)-ray model to construct a new KS value assignment constraint, we have presented a general analytic method for constructing state-independent proofs for the KS theorem and get a practical state-independent non-contextual inequality. Our methods can find far more families of proofs than any existing constructions. Not only do they have advantages such as being analytic, flexible, they can also enable us to get various classical bounds for the sum of the rays in a projector set by different orders of KS value assignment constraints, which may facilitate more detailed studies about the contextuality, e.g., the level of the quantum violation for the state-independent inequality from fewray proofs to multi-ray proofs etc. Moreover, for those enthusiasts preferring to get new proofs for KS theorem by computer searching, our methods can help them to check their outcomes with considerably high efficiency. This work is supported by the NNSF of China (Grant No. 11405120) and the Fundamental Research Funds for the Central Universities.
[ (ii) The orthogonality of two rays in a complex Hilbert space can be defined by the scalar product as referred above. Therefore, if a ray c satisfies c * · e = c * · a = 0 (e = a), then we have c ∝ e * × a * , and vice versa.
From orthogonality graph to inequality
Next we shall prove that if for two given rays |ψ and |φ there exists two rays |e and |f such that the orthogonality graph FIG.1 is possible then
(iii) Let g = e * × f * , and from the fact that e * · f = δ with |δ| < 1, we can get |g|
Let the ray a correspond to |ψ and it can be written as
Note that e is not orthogonal to f in general.
(v) We have a e = e * · a = x + δy and a f = f * · a = xδ * +y. To normalize a, we should ensure that 1 = |a|
(vii)As is known, if r 1 , r 2 , r ∈ C, then |r 1 | 2 + |r 2 | 2 ≥ 2|r 1 | · |r 2 | and r + r * ≤ 2|r|. Thus, by the definition, we have I ≥ |a e | 2 +|a f | 2 −2|δ|·|a e |·|a f | ≥ 2|a e |·|a f |·(1−|δ|). Combining with (vi), we can get
(viii) Next, we can write b, which corresponds to |φ , as an unnormalized form
and (vi), we obtain
(xi) From (ix), we notice that |a
Combining with (vii), we get 
From inequality to orthogonality graph (xii) Let us define a sequence (δ 0 , δ 1 , δ 2 , ..., δ n , ...) by starting with δ 0 = |δ| = 0, i.e., e is orthogonal to f, then the orthogonality graph FIG.2 
corresponds to the Clifton's 8-ray model and we have
which gives rise to
For rays in the real Hilbert spaces, let θ n is the angle between a and b, and clearly we have | cos θ n | = δ n .
On the other hand, we shall prove that given two rays |ψ and |φ , if
for some n, then we can always find two rays |e and |f to make the orthogonality graph FIG.1 possible. (xiii)The normalized rays corresponding to |ψ and |φ are denoted by a and b respectively, then we define e = e + and f = e − with e ± = sin u 2 (a − be iv ) ± e iθ cos u
with ψ|φ = ce −iv , c = | ψ|φ | ≤ δ n , and u, θ being arbitrary. It is clear that the orthogonality graph FIG.2 holds, which is ensured by (e ± × a) · (e * ± × b * ) = 0, and
It follows that 1 ≥ |e * · f | ≥ (3c − 1)/(1 + c) and since δ n−1 ≥ (3c−1)/(1+c) from c ≤ δ n we can find a suitable u such that |e * · f | = δ n−1 . In fact we can choose
In the case of c = δ n we can simply choose u = 0. If we denote a = e n+1,+ , b = e n+1,− , and e ± = e n± then the Eq.(7) defines recursively n pairs of rays e k± satisfying |e * k+ · e k− | = δ k−1 with k = 1, 2, . . . , n. The orthogonality relations in FIG.2 in the main text is satisfyied and those 2n complete orthonormal bases can be constructed explicitly
Summary
The above calculations give us a useful recursive relation between two given rays showing whether and how a (6n + 2)-ray model can be built. To be specific, from (iii) to (xii), we show that if the orthogonality graph ( see  FIG.2) is given, then there should be a constraint between the product of two outer rays and the product of two inner ones (notice that two inner rays e, f in the case of order n = k can also be considered as two outer rays a, b in the case of order n = k − 1). This constraint will help us to get the minimal number of the auxiliary complete orthonormal bases. And in (xiii), given two (outer) rays, we show how to recursively choose the inner rays to build a (6n + 2)-ray model. We can derive the corresponding inequalities by algebraic proofs. We denote by each index of the vertex in FIG.3 the related observable. Each observable can only be assigned to value 0 or 1 due to the NCHVT, e.g., p, q ∈ Z 2 ≡ {0, 1} for FIG.3-(a) , etc. For simplicity, hereafter we may use the same notation to represent an observable and its the expectation value, e.g., p and p . One can easily distinguish them from the context.
(a) The relevant KS value assignment inequality for  FIG.3-(a) can be written as
(b)The KS value assignment inequality for the graph in FIG.3-(b) is
(c)The KS value assignment inequality for FIG.3 -(c) can be summarized as
Proof.
(ii) For p + q = 2 (p = q = 1), we have
Here we have used the elementary inequality from (a), i.e., γ
The KS value assignment inequality for the (6n+2)-ray model in FIG.3-(d) is given as
where V, E denote the vertex set and the edge set for the graph representation of the (6n + 2)-ray model, P i and (i, j) are the i-th ray (or vertex) and the edge between the i-th ray and the j-th ray, respectively. The recursive term B n−1 is due to the contribution of the yellow zone in FIG.3-(d) .
Proof.-Notice that (c) is the case for n = 1. Assume that the statement holds for n − 1, i.e., B n−1 ≤ 1 + 2(n − 1). Then we must show that it holds for B n .
(i) For p + q = 0 (p = q = 0), using the results of (b), we can get
(ii) For p + q = 1, if we relabel all the complete orthonormal bases (triangles in the graph) from 1 to 2n in  FIG.3-(d) , we can get
where Γ kl is the product of the two rays(vertices) from the k-th and the l-th triangles respectively if there is a link between them, and zero otherwise. Here we also have used the results from (b).
(iii)For p + q = 2 (p = q = 1),
From (i),(ii) and (iii), the statement is true for B n . Next we discuss the quantum violation for this (6n+2)-ray model.
To be consist with the notations of Lemma in the main text. We denote by |ψ ψ| = p and |φ φ| = q. Then B n = K + C(ψ, φ), where K = |ψ ψ| + |φ φ|. We can always choose a proper basis{|ψ , |ψ ⊥ , |ψ ⊥, } such that ψ ⊥, |φ = 0, then |φ = |ψ ψ|φ +|ψ ⊥ ψ ⊥ |φ . We have
The maximal eigenvalue for K is λ
Notice that the number of the auxiliary complete orthonormal bases is 2n. Therefore, C(ψ, φ) q = 2n. Then we have K + C(ψ, φ) q ≤ 2n + 1 + | ψ|φ |.
APPENDIX C. PROOF OF INEQUALITY EQ.(5)
Given n > 0 (n ∈ Z), for any two rays |ψ k and |ψ l , if they satisfy | ψ k |ψ l | ∈ (δ n−1 , δ n ], we can build a (6n+2)-ray model as shown in FIG.3-(d) , where p = |ψ k ψ k | and q = |ψ l ψ l |. Then an n-weighted hyper-edge linking these two rays (vertices) can be defined as all the complete orthonormal bases from this (6n+2)-ray model, see  FIG.4-(b)(c) , where each orange line represents a hyperedge (distinguished from ordinary definition for the edge of a graph). This equivalence can be considered as the hyper-graph for the rays. Then the vertex set and the hyper-edge can be denoted by V and E respectively. To each hyper-graph G we associate with the following NC observable
where C(P i , P j ) is defined by Eq. (2) in main text and vanishes if | ψ i |ψ j | > δ n and involves 2n ij complete orthonormal bases where
As a result C(P i , P j ) ≤ 2n ij and if there are at most M projections in V is assigned to value 1 then we have automatically G ≤ M +N with N = 2 i,j∈E n ij being A subgraph G of a graph G is also a graph with a vertex set V given by a subset of the vertex set for G and an edge set specified by all the edges based on the vertex subset V in G. This definition can also be generalized to a hyper-graph, but for simplicity we still call such a corresponding sub-structure from a hyper-graph a "subgraph" rather than a "sub-hyper-graph".
We shall denote by G i the subgraph obtained by removing the vertex i and all connecting edges and it holds
from which it follows
where N i is the neighborhood of the vertex i, i.e., if j ∈ N i , then (i, j) ∈ E. Before proving our main result, we shall consider some simple examples of the hyper-graph in FIG.5, i. e., the two-vertex structure U 2 , the three-vertex structures U 3 and V 3 . The case for U 2 has been discussed in the previous section (FIG.3-(d) ). That is, we have M = 1 and
where we have used the new notation U 2 to replace B in the above section. For U 3 we have M = 2 and the inequality is
where we have taken q, r and the hyper-edge between them as a whole for consideration, i.e., the same structure as U 2 . Besides, we use the similar discussion with paragraph (d) in the section of appendix B.
For V 3 in FIG.5-(c) , the KS value assignment inequality can be derived as follows, ((a, b) ∈ {(p, q), (q, r), (r, p)}) denote respectively the rays linking a and b from the set of rays corresponding to the hyper-edge ab. If p + q + r ≤ 1, it is clear that V 3 ≤ 2(n 1 + n 2 + n 3 ) + 1. For the case p + q + r > 1, we can use another trick to derive the inequality, V 3 = U 2 (p, q) + U 2 (q, r) + U 2 (r, p) − (p + q + r) ≤2n 1 + 2n 2 + 2n 3 + 3 − (p + q + r), . . . where U 2 (a, b) is a U 2 structure with vertices a and b. This indicates that V 3 can be considered as 3 U 2 structures minus the double-counted rays. Thus, when p + q + r > 1 (p + q + r ≥ 2), we have V 3 ≤ 2(n 1 + n 2 + n 3 ) + 1. Finally, we can claim that the KS value assignment inequality for V 3 is V 3 ≤ 2(n 1 + n 2 + n 3 ) + 1.
This method used in V 3 can be generalized to the case of (M + k)-vertex hyper-graph. For the ray set K = {P i } i∈I in FIG.4-(a) , where I = {1, 2, ..., M + k}, we can draw at least k hyper-edges (orange line) with weights equal to or less than n by the definition of M in the Letter. In what follows we shall prove by the method of induction that
For fixed M we shall at first show that it holds for all hyper-graphs G 1 on |V | = M + 1 vertices and then we shall prove that if it holds for all hyper-graphs G k on |V | = M + k vertices it is also true for all hyper-graphs G k+1 on |V | = M + k + 1 vertices. In the case of |V | = M +1 the inequality can be proved with the help of FIG.6 . We shall only have to consider the case in which all rays are assigned to value 1. Assume that P b does not belong to the maximal clique and thus there is at least one vertex a 1 that shares a hyper-edge with b. Let P a1 , P a2 , ..., P a l be the vertices adjacent to P b . Then we have where the weight for the hyper-edges P b P ai is n i .
Suppose that the Eq.(12) holds for all G k , i.e., inequality G k ≤ M + N k holds for all hyper-graphs G k with M + k vertices, and consider an arbitrary hyper-graph G k+1 with M + k + 1 vertices. We can suppose without loss of generality that i∈V k+1 P i ≥ M + 1. With the help of subgraph decomposition Eq. (11) 
