Robust recognition of hand gesture in real-world applications is still a challenging task due to the many aspects such as cluttered backgrounds and uncontrolled environment factors. In most existing methods hand segmentation is a primary step for hand gesture recognition, because it reduces redundant information from the image background, before passing them to the recognition stages. Therefore, in this paper we propose a two-stage deep convolutional neural network (CNN) architecture called HGR-Net, where the first stage performs accurate pixel-level semantic segmentation into hand region and the second stage identifies hand gesture style. The segmentation stage architecture is based on the combination of fully convolutional deep residual neural network and atrous spatial pyramid pooling. Although the segmentation sub-network is trained without using depth information, it is robust enough against challenging situations such as changes in the lightning and complex backgrounds. In the recognition stage a two-stream CNN is used to obtain the best classification score. We also apply an effective data augmentation technique for maximizing the generalization capability of HGR-Net. Extensive experiments on public hand gesture datasets show that our deep architecture achieves prominent performance in segmentation and recognition for static hand gestures.
Introduction
In the present world, people prefer more natural and easy ways to communicate with machines. Gestures are an integral part of social interaction which can help us to convey information and express our thoughts and feelings more effectively. Among different gestures, hand gestures are a powerful way of communication. They can enable intuitive and natural mean of communication between humans, hence they can be best suited for interaction between human and machines [3] . Therefore, recognizing hand gestures becomes an active area of research in visual pattern analysis which can be applied in a wide range of applications including human computer interaction, sign language communication [1] , assistive systems, virtual-reality [2] and more.
The proposed approaches for Hand Gesture Recognition (HGR) can be divided into two types of gestures: static and dynamic. Static hand gesture is based on shape and appearance of hand without any movement during the gesturing period, otherwise if a movement is present it is called dynamic hand gesture. Unlike device-based approaches [4] that use wearable devices to identify hand gesture, visionbased approaches can enable a contact-free and affordable HGR system. These methods require only one or more cameras for capturing images or video frame sequences to analyze gesture style using computer vision and machine learning techniques. The accessibility of fast computing and advancements in computer vision algorithms have resulted in significant growth in the development of vision-based HGR systems. However, vision-based methods have poor performance against challenging situations such as cluttered backgrounds and varying lighting conditions. Due to these limitations designing a vision-based algorithm for HGR task has become a challenging and difficult problem.
In the last few years deep learning models have achieved great success in a wide range of computer vision tasks such as image classification [5] and semantic segmentation [6, 22] . These successes have motivated many researchers to develop HGR systems based on deep learning algorithms to overcome the limitations of traditional methods.
In this paper, we introduce an effective way to develop a robust HGR system using deep learning. According to the intuition of [7] , the performance of object recognition problem improves by a high quality image segmentation preprocessing. Because after segmenting an image for a specific object, the recognition stage will not deal with any redundant information outside the object. For this purpose, we design a deep Convolutional Neural Network (CNN) architecture called HGR-Net that consists of two stages for segmentation and recognition of hand gestures.
In terms of hand segmentation problem, one of the tough challenges for all researchers is distinguishing hand region from the complex background (especially when the background color is similar to skin color). On the other hand, an efficient solution for hand segmentation in challenging situations is now to use depth cameras such as Time-Of-Flight cameras and Microsoft's Kinect [32] . However the use of depth cameras might not be suitable in all environments, especially in outdoor scenarios. Therefore, in this paper we address the problem of hand segmentation without the help of depth information. So, in the first stage of HGR-Net, we employ an effective hand segmentation architecture based on fully convolutional residual network. We also improve the segmentation accuracy using an Atrous Spatial Pyramid Pooling (ASPP) module which applied on top of this stage, and involves concatenation of multi-scale information. The second stage of HGR-Net is considered for recognition task which uses the output of the segmentation subnetwork. Since the hand segmentation performance might not be robust in all of the challenging situations, it is not reasonable to directly feed the result of segmentation subnetwork into the recognition stage. For this reason, we design a two-stream CNN for the second stage. This stage extracts features from both of the raw image and segmented image, and then fuses them to obtain best recognition accuracy. In order to greatly improve generalization of HGRNet, we present an efficient data augmentation strategy by employing online data augmentation and offline data augmentation.
We evaluate the proposed method on HGR1 [8] and OUHANDS [9] datasets. Our experiments demonstrate that by using a robust hand segmentation architecture along with an efficient data augmentation technique, we are able to build a robust HGR system which has good performance in unconrolled and unseen scenarios. The overall contributions of our work can be summarized as:
• We propose a two-stage convolutional neural network architecture, customized to segmentation and recognition for static hand gestures.
• We show that the hand segmentation sub-network is robust enough against challenging situations even when the background color is similar to skin color.
• We show that the results of hand segmentation subnetwork has a large impact on recognition accuracy.
• We employ an efficient data augmentation strategy to maximize the generalization capability of HGR-Net.
The rest of this paper is organized in the following manner. In Section 2 we describe related work. In Section 3 we explain the methodology of the HGR-Net. The experimental results are discussed in Section 4 and finally conclusion is given in Section 5.
Related Works
In this section, related works on hand segmentation and static hand gesture recognition are briefly reviewed.
Hand segmentation
One of the primary and effective steps in most HGR systems is the identification of hand region in the image, called hand segmentation. In recent years, skin segmentation has been widely used by several approaches for hand segmentation [29] . Among previous works on skin segmentation, color-based methods has been popular. Many of these methods applied simple threshold-based techniques on different color spaces to achieve the best skin segmentation accuracy [30, 31] . Another kind of approaches for skin and hand segmentation are based on machine learning techniques [12, 13, 14, 15, 16] . These methods use a classifier trained on the training set of skin (hand) and non-skin (background) classes. One of the popular method based on machin learning technique is the Bayesian classifier. Jones and Rehg [14] utilized Bayesian classifier with a histogram technique for skin segmentation purpose. As recent approaches, [17, 18] focused on spatial analysis in skin segmentation. The proposed method in [18] provides better segmentation result than [17] by exploiting the textural features extracted from the skin probability maps, and applying them in spatial analysis scheme.
One of major drawback of previous approaches is that they are not able to produce good results when the background color is similar to skin color. To solve this problem, some researchers proposed methods based on movement of hand [19, 20] . But these methods only work well in controlled conditions, i.e. when the hand is moving and background or camera are fixed.
In order to overcome limitations of previous approaches many researchers preferred to use depth information obtained by a depth camera [26, 27, 28] . For instance, Kang et al. [28] proposed a two-stage random decision forest (RDF) method for hand segmentation using depth images. However depth-based methods are not suitable for use in outdoor environments.
In this paper, we propose to conduct hand segmentation without the help of depth information. In this way, we designed a deep learning based hand segmentation architecture which is robust enough against challenging situations. The architecture of this network is inspired by the stateof-the-art work in semantic segmentation task proposed by [21] . A survey of the various deep learning based semantic segmentation methods is presented in [22] .
Hand gesture recognition
Numerous vision-based methods for recognizing static hand gestures have been proposed over the years. In most of these methods segmented hand gestures are fed to a classifier such as support vector machines (SVM) and neural network [23, 24, 2] . In the work by Pisharady et al. [23] the authors proposed an algorithm for recognizing hand gestures against cluttered backgrounds. This algorithm utilizes a Bayesian model of visual attention to segment hand region from the background. Then an SVM classifier is used to classify hand gestures using the shape and texture features of the hand region. Nalepa et al. [33] proposed a method using a parallel algorithm for hand shape classification which performed in real-time over the segmented hand gestures. In this method in order to increase the classification score, the authors combine the shape contexts [34] with the appearance-based techniques. HGR approaches are not limited to hand segmentation as an initial step. In other word, there are various methods for HGR problem which do not employ hand segmentation algorithms [35, 36, 37] . For example, Sangi et al. [37] proposed a method which uses specific orientation histogram features for neural network based classification.
Amongst deep learning based approaches, Oyedotun and Khashman [38] utilized a CNN and stacked denoising autoencoder (SDAE) for recognizing 24 American Sign Language (ASL) hand gestures. Liang et al. [39] proposed a multi-view framework for recognizing hand gestures using point cloud. They used CNNs as feature extractors and finally employed an SVM classifier to classify hand gestures. Mohanty et al. [40] utilized a simple CNN with two convolutions and two pooling layers for classification hand gestures.
There exists some efforts that used depth cameras to handle HGR problem [10, 11] . In [10] the authors mixed depth features and skeletal data descriptors using Leap Motion and Kinect devices. An SVM classifier with Gaussian Radial Basis Function (RBF) kernel are then used to recognize the performed gestures. Among previous works mentioned in this section, depth-based methods have better performance in uncontrolled environments due to using depth cameras which provide accurate hand segmentation results. But, as we mentioned before using depth cameras has its own disadvantage and limitation.
In this work we decide to develop a robust HGR system for real-world scenarios. The advantage of our work is that, it is independent of depth information or extra devices. However our experiments show that our method has good performance against uncontrolled and challenging situation.
Methodology
Here, we describe the architecture of the HGR-Net which consists of two stages: hand segmentation subnetwork in the first stage and gesture recognition subnetwork in the second stage, as illustrated in Fig. 1 . The raw image is firstly segmented into hand region. Then the segmented image and the raw image feed into the second stage to identify gesture style. We explain each stage of the HGR-Net in Section 3.1 and 3.2 with more detail.
Hand segmentation sub-network
Currently most deep learning techniques which were successfully used in semantic segmentation problem are based on Fully Convolutional Network (FCN) [6, 21] . The main idea in FCN-based methods is that they remove fullyconnected layers to create an efficient end-to-end learning algorithm. In this work we take advantage of this idea to build a powerful deep model for hand segmentation which consists of two parts: (1) a deep fully convolutional residual network for learning useful representation (2) an Atrous Spatial Pyramid Pooling (ASPP) module to capture multiscale information. These techniques significantly improve the hand segmentation performance in challenging situation. Next we explain each part in more detail.
Fully convolutional residual network: Theoretically increasing network depth should increase the capacity and representation of the network. However in practice this is impossible due to many limitations such as risk of overfitting, vanishing in gradient and difficulty in optimization. So, increasing network layers to make a deeper network does not work by simply stacking layers together. In order to overcome these issues we use residual learning technique which was proposed in ResNet [41] . This technique allows gradients to flow across multiple layers during the training process. Therefore, we use residual learning technique to make a CNN with 28 convolution layers which provides a powerful representational ability for hand segmentation. The architecture of this CNN contains one convolution layer (contains 16 filters of size 7 × 7) and three residual groups. As illustrated in Table 1 each of these groups contains three building blocks which are stacked together. Specifically each building block contains three convolution layers, and after each convolution layer a batch normalization method [42] is used before a ReLU nonlinearity layer. The core idea of ResNet called "identity shortcut connection" is utilized in each of these building blocks. Also the downsampling operation is performed by convolution with a stride of 2.
Atrous Spatial Pyramid Pooling: Recently Atrous Spatial Pyramid Pooling (ASPP) has been used successfully in semantic segmentation task [21] . ASPP exploits multi-scale information by using atrous convolutions with different rates. The ASPP module that we use in this paper consists of one 1 × 1 convolution and four 3 × 3 convolutions with atrous rates of 1, 3, 6, 12 and 18 respectively (all with 32 filters). The five feature maps are then concatenated and feed to a 1 × 1 convolution layer. The architecture of this module is shown in Fig. 2 .
Finally, we apply a simple bilinear upsampling along with the sigmoid output to upsample the output of ASPP module to the input image size and get the final per-pixel prediction. 
Hand gesture recognition sub-network
As we mentioned in Section 1, the presence of a robust hand segmentation algorithm can facilitate the recognition task and improve its performance. Also it is not reasonable to directly feed the results of the segmentation algorithm into the recognition stage. Therefore, in this stage we prefer to design a two-stream CNN where one stream extracts features from raw image and the other stream extracts features from the segmented image. Then we fuse the two streams at the last pooling layer. As can be seen from Fig. 1 each stream consists of four convolution layers, and all of these layers are 3 × 3 convolutions with 16, 32, 64 and 128 filters respectively. We also apply atrous rates [43] into the convolution layers with rates = (1, 2, 2, 3) which allow to increase the filter's field of view without increasing the number of parameters. We use 3 × 3 max-pooling downsampling after each convolution layer and ReLU nonlinearity layer. Finally, we get 256 feature maps of size 1×1 after a fusion layer and a 3×3 max-pooling operation. Later, these feature maps feed to a dense layer and a softmax layer respectively. The output of the softmax layer is a categorical probability distribution which demonstrates the probability of each class.
Experimental
We introduce the datasets in Section 4.1. In Section 4.2 we explain the details for training the network. Then we present the data augmentation strategy in Section 4.3. The experimental results for hand segmentation and hand gesture recognition can be found in Section 4.4 and Section 4.5 respectively.
dataset
Standard hand gesture datasets are essential for the reliable evaluation of HGR algorithms. Currently, there are few publicly available datasets for static hand gestures that include both segmentation ground truth information and clutter in the background. For instance some hand gesture datasets such as Kinect Leap [10] or Senz3D [11] contain complex background and face-hand occlusion. But, these datasets lack the segmentation ground truth and do not provide sufficient number of subjects.
In this work we evaluate our proposed method on two public datasets including OUHANDS dataset [9] and HGR1 dataset [8] . Each of these datasets has segmentation ground truth, hence they are suitable for hand segmentation purpose. The two datasets are detailed in the following.
OUHANDS. The dataset contains 10 different hand gestures from 23 subjects, which is split into three, training, validation and testing sets with 1200, 400 and 1000 RGB images respectively. So, it is hence well suited for machine learning approaches. Also the images were captured under very challenging situation such as variety in illumination, complex background, face-hand occlusion, and also the gestures have various hand shapes and sizes. In addition this dataset is useful for evaluation of hand segmentation algorithms, as it contains segmentation ground truth.
HGR1. The dataset contains 899 RGB images belonging to 12 individuals and 25 different gestures which collected under uncontrolled background. HGR1 is a small dataset and also it is not very challenging for HGR problem, hence this dataset can not evaluate our HGR model perfectly. However we use this dataset for comparing our hand segmentation method with other existing methods.
Training Network
The Keras open-source deep learning library [45] with the backend of tensorflow [44] is used to implement the proposed method. We trained our HGR-Net in two phases. In the first phase we trained the segmentation sub-network, and in the second phase we fixed the pre-trained subnetwork parameters and then trained the whole network. For each phase we selected cross-entropy loss as the cost functions: L(t, p) = − t(x)log(p(x)), where t and p corresponding to prediction and target. The adam optimization algorithm [46] is used for both phases. The learning rate is initialized as 0.001, and β 1 = 0.9 and β 2 = 0.999. We used batch sizes of 8 and 2 for the first and the second phases respectively. We also applied dropout [5] (with p = 0.2) before the softmax layer. The proposed framework has been trained using an Nvidia GTX 1080TI GPU with 3.00GHz 4-core CPU and 16GB RAM. The training phases take around 6 hours and 7 hours for the first phase and the second phase respectively. Maximum number of epochs were fixed at 250 for each phase. Also our trained HGR-Net takes roughly 30ms for 320 × 320 input RGB image. This shows that the HGR-Net can be suitable for real time implementation.
Data augmentation
The best way to make a machine learning model generalize better is to train it on more data [47] . The OUHANDS dataset [9] contains only 1200 training images, while for an HGR problem with 10 classes using this small training set is prone to overfitting. In order to significantly reduce the HGR generalization error and avoid overfitting, we employ an efficient data augmentation strategy including offline data augmentation and online data augmentation. In offline data augmentation we generate additional images for OUHANDS training set by zooming (10%-15%) and translation vertically or horizontally (10%-15%). By this operations we increased training set by 4 times before training process. To further reduce the HGR generalization error, we applied an online data augmentation technique. In this way, we augmented data during training process. The online data augmentation consists of four operations: rotation (0 • -35 • ), translation vertically or horizontally (0%-10%), shearing transformation (0%-10%) and zooming (0%-10%). All of these operations are randomly performed inside the images for each epoch. Note that we do not use data agumentation on OUHANDS dataset for hand segmentation task.
Experiments on hand segmentation
We evaluated the performance of the hand segmentation sub-network on OUHANDS [9] and HGR1 [8] datasets. To carry out a quantitative comparison of accuracy of the proposed method, we measure F-score which is the equally weighted average of the Precision and Recall [48] . it follows:
where tp = true positive, fp = false positive and fn = false negative. We trained and tested hand segmentation subnetwork on OUHANDS dataset with and without the ASPP module. As shown in Table 2 , ASPP improves the hand segmentation performance. By observing Fig. 3 , it is evident that our hand segmentation architecture is robust enough against illumination changes and complex background, even when the background contains face. We also compared our hand segmentation performance with the performance of three existing methods which had good accuracy on HGR1 dataset. For evaluating our method on HGR1 we used 3-fold cross validation. In each fold we considered 599-600 images for training and 300 images for testing. We also performed offline data augmentation (Section 4.3) on each training set and increased them by 4 times. The performance comparison are shown in Table 3 and Fig.  4 , it is clear that the proposed method provides the best hand segmentation performance compared to the other methods. Table 3 Results on HGR1 dataset.
Method
F-score propose method 0.9825 Kawulok et al. [18] 0.9562 Kawulok [17] 0.9086 Jones and Rehg [14] 0.9031 [18] , (e) Kawulok [17] , (f) proposed method. Note that these images are not training images.
Experiments on hand gesture recognition
We finally evaluated our HGR-Net for the task of hand gesture recognition on OUHANDS dataset. Table 4 shows the classification scores for training and validation with different forms of data augmentation. We also used F-score to calculate the test accuracy. As it is evident in Table 4 , online data augmentation provides higher test accuracy than offline, but the highest test accuracy is achieved when we trained the HGR-Net using both online and offline data augmentation. These results confirm that our data augmentation strategy reduces overfitting during the training process and improves the generalization of the HGR-Net.
To evaluate how much the hand segmentation stage improves the recognition accuracy, we investigated the performance of the HGR-Net in different settings. As we de- scribed in Section 3.2 we use a two-stream CNN in the second stage. In this part, the second stream of the second stage, with the input of the raw image, is selected as the baseline network. As listed in Table 5 , it is clear that the performance of the hand segmentation stage has a large impact on recognition accuracy. Our method also achieved better validation score compared to the baseline method [37] used in [9] . The results are illustrated in Table 5 . Fig. 5 shows the confusion matrix of the proposed HGRNet for hand gesture recognition task with the best setting on OUHANDS testing set. The column index and row index denote the predicted results and the target classes, respectively.
Conclusions
In this paper we have developed a deep learning based HGR system with a new strategy, by using a two-stage CNN architecture. In order to improve the HGR performance we Table 5 Evaluation of HGR-Net for hand gesture recognition task with different settings. "SB" denotes our hand segmentation baseline network that is fully convolutional residual network (Section 3.1). Note that the baseline network is an one-stream CNN and also the data augmentation strategy is used for all of the settings. focused on the hand segmentation problem as an effective step in vision-based HGR methods. For this purpose, we proposed a hand segmentation architecture in the first stage of the network. Since we did not use depth information, the experimental results showed that our hand segmentation sub-network is robust against challenging situations, even when the background color is similar to skin color. We also designed a two-stream CNN for the second stage of the network which extracts useful features from raw and segmented images to obtain high classification accuracy. Moreover, we took advantage of an efficient data augmentation technique in two forms of online and offline. This strategy significantly improved generalization of the HGR model. We evaluated the proposed method on both the challenging OUHANDS dataset and the HGR1 dataset and we reported the highest accuracy in segmentation and recognition for static hand gestures.
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