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Introduction
Fears of the Swiss tourism industry loom large since January 15, 2015. On this day the Swiss National Bank (SNB) removed the exchange rate floor of 1.20 Swiss francs per euro. Immediately after the announcement, the Swiss franc strongly appreciated against the euro and other major currencies. In the context of the ongoing debate on the consequences of the Swiss francs appreciation, this paper analyses the effect on the tourism industry of different Swiss communities by estimating the impact of a change in the real exchange rate on the number of overnight stays in Swiss hotels. Although the international literature on the topic is large, only few studies exist for Switzerland. Abrahamsen and Simmons-Süer (2011) analyse the impact of exchange rate movements on the number of overnight stays in Swiss hotels with data up to 2010. Falk (2014) estimates the effect of a change in the CHF/EUR exchange rate on Swiss alpine tourism. Ferro Luzzi and Flückiger (2003) and Jaeger, Minsch, and Abrahamsen (1996) provide evidence on the exchange rate effects using aggregate overnight stays data. This paper makes several contributions to the previous literature:
First, to our knowledge our paper is the first to exploit such detailed data on the number of international overnight stays in Switzerland disaggregated by both, source market and community, the lowest administrative level within the country. This allows for more precise estimates thanks to the use of more observations and more degrees of freedom. Extending the dataset to three dimensions also allows us to control for important sources of omitted variable bias through the inclusion of high-dimensional fixed effects.
Second, the paper provides a comprehensive analysis on the community level. An analysis on the regional level is crucial, as Swiss communities are highly heterogeneous in terms of their reputation as well as the purpose of visit and nationality of their guests. We find large differences in the effect of real exchange rate movements on overnight stays depending on community characteristics. Using national data conceals these disparities, which may result in wrong policy recommendations.
While an exchange rate appreciation affects every export-oriented industry, tourism is particularly exposed. In contrast to other industries, the sector needs to generate almost all its value added within the boundaries of the country. In the case of a currency appreciation, tourism therefore hardly profits from the mitigating effects of cheaper imports. Neither can the sector reduce its costs by outsourcing significant parts of its services. Measured in the foreign currency, a change in the exchange rate therefore almost fully transmits to the industry's costs. Additionally, wages in the Swiss tourism industry are among the lowest in How do Overnight Stays React to Exchange Rate Changes? 125 Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) the country. In 2014, the year of the latest Earning Structure Survey of the Swiss Federal Statistical Office (FSO), the median wage in the hotel-and gastronomy sector was 4'333 CHF/month, compared to the countries private sector median of 6'189 CHF/month. Against this background, the industry might not be able to preserve its competitiveness by significantly reducing costs through lower wages. On the demand side a large literature (Peng et al., 2015; Song, Witt, and Li, 2009; Lim, 2006) points to a high price sensitivity of international visitors. An increase in costs, measured in foreign currencies, is therefore likely to decrease the demand for Swiss tourism services by foreign visitors. In the light of the exchange rate appreciation in January 2015, an analysis of the tourism industry is therefore of particular interest.
Switzerland has an important tourism industry. In 2013 the sector accounted for 2.6% of GDP and 4.3% of total employment. This is equivalent to 167'590 full-time jobs and a value added of slightly above 16 billion Swiss francs. However, the importance of the sector highly varies across regions. While the cantons of Valais and Graubünden contribute less than 5% to Swiss GDP, they account for more than one out of four hotels in Switzerland. The heterogeneity in the importance of tourism is even larger on the community level. Figure 9 in the appendix shows a map with the communities' average number of hotels per 1000 inhabitants. While most communities count less than 1 hotel per 1000 inhabitants, this ratio exceeds 10 for many rural communities mostly located in the cantons of Valais, Graubünden, and Ticino as well as in the Berner Oberland.
The remainder of this paper is organised as follows. The next section provides a short literature overview. Section III provides information on the data set and section IV presents the empirical methodology. Section V presents the different findings of the analysis, beginning with overall findings and continuing with specific findings for different country and community groups. Section VI provides a short summary and discusses the policy implications of the results.
Literature Review
The international literature on the determinants of tourism demand is large. Lim (2006) presents a comprehensive overview of 124 studies published between 1961 and 2003. Another overview is written by Song, Witt, and Li (2009) , which review 114 econometric analyses published between 1990 and 2006. Studies on the determinants of international tourism demand almost universally include an income and a price variable. The exchange rate is often used to construct the latter. In their meta-analysis based on 195 studies published between 1961 and 2011, Peng et al. (2015) find an overall average price elasticity of 1.281 (and an average price elasticity of 1.291 when only considering European destinations), indicating that a price increase of 1% decreases demand for tourism services by about 1.3%. However, the authors show that estimated elasticities vary considerably across studies, with the measurement of the income and price variables, the visitors' country of origin, their destination, the sample size, and the time period as important determinants. According to the meta-analysis, price elasticities tend to be slightly higher for Asian visitors than for visitors from Europe and North America. In addition, studies examining the number of tourist arrivals find on average lower price elasticities than those analysing expenditure variables.
While the exchange rate is often used to calculate relative prices, the large majority of studies does not explicitly investigate the impact of the exchange rate on international tourism demand. By using exchange rate volatility as explanatory variable, Webber (2001) investigates the demand for Australian outbound leisure tourism. Berman, Mayer, and Martin (2012) use three-dimensional data to analyse the heterogeneity in the reaction of French exporters to exchange rate changes. Chevillon and Timbeau (2006) estimate the effect of the exchange rate on tourism in France. Thompson and Thompson (2010) use data from 1974 to 2006 to examine the impact of the exchange rate and the switch to the euro on tourism revenue in Greece.
The authors most frequently use expenditure variables or the number of tourist arrivals as dependent variable. By contrast, the number of overnight stays is rarely used. Lim (2006) claims that this is due to a lack of availability of this variable. The author states overnight stays would be superior to arrivals of tourists, as the former takes the duration of the stay into account. For Switzerland, the FSO collects the number of arrivals as well as the number of overnight stays. Given this choice, all authors contributing to the literature on tourism in Switzerland therefore use the number of overnight stays.
To the best of our knowledge, Jaeger, Minsch, and Abrahamsen (1996) are the first to analyse the impact of the exchange rate on overnight stays in Swiss hotels. They use annual data on overnight stays to estimate nominal exchange rate elasticities for selected countries of origin and the periods from 1973 to 1980 and from 1981 to 1993. Depending on the time period and the guests' country of origin, their estimates range from 0.6 to 1.2. A nominal appreciation of the Swiss franc by 1 percent would therefore decrease the number of overnight stays by 0.6 to 1.2 percent. One decade later Ferro Luzzi and Flückiger (2003) provide a single estimate for the real exchange rate elasticity. The authors use aggregated quarterly data from the fourth quarter of 1971 to the first quarter of 1995 to construct index variables of the exchange rate and overnight stays by giving Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) weights according to the average number of guests from each country. Ferro Luzzi and Flückiger (2003) restrict their sample to seven countries of origin. Their estimate for the real exchange rate elasticity of 0.53 is substantially lower than the results obtained by Jaeger, Minsch, and Abrahamsen (1996) . A major drawback of both papers is the loss of information through the aggregation of the data over time, communities, and countries of origin. For the investigation period of both articles, overnight stays are available on a monthly basis. Jaeger, Minsch, and Abrahamsen (1996) aggregate this monthly data to annual and Ferro Luzzi and Flückiger (2003) to quarterly data. While this partly solves the problem of the ideal lag selection, it eliminates an important part of the variation within the time series. The aggregation over communities and countries of origin further makes it impossible to control for unobserved heterogeneity, which is likely to result in omitted variable bias. Falk (2014) investigates the effect of price differences between Switzerland and its main competitors on Swiss alpine tourism. The author uses aggregated annual data on overnight stays and tourist arrivals of 30 Swiss alpine destinations for the winter months (December to April) between 2007 . Falk (2014 defines the main competitors of Swiss alpine tourism as Austria and France. As a control group Falk includes 30 lake and city destinations. Using the median regression technique the paper finds very large effects of relative price differences between Switzerland and its main competitor countries on overnight stays. The paper's estimates differ largely between the two types of destination with values of 3.02 for alpine and 1.49 for city and lake communities. Falk (2014) uses substitute destinations, rather than the countries of origin, to measure relative prices differences. In other words, the paper only considers the exchange rate between the Swiss franc and the euro. The paper follows an interesting approach. However, it has some drawbacks. First, the time dimension, including only 4 time periods, is very small. Second, the control group of Falk (2014) , the city and lake destinations, is a highly heterogeneous group itself. While it is true that the exchange rate affects the number of overnight stays in cities much less than in alpine destinations, our analysis will show that this is not true for touristic lake destinations.
From the outset of the financial crisis in 2008 until the SNB's introduction of the exchange rate floor in September 2011, the Swiss franc appreciated strongly against all major currencies. Several months before the introduction of the exchange rate floor, Abrahamsen and Simmons-Süer (2011) take this strong appreciation as a motivation to assess the exchange rate dependency of selected Swiss export industries, including tourism. The authors use an error correction model as well as a generalised least squares model with cross-section weights to estimate nominal and real exchange rate elasticities of overnight stays in Swiss hotels. Using the error-correction model the authors find statistically significant coefficients with the expected sign for the the long-run relationships. The longrun exchange rate elasticities are above 1.0 for almost all countries of origin. The only exception are tourists from the US with a long-run real exchange rate elasticity of only 0.52. Abrahamsen and Simmons-Süer (2011) explain this relatively low value by assuming that many Americans visit Switzerland as part of a tour to Europe. Therefore, they are more likely to react to movements in the euro than to fluctuations in the Swiss franc. As we consider the explanation of Abrahamsen and Simmons-Süer (2011) to be plausible, we would expect similar estimates for Japanese tourists. However, this is not the case. The real exchange rate elasticity of 1.6 for Japan is substantially higher than for the US. Abrahamsen and Simmons-Süer (2011) do not provide estimates for further countries outside of Europe. For the eight European countries their estimates of the real exchange rate elasticities range from 1.23 for visitors from the United Kingdom to 2.32 for French guests. In contrast to these relatively high elasticities found by using an error-correction model, the authors find a much lower overall value of only 0.57 by using a weighted least squares model with cross-section weights.
Data

Overnight Stays
We use monthly panel data on the number of overnight stays from 141 Swiss communities (see Table 7 in the appendix) and 59 countries of origin (see Table 8 in the appendix) during the ten-year period from January 2005 to December 2014. 1, 2 The FSO collects the data on overnight stays as part of their survey on tourist accommodation (HESTA) since 1934. However, the FSO did not collect data in 2004 while revising the methodology for the resumption of the data compilation in January 2005 (new address base, new survey technique, new procedure for non-response, etc.). The HESTA is a full census as participation is Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) 3 In 2014 the Swiss parahotel industry counted 1.66 million international overnight stays, out of which 1.05 million were on campsites, 0.4 million in youth hostels and 0.21 million in bed & breakfasts.
compulsory under the regulation on the implementation of statistical surveys of the Swiss Confederation. The FSO provided the three-dimensional panel data for hotels, but not for campsites, youth hostels, and bed & breakfasts. For this reason, this paper only considers the hotel but not the parahotel industry. The Swiss parahotel industry is relatively small and the number of international overnight stays amount to less than 10% of the much larger hotel industry. 3 Nevertheless, the estimated coefficients should be interpreted as the impact of exchange rate changes on the hotel industry only. Some visitors might also react to an appreciation of the Swiss franc by substituting more expensive hotels with cheaper parahotels. Nevertheless, the parahotel industry is likely to face higher exchange rate elasticities due to a high price sensitivity of international low budget travellers.
The HESTA defines the country of origin as the country of the visitors' permanent residence. Guests of foreign nationality who reside permanently in Switzerland are therefore not classified as foreign. Given the foreign permanent residence population in Switzerland of about 2 million in 2015 this is important. This data collection methodology supports the paper, as the reference currency of the foreign permanent residence population is the Swiss franc, rather than the one of their home country.
The paper benefits from highly disaggregated data at the community level, the lowest administrative level in Switzerland. In January 2014, Switzerland counted 2'352 communities. Unfortunately, data for communities with less than 3 hotels are confidential, which is why this paper is restricted to 141 communities. However, the hotel industry is highly concentrated in touristic and large communities/cities. While our sample comprises only a small share of total communities in Switzerland, they account for 76% of total overnight stays by the visitors of the 59 countries of origin. Figure 1 compares the total overnight stays with the data used in this paper. As expected, the share of about three quarters varies very little, while the absolute gap changes with the number of monthly overnight stays. On average visitors from the 59 countries spent 1.56 million nights per month in Switzerland, out of which 1.17 million in the 141 communities or 2'297 hotels considered in this paper.
Tables 7 and 8 in the appendix list the communities and the countries of origin considered in this paper. Each table is sorted by the average number of overnight stays during the sample period. Zurich is at the top of the community table with 156'542 nights per month spent by tourists of the observed 59 countries. It is followed by Geneva (115'161), Zermatt (62'562) and Luzern (58'871) . After Zermatt the most important tourism-oriented communities are St. Moritz (43'229) , Davos (38'397) and Interlaken (37'193) . German residents spent the highest number of nights in the 141 communities and almost 2'300 hotels considered in this paper. Their average of 302'786 nights per month is more than double the overnights spent by British guests (135'660 nights per month). People living in Germany and Great Britain are followed by people from the US (108'137), France (82'735) and Italy (64'334). Guests from Eurozone countries accounted on average for 53% of the overnight stays in our sample. 
Figure : International Overnight Stays in Switzerland
The monthly number of overnight stays strongly varies across community-country-pairs. While on average, Germans spend 34'514 nights in Zurich, there are many combinations of countries and communities for which the number of overnight stays is very low or even zero for many months. Figure 7 in the appendix shows frequency distributions in the number of overnight stays. 379'309 (45%) of the 832'758 observations are zeros. Another 426'446 (52%) observations are between 1 and 1000 and 27'003 (3%) exceed the number of 1000 overnight stays. Figure 1 shows a strong seasonal pattern with a low winter peak in February and March and a high summer peak in July and August. However, the seasonal pattern is very specific to the country-community pair. This can be seen in Figure 2 which shows the time series of 4 out of the 8'319 country-community pairs considered in this paper. Zermatt, which is famous for its view on the Matterhorn, traditionally accommodates most Japanese tourists in the summer months with annual peaks in July. July is also the preferred month for US tourists. However, the graph for US tourists in Zermatt also shows a second peak during the winter season in February and March. As we would expect, visitors from both countries most often visit Geneva during the summer months. Nevertheless, the seasonal pattern for guests in Geneva still varies with the guests' country of origin. We expect that a large part of the seasonal pattern in overnight stays, i.e. the higher number of visitors in summer, is attributed to tourists rather than business travellers. Córtes-Jiménez and Blake (2011) published an empirical study on the purpose of tourism demand in the United Kingdom. A look at the seasonality dummies in their separate estimates for business visitors and tourists supports this intuition.
There is no data available on the guests' purpose for visiting Switzerland. However, this paper will exploit the official classification of communities by the FSO and the ratio of international overnight stays to the permanent population, as a measure for the tourism-intensity of communities. Almost all overnight stays spent in touristic communities such as Zermatt must be due to tourism. In contrast for cities, such as Geneva, we expect a significant part of visitors to consist of business travellers.
Independent Variables
Using the IMF's International Financial Statistics database we downloaded monthly consumer price indices and monthly averages of nominal exchange rates to the US dollar. We subsequently used this time series to construct indices of the real exchange rates R between Switzerland and the countries of origin: (2008) and Athanasopoulos et al. (2014) use Purchasing Power Parities (PPP) as an alternative measure. However, for this paper using the real exchange rate is more appropriate, since PPP would be based on interpolated data. Moreover, visitors are aware of movements in the exchange rate, rather than in PPP. The same source provides data on the nominal GDP. However, monthly data on GDP does not exist. We therefore converted the annual data to monthly data and then applied a moving average in order to smooth the staircase looking time series. Finally we removed inflation by dividing GDP in current prices by the monthly consumer price index (January 2005 100). We use GDP in local currency rather than in US dollar, as it is important not to implicitly control for the value of the US dollar. However, we transform real GDP to an index in order to make the variable comparable across countries. As with the exchange rate, we are only interested in the variation of real GDP and not in its level. There are many ways to interpolate monthly from annual data. None of these methods would be satisfying if GDP was the variable of interest. Luckily real GDP is just a control variable. It controls for the income effect, the effect due to a change in real income in the visitors' countries of origin. Real GDP therefore allows us to isolate movements of the real exchange rate as a pure substitution effect, i.e. the effect due to a relative price change between tourism in Switzerland and tourism at home. In fact, including GDP with or without applying a moving average changed the estimates for the variable of interest, the real exchange rate, very little. Nevertheless, we included the more realistic smoothed variable. Figure 3 shows moving averages of the number of overnight stays from German, French, and Italian visitors together with monthly averages of the real exchange rate between Switzerland and the Eurozone. Both time series are indexed to 1 for January 2006. The Swiss franc depreciated against the euro from a monthly average of 1.55 CHF/EUR in January 2005 to 1.67 CHF/EUR in October 2007. Alongside this depreciation, the number of overnight stays from guests of all three neighbouring countries increased.
Descriptive Statistics
Towards the end of 2008 the Swiss franc appreciated until the introduction of the minimum exchange rate of 1.20 CHF/EUR. The heterogeneity in the reaction across the three neighbouring countries is large. The number of overnight stays from German visitors falls sharply. By contrast, the decrease in overnight stays from Italian and in particular French visitors is much less pronounced, while the time lag is larger. This differences are even more remarkable, since Germany experienced much higher real growth rates in the years following the outbreak 134 Christian Stettler Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) of the financial crisis than France and Italy. Particularly for Italy a part of the decrease in overnight stays is therefore likely to be attributed to the contraction in real GDP. By contrast, real GDP growth probably cushioned the still large fall in overnight stays from German visitors. 
Figure : Correlation between the Real Exchange Rate and Overnight Stays in the Euro Area
Several months after the SNB introduced the minimum exchange rate of 1.20 CHF/EUR, the downward trend in the moving averages of overnight stays is halted. Special care should, however, be taken by drawing a conclusion to the exact lag size as the moving average process also takes future and past values into account. KRW in March 2009 is followed by a sharp decline in the number of overnight stays, while the time series otherwise shows a clear upward trend. The graph for Brazil shows a similar though less pronounced picture. The graph for China shows a six-fold increase in the number of overnight stays from Chinese visitors. However, the graph does not present a link between the two variables since the vertical axis is scaled to capture the surge in overnight stays rather than the volatility in the real exchange rate.
Empirical Approach
To estimate the elasticity of overnight stays to a change in the real exchange rate we use a log-log model, which can be derived from the theory of international tourism demand (Song, Witt, and Li, 2009 ). Using triple-indexed panel data we estimate the following specification, where N denotes the number of overnight stays in community i from guests of country j at month t:
R represents the average real exchange rate between country j and Switzerland (CHF per unit of foreign currency such that a decrease in R represents an appreciation of the Swiss franc vis-à-vis the currency of country j ), which we lag by p months. The term Y is country j's output, i.e. its real GDP. B is the coefficient for the general elasticity of overnight stays to movements in the real exchange rate. K 1 are mutually exclusive binary variables, which are set to one if a community falls within a specific category c, as defined in the next section. C 1 are the estimated coefficients on interaction terms between the binary variables K 1 and the real exchange rate. Similarly, K 2 are mutually exclusive binary variables, which are set to one if a country belongs to a specific continent d. C 2 are the estimated coefficients on interaction terms between the continent binary variables and the real exchange rate. As long as hotels do not vary their level of price-discrimination across countries, the time-community fixed effects also capture price changes on the supply side, i.e. they control for an increase or decrease in the prices for overnight stays and other tourism related services. This is important as the industry is likely to react to an exchange rate change by adjusting prices. Not controlling for these supply side effects would therefore result in omitted variable bias. If hotels react to movements in the exchange rates by adopting prices individually by country of origin, then my results would be downward biased. However, given the importance of international booking portals, country-specific price discrimination is increasingly hard to enforce. µ are community-country-pair-seasonality fixed effects. They control for unobserved effects in the communities, the countries of origin as well as peculiarities in the country-community pair. Furthermore, they also account for spatial dependence by capturing neighbourhood effects. Including the community-country-pair fixed effects for each month of the year, as denoted by the subscript s, further captures the time series-specific seasonalities.
The included fixed effects are large in number. Capturing the seasonality for every community-country pair requires almost 100'000 coefficients and the time fixed effects for every community consist of another 16'000. As the data includes more than 830'000 observations, the loss in degrees of freedom causes much less of a problem than limits in the computational power. Correia (2014) developed a new algorithm for Stata which performs linear regressions while absorbing high-dimensional fixed effects. The algorithm is much faster than the hitherto available alternatives and enables us to include all of the fixed effects. Omitting the time-community fixed effects would result in a strong upward bias, while not controlling for the unobserved time-invariant characteristics of the countrycommunity pairs would lead to a downward bias. Entorf (1997) shows that the phenomenon of spurious regression results also applies to nonstationary panel time series models. Our panel unit root tests are not conclusive due to the weak power of these tests for the small time period of 10 years. In our case the problem is mitigated by the fact that the number of country-community pairs in the triple-indexed panel largely exceeds the number of observations in the time series dimension. However, to some extend the problem might persists. This paper uses a linear regression model with a log-log specification to capture the multiplicative effects in the levels of the variables. The specification has the advantage of a constant elasticity, while elasticities without logarithmic transformation highly depend on the level of the independent variables. In fact, the double-logarithmic regression has been the predominant functional form in tourism demand modelling studies over the past few decades (Song, Witt, and Li, 138 Christian Stettler Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) 2009). However, it is not possible to take the logarithm of zero. The advantages of the log-log transformation therefore come with the disadvantage of having to deal with the zeros.
Simply dropping all values with zero observation is not an option. A possibility would be to use a count model. In fact our data fulfil the two major assumptions of count models: the observations are non-negative and there is no natural a priori upper bound. Our data suffer from large over-dispersion, i.e. the conditional variance is larger than the conditional mean. This would require a (zeroinflated) negative-binominal rather than a poisson model. However, Allision and Waterman (2002) , Guimarães (2008) , and Greene (2007) state that the conditional maximum likelihood estimator used for negative binominal regressions does not qualify as a true fixed effects estimator. Furthermore, an unconditional estimation of the negative binominal model by explicitly including dummy variables is not a feasible approach given the large number of coefficients which would be needed. Moreover, we consider the Poisson pseudo-maximum likelihood (PPML) estimator (Santos Silva and Tenreyro, 2006) , which is often suggested in the international trade literature to estimate gravity models. However, the PPML estimator cannot be used with high-dimensional fixed effects. We therefore follow Baldwin and Di Nino (2006) and shift the number of overnight stays by one. Baldwin and Di Nino (2006) state that this transformation is innocuous as it corresponds to censoring the distribution to one but compensating the uncensored value for the shift of the censoring point.
However, there is an important source for a bias, which has to do with the weighting of the time series. While the implications for the estimated coefficients are large, the cause is rather subtle. The issue therefore deserves some explanation.
To make the point and without loss of generality we focus on the community of Davos. The lines in the top row of Figure 5 show the time series of the British and Japanese overnight stays in Davos. Unlike for Zermatt, the Japanese visitors are of minor importance for Davos and only account for a few hundred overnight stays per year. In contrast, significantly more British visit Davos. In fact, British residents are the community's second largest group of foreign visitors. Let us now assume an alternative World as shown in the two graphs at the bottom. On the one hand, the Japanese would visit Davos almost as often as Zermatt. We therefore multiply the number of overnight stays from Japanese tourists by 10. On the other hand, we divide the number of overnight stays from British visitors by the same number. We do not change the number of overnight stays from the other 57 countries.
Now we run the linear fixed effects model as specified in equation 2, for i Davos, twice -once for the real world and once with the modified data. The (2) estimated elasticities are exactly the same. Any country specific transformation in the number of overnight stays does not change the results. This is a consequence of the fixed effects model. By using the deviation from the mean it only focuses on the within variation, i.e. the variation over time.
Through the inclusion of the fixed effects we throw away all the variation across the different countries of origin. As the average is taken out, the absolute number of individuals, which make up the time series, does not have any impact on the estimated coefficients. For this reason the estimates are not sensitive to any linear transformation of the observations in a specific time series. The fixed effects estimator without weights reflects a world in which an appreciation of the Swiss franc to the US dollar has ceteris paribus the same impact on the Swiss tourism industry as an appreciation of the Swiss franc to the Icelandic krona. By the same token a Maltese's reaction to an appreciation of the euro has the same impact on the estimated coefficient as the simultaneous decisions of more than 1000 Germans.
Let us take a second look at Figure 5 . When comparing the overnight stays from the two countries, we recognise a much clearer seasonal pattern for the British than for the Japanese. However, the noise in the time series of the Japanese is not the result of insane minds and continuous changes in the Japanese preferences for the ideal month for holidays in Davos. Rather it reflects the relatively low number of Japanese who actively make a decision of whether to book a hotel room in Davos or not. The information contained in the different time series is very different.
For the reasons stated above, the estimated coefficients of an unweighted fixed effects estimator depend significantly on the degree of aggregation in the data, as for example whether to aggregate the number of overnight stays of visitors from eurozone countries or not. The problem described in this section is not limited to the dimension of the countries of origin, but also exists for the different communities in Switzerland. The time series of Zurich and Zermatt contain more information and are more important for the Swiss tourism industry than the ones of Frutigen and Bregaglia. This paper addresses the described issue by using a weighted least squares (WLS) fixed effects estimator. By doing so we give analytical weights to the different time series, which we weight by the average number of overnight stays from country j in community i: w can therefore be seen as the average number of individuals which make up the aggregated observations in each time series. Finally, it is important to mention Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) that the weighting scheme is not affected by the transformation of the dependent variable, as the weights are taken from the original data, not those shifted by one unit.
As mentioned before, the average number of overnight stays of a specific time series is mostly determined by characteristics of the country-community pair, i.e. the between variation is much higher than the within variation. While movements in the Swiss franc have an impact on the number of overnight stays for the specific community-country pairs, the average nights spent in Lausanne by French guests (7'087 per month) will always be much higher than the ones spent by Finnish visitors in Weggis (7.2 per month). Nevertheless, taking the weights according to the average number of overnight stays may cause a small endogeneity problem, as the real exchange rate might influences the average number of overnight stays for a specific country-community pair. However, the problem becomes insignificant if the real exchange rate is stationary. For two further reasons we prefer the average number of overnight stays to the number of a specific month: First, the country-community specific seasonalities render the number of nights of a single month less representative. Second, by choosing a single month or the average over a year we do not consider the development in the number of overnight stays for reasons other than the exchange rate. Figure 8 and Table 9 show the extremely high autocorrelation in the monthly average of the real exchange rate between Switzerland and Germany (autocorrelations of the exchange rates between Switzerland and other countries are similar). Table 10 in the appendix presents the estimated coefficients from WLS regressions with several time lags of the real exchange rate. The small and mostly statistically insignificant coefficients are the consequence of the very high autocorrelation in the real exchange rates. Table 10 shows that the problem of multicollinearity persists even when including less lagged variables. Including more than one lag of the real exchange rate does therefore not provide accurate estimates for the impact of the highly autocorrelated independent variable on the number of overnight stays. Moreover, the transmission periods are highly heterogeneous across the more than 8'000 time series. Since visitors react with very different time lags, the ideal lag for the reaction of visitors to an exchange rate shock does not exist. In order to provide a comprehensive picture of the impact and transmission period of a change in the exchange rate on the number of overnight stays, we present the estimates of regressions with a variety of time lags within the relevant range. In each regression we include only one lag for the real exchange rate and only one lag for real GDP. We always include the same lag of real GDP as the reported lag of the real exchange rate.
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Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) Our method has one big disadvantage and one big advantage. The big disadvantage is that we cannot interpret the coefficients as the impact of a specific time lag -and of only this time lag -on the number of overnight stays. The reason is again the high autocorrelation in the real exchange rate, which would cause the 1 st and 2 nd time lag to be significant even if all visitors had already planned their journey to Switzerland at least 3 months in advance. The big advantage is that we omit the problem of multicollinearity. The estimated coefficients therefore provide an accurate measure for the overall impact of real exchange rate movements on the number of overnight stays. Nevertheless, we believe that an extension to a dynamic model to account for persistence of tourism demand would be an interesting approach for future research. Table 1 presents the estimated coefficients for 11 regressions with 11 different time lags. Figure 6 visualises these estimates together with the estimated coefficients for every other lag in the range of 12 forward and 24 backward lags. The regressions with the highest estimates for the exchange rate elasticity include lags of 3 to 5 months. The values of these coefficients are about 0.74. As we use a loglog specification we can interpret the coefficients as elasticities. A real appreciation of the Swiss franc by 1% therefore leads to a decrease of 0.74% in the number of overnight stays in the 141 communities included in our sample.
Results
Overall Results
On the one hand, this estimate is higher than the overall exchange rate elasticities of 0.53 found by Ferro Luzzi and Flückiger (2003) and of 0.57 found by Abrahamsen and Simmons-Süer (2011) when using a generalised least square model. On the other hand, our estimate is below those found by Abrahamsen and Simmons-Süer (2011) when using an error-correction model and largely below the values found by Falk (2014) . In addition, our estimates are below the average price elasticity for international tourism demand of 1.28 (Peng et al., 2015) .
However, our sample is limited to slightly below 76% of total international overnight stays. Since data for communities with less than 3 hotels are confidential, our sample is biased towards large and touristic communities and therefore not fully representative for the country. The next section will show a very low price sensitivity of city visitors. As cities are overrepresented in our sample, we would probably obtain higher overall estimates without the restriction to the 141 communities. Figure 6 contains some other interesting information. As a matter of fact, current exchange rate movements do not change past numbers of overnight stays. The forward estimates on the left-hand side of the vertical line do therefore not contain any information about visitors' reaction to exchange rate movements. The high estimates for the first few forward coefficients are solely the result of the high autocorrelation in the exchange rates. However, the slope of the parable is much lower on the right-hand side than on the left-hand side, i.e. for the backward lags than for the forward lags. While most visitors react to the exchange rate 3 to 5 months in advance of their actual visit, the lower slope on the right indicates that further backward lags still matter. Explanations are manifold: visitors often have an incentive for early bookings of flights, hotels, or travel packages due to the pricing system of airlines and travel agencies, or in order to ensure their spots in their favourite hotel or travel group. Through early bookings and payment in their home currency, visitors might also transfer a part of the exchange rate risk to other parties. Real Exchange Rate 0.477*** We find elasticities of overnight stays with respect to real GDP between 1.6 and 1.8. An increase of real GDP by 1% therefore leads to an increase in the number of overnight stays of about 1.6 to 1.8%. Peng et al. (2015) report a median income elasticity of 2.53. While we find lower values, our income elasticities are still significantly above one. Therefore, we agree with the conclusion made by Peng et al. (2015) that international tourism is clearly a luxury product. Table 2 presents the estimated coefficients from interacting the real exchange rate with a categorical variable, which groups the countries by their continent. For the remainder of the paper we drop B, the coefficient for the overall elasticity of overnight stays to movements in the real exchange rate. Therefore we can directly read the coefficients on the interaction terms as the exchange rate elasticities for the different continents. Table 2 presents the estimated coefficients for time lags of 0, 3, 6, 9, 12 and 15 months. The estimated elasticity for European visitors peaks at a value of slightly below 1. A real appreciation of the Swiss franc by 10% therefore leads to a drop in the number of overnight stays from European countries by about 9.7%. This elasticity is higher than the ones of any (2) other country group. The highest coefficient for visitors from North America is about 0.73, while the elasticities for the other country groups are much lower.
Country Results
In general we observe higher elasticities for countries which are geographically closely located to Switzerland. This indicates that the ratio between the distance from the country of origin to Europe and Europe to Switzerland is important. One reason might be found in the transportation and opportunity costs of travelling. The implicit and explicit transportation costs between Swiss and other European destinations are often low compared to the costs and the needed time to travel from other continents to Europe. For visitors from outside of Europe, Swiss and European tourism therefore might be complementary goods. Once these tourists are already in Europe, the relative costs and time needed to visit a Swiss destination is low. For these visitors the euro might even play a bigger role than the Swiss franc, though the latter still matters. The situation is different for Europeans. Once the high fixed cost for the transport to Europe falls away, European and Swiss destinations are likely to become substitution goods. This (2) is particularly true for destinations in neighbouring countries, which often offer similar services. In addition, Crouch (1994) states that a destination might become more attractive and more luxurious with distance. Price elasticities would therefore be lower for long-haul tourism as the longer the distance the more luxurious the tourism. While there are many explanations for the different estimates across countries and country-groups, the coefficients of the different time lags within countries and country-groups are harder to explain. Intuitively, we would expect visitors from Europe to react with a shorter time lag to exchange rate movements, as they probably plan their trips less in advance. This is, however, not the case. European visitors seem to react with a larger time lag to movements in the Swiss franc than non-European guests. An explanation might be that a large part of non-European visitors, when planning their journey, actually reacts to movements in the euro, rather than in the Swiss franc. Once they are in Europe, however, the Swiss franc might become a decision criteria on whether to visit a Swiss destination or not. An appreciation of the Swiss franc may also incline visitors to reduce the number of overnight stays per arrival. Table 3 presents country specific exchange rate elasticities for the 8 countries with the most overnight stays during the observation period. The findings for European countries confirm the impression obtained from Figure 3 : differences across Europe's main visitor countries are large. In particular the German, Dutch, and Belgian markets are highly price sensitive. A real appreciation of the Swiss franc by 10% decreases the number of overnight stays from Dutch and Belgian visitors by more than 15% and from German visitors by more than 18%. By contrast, Italian and particularly French visitors react much less to exchange rate changes. In fact, even the largest coefficient for the French market is only significant at the 10% significance level. Our findings stay in contrast to the results reported by Abrahamsen and Simmons-Süer (2011) , which find very high real exchange rate elasticities of 2.32 for French and 1.96 for Italian visitors, albeit for a different time period.
A comparison of our findings with the average number of overnight stays in Table 8 shows that elasticities tend to be higher for countries with a high number of overnight stays compared to their population. Moreover, the number of visitors from countries with many substitute destinations, such as France, Italy, and Austria, tends to be relatively low. In fact, with more than 300'000 overnight stays per month, German visitors spend on average more than twice as many nights in hotels of the 141 communities as the French and Italian visitors together. This indicates that people visiting Switzerland despite the availability of substitute destinations within their home country, might be less price sensitive.
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Community Group Results
The preceding sections provide estimates for the elasticity of overnight stays to movements in the real exchange rate for Switzerland as a whole. The results of the last section further show the importance of the source market. While some determinants of the visitors' price sensitivity such as implicit and explicit transport costs are mainly connected to the visitors' country of origin, others are mainly connected to the specific destination within Switzerland itself. Examples are the price category of hotels or the visitors purpose to stay in Switzerland. Countrywide results are likely to conceal these community-specific disparities. In what follows, we therefore investigate the impact of exchange rate movements dependent on different community-specific characteristics. One important factor, which is likely to determine the price sensitivity of visitors, is their purpose for staying in Switzerland. Unfortunately, there exists no data on the guests' purpose of visit. Therefore, we cannot estimate different elasticities by the visitors' purpose of staying in a specific community directly. However, observable community characteristics provide good indicators for the guests' main purpose of visit. We use an official classification into 9 different community-types 4 by the FSO to construct a community-type categorical variable. 44 out of the 141 communities in our sample are classified as cities, 59 as touristic communities and 38 belong to one of the other categories. The first 3 columns in Table 4 show the estimated coefficients from interacting the community-type categorical variable with the logarithm of the real exchange rate. We report the 3 rd , 6 th , and 9 th time lag, as the impact of a change in the exchange rate peaks with a lag of one to three quarters. The differences in the elasticities between cities and the two other types of communities are large. An appreciation of the Swiss franc by 10% leads, on the one hand, to a decrease in the number of overnight stays form foreign visitors in touristic and other communities of about 14%. On the other hand, the same appreciation of the Swiss franc decreases the number of overnight stays in cities by only 2%. The estimated coefficients for cities are further only significant at the 10% level in two out of three cases.
There are several explanations for the very low price sensitivity of city visitors. First, a significant share of overnight stays in cities is spent by business visitors. The studies reviewed in the meta-analysis from Peng et al. (2015) find on average a very low price elasticity of only 0.35 for business visitors compared to a much higher average value of 1.10 for holiday tourists. The impact of exchange rate changes on business travellers is indirect. Movements in the exchange rate may affect economic activity and therefore potentially influence the number of business trips. However, business travellers generally do not have to pay their trips out of their own pockets. Second, Nicolau (2010) finds a lower price sensitivity for cultural-sensitive tourists. This indicates that even within non-business travellers, cities might tend to attract less price sensitive visitors than rural communities. Finally, lower price elasticities for cities might also be connected to a lower average length of stay. Since the FSO collects data on overnight stays and arrivals, this is an interesting question for future research.
Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) The classification of the FSO is useful to distinguish between broad community types. However, the allocation of a community to a class does not allow us to obtain a more precise measure for the tourism-intensity of a community. The 44 Swiss communities, which are classified as cities, are rather heterogeneous in terms of their size, the number of overnight stays and the expected composition between business travellers and tourists. The same is true for the 38 communities which are neither classified as cities nor as touristic. To obtain a gradual measure for the tourism-intensity of a community, we ranked the communities by the ratio of average annual overnight stays by foreigners to the permanent population. Communities with a high ratio like Grindelwald, St. Moritz, or Pontresina are considered to have a higher tourism-intensity or to be more touristic. The quotient further serves as a proxy for the unknown ratio of tourists to business visitors. Communities with a rather low permanent population and a very high number of overnight stays are likely to attract mostly tourists and vice versa. We subsequently use the ranking to split the communities into quintiles. 21 out of the 28 communities in the fifth quintile have a ratio above 365, i.e. they count on average more guests from the 59 foreign countries of origin than locals. The three most tourism-intense communities are Lauterbrunnen, Zermatt, and Interlaken. Most of the country's biggest cities such as Zurich, Basel, and Berne are in either the second or third quintile. Finally we use the division of the communities into quintiles to create a categorical variable, which we interact with the logarithm of the real exchange rate. Columns 4 to 6 of Table 4 contain the exchange rate elasticities for each of the 5 quintiles. Again, we report the 3 rd , 6 th , and 9 th lag. On the whole, the estimated coefficients confirm the obtained results of the first three columns. The estimated elasticity for the fifth quintile is about 1.4. An appreciation of the Swiss franc by about 10% therefore causes very touristic communities to lose approximately one out of seven overnight stays by foreign guests. Columns 4 to 6 show higher coefficients for higher quintiles. In other words, the elasticities are increasing in the ratio of overnight stays to the permanent population. Above we made the assumption that an increase in this ratio goes along with an increase in the ratio of tourists to business travellers. If we believe this, then the results provide an additional insight. Rather than whether a community is considered a city or not, it is the composition by the guests' purpose of visit, which causes the impact of exchange rate movements to be different. Cities are likely to have a relatively high share of business travellers, which isolates their hotel industry to a large part from the effect of exchange rate movements. In this sense, our results confirm the findings of Córtes-Jiménez and Blake (2011). For the United Kingdom the authors find that business travellers are rather insensitive to exchange rate movements, whereas holiday tourists are very price sensitive.
The above analysis shows the relatively large effect of exchange rate movements on the Swiss tourism industry. As previously noted, there is a strong degree of seasonality with two peak seasons: one in summer from June to August and one in winter from December to March. The seasonality patterns are much less pronounced for cities than for touristic communities. The patterns of the latter are further very community specific. Some accommodate almost all of their guests in either winter or summer, others have a high and a middle season. How do exchange 
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Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) rate movements affect these different types of communities? Is the effect of the exchange rate different for summer and winter tourism? The second question is difficult to answer because of the relatively long and not exactly defined transmission period of a change in the exchange rate on the number of overnight stays. To answer the first question, we exploit the seasonal pattern in the time series of the communities. For each community we calculate the number of overnight stays during the winter, respectively summer months, as a share of average annual overnight stays. Just as with the ratio for the tourism-intensity, we rank the communities by the obtained ratios. Subsequently we create a dummy variable for the first quartile, or the first 35 communities, of each ranking. The winter destinations of the first quartile count 43% or more of their overnight stays between December and March. The most specialised community is Bagnes in the canton of Valais, which counts 73% of overnight stays by foreigners during the winter season. It is followed by Tujetsch (71%) and Nendaz (68%). 35 summer destinations count at least 41% of their international hotel nights in June, July, or August. With 60% Innertkirchen is at the top of the list, followed by Ringgenberg (59%) and Val Müstair (57%). As guests are much more equally distributed across months in cities compared to touristic destinations, both, summer and winter destinations, do not include any cities. This is desired as cities have much lower elasticities for reasons discussed above. Excluding cities enables us to look at the different effects of exchange rate movements within non-city destinations. In fact, the need to exclude cities is the main reason why we chose the top quartile, rather than tertile. Defining the summer and winter destinations as the top quartile allows us to exclude all cities, while including almost all tourism destinations. Table 5 contains the estimated coefficients from interacting the top winter and summer quartiles with the logarithm of the real exchange rate. The estimated coefficients for the winter and summer destinations peak with lags of 6 to 9 months, compared with a lag of about 3 months for other communities. The transmission period therefore tends to be longer for touristic communities. Tourists probably plan their trips more time in advance than business travellers. The difference in the elasticities are large. In fact, the estimated elasticities for summer tourism destinations are about twice as high as the ones for winter tourism destinations. The elasticities for communities which accommodate a large share of their guests during the summer months is slightly above 2. An appreciation of the Swiss franc by 10% therefore prompts foreign tourists to reduce their nights in Swiss summer destinations by about one fifth. In contrast, only 1 out of 10 international overnight stays falls away in winter destinations. An explanation why summer tourism destinations exhibit such a high exposure to exchange rate changes might be found in the large number of nearby substitute destinations.
Christian Stettler
Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) Does a change in the exchange rate have a different effect on the number of overnight stays in more luxurious and prestigious destinations? Intuitively we would expect more wealthy guests to reveal a lower exchange rate elasticity. However, the only study we are aware of claims the opposite. Corgel, Lane, and Walls (2013) estimate the effect of exchange rate movements on the demand for hotel rooms of different price classes in the US. The authors find significantly higher elasticities for luxury and upscale hotels. Our data does not contain a breakdown by the price category or the number of stars.
However, community level data allows us to compare destinations of different price levels. The preceding analysis showed large differences in the elasticities between cities and non-cities and, within the latter, between summer and winter destinations. The price level of communities is related to these groups. In fact, cities count 38 and winter destinations 28 five Star hotels, while there are only 6 five star hotels in summer destinations. Therefore, we do not want to compare destinations across the different categories. For this reason, this paper only compares more luxurious destinations against other destinations within, but not across, the summer and winter community groups. For this part of the analysis, 
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Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) we do not consider any communities other than the ones in these two groups. To obtain a measure for the price category, we use the hotel directory on the website of myswitzerland.com to create a list of 4 and 5 star hotels in each community. Subsequently, we use this list to create an index for the average price level of the hotels in a community. We calculate the index as the ratio of 4 and 5 star to the number of total hotels, while multiplying 5 star hotels by 5. The idea is to base the index principally on 5 star, while complementary considering 4 star hotels.
While the hotel directory of myswitzerland.com offers a comprehensive list of middle and upscale hotels, many low price hotels are missing. Fortunately, the FSO provides data on the number of hotels in each community. We use this data as denominator. In the spirit of the preceding analysis, we rank the communities by the described index and create a dummy variable for the communities of the first quintile of the ranking. The number of communities in the high-price segment is therefore relatively small. However, on average these communities count more overnight stays than non-luxury destinations. Table 6 presents the estimated coefficients from interacting the exchange rate with the dummy variable for luxurious communities and, to compare the communities within categories, with the categorical variable for summer and winter destinations. Again, since all variables are in logarithms, we can interpret the coefficients as elasticities. Compared to the base group, the estimated coefficients are slightly lower for high-price destinations. The effect of exchange rate movements therefore tends to be lower for more luxury and upscale destinations with a relatively high number of 4 and particularly 5 star hotels. This is true for summer and winter destinations. However, the difference in the estimates within the summer and winter groups is small and the 5 percent confidence intervals are overlapping. Whether a community is primarily a winter or summer destination is therefore more important than the average price class of the hotels. Degree of competition might be less pronounced in Alpine destinations than in summer destinations. However, it is important to mention that our analysis is based on community characteristics, and not on the data of individual hotels. This restriction becomes important for the estimated coefficients in Table 6 , as most luxury destinations also include less expensive hotels and vice versa.
Conclusion and Discussion
This paper analysed the effect of a change in the real exchange rate on the number of international overnight stays in Swiss hotels. Having used a very rich dataset provided by the FSO, we found an overall real exchange rate elasticity 154 Christian Stettler Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) of 0.74. Put differently, an appreciation of the Swiss franc by 10% decreases the number of international overnight stays in Swiss hotels by 7.4%. Disaggregated data for 141 communities and 59 countries of origin allowed us to estimate country and community-specific exchange rate elasticities. In both dimensions, we found large differences in the estimated elasticities across groups.
With respect to the country of origin, we found very high exchange rate elasticities for German, Dutch, and Belgian visitors. A 10% appreciation of the Swiss franc against the euro reduces the number of overnight stays from Dutch and Belgian visitors by more than 15% and from German visitors by more than 18%. By contrast, Italian and particularly French visitors exhibit a very low price sensitivity. Guests from North America and Asia exhibit exchange rate elasticities of 0.73 and 0.51 respectively. For guests from South America, Africa, and Oceania the estimated values are much lower or insignificant. With respect to the communities, we found very low elasticities of 0.2 for cities but very high values of 1.4 for rural communities. By the same token, exchange rate movements have a higher effect in communities with a high number of overnight stays relative to the permanent population. While there exists no data on the guests' purpose of visit, these findings indicate a higher price sensitivity of holiday tourists compared to business travellers. Within rural communities, exchange rate movements have a much larger effect on summer than on winter destinations. The elasticity for communities, which accommodate a large part of their guests in summer, is slightly above 2 and therefore about twice as high as the estimated coefficient for winter destinations. For both, summer and winter destinations, exchange rate movements tend to have a lower impact on overnight stays in more upscale and luxury destinations with a high share of 4, and particularly 5 star hotels. However, the difference to the base group of less expensive destinations is not significant.
What do these findings tell us about the effect of the central bank's decision to remove the exchange rate floor? How do the findings contribute to the ongoing policy debate?
The impact of the strong Swiss franc on the tourism industry strongly depends on community characteristics:
The Swiss franc's appreciation has a small impact on the number of overnight stays in cities. About one year after the SNB removed the exchange rate floor, one euro costs about one franc and eight cents. Compared to an exchange rate of 1.20 CHF/EUR, the Swiss franc therefore appreciated by about 10%. Everything else constant, this should reduce the number of international overnight stays in cities by about 2%. For the 44 communities, which the FSO classifies as cities, this is equivalent to a loss of about 12'000 international overnight stays per month.
While the impact of a change in the exchange rate is small for cities, it is large for all other communities. For these communities we found elasticities of about 1.4. A real appreciation of the Swiss franc by 10%, therefore decreases the number of international overnight stays in these communities by about 14%. For the 97 rural communities included in this paper, this is equivalent to a loss of about 75'000 international overnight stays per month. However, price sensitivities are highly heterogeneous across source markets.
These findings have several implications on the current policy debate. Appropriate policies need to account for the high heterogeneity in the impact of the strong Swiss franc across communities and source markets. Public policies which aim to support the sector in its effort of (temporary) price adjustments should therefore be targeted on communities which are exposed to a high degree of price sensitivity. In addition, the industries capacity to absorb the heterogeneous impact 156 Christian Stettler Swiss Journal of Economics and Statistics, 2017, Vol. 153 (2) of the exchange rate shock might also depends on the possibility for regionalspecific solutions within the sector's collective labour agreement. On the side of hotels, price discounts might be targeted to source markets with a high price sensitivity. Moreover, hotel chains can mitigate the effect of exchange rate changes through the diversification of hotel locations across rural and urban communities.
While the appreciation has a large negative impact on rural communities, several factors should mitigate the impact of the exchange rate appreciation:
First, this paper aimed to estimate the ceteris paribus effect of a change in the real exchange rate. Even if the strong appreciation of the Swiss franc has ceteris paribus a negative effect, this does not mean that the number of international overnight stays will actually decrease in the long run. Over time, expected real growth in the visitors' countries of origin is likely to compensate for the negative effect of the Swiss franc's appreciation. However, real growth in the visitors' countries of origin is taking place gradually and cannot counter a shock sufficiently. Nevertheless, during the last 10 years real growth caused the number of overnight stays for many of the visitors countries of origin to follow a clear upward trend. The most striking example is the development in the number of overnight stays from Chinese visitors.
Second, since January 2015 many currencies such as the British pound and the US dollar have appreciated against the euro. This would also have been the case if the SNB had decided to keep defending the exchange rate floor. Nevertheless, currencies other than the euro cause the appreciation of the real effective exchange rate to be below the mentioned 10%, which the Swiss franc appreciated against the euro.
Third, we estimated the effect of the real exchange rate on the number of overnight stays from international visitors. During the 10-year period under study, international visitors, however, only amounted for 56% of total overnight stays in Swiss hotels. The other 44% were Swiss residents. As there is no variation in their exchange rate, we did not include Swiss residents in our dataset. However, Swiss residents are also likely to react to an appreciation of the Swiss franc. After all, an appreciation makes their holidays in foreign countries relatively cheaper. Nevertheless, we expect Swiss guests to react less to an appreciation of the Swiss franc than their foreign counterparts. If this is true, then the Swiss guests would mitigate the effect of an appreciation of the Swiss franc. Falk (2015) estimates the impact of the depreciation of the euro against the Swiss franc to Swiss overnight stays in West Austrian ski resorts. However, the literature on the impact of exchange rate changes to Swiss outbound tourism remains incomplete. As the share of overnight stays from Swiss residents to total overnight stays is relatively high, this is an important topic for future research. 
