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Abstract. We generalise and improve a result of Stoll, Walsh and Yuan by showing that there are at most two solutions in coprime positive integers of the equation in the title when b = p m where m is a non-negative integer, p is prime, (a, p) = 1, a 2 + p 2m not a perfect square and x 2 − a 2 + p 2m y 2 = −1 has an integer solution. This result is best possible. We also obtain best possible results for all positive integer solutions when m = 1 and 2.
When b is an arbitrary square with (a, b) = 1 and a 2 + b 2 not a perfect square, we are able to prove there are at most three solutions in coprime positive integers provided x 2 − a 2 + b 2 y 2 = −1 has an integer solution and x 2 − a 2 + b 2 y 2 = −b 2 has only one family of solutions. Our proof is based on a novel use of the hypergeometric method that may also be useful for other problems.
Introduction
Diophantine equations of the form aX 2 − bY 4 = c are linked to several important areas in number theory. They are a quartic model of elliptic curves, for example. They are also associated with squares in binary recurrence sequences too.
Ljunggren (see [5, 6, 7, 8] for some of his many results) made significant contributions to the study of the integer solutions of such equations, especially when a, b are positive integers and c = ±1, ±2, ±4. They have been the subject of much attention since then too (see, for example, Akhtari's result [1] and the references there). For other values of c, the study of such equations appears to be much more difficult.
In 2009, Stoll, Walsh and Yuan [10] showed that for any non-negative integer m, there are at most three solutions in odd positive integers to
Here we generalise, and improve, their result to the equation
under the conditions stated in our theorems below.
Theorem 1.1. Let a, m and p be non-negative integers with a ≥ 1, p a prime, gcd (a, p m ) = 1 and a + p 2m not a perfect square. Suppose x 2 − (a 2 + p 2m ) y 2 = −1 has a solution. Then (1.1) has at most two coprime positive integer solutions. Remark 1.2. Note that the conditions in Theorem 1.1 are always satisfied for a = 1 and p = 2, so the results here to include, and improve, the results in [10] .
1 Remark 1.3. Theorem 1.1 is best possible. One can find infinitely many examples of a, m and p such that there are two solutions in coprime positive integers.
Example 1: let b be any odd positive integer not divisible by 5 and a = (b 2 − 5) /4. Then we have the obvious solution, (a, 1), of (1.1). The fundamental solution of the negative Pell equation here is (a + 2, 1), so a + √ a 2 + b 2 (a + 2) + √ a 2 + b 2 2 gives rise, after simplifying, to another solution, ((b 6 + 5b 4 + 15b 2 − 5) /16, (b 2 + 1) /2), of (1.1). Example 2: let b be any odd positive integer and a = (5b 2 − 1) /4. also has two solutions. In addition to the obvious solution, (a, 1), of (1.1), we also have the following solution, ((3125b 6 + 625b 4 + 75b 2 − 1) /16, (25b 2 + 1) /2).
Of course, it would be satisfying to remove the condition that the coordinates of the integer solutions be coprime. We have not been able to do that in the same generality as in Theorems 1.1, but we have been able to prove the following. Corollary 1.4. Let a, m and p be positive integers with a ≥ 1, m = 1, 2, p a prime, gcd (a, p) = 1 and a 2 + p 2m not a perfect square. Suppose x 2 − (a 2 + p 2m ) y 2 = −1 has a solution. Then (1.1) has at most three positive integer solutions.
Proof. (of Corollary 1.4) From Theorem 1.1, we know there are at most two coprime solutions.
If there is a solution with gcd(x, y) = 1, then for both m = 1 and m = 2, we can remove the common factors to get −1 on the right-hand side. We can now appeal to Theorem D of [3] to show there is at most one such solution. We are also able to prove the following result. Theorem 1.6. Let a and b be relatively prime positive integers such that a 2 + b 2 is not a perfect square. Suppose x 2 − (a 2 + b 2 ) y 2 = −1 has a solution and that all coprime integer solutions (x, y) to the quadratic equation
are given by
is the minimum solution of the equation x 2 − (a 2 + b 2 ) y 2 = −4 in positive integers. Then (1.1) has at most three coprime positive integer solutions.
We have not been able to find any equations satisfying these conditions that have three solutions, so we believe that there are at most two coprime solutions of such equations too.
It would also be of interest to eliminate the condition that x 2 − (a 2 + p 2m ) y 2 = −1 has a solution. However, we have not been able to do so. The obstacle is that Lemma 3.3 is no longer true without that condition. An example where this fails is provided in the remark after Lemma 3.3.
Diophantine Approximation via Hypergeometric Functions
Recall that by an effective irrational measure for an irrational number, α, we mean an inequality of the form
for all p/q ∈ Q with gcd(p, q) = 1 and |q| > Q, where c, Q and µ are all effectively computable. By Liouville's famous result [4] , where he constructed the first examples of numbers proven to be transcendental, we have such effective irrational measures for algebraic numbers of degree n, with µ = n. But for most applications we require µ < n.
We can use the hypergeometric method to obtain effective irrationality measures that improve on Liouville's result for the algebraic numbers that arise here. However, that does not suffice for us to prove our theorem. The problem here arises not because of the exponent, µ, in the effective irrationality measure, but because the constant, c(α), is too large. Upon investigating this further, we found that we can complete the proof of Theorem 1.1 if we use not the effective irrationality measures from the hypergeometric method, but rather consider more carefully the actual results that we obtain from the use of hypergeometric functions.
The means of doing so is the following lemma.
Lemma 2.1. Let θ ∈ C and let K be an imaginary quadratic field. Suppose that there exist k 0 , ℓ 0 > 0 and E, Q > 1 such that for all non-negative integers r, there are algebraic integers p r and q r in K with |q r | < k 0 Q r and |q r θ − p r | ≤ ℓ 0 E −r satisfying p r q r+1 = p r+1 q r . For any algebraic integers p and q in K, let r 0 be the smallest positive integer such that
Remark 2.2. We can improve the constants here somewhat, replacing 1/ (2k 0 ) in both parts by (1 − 1/E) /k 0 and defining r 0 by (
This would be helpful when reducing the size of c here is important. This would have reduced the size of the bound on a 2 + b 2 in Case 3 of Lemma 4.1 below. But as the remaining calculation to finish the proof of Lemma 4.1 is so quick, we have not pursued this here.
Proof. The proof is identical to that of Lemma 6.1 of [11] except at the end of the proof we do not convert the lower bounds into ones involving |q| −(κ+1) .
Construction of Approximations.
Let t, u 1 and u 2 be rational integers with t < 0. We let u = u 1 + u 2 √ t /2 be an algebraic integer in K = Q √ t with σ(u) = u 1 − u 2 √ t /2 as its algebraic (and complex) conjugate. Put ω = u/σ(u) and write ω = e iϕ , where −π < ϕ ≤ π. For any real number ν, we shall put ω ν = e iνϕ . Suppose that α, β and γ are complex numbers and γ is not a non-positive integer, 2 F 1 (α, β, γ, z) shall denote the classical (or Gauss) hypergeometric function of the complex variable z.
For positive integers m and n with 0 < m < n, (m, n) = 1 and r a non-negative integer, we put ν = m/n and
where 0 is not on the path of integration from 1 to z. We collect here some facts about these functions that we will require.
(e) For |ω| = 1 and Re(ω) ≥ 0, we have
with the minimum value occurring at ω = 1.
Proof. Part (a) is established in the proof of Lemma 2.3 of [3] . Part (b) is Lemma 4 of [2] . Part (c) is Lemma 2.5 of [3] . Part (d) is a slight refinement of Lemma 7.3(a) of [11] . In the proof of that lemma, we showed that in our notation here
Since ω is on the unit circle, we can write 1
Here we have |θ| < π/3 in order that |ω − 1| < 1 holds. Hence w 1 = cos(θ/2) > cos(π/6), and so 4
For part (e), we use Pochammer's integral (see equation (1.6.6) of [9] ), along with the transformation t = 1/s, to write
and our problem becomes one of showing that the absolute value of the function
with α, β, γ > 0 and β + γ > α attains its minimum in Ω = {z : |z| = 1, z / ∈ [−1, 0]} at z = 1. Note that here we have α = c − b, β = c − a and γ = a. We can change the integration path to any path that avoids the singularities of the integrand, i.e., any path that stays in the open angle bounded by the rays {−τ z : τ > 0} and {−τ : τ > 0} containing the positive semi-axis. So we will change it to the ray {τ √ z : τ > 0}.
Thus out integral becomes
Putting w = 1/ √ z and recalling that |z| = 1, we have
so the problem is reduced to establishing the following:
Since c = 2a, |z| = 1 and our definition of w, here we have β = γ and z ′ = z/ √ z = √z , this is immediate because the integrand on the left is then positive and obviously greater than the one on the right.
Since |w| = |z ′ | = 1, we have
which shows the integral attains its minimum at z = 1, as stated.
We let D n,r denote the smallest positive integer such that
, again for all m as above. We will use v p (x) to denote the largest power of a prime p which divides into the rational number x. We put
In what follows, we shall restrict our attention to m = 1, n = 4 (so ν = 1/4) and t = −1.
Lemma 2.4. We have 
However, the value 100 results in us requiring a lot of computation to complete the proof of our theorem here. Therefore, we seek a smaller value at the expense of replacing 1.64 by a larger value, whose value has less of an impact on our proof. For r ≥ 156, 100 exp(1.64r) < 0.2 exp(1.68r), so we compute directly the left-hand sides of (2.2) for r ≤ 155. We find that the maximum values of the left-hand sides of (2.2) divided by exp(1.68r) both occur for r = 3.The lemma follows.
where r is any non-negative integer and d will be determined below. By the definitions of D 4,r and N d,4,r , we easily observe that p ′ r and q ′ r are algebraic integers of Q(i). We can see that as follows. X 1,4,r (z) is a polynomial of degree r and
r is an algebraic integer of Q(i). The analogous expression for q ′ r shows that it is also an algebraic integer. In fact, there may be some further common factors. As in [12] , put
Then we can put
Since (u 1 − u 2 i) /g is an algebraic integer, the argument above still applies to show that p r and q r are algebraic integers.
So in Lemma 2.4, we can take
and (2.4) k 0 < 1.072C 4,1 < 0.89.
We also have
and ℓ 0 = C 4,2 |ϕ| = 0.2|ϕ|.
Other Preliminary Lemmas
Lemma 3.1. Let a, m and p be positive integers with a ≥ 1 and p a prime. Put b = p m or b = 2p m and suppose that gcd (a, b) = 1 and a 2 + b 2 not a perfect square. Furthermore, suppose that x 2 − (a 2 + b 2 ) y 2 = −1 has an integer solution. All coprime integer solutions (x, y) to the quadratic equation
has an integer solution is not required here, but will be needed required for Lemma 3.3. Here we can replace α 2 by T + U √ a 2 + b 2 where (T, U) is the minimum solution of the equation
Proof. The proof uses the fact that for β, γ ∈ O K for some number field, K, we have (β) = (γ) if and only if β = γǫ where ǫ is a unit in O K . In what follows, we let
Let (x, y) be any relatively prime solution of (3.1) and consider x + y √ a 2 + b 2 . It has norm −b 2 = −p 2m , so it is a member of (p) 2m . Since x and y are relatively prime, we must have either x+y
Note that it cannot be a member of p m 1p 2m−m 1 for 1 ≤ m 1 < 2m, as such an ideal would have a power of (p) as a factor and hence x and y would no longer be relatively prime -it is here where we need the assumption that p = 2.
Without loss of generality, let us suppose that x + y √ a 2 + b 2 ∈ p 2m and also that a + √ a 2 + b 2 ∈ p 2m . The proofs for the other cases follow by the fact that the other factor of (p) isp, the conjugate of p.
Since
Therefore, x + y √ a 2 + b 2 must be a unit of norm 1 times a + √ a 2 + b 2 and the result follows.
If p = 2, we also need to consider the possibility that it is a member of
. As above, we may suppose that x + y √ a 2 + b 2 ∈ pp 2m−1
and also that a + √ a 2 + b 2 ∈ pp 2m−1 . The same argument as above now holds to show that the lemma holds in this case too.
We 1) is a coprime positive integer solution to
where r, s ∈ Z with gcd(r, s) = 1 and s > r > 0.
Note that we can also express the solution (X, Y ) = (a, 1) in this form, but with r = 1 and s = 0 (i.e., we remove the condition that s > 0). Proof. For k ≥ 0, we define T k and U k by
Note that T k , U k ∈ Z and T k ≡ U k mod 2, with T k ≡ U k ≡ 1 mod 2 only possible if a 2 + b 2 ≡ 1 mod 4. Therefore, by expanding (1.3), a solution in coprime positive integers (X, Y ) = (a, 1) to
and so such a solution is equivalent to
for some k ≥ 1. Note we need k = 0 since (X, Y ) = (a, 1). We now show that the expressions for X and Y 2 in (3.3) are actually positive. Since
= 1 would be impossible. Therefore (a 2 + b 2 ) U 2k − aT 2k > 0, and as a result (a 2 + b 2 ) U 2k ± aT 2k > 0 holds. So X is also positive, as required.
Notice that this tells us that
is not possible. Also, corresponding to k < 0,
gives us 2X = ±aT 2k − (a 2 + b 2 ) U 2k and 2Y 2 = T 2k ∓ aU 2k . But from our argument above, we see that this value of X can never be positive. Hence all the solutions must come from (3.3). Now we use the expressions arising from (3.3) to prove the lemma. Note that
Thus (3.4)
Since T k ≡ U k mod 2 and T k ≡ U k ≡ 1 mod 2 only if a 2 + b 2 ≡ 1 mod 4, we see that T 2k , U 2k ∈ Z, T 2k ≡ U 2k mod 2 and T 2k ≡ U 2k ≡ 1 mod 2 only if a 2 + b 2 ≡ 1 mod 4. Also notice from the expression for 2X in (3.3) that if a 2 + b 2 ≡ 1 mod 4 and T 2k ≡ U 2k ≡ 1 mod 2, then we must have a odd and hence b even. Otherwise, the right-hand side of the expression for 2X is odd.
By the expressions in (3.4) for T 2k and U 2k , (3.3) implies that
Our statements above about the parity of a, b, T k and U k imply that both T k ± aU k and bU k are always even. Therefore,
2 ±1, and T k +aU k and T k −aU k have the same parity, it follows that gcd (
We consider each of the possibilities for this gcd now. 
In the first case, subtracting the two expressions in (3.6) and substituting for U k , we obtain
However, the proof is the same for both cases, so we consider only T 
We can write
the last equality follows from applying (3.4) to our expression for X from (3.3) with the signs there all positive. Combining this with (3.8) yields
Had we considered
We noted above that b 2 r 1 and b 1 s 1 have the same parity. Therefore, b 2 r 1 ± b 1 s 1 i is divisible by 1 ± i, say b 2 r 1 ± b 1 s 1 i = (1 ± i)(r + si) for some integers r and s with gcd(r, s) = 1 and s > r > 0 (since b 1 s 1 > b 2 r 1 from (3.6) ). The expression in the lemma for both 4X + 4bi and 4X − 4bi follow.
From the expression for 4X + 4bi, we obtain
but we also have 16 (
The expression in the lemma for 2Y follows. When the signs appearing in (3.3) are negative, a nearly identical argument to the above leads to
As above, this completes the proof of this lemma.
Next, in Lemma 3.8 below, we establish a gap principle separating possible solutions of (1.1). We need a few additional lemmas to help us first. Lemma 3.5(b) will also play a key role in the proof of Theorem 1.1 too. Suppose Y = pk, where p is an odd prime. Then we have 
with gcd (b 1 , b 2 ) = 1, gcd (r 1 , s 1 ) = 1 and
where gcd (b 1 , b 2 ) = gcd (r 1 , s 1 ) = 1 and 2b 1 b 2 = b. These relations are (3.6) and (3.7). If k = 1, then adding these expressions we have three possibilities. If 
This argument holds since {U k } satisfies the recurrence sequence U k+2 = 2T 1 U k+1 + U k and T 1 ≥ 1, from the minimal polynomial for α, so U k ≥ U 2 for k ≥ 2.
Lemma 3.7. Let ω = e iθ with −π < θ ≤ π and put ω 1/4 = e iθ/4 . If
for some z ∈ C with |z| = 1 and 0 < c 1 < 1, then 
Multiplying by ω −1/4 and expanding the resulting expression, the product above equals 
Proof. By Lemma 3.3, there are integers r 1 , s 1 , r 2 , s 2 such that
as the argument for the other cases is exactly the same. It follows that
Putting ω = (a − bi) / (a + bi), by Lemma 3.5(a) and (3.10), we have
then from our expression for Y j in Lemma 3.3
.
From (3.9), it follows that 
Regardless of the values of ζ . Hence 1 + i always divides the numerator of the above expression. Also notice that since 2Y j = r 2 j + s 2 j is even, we have r j ≡ s j mod 2, so x and y must both be even and
Combining this with (3.14), we have
. We can use this gap principle to improve its constant term. Applying Lemma 3.5(a),
and finally 
1 . Put ω = X 1 ± bi X 1 ∓ bi and let ζ 4 be the 4-th root of unity such that
From (4.3), our expressions for x+ yi, X 1 and Y 1 and (1.1) (which implies that
By Lemma 3.5(a) and Lemma 3.8,
Thus we can apply Lemma 3.7 with c 1 = 0.04 to find that
In what follows, we shall require a lower bound for this last quantity. To derive such a bound we shall use the lower bounds in Lemma 2.1 with a sequence of good approximations p r /q r obtained from the hypergeometric functions. So we collect here the required quantities.
Let u From (1.1), we also have X 1 < X ℓ 0 = C 4,2 |ϕ| = 0.4b/X 1 .
From Lemma 3.5(a) we have
which yields |ϕ| ≤ |tan(ϕ)| = 2b/X 1 < 2 1/624 < 0.081. Therefore the condition |ω −1| < 1 in Lemma 2.3 is satisfied too. Let p = x − yi and q = x + yi = (r 1 − s 1 i) (r 2 + s 2 i).
We are now ready to deduce the required contradiction from the assumption that there are two coprime solutions (X 1 , Y 1 ) and (X 2 , Y 2 ) to (1.1) with Y 2 > Y 1 > b 2 /2. We will consider three cases according to the value of r 0 defined in Lemma 2.1. so by (4.1), (ω − 1)
