Consider non-homogeneous Markov-dependent components in an m-consecutive-k-out-of-n:F (G) system with sparse d, which consists of n linearly ordered components. Two failed components are consecutive with sparse d if and if there are at most d working components between the two failed components, and the m-consecutive-k-out-of-n:F system with sparse d fails if and if there exist at least m non-overlapping runs of k consecutive failed components with sparse d for 14d4n À k. We use conditional probability generating function method to derive uniform closed-form formulas for system reliability, marginal reliability importance measure, and joint reliability importance measure for such the F system and the corresponding G system. We present numerical examples to demonstrate the use of the formulas. Along with the work in this article, we summarize the work on consecutive-k systems of Markov-dependent components in terms of system reliability, marginal reliability importance, and joint reliability importance.
Introduction
In addition to system reliability, various importance measures of components are proposed to study relations of components to system performance.
1,2 The marginal reliability importance (MRI) of a single component and the joint reliability importance (JRI) of a pair of components and a group of components are the most popular importance measures for evaluating the importance of components relative to system reliability. 3, 4 The MRI of a component is evaluated as the probability of the component being critical for the system. 5 A component is critical when the state of component determines the state of system; 3 that is, the system works if and only if (iff) the component works. The MRI evaluates the importance of a component in its contribution to system reliability. Many types of component importance measures, such as the FussellVesely (FV) reliability importance 6, 7 and the BarlowProschan (BP) importance measure, 8 are based on the MRI. 1 Yao et al. 9, 10 have successfully used the MRI to address a system reliability design problem, in which the components of different reliability need to be assigned to positions in the system with the objective of maximizing system reliability. Extended from the MRI, the JRI of two components evaluates the effect of their interactions on system reliability. 11, 12 When the JRI of two components is non-negative (nonpositive), one component becomes is the transition probability. If the transition probabilities are the same for all u = 1, 2, . . . , n, then it is the case of homogeneous Markov dependence.
A linear m-consecutive-k-out-of-n system with sparse d consists of n components ordered in a line. A run of k consecutive failed components with sparse d is referred to the run of components, in which there are k failed components and at most d working components exist between any two adjacent failed components. The m-consecutive-k-out-of-n:F system with sparse d fails iff there exist at least m non-overlapping runs of k consecutive failed components with sparse d for 14d4n À k.
14 A run of k-consecutive working components with sparse d can be defined similarly as the run of k consecutive failed components with sparse d. The m-consecutive-k-out-of-n:G system with sparse d works iff there exist at least m non-overlapping runs of k-consecutive working components with sparse d. When m = 1, the m-consecutive-k-out-of-n system with sparse d reduces to the consecutive-k-out-of-n system with sparse d. A linear m-consecutive-k-out-of-n system with sparse d can be used to model cold standby repairable system subject to periodic shocks, 14 relay stations in communication system, 14 and start-up demonstration tests. 15 For the sparsely connected consecutive-k systems, Zhao et al.
14 first introduced the concept of the consecutive failed components with sparse d and the linear consecutive-k-out-of-n:F and m-consecutive-k-out-ofn:F systems with sparse d. They presented formulas for evaluating reliability of such systems with independent components using finite Markov chain imbedding technique. Mohan et al. 16 studied the reliability of the same systems in Zhao et al.
14 with independent identical components using graphical evaluation and review technique. Shen et al. 17 provided the recursive equations of reliability and the MRI for the linear consecutive-kout-of-n:F and G systems with sparse d of independent components. Shen and Cui 18 conducted the similar study for the circular consecutive-k-out-of-n:F and G systems with sparse d of independent components, where the components are ordered in a circle. All of these works focus on independent components, and none of them studies the JRI. This article is the first one to study the sparsely connected consecutive-k systems with Markov-dependent components.
For the Markov-dependent components, the system reliability, MRI, and JRI have been evaluated for various linear consecutive-k systems, as presented in Table 1 . As a recent developed consecutive-k system, the linear m-consecutive-k-out-of-n system with sparse d has not been studied when the components are Markov-dependent. As shown in Table 1 , the work in this article fills in the 30 -spectrum in terms of system reliability, MRI, and JRI, making the contribution to this research field. We use the conditional probability generating function (pgf) method, which relies on the pgf of a discrete random variable that is a power series representation of the probability mass function of the random variable. 31, 32 Mathematically, for a discrete random variable Z taking non-negative values, the pgf of Z is defined as expectation of t Z for a parameter t; that is, E(t Z ) = P ' x = 0 PrfZ = xgt x . The coefficient of t x in the pgf is probability PrfZ = xg. Thus, the pgf can be used to represent and derive the probability mass function of the random variable. The pgf method has been used to study the system reliability for consecutive-kout-of-n:F systems, 19, 22, 25 the sampling inspection, 33 the waiting time distributions in Markov chains, 34 and so on. In this article, we derive the pgf of conditional probabilities of the random number of non-overlapping runs of k consecutive failed components with sparse d in a line of n components. Then, based on the pgf, we derive the uniform formula for the system reliability, MRI, and JRI in the linear m-consecutive-k-out-of-n:F (G) system with sparse d.
The rest of this article is structured as follows. Section ''Main results for a linear m-consecutive-k-outof-n:F system with sparse d'' derives the formulas of the system reliability, MRI, and JRI for the linear m-consecutive-k-out-of-n:F system with sparse d of non-homogeneous Markov-dependent components. Section ''Extensions to related systems and component settings'' extends the results to the linear m-consecutive-k-out-of-n:G system with sparse d, simplifies the results for the linear consecutive-k-out-of-n:F and G systems with sparse d, and presents the results for the cases of homogeneous Markov-dependent components and independent components. Section ''Numerical examples'' presents numerical examples to demonstrate the use of formulas and the insights. Finally, section ''Conlcusion'' gives conclusions.
Main results for a linear m-consecutive-kout-of-n:F system with sparse d
Define N n, k, d as the number of non-overlapping runs of k consecutive failed components with sparse d in a sequence of component states
, and ' 1 , ' 2 , . . . , ' r 2 f0, 1g. Recall that the initial probability is PrfX 0 = 1g = 1. By the definition of the pgf
where bn=(k À d)c is the largest integer part of
We derive the expression of G(tjÁ) in Theorem 1, and based on this result, derive the uniform formula for the system reliability, MRI, and JRI in Proposition 1. Proofs of Theorem 1 and Proposition 1 are given in Appendix 2.
Theorem 1. For a linear m-consecutive-k-out-of-n:F system with sparse d of non-homogeneous Markov-dependent components 
with other elements 0, where I is identity matrix of order
Consider the linear m-consecutive-k-out-of-n:F system with sparse d of non-homogeneous Markov-dependent components. The system works iff N n, k, d \ m. Thus, the reliability of such the system, denoted by
Based on the definition of the MRI of dependent components, 5 the MRI of component u can be calculated as
Based on the definition of the JRI of dependent components, 21 the JRI of r distinct components, u 1 , u 2 , . . . , u r , is
where (' 1 , ' 2 , . . . , ' r ) denotes an r-dimensional binary vector with 0 and 1 elements and L r denotes set of all r-dimensional binary vectors.
Comparing equations (5)-(7) to equation (2), the system reliability, MRI, and JRI can be obtained from the coefficients of t x in the pgfs G(tj0, (0, 1)), G(tj1, (0, 1), (u, ')), and G tjr, (u 0 , 1), (u 1 , ' 1 ), . . . , (u r , ' r ) ð Þ for r52, respectively. These coefficients can be expressed in terms of matrices H j (t) and H (') (t) for t = 0, 1 and ' = 0, 1, which are used in different cases. Thus, to obtain a closed form of the system reliability, MRI, and JRI, define matrix G j, S, U for two subsets of components, S and U for S, U & f1, 2, . . . , ng including empty set, as
Proposition 1. For a linear m-consecutive-k-out-of-n:F system with sparse d of non-homogeneous Markov-dependent components, equation (9) represents the system reliability with U = [, the MRI of component u with U = fug, and the JRI of r components u 1 , u 2 , . . . , u r with U = fu 1 , u 2 , . . . , u r g for r52 and 14u 1 \ u 2 \ Á Á Á \ u r 4n. The uniform expression in terms of U is
where the summation is taken over certain subsets of components S, those with less than m components (i.e. jSj \ m). Section ''Numerical examples'' demonstrates applications of Theorem 1 and Proposition 1 for evaluating the system reliability, MRI, and JRI of two components. By Proposition 1
By Theorem 1
for r = 0, 1, and 2, respectively. Expressions (13), (14), and (15) (4), matrix e H (') (t) = e H j (t) p 01
for ' 2 f0, 1g, and matrix e G j, S, U from G j, S, U in equation (8) as
(0) j 6 2 S and j 2 U e H (1) (0) À e H
(1) j 2 S and j 2 U
> > > > < > > > > :
Using matrices e H j (t), e H (') (t), and e G j, S, U in formulas (3), (10), (11) , and (12), then these four formulas are the pgf of a conditional distribution of e N n, k, d jX 0 = 1, X u 1 = ' 1 , . . . , X u r = ' r , system unreliability, MRI of component u, and JRI of r distinct components for the G system. Note that system unreliability is equal to one minus system reliability.
Linear consecutive-k-out-of-n:F and G systems with sparse d
When m = 1, the m-consecutive-k-out-of-n system with sparse d becomes the consecutive-k-out-of-n system with sparse d. The consecutive-k-out-of-n:F (G) system with sparse d fails (works) iff there exist at least k consecutive failed (working) components with sparse d. Because m = 1, only constant terms in the pgfs G(tjr, (u 0 , 1), (u 1 , ' 1 ), . . . , (u r , ' r )) in equation (3) affect the system reliability, MRI, and JRI. Thus, according to Theorem 1 and letting t = 0 in G(tj Á ) in equation (3), we can obtain the closed-form expressions for the system reliability, MRI, and JRI for the consecutive-kout-of-n:F system with sparse d. Corollary 1 presents the results for the F system and the similar results for the G system. Corollary 1. For a consecutive-k-out-of-n:F system with sparse d of non-homogeneous Markov-dependent components
for u = 1, 2, . . . , n, and
for r52 and 0 = u 0 \ u 1 \ u 2 \ Á Á Á \ u r 4n. For a consecutive-k-out-of-n:G system with sparse d of nonhomogeneous Markov-dependent components
Homogeneous Markov-dependent components and independent components
For the case of homogeneous Markov-dependent components, p 11 u = p 11 and p 01 u = p 01 for all u. Then, matrices H u (t) = H(t) and e H u (t) = e H(t) for all u. Equation (3) for the m-consecutive-k-out-of-n:F system with sparse d can be simplified to
which holds for the G system if using e H u (t) and e H (' i ) (t) in replace of H u (t) and H (' i ) (t), respectively. The results for the consecutive-k-out-of-n:F and G systems with sparse d can be simplified similarly for the case of homogeneous Markov-dependent components.
For independent and non-identical components, p 
Numerical examples
Consider a linear m-consecutive-k-out-of-n:F system with sparse d with n = 9, k = 3, and d = 1. Assume that the nine non-homogeneous Markov-dependent components have the conditional probabilities as Then, matrix for j = 1, 2, . . . , 9. The size of matrices H j (t) and G j, S, U increases with the values of d and k, and so, the computational effort using equations (3) and (8) increases with the values of d, k, and n. By Theorem 1 and particularly equation (13), Note that the pgf according to equation (3) holds for all values of m. Thus, by equation (5), R F (1, 3, 1, 9) = 0:9651710653, R F (2, 3, 1, 9) = 0:999 5987391, and R F (3, 3, 1, 9) = 0:9999996625. The system reliability increases as m increases because the system fails iff there are at least m non-overlapping runs of k consecutive failed components with sparse d. That is, with larger m value, the system can tolerate the failures of more components while retaining its functioning, and thus, the system reliability is higher. Alternatively, Proposition 1 can be used to calculate the system reliability and obtains the same results. By Theorem 1 and particularly equation (14) , to obtain the MRI(u), we calculate
where Thus, by equation (6), MRI(2) = 0:0704234745 for m = 1, MRI(2) = 0:00138164025 for m = 2, and MRI(2) = 0:00000135 for m = 3. Figure 1 shows the MRI values of all the components for the systems with m = 1, 2, and 3. It can be seen that the most important components to the system reliability are components 4, 5, and 6, that is, the components in the middle of the line of the nine components. Thus, the most reliable components should be assigned to the positions in the middle.
The JRI of two components is used frequently in evaluating the interactions of two components in their contributions to system reliability. Then, by equation (15) , the JRI of components u 1 and u 2 with u 1 \ u 2 is X
For example, using equation (16), the JRI values such as JRI(1, 3) can be calculated as G (tj2, (0, 1), (1, 1), (3, 1) ) À G (tj2, (0, 1), (1, 1), (3, 0) ) À G(tj2, (0, 1), (1, 0), (3, 1)) + G(tj2, (0, 1), (1, 0), (3, 0)) Figures 2-4 show the changes of the JRI values of all the pairs of components for the systems with m = 1, 2, and 3, respectively. The patterns of the JRI values are different for the systems with m = 1, 2, and 3. When m = 1, that is, the consecutive-k-out-of-n:F system with sparse d, the JRI values are positive for components 2 and 6 and components 3 and 7, and any pairs of components that have more than three components in between. For the components relatively close to each other, the JRI values are negative. That is, when one component fails, its nearby components become more important and the components far from it become less important. When m = 2 and 3, the JRI values of all the pairs of components are negative. It implies that the failure of any component makes all the other components become more important to the system working.
In general, the two components near the middle of the line of components have relatively high magnitude (absolute value) of the JRI. For example, when m = 3, jJRI(u, 5)j . jJRI(u, j)j for j 6 ¼ u and u = 1, 2, 3, 4, 6, 7, 8, 9 , as shown by the eight lines corresponding to u = 1, 2, 3, 4, 6, 7, 8, 9 in Figure 4 . When m = 3, the strongest interactions exist between components 4 and 5 and components 5 and 6 and the two pairs of components in the middle of the component line. This result is consistent to the results from the MRI analysis. In general, the component at the end of the component line (i.e. component 9) has the weakest relations with the other components, as shown in Figures 2-4 .
Conclusion
In this article, we derive the closed-form formulas for the system reliability, MRI, and JRI in the m-consecutive-k-out-of-n:F and G systems with sparse d and the consecutive-k-out-of-n:F and G systems with sparse d. We discuss the cases of non-homogeneous Markovdependent components, homogeneous Markov-dependent components, and independent components. Using the derived formulas, the numerical examples demonstrate the changes in the system reliability, the MRI of components, and the JRI of pairs of components.
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