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Selection systems and the corresponding replicator equations model the evolution of replicators with a
high level of abstraction. In this paper, we apply novel methods of analysis of selection systems to the
replicator equations. To be suitable for the suggested algorithm, the interaction matrix of the replicator
equation should be transformed; in particular, the standard singular value decomposition allows us to
rewrite the replicator equation in a convenient form. The original n-dimensional problem is reduced to the
analysis of asymptotic behaviour of the solutions to the so-called escort system, which in some important
cases can be of significantly smaller dimension than the original system. The Newton diagram methods
are applied to study the asymptotic behaviour of the solutions to the escort system, when interaction
matrix has Rank 1 or 2. A general replicator equation with the interaction matrix of Rank 1 is fully
analysed; the conditions are provided when the asymptotic state is a polymorphic equilibrium. As an
example of the system with the interaction matrix of Rank 2, we consider the problem from Adams
& Sornborger (2007, Analysis of a certain class of replicator equations. J. Math. Biol., 54, 357–384),
for which we show, for an arbitrary dimension of the system and under some suitable conditions, that
generically one globally stable equilibrium exits on the 1-skeleton of the simplex.
Keywords: replicator equation; selection system; singular value decomposition; Newton diagram; power
asymptotes.
1. Introduction. Selection systems and replicator equations
The evolution of replicators, which are the basic entities of the theory of natural selection, can be de-
scribed with a high level of abstraction by means of the so-called selection systems or corresponding
replicator equations, which, in their most generic form, can be written as follows.
Let us suppose that every individual of a population is characterized by its own value of parameter
ω, and ω takes its values from a measurable space (Ω, P), where Ω is the set of admissible parameter
valuesand P isagivenmeasure.Theparameterω specifiesanindividual’sinvariantpropertyandinmost
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applications takes values in a finite set or in a domain of n-dimensional Euclidian space. Let us denote
by l(t,ω) the density of individuals with a given parameter value ω with respect to the measure P; the
distribution of this parameter can be continuous or discrete depending on the nature of the problem we
seek to describe with our mathematical model.
An abstract selection system (or, in the author’s terms, a system with inheritance) was studied in
Gorban (2007) (see also references to earlier work therein) where a general selection theorem was
proven. Roughly speaking, one of the statements of the theorem is that an infinite-dimensional abstract
system with inheritance ‘tends’ in the course of time to a finite-dimensional system (see Gorban, 2007,
for the exact statements). This result justifies the special attention to selection systems with a discrete
distribution of the parameter. The simplest example of a discrete distribution of parameter ω is given by
interpretation of ω as merely an index of interacting subpopulations; in this case, l(t,ω) is naturally to
interpret as the size of the ωth subpopulation. To emphasize the discrete nature of the distribution of ω
in some problems, we will use it as an index: lω(t) (or, more traditionally, li(t), replacing ω with the
index i).
If we denote the per capita growth rate of ωth subpopulations as F(t,ω) and assume the overlapping
generations and smoothness of l(t,ω) in t for each fixed ω, we obtain the abstract selection system (e.g.
Gorban, 2007)
∂
∂t
l(t,ω) = l(t,ω)F(t,ω), l(t,ω)   0, (1.1)
where the initial condition l(0,ω) is given and the growth rate, or fitness, F(t,ω) can depend, among
other things, on the total population size N(t) =
R
Ω l(t,ω)dω (where the integral is replaced with the
sum if the distribution of ω is discrete). The exact form of F(t,ω) we will be working with is given
below.
It is straightforward to infer that the frequencies of subpopulations,
p(t,ω) =
l(t,ω)
N(t)
,
satisfy the replicator equation:
∂
∂t
p(t,ω) = p(t,ω)(F(t,ω) − Et[F]), (1.2)
where Et[F] =
R
Ω F(t,ω)p(t,ω)dω denotes the mean fitness of the total population at the time t.
The natural phase space of the replicator equation (1.2) is given by {p(t,ω): p(t,ω)   0,
R
Ω p(t,ω)
dω = 1}, in the discrete case, it is the simplex Sn = {pi(t): pi(t)   0,
P
i pi(t) = 1} (here and below,
we assume that generally there are n interacting subpopulations and the notation
P
i means
Pn
i=1).
We remark that the same replicator equation (1.2) can be obtained for different selection systems (1.1),
e.g. it is true if the growth rates in two selection systems (1.1) differ by a function that depends only
on the total population size; when passing in the opposite direction, from the replicator equation to the
selection system, we always choose the simplest one.
Naturally, (1.2) should be supplemented with the equation
d
dt
N(t) = Et[F]N(t),
if the fitness F(t,ω) depends on N(t).
The replicator equation (1.2) comprises well-established biomathematical models in quite distinct
evolutionary contexts (see Hofbauer & Sigmund, 1998, 2003; Schuster & Sigmund, 1983). We survey
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One of the first replicator equations was used, at least implicitly, by Ronald Fisher, John Haldane
and Sewall Wright to study the evolution of multiallelic one-locus gene frequencies under the force of
natural selection in a sexually reproducing diploid population (for more information see Hofbauer &
Sigmund, 1998, 2003). If a gene locus with n alleles is considered, the frequency of the ith allele is
denoted as pi, and the Hardy–Weinberg equilibrium is assumed, then, in the usual way, the replicator
equation is obtained:
d
dt
pi(t) = pi(t)


X
j
mij pj(t) −
X
j,k
m jk pj(t)pk(t)

, i = 1,...,n, (1.3)
where mij is the Malthusian fitness of genotype with alleles i and j. Given the assumptions, we have
that in this case mij = mji, the fitness matrix M = {mij} is symmetric. In (1.3), the intrinsic growth
rate of the ith allele depends linear on the frequencies of other alleles, in our notations,
Fω(t) =
X
j
mωj pj(t), ω = 1,...,n.
If the fitnesses mij are constant, then it is known that (1.3) is a gradient system (Svirezhev & Pasekov,
1990; Shahshahani, 1979; Hofbauer & Sigmund, 1998), and the mean fitness of the population is mono-
tonically increasing.
Sometimes it is natural to assume that the corresponding growth rates depend also on the population
size and therefore include the density-dependent effects in the model, e.g. similar to the well-known
Verhulst–Pearl logistic equation (e.g. Ginzburg, 1977; Charlesworth, 1971). One particular model with
explicit birth and death terms, considered in Desharnais & Costantino (1983), has the form
mij = bij f (N) − dijg(N), (1.4)
where bij and dij are the per capita density-independent rates of recruitment and mortality, respectively,
associated with the genotype {i, j}. Therefore, to describe the evolution of the allele frequencies, it is
necessary to consider the following problem:
d
dt
pi = pi((bi − Et[b]) f (N) + (Et[d] − di)g(N)), i = 1,...,n,
d
dt
N = N(Et[b] f (N) − Et[d]g(N)),
(1.5)
where bi =
P
j bij pj,di =
P
j dij pj, Et[b] =
P
i bi pi, Et[d] =
P
i di pi and the explicit depen-
dence on t for pi and N was suppressed for simplicity. System (1.5) can be replaced with the following
selection system:
d
dt
li = li (bi f (N) − dig(N)), i = 1,...,n,
N(t) =
X
i li(t).
Another example of the replicator equation is given by the equation for the frequencies of the pure
strategies in the population within the framework of the evolutionary game theory (see Taylor & Jonker,92 G. P. KAREV ET AL.
1978; Hofbauer & Sigmund, 1998, 2003). If it is assumed that aij denotes the payoff of the player
with pure strategy i against the player with pure strategy j, then the dynamics of the frequencies of the
players in the population are given by
d
dt
pi(t) = pi(t)


X
j
aij pj(t) −
X
j,k
ajk pj(t)pk(t)

, i = 1,...,n, (1.6)
where, contrast to (1.3), the matrix A is an arbitrary real n×n matrix. In the case of a continuum of pure
strategies, an analogue to (1.2) is obtained (Bomze, 1990; Hofbauer & Sigmund, 2003). System (1.3) is
a particular case of (1.6) with a symmetric A, such matrices describe partnership games. The selection
system, corresponding to (1.6), has the form
d
dt
li(t) = li(t)


X
j
aij
lj(t)
P
m lm(t)

.
Another well-studied particular case of (1.6) is the so-called hypercycle equation, which is given by
setting aij = ki if j = i−1 and aij = 0 otherwise. The hypercycle equation describes a catalytic loop of
self-replicating macromolecules, each promoting replication of another type (Eigen & Shuster, 1979).
Completing the list of application of the replicator equation (1.2), we note that the classical equations
of Volterra describing dynamics of interacting populations can be transformed into the form (1.2) by
means of an invertible change of variables (see Hofbauer & Sigmund, 1998). However, we remark that
the methods, described in the present text, are better to apply directly to the Volterra systems.
Effective methods of analysis of selection system (1.1) were developed recently (see Karev, 2010,
and references therein) for particular form of the fitness function F(t,ω). Here, we present the applica-
tions of these methods to the selection system (1.1) and, consequently, to the replicator equation (1.2).
It turns out that some of the systems obeying the replicator equations can be effectively analysed and
solved even for large n.
Our paper organized as follows. In Section 2, we present an algorithm, which allows us to replace
a given selection system with an equivalent problem. This equivalent problem in some particular cases
can be of significantly lower dimension than the original system, and this is the case when the suggested
methods should be taken advantage of. Section 3 is devoted to the methods how to transform a given
replicator equation so that the methods of Section 2 can be directly applicable. In Section 4, we present
a non-trivial application of the proposed technique to the replicator equation, which is supposed to
model the evolution of sensory systems, and obtain a general proof, under some suitable conditions, of
a conjecture, which was proved only for particular cases in the original study (Adams & Sornborger,
2007). The last section is devoted to conclusions, and Appendix contains some auxiliary facts.
2. How to solve selection systems
Here, we present an algorithm that allows us to formally write down an explicit solution to the selection
system (1.1), which we rewrite here for convenience,
∂
∂t
l(t,ω) = l(t,ω)F(t,ω), l(t,ω)   0, (1.1)ON THE ASYMPTOTIC BEHAVIOUR OF THE SOLUTIONS 93
when the fitness F(t,ω) has the following special form:
F(t,ω) =
m1 X
i=1
ui(t,Gi)ϕi(ω) +
m2 X
j=1
vj(t, Hj)ψj(ω), (2.1)
where Gi and Hj are the so-called regulators
Gi(t) =
Z
Ω
gi(ω)l(t,ω)dω = N(t)Et[gi], i = 1,...,m1,
Hj(t) =
Z
Ω
h j(ω)p(t,ω)dω = Et[hi], j = 1,...,m2,
(2.2)
whereui,vj,gi,h j,ϕi andψj aregivenfunctions,m1,m2   0areconstantsand p(t,ω) = l(t,ω)/N(t).
The probability density function p(t,ω) solves the replicator equation (1.2).
In applications, functions ϕi(ω) and ψj(ω) can be interpreted, for instance, as particular phenotype
traits that characterize an individual with the parameter value ω; ui(t,Gi) and vj(t, Hj) then describe
the contribution of the corresponding phenotype traits to the fitness (mean number of descendants per
individual) at the time moment t provided the values of regulators Gi and Hj. Note that the traits {ϕi}
correspond to the density-dependent regulators Gi, whereas the traits {ψj} correspond to the frequency-
dependent regulators Hj. We divide the regulators into these two group for convenience, although it
should be clear that the theory could be written only for Gi.
This particular form of the selection systems (1.1) and (2.1) comprises many meaningful mathemat-
ical models (see Karev, 2010, for the general theory and, e.g. Karev, 2003, 2005; Novozhilov, 2004,
2008; Karev et al., 2006, for various applications). Models (1.1), (2.1) and (2.2) defines, in general, a
complex transformation of the initial distribution l(0,ω). The remarkable fact is that models (1.1) and
(2.1) can be reduced to an equivalent system of ordinary differential equations (ODEs). Here, we present
only the algorithm; the proofs can be found in Karev (2010).
We introduce the functional on the space of measurable functions of the parameter ω:
M(z;λ λ λ,δ δ δ) =
Z
Ω
z(ω)exp
nXm1
i=1 λiϕi(ω) +
Xm2
j=1 δjψj(ω)
o
p(0,ω)dω
= E0
h
z exp
nXm1
i=1 λiϕi +
Xm2
j=1 δjψj
oi
,
(2.3)
where p(0,ω) = l(0,ω)/N(0) and λ λ λ = (λ1,...,λm1) and δ δ δ = (δ1,...,δm2).
Next, we write down ‘the escort system’ of ODEs:
d
dt
qi(t) = ui(t, N(0)M(gi;q(t),s(t))), qi(0) = 0, i = 1,...,m1,
d
dt
sj(t) = vj(t, M(h j;q(t),s(t))/M(1;q(t),s(t))), sj(0) = 0, j = 1,...,m2,
(2.4)
where q(t) = (q1(t),...,qm1(t)) and s(t) = (s1(t),...,sm2(t)).
Using the functional (2.3) and the solutions to (2.4), we can write the solution to the selection
systems (1.1) and (2.1) as
l(t,ω) = l(0,ω)K(t,ω), (2.5)94 G. P. KAREV ET AL.
where
K(t,ω) = exp



m1 X
i=1
qi(t)ϕi(ω) +
m2 X
j=1
sj(t)ψj(ω)



. (2.6)
We also have that the total population size is equal to
N(t) = N(0)M(1;q(t),s(t)); (2.7)
the values of regulators are given by
Gi(t) = N(0)M(gi;q(t),s(t)), i = 1,...,m1,
Hj(t) =
M(h j;q(t),s(t))
M(1;q(t),s(t))
, j = 1,...,m2;
(2.8)
and the current probability density function of the parameter distribution can be presented in the explicit
form as
p(t,ω) = p(0,ω)
K(t,ω)
M(1;q(t),s(t))
= p(0,ω)
K(t,ω)
Et [K(t,∙)]
. (2.9)
Formula (2.9) is the central result of the theory; it gives the solution to the replicator equation (1.2)
and allows us to compute all the statistical characteristics of the underlying parameter distribution in the
self-regulated selection systems of the form (1.1) and (2.1).
The major technical tool in the considered approach is the functional M(z;λ λ λ,δ δ δ), which is formally
well defined for any given initial distribution p(0,ω); in practice, however, it might be difficult to eval-
uate M(z;λ λ λ,δ δ δ) for particular functions z(ω). A significant simplification is achieved if fitness F(t,ω)
depends only on the regulators of the following form: N(t), Et[ϕi] or N(t)Et[ϕi]. In this case, it is
straightforward to see that instead of the general functional M(z;λ λ λ,δ δ δ), we can use the moment gener-
ating function (mgf) of the initial distribution p(0,ω), which is defined as
M0(δ δ δ) = E0
"
exp
( m1 X
i=1
δiϕi
)#
.
Indeed,
M(1;q(t)) = E0
"
exp
( m1 X
i=1
qi(t)ϕi
)#
= M0(q(t)),
M(ϕk;q(t)) = E0
"
ϕk exp
( m1 X
i=1
qi(t)ϕi
)#
=
∂
∂ϕk
M0(q(t)).
(2.10)
The same holds for the frequency-dependent regulators.
Using (2.10), the right-hand side of (2.4) can be rewritten in terms of the mgf of the initial distribu-
tion, which is supposed to be given. Remark that the mgfs are known for many important probability
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As a simple example, we consider the following.
EXAMPLE 1 Let the Malthusian fitnesses be multiplicative, i.e. mij = mim j for the given vector
m = (m1,...,mn), where mi  = m j for any i  = j. The asymptotic outcome of the dynamics is well
known and trivial: all alleles but the one with the highest fitness mmax are lost; here, additionally to this
known result, we also obtain a simple expression that can be used to compute time-dependent behaviour.
System (1.3) for the multiplicative fitness can be rewritten as
d
dt
pi(t) = pi(miEt[m] − (Et[m])2), i = 1,...,n, (2.11)
where Et[m] =
Pn
j=1 m j pj(t). The following selection system corresponds to replicator equation
(2.11):
d
dt
li(t) = li(t)miEt[m], i = 1,...,n, (2.12)
and belongs to the classes (1.1) and (2.1).
As before, denote by M0(λ) the mgf of the initial distribution pi(0), M0(λ) =
P
i exp{λmi}pi(0) =
E0[exp{λm}]. The escort system (2.4) consists only of one equation:
d
dt
s(t) =
1
M0(s(t))
d
ds
M0(s(t)) =
d
ds
ln M0(s(t)), s(0) = 0. (2.13)
The solution for the frequencies is given, according to (2.9), by
pi(t) = pi(0)
exp{mis(t)}
E0[K(t,∙)]
, E0[K(t,∙)] =
X
j
exp{s(t)m j}p0
i , (2.14)
where p0
i denote the initial conditions, p0
i = pi(0) > 0 for any i.
From (2.13), and using the change of the variable s(t) = −lnu(t), we obtain the equation for the
new variable u
˙ u = −u
P
i mi p0
i udi
P
i p0
i udi
,
where di = mmax − mi, which implies that one of di = 0. From the last equation, it follows that
u(t) → 0 as t → ∞, which yields that s(t) → ∞. Using the last fact and the solution to (2.13), we
have
pi(t)
pj(t)
=
p0
i
p0
j
exp{s(t)(mi − m j)} → ∞
if mi > m j, which is possible only if pj(t) → 0 due to the constraint
P
i pi(t) = 1.
The major advantage of the considered approach is that if one needs the time-dependent behaviour
of system (2.11) then, instead of solving n differential equation, it suffices to solve only one differential
equation (2.13) for the auxiliary variable s(t). In a similar vein, the case of additive fitness mij =
mi + m j can be analysed.96 G. P. KAREV ET AL.
3. Reduction of a general replicator equation by means of matrix decompositions
It is obvious that only in exceptional cases, as for the system (2.11), the theory of Section 2 can be
applied to the replicator equation (1.6) directly. In the general case, we need to rewrite the interaction
matrix A from (1.6) in the form, suitable for the described technique. In this section, we propose a
method to apply general technique of the analysis of the selection system (1.1) to the replicator equation.
We start with a symmetric matrix A.
3.1 Spectral decomposition
Let us consider again the equation for the allele frequencies in diploid population (1.3) with a constant
matrix M. According to the interpretation of this equation, matrix M is symmetric, mij = m ji. Any
symmetric real matrix M can be presented in the form (e.g. Ortega, 1987)
M = λ1h1hτ
1 + λ2h2hτ
2 + ∙∙∙ + λkhkhτ
k, (3.1)
where λi,i = 1,...,k are the real eigenvalues of M, k is the rank of M and hi,i = 1,...,k are the cor-
responding right eigenvectors that satisfy hτ
i hi = 1 and hτ
i hj = 0,i  = j, and τ denotes transposition.
The form (3.1) is the spectral decomposition of M. If we denote the jth element of the ith eigenvector
hi as hji then each element of M has the form
mij = λ1hi1h j1 + λ2hi2h j2 + ∙∙∙ + λkhikh jk.
According to the last equality, system (1.3) takes the form
d
dt
pi(t) = pi(t)


k X
j=1
λjhijEt[hj] −
k X
j=1
λj(Et[hj])2

, i = 1,...,n, (3.2)
and hence belongs to the class of selection systems (1.1) with fitness (2.1).
Consider the mgf of the initial distribution of hi:
M0(δ δ δ) =
n X
i=1
p0
i exp
( k X
m=1
δmhim
)
.
The last expression yields the following escort system:
d
dt
sj(t) = λj
E0
h
hj exp
nPk
m=1 sm(t)hm
oi
E0
h
exp
nPk
m=1 sm(t)hm
oi
= λj
Pn
i=1 p0
i hij
Pk
m=1 sm(t)him
Pn
i=1 p0
i
Pk
m=1 sm(t)him
, j = 1,...,k.
(3.3)
System (3.3) can be rewritten in the compact form
d
dt
sj = λj
∂
∂sj
ln M0(s), j = 1,...,k. (3.4)ON THE ASYMPTOTIC BEHAVIOUR OF THE SOLUTIONS 97
Hence, the solution to system (1.3) is
pi(t) = pi(0)
K(t,i)
E0[K(t,∙)]
, K(t,i) = exp



k X
j=1
sj(t)hij



, E0[K(t,∙)] = M0(s(t)).
To sum it up, we replace n-dimensional problem (1.3) with k-dimensional system (3.3). We point
out that the latter system can be no easier to solve than the original one. The suggested approach is
beneficial only when k   n (here, we only speak of finite-dimensional systems (1.3)).
The spectral decomposition approach as in the previous example allows us to reduce the original
problem (1.6) to the system in the forms (1.1) and (2.1) only for symmetric A. In the general case with
an arbitrary real matrix A, we can apply the singular value decomposition (SVD) (e.g. Jolliffe, 2002).
3.2 Singular value decomposition
Well known that, given an arbitrary matrix A of dimension n × n, A can be written as
A = UΣ Σ ΣXτ, (3.5)
where U and X are n × k matrices, each of which has orthonormal columns so that UτU = XτX = Ik,
where Ik is the identity k × k matrix, Σ Σ Σ is a k × k diagonal matrix with non-negative elements σ1  
σ2   ∙∙∙   σk > 0 on the main diagonal and k is the rank of A (see, e.g. Jolliffe, 2002). The repre-
sentation (3.5) is called SVD. Singular values σj,i = 1,...,k are the square roots of the eigenvalues
of AAτ (or AτA), which are given by σ2
1   σ2
2   ∙∙∙   σ2
k > 0; columns of U and X are the right
eigenvectors of AAτ and AτA, respectively; each column corresponds to its own σ2
j .
From (3.5), it follows that
aij =
k X
m=1
uimσmx jm,
where uim and xjm are the elements of U and Xτ, respectively. Using this representation, any matrix A
in (1.6) can be written such that the fitness F(t,ω) in (1.2) is in particular form (2.1). That is, we obtain
d
dt
pi(t) = pi(t)


k X
j=1
uijσjEt[xj] −
k X
j=1
σjEt[uj]Et[xj]

, (3.6)
where uj and xj denote the jth columns of matrices U and Xτ, respectively.
SVD enables us to split elements aij into parts
uimσmx jm, m = 1,...,k. (3.7)
If only q < k such parts are retained, then the expression
q ˜ aij =
q X
m=1
uimσmx jm98 G. P. KAREV ET AL.
provides an approximation to aij in a sense that q ˜ aij gives the best possible rank q approximation to aij
(the proof can be found in Gabriel, 1978) when
X
i
X
j
(qaij − aij)2
is minimized with respect to any matrix (qaij) of rank k.
The last point bears a close relationship with the principal component analysis (Jolliffe, 2002). Let
us assume that matrix A represents a table of n observations of m random variables. The usual way to
reduce the dimensionality of this data set, while retaining as much as possible variation presented in it,
is to apply the principal component analysis. It can be shown that parts (3.7) give the contribution of
the corresponding principal components to the data set; retaining only q parts corresponds to retaining
q first principal components.
We remark that the SVD essentially depends on the choice of the scalar product (see, e.g. Chapter 5
in Gorban & Karlin, 2005). In the case of high- or infinite-dimension models, we can, taking a finite
number of components, reduce the original model to a finite-dimensional selection system with the
fitness in the particular form (2.1). In what follows, we study only finite-dimensional models of the form
(6) with the standard scalar product. Note that if matrix A has the rank k, then the escort system (2.4) is
k-dimensional.
It is reasonable to assume that matrix A in applications is known only approximately. Retaining q
first principle components would correspond to the approximation of the matrix A with the best possible
matrix of rank q; from the standpoint of the theory presented in Section 2, such approximation is useful
because the dimension of the escort system is reduced to q.
Let us rewrite system (1.6) in the form
d
dt
pi = pi((Ap)i − pτAp). (3.8)
The stationary points are found as the solutions of
Ap = (pτAp)1n,
where 1n = (1,1,...,1)τ. Using (3.5), the last system can be rewritten as
σ1Et[x1]u1 + ∙∙∙ + σkEt[xk]uk − (pτAp)1n = 0, (3.9)
which shows that, in general, an isolated polymorphic equilibrium can exists only when k = n or
when vectors u1,...,uk,1n are linear dependent (cf. with the proof of similar conjecture in Sornborger
& Adams, 2008). On the other hand, when k < n it is possible to have manifolds of non-isolated
equilibria for which Et[x1] = ∙∙∙ = Et[xk] = 0 (see Section 3.3 for a particular example). Therefore,
approximation of the original system with a matrix of smaller rank can yield either loss of information
on isolated polymorphic equilibria or appearance of manifolds of non-isolated equilibria.
On the other hand, it is reasonable to expect that in applications matrix A can have exactly rank k,
whereas its estimate ˜ A, which is known to the researcher, can have the rank n due to, e.g. noise effects. In
this case, the reduction technique does not loose any information and, additionally, discard the fictional
information, which appears in the matrix A thanks to the estimate errors. Again, using analogies with
the principal component analysis, we can use known technique to infer the dimension (the rank of the
matrix) that contains the principal information (for a review article how to determine the number of
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It is interesting to note that for the case of a symmetric A, the escort system is a gradient system.
EXAMPLE 2 (Partnership games and gradients) In Example 3.1, we already considered the replicator
equation with symmetric matrix using the spectral decomposition. Here, we apply SVD to such systems.
Let Aτ = A, then (3.5) becomes A = UΣ Σ ΣUτ since AAτ = AτA, and each element of A has the
form
aij =
k X
m=1
uimσmu jm.
Denote ˜ ui = σ1/2ui, where ui is the ith column of U. Then we have that A = ˜ U˜ U
τ
and aij =
Pk
m=1 ˜ uim ˜ u jm. Finally, the replicator equation takes the form
d
dt
pi(t) = pi(t)


k X
j=1
˜ uijEt[˜ uj] −
k X
j=1
(Et[˜ uj])2

, i = 1,...,n,
with the corresponding selection system
d
dt
li(t) = li(t)
k X
j=1
˜ uijEt[˜ uj], i = 1,...,n, (3.10)
which is as required by (2.1). As before denote by M0(δ δ δ) the mgf of the initial distribution of the
elements of ˜ uj. The escort system now reads
d
dt
sj =
∂
∂sj
ln M0(s), sj(0) = 0, j = 1,...,n, (3.11)
or simply
˙ s =   ln M0(s), s(0) = 0,
which is a gradient system with the potential −ln M0(s) in the usual space with the standard Euclidian
metric.
3.3 Analysis of the replicator equation having the matrix of Rank 1
To conclude this section, we consider the problem of finding all possible asymptotic states of the repli-
cator equation with the interaction matrix that has Rank 1 (note that Example 1 is a particular case of
this problem).
According to SVD, any matrix of Rank 1 can be presented as A = abτ, where a and b are vectors.
It is a simple matter to determine the asymptotic states in the replicator system with such matrix A
in the case b   0.
The escort system reads
˙ s =
P
i bi p0
i exp{ais}
P
i p0
i exp{ais}
, (3.12)
where all p0
i > 0 and the initial condition s(0) = 0.100 G. P. KAREV ET AL.
Using the change of the variable u = exp{−s}, we obtain that
˙ u = −u
P
i bi p0
i udi
P
i p0
i udi
, (3.13)
where di = maxi{ai}−ai. Note that at least one di = 0, so that the previous equation can be rewritten as
˙ u = −u
P
i Ik bi p0
i +
P
i /  Ik bi p0
i udi
P
i Ik p0
i +
P
i /  Ik p0
i udi
, (3.14)
where Ik = {i:ai = maxj{aj}} and all di > 0 if i /   Ik. From (3.14) and if b   0, it follows that the
origin is a globally asymptotically stable equilibrium and, when t → ∞
u(t) → exp{−λt}, λ =
P
i Ik bi p0
i P
i Ik p0
i
,
which means that s(t)/t → λ as t → ∞.
We have that
pj(t) =
p0
j exp{ajs(t)}
P
i p0
i exp{ais(t)}
=
p0
judj
P
i p0
i udi
,
which yields that
pj(t) →
p0
j
P
i Ik p0
i
if i   Ik (3.15)
and pj(t) → 0 otherwise, which is the generalization of the result in Example 1. Note that if b   0 a
similar result is valid if we denote Ik = {i:ai = minj{aj}}.
To analyse the general case, when elements of b can have arbitrary signs, we introduce two param-
eters: ξ1 =
P
i Ik bi p0
i and ξ2 =
P
i bi p0
i = E0[b].
If ξ1 > 0 and ξ2 > 0 then, due to continuity of the right-hand side of (3.14), (3.14) may possess
zero or even number of equilibria {ˆ uk}. Using the fact that ˆ u = 0 is a stable equilibrium and recalling
that the initial condition is u(0) = 1, we obtain that u(t) → 0 or u(t) → ˆ u  when t → ∞, where ˆ u  is
the closest equilibrium of (3.13) to u = 1 belonging to (0,1).
In the case ξ1 < 0 and ξ2 > 0, there is always equilibrium ˆ u    (0,1), and ˆ u = 0 is unstable, which
means that u(t) → ˆ u  when t → ∞.
In the case ξ1 > 0 and ξ2 < 0, it is possible that u(t) → ∞ when t → ∞ if there are no equilibria
of (3.14) when u   (1,∞) or u(t) → ˆ U , where ˆ U  is the closest equilibrium of (3.14) belonging to
(1,∞). The case ξ1 < 0 and ξ2 < 0 is analogous to the previous one.
Therefore, we showed that u(t) can tend to 0, ˆ u or ∞ when t → ∞. Using this fact, the explicit
expression for frequencies, and auxiliary notation J = {j:aj = mini{ai}}, we obtain
PROPOSITION 1 Three types of asymptotic behaviour of the solutions pi(t) to the replicator equation
(1.6) are possible, if the interaction matrix of the replicator equation has Rank 1:
1. If u(t) → 0 as t → ∞ then
pj(t) →
p0
j
P
i Ik p0
i
if j   Ik
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2. If u(t) → ˆ u as t → ∞ then
pj →
p0
j ˆ udj
P
i p0
i ˆ udi
, t → ∞, j = 1,...,n;
3. If u(t) → ∞ as t → ∞ then
pj(t) →
p0
j
P
i J p0
i
if j   J
and pj(t) → 0 otherwise.
In Proposition 1, we studied the generic case when E0[b]  = 0. Note that all distributions p such that
E0[b] = 0 are equilibria of the replicator equation
d
dt
pi(t) = pi(t)(aiEt[b] − Et[a]Et[b]), i = 1,...,n.
Therefore, the (n − 2)-dimensional subset of the simplex Sn, S0 = {p:p   Sn, E0[b] = 0} consists of
interior equilibria of the replicator equation. It is worth pointing out that if u(t) → ˆ u  = 0 then the limit
distribution p(∞) is an equilibrium belonging to S0. Indeed, in this case s(t) → exp{−ˆ u} < ∞, while
the variable s(t) was defined by the equation ˙ s = Et[b], s(t) =
R t
0 Eτ[b]dτ. Hence, s(t) is bounded for
all t only if Et[b] → 0 as t → ∞ and E0[b] = 0 for the limit distribution p.
Proposition 1 not only shows that the asymptotic states of the replicator equation with the matrix
of Rank 1 can be only equilibria but also points out that the case of polymorphic (interior) attracting
equilibrium, albeit non-isolated, is not exceptional for the general vectors a and b. In particular, if
the parameters defined above are such that ξ1 < 0 and ξ2 > 0 then the asymptotic state is always
polymorphic.
4. Analysis of a class of replicator equations
Inthissection,weconsideranon-trivialexample,wheretheapplicationofthesuggestedmethodsallows
us to give a proof for a problem concerning the evolution of sensory systems.
EXAMPLE 3 Motivated by a problem in the evolution of sensory systems where gains obtained by
improvements in detection are offset by increased costs, Adams & Sornborger (2007) considered the
dynamics of the replicator equations (1.6) with the matrix of the form
aij = aibj − ci, i, j = 1,...,n, (4.1)
where a = (a1,...,an)τ, b = (b1,...,bn)τ and c = (c1,...,cn)τ are given non-negative vectors.
They showed, using topological arguments, that in the case of general position (see below) and for di-
mension n   5, the system can have only one global attractor, and this global attractor is an equilibrium
having at most two non-zero components. We prove this conjecture, using completely different methods,
for an arbitrary n, with some additional (mainly technical) conditions on a,b and c.
Using the notations from Sections 1 and 2, we obtain the replicator equation in the form
d
dt
pi(t) = pi(t)(aiEt[b] − ci − Et[F]), i = 1,...,n, (4.2)102 G. P. KAREV ET AL.
and the corresponding selection system is
d
dt
li(t) = li(t)(aiEt[b] − ci), i = 1,...,n, (4.3)
to which the methods from Section 2 can be applied. To clarify the connection with (2.1), we write down
explicitly
ψ1(ω) = a(ω), v1(t, H1) = H1, H1 = Et[b],
ψ2(ω) = c(ω), v2(t, H2) = −1,
where ω takes the values from the discrete set Ω = {1,...,n}. Therefore, the escort system (2.4) has
the form
d
dt
s1(t) =
E0[bexp{as1(t) + cs2(t)}]
E0[exp{as1(t) + cs2(t)}]
, s1(0) = 0,
d
dt
s2(t) = −1, s2(0) = 0,
or, integrating the second equation in the last system and dropping index of s1(t), finally, we obtain one
differential equation
d
dt
s(t) =
E0[bexp{as(t) − ct}]
E0[exp{as(t) − ct}]
=
Pn
i=1 bi p0
i exp{ais(t) − cit}
Pn
i=1 p0
i exp{ais(t) − cit}
, s(0) = 0, (4.4)
where all p0
i > 0.
Before analysing (4.4), we note that we consider only the generic case for the game matrix given
by (4.1). The genericity condition in our case reads as follows: any projections of the three vectors
a,c, and 1n to any of the 3D subspaces of Rn spanned by three standard coordinate vectors are linearly
independent(thismeansthatisolatedequilibriaofthesystemcanhaveatmosttwonon-zerocoordinates,
see also Adams & Sornborger, 2007). Putting in other words, this condition means than for any indexes
i, j,k the following holds:
det



ai aj ak
ci cj ck
1 1 1


  = 0
or
ai(cj − ck) + aj(ck − ci) + ak(ci − cj)  = 0. (4.5)
We are particularly interested in the limiting behaviour of pi(t) as t → ∞. Here, we show, analysing
the escort system of our replicator equation, that pi(t) tend to an equilibrium of the initial replicator
equation as t → ∞ and that this equilibrium is the global attractor of our dynamical system for an
arbitrary n.
First, we make the change of the variables
u = exp{−s}   s = −lnu,
v = exp{−t}   t = −lnv.
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In the new variables, (4.4) takes the form
du
dv
=
u
Pn
i=1 bi p0
i udivci
v
Pn
i=1 p0
i udivci
, (4.7)
where di = maxi{ai} − ai. Note that at least for one i, di = 0. We can also assume, without loss of
generality, that mini{ci} = 0 (in general, we scale ˜ ci = ci − mini{ci} and drop the tilde for notational
simplicity).
The initial condition for (4.7) is u(v = 1) = 1.
We rewrite (4.7) as a dynamical system on the plane
˙ u = u
n X
i=1
bi p0
i udivci,
˙ v = v
n X
i=1
p0
i udivci,
u(0) = v(0) = 1,
(4.8)
where the derivatives are taken with respect to some dummy ‘time’ variable. We remark that system
(4.8) has an isolated equilibrium O(0,0), and the axes u = 0 and v = 0 are orbits so that O(0,0)
cannot be monodromic (focus or center). Using the function f = (u2 + v2)/2, we find that
Lt f =
∂f
∂u
˙ u +
∂f
∂v
˙ v = u2 X
i
bi p0
i udivci + v2 X
i
p0
i udivci > 0
for u > 0 and v > 0. Here, Lt(∙) is the derivative along the orbits of the dynamical system (4.8). The
last expression implies that the first quadrant of the phase plane (the one we are actually interested in)
of (4.8) is a repelling parabolic sector (i.e. it is a parabolic sector, see, e.g. Andronov et al., 1973, for
the definitions, for which the origin attracts the orbits when time tends to −∞).
The qualitative theory of ODEs on the plane is an extensively researched area (see, e.g. Dumortier
et al., 2006), especially in the case when the right-hand sides are analytic functions. In our case, this
would mean that di and ci are natural numbers, but it is a straightforward procedure for our problem to
extend the basic necessary results to the case when ci,di   Q+ (see Appendix), so in the following, it
is assumed that ci and di are non-negative rational numbers.
If point O(0,0) is not monodromic therefore there are characteristic directions along which the
orbits of the dynamical system approach the equilibrium (Andronov et al., 1973). According to (4.6),
the behaviour of the orbits of (4.8) when u,v → O(0,0) determines the asymptotic behaviour of s(t)
when t → ∞. In the following, we shall call the orbits of (4.6) ‘O-orbits’ if u,v → O(0,0) for positive
or negative time directions. We also recall that O-orbits of system (4.8) have a power asymptote with a
positive exponent ρ and a non-zero coefficient C if
u = Cvρ(1 + o(1)), C  = 0,ρ > 0,v → 0.
The theory of the power asymptotes of O-orbits of an isolated equilibrium in the plane is well de-
veloped (see, e.g. Berezovskaya et al., 2007; Berezovskaya & Kreitser, 1975; Berezovskaya & Kreitser,
1976; Berezovskaya, 1976; Briuno, 1989), and we apply it here following mainly Berezovskaya &
Kreitser (1976).104 G. P. KAREV ET AL.
FIG. 1. The Newton diagram is given by the convex polygonal line passing through the points Ai1,..., Ai4 (an illustrative
example). The diagram consists of four vertexes with the four indexes of the second kind βj and of three line segments with the
indexes of the first kind αj. See text for details.
To summarize the main results, we need the notion of the Newton polygon. We assume that all
p0
i > 0. Introduce rectangular coordinates in the plane and to every bi  = 0 assign a point Ai with
coordinates (ci,di). Consider the convex polygonal line N passing through points of the set {Ai} joining
(0,di j) and (cik,0) such that each Ai lies above or on N. This line is known as Newton’s polygon or
Newton’s diagram (see Fig. 1). The Newton polygon consists of a finite number of line segments Nj,
whose angles with x-axis are between 0 and π/2, with end vertexes Ai j and Ai j+1, j = 1,..., K − 1,
and K is the number of vertexes. To each vertex Ai j of the Newton polygon N, we assign the index of
the second type βj = bi j, and to each line segment Nj, we assign the index of the first type
αj =
(ci j+1 − ci j)
(di j − di j+1)
=
(ci j+1 − ci j)
(ai j+1 − ai j)
.
Using the results from Berezovskaya & Kreitser (1976), we have the following theorem.
THEOREM 1 Let di,ci   Q+,bj   R+ and di  = dj,ci  = cj for any i  = j, bi > 0, p0
i > 0 for any i in
system (4.8) and bi j  = bi j+1 for any two vertexes of line segments of the Newton diagram. Let condition
(4.5) hold, and index of any vertex Ai j be not equal to the indexes of the adjacent edges, i.e. βj  = αj
and βj  = αj+1. Then all O-orbits of system (4.8) have power asymptotes. The positive exponents ρ of
the power asymptotes of O-orbits can be
(i) ρ = βj = bi j, where βj is the index of the second type of the vertexes of the Newton polygon,
if for the vertex Ai j αj < βj < αj+1 holds;
(ii) ρ = β1 if β1 < α1;
(iii) ρ = βK if βK > αK−1;
(iv) ρ = αj, where αj is the index of the first type of the line segment Nj of the Newton polygon, if
the function Φ(z) = p0
i j(bi j − αj)z
di j + p0
i j+1(bi j+1 − αj)z
di j+1 has non-zero root z = C, and
this root is the coefficient in the power asymptote.ON THE ASYMPTOTIC BEHAVIOUR OF THE SOLUTIONS 105
REMARK. The major assumptions in Berezovskaya & Kreitser (1976) are different from those given
in Theorem 1 but follow from them. In particular, for any line segment Ni, it is necessary to consider
two functions:
Pj(u,v) = p0
i ju
di j v
ci j +1 + p0
i j+1u
di j+1v
ci j+1+1,
Q j(u,v) = bi j p0
i ju
di j +1v
ci j + bi j+1 p0
i j+1u
di j+1+1v
ci j+1, j = 1,..., K.
Then the conditions from Berezovskaya & Kreitser (1976), adapted to our problem (4.8), can be stated
as:thefunctions Pj(u,1)and Q j(u,1)cannothavecommonnon-zerorealroots,whichfollowsfromthe
fact that bi j  = bi j+1 for any two vertexes of the line segments of the Newton diagram; and the function
Φj(u) = −αjuPj(u,1) + Q j(u,1) cannot have multiple non-zero real roots, which follows from the
fact that Φj(u) is a binomial and should be identically zero to have multiple roots. The condition for
Φj, Pj and Q j to be binomials follows from (4.5).
Noting that we are given the initial conditions u(0) = v(0) = 1, we conclude that there is ‘only one’
orbit passing through the point (1,1). This orbit has a power asymptote u = Cvρ(1+o(1)) when v → 0
(first quadrant is a parabolic sector, where all the orbits have power asymptotes), and the exponent ρ can
be either the index of the first type or of the second type of the corresponding Newton polygon N.
Having the power asymptote, we can rewrite (3.2) in the variables u and v:
pi(v) =
p0
i vciudi
Pn
i=1 p0
i vciudi
(4.9)
or, using u = Cvρ(1 + o(1)),
pi(v) =
p0
i vci+ρdiCdi(1 + o(1))
Pn
i=1 p0
i vci+ρdiCdi(1 + o(1))
. (4.10)
The following lemma is proved in Berezovskaya & Kreitser (1976).
LEMMA 1 For any index of the second type βj of the Newton polygon N, which can be an exponent in
the power asymptote (see Theorem 1), we have
di j + βjci j = ε2
j > 0,
dk + βjck = ε2
j + ˜ ε2
k, k  = i j,
(4.11)
where ˜ ε2
k > 0.
For any index of the first type αj of the Newton polygon N, we have
di j + αjci j = ε1
j > 0,
di j+1 + αjci j+1 = ε1
j > 0,
dk + αjck = ε1
j + ˜ ε1
k, k  = i j, k  = i j+1,
(4.12)
where ˜ ε1
k > 0.106 G. P. KAREV ET AL.
First suppose, without loss of generality, that ρ = βj = b1. Then, from (4.10) and Lemma 1, we
have
p1(v) =
p0
1Cd1(1 + o(1))
p0
1Cd1(1 + o(1)) +
Pn
i=2 p0
i v˜ ε2
i Cdi(1 + o(1))
, (4.13)
which yields that
p1(v) → 1, pi(v) → 0, i = 2,...,n, as v → 0.
In the case of ρ = αj = (c2 − c1)/(a2 − a1), it follows that
p1(v) =
p0
1Cd1(1 + o(1))
p0
1Cd1(1 + o(1)) + p0
2Cd2(1 + o(1)) +
Pn
i=3 p0
i v˜ ε1
i Cdi(1 + o(1))
, (4.14)
which gives the limit
p1(v) =
p0
1Cd1
p0
1Cd1 + p0
2Cd2
, v → 0 (4.15)
and a similar expression for p2(v). Recall that in this case, the coefficient C is found as the non-zero
solution of
Φ(z) = p0
1(b1 − αj)zd1 + p0
2(b2 − αj)zd2 = 0,
which finally implies that
p1(t) =
αj − b2
b1 − b2
, p2(t) =
αj − b1
b2 − b1
, pi(t) = 0 as t → ∞,
independently of the initial conditions p0
i .
We have that the ω-limit set of the replicator equation with the matrix (4.1), satisfying the genericity
condition (4.5), consists of the globally attracting equilibrium. This equilibrium is either a vertex of
the simplex, and in this case, the orbit of (4.8) passing through (1,1) has a power asymptote with the
exponent given by an index of the second type of the corresponding Newton diagram or this equilibrium
is on the 1-skeleton of the simplex, and in this case, the orbit of (4.8) passing through (1,1) has a power
asymptote with the exponent given by an index of the first type of the corresponding Newton diagram.
THEOREM 2 System (1.6) with the matrix A given by (4.1), satisfying genericity condition (4.5), and
such that the conditions of Theorem 1 hold, always has a global attractor, and this attractor can be only
an equilibrium.
REMARK 1 According to Theorem 1, we excluded the cases when βj = αj and βj+1 = αj. It can be
shown (see Berezovskaya, 1976) that in this case, we have that system (4.8) can have asymptotes of the
form
v = Cvβjlnv(1 + o(1)),
if βj = αj, and
v =
Cvβj+1
lnv
(1 + o(1)),
if βj+1 = αj. These changes do not influence the limits of (4.9) and hence the conclusion of Theorem
2 still holds.ON THE ASYMPTOTIC BEHAVIOUR OF THE SOLUTIONS 107
REMARK 2 In the original study (Adams & Sornborger, 2007), particular ordering of the elements of a
and b was used: 0 < a1 < a2 < ∙∙∙ < an and b1 > b2 > ∙∙∙bn > 0. For the proof given above, we do
not require any particular ordering of the elements of the vectors a and b.
5. Conclusions
The replicator equation appears in different problems of evolutionary dynamics in biology and eco-
nomics; it describes the temporary dynamics of frequencies (or probabilities) in heterogeneous systems
under selective force of natural selection, when the fitness itself is frequency depended. Typically, only
limit sets of the systems are under consideration, in particular, the rest points and their characteristics
are an usual object to study. The temporary dynamics of frequencies is also of interest and in some ap-
plications may be of primary importance. However, the problem of studying time-dependent behaviour
is significantly harder than analysis of the limit sets, especially for systems of high dimension.
In this paper, we have presented novel methods to analyse the replicator equation (1.6). These
methods, which potentially can be applied to systems of an arbitrary dimension, are based on the anal-
ysis of the corresponding selection system, which should be in particular form (2.1) (for more details,
see Karev, 2010). In Section 2, we provide an algorithmic approach to find the solution to the selec-
tion system assuming that the initial conditions are given. Our approach consists in writing down the
corresponding escort system of ODEs, which in some particular cases can be of significantly smaller
dimension then the original one. For instance, in Example 1, n-dimensional system is replaced with
one ODE.
It is worth pointing out that the suggested approach, in addition to the explicit temporal dynamics,
can be used to infer ω-limit set of the original dynamical system; therefore, we only look for attracting
asymptotic states and cannot find, e.g. all possible equilibria of the replicator equation. In any respect,
ω-limit sets are what usually is of paramount importance in applications because only ω-limit sets are
what can be observed from the applied point of view.
For the replicator equation to be suitable for the suggested methods, it is usually necessary to apply
matrix decompositions briefly described in Section 3. One of the possible approaches is the SVD, which
was successfully applied in various static problems to reduce the dimension of the data; here, we suggest
to use SVD for dynamical problems. Generally, the escort system, whose asymptotic behaviour is of
particular interest, is k-dimensional if the original problem has the matrix of rank k. It is therefore
tempting to consider an approach when only several singular values are retained, so that we approximate
the original matrix of rank k with a matrix of rank q < k, for which the escort system if q-dimensional.
To illustrate the suggested technique, we consider a general replicator equation with the matrix of
Rank 1 (Section 3.3). Two major finding are that the ω-limit set is always an equilibrium and that the
existence of the polymorphic (non-isolated) equilibria is not an exception for a general matrix A of
Rank 1.
As an example of the replicator equation with the interaction matrix of Rank 2, we consider the
problem from Adams & Sornborger (2007). In general, we show, using the proposed methods and the
methods of Newton diagram (Berezovskaya, 1976; Berezovskaya & Kreitser, 1976), that, for an arbi-
trary dimension and under some suitable conditions (see Theorems 1 and 2), generically one globally
stable equilibrium exists on the 1-skeleton of the simplex. We note that our conclusions are based on
studying the limit behaviour of the solutions of the replicator equation, which are given in the explicit
form, therefore together with the asymptotic behaviour the time-dependent behaviour can be effectively
analysed. It is the next step to apply the presented methods to the replicator equations with the general
interaction matrices of Rank 2 and to higher-dimensional problems.108 G. P. KAREV ET AL.
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Appendix
Here, we show that, although the main theorems for the asymptotes of the trajectories of the vector field
on a plane were proved only for polynomial systems (see Berezovskaya & Kreitser, 1976), it is straight-
forward to extend all the results to the system with the right-hand sides given by quasipolynomials with
rational powers. The result follows from the fact that under some changes of the variables the indexes
of the first and second types of the Newton diagram do not change.
Consider the system
˙ u = u
X
i
piudivci,
˙ v = v
X
i
qiudivci,
(A.1)
where pi,qi   R,ci and di   Q+. We are interested in power asymptotes u = Cvρ(1 + o(1)) of the
isolated singular point of this system. Let us make the change of the variables:
u = ym, v = xr, m,r   N.
System (A.1) takes the form
˙ x =
1
r
X
i
qiymdixrci,
˙ y =
1
m
x
X
i
piymdixrci.
(A.2)
It is always possible to choose m andr such that the numbers mdi andrci belong to N, hence we can
apply the technic of Newton’s diagram to system (A.2) to find the exponents of the power asymptotes110 G. P. KAREV ET AL.
y = ˜ Cx ˜ ρ(1 + o(1)). The exponents can be only (see the main text and Berezovskaya & Kreitser, 1976)
of the form
˜ αj =
r
m
(ci j+1 − ci j)
(di j − di j+1)
, ˜ βj =
r
m
pi j
qi j
.
Returning to the original variables, we obtain that the exponents of the power asymptotes u = Cvρ
(1 + o(1)) are the indexes of the first or second type
αj =
ci j+1 − ci j
di j − di j+1
, βj =
pi j
qi j
of the corresponding Newton’s diagram built with the rational coordinates di and ci.
Hence, the claim is proved.
Note that in general, we do not need to have identical powers in both equations.