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Abstract
Weakly interacting quantum fluids allow for a natural kinetic theory description which
takes into account the fermionic or bosonic nature of the interacting particles. In the simplest
cases, one arrives at the Boltzmann–Nordheim equations for the reduced density matrix of
the fluid. We discuss here two related topics: the kinetic theory of the fermionic Hubbard
model, in which conservation of total spin results in an additional Vlasov type term in the
Boltzmann equation, and the relation between kinetic theory and thermalization.
1 Introduction
Kinetic theory describes motion which is transport dominated in the sense that typically
the solutions to the kinetic equations correspond to constant velocity, i.e., ballistic, motion
intercepted by collisions whose frequency is order one on the kinetic space-time scales. Weakly
interacting quantum fluids provide one such example system, as discussed in detail in [10].
We focus here on one particular case of a weakly interacting quantum fluid, the case of
weakly interacting fermions hopping on a lattice. Such a model would arise physically as a
description of a fluid of electrons in a crystal background potential. For our purposes, this
model has also other attractive properties, namely, it has interesting non-trivial kinetic theory
with relatively few technical and mathematical difficulties. Much of the discussion below can
be straightforwardly adapted to bosonic lattice systems, at least for initial data which exclude
formation of Bose–Einstein condensate. For more details about such extensions, we refer to
[10]; for instance, Remark 2.3 summarizes the changes and new properties which arise for
fermions and bosons moving not on a lattice, but in the continuum R3.
The purpose of this contribution is not to provide a comprehensive review of literature
on kinetic theory and properties of fermionic systems. Instead, we focus on building a bridge
between mathematically rigorous results and the physics of fermionic systems. To this end,
we begin with a fairly detailed Section 2 on the definition of finite system of fermions hopping
on a periodic lattice with pair interactions between the particles, from the point of view of
both a fixed particle number Hilbert space and the full antisymmetric Fock space. In Section
3 we recall how the probabilistic concepts of classical particle systems can be generalised
into systems of fermions, namely, the definition of quasifree states, reduced density matrices,
and truncated correlation functions. The weak coupling limit of the first reduced density
matrix of a translation invariant system and its approximation by the appropriate spatially
homogeneous Boltzmann equation is reviewed in Section 4. As a conclusion, we discuss in
Sections 5 and 6 the implications of the properties of the solutions to the Boltzmann equation
on thermalization in the original fermionic lattice system. Acknowledgements and references
can be found at the end of the text.
∗E-mail: jani.lukkarinen@helsinki.fi
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2 Dynamics of lattice fermions
We recall in this section the mathematical description of fermions, possibly with spin, which
are hopping on a finite periodic lattice of length L≫ 1. The particles move on a lattice whose
points are labelled by Λ := Zd/(LZd) which we parametrize by a square centred at the origin.
For instance, if L is even, we use the parametrisation
Λ =
{
−L
2
+ 1, . . . ,
L
2
− 1, L
2
}d
.
In particular, all arithmetic on Λ is performed “modulo L”: if x, y are in the above parametri-
sation of Λ ⊂ Zd, then x+y ∈ Zd needs to be identified with its counterpart in the parametri-
sation. Explicitly, “x+ y” is equal to x+ y − Lm ∈ Λ where m ∈ Zd is the unique vector for
which x+ y − Lm ∈ Λ.
To describe Fourier transforms, we employ the corresponding discrete dual lattice Λ∗ :=
Λ/L = (L−1Zd)/Zd. If needed, we use the parametrisation implied by the above notation;
for instance for even L, we use Λ∗ =
{− 1
2
+ 1
L
, . . . , 1
2
− 1
L
, 1
2
}d
. The arithmetic on Λ∗ is then
performed modulo 1, i.e., using the arithmetic inherited from the d-torus Td = Rd/Zd ⊃ Λ∗.
Such periodic arithmetic is particularly well adapted for use of discrete Fourier transforms.
For a function f : Λ→ C we take its Fourier transform to be the function f̂ : Λ∗ → C defined
by the formula
f̂(k) :=
∑
x∈Λ
e−i2πk·xf(x) , k ∈ Λ∗ .
The inverse transform of g : Λ∗ → C is then given by g˜ : Λ→ C defined by
g˜(x) :=
∫
Λ∗
dk ei2πk·xg(k) =
1
|Λ|
∑
k∈Λ∗
ei2πk·xg(k) , x ∈ Λ .
Here and in the following we use the shorthand notation∫
Λ∗
dk · · · = 1|Λ|
∑
k∈Λ∗
· · · .
On a finite lattice, the discrete Fourier transform is always pointwise invertible, i.e., for all
x ∈ Λ, k ∈ Λ∗, (f̂ )˜ (x) = f(x), (g˜)̂ (k) = g(k).
We assume that the dominant free evolution is defined by giving the dispersion relation
ω : Td → R corresponding to free evolution after a thermodynamic limit L → ∞ has been
taken. More precisely, we let the periodic lattice hopping potential α : Λ → R be defined by
the inverse Fourier transform of the map ω|Λ∗ ,
α(x;L) :=
∫
Λ∗
dk ei2πk·xω(k) , x ∈ Λ . (1)
The function α determines the free n-particle Hamiltonian H
(n)
0 by its action on n-particle
wave vectors ψ : Λn → C,
H
(n)
0 ψ(x1, . . . , xn) =
n∑
j=1
∑
y∈Λ
α(xj − y)ψ(x1, . . . , y, . . . , xn) .
The above construction allows an L-independent diagonalisation ofH
(n)
0 by taking the discrete
Fourier transform:
(H
(n)
0 ψ)̂ (k1, . . . , kn) =
n∑
j=1
ω(kj) ψ̂(k1, . . . , kn) .
We assume that the dispersion relation is smooth and symmetric, ω(−k) = ω(k). Then
α(x;L) is always real, and denoting the inverse Fourier transform (i.e., the Fourier series) of
ω by α, we then have α(x;L)→ α(x) for each fixed x ∈ Zd as L→∞. In addition, the range
of α is finite, in the sense that |α(x)| decreases faster than any power as |x| → ∞.
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An explicit often considered example case is nearest neighbour hopping. This corresponds
to
ω(k) = c−
d∑
ν=1
cos(2pikν) ,
where c ∈ R is any constant. For instance, choosing c = d, one obtains the standard discrete
Laplacian, ∑
y∈Λ
α(x− y)ψ(y) = 1
2
d∑
ν=1
(2ψ(x)− ψ(x− eν)− ψ(x+ eν)) ,
where eν denotes the unit vector in direction ν. For vectors ψ which are obtained by taking
values of a slowly varying function ψ : Rd → C, the right hand side can be approximated by
− 1
2
∇2ψ(x). Therefore, in this case one may also think of H(n)0 as a discrete approximation of
the standard free n-particle Hamiltonian, with particle mass normalized to one.
We construct a pair-interaction potential V (x;L) analogously, starting from its Fourier-
transform V̂ : Td → C and defining
V (x;L) :=
∫
Λ∗
dk ei2πk·xV̂ (k) , x ∈ Λ . (2)
To make the potential real-valued and symmetric, we assume that V̂ is real-valued and sym-
metric. The n-particle pair-interaction potential V (n) is then defined via the formula
V (n)(x1, . . . , xn;L) :=
1
2
n∑
i′,i=1;i′ 6=i
V (xi′ − xi;L) .
The potential function acts as an multiplication operator on wave-vectors, and we do not make
any distinction in the notation between the function and the operator. Thus, if ψ : Λn → C
is an n-particle wave vector, then
V (n)ψ(x1, . . . , xn) = V
(n)(x1, . . . , xn;L)ψ(x1, . . . , xn) .
Naturally, if n = 1, we have V (n) = 0.
After these preliminaries, we define the full n-particle Hamiltonian by choosing an inter-
action strength λ ≥ 0, setting H(0)λ = 0, and for n ≥ 1 defining
H
(n)
λ := H
(n)
0 + λV
(n) .
The corresponding evolution equation for n-particle wave vectors ψ(t) is
∂tψ(t) = −iH(n)λ ψ(t) .
The n-particle Hilbert space is here finite-dimensional,Hn = (CΛ)⊗n = CΛn . By construction,
the evolution preserves particle number and each H
(n)
λ is a bounded self-adjoint operator on
Hn. Thus their direct sum Hλ :=
∞⊕
n=0
H
(n)
λ defines a self-adjoint operator on the full Fock
space F :=
∞⊕
n=0
Hn. More precisely, the domain of the operator is
D(Hλ) :=
{
Ψ ∈ F
∣∣∣∣∣
∞∑
n=0
‖H(n)λ Ψn‖2 <∞
}
,
and the action of Hλ on Ψ = (Ψ0,Ψ1, . . .) ∈ D(Hλ) yields the vector (H(n)λ Ψn)∞n=0 ∈ F . (The
proof of these properties can be found for instance in [14, Theorem 2.23].) An analogous
construction holds for the potential terms V (n) alone, and the corresponding full Fock space
operator is denoted by V ; clearly, λV = Hλ −H0 on the domain of Hλ.
Each H
(n)
0 and V
(n) clearly commutes with permutations of particle labels (i.e., with
all of the operators Qπ defined by (Qπψ)(x1, . . . , xn) = ψ(xπ(1), . . . , xπ(n)), there pi is any
permutation of {1, 2, . . . , n}). Thus Hλ leaves invariant both the fermionic Fock space F−,
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containing those Ψ ∈ F for which each Ψn is antisymmetric under permutations of particle
labels, and the bosonic Fock space F+, containing only symmetric Ψn.
From now on, we focus on the corresponding fermionic lattice system which is defined by
wave vectors Ψ(t) ∈ F− and the semigroup generated by the restriction of Hλ to F−. Since
wave vectors with only finitely many non-zero particle sectors belong to D(Hλ) and form a
dense set in F−, we find that for any Ψ(0) ∈ F−, the n-particle sector of the time-evolved
wave function can be obtained by solving the matrix evolution equation
∂tΨn(t) = −iH(n)λ Ψn(t) ,
with initial data Ψn(0).
2.1 Dynamics in terms of creation and annihilation operators
Antisymmetry of wave vectors is one of the most important features of fermionic quantum
systems, and it can alter the properties of time-evolution significantly. Controlling the effect of
antisymmetry is difficult in the above formulation of the time-evolution. A better alternative
is offered by representing the time-evolution as an evolution equation of the corresponding
fermionic creation and annihilation operators. We summarize their main properties below
and refer to [1, Section 5.2] for more mathematical details.
In the present finite lattice case, the Fock space has been constructed using a one-particle
space h := CΛ and the corresponding (distinguishable) n-particle sectors Hn := h⊗n = CΛn .
Let P
(n)
− denote the orthogonal projection onto the subspace of antisymmetric functions in
Hn; explicitly,
(P
(n)
− ψ)(x1, . . . , xn) =
1
n!
∑
π∈Sn
(−1)πψ(xπ(1), . . . , xπ(n)) ,
where Sn denotes the group of permutations of the set {1, 2, . . . , n} and (−1)π is the sign of
the permutation pi ∈ Sn. Since we consider a system of identical fermions, at any time, a
wave vector Ψ ∈ F− satisfies P (n)− Ψn = Ψn for all n.
Given a one-particle wave vector g ∈ h, we define the corresponding annihilation operator
a(g) as the map which takes a vector Ψ ∈ F− and removes the first particle from each of its
sectors, with a weight proportional to the overlap with g. More precisely, for a fixed particle
number n ≥ 1, there is a unique bounded linear map An(g) : Hn → Hn−1 such that for any
collection of one-particle wave vectors fj ∈ h,
An(g)
(
n⊗
j=1
fj
)
=
√
n〈g, f1〉
n⊗
j=2
fj ,
where 〈g, f〉 is the one-particle scalar product, defined here conjugate linear in the first ar-
gument, i.e., 〈g, f〉 = ∑
x∈Λ g(x)
∗f(x). We then define the fermionic annihilation operator
a(g) : F− → F− by the rule
(a(g)Ψ)n = P
(n)
− An+1(g)P
(n+1)
− Ψn+1 = P
(n)
− An+1(g)Ψn+1 , n ≥ 0 , Ψ ∈ F− .
In general, annihilation operators are unbounded on the appropriate Fock space, and one
has to worry about the domain of the operator in its definition. However, it is a remarkable
consequence of the antisymmetrisation that a(g) is in fact a bounded operator on F−, and
the normalisation
√
n added above guarantees that its operator norm is the same as the norm
of the wave vector g, i.e., we always have ‖a(g)‖ = ‖g‖h.
The adjoint of a(g), which we denote here by a∗(g), is called the creation operator at the
vector g ∈ h. The creation operator can indeed be interpreted as creating a particle with
wave vector g at the first position (and hence shifting the labels of the existing particles by
one). This interpretation is based on a more direct construction analogous to the one for a(g)
above. Namely, there is a unique bounded linear map Cn(g) : Hn →Hn+1 such that for any
collection of one-particle wave vectors fj ∈ h,
Cn(g)
(
n⊗
j=1
fj
)
=
√
n+ 1 g ⊗ f1 ⊗ · · · ⊗ fn ,
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We also set C0(g)1 = g ∈ H1. The fermionic creation operator is then given by c(g) : F− →
F−, and it satisfies (c(g)Ψ)0 = 0, and
(c(g)Ψ)n = P
(n)
− Cn−1(g)P
(n−1)
− Ψn−1 = P
(n)
− Cn−1(g)Ψn−1 , n ≥ 1 , Ψ ∈ F− .
One can check that then indeed c(g) = a∗(g) which implies that also ‖c(g)‖ = ‖g‖h.
One important reason why working with the creation and annihilation operators simplifies
the analysis of time-evolution is that they satisfy fairly simple algebraic rules for swapping the
order of any two such operators. Namely, they satisfy the following canonical anticommutation
relations: for any one-particle vectors f, g ∈ h, we have
a(f)a(g) + a(g)a(f) = 0 = a(f)∗a(g)∗ + a(g)∗a(f)∗ ,
a(f)a(g)∗ + a(g)∗a(f) = 〈f, g〉1 , (3)
where “1” denotes the identity operator on F−. In particular, a(f)2 = 0 = a∗(f)2, and if (eℓ)
is any orthonormal basis of h, we have
a(eℓ)a(eℓ′)
∗ + a(eℓ′)
∗a(eℓ) = 1{ℓ=ℓ′}1 ,
with 1{P} denoting the generic characteristic function of the condition P : we define 1{P} = 1,
if P is true, and 1{P} = 0, if P is false.
Moreover, tensor products in Hn are conveniently expressed in terms of products of cre-
ation operators acting on the vacuum Ω = (1, 0, 0, . . .) ∈ F−. Namely, if gj ∈ h, j = 1, 2, . . . , n,
are given, then ⊗jgj ∈ Hn after antisymmetrisation defines a vector Ψ ∈ F− by setting all
other components to zero, i.e., setting Ψn = P
(n)
− (⊗jgj) and Ψm = 0, for m 6= n. This vector
can also be obtained from
Ψ =
1√
n!
a∗(g1) · · · a∗(gn)Ω . (4)
The collection of creation and annihilation operators corresponding to the standard unit
vector orthonormal basis (ex)x∈Λ, where (ex)y = 1{x=y} for all x, y ∈ Λ, is of particular
interest to us. We employ the following standard shorthand notations:
a(x) := a(ex) , a
∗(x) := a∗(ex) = a(x)
∗ , x ∈ Λ . (5)
These operators can be thought of as annihilating or creating a particle at the site x. By (3),
they satisfy the following simple anticommutation relations for any x, y ∈ Λ,
a(x)a(y) + a(x)a(y) = 0 = a(x)∗a(y)∗ + a(x)∗a(y)∗ ,
a(x)a(y)∗ + a(x)∗a(y) = 1{x=y}1 . (6)
We can also use the creation operators to generate an orthonormal basis for F−. For this,
first define
e(x1, . . . , xn) := a
∗(x1) · · · a∗(xn)Ω , xi ∈ Λ , i = 1, 2, . . . , n .
The orthonormal basis may be constructed by collecting all non-repeating sequences of arbi-
trary length and then choosing one representative for each collection of sequences which differ
by a permutation of particle labels. The actual choice does not does not play much role: if
(xi) ∈ Λn and pi ∈ Sn is some permutation, then by the anticommutation relations
e(xπ(1), . . . , xπ(n)) = (−1)πe(x1, . . . , xn) ,
and hence the choice merely affects signs of the basis vectors.
After these preliminaries, it is straightforward to check that wave vectors and interaction
potentials may also be represented using the creation and annihilation operators. Namely, if
Ψ ∈ F−, n ∈ N, and x ∈ Λn, we have
Ψn(x1, . . . , xn) = 〈⊗ni=1exi ,Ψn〉Hn = 〈P (n)− (⊗ni=1exi),Ψn〉Hn ,
and hence by (4),
Ψn(x1, . . . , xn) =
1√
n!
〈a∗(x1) · · · a∗(xn)Ω,Ψ〉F− .
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Moreover, the anticommutation relations imply that if x, y and xi ∈ Λ, i = 1, 2, . . . , n, then
a∗(x)a(y)a∗(x1) · · · a∗(xn)Ω
=
n∑
i=1
1{y=xi}a
∗(x1) · · · a∗(xi−1)a∗(x)a∗(xi+1) · · · a∗(xn)Ω . (7)
Using these two properties it is now straightforward to check that the earlier defined operators
H0 and V on the fermionic Fock space have the following representations in terms of creation
and annihilation operators,
H0 =
∑
x,y∈Λ
α(x− y;L)a(x)∗a(y) , (8)
V =
1
2
∑
x,y∈Λ
V (x− y;L)a(x)∗a(y)∗a(y)a(x) . (9)
The above right hand sides are finite sums in the Banach space of bounded operators on F−,
and thus H0, V , and Hλ = H0+λV are also bounded operators on the fermionic Fock space.
The time-evolution of any initial data Ψ(0) ∈ F− under the semigroup Ut := e−itHλ can
be solved if we can solve the time-evolution of the annihilation operators, i.e., it suffices to
study
a(x, t) := eitHλa(x)e−itHλ ,
and its adjoint
a∗(x, t) := eitHλa∗(x)e−itHλ .
This follows from our definition that the Hamiltonian acts trivially on the vacuum sector,
(Hλ)0 = 0, and thus
a∗(x1, t) · · · a∗(xn, t)Ω = eitHλa∗(x1) · · · a∗(xn)Ω ,
implying that
Ψn(x1, . . . , xn, t) =
1√
n!
〈a∗(x1) · · · a∗(xn)Ω, e−itHλΨ(0)〉F−
=
1√
n!
〈a∗(x1, t) · · · a∗(xn, t)Ω,Ψ(0)〉F− .
Since the Hamiltonian is a bounded operator, we can directly differentiate the definition
and obtain
∂ta(x, t) = −ieitHλ [a(x),Hλ]e−itHλ .
The computation of the commutator is straightforward using the anticommutation relations,
yielding
[a(x),Hλ] =
∑
y∈Λ
α(x− y;L)a(y) + λ
∑
y∈Λ
V (x− y;L)a(y)∗a(y)a(x) .
Therefore, we find that in order to solve the original (linear) evolution equation in the fermionic
Fock space, it suffices to solve the following non-linear operator evolution equation on the space
of bounded operators on F−,
∂ta(x, t) = −i
∑
y∈Λ
α(x− y;L)a(y, t)− iλ
∑
y∈Λ
V (x− y;L)a∗(y, t)a(y, t)a(x, t) . (10)
In Fourier variables, after defining
â(k, t) :=
∑
x∈Λ
e−i2πx·ka(x, t) ,
we obtain
∂tâ(k, t) = −iω(k)â(k, t)
− iλ
∫
(Λ∗)3
dk1dk2dk3 δΛ(k − k1 − k2 − k3)V̂ (k1 + k2)â∗(k1, t)â(k2, t)â(k3, t) , (11)
where δΛ(k) := |Λ|1{k=0 mod Λ∗} is a “discrete Dirac δ-function” and [â(k, t)]∗ = â∗(−k, t).
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2.2 Fermionic systems with spin interactions and the Hubbard
model
Spin is an integral part of description of quantum mechanical particles. For instance, by the
spin-statistics relation, all fermionic particles possess a half-integer spin. In particular, the
spin cannot be zero, so the above fermionic description is not yet completely adequate for
physical fermions.
Spin is a one-particle property, and hence affects the definition of the one-particle Hilbert
space h above. It is determined by a half-integer value S ∈ N0/2, resulting in 2S + 1 new
“internal” degrees of freedom which are labelled by values in σS := {−S,−S + 1, . . . , S}.
There are several equivalent ways of defining the wave vector of a particle with a non-zero
spin: one can either think that they are multicomponent wave-vectors, ψ(x) ∈ CσS , or that
each lattice site is augmented with D extra degrees of freedom, ψ(x, σ) ∈ C, σ ∈ σS. These
descriptions are quantum mechanically equivalent since the identification
ψ(x)σ = φ(x, σ) = 〈ex ⊗ eσ, φ〉
provides a mapping ψ → φ which turns out to be a Hilbert space isomorphism between
⊕σ∈ σSL2(Λ) and L2(Λ×σS). The second equality above also yields an isomorphism, namely
the standard one between L2(Λ× σS) and L2(Λ)⊗ L2(σS).
Hence, most of the discussion in the previous sections holds verbatim if we replace x ∈ Λ
by (x, σ) ∈ Λ × σS . The main differences come from the physical restrictions for the spin-
interactions which have no need to be “translation invariant” in the spin-degrees of freedom.
Thus Fourier-transforming the spin-degrees is not helpful and, instead, one should try to aim
at simplifications by finding other unitary transformations which diagonalise at least part of
the Hamiltonian.
One case which reduces to the discussion without spin, occurs when the total Hamiltonian
H can be diagonalised with respect to the spin degrees of freedom, i.e., if there is a unitary
transformation U for which U∗HU = ⊕σ∈σSHσ. Then after the unitary transformation each
spin-component evolves independently from the others and thus it satisfies the “spinless”
equations of the previous section.
Spatially translation invariant generalisations of the previous weakly interacting Hamilto-
nians are determined by the operators
H0 =
∑
x,y∈Λ
∑
σ,σ′∈σS
ασσ′(x− y;L)a(x, σ)∗a(y, σ′) , (12)
V =
1
2
∑
x,y∈Λ
∑
σ,σ′∈σS
Vσσ′(x− y;L)a(x, σ)∗a(y, σ′)∗a(y, σ′)a(x, σ) . (13)
The functions ασσ′(x;L) and Vσσ′(x;L) are constructed as in (1) and (2), using some given
ωσσ′ : T
d → R and V̂σσ′ : Td → R, for each σ, σ′. We require H0 to be self-adjoint and
the interaction symmetric under spatial inversions, and this is guaranteed by assuming that
ω(−k) = ω(k) = ω(k)∗, as S × S -matrices. Similarly, the self-adjointness of V can be guar-
anteed by assuming that each V̂ (k) is a Hermitian matrix and that they satisfy an additional
symmetry property V̂σσ′(−k) = V̂σ′σ(k) related to particle permutation invariance.
One well studied example of this type is the Hubbard model which concerns spin- 1
2
fermions
like electrons. Then S = 1
2
and usually one simplifies the discussion by labelling the spin
degrees of freedom {− 1
2
, 1
2
} using the sign, i.e., using the set 2σS = {−1, 1} for labelling. In
the Hubbard model the free evolution is taken to be fully spin rotation invariant,
H0 =
∑
x,y∈Λ
∑
σ=±1
α(x− y;L)a(x, σ)∗a(y, σ) , (14)
and thus depending only on one dispersion relation function which is typically chosen to be
nearest neighbour, ω(k) = −∑d
ν=1 cos(2pikν). The pair interactions in the Hubbard model
are taken to be onsite only,
V =
1
2
∑
x∈Λ
∑
σ,σ′=±1
Vσσ′a(x, σ)
∗a(x, σ′)∗a(x, σ′)a(x, σ) , (15)
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and, since a(x, σ)2 = 0 and Vσσ′ = Vσσ′(0;L), σ, σ
′ ∈ {±1}, form a real symmetric 2 × 2
matrix, without loss of generality, we may set Vσσ = 0 and use V+− = V−+ as the sole real
parameter. It is usually included in the definition of the coupling λ, and thus the general
fermionic spin- 1
2
onsite interactions are covered by the interaction1
VHubbard =
∑
x∈Λ
a(x,+)∗a(x,−)∗a(x,−)a(x,+) . (16)
Let us point out that onsite potentials fall into the class of translation invariant potentials
studied in the previous subsection. Namely, they correspond to choosing potentials whose
Fourier transforms are constant, V̂σσ′(k) = Vσσ′ for all k ∈ Td.
The main difficulties compared to deriving the evolution equations in the earlier discussed
case are notational. We skip the parts which are similar to the earlier computations, and
merely record the outcome in a form which is easy to use in computations involving products
of creation and annihilation operators.
We label annihilation operators with an additional label τ = −1 and creation operators
with τ = +1, and consider their dynamics after Fourier transform of the spatial degrees of
freedom. Explicitly, we define
a(k, σ,−1, t) := â(k, σ, t) =
∑
x∈Λ
e−i2πx·ka(x, σ, t) , (17)
a(k, σ,+1, t) := â∗(k, σ, t) =
∑
x∈Λ
e−i2πx·ka∗(x, σ, t) . (18)
These operators are connected via operator adjoints, [a(k, σ, τ, t)]∗ = a(−k, σ,−τ, t). Since
now
∂ta(x, σ, t) = −i
∑
x′∈Λ
∑
σ′∈σS
ασσ′(x− x′;L)a(x′, σ′, t)
− iλ
∑
x′∈Λ
∑
σ′∈σS
Vσσ′(x− x′;L)a∗(x′, σ′, t)a(x′, σ′, t)a(x, σ, t) ,
the above operators satisfy the following closed evolution equations
∂ta(k, σ, τ, t) = iτ
∑
σ′∈σS
ωσσ′(k; τ )a(k, σ
′, τ, t)
+ iτλ
∑
σ1,σ2,σ3∈σS
∫
(Λ∗)3
dk1dk2dk3 δΛ(k − k1 − k2 − k3)
× V̂σ,σ1,σ2,σ3(k1, k2, k3; τ )a(k1, σ1, 1, t)a(k2, σ2, τ, t)a(k3, σ3,−1, t) , (19)
where ωσσ′(k;−1) := ωσσ′(k), ωσσ′(k; +1) := ωσ′σ(k), and
V̂σ,σ1,σ2,σ3(k1, k2, k3;−1) = 1{σ1=σ2,σ3=σ}V̂σσ2(k1 + k2) ,
V̂σ,σ1,σ2,σ3(k1, k2, k3; +1) = 1{σ1=σ,σ3=σ2}V̂σσ2(k2 + k3) .
Here we need the above equations only in two special cases. First, if there is no spin, the
equation reduces to
∂ta(k, τ, t) = iτω(k)a(k, τ, t) + iτλ
∫
(Λ∗)3
dk1dk2dk3 δΛ(k − k1 − k2 − k3)
× V̂ (k1, k2, k3; τ )a(k1, 1, t)a(k2, τ, t)a(k3,−1, t) , (20)
with V̂ (k1, k2, k3;−1) = V̂ (k1 + k2) and V̂ (k1, k2, k3; 1) = V̂ (k2 + k3). Secondly, for the
Hubbard model, the equations can be simplified into
∂ta(k, σ, τ, t) = iτω(k)a(k, σ, τ, t) + iτλ
∫
(Λ∗)3
dk1dk2dk3 δΛ(k − k1 − k2 − k3)
× a(k1, τσ, 1, t)a(k2,−σ, τ, t)a(k3,−τσ,−1, t) . (21)
1The most standard notation for the Hubbard model uses the potential U
∑
x n(x,+)n(x,−) where n(x, σ) :=
a(x, σ)∗a(x, σ). This is seen to be equivalent to the present case after setting U = λ and using the anticommutation
relations.
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3 States, reduced density matrices, and truncated
correlation functions
A state in classical mechanics is a probability measure describing the distribution of positions
and velocities of the particles at some fixed time. Thus it can be used to compute the statistics
of all observables, i.e., measurable functions of the positions and velocities at that time. In
Hamiltonian mechanics, an initial state given at time t = 0 determines the state at all times
t ∈ R. Often it is simpler to study the evolution of physical properties of the system by
inspecting the evolution starting from some suitably chosen random initial state rather than
from a deterministic state with fixed values for the initial positions and velocities of the
particles.
A state at time t in quantum mechanics is defined as a map ρt which associates to each
observable A a number ρt[A] which gives the limiting value for statistical averages of this
observable measured in repeated experiments. This is analogous to the expectation value
map under the probability measure which defines the state in the classical case. The more
precise mathematical definition of a state takes two ingredients: the collection of observables
A, which is assumed to be some subspace of bounded operators, closed under adjoint and
containing the identity operator, and a positive linear functional ρ : A → C of norm 1.
For instance, a Borel probability measure µ of wave vectors Ψ ∈ H, ‖Ψ‖ = 1, generates a
state by setting for any bounded operator A on H
ρ[A] :=
∫
µ(dψ) 〈ψ,Aψ〉 .
Most often a state is determined by giving a trace-class operator ρ onH such that ρ is positive,
Tr ρ = 1, and setting ρ[A] = Tr[ρA] for all A ∈ A. Such an operator ρ is called the density
matrix of the state (note that we do not make a distinction in the notation between the state
and its density matrix). If the Hilbert space is separable, such as our Fock spaces are, then
for instance all states given by the above Borel probability measures have a density matrix
associated with them.
The n:th reduced density matrix ρn is an analogous quantity which is obtained from the
full density matrix by taking a partial trace over the degrees of freedom which concern particle
labels higher than n. The general construction is discussed in [1, Section 6.3.3] and in [10,
Section 3], but there is a more direct definition available for the present system of lattice
fermions: Given a state ρ on the fermionic Fock space, we first define
ρn(z1, z
′
1, . . . , zn, z
′
n) := ρ[a
∗(z′1) · · · a∗(z′n)a(zn) · · · a(z1)] . (22)
Here each zi and z
′
i belongs to the one-particle label set, i.e., zi ∈ Λ in the spinless case and
zi ∈ Λ×σS for spin-S particles. The collection of these complex numbers defines the reduced
density matrix ρn, which is a positive operator on h
⊗n, via the formula
〈⊗izi, ρn(⊗iz′i)〉 = ρn(z1, z′1, . . . , zn, z′n) .
In quantum mechanics, given an initial density matrix ρ(0) = ρ, the expectation of a
time-evolved observable A(t) = U∗t AUt satisfies
ρ[A(t)] = Tr[ρU∗t AUt] = Tr[UtρU
∗
t A] ,
by cyclicity of trace. Hence, we define the time-evolved density matrix ρ(t) := UtρU
∗
t for
which ρ(t)[A] = ρ[A(t)]. The reduced time-evolved density matrices may thus be obtained as
expectations of time-evolved creation and annihilation operators: by replacing each a(z) in
(22) by a(z, t) = U∗t a(z)Ut, we obtain the reduced density matrix ρ(t)n.
Considering the earlier observation that time-evolved annihilation operators suffice to de-
termine the time-evolution of wave vectors, it is not surprising that reduced density matrices
play an important role in the physics of quantum fluids. For instance, the expectation of the
hopping Hamiltonian H0 may be computed from ρ(t)1 by the formula
ρ(t)[H0] =
∑
x,y∈Λ
∑
σ,σ′∈σS
ασσ′(x− y;L)ρ(t)1((x, σ), (y, σ′)) .
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Indeed, for kinetic theory, the central goal is to describe the evolution of ρ(t)1, a positive
operator on h, in the limit of weak coupling.
In fact, there is a class of fermionic states, called quasifree states, for which ρ1 uniquely
determines all other reduced density matrices: if ρ is quasifree, then for all n ≥ 1 the corre-
sponding density matrix is given as a determinant of an n× n matrix,
ρn(z1, z
′
1, . . . , zn, z
′
n) = det(ρ1(zi, z
′
j))i,j=1,...,n .
To simplify analysis of states which are not quasifree but close to such, one can introduce
truncated correlation functions ρT which are analogous to cumulants of random variables in
classical probability theory. The construction below applies to a state ρ on a fermionic system
which is even: it is assumed that an expectation of any observable remains invariant if we
change a(z) to −a(z) for all z. As explained in more detail in [1, pp. 42–43], given an even
state ρ to each even length sequence (a1, a2, . . . , am) of creation and annihilation operators
one may associate a truncated expectation ρT [a1, a2, . . . , am] such that the expectation of any
product of even length can be expressed as a sum over partitions. Explicitly,
ρ[aI ] =
∑
Π∈P2(I)
ε(Π)
∏
S∈Π
ρT [aS] , (23)
where I = (1, 2, . . . , n), aI := a1 · · · an, P2(I) denotes the collection of partitions of I into even
length subsequences, ε(Π) is the sign of the permutation which takes I to Π = (S1, . . . , Sm),
and for a subsequence S = (s1, . . . , sm) of I we have used the shorthand notation aS =
(as1 , . . . , asm ). Note that odd sequences for even states have always zero expectation, so this
is the antisymmetrised analogue of the moments-to-cumulants formula of probability.
The above definition requires careful consideration of the signs of each term. The following
identity can also serve as a basis for a recursive definition of the truncated expectations,
ρ[aI ] =
∑
m∈S⊂I
ε(S, I \ S)ρT [aS]ρ[aI\S] , (24)
wherem ∈ I is any fixed label and ε(S, I\S) is the sign of the permutation I → (S, I\S). (Note
that all terms where S has an odd length are zero in the sum, since then also I \S is odd, so we
could have restricted the sum to even subsequences here.) For instance, ρT [a1, a2] = ρ[a1a2],
and for n = 4 we have
ρ[a1a2a3a4] = ρ
T [a1, a2, a3, a4]
+ ρT [a1, a2]ρ[a3a4]− ρT [a1, a3]ρ[a2a4] + ρT [a1, a4]ρ[a2a3] ,
and thus
ρT [a1, a2, a3, a4] := ρ[a1a2a3a4]
− ρ[a1a2]ρ[a3a4] + ρ[a1a3]ρ[a2a4]− ρ[a1a4]ρ[a2a3] ,
and, in accordance with (23), also
ρ[a1a2a3a4] = ρ
T [a1, a2, a3, a4]
+ ρT [a1, a2]ρ
T [a3, a4]− ρT [a1, a3]ρT [a2, a4] + ρT [a1, a4]ρT [a2, a3] . (25)
The truncated correlation functions can be used to characterise quasifree states: an even
state ρ is quasifree if and only if ρT [a1, a2, . . . , an] = 0 for all n > 2. This is completely
analogous with characterisation of Gaussian measures by vanishing of their higher order cu-
mulants. Even for states which are not quasifree, the truncated correlation functions enjoy
properties which are typically not valid for direct expectations:
1. If n > 2, then ρT [a1, a2, . . . , an] is completely antisymmetric with respect to permutation
of its arguments: if pi ∈ Sn, we have ρT [aπ(1), aπ(2), . . . , aπ(n)] = (−1)πρT [a1, a2, . . . , an].
(For a proof, consider a basic odd permutation which swaps two neighbouring labels m
and m′, and then then use (24) and the anticommutation relations.)
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2. If ρ is an equilibrium Gibbs state at sufficiently small activity and corresponding to a
short range interaction, all reduced density matrices are typically decaying summably
in the separation of their spatial arguments. For a precise statement and assumptions
under which this result holds, see [1, Theorem 6.3.21], and further discussion can be
found in [12]. In particular, keeping one of the sites fixed, Fourier transforms of the
reduced density matrices are typically uniformly bounded in the lattice size L, unlike
those of the corresponding expectations.
4 Weak coupling limit and quantum kinetic theory
For kinetic theory, we are interested in the evolution of the first truncated reduced density
matrix ρ1(x
′, σ′, x, σ; t) = ρT [a∗(x′, σ′, t), a(x, σ, t)]. There is no difference between the trun-
cated and direct reduced density matrices for the first reduced density matrix of an even state
of fermions but for higher order density matrices there is a difference in their properties. Most
notably, for systems which which are eventually well approximated by Gibbs states of the type
discussed in item 2 at the end of Section 3, one would expect the truncated correlation func-
tions to decay in the distance. Then, Fourier transforms in these variables are given by “nice”
functions, for instance, uniformly bounded in the lattice size or with a uniformly bounded
L2(dk)-norm. In contrast, the Fourier transform of the corresponding moments would be a
fairly complicated sum over “δΛ-distributions”.
Here we consider only initial data which are both gauge invariant and translation invari-
ant . The first condition means that the initial data does not contain correlations between
different particle sectors, and this property is preserved by the present type of evolution. It
simplifies the resulting analysis since for gauge invariant states all moments, which do not
have the same number of creation and annihilation operators, are zero. For instance, then
ρ[a(y, σ′′, t)a(x, σ, t)] = 0 = ρ[a∗(y, σ′′, t)a∗(x, σ, t)].
For translation invariance, we require that all moments are invariant under periodic spatial
translations of the lattice Λ. For the present translation invariant H0 and V also this property
is preserved by the time-evolution. As a consequence, any one of the spatial arguments of
the correlation functions can be translated to the origin. In particular, there is a function
F : Λ× R→ C2×2 for which
ρ1(x
′, σ′, x, σ; t) = Fσ′σ(x
′ − x, t) .
The Wigner function is defined as the discrete Fourier transform of F ,
Wσ′σ(k, t) :=
∑
y∈Λ
e−i2πy·kFσ′σ(y, t) =
∫
Λ∗
dk′ ρ[a(k, σ′, 1, t)a(k′, σ,−1, t)] . (26)
Using the properties of adjoints, it is straightforward to check that the so defined σS × σS
matrix W (k, t) is always Hermitian. In addition, translation invariance may be invoked to
prove that
ρ[a(k, σ′, 1, t)a(k′, σ,−1, t)] =Wσ′σ(k, t)δΛ(k + k′) . (27)
We also introduce the related notation W˜ for the corresponding expectation where the
order of the operators has been swapped. More precisely, we define as matrices
W˜ (k, t) := 1−W (k, t) , (28)
where 1 denotes the diagonal unit matrix. By the anticommutation relations, then
ρ[a(k′, σ,−1, t)a(k, σ′, 1, t)] = W˜σ′σ(k, t)δΛ(k + k′) . (29)
The quantum kinetic equation will concern the time-evolution of the above Hermitian
matrix-valued Wigner functions. There are a number of differences in the computations de-
pending on whether there are spin-interactions present or not, and we have split the discussion
accordingly below.
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4.1 Fermionic Boltzmann–Nordheim equation
We begin with a case in which the spin-degrees of freedom evolve independently. As mentioned
above, this case can be handled ignoring the spin degrees of freedom and thus we can use the
spinless results and notations. We adapt here the method introduced in [8] for derivation of a
phonon Boltzmann equation for the weakly nonlinear discrete Schro¨dinger equation from the
evolution hierarchy of truncated correlation functions. For comparison, a derivation of the
Boltzmann–Nordheim equation using direct perturbation expansions of moments and their
graph representations can be found in [10].
It should be stressed that neither method currently produces a mathematically rigorous
derivation of fermionic kinetic theory. In particular, it is not yet known which precise assump-
tions are needed for the kinetic approximation to work nor are there any rigorous bounds for
the accuracy of the approximation. From the point of view of the truncated correlation func-
tion hierarchy, the key missing ingredient is a control of the evolution of decay properties
of correlation functions. Here we do not go into any detail about the role played by the
terms ignored in the derivations below but more details about why their effects are in general
expected to be lower order in the weak coupling limit λ→ 0 can be found in [8, 10].
Let us also point out one case in which rigorous control has been possible: in [11], the ki-
netic scaling limit of time-correlations of equilibrium distributed fields with discrete nonlinear
Schro¨dinger evolution are proven to follow the above scenario. In this case, the state itself is
stationary and the good decay properties of the truncated correlation functions are provided
by the initial data which can be studied with methods from equilibrium statistical mechanics.
Differentiating (26) and recalling the adjoint relations yields the following representation
for the time derivative of the Wigner function of translation invariant states
∂tWσ′σ(k, t)
=
∫
Λ∗
dk′
(
ρ[∂ta(k, σ
′, 1, t)a(k′, σ,−1, t)] + ρ[∂ta(−k′, σ, 1, t)a(−k, σ′,−1, t)]∗
)
=
∫
Λ∗
dk′
(
ρ[∂ta(k, σ
′, 1, t)a(k′, σ,−1, t)] + ρ[∂ta(k, σ, 1, t)a(k′, σ′,−1, t)]∗
)
. (30)
Thus for a translation invariant states of fermions without spin, we have
∂tW (k, t) = 2Re
(∫
Λ∗
dk′ ρ[∂ta(k, 1, t)a(k
′,−1, t)]
)
. (31)
We use (20) to compute the derivative, yielding∫
Λ∗
dk′ ρ[∂ta(k, 1, t)a(k
′,−1, t)] = iω(k)
∫
Λ∗
dk′ ρ[a(k, 1, t)a(k′,−1, t)]
+ iλ
∫
(Λ∗)4
dk1dk2dk3dk4 V̂ (k2 + k3)δΛ(k − k1 − k2 − k3)
× ρ[a(k1, 1, t)a(k2, 1, t)a(k3,−1, t)a(k4,−1, t)] . (32)
The first term on the right is purely imaginary and does not contribute to the real part. In
the second term, the expectation is antisymmetric with respect to the swap k1 ↔ k2, and
thus we can conclude that
∂tW (k, t) = Re
[
iλ
∫
(Λ∗)4
dk1dk2dk3dk4
(
V̂ (k2 + k3)− V̂ (k1 + k3)
)
× δΛ(k − k1 − k2 − k3)ρ[a(k1, 1, t)a(k2, 1, t)a(k3,−1, t)a(k4,−1, t)]
]
. (33)
We represent the remaining expectation in terms of truncated expectations using (25).
Since V̂ is real, all terms involving second order truncated correlation functions produce
terms which are purely imaginary and, hence, they do not contribute to the derivative of the
Wigner function. Therefore,
∂tW (k, t) = Re
[
iλ
∫
(Λ∗)4
dk1dk2dk3dk4
(
V̂ (k2 + k3)− V̂ (k1 + k3)
)
× δΛ(k − k1 − k2 − k3)ρT [a(k1, 1, t), a(k2, 1, t), a(k3,−1, t), a(k4,−1, t)]
]
. (34)
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Computation of derivatives of higher order truncated correlation functions would be sim-
plified by introducing the associated Wick polynomials, as was observed in [8] for commuting
fields. However, it is still possible to work out the necessary combinatorics and cancellations
by hand for the fourth order terms which are needed to compute the collision operator of
kinetic theory. Namely, after a somewhat lengthy computation employing the symmetry of
the function V̂ , one finds that
∂t
(
e−it(ω1+ω2−ω3−ω4)ρT [a(k1, 1, t), a(k2, 1, t), a(k3,−1, t), a(k4,−1, t)]
)
= iλe−it(ω1+ω2−ω3−ω4)δΛ(k1 + k2 + k3 + k4)
(
V̂ (k2 + k3)− V̂ (k1 + k3)
)
×
[
W˜ (k2)W (−k3)W (−k4)−W (k1)W (−k3)W (−k4)
+W (k1)W (k2)W (−k4)−W (k1)W (k2)W˜ (−k3)
]
+ (higher order truncated functions) , (35)
where we have introduced the shorthand notations ωi := ω(ki), W˜ = 1−W , and each W and
W˜ factor is evaluated at t.
We then integrate the above time-derivatives from 0 to t. The terms involving higher
order truncated functions (4:th and 6:th in (35)), as well as the substitution term involving
the 4:th order truncated correlation at time 0, are expected to contribute only terms which are
subleading in λ at the kinetic time scales t ∝ λ−2, due to the “integrals” over the oscillatory
phase factors. The remaining terms yield the approximation
W (k, t)−W (k, 0) ≈
∫ t
0
dt′
∫ t′
0
dsRe
{
−λ2
∫
(Λ∗)4
dk1dk2dk3dk4 e
i(t′−s)(ω1+ω2−ω3−ω4)
×
(
V̂ (k2 + k3)− V̂ (k1 + k3)
)2
δΛ(k − k1 − k2 − k3)δΛ(k1 + k2 + k3 + k4)
×
[
W˜ (k2)W (−k3)W (−k4)−W (k1)W (−k3)W (−k4)
+W (k1)W (k2)W (−k4)−W (k1)W (k2)W˜ (−k3)
]}
, (36)
where each W and W˜ factor is evaluated at s. Inside the integrand −k4 = k. Hence,
integration over k4 is straightforward and swapping the sign of k3, the order of time-integrals,
and denoting Wi :=W (ki, s) and W˜i := 1−Wi, we arrive at the approximation
W (k0, t)−W (k0, 0) ≈ λ2
∫ t
0
ds
∫
(Λ∗)3
dk1dk2dk3 Re
∫ t−s
0
dr eir(ω1+ω2−ω3−ω0)
×
(
V̂ (k2 − k3)− V̂ (k1 − k3)
)2
δΛ(k0 − k1 − k2 + k3)
×
[
−W˜2W3W0 +W1W3W0 −W1W2W0 +W1W2W˜3
]
, (37)
The real part of the remaining oscillatory time-integral formally convergences to piδ(ω0 −
ω3 − ω1 − ω2) as t → ∞. In fact, the δ-function approximation should only be used after
the thermodynamic limit L → ∞ has been taken; for a finite lattice, also values for which
ω1 + ω2 − ω3 − ω0 is not exactly zero but close enough to zero (e.g., o(L−2)), will contribute
to the collision term. Assuming that the thermodynamic limit of the function W exists and
using the same notation for the limit, we obtain
W (k0, t)−W (k0, 0) ≈
∫ t
0
ds CfBN[W (·, s)](k0) , (38)
where a relabelling k1 ↔ k3 yields the following more standard form of a fermionic Boltzmann–
Nordheim collision operator
CfBN[W ](k0) := piλ2
∫
(Td)3
dk1dk2dk3 δ(ω0 + ω1 − ω2 − ω3)
×
(
V̂ (k1 − k2)− V̂ (k1 − k3)
)2
δ
Td
(k0 + k1 − k2 − k3)
×
[
W˜1W2W3 −W0W2W3 −W0W1W˜2 +W0W1W3
]
. (39)
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The kinetic equation obtained by replacing the approximation sign in (38) by an equals
sign is called the (spatially homogeneous) fermionic Boltzmann–Nordheim equation. The
term in square brackets in (39) is then usually written in a more symmetric form as
W˜0W˜1W2W3 −W0W1W˜2W˜3 .
However, it should be noted that, since the highest order terms indeed cancel, the collision
operator has a nonlinearity of third order, not of fourth order.
The above lattice kinetic theories have two conserved quantities,
∫
dk ω(k)W (k, t) related
to energy and
∫
dkW (k, t) related to particle density. The mathematical properties of their
solutions have mainly been studied in the continuum case for which instead of the lattice wave
number k ∈ Td one uses the particle velocity v ∈ Rd and the dispersion relation is ω(v) = v2
in the nonrelativistic case. For the existence and uniqueness of solutions in the continuum
case, we refer to [2, 3], while the corresponding issues for a lattice model will be discussed in
the next section, based on [9].
4.2 Kinetic theory of the spatially homogeneous Hubbard model
We next repeat the above computations for the Hubbard model which has a simple onsite
potential but includes spin-interactions. By (30),
∂tWσ′σ(k, t) =
∫
Λ∗
dk′ ρ[∂ta(k, σ
′, 1, t)a(k′, σ,−1, t)] + (h.c.) , (40)
where “h.c.” denotes a Hermitian conjugate with respect to the spin degrees of freedom.
Employing (21) we find∫
Λ∗
dk′ ρ[∂ta(k, σ
′, 1, t)a(k′, σ,−1, t)] = iω(k)
∫
Λ∗
dk′ ρ[a(k, σ′, 1, t)a(k′, σ,−1, t)]
+ iλ
∫
(Λ∗)4
dk1dk2dk3dk4 δΛ(k − k1 − k2 − k3)
× ρ[a(k1, σ′, 1, t)a(k2,−σ′, 1, t)a(k3,−σ′,−1, t)a(k4, σ,−1, t)] . (41)
The first term on the right is antisymmetric with respect to the Hermitian conjugate,
and hence does not contribute to the time derivative of W . We represent the remaining
expectation in terms of truncated expectations using (25). In contrast to the spinless case,
the second order terms need no longer cancel: explicitly, they contribute to (41) the term
iλ
∫
Λ∗
dk′
(
Wσ′σ(k)W−σ′,−σ′(k
′)−W−σ′,σ(k)Wσ′,−σ′(k′)
)
. (42)
It depends on the expectation
Σσ′σ :=
∫
Λ∗
dk′Wσ′σ(k
′) = ρ[a∗(0, σ′)a(0, σ)] =
1
|Λ|
∑
x∈Λ
ρ[a∗(x, σ′)a(x, σ)] , (43)
i.e., on the spin correlation matrix. These expectations are conserved by the time evolution of
the Hubbard model, and hence the matrix Σσ′σ is time-independent. Therefore, the dominant
term in the time-derivative (40) is given by
iλ (Wσ′σ(k)Σ−σ′,−σ′ −W−σ′,σ(k)Σσ′,−σ′ −Wσ′σ(k)Σ−σ,−σ +Wσ′,−σ(k)Σ−σ,σ) , (44)
which is most conveniently written as the (σ′, σ) -component of the commutator
−iλ[Σ,W (k, t)] .
New terms arise also in the computation of the second order term in λ. The computations
are in principle completely analogous to those in the previous subsection but one has to
carefully consider the propagation of the spin variable. After taking the thermodynamic
limit L → ∞ and neglecting terms which are expected to be higher order in λ, new features
compared to the spinless case arise. Most importantly, since one takes a Hermitian, not
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complex, conjugate of (41), the imaginary part of the oscillatory time-integral also contributes
in the evolution equation. In other words, one needs to use here the formal identification∫ ∞
0
dr eirω = piδ(ω) + iP.V.
1
ω
,
where “P.V.” denotes a Cauchy principal value when integrating over the real variable ω. The
terms arising from the imaginary part do not resemble usual collision integrals. Instead, they
combine into conservative Vlasov-type terms, similarly to what occurred above for the lowest
order contribution.
The final evolution equation is most conveniently written as an evolution equation for the
Hermitian 2× 2 -matrix W (k, t), k ∈ Td. It reads
∂tW (k, t) = CHubb[W (·, t)](k)− i
[
Heff[W (·, t)](k),W (k, t)
]
, (45)
where the collision operator may be written as
CHubb[W ](k0) := λ2pi
∫
(Td)3
dk1dk2dk3 δ(k0 + k1 − k2 − k3)δ(ω0 + ω1 − ω2 − ω3)
×
(
W˜0W2J [W˜1W3] + J [W3W˜1]W2W˜0 −W0W˜2J [W1W˜3]− J [W˜3W1]W˜2W0
)
(46)
using the matrix operation J [A] := 1 TrA − A ∈ C2×2. The “effective Hamiltonian” in the
matrix commutator term is given by
Heff[W ](k0) := λΣ+ λ
2P.V.
∫
(Td)3
dk1dk2dk3δ(k0 + k1 − k2 − k3)
× 1
ω0 + ω1 − ω2 − ω3
(
W˜2J [W1W˜3] +W2J [W˜1W3]
)
. (47)
Also the Hubbard–Boltzmann equation (45) can be derived using direct perturbation ex-
pansions and their graph representations, as has been done in [5] for more general spin-
interaction potentials and with a slightly different splitting between the terms in H0 and
V operators. Neither of these derivations provides rigorous estimates of how accurately the
solutions to the Hubbard–Boltzmann equation describe the original fermionic reduced den-
sity matrices. The principal value integral, in particular, is somewhat troublesome from a
mathematical point of view.
The precise mathematical meaning of the terms appearing in the Hubbard–Boltzmann
equation (45), as well as the existence and uniqueness of its solutions for physically relevant
initial data, have been studied in [9]. It is shown there that for the nearest neighbour Hubbard
model with a sufficiently high dimension, d ≥ 3, any Lebesgue measurable initial data W0(k)
satisfying the matrix constraint 0 ≤ W0(k) ≤ 1 allows a global solution to (45) which is
also unique among solutions satisfying the constraint 0 ≤ W (k, t) ≤ 1. (The constraint
is physically related to the Pauli exclusion principle and it can be checked to follow from
the earlier mentioned properties of the fermionic creation and annihilation operators.) This
solution is also proven to conserve energy and total spin. More precisely, the real observable∫
dk ω(k) TrW (k, t) and the matrix observable
∫
dkW (k, t) are constants along the solutions.
Together these properties show that the approximations leading to the Hubbard–Boltzmann
equation are consistent, and the resulting kinetic equation should have range of validity similar
to the more standard kinetic theories such as the Boltzmann–Nordheim equation derived
earlier.
5 Thermalization in spatially homogeneous kinetic
theory
For ergodic systems, time averages of observables will converge to ensemble averages when
the averaging period is taken to infinity. In fact, the ensembles covered by such limits could
be identified with thermal equilibrium states of the system. However, for system with local
conservation laws the approach to global equilibrium typically takes a very long time, often
15
diverging when the system size is increased: for instance, for systems with normal heat
conductivity heat relaxation occurs diffusively and thus involves time-scales of order L2 for
systems of spatial diameter L.
For physical transport phenomena one is interested in the state of the system at mesoscopic
timescales, i.e., times which are long in microscopic units but short on the macroscopic scale.
If the system has only short range interactions, even though its state could not yet be well
approximated by the global equilibrium state, often time-averages of observables local to a
point in space can be ever better approximated by one of the equilibrium states. This allows
describing the evolution of the state of the system by first parametrizing its equilibrium
states and then inspecting the evolution of these parameters. A common example would
be introduction of space-time dependent temperature function related to the temperature
parameter of the canonical Gibbs state for those systems where total energy is conserved by
the evolution.
Systems, which have the above local approximation property, are said to be in local thermal
equilibrium, and thermalization refers to the approach to one of the local thermal equilibrium
states from the given initial state. The thermalization time, i.e., the time it takes for lo-
cal thermal equilibrium states to become good approximations, is typically mesoscopic, not
macroscopic.
In fact, kinetic theory provides a method of estimating the thermalization process and
times. We focus here on thermalization of spatially homogeneous states. This simplifies
the analysis since the slow processes associated with spatial relaxation of the equilibrium
parameters are then absent. As explained below, kinetic theory indicates that the Wigner
function relaxes to stationary states labelled by a few parameters and hence one would expect
local equilibrium or quasi-equilibrium to be reached already at kinetic timescales proportional
to λ−2. The key to these properties is finding an entropy functional satisfying an H-theorem for
the appropriate kinetic evolution. The vanishing of entropy production restricts the functional
form of stationary solutions and allows their explicit parametrisation.
5.1 Thermalization without spin-interactions
The entropy functional associated with the spatially homogeneous fermionic Boltzmann–
Nordheim equation,
∂tW (k, t) = CfBN[W (·, t)](k) ,
where the collision operator is defined in (39), is given by
S[W ] := −
∫
Td
dk
(
W (k) logW (k) + W˜ (k) log W˜ (k)
)
. (48)
Computing the time-derivative, one obtains
d
dt
S[W (t)] = σ[W (t)] ,
where the entropy production functional is
σ[W ] = pi
∫
(Td)4
dk1dk2dk3dk4δ(k1 + k2 − k3 − k4)δ(ω1 + ω2 − ω3 − ω4)
×
(
V̂ (k2 − k3)− V̂ (k2 − k4)
)2
G(W˜1W˜2W3W4,W1W2W˜3W˜4) , (49)
with G(x, y) = (x−y) ln(x/y). Since σ[W ] ≥ 0 for physical Wigner functions with W,W˜ ≥ 0,
this proves that S satisfies an analogue of the H-theorem of classical rarefied gas Boltzmann
equation.
In particular, any stationary solution to the kinetic equation needs to satisfy σ[W (eq)] = 0.
For sufficiently non-degenerate V̂ and ω, the only regular solutions to this equation are given
by the two-parameter family
W
(eq)
β,µ (k) =
(
eβ(ω(k)−µ) + 1
)−1
, (50)
where the values of the parameters β, µ ∈ R could also be fixed by giving the values for
the conserved energy and particle density observables. These Wigner functions can also
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be obtained by considering the one-particle reduced density matrix of the standard grand
canonical Fermi–Dirac states after setting λ = 0, cf. [1, Proposition 5.2.23]. These states
are gauge invariant and quasifree and thus the Wigner function determines all other reduced
density matrices.
It is clear that V̂ (k) cannot be a constant since then CfBN[W ] = 0, but otherwise the
function V̂ can be fairly arbitrary for this result to hold; one merely needs that the difference
V̂ (k2 − k3) − V̂ (k2 − k4) is nonzero almost everywhere on the manifold defined by the two
δ-constraints. The conditions on the dispersion relation ω are more intricate but in two and
higher dimensions quite generally the above solutions should be the only stationary ones, see
[10, Appendix B.1] and [13] for detailed conditions and more discussion on the topic.
In case V̂ and ω are such that the only stationary solutions are given by (50), one expects
that for any regular initial data the solution of the fermionic Boltzmann–Nordheim equation
converges as t→∞ to the unique function W (eq)β,µ where β, µ ∈ R are determined by the initial
energy and particle number. Unlike for the corresponding bosonic equation, the solutions
cannot diverge since they satisfy 0 ≤W ≤ 1 at all times. Thus the space of regular stationary
solutions should suffice to cover all asymptotic limits of the solutions. The convergence to a
regular stationary solution has been proven for certain continuum models and initial data in
[7].
The above results suggest that thermalization timescale for weakly interacting spinless
lattice fermions is in great generality given by the kinetic timescale, t ∝ λ−2. It is also
consistent with the hypotheses that, apart from special degenerate interactions, the only
equilibrium parameters are related to the conservation of energy and particle number. More
precisely, one can use β and µ of the standard grand canonical Fermi–Dirac states on the
fermionic Fock space as parameters.
5.2 Thermalization in the Hubbard model
The spin-structure of the Hubbard–Boltzmann equation (45) leads to some new phenomena
compared to the above spinless Boltzmann–Nordheim case. The entropy functional needs to
be generalised to
S[W ] := −
∫
dk
(
TrW lnW + Tr W˜ ln W˜
)
, (51)
where W is a 2× 2 Hermitian matrix. Computing its derivative requires some effort, yielding
d
dt
S[W (t)] = σ[W (t)] ,
where the entropy production functional is again positive, σ[W ] ≥ 0. To write down the en-
tropy production, let us first diagonalize the matricesW (k), yielding an eigensystem (λa(k), ψa(k)),
a = 1, 2, for each k ∈ Td. Then
σ[W ](k1) :=
pi
4
∫
d4k δ(k1 + k2 − k3 − k4)δ(ω1 + ω2 − ω3 − ω4)
∑
a∈{1,2}4
×
(
λ˜1λ˜2λ3λ4 − λ1λ2λ˜3λ˜4
)
ln
λ˜1λ˜2λ3λ4
λ1λ2λ˜3λ˜4
|〈ψ1, ψ3〉〈ψ2, ψ4〉 − 〈ψ1, ψ4〉〈ψ2, ψ3〉|2 ,
where ψi := ψai(ki), λi := λai(ki) and λ˜ := 1− λ.
The solution of the condition σ[W ] = 0 is no longer quite as straightforward as before, and
one has to consider a few degenerate cases separately. However, if d ≥ 2, the non-degeneracy
conditions mentioned earlier are satisfied for the nearest neighbour interaction of the Hubbard
model, and thus the analysis of the two δ-constraints is simplified. As derived in [6], then one
of the following possibilities needs to be realized by physical stationary solutions W (eq)(k)
which are Hermitian matrices satisfying 0 ≤ W (k) ≤ 1 for every k ∈ Td. First, choose a
spin-basis such that the total spin-correlation matrix Σ is diagonal. Then one of the following
cases holds:
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1. There are grand canonical parameters β, µ+, µ−, fixed by the diagonal matrix Σ and the
energy, such that
W (eq)(k) =
(
g+(k) 0
0 g−(k)
)
, (52)
where g±(k) := (1 + e
β(ω(k)−µ±))−1 are standard Fermi–Dirac distributions.
2. One of the bands is empty and the other is arbitrary: there is a function f(k) with
0 ≤ f(k) ≤ 1 and σ ∈ {±1} such that Wσσ(k) = f(k) and all other elements of W (k)
are zero.
3. One of the bands is full and the other is arbitrary: there is a function f(k) with 0 ≤
f(k) ≤ 1 and σ ∈ {±1} such that Wσσ(k) = f(k), W−σ,−σ(k) = 1, and all off-diagonal
elements of W (k) are zero.
These solutions are expected to behave differently when occurring as asymptotic stationary
states in the Hubbard model. If the initial data is such that both bands are partially filled,
i.e., if one can find β, µ+, µ− and a unitary matrix U such that the function W
(eq) in (52)
satisfies
∫
dk U∗W (k, t)U =
∫
dkW (eq)(k) and
∫
dk ω(k)TrW (k, t) =
∫
dk ω(k)TrW (eq)(k)
initially, and hence for all t, then one expects W (k, t)→ UW (eq)(k)U∗ as t→∞.
However, if one of the bands is either empty or full initially, then no thermalization can
be expected. In fact, this property is not only an artefact of the kinetic theory but it can also
be realised in the original Hubbard model. Consider an initial wave vector for which there
are no particles with − -spin. Then the pair-interaction V acting on the vector produces zero
and, since the free Hamiltonian does not mix the two bands, one can check that Hubbard
model evolution equations are satisfied by the solution of the free evolution generated by H0.
The free semigroup leaves for instance all quasifree states invariant and one can choose the
Wigner function of the + -component arbitrarily.
The above situation is radically changed if d = 1. This case is known to be integrable, see
[4] for a review of the one-dimensional Hubbard model, and the large number of conserved
quantities is reflected also in the kinetic evolution. As shown in [6], in this case one may take in
the stationary solutions in item 1 above instead of the standard Fermi–Dirac distributions g±
any functions which are of the form (1+eβ(f(k)−µ±))−1 for some real periodic function f which
satisfies the antisymmetry condition f( 1
2
− k) = −f(k). Hence, one needs infinitely many
parameters to describe the stationary solutions. The various scenarios for the convergence
towards a steady state are explored numerically in [6]. There it is also observed that adding
a next-to-nearest neighbour term to the free evolution appears to lift the degeneracy, leaving
only the standard Fermi–Dirac distributions as possible limits, similarly to what was stated
above for the cases with d ≥ 2.
6 Concluding Remarks
Reliable study of large scale evolution of a system of weakly interacting fermions is a chal-
lenge both to numerical simulations and to theoretical analysis. We advocate here using ki-
netic equations not only to reproduce standard folklore results, such as convergence towards
Fermi–Dirac distribution, but as a tool for systematic study of the approach to equilibrium
and thermalization in these systems. Even lacking complete mathematical control over the
accuracy and applicability of the kinetic approximation, analysis of kinetic equations can pro-
vide testable predictions and reveal possible sources of “anomalies” and other degeneracies.
For instance, the role of the dispersion relation and dimensionality in the Hubbard model
revealed in the above references encourages such studies in other models.
The almost unreasonable usefulness of kinetic theory begs for better understanding of its
underpinnings, in particular, of what is the most accurate connection between the microsopic
evolution and the kinetic theory and what are the most appropriate kinetic equations for this
purpose. These questions lie in the realm of mathematically rigorous study of scaling limits
producing observables which exactly follow some kinetic equation. However, ultimately the
goal should be in also extracting practical information about the error in such approximations
and how well the approximations extend beyond their apparent regions of applicability, as
dictated by the convergence of the scaling limits.
18
For instance, finding answers to the following open questions could benefit from mathe-
matically rigorous approaches:
1. For which initial data does the corresponding solution to the kinetic equation converge
towards the stationary solution determined by the values of the conserved quantities?
Could one estimate the rate of convergence?
2. How would the kinetic equations and their solutions change for general spin-interactions,
including also interactions with external magnetic fields?
3. If the initial state of the system is not spatially homogeneous, when does its evolu-
tion follow an inhomogeneous Boltzmann equation? Are there ways of improving the
accuracy of the model, for instance, by including a Vlasov-Poisson-type correction?
4. Could one improve the accuracy of the kinetic equation by “renormalizing” the micro-
scopic observables? How much?
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