Background: The nuclear many-body system is a strongly correlated quantum system, posing serious challenges for perturbative approaches starting from uncorrelated reference states. The last decade has witnessed considerable progress in the accurate treatment of pairing correlations, one of the major components in medium-sized nuclei, reaching accuracies below the 1% level of the correlation energy.
I. INTRODUCTION
The ground state and low-lying excited states of atomic nuclei are characterized by strong quantum correlations, mainly caused by the strong repulsive core of effective or realistic nucleon-nucleon interactions [1] . This means that many different single-particle configurations are required to give a qualitative account of the low-lying energy physics, giving it a strong multi-reference character. Fortunately, most of these strong correlations can be nicely understood from symmetry-breaking considerations, often giving rise to an emerging collective behaviour in some symmetry-broken order parameter. Two famous examples are pairing gaps and quadrupole deformation, associated with U (1) gauge [2] and SO(3) angular momentum [3] symmetry breaking respectively. Because atomic nuclei are finite-size systems, it is tricky to interpret the emerging broken symmetries as quantum phases from Landau theory, because errors due to quantum fluctuations around the broken symmetry become non-negligible [4] . Therefore, it is important to restore the symmetries, which is typically done by projecting on correct quantum numbers. Although the projection * stijn.debaerdemacker@ugent.be is not always explicitly performed on the wavefunction, it explains the multi-reference character of the resulting quantum state. These ideas form the basis of the success of contemporary (beyond) mean-field methods [5] .
Another approach to capturing strong quantum correlations is by systematically building up the multireference character while preserving the symmetry. This is done in the shell model [6] and Coupled Cluster method [7] . Both approaches start from a single reference state, typically the Hartree-Fock (HF) vaccuum, but differ in the way in which other configurations are incorporated. Whereas the shell model is a typical variational Configuration Interaction (CI) method, Coupled Cluster solves the Schrödinger equation in a projective way. Thanks to the shell structure of atomic nuclei [8] , the HF state usually is a good reference state in the vicinity of the (double) shell closures, and the major shell valence space is sufficient to reproduce the degree of collectivity observed experimentally in pairing gaps and quadrupole moments. Unfortunately, this is no longer the case when moving towards the mid-shell regions. Core polarization starts to play a role, and particle-hole excitations across the shell gap give rise to important intruder state configurations [9] . In these cases, it becomes essential to open up the valence space, with the No-Core Shell Model (NCSM) [10] as the extreme case where the concepts of core and valence space have been completely eliminated.
This poses a serious computational challenge for CI methods, because the associated Hilbert space scales exponentially 1 with the size of the valence space. It is clear that Moore's law, nor the increase in high-performance computing resources will ever be sufficient to treat mediumto heavy mass nuclei in the NCSM. Therefore, there is a call for smarter methods than brute force CI in Fock space. One road to follow is to optimize the basis in which the CI method is constructed. For instance, the symplectic NCSM [11] answers to this call by constructing a Hilbert space from appropriate irreducible representations of Sp(3, R) that carry the right degree of quadrupole deformation within the basis states, leading to accelerated convergence.
Nuclear structure physics has a long tradition of building shell-model bases that carry the right degree of (quadrupole) deformation [12] [13] [14] . The situation is different for pairing correlations, partially because of the historical success of the symmetry-broken Bardeen-CooperSchrieffer (BCS) mean-field state. However, as nuclear interactions are becoming better constrained and more accurate [1] , the mean-field description will no longer be sufficient, and many-body methods are urged to follow along. Ripoche and collaborators [15] recently proposed a method that combines symmetry projection and CI for pairing correlations, producing ground-state correlation energies with an accuracy of 0.1% and better. The core idea is to construct an optimized set of basis states built from the projected BCS state and selected quasi-particle excitations, which are subsequently used in a non-orthogonal CI method. This can be quite well understood physically, because the pairing correlations have already been optimized in the basis states, either at the BCS mean-field level in the strong interaction regime, or at the perturbative particle-hole level in the weak interaction regime. As such, the approach can be regarded as a natural generalization of the Polynomial Similarity Transformation method (PoST) [16] , a many-body method that interpolates between projected BCS theory and pairs Coupled-Cluster Doubles (pCCD) [17] . The differences between [15] and [16] is that the former employs a non-orthogonal CI method, whereas the latter is based on a Coupled Cluster formulation of projected BCS [18] .
In the present paper, we adhere to the philosophy of [15] , and put forward an optimized CI basis for pairing correlations in atomic nuclei. In our case, the optimized basis set will be provided by an integrable RichardsonGaudin model [19] . It is worth remarking that the previously mentioned methods [15, 16] performed their test calculations on the Richardson Hamiltonian [20] , consisting of an arbitrary 2 single-particle spectrum with a 1 Technically, the scaling is combinatorial. 2 Typically, one chooses an equidistant energy spectrum, the socalled picket-fence model.
level-independent pairing interaction 3 . The choice for this form of test Hamiltonian is legitimate. Not only has the Richardson Hamiltonian been put forward as a schematic model to capture pairing correlations in atomic nuclei [21] , it was also shown to be exactly solvable [20] by means of a Bethe Ansatz, turning it indeed into an ideal benchmark for other methods. The integrability of the Hamiltonian was proven afterwards [22] , classifying it within the family of the Gaudin magnets [23, 24] . Integrable models come in many flavors [20, 23, [25] [26] [27] [28] , and they have proven particularly useful for elucidating the structure of non-perturbative strongly correlated quantum systems. Thanks to the Bethe Ansatz structure, the computational cost of obtaining the exact eigenstates and derived observables comes at a polynomially scaling cost, which needs to be appreciated with respect to the exponential cost of conventional exact CI methods. In the present paper, we will not use these features for the purpose of modeling realistic pairing Hamiltonians (see [29] [30] [31] for examples of this), but rather to provide an optimized framework in which to treat realistic pairing Hamiltonians in a CI sense. In the following sections, we will elaborate on what we will call the RichardsonGaudin CI method (RGCI).
II. RICHARDSON-GAUDIN MODEL
We will work in the framework of the spherical shell model in the present paper, which assigns to each of the L single particle levels k a unique set of good quantum numbers (s k l k j k m k τ k ), respectively denoting the spin, angular momentum, total angular momentum with its projection, and isospin projection. For notational reasons, we will refer to the set of quantum numbers and the level itself as k. The Richardson Hamiltonian [20] is given by
with η k the Ω k = 2j k + 1 fold degenerate single-particle energies, and g the level-independent pairing interaction. Pairing in the spherical shell model happens at the level of the total angular momentum [6] , which leads to the definition of pair creation and annihilation operatorŝ
where we have only indicated the index over which the summation runs. The bar notationm k denotes the time-reversed partner of m k , with a phase correction
in order to respect good angular momentum tensorial properties. With this notation, the particle-number operators can be written aŝ
again only summing over the relevant index. It is convenient to introduce the seniority quantum number v k , which counts the number of particles that are not paired as in Eq. (2), and the related quasispin pairing quantum
2 v k , which denotes (half of) the maximum allowed number of pairs in a level [32] .
The Hamiltonian (1) supports a complete set of Bethe Ansatz wavefunctions of the form
with η the set of single-particle energies η k (k = 1 . . . L), x the set of rapidities x α (α = 1 . . . N ) and N the number of pairs in the system. The state |θ is the pair vacuum state, meaning that it contains no paired particles. A state of the form (4) is only an eigenstate of the Hamiltonian (1) provided the rapidities form a solution to the set of Richardson-Gaudin (RG) equations
for all α = 1 . . . N . This is a strong result because the diagonalisation of the Hamiltonian (1) in the conventional basis scales combinatorially [33] , whereas the RG equations scale linearly with the number of pairs involved. As soon as the RG equations have been solved, the energy of the associated eigenstate (4) is readily given by
giving an interpretation of pair energy to the rapidities x α . Another powerful theorem of integrability is Slavnov's theorem [34] , related to the evaluation of wavefunction overlaps η, y| η, x with both | η, x and | η, y states of the form (4), but not necessarily both eigenstates of (1). Slavnov's theorem states that the overlap reduces to the evaluation of a determinant
with the matrix elements in the Slavnov determinant given by
provided at least | η, y is an eigenstate of the RG Hamiltonian (1) . We refer to the eigenstates as being on-shell, opposed to the off-shell states of the form (4) that are not eigenstates of an integrable Hamiltonian (1). The power of Slavnov's theorem can again be appreciated by confronting it with the conventional way of calculating these overlaps, which is done by explicitly expanding the state in the exponentially scaling Hilbert space and summing over all possible coefficients. The construction of determinant expressions for the overlaps of Bethe Ansatz states in the Richardson-Gaudin model has been an active research topic in the past decade [34] [35] [36] [37] [38] [39] [40] , giving rise to many different determinant representations which are all interconnected [41] . For the purpose of this paper, it suffices to note that such computationally facile expressions exist. We refer to recent papers [41, 42] for more technical details.
III. RICHARDSON-GAUDIN CONFIGURATION INTERACTION
The purpose of this paper is to find the ground state and low-lying excited states of an arbitrary pairing Hamiltonian of the form
by means of an optimized CI scheme in an RG basis. The pair scattering matrix V can be arbitrary, and is therefore not constrained by any integrability condition. The notation ¬RG is introduced to emphasize that the Hamiltonian (9) is not (necessarily) RG integrable.
To fix ideas, we will use an effective pairing interaction obtained from a G-matrix construction for the Sn isotopes in the neutron valence shell A = 100 − 132
) [43, 44] . The specific values of the pairing interaction can be found in [44] , and are also listed in Table I for quick reference. This is an ideal (9) for Sn isotopes from a G-matrix formalism [43, 44] . All energies are measured in MeV.
benchmark system for multiple reasons. First, the pairing strength is known to be very stable in the Sn isotopes, with a slight experimentally observed decrease around the neutron number 64 subshell closure [31, 45, 46] . Second, the dimensions of the pairing Hamiltonian (9) are rather limited for this shell, so a comparison with exact results from conventional exact CI [33] remains possible. To illustrate the performance of the effective interaction (Table I ) with respect to experimental values, calculated 3-point neutron pairing gaps, derived from nuclear binding energies BE(A, Z) [47] ,
are compared to experimental values in Fig. 1 . Experi- Table I and [44] ), and compared with experimental values [48] .
mental values are taken from [48] . For the purpose of this paper, it is sufficient to note the qualitative agreement between the G-matrix results and experimental values within their errorbars, pointing out that the effective interaction [43, 44] is indeed a realistic and non-integrable interaction for pairing correlations. As such, this interaction will be used solely to test the RGCI method, as is done before with other methods like [49, 50] , and we will refrain explicitly from making further comparison with experimental data.
Our approach consists of two consecutive steps.
1. In a first step, we optimize the basis. This is done by means of a variational Richardson-Gaudin (varRG) calculation, as has been done before in the context of quantum chemistry [51, 52] and integrability-breaking quantum dots [42] . Because of the integrability of the underlying RichardsonGaudin model (1), the variationally obtained state not only gives an approximation of the ground state, but also a complete set of orthogonal basis states, used in the consecutive step.
2. In the second step, the actual RGCI step, the nonintegrable Hamiltonian of interest (9) is diagonalized in an increasingly large basis set until convergence is obtained. This step is very much related to other CI methods acting in a basis of on-shell integrable states, such as the Truncated Space Approximation [53] [54] [55] which has been used to diagonalize perturbed integrable quantum field theories in one dimension. In the present paper, the use of an optimized Richardson-Gaudin basis is key.
Both steps will be discussed in more detail in the following subsections. Basically, the method is an adaptation of traditional HF+CI methods. In these methods, an optimal single-particle Hartree-Fock product state is obtained first. This state then defines a Fock Hilbert space in which residual interactions can be systematically included until convergence. Again, the main difference in this paper is that the HF state is replaced by a variational Richardson-Gaudin state, already incorporating collective pairing correlations in the initial step.
A. Variational Richardson-Gaudin
The objective function in the varRG method is the energy functional
in which the state | η, x (4) is used as the trial wavefunction with the additional constraint that it is on-shell, i.e. the set of variational parameters { η, x} satisfy the RG equations (5). This constraint is required to benefit from the favourable computational scaling provided by Slavnov's theorem and its corrolaries when evaluating the energy expectation value. Consequently, the variational procedure occurs effectively on a manifold over η and g, as the rapidities are coupled to the single-particle energies η via g in the RG equations (5). We denote the optimal values of η and g by
in which we have encoded the implicit dependency of the rapidities x on the single-particle states η and g via the RG equations (5) in the notation x( η, g). The on-shell requirement complicates the variational procedure, because it is important to select the proper manifold of RG eigenstates on which to perform the variational optimization [42] . Whenever the non-integrable Hamiltonian H ¬RG (9) is "close" to a Richardson Hamiltonian H RG (1), the ground state will be well approximated by the ground state of the corresponding RG Hamiltonian. In contrast, this is no longer the case when the integrability-breaking terms in H ¬RG are large, for which the optimal variational state lives on the manifold of an excited Richardson state. Fortunately, it is well known that attractive pairing Hamiltonians give rise to (collective) Cooper pair formation in the ground state [56] , which has a clear-cut correspondence with the ground-state characterisation of the Richardson Hamiltonian [57, 58] . Therefore, it is safe to assume that these attractive pairing Hamiltonians will be sufficiently close to a RG Hamiltonian (1). This was confirmed by our exploratory calculations [42] , in which the ground state of a non-integrable pairing Hamiltonian with random attractive pairing interactions was indeed found to lie on the ground state manifold of the corresponding integrable RG Hamiltonian. Moreover, the ground state of H ¬RG could be rather well approximated by simply replacing the non-integrable pairing interaction by its average. We will act along the same lines in the present manuscript, and perform the variational calculation in the first step of the procedure only over the parameter g, keeping the single-particle parameters fixed as the single-particle energies in H ¬RG ( η ≡ ε). So, the energy functional (11) becomes a function of a single parameter
and the variational procedure reduces to finding that particular interaction strength g 0 that minimizes the energy function
The benefits of this major simplification are (a) the elimination of any ambiguity in the single-particle parameters η in the RG model, (b) the reduction in computational cost from a gradient descent method to a singleparameter line search, and (c) the possibility of a quick visual assessment of the optimal solution. These advantages come at the price of a smaller variational space, and a corresponding reduction in correlation energy recovered in the optimized state. However, it can be anticipated that the loss in correlation energy will be quickly recovered in the subsequent CI step in the RGCI approach.
Results of the variational calculation for N = 8 pairs ( 116 Sn) are presented in Figure 2 . The exact groundstate energy for this isotope with the G-matrix Hamiltonian (9) is E = −95.942MeV, corresponding to a correlation energy of E c = −3.728MeV. The correlation energy is defined as the ground-state energy, corrected by the Hartree-Fock energy E HF , obtained by filling the N lowest single-particle energy levels up to the Fermi level. In our case, the latter corresponds exactly to the energy function (13) evaluated at g = 0 approximation of the exact ground-state energy, as was expected. The variationally obtained energy is reached at g 0 = −0.211MeV, giving rise to E[g 0 ] = −95.907 MeV, which is equivalent to 99.07% of the exact correlation energy. A more practical measure to gauge the quality of a method is given by 1 minus this correlation-energy ratio, being
which in the present example amounts to 0.93%. This is a promising starting point for the RGCI method, certainly in light of the goals set in recently developed similar methods [15, 16] , which have reported results around 1% and lower. Apart from the RG ground-state energy curve, it is also interesting to investigate the performance of other RG eigenstates energy curves. These are also included in Figure 2 . It is clear that the low-lying excited RG energy curves E i [g] all approach an exact eigenstate energy E i (exact) in the vicinity of the optimal g 0 = −0.211MeV, pointing out that the integrable RG Hamiltonian (1) with η = ε and g = g 0 = −0.211MeV is indeed a good approximation to the effective Hamiltonian (9). It is worth pointing out that g 0 almost coincides with the average pairing interaction strength
with the pairing interaction matrix elements V ik and degeneracies listed in Table I . Similar results are obtained for the other isotopes in the shell. An overview of the optimal values g 0 , and the corresponding missing correlations energies δ c can be found in Figures 3(a) and 3(b) respectively, while numerical values are listed in Table II Variationally optimal values g0 (4th column) and the corresponding missing correlation energy error δc (5th column) for all isotopes in the A = 100 − 132 shell of Sn. The values g b (6th column) denote the RG basis for which convergence is fastest, its corresponding δc at the varRG level (7th column), and the ratio of the b fitting parameter with respect to the variational optimum (8th column).
212MeV (full line). The standard deviation (∆V ) on the realistic interaction is represented as an error band (dotted lines). Lower panel (b) gives quality measures δc (dots) (16) and δ ψ (squares) (18) of the varRG method for different isotopes.
correlation energy δ c (16), the difference in overlap of the (normalized) Bethe Ansatz wavefunction at the optimal interaction strength g 0 with the exact ground state
can also be calculated, and is depicted in Figure 3(b) . Both measures display a similar global behaviour, pointing out that the correlation errors are around the 1% level for all isotopes under investigation. However, as there is a clear correlation between δ c and δ ψ (see, e.g., the Appendix in [59] ), we will only use the former as a quality measure in the present paper. The robustness of the varRG method is further illustrated in Figure 3(a) by comparing the optimal values g 0 with the mean valueV of the interaction (17) . In order to appreciate the small variance of g 0 with respect toV , the standard deviation ∆V on the realistic interaction (in Table I ) is also given.
B. Richardson-Gaudin Configuration Interaction
In the next step, the variationally obtained RG state is employed as a starting point for constructing a Hilbert space H that is adapted to the non-integrable Hamiltonian H ¬RG of interest (9) . The optimized interaction strength g 0 defines an integrable RG Hamiltonian (1) , and therefore provides a complete Hilbert space of (on-shell) RG states (4), in which the matrix representation of (9) can be constructed. So, the idea is to build a hierarchy of on-shell basis states and diagonalize the non-integrable Hamiltonian in an increasingly large basis until convergence is reached. This is the key idea behind the Richardson-Gaudin Configuration Interaction (RGCI) method. In essence, this step is equivalent to the Truncated Space Approximation (TSA) [53] [54] [55] , with the main difference that the basis has been pre-optimized in the present paper.
Several criteria to construct this hierarchy can be envisioned. A natural choice is to start from the optimized RG state, and include excited states according to the energy expectation value E[ η, x (i) ] (11) in the ith onshell state | η, x (i) . Note that the hierarchy label (i) has been appended to the rapidities because each different on-shell state | η, x (i) is uniquely characterized by a different solution x (i) of the RG equations (5). This choice is a straightforward generalization of the common practice in conventional CI methods starting from a noncorrelated Fock space. However, in contrast to conventional Fock space CI, there are no readily available estimates of H ¬RG , other than calculating the expectation value explicitly. Following this logic, one would have to calculate the expectation value of all possible states in H to find the appropriate ranking of excited states. This is not desirable, so we opt for a different criterion. We fix the ordering of the on-shell basis states by means of the eigenstate energy spectrum of the RG Hamiltonian, and diagonalize the Hamiltonian H ¬RG in an increasing active Hilbert space H i (i = 1 . . . dim H) of on-shell states until convergence or the complete basis limit (H dim H ≡ H) is reached.
The steps in the RGCI procedure are then as follows 1. Choose a set of single-particle energies η and an interaction strength g for the RG Hamiltonian H RG (1). In the present paper, we stick to η = ε for simplicity, and take the variationally optimized g 0 (14) . To appreciate the performance of the variationally obtained basis, we also present results for other values of g = g 0 .
2. Construct the lowest-energy on-shell eigenstate | η, x (1) of H RG (1), and assign this state as the first state in the active Hilbert space H i (at this point, we have i = 1).
Evaluate the expectation energy E[ η, x
(1) ] (11).
4. Add one unit to i. Construct the next excitedenergy on-shell state | η, x (i) of H RG , and add this state to the active Hilbert space H i−1 .
Diagonalize the Hamiltonian H ¬RG in the new ac-
tive Hilbert space H i , and extract the ground state and ground-state energy 6. Reiterate steps 4. to 6. until convergence in the ground-state energy is reached. In the present paper, we proceed until the full Hilbert space is exhausted to investigate the convergence.
In Figure 4 , the convergence in the missing correlation energy error δ c (16) is presented for N = 8 pairs ( of the procedure, but only make sense when the exact ground state is known. However, one can easily envision other suitable convergence measures in practical situations.
From Figure 4 , the following observations can be made.
• Because of the variational principle, the error δ c is monotically decreasing with increasing size of the active Hilbert space H i , and vanishes by definition as soon as the complete basis set limit is reached, regardless of the value of g. For N = 8 ( 116 Sn), the complete basis limit is reached for dim H = 110.
• Different values of g give rise to different convergence rates. The g = 0 curve (blue squares) corresponds to the traditional approach in which the Hamiltonian H ¬RG is diagonalised in an uncorrelated Fock space with increasing dimension. As can be expected, the convergence rate of δ c is steady but slow. From Figure 4 , it can be seen that approximately half of the Hilbert space is required to build up the necessary degree of collectivity to reach the desired δ c ≤ 1% accuracy.
• For non-zero values of g, the convergence is considerably improved (note the log scale in the Figure) . This is visible in both the intercept and the slope of the g = 0 curves. Note that the values of the intercept correspond to the ground-state energy expectation value E[g] (13), so the more g approaches the variational minimum g 0 , the lower the value of the intercept. The (red) curve with diamonds depicts exactly the RG basis constructed with the variationally optimized g 0 = −0.211MeV. Not only is the intercept lowest of all possible g values by definition, the slope of convergence is also among the steepest, pointing out again that this is a very suitable basis.
• It is palpable from the approximate linear behaviour of the curves in the log plot, that the convergence scales exponentially in the optimal cases. To quantify this observation, an exponential fit of the form
with x = dim H i is performed for each of the curves. The parameters a and b account for the intercept and slope respectively of the curves in the log plot of Figure 4 . The error loss function χ 2 can be tailored such that it highlights the relevant features of the method, i.e. the intercept and global convergence rate for low-dimensional active Hilbert spaces (dim H i ≪ dim H). So, the used loss function is
which manages to focus on the global convergence rate for small active Hilbert spaces (dim H i ≤ dim H/2). Note that in this case, the fitting procedure becomes a standard linear fitting problem. A plot of the intercept a and slope b parameters for a range of g values for N = 8 ( 116 Sn) is given in Figure 5 . The qualitative behaviour of both parameters confirms the results from the calculations. First, the intercept a is indeed minimal around the variationally obtained value g 0 (14) . Note that the lowest value a does not occur exactly at g 0 = −0.211MeV. However, this is due to details in the definition of the loss function (20) . Second, the slope parameter b follows a similar behaviour as the intercept a, pointing out that the convergence rate is indeed quicker around the optimal value g 0 . Interestingly, the fastest convergence is not reached at g 0 = −0.211MeV, but a little bit further (g = −0.322MeV). This can be verified in Figure 4 , where the (green) g = −0.322MeV tumbles below the (red) g 0 = −0.211MeV curve at around dim H i = 40. However, it should be kept in mind that the g = −0.322MeV starts from a suboptimal δ c at i = 1, and only becomes significantly better at larger dimensions of the active Hilbert space. Nevertheless, this observation may point out that a different hierarchy of basis states may lead to a further optimization of the missing correlation error.
The results presented for N = 8 are generic for all isotopes, as shown in Figure 6 . Each panel in this figure contains the curves for the variationally optimized g 0 basis (red diamonds), the fastest converging basis (green dots), and uncorrelated basis g = 0.000MeV (blue squares) for the denoted isotope (lower left corner of each panel). The explicit numerical values of g b are listed in Table  II . Note that panel 116 in Figure 6 shows selected results from Figure 4 , for comparison. The convergence rate of δ c is consistently faster for all isotopes when the variationally optimized g 0 is chosen for the on-shell basis compared to the conventional Fock space g = 0. For each isotope, there exists a basis where the convergence is quicker (green dots), however this happens in most cases at higher dimensions of the active Hilbert space (see Table II ). The exceptions to the general observation are for the isotopes 102 Sn and 130 Sn, corresponding to respectively one particle pair (N = 1) and one hole pair (N = 15), where the improvements from the extra CI step of the RGCI is negligible with respect to the variational optimization. The naive understanding of this result is that all collective features of the N = 1 (Cooper) pair state have been captured by the integrable model, and that all possible corrections necessarily come from non-collective excited states. Opening up the singleparticle channels η as variational parameters in the functional (11), as opposed to fixing it as η = ε, can incorporate these corrections exactly for N = 1 by construction. This is because the number of variational parameters then matches the size of the Hilbert space.
C. Pre-diagonalization and Similarity
Renormalization Group
Although intuitive, the good convergence rate of the RGCI method at the variational minimum is by no means guaranteed from the variational principle. For a better understanding of the convergence performance of RGCI, it is instructive to investigate the matrix elements of the non-integrable Hamiltonian (9) in the basis of on-shell RG states (4)
as a function of g. These matrix elements are visualized in Figure ( Figure 2 ). The g = 0.000MeV panel corresponds to the traditional Hamiltonian matrix in Fock space. Accordingly, the upper-left matrix element is zero (white), by definition. Moving away from g = 0.000MeV, the offdiagonal elements of the matrix become suppressed, with the Hamiltonian matrix (21) approaching diagonality around the variationally optimal value g 0 = −0.211MeV. It is worth noting that the diagonality is again lost when (Blue) squares correspond to g = 0.000MeV, (red) diamonds to the variationally optimized g0, and (green) dots to the fastest converging basis. Units of g are given in MeV, and δc is dimensionless.
further increasing g, even at the fastest converging point g b = −0.322MeV. From this, it is easy to understand the fast convergence of the RGCI method at the optimal varRG state, as the Hamiltonian matrix was already very close to diagonal from the start.
This observation appears to be in line with ideas from Similarity Renormalization Group (SRG) methods [1, 60, 61] . The SRG describes an isospectral flow of a Hamiltonian in such a way that it finds a representation (basis) in which part of the Hamiltonian matrix is suppressed. The varRG method shares the characteristics of an isospectral flow because the Hamiltonian matrix (21) can be recast as a unitary similarity transformation ε, x(g)|H ¬RG | ε, y(g) ε, x(g)| ε, x(g) ε, y(g)| ε, y(g) = n, n ′ ε, x(g)| n n|H ¬RG | n ′ n ′ | ε, y(g) ε, x(g)| ε, x(g) ε, y(g)| ε, y(g) ,
with {| n } and {| n ′ } both a complete set of (normalized) basis states in Fock space. In operator form, this can be clarified as
with H ¬RG (0) the matrix representation in Fock space, and U (g) the unitary matrix with matrix elements U (g) x, n = ε, x(g)| n ε, x(g)| ε, x(g) .
The varRG method then shares the properties of isospectral flow with SRG because each value of g not only characterizes a (variational) trial state, but also a complete basis of on-shell Bethe Ansatz states, leading to a full-rank unitary matrix (24) . This is in contrast with other variational approaches, where typically only the trial state is properly defined. Nevertheless, the main difference with SRG is that SRG generates a dynamical flow from local updates driven towards a suppression of unwanted off-diagonal matrix elements. In varRG, the suppression of the off-diagonal part of the Hamiltonian matrix appears to be a convenient byproduct of the variational approach leading to optimal convergence properties in the RGCI step.
D. Correlation Coefficients
Closely related to the missing overlap δ ψ (18), the deviations from the exact correlation coefficients
provide a detailed measure to gauge the performance of an approximation method because they are more sensitive to details in the structure than simple energy measures. So, for completenes, the values for Π ik = ψ|S † i S k |ψ (25) are given in Table III for g = 0.000MeV, and g 0 = −0.211MeV at the varRG level, and the exact values for N = 8 ( 116 Sn). The values in the table are consistent with the other results throughout the paper. The deviations of the correlation coefficients at the variationally optimized g 0 are typically within the 1 to 10% range, as opposed to the conventional Fock space basis, where the matrix elements are even qualitatively wrong. Moving into the RGCI step again induces an exponentially fast convergence to the exact values around g 0 (not shown).
IV. CONCLUSIONS AND OUTLOOK
We have presented a new method for the treatment of pairing correlations. The method consists of two consecutive steps. The first step is a variational optimization of an on-shell Richardson-Gaudin state, as pioneered recently for quantum chemistry [51, 52] and quantum dots [42] . The benefits of using a Richardson-Gaudin ground state for nuclear structure physics is that this wave function is already qualitatively correct for the description of collective Cooper pair condensation. This eliminates the need for a sophisticated selection scheme to identify the
