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COSMIC CONDENSATES –
VORTEX, FLUXTUBE AND NEUTRON STAR DYNAMICS
by Vanessa Graber
This thesis studies the implications of cosmic condensates, specifically the dynamics of
superfluid vortices and superconducting fluxtubes, on astrophysical observables. Firstly,
several mutual friction forces, arising from the interactions of vortices and their sur-
roundings, are examined. We separately address mesoscopic mechanisms acting in the
neutron star core and crust and analyse the strength of the resulting macroscopic mu-
tual friction for realistic equations of state. It is obtained that the coupling strengths
vary significantly within both layers and the dissipation changes drastically across the
crust-core boundary. In analogy with helium experiments, the interface should therefore
have important implications for the stars’ rotational properties.
This is followed by an analysis of mechanisms affecting the superconducting flux-
tubes. Their motion governs the dynamics of the interior magnetic field and characteris-
tic evolution timescales are presented for a realistic equation of state. While these results
are only preliminary and a more detailed analysis of additional processes is needed, they
point towards deficiencies in earlier work on this subject. Subsequently, one of the flux-
tube mechanisms is investigated in more detail and the analogy with normal magneto-
hydrodynamics is employed to derive a superconducting induction equation. While this
equation differs significantly from the normal resistive equivalent, several key notions
of standard magnetohydrodynamics are retained. From the field evolution equation we
further deduce that the canonical fluxtube dissipation is not strong enough to explain
field evolution timescales invoked from observations. To reconcile these, entirely diffe-
rent fluxtube coupling mechanisms are required.
Finally, the possibility of using laboratory condensates to study aspects of neutron
star physics, only poorly understood, is examined. Specifically helium, ultra-cold gases
and superconductors are prime candidates to mimic the behaviour of neutron stars on
smaller scales. By looking at typical characteristics such as the two-fluid nature, super-
fluid turbulence and pinning, we find that terrestrial quantum states could provide a
promising new angle to fill the missing pieces of neutron star astrophysics.
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2.1 Illustration of the cross-section of a neutron star. The outermost layer
is the envelope containing iron atoms, light nuclei and relativistic elec-
trons. It is followed by the outer core that is composed of an iron lattice
and a relativistic electron gas. For higher densities the neutrons start to
drip out of the nuclei creating a superfluid neutron gas. At the transi-
tion to the core, all lattice structures have vanished and pure nuclear
matter, consisting of superfluid neutrons, superconducting protons and
relativistic electrons, is expected. At very high densities, in the centre of
the neutron star, the state of matter is not known but pions pi, kaons k,
hyperons h or other exotic phases could be present. . . . . . . . . . . . 6
2.2 Mass-radius relations for different EoSs. Causality excludes the upper
green region, whereas the lower green one is a restriction from the period
measurement of PSR J1748-2446ad [27]. The figure is reproduced from
Lattimer and Prakash [26] (p. 117). . . . . . . . . . . . . . . . . . . . . . 7
2.3 Sketch of the neutron star crust for increasing density. The focus lies on
the change in the structure of the crustal lattice. The envelope is only a
few decimetres thick and has a density in the range of 10 to 104 g cm−3. It
contains iron atoms and lighter nuclei permeated by relativistic electrons.
Strong Coulomb forces in the crust result in the formation of a body-
centred cubic 56Fe lattice. For increasing densities, the nuclei become
more and more neutron rich and the distance between individual lattice
sites decreases. At ρD ∼ 4 × 1011 g cm−3, the neutron drip density, it is
energetically favourable for the neutrons to drip out of the nuclei and
form a free, superfluid neutron gas. At approximately 1014 g cm−3, the
particles start to form exotic shapes, giving this part of the neutron star
crust the name pasta phase, indicated by the change in shape of the
lattice nuclei in the inner crust. The spherical nuclei turn into cylinders
and slabs. The crustal structures have completely vanished at densities
above ρ0/3 ∼ 1014 g cm−3. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
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2.4 A sketch of the magnetic field of a neutron star. The magnetic field
lines are given in blue. Within the light cylinder (black, dashed lines)
the magnetic field lines are closed and form an almost dipolar field.
Outside this region, the field lines are not closed and become radial,
allowing particles to escape. The light cylinder marks the boundary of
the domain, where the radial velocity of a corotating particle is smaller
than the speed of light. In this plot, the magnetic and the rotation axes
are misaligned, causing the radiation beam to create the lighthouse effect
that can be detected as a radio pulse by a distant observer on Earth. . . 11
2.5 PP˙ -diagram illustrating the variety of pulsar properties and the stan-
dard classification for neutron stars. The data is taken from the ATNF
Pulsar catalogue (http://www.atnf.csiro.au/people/pulsar/psrcat/).
Black dots mark rotation powered pulsars (RRPs), cyan diamonds the
X-ray dim, isolated neutron stars (XDINSs), blue squares the high mag-
netic field magnetars and purple circles the objects orbiting a binary
companion (BP). Yellow triangles represent radio-quiet γ-ray pulsars
detected by the Large Area Telescope (LAT) on the Fermi satellite [69].
Millisecond pulsars (MSPs) are located in the lower left with P . 20ms.
Additionally, lines of constant magnetic field (dot-dashed) and charac-
teristic age (dashed) and the death line (solid) are given. . . . . . . . . . 15
2.6 Fractional step size of 472 glitches detected in 165 pulsars. The his-
togram shows a bimodal distribution with peaks located at ∆ν/ν ' 10−9
and ∆ν/ν ' 10−6. The data is taken from http://www.jb.man.ac.uk/
pulsar/glitches.html. . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Illustration of the two-component model. The spin frequencies of the
superfluid and the normal constituent, representing the crust and every-
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3.2 Vortex array in a strongly interacting fermionic condensate at two differ-
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Chapter 1
Preface
While the existence of compact stars mainly composed of neutrons was originally pro-
posed by Baade and Zwicky in 1934 [1], it took more than thirty years after their pre-
diction until the first neutron star signal was detected by Bell and Hewish in 1967 [2].
Since then, a lot of scientific effort has been invested into understanding these compact
objects. Over the last few decades, observations have shown that the properties of neu-
tron stars are remarkably diverse [3] and complex theoretical modelling is necessary to
explain the observed phenomena. This complexity arises because many different areas
of physics have to be considered in order to form a comprehensive picture of the neutron
star dynamics. Describing the compact objects in their entirety, hence, poses a serious
challenge to theorists.
However, neutron stars offer the unique possibility to study matter under condi-
tions that cannot be recreated on Earth. Each of these objects is expected to contain a
mass comparable to the Sun’s within a radius of only about twelve kilometres [4]. They
exhibit extreme densities and pressures, have very high magnetic fields and short rota-
tion periods and, thus, serve as cosmic laboratories allowing one to test new theories
and discover unknown physics. Additionally, future observations will provide researchers
with the ability to probe the interior of a neutron star. Asteroseismology based on grav-
itational and electromagnetic signals appears to be particularly promising. Telescopes
such as LOFAR [5] and SKA [6] should deliver high-precision radio observations, while
the gravitational wave band will be accessible with the Advanced LIGO and VIRGO
detectors and possibly the third generation detector ET [7]. Moreover, X-ray timing
could become attainable with the proposed ESA space mission LOFT [8]. Improving
the observational methods in these different channels raises the need for more realistic
theoretical models in order to decode the collected data and deduce information about
the neutron stars’ interior.
The research presented in this thesis aims at complementing the current theoret-
ical framework used to describe the properties and dynamics of these compact objects.
The succeeding discussion will in particular focus on the implications of cosmic neutron
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star condensates [9] on observable parameters and specifically address the impact of
superfluid vortices and superconducting fluxtubes [10]. As discussed in detail in the
following, an advanced framework would allow the study of dynamical phenomena as-
sociated with the stars’ rotational and magnetic field evolution, respectively, and help
to answer some of the open questions concerning neutron star astrophysics.
The outline of this thesis is as follows: Chapter 2 will present a summary of the
current understanding of neutron star physics, including the canonical picture of their
structure and observational aspects. This is followed by an introduction to the classical
treatment of quantum condensates based on terrestrial superfluids and superconductors
(see Chapter 3). The mathematical framework building the foundation for the work on
superfluid and superconducting neutron stars, i.e. magnetohydrodynamics in the pre-
sence of vortices and fluxtubes, is derived in Chapter 4. Subsequently, various mutual
friction mechanisms coupling the neutron superfluids and the charged components in
the star’s interior and implications for the rotational evolution are addressed in Chapter
5. Whereas Chapter 6 will discuss several aspects of the stars’ magnetism, in particular,
the processes affecting superconducting fluxtubes, Chapter 7 introduces a new induction
equation for the macroscopic magnetic field in superconducting neutron stars. This will
be succeeded by a detailed investigation of the possibility to design laboratory neutron
star analogues using well-known terrestrial condensates (see Chapter 8). Finally, this
work on cosmic condensates is concluded in Chapter 9.
Chapter 2
Neutron Star Physics
Before addressing in more detail the inclusion of new physics related to the presence
of macroscopic quantum condensates into theoretical neutron star models, this chapter
gives a short summary of the current understanding of their formation and structure.
It also briefly introduces important aspects of neutron star observations and the grav-
itational physics that will be referred to at multiple instances later in this thesis.
2.1 Formation Scenarios
White dwarfs, neutron stars and black holes constitute the astronomical class of com-
pact objects. These objects are created during the final stages of stellar evolution, with
the type of remnant being determined by the mass,M∗, of the progenitor. Whereas the
lighter ones will generate white dwarfs, neutron star and black hole formation requires
an initial mass larger than eight solar masses, i.e. M∗ > 8M [4], where M denotes
the mass of the Sun. Neutron stars, in particular, are thought to form in two different
environments. These formation mechanisms are crucial for understanding their extreme
physical characteristics.
2.1.1 Core-collapse supernovae
The first scenario is the stellar explosion of a single massive star that has undergone all
possible burning stages; it has run out of fuel and is composed of a shell-like structure
with a heavy iron core in the centre. Up to this point, the main sequence star has spent
most of its life in hydrostatic equilibrium, because the thermal energy, released during
the burning, stabilised the star against its self-gravity. As iron has the lowest binding
energy per nucleon, the production of heavier elements would require energy and cannot
take place. Therefore, the mass of the iron core increases until the Chandrasekhar
mass limit of ∼ 1.44M is reached [11]. For higher masses, the electron degeneracy
pressure, a result of Pauli’s exclusion principle for fermions, can no longer support the
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star against the gravitational attraction and it undergoes a sudden collapse [4]. The
contracted outer layers fall onto the compact iron core and bounce off, producing an
outward propagating shock wave. The gravitational energy is transferred to the ejected
matter and powers a supernova explosion. These events release about 1053 erg [12] and
belong to the most energetic phenomena in our visible Universe.
The exact supernova mechanism is not fully understood and detailed numerical
simulations are computationally expensive. However, it is known that neutrinos, formed
at high pressures in the iron core, are playing a key role in keeping the shock wave alive.
Together with a large number of neutrons, they are generated by electron capture, i.e.
inverse beta decay, described by the following balance equation
p+ e− → n+ νe. (2.1)
Due to their weakly interacting nature, neutrinos can escape the star and intensify the
explosion [13]. The neutrons, on the other hand, are compressed in the centre creating
neutron-rich, highly degenerate matter. Like the electrons, they are fermions that have
to obey the Pauli principle. It is this neutron degeneracy pressure that stabilises the
compact remnant against further collapse and allows it to cool down and reach a new
equilibrium state. The ejected matter is often observed as a large gas halo such as the
Crab nebula or Cassiopeia A. Young neutron stars have been found at the centre of
both structures [14, 15].
Finally, if the amount of material ejected in the supernova process is not sufficient,
more mass is accreted onto the central core. It will reach the Tolman-Oppenheimer-
Volkoff (TOV) limit [16, 17] and the degeneracy pressure of the neutrons can no longer
support a stable configuration; the neutron star collapses to a black hole. The TOV
limit is therefore equivalent to the Chandrasekhar limit of an electron gas. However, it
is not uniquely defined, as it depends on the unknown equation of state of the nuclear
matter inside neutron stars (see Subsection 2.2.1).
2.1.2 Binary systems
The second scenario assumes that neutron stars are created in binary systems. The
formation and evolution of these systems are rather complicated and not fully under-
stood, but the idea is as follows: Initially, a binary system of two main sequence stars
with different masses is considered. The more massive one starts to evolve first and,
ultimately, enters a red-giant phase, causing an enormous increase in its radius. If this
donor star is able to fill its entire Roche lobe (the region around the star inside which
gas is bound by its gravitational attraction), then matter is transferred to the compan-
ion star labelled the acceptor. This describes the so-called Roche-lobe overflow [18]. If
the material cannot be accreted wholly onto the acceptor’s surface, its Roche lobe is
filled as well, creating a situation where both stars are situated in a common envelope
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[19]. The motion of the two stars in this stage is highly dissipative and causes the loss
of angular momentum, i.e. the orbital distance of the binary decreases, resulting in the
ejection of the envelope. If the initial donor mass is high enough, the star then collapses
and explodes. This asymmetric supernova creates a neutron star or a black hole [18]
and results in the formation of a low-mass X-ray binary (LMXB), i.e. a close binary
system containing a compact object and a main sequence star. Neutron stars in such
systems are strongly influenced by the presence of the companion and are commonly
observed as millisecond pulsars (see Subsection 2.3.2).
The remaining main sequence star, the original acceptor, subsequently evolves
into a second compact object. These compact binaries are strongly affected by general
relativity and serve as an important testing tool for the strong gravity regime. In 1993,
Hulse and Taylor were awarded the Nobel Prize in Physics for the discovery of the first
binary pulsar, PSR B1913+16, and the first indirect detection of gravitational waves
[20, 21]. Double neutron stars are further considered one of the most promising sources
for the direct detection of continuous gravitational waves [22] (see Subsection 2.3.4).
2.2 Neutron Star Structure
Since direct access to the neutron star interior through gravitational observations is
not yet available, information has to be deduced from electromagnetic data and theo-
retical modelling. As this only allows an indirect approach to studying the behaviour of
matter and underlying processes, a lot of questions are still unanswered. Nonetheless,
calculations of nuclear properties and certain observations indicate that the density
varies over several orders of magnitude from the outermost region to the neutron stars’
centre with the matter being highly stratified [23] (see Figure 2.1). The exact positions
of the interfaces, however, are model-dependent and not known.
The following subsections describe a neutron star that has reached its thermal
equilibrium and has cooled down to 106 to 108 K [24], well below its Fermi temperature,
TF ≈ 1012 K [4]. This temperature is related to the Fermi energy, EF = kB TF, where
kB is the Boltzmann constant, that represents the quantum mechanical ground state
of a Fermi gas at zero temperature.
2.2.1 Equation of state
The global structure of a neutron star is obtained by solving Einstein’s equations [25].
Treating the star as a non-rotating, spherical, ideal fluid fixes the space-time to be spher-
ically symmetric. With these specific constraints, one obtains the relativistic Tolman-
Oppenheimer-Volkoff equation of hydrostatic equilibrium [16, 17],
dP (r)
dr
= −G
r2
[
ρ(r) +
P (r)
c2
] [
M(r) + 4pir3
P (r)
c2
] [
1− 2GM(r)
c2r
]−1
, (2.2)
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Figure 2.1: Illustration of the cross-section of a neutron star. The outermost layer is the
envelope containing iron atoms, light nuclei and relativistic electrons. It is followed by the
outer core that is composed of an iron lattice and a relativistic electron gas. For higher
densities the neutrons start to drip out of the nuclei creating a superfluid neutron gas. At
the transition to the core, all lattice structures have vanished and pure nuclear matter,
consisting of superfluid neutrons, superconducting protons and relativistic electrons, is
expected. At very high densities, in the centre of the neutron star, the state of matter is
not known but pions pi, kaons k, hyperons h or other exotic phases could be present.
where P (r) and ρ(r) are the pressure and density, respectively, and M(r) is the mass
within the radius r. G and c denote the universal gravitational constant and the speed
of light, respectively. In order to solve Equation (2.2) and, ultimately, determine the
structure of a neutron star, an equation of state (EoS) relating the pressure and density,
i.e. P (ρ), is needed. This relation is one of the key unknowns in modelling neutron
stars, as it requires detailed knowledge of the microphysical interactions between single
particles. Instead of being given in analytical form, EoSs are usually presented in tabu-
lated form. For a recent review see Lattimer and Prakash [26].
Equations of state differ mainly at high densities and low temperatures. In those
regions, various assumptions can be made about the forces between individual nucleons.
EoSs predict different radii, R, and maximum masses,Mmax, and are usually separated
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Figure 2.2: Mass-radius relations for different EoSs. Causality excludes the upper green
region, whereas the lower green one is a restriction from the period measurement of PSR
J1748-2446ad [27]. The figure is reproduced from Lattimer and Prakash [26] (p. 117).
into two classes, so-called soft and stiff equations of state. The former describe matter
that is compressible to some extent and are characterised by larger central densities,
smaller radii and maximum masses. Stiff equations of state, on the other hand, are
used for relatively incompressible matter and produce smaller central densities, larger
radii and masses. Mass-radius trajectories for different equations of state are shown in
Figure 2.2. The majority of them predict maximum masses in the range of 2 to 2.5M.
The existence of Mmax is a purely relativistic effect that results from the denominator
of the Tolman-Oppenheimer-Volkoff equation (2.2) and cannot be found in Newtonian
gravity. Therefore, precise measurements of the neutron star masses, radii and rotation
periods can put very stringent limits on the relativistic equations of state or even rule
out certain models [28]. For example, the most massive neutron star known to date is
the pulsar PSR J0348+0432, located in a binary system with a white dwarf. It has a
mass of 2.01 ± 0.04M [29], a value close to the maximum mass prediction of several
EoSs. Moreover, the pulsar PSR J1748-244ad, with a rotation frequency of 716Hz [27]
it is the fastest-spinning pulsar known, constrains the maximum radius of a neutron star
and excludes the green region at the bottom ofM(R)-diagram. Additionally, equations
of state should not violate causality, implying that the speed of sound, cs, in the stars’
interior cannot exceed the speed of light, i.e. c2s = dP/dρ ≤ c2. Therefore, the light green
region in the upper left corner of Figure 2.2 forms another boundary for theoretical
models.
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A typical choice for the mass and the radius for a neutron star is M ≈ 1.4M
and R ≈ 10 km, respectively. These canonical parameters will also be adopted in the
remainder of this thesis, when numerical values are calculated.
2.2.2 Envelope
The outermost layer of a neutron star is only a few decimetres thick and has a density
in the range of 10 to 104 g cm−3 [30]. This envelope consists of iron atoms and lighter
nuclei which are permeated by relativistic electrons. Despite its thinness, the plasma in
this region is responsible for a neutron star’s thermal radiation, one of the fundamental
observables used to infer the neutron star surface temperature. Moreover, the structure
of these outer layers and their transport properties, hence the emitted spectrum, are
strongly influenced by the presence of magnetic fields [31, 32] and disruptive changes
in the interior [33]. Therefore, observations of oscillations or other spectral features can
give insight into the properties of the neutron star.
2.2.3 Crust
The crust of a neutron star is approximately 1 km thick; a sketch of its structure is given
in Figure 2.3. For a comprehensive summary on the physics of neutron star crusts see
Chamel and Haensel [30]; the values for the densities in the remainder of this section
are taken from their paper. In thermodynamic equilibrium, the strong Coulomb forces
in the outer crust result in the formation of a 56Fe lattice [4]. At about 104 g cm−3 the
atoms are fully ionised, creating a free relativistic electron gas. The lattice energy in
this density regime can be calculated in the Wigner-Seitz approximation [34], where
crustal nuclei are separated into independent spheres centred around individual lattice
sites. Each of these spheres is electrically neutral and it is found that a body-centred
cubic (bcc) configuration minimises the energy of the lattice.
For increasing densities, the nuclei become more and more neutron rich and the
distance between individual lattice sites decreases. At ρD ∼ 4×1011 g cm−3, the neutron
drip density, it is energetically favourable for the neutrons to drip out of the nuclei and
form a free neutron gas. This state of matter has been studied intensively through
theoretical approaches such as modified liquid-drop models [35]. Quantum calculations
have additionally shown that the number of protons per nuclei is almost constant with
Z = 32, 40, 50 [36]. As the free neutron gas has similar properties to the conducting
electrons in metals, nuclear band theory [37] has also proven very useful in studying
the characteristics of the inner crust. Chamel has, for example, shown that the free
neutrons are less mobile due to entrainment [38], an effect that refers to the coupling of
the neutron gas to the nuclear lattice. Their effective mass could be considerably higher
than their bare mass, which would have important implications for the dynamics of the
star [39] (see also Subsection 2.3.3). Additionally, the crustal dynamics are influenced by
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Figure 2.3: Sketch of the neutron star crust for increasing density. The focus lies on the
change in the structure of the crustal lattice. The envelope is only a few decimetres thick
and has a density in the range of 10 to 104 g cm−3. It contains iron atoms and lighter
nuclei permeated by relativistic electrons. Strong Coulomb forces in the crust result in the
formation of a body-centred cubic 56Fe lattice. For increasing densities, the nuclei become
more and more neutron rich and the distance between individual lattice sites decreases.
At ρD ∼ 4 × 1011 g cm−3, the neutron drip density, it is energetically favourable for the
neutrons to drip out of the nuclei and form a free, superfluid neutron gas. At approximately
1014 g cm−3, the particles start to form exotic shapes, giving this part of the neutron star
crust the name pasta phase, indicated by the change in shape of the lattice nuclei in the
inner crust. The spherical nuclei turn into cylinders and slabs. The crustal structures have
completely vanished at densities above ρ0/3 ∼ 1014 g cm−3.
macroscopic quantum effects. As a result of an attractive contribution to the nucleon-
nucleon interaction, neutrons can form Cooper pairs, giving rise to superfluidity [40].
It is expected that the crustal superfluid pairs in a spin-singlet, s-wave (1S0) state,
having properties similar to isotropic helium II (see also Sections 3.1 and 8.1).
As the density increases further, the number of bound neutrons in the nuclei
decreases and the lattice sites move closer to each other. The transition to the core state,
where the lattice structure vanishes completely and pure nuclear matter dominates, is
not sharp but rather smooth. At approximately 1014 g cm−3, the particles start to form
exotic shapes, giving this part of the neutron star crust the name pasta phase [41, 42].
The spherical nuclei first turn into cylinders (spaghetti) and slabs (lasagne). Further
inside the star, the situation is inverted and the free neutrons form tubes and bubbles
enclosed by nuclear matter. The pasta has the properties of solids and liquids and its
behaviour may be described by the theory of liquid crystals [43]. This layer, although
very thin, comprises most of the crust’s mass and could therefore influence the stars’
rotational properties. Pons et al. [44] suggested that the observed lack of isolated long-
period X-ray pulsars could be explained by a layer of high electrical resistivity such as
the nuclear pasta phase, causing effective dissipation of magnetic energy subsequently
resulting in the saturation of the electromagnetic spin-down behaviour.
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2.2.4 Core
The core contains about 90% of the neutron star’s mass and has a radius of approxima-
tely 9 km. The crustal structures have completely vanished at densities above ρ0/3 ∼
1014 g cm−3, where ρ0 ∼ 2.8× 1014 g cm−3 is the nuclear saturation density. For larger
values, information about the state of the nuclear matter has not been experimentally
tested on Earth. Usually, existing theories of bulk matter are extrapolated to the outer
core of a neutron star. Up to densities of 2ρ0, it is thought to consist of neutrons and a
small fraction of protons and relativistic electrons [4]. The neutrons in the interior are
described by a spin-triplet, p-wave (3P2) order parameter [40], a quantum state compa-
rable to the anisotropic helium-3 superfluid created in laboratory experiments, whereas
protons are pairing in a 1S0 superconducting state and most likely exhibit properties of
a type-II superconductor [45]; more general information on classical superfluidity and
superconductivity is given in Chapters 3 and 8.
In the inner core for densities above 2ρ0, the structure of neutron stars is com-
pletely unknown. The main problem for theoretical calculations at these densities is the
appearance of new degrees of freedom [46]. Particles such as kaons, pions, hyperons or
other exotic species could be generated and change the properties of nuclear matter. At
extremely high densities in the centre, ρ ∼ 1015 g cm−3, quantum-chromodynamical cal-
culations even predict transitions to a deconfined quark plasma, creating exotic states
such as colour superconductors [47, 48]. However, it is not known, if neutron stars are
compact enough to create such high densities and detailed observations are required to
determine which equation of state adequately captures the properties of the interior of
a neutron star.
2.3 Observing Neutron Stars
The electromagnetic radiation observed from neutron stars is generated in their mag-
netospheres and thin atmospheres. This does not allow direct access to the inner layers
of the star and information about the internal structure and physics has to be deduced
indirectly. Therefore, in order to test and validate new theoretical models of the neu-
tron star interior, high-precision electromagnetic observations are required. In turn,
astronomical discoveries can spark the development of new hypotheses and raise the
need for more accurate models. This inevitable symbiosis between observers and theo-
reticians is well illustrated in the first prediction of neutron star existence in 1934 and
their first detection almost 30 years later. As neutron stars were expected to be rather
dim and emit no observable radiation, only little attention had been paid to Baade’s
and Zwicky’s proposition [1]. However, in 1967 Bell and Hewish detected a very regular
radio source [2] that was named pulsar due to its steady radio pulsation. The object
was later identified as an isolated, rotating neutron star and the findings earned Hewish
along with Ryle the 1974 Nobel Prize in Physics.
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Figure 2.4: A sketch of the magnetic field of a neutron star. The magnetic field lines are
given in blue. Within the light cylinder (black, dashed lines) the magnetic field lines are
closed and form an almost dipolar field. Outside this region, the field lines are not closed
and become radial, allowing particles to escape. The light cylinder marks the boundary of
the domain, where the radial velocity of a corotating particle is smaller than the speed of
light. In this plot, the magnetic and the rotation axes are misaligned, causing the radiation
beam to create the lighthouse effect that can be detected as a radio pulse by a distant
observer on Earth.
Since the discovery of the first radio pulsar almost 50 years ago, many more
neutron stars have been detected; the current number of objects in the ATNF catalogue
is 2536 [49] (see also http://www.atnf.csiro.au/people/pulsar/psrcat/ and Figure
2.5). Neutron stars can emit radiation in the radio, infrared, optical, ultraviolet, X-ray
or gamma-ray band. In general, the mechanisms and thus the observational data depend
on whether the star is isolated or has a companion. In the latter case for example, the
compact object accretes matter onto its surface, which triggers thermonuclear flashes
that can be observed as X-ray bursts [50]. On the other hand, the bright radio emission
of pulsars is thought to be powered by strong magnetic fields (see Subsection 2.3.1).
Hence, neutron stars exhibit a huge variety of physical properties as observed spin
frequencies and measured spectral data show a diverse distribution of rotational periods
and magnetic field strengths, surface temperatures, transient or persistent behaviour
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and environmental conditions. These distinct characteristics are used to classify the
compact objects and different categories are introduced in Subsection 2.3.2.
One tool that has proven particularly useful in the study of neutron stars and
forms the basis for most of the dynamics discussed in the remainder of this thesis is the
so-called pulsar timing. As explained in the next subsection, pulsars emit very regular
radio pulses that mirror the rotation period of the compact source. Any changes in the
stars’ interior and on their surface produce irregularities in the observed radio signal.
The rotation periods of several pulsars are known to very high precision, some of them
even challenge the precision of atomic clocks on Earth [51], and, therefore, allow one
to trace any deviations from the theoretically expected pulsation back to the neutron
star itself. Phenomena that can be observed this way are for example glitches, sudden
jumps in the rotation period of the neutron star discussed in more detail in Subsection
2.3.3, precession caused by the misalignment of principal and rotation axes, or timing
noise, a widespread feature in pulsar timing observations [52] that, despite its name, is
not necessarily random but has not yet been attributed to a specific mechanism [53].
2.3.1 Spin period and magnetic fields
The progenitors of neutron stars are rotating objects and penetrated by magnetic fields.
Assuming that the initial angular momentum and magnetic flux are conserved during
the collapse, the compact remnants will end up with very short spin periods and ex-
tremely high magnetic fields [54]. Due to their observational advantages, the main focus
will be put on pulsars and the associated physics in the remainder of this section.
A model that captures various features of the pulsed radio emission is the mag-
netic dipole model based on work by Goldreich and Julian in 1969 [55]. A sketch of
the neutron star and its exterior magnetosphere are shown in Figure 2.4. Within the
so-called light cylinder the magnetic field lines are closed and form an almost dipolar
field. The light cylinder marks the boundary of the domain, where the radial velocity
of a particle corotating with the star is smaller than the speed of light. Outside of this
region, particles cannot follow the stars’ motion any more; the field lines are no longer
closed and become radial. Although the exact emission mechanism is not understood,
it is believed that the strong magnetic fields could create electron-positron pairs in the
magnetosphere [56]. These are then accelerated along the open field lines, generating
radiation in direction of the magnetic axis. If the magnetic and the rotation axis are
misaligned as in Figure 2.4, the radiation beam rotates about the rotation axis creating
a lighthouse effect that leads to the observation of radio pulses on the Earth.
Pulsars are measured to have rotation frequencies in the range of 0.085Hz for PSR
J1841-0456 [57] to 716Hz for PSR J1748-244ad [27]. In the absence of a companion,
the loss of energy due to the lighthouse effect, i.e. an electromagnetic braking torque
created by the misalignment of the rotation axis and the magnetic axis, causes the
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neutron star to continuously slow down. This spin-down is generally described by a
torque balance equation,
I Ω˙ = αΩn, (2.3)
where I is the star’s moment of inertia, Ω˙ the measured spin-down rate, α a propor-
tionality constant, Ω the observed angular velocity and n the so-called braking index.
Depending on the spin-down mechanism, n varies: for the pure electromagnetic dipole
torque described above n = 3, whereas the slow-down due to the loss of gravitational
energy gives n = 5. Differentiating Equation (2.3) with respect to time, one is able to
express the braking index in terms of the observables Ω and its time derivatives,
n =
Ω Ω¨
Ω˙2
. (2.4)
For several young objects the rotation frequencies and time derivatives have been mea-
sured and the braking indices calculated. This allows a comparison between the theo-
retical predictions of spin-down models and the actual mechanism present. As for the
Crab pulsar with n ≈ 2.515±0.005 [58], almost all values lie below the one expected for
the classical, pure dipole model [59]. Note, however, that one object has recently been
observed to show n > 3 [60]. The general tendency for n < 3 might be an indication
for new physics in the neutron stars’ interior. One possible explanation for the discrep-
ancy is to allow for a variable moment of inertia, which could be caused by changes in
the fraction of the core superfluid component [61]. Alternatively, deviations from pure
dipole spin-down could also be induced by variations in the external spin-down torque
generated by the emergence of a magnetic field buried in the stars’ interior [62, 63].
Under the assumption that the rotation period of the newly born neutron star is
a lot shorter than the one currently observed, Equation (2.3) can be integrated in time
to obtain a measure for a star’s age. The so-called characteristic age is defined as
τc = − 1
n− 1
Ω
Ω˙
=
1
n− 1
P
P˙
, (2.5)
where P is the rotation period related to the angular rotation frequency via P = 2pi/Ω.
The Crab pulsar for example, created during a supernova observed in 1054 by several
astronomers on Earth, has a rotation period of P ≈ 33.1ms and a period derivative of
P˙ ≈ 4.2× 10−13 s/s [58]. For pure magnetic dipole spin-down, these values correspond
to a characteristic age of τc ≈ 1.2× 103 yr, very close to its actual age.
Neutron stars are sourcing the strongest magnetic fields in our Universe. Whereas
a typical pulsar has a magnetic field strength of ∼ 1012 G, some neutron stars may have
fields up to 1015 G. This is many orders of magnitude larger than the typical surface
magnetic field strength of the Earth (0.5G [64]) or the strongest, pulsed field of 106 G
[65] generated non-destructively in a laboratory. In order to estimate the field strengths
of isolated pulsars, one can take advantage of Equation (2.4). In the case of a magnetic
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dipole torque acting on the star, the proportionality constant α in cgs units is given by
α =
2
3
B2R6 sin2 γ
c3
, (2.6)
where B is the dipole surface magnetic field at the pole, R the radius of the pulsar and
γ the angle between the magnetic and the rotation axes. Substituting this back into
the torque balance equation gives an estimate for the magnetic dipole field strength,
B =
(
3Ic3
2R6 sin2 γ
|Ω˙|
Ω3
)1/2
=
(
3Ic3
8pi2R6 sin2 γ
P P˙
)1/2
. (2.7)
Considering a star of radius R = 10 km, a moment of inertia I = 1045 g cm2, sin γ = 1
and the rotation period P given in seconds, Equation (2.7) leads to
B ≈ 3.2× 1019
(
PP˙
)1/2
G. (2.8)
For the Crab pulsar, the measured spin period and its time derivative yield an esti-
mated magnetic dipole field strength of B ≈ 3.8× 1012 G. Alternatively, the magnetic
field strength in a pulsar’s atmosphere can be obtained from the analysis of cyclotron
absorption features in the X-ray spectrum leading to results that are in agreement with
the estimate given above [66].
2.3.2 Neutron star classification
One way to illustrate the variety of pulsar properties is by using a so-called PP˙ -diagram.
All objects with a measured rotation period and period derivative in the ATNF Pulsar
catalogue (http://www.atnf.csiro.au/people/pulsar/psrcat/, [49]) are plotted in
Figure 2.5. Additionally, lines of characteristic age for electromagnetic spin-down and
lines of constant magnetic field, determined by Equations (2.5) and (2.8), are shown.
This allows the comparison of individual neutron stars and the tracking of their evo-
lution. With more than two thousand data points available, it has become possible to
identify specific groups that are characterised by similar physical properties.
A major challenge in previous decades has been the idea of establishing evolu-
tionary links between these neutron star classes and combining them into a coherent
framework [3, 67]. Viganò et al. [68] recently considered the close relationship between
spin and magnetic field evolution in combination with different initial masses, magnetic
fields and atmospheric conditions in order to reproduce the observed phenomenological
diversity. With the sample size constantly increasing, more and more features will be
unveiled, ultimately paving the way to a unified theory of neutron star formation and
evolution. The following subsections will briefly discuss standard rotation powered pul-
sars, magnetars, X-ray dim isolated neutron stars, millisecond and Fermi pulsars and
the current understanding of the different stages of neutron star metamorphosis.
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Figure 2.5: PP˙ -diagram illustrating the variety of pulsar properties and the standard
classification for neutron stars. The data is taken from the ATNF Pulsar catalogue
(http://www.atnf.csiro.au/people/pulsar/psrcat/). Black dots mark rotation pow-
ered pulsars (RRPs), cyan diamonds the X-ray dim, isolated neutron stars (XDINSs),
blue squares the high magnetic field magnetars and purple circles the objects orbiting a
binary companion (BP). Yellow triangles represent radio-quiet γ-ray pulsars detected by
the Large Area Telescope (LAT) on the Fermi satellite [69]. Millisecond pulsars (MSPs)
are located in the lower left with P . 20ms. Additionally, lines of constant magnetic field
(dot-dashed) and characteristic age (dashed) and the death line (solid) are given.
Rotation powered pulsars
Normal rotation powered pulsars (RRPs), given as black dots in Figure 2.5, have rota-
tion periods in the range of 20ms to 8 s. Magnetic field strengths inferred from Equation
(2.8) typically range between 1010 to 1013 G. Young pulsars such as the Crab pulsar and
the Vela pulsar belong to this class of isolated neutron stars. RRPs loose energy due
16 Chapter 2. Neutron Star Physics
to an electromagnetic braking torque acting on the crust. The emission, predominantly
seen as radio pulsations, is powered by this rotational energy loss. Additionally, for
several RRPs thermal components have been observed. These are particularly valuable
for fitting theoretical cooling curves and constraining the nuclear equation of state [70].
As pulsars age and slow down, they move from left to right on the PP˙ -diagram.
The braking index defined in Equation (2.4) is the parameter describing this motion; for
n = 3, neutron stars should follow a line of slope −1. However, as mentioned previously,
most young pulsars exhibit n < 3, thus moving along lines of different slope. At some
point during their evolution, pulsars are expected to cross the death line into a region
of large P and low P˙ , commonly named the pulsar graveyard. Below this line, the radio
emission mechanism is thought to switch off and pulsars are no longer visible.
Magnetars
Objects with rather long spin periods (2 to 10 s) and very high inferred magnetic field
strengths (1014 to 1015 G) are called magnetars (blue squares in Figure 2.5). Since these
enormous fields are causing the stars to spin down rapidly, they are located in the upper
right corner of the PP˙ -diagram. The idea of a highly magnetised neutron star was first
proposed by Duncan and Thompson in 1992 [71] to explain the observations of Soft
Gamma Repeaters (SGRs). They suggested that the decay of the magnetic field could
power their characteristic, high-energetic X-ray or soft gamma-ray emission and giant
flares. Magnetars have also been considered as a model for Anomalous X-ray Pulsars
(AXPs). These objects have measured X-ray luminosities that are many times greater
than the ones expected from standard, magnetic dipole spin-down. Observations, how-
ever, could be explained by taking an extremely large reservoir of magnetic energy
into account. AXPs do not show the burst characteristics typical for SGRs, but have
recently been found to exhibit transient behaviour [72]. This suggests the existence of
an unseen population of high magnetic field stars, considerably increasing the number
of the about two dozen magnetars known to date. Quiescent objects could also be an
explanation for the overlap between the magnetar and the rotation powered pulsar
population. There are several high-B RRPs that show no burst activity and have spec-
tra comparable to low-B RRPs. If one of these was observed to switch into an active
flaring state, this would provide a clear evolutionary link between the two types.
X-ray dim isolated neutron stars
Another type of neutron star, located in-between the rotation powered pulsars and the
magnetars, is the so-called X-ray dim, isolated neutron star (XDINS). These are given
as cyan diamonds in Figure 2.5. The seven objects observed to date are sometimes in-
formally referred to as the Magnificent Seven (PP˙ -measurements are only available for
six of them). They are characterised by their proximity as they are located at a distance
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of only 200 to 500 pc from the Solar system. Their inferred fields are slightly higher
than 1012 G with rather large periods of 3 to 12 s. In contrast to high-B RRPs, XDINSs
are generally radio-quiet and show quasi-thermal X-ray emission with a relatively low
X-ray luminosity, hence the name. In addition to conventional cooling, another heating
source has to be considered to explain the spectra. As for magnetars, the additional
heating could be caused by the decay of the magnetic field.
Millisecond pulsars
Millisecond pulsars (MSPs) form a fourth group of neutron stars. They have rotation
periods below 20ms and are thus located in the lower left of the PP˙ -diagram. Similar to
RRPs, they are powered by rotational energy, but evolve in a very different environment
[73]. As can be seen in Figure 2.5, the majority of MSPs are observed as binary pulsars
(BPs), especially LMXBs, and are thought to accrete matter from their companions.
This process would transfer angular momentum to the compact object and spin it up to
very high frequencies. The accretion mechanism is also utilised as an explanation for the
bright X-ray burst emission as it could trigger thermonuclear explosions on the stars’
surface [50]. Moreover, mass transfer from the companion could be responsible for the
rather weak magnetic fields of MSPs. Old, recycled pulsars typically have B < 1010 G,
which could be explained by the accreted matter burying the magnetic flux.
Fermi pulsars
Another subclass of rotation powered emitters are the so-called γ-ray pulsars. They are
emitting pulsed gamma radiation, thought to be generated by synchrotron curvature
processes in the stars’ magnetospheres [74]. The number of neutron stars, which have
been observed as γ-ray pulsars, has significantly increased in recent years due to data
acquired by the Large Area Telescope (LAT) on the Fermi satellite [69]. While many of
these objects are also visible as RRPs or MSPs and had already been detected by other
surveys, blind searches of Fermi-LAT data revealed about 40 unknown radio-quiet γ-
ray sources. We refer to these as Fermi pulsars. The young and energetic objects, given
as yellow triangles in Figure 2.5, are found in the upper left of the PP˙ -diagram. They
have periods of 50 to 500ms and moderate magnetic field strengths of 1011 to 1013 G.
2.3.3 Glitches
Rotating isolated neutron stars loose energy by emitting electromagnetic and gravita-
tional radiation, which causes the rotational frequency to slowly decrease over time.
However, pulsar timing data has revealed that the smooth time-averaged spin-down
can occasionally be punctuated by glitches. These jumps in the rotation frequency were
first observed in the Vela and the Crab pulsar in 1969 [75, 76, 77, 78], two archety-
pal glitching pulsars analysed in great detail. Since then, several hundred events have
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been detected in over 150 objects (see Glitch Catalogue http://www.jb.man.ac.uk/
pulsar/glitches.html), which include standard RRPs and magnetars. For a recent
review on glitch statistics see Espinoza et al. [79].
Phenomenology
Analysing observational glitch data reveals several distinct features. Firstly, note that
glitch rising times have not been resolved yet. To date, the best upper limit is obtained
from the 2000 Vela glitch indicating that the spin-up takes place within 30 s [80]. How-
ever, the discrete jumps can be characterised by the fractional change in spin frequency,
∆ν/ν, which ranges between ∆ν/ν ∼ 10−11 and ∆ν/ν ∼ 10−4. As can be seen from
Figure 2.6, glitch sizes also exhibit a bimodal distribution with the two peaks located at
∆ν/ν ∼ 10−9 and ∆ν/ν ∼ 10−6. Whereas glitches of the Crab pulsar can be associated
with the first peak, most of Vela’s glitches belong to the second group. This distribution
is generally explained by invoking two different trigger mechanisms (see below). Sec-
ondly, the data suggests a correlation between a neutron star’s characteristic age and
its glitch activity. While middle-aged pulsars are observed to glitch most frequently,
older pulsars rarely undergo sudden spin-ups [81]. This is naturally explained if the
glitch activity is driven by the electromagnetic spin-down, as older objects would spin
down slower and, thus, experience fewer glitches. Moreover, the post-glitch behaviour
of neutron stars is characterised by a change in the spin-down rate. This change can be
separated into a perpetual increase and a series of decaying exponentials describing a
long-term recovery on the order of months to years. In case of the 2000 Vela glitch, for
example, four relaxation timescales are needed to explain the post-glitch characteristics
[82]. Finally, we mention the potential observation of an anti-glitch in a magnetar [83].
If indeed being a robust feature and not the result of incomplete data, the sudden spin-
down of the star’s rotation frequency challenges the understanding of the glitch mecha-
nism, as a spin-down is not explained within the standard theoretical glitch models.
Mechanisms
The bimodal distribution of glitch sizes may be related to different physical processes.
Due to the lack of correlation between changes in the radiative profiles and glitch ob-
servations, internal mechanisms are mainly held responsible for the observed frequency
jumps. Haskell and Melatos [84] presented a comprehensive summary of relevant pulsar
glitch models. Historically, two main mechanisms have been discussed in the literature.
The first one envisages glitches as star-quakes and was originally developed by Ruder-
man in 1969 [85] and Baym and Pines in 1971 [86]. The star-quake model is based on
rearrangements of the crust and could be a possible explanation for the smaller glitches.
As a neutron star slows down, it would evolve from an oblate shape towards a more
spherical shape. Whereas a pure fluid star would be able to instantly adjust to this
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Figure 2.6: Fractional step size of 472 glitches detected in 165 pulsars. The histogram
shows a bimodal distribution with peaks located at ∆ν/ν ' 10−9 and ∆ν/ν ' 10−6. The
data is taken from http://www.jb.man.ac.uk/pulsar/glitches.html.
change, the nuclei in the crust form a solid lattice and resist the centrifugal forces act-
ing to decrease the star’s oblateness. Stresses build up in the solid until a critical value
is reached, which causes the crust to crack and releases elastic energy. The removal
of residual oblateness is realised by rearrangements in the crust that also reduce the
moment of inertia. Hence, the star is spun up due to the conservation of angular mo-
mentum and the rotation frequency is observed to increase abruptly. After the glitch,
the neutron star continues to spin down until the critical strain is approached again,
producing another quake, which allows one to estimate the typical time between two
glitches. While observations of Crab glitches could be explained within the star-quake
model [84], it cannot account for the higher activity of Vela, where large glitches are
observed approximately every two years [87, 80].
Originally considered by Baym et al. in 1969 [45] and further improved by Ander-
son and Itoh in 1975 [88], glitches could also be related to the presence of a superfluid
in the stars’ interior. This model can not only describe the smaller Crab-like jumps but
also the giant Vela glitches. It has proven particularly successful due to modifications in
the form of the vortex-creep [89, 90] and the snowplough model [91, 92]. The basic idea
is as follows: As will be discussed in Subsection 3.2.3, the superfluid rotates by forming
quantised vortices. Its spin-down would, thus, imply the expulsion of vortices from the
interior of the star. However, vortices could be pinned to the lattice nuclei close to
the crust-core boundary impeding a normal slow-down of the interior superfluid. The
crust, on the other hand, spins down electromagnetically generating a frequency lag. As
soon as a critical lag is reached, the pinning force is overcome by the increasing Magnus
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Figure 2.7: Illustration of the two-component model. The spin frequencies of the super-
fluid and the normal constituent, representing the crust and everything tightly coupled to
it, are shown during an idealised glitch. While the crust is spinning down electromagneti-
cally, the superfluid spin-down is impeded. At some critical lag, a large number of vortices
are expelled, both components are recoupled and relax to a new equilibrium configuration.
force, exerted on each vortex by the surrounding neutron fluid (see Subsection 4.3.3). A
large number of vortices are simultaneously unpinned and expelled, suddenly releasing
angular momentum. A recent analysis of the Crab pulsar glitches by Espinoza et al. [93]
suggests the existence of a minimum glitch size above the detectability limit. In terms
of the superfluid model, this implies that a minimum of several billion vortices has to
be involved in a single glitch. The spin-down of the superfluid is then compensated
by the speed-up of the crust, observed as a glitch by a distant observer. As illustrated
in Figure 2.7, this behaviour can be phenomenologically described by a simple two-
component model, representing a normal constituent and the weakly coupled inviscid
fluid [94]. While originally the crustal superfluid was considered to be responsible for
the observed glitches, recent calculations taking entrainment in the crust into account
[38] have shown that the crustal superfluid might not carry enough angular momentum
to account for large glitches. As discussed by Andersson et al. [39], the core superfluid
could serve as an additional angular momentum reservoir.
Finally note that the distribution of glitch sizes can also be described by power-
law statistics with the exponent changing from pulsar to pulsar. This is consistent with
the behaviour of self-organised critical processes as can be observed in scale invariant
phenomena such as earthquakes or vortex avalanches. Warszawski and Melatos [95, 96]
took advantage of the close analogy between the crustal superfluid and a Bose-Einstein
condensate (see also Sections 3.1 and 8.2) to model the neutron stars’ dynamics. It
was found that the collective motion of vortices in the condensate could indeed trigger
different glitch sizes reflecting the power-law distribution of observed jumps in pulsars.
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2.3.4 Gravitational radiation
Neutron stars are very compact objects, with large gravitational forces acting on com-
paratively small lengthscales. This causes highly non-classical behaviour and Einstein’s
theory of general relativity (GR) is required to accurately capture the physics. There-
fore, neutron stars are prime candidates for the emission of gravitational waves serving
as a perfect testing tool for the strong-field regime of GR.
Gravitational waves, generated by the coherent motion of bulk matter at very high
velocities, can be divided into two categories: continuous and transient signals. While
transient waves are expected to be much stronger than continuous ones, they occur in
a more unpredictable manner, are difficult to model theoretically and computationally
expensive to detect.
The most promising candidates in this category are core-collapse supernovae [97]
and coalescing binaries [22]. In the latter case, due the binaries’ fast rotation and their
small separation, every deviation from axisymmetry is radiated away in milliseconds,
generating a characteristic chirp signal in the final stages of the merger. For stellar black
holes and neutron stars, this chirp has a frequency in the range of 10 to 103 Hz [98],
detectable with gravitational wave interferometers on Earth. For comparison, merg-
ing supermassive black holes and extreme mass ratio inspirals would radiate between
10−5 and 10−2 Hz and could potentially be observed with space interferometers such as
eLISA [99]. The first direct detection of gravitational waves, announced by the LIGO
collaboration earlier this year [100], was indeed associated with the coalescence of an
intermediate-mass binary black hole system. Signal analysis showed that the two ob-
jects had initial masses of 36M and 29M and collapsed to a black hole of 62M,
leaving 3.0M c2 radiated in gravitational waves. The signal of a binary neutron star
merger would similarly provide information about the two constituents. While the di-
rect detection of such an event poses a new challenge for modern detectors due to the
complexity of the compact objects, the coalescence of two neutron stars prominently
led to the first indirect detection of gravitational waves. In 1975, Hulse and Taylor
showed that the orbital period decrease in the binary pulsar PSR B1913+16 was in
excellent agreement with the gravitational wave emission rate predicted by GR [101].
For their discovery, the two scientists were awarded the Nobel Prize in Physics in 1993.
The first gravitational wave detection has not only confirmed Einstein’s predic-
tions [102] but also opened a new window to study astrophysical phenomena. Despite
being a task for the coming decades, gravitational wave astronomy could help to sig-
nificantly improve our understanding of the neutron star interior. This is in particular
related to the second class of continuous gravitational waves, generally of smaller ampli-
tudes than transient ones but periodic and persistent. The large amount of information
stored in the data would allow researchers to observe continuous waves for a long time
and, thus, to increase the sensitivity by coherently integrating the signal. Neutron stars
are strong candidates for this (for a recent summary see Lasky [103]), because any ob-
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ject, not perfectly axisymmetric or rotating about an axis misaligned with the principal
axes, has a time-varying quadrupole moment and, thus, emits gravitational waves. This
is most likely true for pulsars, where asymmetries can arise from an elliptic, solid crust
or dynamical changes in the interior fluid. A crustal ellipticity large enough to create
a detectable gravitational wave signal could be supported by magnetic stresses, elastic
strains or accretion from a companion [104, 105, 106]. Gravitational wave observations
with ground-based detectors, in turn, would set limits on these mechanisms and provide
information about the physics of the star. Alternatively, the fluid motion in the interior
of a neutron star could source gravitational waves, if oscillations cause large changes in
the mass distribution. Two modes that are particularly interesting for this scenario are
the r- and f-modes. The former are inertial modes present in rotating stars where the
Coriolis force acts as the restoring force [107], while the latter are fundamental pressure
modes [108]. These fluid modes are susceptible to the Chandrasekhar-Friedman-Schutz
instability [109, 110], arising from rotational dragging, i.e. the change of oscillations
from counterrotating in the laboratory frame to corotating in the frame of the rotating
star. For r- and f-modes, the emission of gravitational waves does not damp their ampli-
tudes but instead increases them exponentially until they saturate. Depending on the
value of the saturation amplitudes, the gravitational wave strain of these perturbations
might be large enough to be detected by Advanced LIGO [111, 112].
Calculating mode frequencies and detectability limits is generally complicated by
the existence of superfluid and superconducting neutron star components as hydrody-
namics are considerably modified by entrainment, mutual friction and vortex/fluxtube
pinning. Understanding the influence of these effects is hence crucial for gravitational
wave asteroseismology and several aspects are addressed in the remainder of this thesis.
Chapter 3
Macroscopic Quantum States
As mentioned in Section 2.2, superfluid and superconducting components are expected
to be present in a neutron star’s interior. The former characterises matter behaving
like a fluid with zero viscosity, while the latter describes a state of vanishing electrical
resistance accompanied by the expulsion of magnetic flux. Similarities between these
two phases are evident, since both are capable of maintaining particle currents at con-
stant velocities without any forces being applied. These currents involve large numbers
of particles that are condensed into the same quantum state. Therefore, superfluidity
and superconductivity are characterised as macroscopic quantum phenomena, closely
related to the concept of Bose-Einstein condensation. Understanding their formation
and properties is crucial for developing a more realistic neutron star model.
Before discussing new aspects of superfluid and superconducting dynamics in neu-
tron stars, an introduction to the classical treatment of macroscopic quantum states is
presented in this chapter. It will start off with a historical overview of the research in
low-temperature condensed matter physics, followed by two sections addressing the main
properties of superfluids and superconductors and the theoretical approaches used to
describe them, more precisely the two-fluid model and the Ginzburg-Landau theory of
second-order phase transitions. These sections are mainly based on the books Superflu-
idity and Superconductivity by Tilley and Tilley [113], Introduction to Superconductivity
by Tinkham [114] and Quantized Vortices in Helium II by Donnelly [115].
3.1 Historical Overview
Superconductivity was discovered by Heike Kamerlingh Onnes in Leiden in 1911 [116],
only three years after he had succeeded in liquefying helium. Cooling several metals
such as mercury to small temperatures, Onnes observed that their electrical resistance
disappeared completely. For his ground-breaking work on low-temperature physics and
condensed matter, he was awarded the Nobel Prize in Physics in 1913. Two decades later
in 1933, Walther Meissner and Robert Ochsenfeld showed that superconductivity was a
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unique new thermodynamical state and not just a manifestation of infinite conductivity.
Cooling lead samples in the presence of a magnetic field below their superconducting
transition temperature, they expelled the magnetic field and exhibited perfect diamag-
netism [117]. Using a phenomenological approach, this mechanism known today as the
Meissner-Ochsenfeld effect was first described by the two London brothers in 1935 [118]
(see Subsection 3.3.1). Fritz London himself developed a semi-classical explanation for
the London equations several years later [119] and was the first one to point out that
the quantum nature of particles could play an important role in the superconducting
phase transition.
Developed in the 1920s, quantum mechanics has significantly influenced the way
scientists interpret the world. This is most apparent in the definition of an abstract
wave function that allows a probabilistic interpretation of physical quantities such as
the momentum and the position of a particle. This wave function is a complex quantity
and it was the success of microscopic theories to relate its properties to the quantum
mechanical condensate; the amplitude of the wave function is directly related to the
density of the superconducting particles and the phase is proportional to the supercon-
ducting current. The first microscopic description of superconductivity was developed
by John Bardeen, Leon Cooper and John Robert Schrieffer in 1957 [120]. Their BCS
theory is based on the concept of pairing that results from an attractive potential.
Below a critical temperature, the weak interactions between electrons and the lattice
in an ordinary metal are strong enough to overcome the repulsive Coulomb force. This
causes the electrons to form Cooper pairs that obey Bose-Einstein statistics and can
condense into a quantum mechanical ground state. BCS theory explained, for exam-
ple, the existence of a temperature-dependent energy gap, half the energy necessary to
break a Cooper pair, and, hence, the presence of critical quantities above which super-
conductivity is destroyed. For their theory, Bardeen, Cooper and Schrieffer obtained the
Nobel Prize in 1972. BCS theory has also shown to be useful in describing anisotropic
superfluids such as helium-3 (see below).
A second approach to superconductivity that has proven particularly successful to
describe the properties of the condensate close to the transition and will be mainly con-
sidered in the remainder of this thesis is the Ginzburg-Landau theory (see Subsection
3.3.4). Formulated in 1950 by Vitaly Ginzburg and Lev Landau [121], it phenomenolo-
gically describes a second-order phase transition by means of an order parameter. In
the case of superconductivity, this quantity can be identified with the microscopic elec-
tron Cooper pair density. The phase transition itself is then interpreted as a symmetry
breaking, because the density of superconducting pairs changes drastically at the tran-
sition point. Ginzburg and Landau postulated that close to the critical temperature
the free energy of the system could be written as an expansion of the order parameter.
Minimising the energy with respect to the order parameter and the vector potential,
one arrives at the Ginzburg-Landau equations. These introduce two lengthscales char-
Chapter 3. Macroscopic Quantum States 25
acteristic for superconductivity; the penetration depth, λ, and the coherence length,
ξ. The ratio of these two is commonly referred to as the Ginzburg-Landau parameter,
κGL = λ/ξ. Although the approach of the Russian physicists was purely phenomenolog-
ical and not based on an analysis of the microscopic features of a superconductor, Lev
Gor’kov showed in 1959 that close to the critical temperature it is possible to derive
the Ginzburg-Landau theory from the microscopic BCS theory [122]. In 1957, Alexei
Abrikosov further investigated the order-parameter approach and predicted the exis-
tence of two classes of superconductors [123]. He found that matter characterised by
κGL > 1/
√
2 would be penetrated by magnetic fluxtubes, if an applied field would ex-
ceed a critical field strength. These fluxtubes contain normal matter that is screened by
circular currents from the surrounding superconducting material. Up to that point, this
state had been considered unphysical, since only κGL < 1/
√
2 superconductors were
known. Abrikosov gave this new phase the name type-II superconductor and calculated
that the fluxtubes would arrange themselves in a regular lattice structure (see Subsec-
tion 3.3.4 for more details). Abrikosov and Landau were two of the three physicists who
obtained the Nobel Prize in Physics in 2003 for their contributions to the modelling of
superconductors.
In the last four decades, superconductors have found increasing commercial suc-
cess ranging from sensitive magnetometers based on the Josephson effect [124], the
quantum mechanical tunnelling of Cooper pairs across a normal barrier between two
superconducting wires, to high-field electromagnets. Especially, the discovery of high-
temperature superconductivity in ceramics at around 100K has fuelled new research
efforts [125]. For their findings in 1986, Georg Bednorz and Alexander Müller were given
the Nobel Prize in Physics one year later. This type of superconductivity is still not
fully understood and an ongoing research area that has led to revolutionary ideas. One
example is the theory of holographic superconductors based on the duality between
gravity and a quantum field theory (AdS/CFT correspondence) that might give new
insight into the behaviour of experimental condensed matter [126].
Superfluidity was first observed in liquid helium-4 by Pyotr Kapitsa in Russia
[127] and John Allen and Don Misener in the United Kingdom in 1937 [128]. The
Soviet physicist was awarded the Nobel Prize in Physics in 1978 for his experimental
findings. Helium forms two stable isotopes, helium-4 and helium-3, that have a relative
abundance of 106:1 in the Earth’s atmosphere and boiling points at 4.21K and 3.19K,
respectively. Right below these, both isotopes behave like ordinary liquids with small
viscosities. However, instead of solidifying, at 2.171K helium-4 undergoes a transition
into a new fluid phase, first detected by Kapitsa, Allen and Misener as a characteristic
change in the specific heat capacity. The observed behaviour resembled the Greek letter
Lambda and the transition temperature was, therefore, called the Lambda point (see
Figure 3.1). Above 2.171K, helium-4 is named helium I, whereas the superfluid phase
is usually referred to as helium II. As predicted by Lev Pitaevskii [129], helium-3 also
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Figure 3.1: Sketch of the specific heat capacity of helium-4 as a function of temperature.
At 2.171K, the specific heat changes drastically, marking the superfluid phase transition.
Above the Lambda point, helium-4 is usually referred to as helium I, whereas the superfluid
phase is called helium II.
undergoes a superfluid transition in the mK-regime. To reach such low temperatures,
the cooling techniques available in the first half of the twentieth century were not
sufficient and new methods had to be developed. In 1971, more than thirty years after
the discovery of helium II, Douglas Osheroff, Robert Coleman Richardson and David
Lee detected two superfluid phases of helium-3 [130, 131].
The discovery of superfluid helium-4 stimulated the development of many new
experiments and resulted in a lot of theoretical work analysing the new phase. The first
model that was able to explain several observed phenomena was developed by Lázló
Tisza in 1938 [132]. Experiments measuring the viscous drag on a body moving in
the superfluid had shown non-viscous behaviour [133], while rotation viscometers had
revealed viscous characteristics [134]. Tisza solved this seemingly inconsistent nature
by introducing a two-fluid interpretation. He assumed that helium II is a mixture of
two physically inseparable fluids, one exhibiting frictionless flow and the other having
an ordinary viscosity (see Subsection 3.2.2). This phenomenological approach provided,
for example, an interpretation for the fountain effect first observed by Allen Jones in
1938 [135] and predicted the existence of second sound, which describes heat transfer in
a wave-like process [136]. For more information on theoretical predictions for helium II
and their experimental verifications see An Introduction to the Theory of Superfluidity
by Isaac Khalatnikov [137].
The two-fluid model was further improved by Lev Landau in the 1940s [138]. He
put the phenomenological idea on more solid grounds by providing a semi-microphysical
explanation that earned him the Nobel Prize in Physics in 1962. He proposed that a
fluid at absolute zero would be in a perfect, frictionless state. Increasing the temperature
would then result in the local excitation of phonons, quantised collisionless sound waves,
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and quasi-particles of higher momentum and energy that Landau called rotons. These
excitations should behave like an ordinary gas, responsible for the transport of heat,
and form the viscous fluid component, hence, providing a basis for the two-fluid model
of superfluidity. His ideas also led Landau to suggest the classic experiment, performed
by Elepter Andronikashvili in 1946, that measured the superfluid fraction of rotating
helium II as a function of temperature. It was shown that below 1K almost the entire
sample is in a superfluid state [139].
Whereas Landau had thought that vorticity entered helium II in sheet-like struc-
tures, Lars Onsager and, later independently, Richard Feynman showed that vorticity
enters rotating superfluids in the form of quantised vortex lines [140, 141]. Their ideas
are summarised in the Onsager-Feynman quantisation conditions that will play an im-
portant role in the derivation of multi-fluid hydrodynamics presented in Chapter 4. The
problem of rotating superfluid helium discussed by Onsager and Feynman is equiva-
lent to that of type-II superconductivity in a strong magnetic field considered by Alexei
Abrikosov two years later [123]. The first measurement of quantised vortices in rotating
helium II was performed by Henry Hall and William Vinen in 1956 [142].
As implied in Landau’s interpretation of the two-fluid model, at absolute zero
helium II is completely superfluid and carries no entropy, marking the ground state
of the system. Fritz London was the first one to suggest that bosonic helium-4 atoms
could become superfluid by Bose-Einstein condensation [143]. This concept had been
introduced by Satyendra Bose and Albert Einstein in 1924 and 1925 [144]. Governed
by Bose-Einstein statistics, identical particles with integer spin such as photons or
helium-4 atoms are allowed to share the same quantum state with each other. At very
low temperatures, they tend to occupy the lowest accessible quantum state, resulting in
a new phase that is referred to as a Bose-Einstein condensate (BEC). In the case of su-
perfluid helium II, the Lambda point would then reflect the onset of this condensation.
The original idea of Bose and Einstein was improved by Eugene Gross [145] and Lev
Pitaevskii [146] by including interactions of the ground-state bosons. Their work led to
the Gross-Pitaevskii equation that determines the wave function of the condensate and
is similar in form to one of the Ginzburg-Landau equations. London’s original propo-
sition gained significant support in 1995, when Carl Wieman and Eric Cornell created
the first atomic Bose-Einstein condensate by cooling a dilute gas of Rubidium-87 atoms
to 170 nK [147]. Together with Wolfgang Ketterle, whose group created a BEC only a
few months later [148], Cornell and Wieman won the Nobel Prize in Physics in 2001.
In 1999, the first superfluid transition and the formation of vortices was observed in a
Rubidium-87 boson gas [149, 150], opening the possibility to study vortex dynamics in
such systems (see also Chapter 8).
For helium-3 however, the story is somewhat different, as it is a fermionic particle
which is subject to the Pauli exclusion principle. Pairing into Cooper pairs is required
before any condensation can take place; a mechanism that is similar to the electron
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Figure 3.2: Vortex array in a strongly interacting fermionic condensate at two different
magnetic field strengths; 792G (left) and 833G (right). Each image has a field of view of
880µm× 880µm. The figure is adapted from Zwierlein et al. [151] (p. 1048).
pairing in the BCS theory. This explains why fermionic condensates generally appear
at lower temperatures than bosonic ones. In contrast to ordinary superconductivity,
the Cooper pairs in helium-3 form in states of non-zero angular momentum, so-called
p-wave pairing opposed to s-wave pairing in zero angular momentum states. This gives
the helium-3 superfluid an intrinsic anisotropy and results in the formation of three
different superfluid phases, which are stable under specific external conditions (see also
Section 8.1). The first Fermi gas analogue of rotating superfluid helium-3 was observed
in 2005 by Zwierlein and collaborators [151]. A snapshot of two regular vortex arrays
formed at different external magnetic field strengths in a strongly interacting fermionic
condensate is shown in Figure 3.2.
3.2 Modelling Superfluid Flow
Much of the discussion of superfluid dynamics is based on Landau’s original explanation
of the behaviour of superfluid helium [138]. In his seminal work, Landau assumed that in
order to spontaneously excite sound-waves such as phonons or rotons, helium-4 required
a flow velocity above a critical value. Landau then showed that these quasi-particles
could move separately from the ground-state particles, which motivated him to combine
the excitations to form the normal, viscous fluid. Its density vanishes at T = 0 and
increases with temperature, ultimately leading to the destruction of superfluidity; at the
Lambda point, the normal fluid density equals the total density and helium is no longer
superfluid. In deriving the two-fluid equations for superfluid helium, the first step is to
consider a quantum mechanical condensate at absolute zero with no viscous counterpart
present. Thereafter, its description is extended to account for the second component
and other effects such as vortex formation, mutual friction and turbulence. Finally, the
close connection between superfluid helium and ultra-cold gases is discussed.
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3.2.1 Wave function and potential flow
In order to understand the behaviour of the inviscid ground-state component, one can
draw on the well-known formalism of quantum mechanics. The condensate at T = 0 is
completely characterised by a single macroscopic wave function. Instead of represent-
ing a specific particle, this wave function is a coherent superposition of all individual
superfluid states. The most general case is time- and space-dependent with
Ψ(r, t) = Ψ0(r, t) exp [iϕ(r, t)] , (3.1)
where Ψ0(r, t) and ϕ(r, t) denote the real amplitude and phase, respectively, and bold
symbols represent three dimensional vectors. The complex wave function, Ψ(r, t), is the
solution to a Schrödinger equation of the form,
i~
∂Ψ(r, t)
∂t
+
~2
2mc
∇2Ψ(r, t)− µΨ(r, t) = 0, (3.2)
with the reduced Planck constant ~, the fluid’s chemical potential µ and the mass mc
of one bosonic particle that has condensed into the quantum state. For helium II, mc
represents the mass of a helium atom, while it equals the mass of a Cooper pair in the
case of a fermionic condensate. The absolute value of the wave function is defined by
|Ψ|2 ≡ ΨΨ∗, with (∗) denoting the complex conjugate. While for a single particle wave
function, |Ψ|2 denotes the probability of finding this particle at a point r at time t,
the amplitude of the condensate wave function is related to the number density of the
bosons constituting the quantum state, i.e. |Ψ(r, t)|2 = |Ψ0(r, t)|2 = nc(r, t). Integra-
ting over the volume of the entire condensate, one can thus obtain the total number of
indistinguishable particles present in the superfluid ground state at a specific time t.
A connection between the quantum mechanical description and a hydrodynamical
formalism can be derived by substituting the definition of the wave function (3.1) into
the Schrödinger equation (3.2) and separating the resulting equation into its real and
imaginary parts. This Madelung transformation [152] results in two coupled equations
of motion for the amplitude, Ψ0, and phase, ϕ,
~
∂ϕ
∂t
+
~2
2mc
(∇ϕ)2 + µ− ~
2
2mcΨ0
∇2Ψ0 = 0, (3.3)
∂Ψ0
∂t
+
~
2mc
(
2∇Ψ0 · ∇ϕ+ Ψ0∇2ϕ
)
= 0. (3.4)
Multiplying the second equation with Ψ0 and using the chain rule, we arrive at
∂|Ψ0|2
∂t
+
~
mc
∇ · (|Ψ0|2∇ϕ) = 0. (3.5)
This is equivalent to the continuity equation of fluid mechanics, i.e.
30 Chapter 3. Macroscopic Quantum States
∂ρS
∂t
+∇ · jS = 0, (3.6)
if one substitutes the superfluid mass density, ρS ≡ mcnc, and takes advantage of the
standard definition of the quantum mechanical momentum density,
jS =
i~
2
[Ψ∇Ψ∗ −Ψ∗∇Ψ] = ~|Ψ0|2∇ϕ, (3.7)
where Equation (3.1) has been used to obtain the last equality. We can further identify
the momentum density with the product of the superfluid mass density and a superfluid
velocity, i.e. jS ≡ ρSvS [137], which allows one to define the latter in the following way:
vS ≡ ~
mc
∇ϕ. (3.8)
It is important to note that this superfluid velocity is generally not a direct observable
in laboratory experiments and not necessarily a real kinematic quantity. Describing the
interior of neutron stars, we will therefore choose the conceptually different, yet mathe-
matically equivalent, variational approach developed by Carter, Prix and collaborators
[153, 154, 155]. This formalism introduced in Chapter 4 clearly distinguishes between
fluid momenta and velocities allowing a better understanding of the physics of a strongly
coupled multi-fluid system. For the remainder of this chapter, however, the classical
approach identifying superfluid velocities with momenta is employed.
Taking the curl of Equation (3.8), one finds
∇× vS = 0. (3.9)
Hence, the condensate is characterised by irrotational, potential flow with the phase of
the wave function playing the role of a scalar velocity potential. As we will see later on,
this fundamental property is responsible for the formation of quantised vortex lines in
a rotating superfluid sample.
Furthermore, by taking the gradient of Equation (3.3), substituting the superfluid
velocity, vS, and number density, nc, and accounting for the irrotationality, we have
DvS
Dt
≡ ∂vS
∂t
+ (vS · ∇) vS = −∇µ˜+∇
(
~2
2m2c
√
nc
∇2√nc
)
' −∇µ˜, (3.10)
where D/Dt denotes the material derivative and µ˜ ≡ µ/mc the specific chemical poten-
tial. This equation of motion for the quantum condensate at T = 0 resembles the Euler
equation of an ideal fluid; the only difference being the second term on the right-hand
side. This contribution reflects the quantum nature of the system and is often referred
to as the quantum pressure term. As it captures forces that depend on the curvature of
the amplitude of the wave function, the term is negligible if the spatial variations of Ψ0
occur on large scales, specifically those larger than the coherence length, ξ [115, 156].
One is then left with the standard momentum equation for a perfect fluid.
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3.2.2 Two-fluid equations
For temperatures above zero, the condensate coexists with excitations constituting the
viscous component. Following Landau’s model, it is convenient to continue labelling
the hydrodynamical properties of the superfluid component with ‘S’, while the index
‘N’ refers to the normal part. Any quantities without labels describe parameters of the
entire fluid. Assigning a local velocity and density to each of the constituents of the
two-fluid system, the total mass density and mass current density are given by
ρ = ρN + ρS, (3.11)
j = ρNvN + ρSvS. (3.12)
Using these two relations, the simplest form of the hydrodynamical equations is derived
from conservation laws and the main assumption that the fluid velocities are sufficiently
small. This ensures that the dissipation introduced by the viscosity, η, of the normal
fluid and the formation of vortices in the superfluid counterpart are negligible. Implicitly
excluding turbulence makes it possible to treat the fluids individually and to neglect
any coupling between them. Then, first of all, the total mass of the sample is conserved,
leading to the following continuity equation,
∂ρ
∂t
+∇ · j = 0. (3.13)
Additionally assuming that dissipation mechanisms are weak, every process in the two-
fluid system is reversible. This implies that the entropy per unit mass, s, is conserved
and results in a second continuity equation. Since entropy and heat are transported by
the normal fluid, one finds
∂(ρs)
∂t
+∇ · (ρsvN) = 0, (3.14)
where ρs is the entropy density and ρsvN represents the entropy current density.
For incompressible fluid flow, ∇·vS = ∇·vN = 0, the conservation of momentum
in the entire system provides a two-fluid Navier-Stokes equation. It can be separated
into momentum conservation equations for each individual component by taking ad-
vantage of the Euler equation (3.10). If changes in the pressure, p, and the temperature,
T , are responsible for variations in the superfluid chemical potential (therefore inducing
motion in the fluid), one is left with the following expressions,
ρS
DvS
Dt
+
ρS
ρ
∇p− ρSs∇T = 0, (3.15)
ρN
DvN
Dt
+
ρN
ρ
∇p+ ρSs∇T − η∇2vN = 0. (3.16)
The former is an Euler equation describing the atoms condensed into the ground state.
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At low temperatures, due to the existence of discrete quantum levels, particles cannot
exchange energy with the environment and are responsible for the inviscid, frictionless
behaviour of the fluid. For ρ = ρS at absolute zero, Equation (3.15) reduces to Equation
(3.10). Finally, Equation (3.16) is the equation of motion for the normal component,
which is composed of all elementary excitations and has properties similar to that of a
classical Navier-Stokes fluid with viscosity η.
Before discussing a rotating condensate, where the dynamics are more compli-
cated since the velocities are no longer small, it is important to clarify that the two-fluid
model is a mathematical simplification. In reality, the two components are physically
inseparable and atoms cannot be designated as belonging to either one of them.
3.2.3 Characteristics of a rotating superfluid
Considering a normal fluid inside a rotating vessel, the fluid motion is characterised by
rigid-body behaviour, where the velocity, v, in the inertial frame is given by
v = Ω× r. (3.17)
Here, Ω denotes the container’s angular velocity vector and r the position vector. As
a consequence of shearing, vorticity is created when the fluid is flowing past container
walls. The vorticity is defined by
ω ≡ ∇× v = 2Ω, (3.18)
where the second identity is satisfied in the case of rigid-body rotation. Taking the curl
of the Navier-Stokes equation and neglecting external forces, it is thus possible to show
that vorticity transport is described by a diffusion-type equation.
Although the concept of vorticity had been familiar from viscous hydrodynamics,
condensed matter physicists were initially unsure whether it would be possible to spin
up the frictionless component inside a superfluid or not; the main problem being the
property of potential flow as given in Equation (3.9). For a smooth, irrotational velocity
field, vS, the circulation around an arbitrary contour L vanishes, i.e.
Γ =
∮
L
vS · dl =
∫
A
(∇× vS) · dS = 0, (3.19)
because Stokes’ theorem can be used to rewrite the expression as an integral over the
surface A enclosed by the contour L. This makes it impossible for an inviscid superfluid
to develop circulation in a classical manner. The state, where no superfluid rotation is
present, is generally referred to as the Landau state [157].
However contrary to this discussion, several experiments in the 1960s showed that
both components in rotating helium II move at the same angular velocity, implying that
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Figure 3.3: Illustration of a rotating superfluid. In contrast to a viscous fluid, a superfluid
has to form vortices given in yellow that are aligned with the axis of rotation and form
a triangular lattice. Each vortex carries a quantum of circulation that add up to mimic
solid-body rotation on macroscopic lengthscales.
the superfluid component also exhibits rigid-body rotation (see for example Osborne
[158]). The contradiction between theory and observations is resolved by recollecting
that the quantum mechanical wave function, Ψ, is invariant under changes in the phase,
ϕ, that are multiples of 2pi. Taking this and Equation (3.8) into account, the circulation
is given by
Γ =
∮
L
vS · dl = ~
mc
∮
L
∇ϕ · dl = h
mc
n ≡ κn, n ∈ Z. (3.20)
The discrete set of phase values introduces a quantisation to the problem and results in
the formation of vortices, singular points at which the circulation is non-zero. h = 2pi~
denotes the Planck constant and the quantity κ is defined as the quantum of circulation
carried by a single vortex. Each individual one has a rotational velocity profile that is
inversely proportional to the distance, r, from its center and additionally a core that is
normal and not superfluid. Using cylindrical coordinates {r, θ, z}, one obtains for the
superfluid velocity
vS(r) =
Γ
2pir
θˆ, (3.21)
where θˆ is the unit vector in θ-direction. The idea of quantisation goes back to the work
of Onsager [140] and Feynman [141]. The latter was the first one to suggest that vortices
could form a regular array, in which the circulation of all vortices mimics the rotation
on macroscopic lengthscales as illustrated in Figure 3.3. Hence, via the formation of
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vortices, the superfluid minimises its energy and appears to be moving as a rigid body
on macroscopic scales, having a classical moment of inertia. In this picture, any change
in angular momentum implies the creation (spin-up) and the destruction (spin-down) of
vortices. Thus, the vortex area density, Nv, is directly proportional to the total circula-
tion within a unit area, which corresponds to the definition of an averaged vorticity,
ω ≡ Nvκ, (3.22)
where κ ≡ κ κˆ with the unit vector κˆ pointing along the direction of the vortices. In the
case of straight lines, this direction coincides with the rotation axis of the cylindrical
container, Ωˆ = κˆ. With Equations (3.18) and (3.22), the vortex line density equates to
Nv = 2Ω
κ
. (3.23)
For example, a helium II sample rotating at 1 rad s−1 contains an average vortex density
of Nv ≈ 104 cm−2. The exact shape of the vortex array that minimises the energy of the
condensate was first calculated by Abrikosov [123] (see Subsection 3.3.4). He considered
the case of a strong type-II superconductor, a problem equivalent to that of a rotating
superfluid, and found that the vortices would form a triangular lattice. Using Equation
(3.23), one can determine an average distance, dv, between individual vortices,
dv ' N−1/2v =
(
~pi
Ωmc
)1/2
. (3.24)
For the rotating helium II sample discussed above, one obtains an intervortex spacing
of dv ≈ 0.1mm. The quantisation of circulation in the form of vortices will also serve
as the basis for the description of the multi-fluid system in the interior of the neutron
star introduced in Chapter 4.
3.2.4 Mutual friction and HVBK equations
The derivation of the two fluid equations presented in Subsection 3.2.2 relied on the fact
that the respective velocities, vN and vS, are small and dissipation can be neglected. If
this is however no longer satisfied, additional terms have to be included into the equa-
tions of motion. This is especially necessary if the relative velocity of the individual
fluids, wNS ≡ vN−vS, is large or the superfluid is rotating and vortices are present, as ad-
ditional forces couple the two components. Based on the improved understanding of the
underlying physical processes, several extensions to the original two-fluid model have
been suggested. Specifically the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) equations
[142, 159], which are based on the use of an averaged vorticity, provide a more complete
model of superfluid hydrodynamics.
Large velocity differences, wNS, modify the chemical potential of the frictionless
fluid and, therefore, alter the momentum equations. Incorporating these changes into
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the Equations (3.15) and (3.16) gives two coupled partial differential equations,
ρS
DvS
Dt
+
ρS
ρ
∇p− ρSs∇T − ρSρN
2ρ
∇w2NS = 0, (3.25)
ρN
DvN
Dt
+
ρN
ρ
∇p+ ρSs∇T + ρSρN
2ρ
∇w2NS − η∇2vN = 0. (3.26)
These relations can be further improved to capture the dynamics of a rotating super-
fluid. The presence of vortices has an effect on the hydrodynamical equations, because
they interact with the normal fluid component and cause dissipation. This coupling
mechanism is generally referred to as mutual friction. It is, for example, responsible for
spinning up the superfluid as it communicates the changes in the normal component
(coupled viscously to the rotating container) to the frictionless counterpart. Major ad-
vances in understanding the mutual friction force in helium II are based on research
performed by Hall and Vinen in the 1960s. They realised that the main mechanism for
the dissipative interaction is the collision of rotons with the normal cores of the vortex
lines. For a helium II sample rotating at constant angular velocity, Ω = Ω Ωˆ, Hall and
Vinen suggested the following form of the mutual friction force [142]
Fmf = BHe ρSρN
ρ
Ωˆ× [Ω× (vS − vN)] + B′He
ρSρN
ρ
Ω× (vS − vN) . (3.27)
The two parameters BHe and B′He reflect the strength of the mutual friction coupling
and can be experimentally determined (see Subsection 8.1.3 for details). Additionally,
the fluid velocities vN and vS are no longer mesoscopic quantities but instead obtained
by averaging over regions that contain a large number of vortices. Therefore, this form
of the mutual friction between individual vortices and the viscous fluid implicitly relies
on an averaging procedure. This way, the discrete behaviour of the vorticity is smoothed
out and the dynamics on small lengthscales are neglected. This process is often called
coarse-graining. So when taking account of the presence of vortices, other quantities in
the hydrodynamical equations also have to be replaced with their averaged equivalents.
In addition to roton collisions, there is another force acting on the helium vortices
that is particularly important for the study of highly dissipative or turbulent behaviour
in superfluids. The original mutual friction force given in Equation (3.27) assumes that
vortices are straight, forming a regular array. This condition however is not necessarily
satisfied, as vortices could be bent or even form tangled structures [160], making it im-
portant to include the vortex tension, T. Postulated as an explanation for experimental
results in superfluid helium-4, the mutual friction in the case of curved vortices, which
are sufficiently far apart so that no reconnections can take place, has the form [161]
Fmf = −BHe ρSρN
2ρ
ωˆ ×
(
ω ×wNS + T
ρS
)
− B′He
ρSρN
2ρ
(
ω ×wNS + T
ρS
)
, (3.28)
where Equation (3.18) is used to substitute the averaged vorticity ω ≡ ω ωˆ with ωˆ = Ωˆ.
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Due to its large self-energy, comparable to the tension of a guitar string, a vortex resists
bending, which generates a restoring force that attempts to bring the vortex back into
its equilibrium position. Although this process is non-dissipative, it is possible to assign
an effective viscosity, νS, to the superfluid. It depends on the curvature of the vortices
and is given by [113]
νS =
κ
4pi
ln
(
dv
a
)
, (3.29)
where dv denotes the intervortex spacing and a the vortex core radius, which is typically
of the order of the coherence length, ξ. The tension force is then determined by
T = −ρSνSω × (∇× ωˆ) = ρSνS (ω · ∇) ωˆ. (3.30)
Combining the momentum conservation equations (3.25) and (3.26), the extended ver-
sion of the mutual friction (3.28) and the tension force (3.30), one finally arrives at the
HVBK equations describing the hydrodynamics of a rotating two-component superfluid
in the presence of averaged vorticity [142, 159, 161],
ρS
DvS
Dt
+
ρS
ρ
∇p− ρSs∇T − ρSρN
2ρ
∇ (vN − vS)2 = T + Fmf , (3.31)
ρN
DvN
Dt
+
ρN
ρ
∇p+ ρSs∇T + ρSρN
2ρ
∇ (vN − vS)2 − η∇2vN = −Fmf . (3.32)
In Chapter 4, it will be shown how to rigorously derive similar phenomenological expres-
sions for a neutron star by using a multi-fluid perspective that accounts for the presence
of vortices and fluxtubes. The mutual friction mechanisms in the stars’ interior will be
further addressed in Chapters 5 and 6.
3.2.5 Vortex dynamics and turbulence
While the hydrodynamical model provides information about the averaged dynamics of
superfluids on macroscopic scales, several phenomena cannot easily be studied within
this framework. Specifically when vortices are no longer straight and very close to each
other, the standard averaging procedure introduced in Subsection 3.2.3 can no longer be
performed, because vortices start to interact and reconnect, which leads to a turbulent
state. The analysis of this new regime of fluid dynamics has significantly advanced in
recent decades due to increasing computational resources. In the following, the mathe-
matical foundation for the study of superfluid turbulence is briefly reviewed, whereas a
more detailed discussion (including experimental aspects) is presented in Chapter 8.
The modern models of the chaotic flow in superfluids are based on the concept of
following individual vortices on mesoscopic scales. In these filament approaches, which
were pioneered by Schwarz [162], the vortices are reduced to infinitesimally thin three-
dimensional curves s(ξ, t) (parametrised by the length ξ along the line and the time t)
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of circulation κ. A description of the corresponding dynamics is then obtained by first
assuming that the vortices are only slightly bent and no reconnections take place. Due
to this curvature, the mesoscopic velocity field generated at a specific point on a line
also influences the rest of the vortex. Hence, each point on a vortex moves according to
the total superfluid velocity induced at this point plus any additionally forces present.
More precisely, the induced velocity of the superfluid component is given by [163]
vS(r, t) =
κ
4pi
∫
L
(s− r)× ds
|s− r|3 , (3.33)
with the integral being evaluated over the full vortex length L. Note that this is of the
same form as the Biot-Savart law known from standard electromagnetism which is used
to calculate the magnetic field induced by a steady current. Equation (3.33) is further
singular at any point s on the vortex line and only well-defined outside the vortex. This
can be avoided by introducing a cut-off to regularise the integral. Ignoring the detailed
core structure, a suitable choice would be to cut off the integral at the distance a ' ξ.
The self-induced contribution to the superfluid flow, caused by the vortex curvature, is
also responsible for the modification of the mutual friction as given in Equation (3.28).
By introducing an additional cut-off at large distances from the vortex (a reasonable
estimate is the intervortex spacing dv), Equation (3.33) can be evaluated and directly
related to the tension, T, that enters the vortex-averaged force, Fmf .
On mesoscopic scales, the motion of a single vortex filament is obtained by balanc-
ing the individual forces acting on it. While a more detailed discussion of the respective
forces is postponed to Subsections 4.3.3 and 8.1.3, the balance of the Magnus force and
a dissipative drag leads to the following equation for the mesoscopic vortex velocity uv,
uv = vS + αHe sˆ
′ × (vN − vS)− α′He sˆ′ ×
[
sˆ′ × (vN − vS)
]
, (3.34)
where vS is given by Equation (3.33) and the prime denotes a partial derivative with
respect to the arc length ξ, implying that sˆ′ is the unit tangent of the vortex line. More-
over, αHe and α′He form a second set of mutual friction coefficients, whose connection to
the parameters BHe and B′He will also be addressed in Subsection 8.1.3. While Equation
(3.34) allows an analysis of the dynamics of curved vortices, the filament model does not
automatically account for vortex interactions and reconnections, which eventually drive
the superfluid towards a turbulent state. This non-equilibrium behaviour can however
be incorporated by introducing an additional algorithmic procedure that ensures the
immediate separation and subsequent reconnection of vortex lines if they get to close to
each other or the surface of the sample. More details of this reconnecting vortex-filament
model, which has been successfully applied to capture various features of quantum tur-
bulence (see Hänninen and Baggaley [163] for a review), can be found in Schwarz [162].
The mesoscopic approach is for example providing new insight into the so-called
counterflow behaviour. The first studies of quantum turbulence focused on this chaotic
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flow regime and were pioneered by Vinen in the 1950s [164, 165, 166, 167]. By applying a
thermal gradient to non-rotating superfluid helium (only affecting the viscous fluid and
hence causing a velocity difference between the normal and the superfluid component),
Vinen showed that the energy was dissipated as a result of the interactions between a
turbulent vortex tangle and the excitations. In such a turbulent state the mutual friction
force (3.28) is no longer suitable to describe the dissipation and an alternative expression
needs to be used. The main challenge remains the calculation of an appropriate average
as one cannot simply count the vortices per unit area in the tangle. To circumvent this
problem, Vinen used a phenomenological approach to determine the form of the mutual
friction. More precisely, he postulated that for the case of isotropic turbulence, where
vortices do not exhibit a preferred direction, the force per unit volume is [166]
Fmf =
2
3
LρSκαHe (vS − vN) . (3.35)
Here, L is the total length of vortices per unit volume. In order to obtain an estimate
for this quantity, one can balance the effects that increase and suppress turbulence and,
therefore, alter the parameter L. Whereas its growth can be attributed to the Magnus
effect, the decay of quantum turbulence on large scales satisfies the same Kolmogorov
scaling [168] as observed in classical fluids [169]. If both mechanisms are in equilibrium,
the following steady-state solution for L is found [166],
L =
(
2pi
κ
)2(χ1
χ2
)2
α2He (vS − vN)2 , (3.36)
where χ1 and χ2 are dimensionless parameters of order unity. For an isotropic vortex
tangle, the mutual friction force is thus proportional to the cube of the relative velocity
as had previously been suggested by Gorter and Mellik [170]. Note that by averaging the
filament model of Schwarz [162] over all vortex segments inside a sample, a qualitatively
similar result can be obtained for the macroscopic mutual friction force [171].
The mesoscopic framework can further help to improve our understanding of the
stability of superfluid vortices [172]. Whereas Vinen’s early experiments were performed
with non-rotating helium, subsequent studies also examined the counterflow behaviour
in rotating samples which similarly exhibited turbulent characteristics [173]. It has been
suggested by Glaberson et al. [174] that this could be the result of a hydrodynamical
vortex array instability. As soon as the counterflow, applied along the vortex tangent,
exceeds a critical velocity, the vortex lines become unstable towards the excitation of
Kelvin waves. These helical displacements are named after their discoverer Lord Kelvin
[175] and will play an important role at several instances in the remainder of this thesis.
Using a simple plane-wave analysis, the dispersion relation associated with the excita-
tion of a Kelvin mode of wave number k reads as [174] (see also Sidery et al. [176])
ω(k) = 2Ω + νSk
2, (3.37)
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where Ω denotes the macroscopic angular velocity and νS the effective superfluid viscos-
ity defined in Equation (3.29). Equation (3.37) displays the typical critical behaviour,
which can be quantified by minimising ω(k)/k. This leads to the critical wave number,
kc ≡
√
2Ω/νS, at which the vortex line instability (often named the Donnelly-Glaberson
instability) is triggered. The corresponding critical counterflow velocity is then given
wNS,c =
ω(kc)
kc
= 2
√
2Ων. (3.38)
By exceeding this value, an initially regular vortex array can hence be destabilised and
transformed into a turbulent tangle of vortices, which drastically changes the rotational
dynamics. We will return to the problem of superfluid turbulence in Chapter 8, where
the characteristics of laboratory systems and neutron stars are compared in more detail.
3.2.6 Ultra-cold gases
The close analogy between superfluid helium and a bosonic gas at low temperatures is
illustrated by the presence of a quantum mechanical condensate that exhibits macro-
scopic properties. Since all particles in the BEC occupy the same minimum energy state,
a mean-field description can be employed to obtain the macroscopic wave function as
the symmetrised product of the single-particle wave functions. This does, however, not
account for the interactions between individual bosons. In the limit T → 0, the scatter-
ing length in a BEC is typically of the order of a few nm, whereas the particle separation
is about 100 nm [156], implying that ultra-cold gases are dilute and two-body scatter-
ing is the dominant interaction mechanism. While such processes are strong, they only
play a role when two atoms come very close to each other. This can be easily captured
by including an effective interaction (an additional source term proportional to |Ψ|2Ψ)
into Equation (3.2). The resulting non-linear Schrödinger equation, referred to as the
time-dependent Gross-Pitaevskii (GP) equation [145, 146], usually applied to model the
properties of a Bose-Einstein condensate in the low temperature limit, then reads as
i~
∂Ψ(r, t)
∂t
+
~2
2mc
∇2Ψ(r, t) + V (r)Ψ(r, t) + U0|Ψ(r, t)|2Ψ(r, t) = 0. (3.39)
As before, Ψ(r, t) denotes the complex macroscopic wave function and mc the bosonic
mass. Furthermore, V (r, t) represents the external potential confining the BEC and the
effective interaction parameter, U0, is related to the scattering length, a, via
U0 =
4pi~2a
mc
. (3.40)
The time-independent version of Equation (3.39) is of similar form as the first Ginzburg-
Landau equation, which will be given in Subsection 3.3.4.
The time-dependent GP equation is particularly useful for studying the dynamics
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of a BEC, the reason being the close connection between the quantum mechanical and
the hydrodynamical picture. As illustrated for helium II, the Madelung transformation
can be applied to express the non-linear Schroedinger equation in terms of the two new
degrees of freedom, i.e. the amplitude Ψ0 and phase ϕ of the wave function. By substi-
tuting the condensate density, nc, and the gradient of the phase, which is proportional
to the condensate velocity, vS, as defined in Equation (3.8), the behaviour of the wave
function can be mapped to the equations of motion for a fluid. Because the non-linear
interaction term in Equation (3.39) is real and does not contribute to the imaginary
part, the Madelung transformation results in the same continuity equation as the linear
Schrödinger equation (see Equation (3.6)). On the other hand, the second equation of
motion has to be adjusted by replacing the chemical potential µ→ V (r) +U0|Ψ(r, t)|2.
This leads to the following momentum equation
DvS
Dt
+
1
mc
∇
(
V + U0nc − ~
2
2mc
√
nc
∇2√nc
)
= 0. (3.41)
The quantum pressure term is again negligible if the typical lengthscale for variations
of the macroscopic wave function is much larger than the coherence length, ξ [156], so
that one is left with
DvS
Dt
+
1
mc
∇ (V + U0nc) = 0. (3.42)
This is equivalent to the Euler equation of hydrodynamics in the presence of an external
potential and a modified chemical potential. In the context of neutron star modelling,
the former could be identified with the gravitational potential, while the quantity U0nc
has taken the place of the chemical potential. As this term originates from the addition
of an effective interaction in the Schrödinger equation, we see that two-body scattering
processes in the BEC produce a pressure-like term in the momentum equation similar
to what one would expected from normal fluid dynamics. Note that for a boson gas of
uniform density, U0nc is indeed equal to the chemical potential [156]. This analogy will
again form the basis of the discussion in Section 8.2.
3.3 Modelling Superconductors
Following Onnes’ discovery [116], the first three decades were dominated by experimen-
tal studies aimed at determining the basic properties of the superconducting phase. In
addition to the disappearance of the electrical resistivity below a critical temperature,
the complete expulsion of magnetic flux in the presence of an external field was found
to be the main characteristic of a superconducting sample. The Meissner effect, the the-
oretical work of the London brothers and a quantum mechanical description that forms
the justification for their phenomenological approach are presented in the following sub-
sections. This will be succeeded by a discussion of the differences between type-I and
type-II superconductors and the quantisation of magnetic flux. Finally, the section on
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superconductivity will conclude with an introduction to the Ginzburg-Landau theory.
It provides the possibility to calculate the critical quantities of the phase transitions in
a superconductor and lays the foundation for several analyses of a neutron star’s fluid
interior. Gaussian units will be employed throughout the remainder of this thesis.
3.3.1 Meissner effect and London equations
In order to determine the behaviour of matter condensing into a superconducting state
below a critical temperature, Tc, one can study its response to external magnetic fields.
The simplest reaction would be the generation of surface currents that flow in a small
sheet of order λ (see below) provoking the expulsion of the interior magnetic field. For
the purpose of a theoretical description, a distinction between an external current den-
sity, jext, that generates a macroscopic, averaged field, H, and so-called magnetisation
currents affecting only the mesoscopic magnetic induction, B¯, is beneficial. The elec-
tronic supercurrent density, jS, present inside a superconductor is of mesoscopic origin
and therefore attributed to the second class. Hence, the exterior field, H, is unaffected
by the presence of the superconductor. Moreover, a macroscopic average of the mag-
netic induction is defined by B. For a superconducting sample, this quantity could vary
smoothly over macroscopic lengthscales, while in the case of vacuum or a normal metal,
where no magnetisation currents are present, one finds H = B¯ = B.
Based on experimental observations, Fritz and Heinz London suggested that the
mesoscopic electric field, E¯, and the mesoscopic magnetic induction, B¯, inside a super-
conductor are governed by the following two equations [118],
E¯ =
mc
ncq2
∂jS
∂t
, B¯ = −mcc
ncq2
∇× jS, (3.43)
where mc and q are the mass and charge, respectively, and nc is the number density of
the charged particles responsible for the superconducting behaviour. The first London
equation captures the perfect conductivity feature, whereas the second one describes
the Meissner effect. This can be seen by combining the second Equation of (3.43) with
Ampère’s law, which locally reads as
∇× B¯ = 4pi
c
jS. (3.44)
In this relation displacement currents have been neglected. This is possible because in
an equilibrium or steady-state superconductor, the supercurrent density is no longer
time-dependent [113]. Hence, the electric field vanishes in those cases (see first Equation
(3.43)), allowing one to neglect the displacement current that is proportional to ∂E¯/∂t.
Moreover, no magnetic monopoles are present and, therefore, the Maxwell equation
∇ · B¯ = 0 (3.45)
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is satisfied. One then arrives at an equation for the mesoscopic magnetic induction,
λ2∇2 B¯ = B¯, (3.46)
where we define the penetration depth as
λ ≡
(
mcc
2
4pincq2
)1/2
. (3.47)
Considering a flat boundary between a superconducting surface and free space that lies
in the z-direction and a constant external field, H = B = B0zˆ, applied parallel to the
boundary, the solution for the magnetic field inside the superconductor is
B¯(x) = B0 exp(−x/λ) zˆ. (3.48)
The x-direction is perpendicular to the boundary and Equation (3.48), thus, implies
that the magnetic field decays exponentially inside the superconductor. The London
penetration depth, λ, describes how far the field reaches into the sample and determines
the thickness of the surface sheet in which the superconducting currents are generated.
The origin of the phenomenological London equation (3.46) is enlightened by
considering a quantum mechanical picture, in which the wave function represents the
superposition of all superconducting states in the condensate. As first pointed out by
Fritz London himself [119], this relies on the usage of a vector potential, A, defined by
B¯ ≡ ∇×A. (3.49)
With an approach similar to the one presented in Subsection 3.2.1 for a superfluid, a
quantum mechanical current density can be derived for the charged superconducting
condensate. Using the standard formula for minimal coupling, one replaces
∇ → ∇− iq
~c
A, (3.50)
in order to obtain
jS =
iq~
2mc
[
Ψ
(
∇+ iq
~c
A
)
Ψ∗ −Ψ∗
(
∇− iq
~c
A
)
Ψ
]
. (3.51)
In this picture, mc ≡ 2me and q ≡ −2e, where me denotes the mass of an electron and
e ≡ |e| the elementary charge. Substituting the macroscopic wave function, Ψ, given in
Equation (3.1) leads to an expression for the charge current density in a superconductor,
jS =
q~
mc
nc∇ϕ− q
2
mcc
nc A, (3.52)
where nc = |Ψ|2 represents the number density of electron Cooper pairs in the super-
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conductor. The first term in Equation (3.52) is equivalent to the result of the superfluid
case, while the second term reflects the charge property of the condensate. Defining the
supercurrent density as jS ≡ qncvS, one finds a relation for the velocity of the supercon-
ducting particles,
vS =
~
mc
∇ϕ− q
mcc
A. (3.53)
Moreover, the quantum mechanical wave function is invariant under specific changes in
the phase. As it can be set to zero in an appropriate gauge, it is possible to eliminate
the term proportional to ∇ϕ in Equation (3.52). Hence, the supercurrent density, jS,
is proportional to the vector potential, A,
jS = − q
2
mcc
nc A. (3.54)
Taking the curl of this relation and eliminating the current with the help of Ampère’s
law (3.44), one finds the following equation valid inside the superconductor,
λ2∇2 B¯ = B¯. (3.55)
This is exactly the phenomenological London result given in Equation (3.55), describing
the Meissner effect as the exponential decay of the mesoscopic magnetic induction, B¯.
3.3.2 London field in rotating superconductors
In contrast to a superfluid, a superconducting sample is able to rotate without quantis-
ing its circulation, i.e. forming vortices. The fluxtubes themselves are not related to the
macroscopic rotation, as these dynamics induce an additional characteristic magnetic
field inside the superconductor, whose axis is parallel to the rotation axis. This London
field, bL, is a fundamental property of the superconducting state and can be calculated
by combining the definition of the superconducting velocity (3.53) and the condition for
solid-body rotation given in Equation (3.17). For vanishing phase gradients, ∇ϕ = 0,
the energy of a rigidly rotating superconductor is minimised by a vector potential of
the form,
AL = −mcc
q
Ω× r, (3.56)
which according to Equation (3.54) is supported by surface currents. For a cylindrical
geometry and rotation about the z-axis, i.e. Ω = Ωzˆ, this potential corresponds to the
following magnetic field,
bL =
2mcc
q
Ω. (3.57)
As discussed in more detail in Section 4.2, the London field is also present in the neutron
star interior. Although small in magnitude, i.e. bL ≈ 0.1G (see Equation (4.53)), it has
important consequences for the electrodynamical properties of a rotating star.
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Figure 3.4: Magnetisation curves for a type-I (left) and type-II (right) superconductor
with the same thermodynamical critical field, Hc. The areas below the curves are equal in
both cases and given by the condensation energy, Econd.
3.3.3 Two types of superconductors and flux quantisation
The first experiments analysing superconductivity did not provide access to the mesos-
copic magnetic induction, B¯, because they measured the total magnetic flux present in a
sample. Hence, one rather obtained information about the spatially averaged magnetic
induction, B. This macroscopic induction is connected to the external field, H, and the
average magnetisation, M, via
B = H + 4piM. (3.58)
The magnetisation, M, is a function of H and its behaviour strongly dependent on the
properties of the medium. In vacuum or a normal conducting metal, i.e. in a supercon-
ductor above the transition temperature, Tc, the average induction and the external
field are equivalent, so the average magnetisation has to vanish. Measurements of M in
superconductors have revealed features that allow a separation into two distinct classes,
type-I and type-II media. Typical magnetisation curves are shown in Figure 3.4.
For type-I systems, the magnetisation increases linearly with the external field.
In this Meissner state, no magnetic flux is present in the interior of the superconductor,
i.e. B = 0, and the magnetisation generated by the supercurrents in the surface layer
balances the external field. As soon as H ≡ |H| reaches the critical value, Hc, the
magnetisation drops to zero. The superconducting quantum state is destroyed and the
material turns normal in a first-order phase transition. The critical magnetic field,Hc, is
thermodynamically related to the condensation energy, Econd. This is the temperature-
dependent difference in the free energy densities of the normal and the superconducting
state in the absence of external fields, fN0 and fS0, respectively. It is given by
Econd(T ) = fN0(T )− fS0(T ) = Hc(T )
2
8pi
. (3.59)
Depending on the geometry of a type-I superconductor, characterised by the so-called
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demagnetisation factor, it is possible to create an intermediate state for external fields
close to Hc. Considering, for example, a superconducting sphere, its averaged surface
field, B ≡ |B|, is not constant. It exceeds the applied field, H, in the equatorial plane
and is smaller than H close to the poles [114]. Therefore, certain regions could have
B > Hc, while others could not, creating a state where superconducting and normal re-
gions coexist. The size of the corresponding domains depends crucially on the surface
energy, δ, of the interfaces, which will be studied in the next subsection.
For a type-II superconductor, the Meissner state does not break down abruptly.
Instead, above a critical field, Hc1, it is energetically favourable for the medium to let
magnetic flux continuously enter in the form of fluxtubes. The quantity responsible for
this behaviour is again the surface energy. It also dictates that the resulting magnetic
structures are ordered in a triangular array. This was first investigated by Abrikosov
[123], whose work will be further discussed below. Inside the fluxtubes, the material
is in a normal state, which is screened from the superconducting region by additional,
circulating supercurrents. As discussed in Subsection 3.2.3 for the quantised circulation
of a rotating superfluid, the quantum mechanical wave function, Ψ, is invariant under
changes in the phase, ϕ, that are multiples of 2pi. Taking account of this invariance, one
can integrate Equation (3.53) for the superconducting velocity around a closed contour
L located inside the sample to obtain
c~
q
∮
L
∇ϕ = c
q
∮
L
(
mcvS +
q
c
A
)
· dl = ch
2e
n, n ∈ Z. (3.60)
In contrast to the superfluid vortex, the velocity profile of a superconducting fluxtube
does not have a 1/r-dependence but decays exponentially for large distances, r, from the
core, i.e. |vS| ∼ exp(−r/λ). Choosing a contour sufficiently far away from the centres
of individual fluxtubes, the integral over vS vanishes. Moreover, Stokes’ theorem can
be applied to rewrite the contour integral into a surface integral over the surface, A,
enclosed by L. By using the definition of the vector potential given in Equation (3.49), a
quantisation condition for the total magnetic flux, φ, inside a superconductor is found,
φ =
∮
L
A · dl =
∫
A
(∇×A) · dS =
∫
A
B¯ · dS = ch
2e
n ≡ φ0n, (3.61)
where φ0 is the magnetic flux quantum. The flux quanta of all individual fluxtubes
have to add up to the total flux inside the superconductor. Hence, one can define the
magnitude of the averaged magnetic induction inside a superconducting sample by
B ≡ Nftφ0, (3.62)
with the fluxtube surface density Nft. As in the case of helium II, where the vortex
density could be determined from the angular velocity of the solid-body equivalent, it
is possible to determine the number of fluxtubes per unit area in a superconductor for a
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specific magnetic induction. This provides again the possibility to estimate an average
distance, dft, between individual fluxtubes,
dft ' N−1/2ft =
(
φ0
B
)1/2
. (3.63)
At the upper critical field, Hc2, the fluxtubes become so densely packed that their cores
start to touch. This destroys the superconducting properties and the entire sample is
turned into a normal conductor in a second-order phase transition. Hc2 can be much
greater than the thermodynamical critical field, Hc, a fact exploited in high-field su-
perconducting magnets. If a type-I and a type-II superconductor have the same Hc,
then the magnetisation depends on the external field as shown in Figure 3.4. However,
the area under both curves is the same, as it equals the condensation energy, Econd.
3.3.4 Ginzburg-Landau theory in a nutshell
One approach to superconductivity that allows the reproduction of many observed phe-
nomena is based on the theory of phase transitions. It represents a generalisation of the
theory developed by the London brothers and was pioneered by Ginzburg and Landau
in 1950 [121]. The basic idea developed by the Russian physicists is that a second-order
phase transition can be characterised by a change in an order parameter. In the case of
a superconductor, this role is taken over by the macroscopic wave function, |Ψ|2, i.e. the
Cooper pair density. The temperature is the quantity governing the transition. Above
the superconducting transition temperature, Tc, no Cooper pairs are present, whereas
the number of paired states increases drastically below Tc. Hence, the phase transition
can be interpreted as a symmetry breaking in |Ψ|2. Some of the major successes of the
phenomenological Ginzburg-Landau theory are the derivation of the critical fields of a
type-II superconductor and the inclusion of interaction effects depending non-linearly
on the order parameter. Although not obtained from microscopic principles but rather
from physical intuition, the theory is particularly useful for the description of pheno-
mena that are observable on macroscopic scales. Thus, it can also be valuable in deter-
mining the characteristics of the superconducting neutron star interior [177, 178].
Free energy densities and Ginzburg-Landau equations
Close to Tc, Ginzburg and Landau assumed that the order parameter would be small
and vary only slowly in the spatial coordinate, r. This led to the postulate that close to
the transition the Helmholtz free energy of a system could be written as an expansion
in the order parameter. For matter turning superconducting in a second-order phase
transition, the free energy density, fS0, in the absence of an external field is given by
fS0(r) = fN0(r)+α |Ψ(r)|2+β
2
|Ψ(r)|4+ ~
2
2mc
∣∣∣∣(∇− iq~c A(r)
)
Ψ(r)
∣∣∣∣2+
∣∣B¯(r)∣∣2
8pi
, (3.64)
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where the phenomenological parameters α and β depend on the temperature and fN0 is
the free energy density of the normal phase in the absence of fields. All other parame-
ters have been defined in the previous subsections. The total free energy, FS0, is found
by integrating fS0 over the volume considered. For a vanishing order parameter, i.e. the
normal state above Tc, the free energy density reduces to the expected value fN0+B¯2/8pi
with B¯2 ≡ |B¯|2. Note that the free energy density is not only related to the order para-
meter, |Ψ|2, but also to the vector potential, A. This dependence was also found in BCS
theory, where the supercurrent is proportional to the potential (see Equation (3.54)),
illustrating the similarities between the two models, i.e. the fact that the Ginzburg-
Landau theory can be deduced from the microscopic framework for T → Tc [122].
In the presence of an external field H, fS0 has to be modified, because the energy
density of the normal phase contains an additional contribution. It is given by H2/8pi
and generated by the external currents. Hence, to calculate the free superconducting
energy density, this term has to be subtracted and one obtains
fS = fN + α |Ψ|2 + β
2
|Ψ|4 + ~
2
2mc
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2 + B¯28pi − H28pi , (3.65)
where fS and fN represent the free energy densities of the superconducting and normal
phase in the presence of an external field H, respectively. The spatial dependences have
been omitted for clarity. The need for paying attention to the energy density generated
by the external currents becomes superfluous when another thermodynamical potential
is considered. In situations where the external field, H, is held constant and controlling
the system, it is more convenient to consider Gibbs free energy densities, gS,N, related
to the Helmholtz free energy densities, fS,N, via a Legendre transformation, i.e.
gS,N = fS,N − B¯H
4pi
. (3.66)
The difference between these potentials is illustrated by taking into account the defini-
tion of the thermodynamical critical field, Hc, given in Equation (3.59). Applying the
external field, H = Hc, one obtains for the difference in the Helmholtz energy densities
of the normal and the superconducting state,
fN − fS = fN0 + H
2
c
8pi
− fS0 = H
2
c
4pi
. (3.67)
The difference in the Gibbs energy densities, on the other hand, reduces to
gN − gS = fN0 + H
2
c
8pi
− H
2
c
4pi
− fS0 = 0. (3.68)
In contrast to the Helmholtz energy, the Gibbs energy density remains constant during
the phase change of a superconducting medium. The latter is therefore examined later
on in order to calculate the critical fields of superconductivity.
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Using the standard Euler-Lagrange equations, it is further possible to minimise
gS with respect to the complex conjugate wave function, Ψ∗, and the vector potential,
A, to arrive at the two Ginzburg-Landau equations [114],
∂gS
∂Ψ∗
−
3∑
j=1
∂
∂xj
∂gS
∂ (∇jΨ∗) = αΨ + β |Ψ|
2 Ψ− ~
2
2mc
(
∇− iq
~c
A
)2
Ψ = 0, (3.69)
∂gS
∂Ai
−
3∑
j=1
∂
∂xj
∂gS
∂ (∇jAi) =
iq~
2mc
(Ψ∇Ψ∗ −Ψ∗∇Ψ)− q
2
mcc
|Ψ|2 A− c
4pi
∇×(∇×A) = 0.
(3.70)
Here, xj and Aj represent the three components of r and A, respectively. The first equa-
lity is a modified Schrödinger equation for the quantum mechanical wave function, Ψ.
Employing the definition of the vector potential (3.49) and Ampère’s law (3.44), the
second one defines the quantum mechanical current density as in Equation (3.51).
Characteristic lengthscales
The Ginzburg-Landau equations (3.69) and (3.70) introduce two characteristic length-
scales to the problem of superconductivity; the penetration depth, λ, and the coherence
length, ξ. They are defined as
λ ≡
(
mcc
2
4pincq2
)1/2
, (3.71)
and
ξ ≡
(
~2
2mc|α|
)1/2
. (3.72)
The former quantity is equal to the London penetration depth derived with the phenome-
nological London theory (see Equation (3.47)). It describes the lengthscale on which the
Meissner effect suppresses the magnetic induction in the interior of the superconductor.
Since the density of superconducting particles vanishes at the transition temperature,
the penetration depth diverges as T → Tc. The second quantity represents the typical
distance over which the order parameter, |Ψ|2, varies in space. It is also temperature-
dependent and diverges close to the transition temperature. For comparison, in BCS
theory, the coherence length is identified with the dimension of a single Cooper pair. It
is defined in terms of the temperature-dependent energy gap, ∆, and the Fermi velocity,
vF, related to the Fermi wave number, kF, via vF = ~kF/m∗c . One therefore has
ξBCS ≡ ~vF
pi∆
=
~2kF
m∗cpi∆
. (3.73)
The effective mass m∗c , also referred to as the Landau effective mass, characterises the
static quantum mechanical ground state. Note that, as discussed in the next chapter, it
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differs from the dynamical effective masses used in the context of neutron stars [179].
The ratio of the two lengthscales defined in Equations (3.71) and (3.72) is referred
to as the Ginzburg-Landau parameter, κGL. There exists a critical value, κcrit ≡ 1/
√
2,
that classifies the type of superconductivity. More precisely
type-I: κGL ≡ λ
ξ
< κcrit, (3.74)
type-II: κGL ≡ λ
ξ
> κcrit. (3.75)
The first case is characterised by λ . ξ and a positive surface energy for the supercon-
ducting region. In the second case, λ & ξ, the surface energy is negative and the material
is in an unstable state. It becomes energetically favourable for the superconductor to
divide into regions of order ξ and form a fluxtube array, each fluxtube carrying the flux
quantum, φ0. The existence of κcrit is thus related to the surface energy (see below).
Critical fields I
The Ginzburg-Landau formalism also provides the means to calculate the critical fields
of superconductivity. Firstly, the thermodynamical field, Hc, is related to the two free
parameters, α and β. An expression is found by equating the Gibbs free energy densities
of the normal and the superconducting state at equilibrium, i.e. H = Hc. For the bulk
of a superconducting medium, the free energy density is minimised by a constant order
parameter and a zero vector potential, A = 0, which implies that the induction vanishes,
B¯ = 0. The exact value obtained from Equation (3.69) is given by
|Ψ∞|2 ≡ −α
β
=
|α|
β
, (3.76)
where α < 0 and β ≈ constant for a superconductor [114]. In the normal phase, on the
other hand, the minimum of the energy density is related to a vanishing order parame-
ter, |Ψ|2 = 0, and B¯ = B = H. Hence, the Gibbs free energy densities that have to be
equal at the phase transition are
gS = fS = fN − |α|
2
2β
− H
2
8pi
, gN = fN − H
2
4pi
. (3.77)
Using H = Hc leads to the following identity for the critical thermodynamical field,
Hc =
(
4pi|α|2β−1)1/2 . (3.78)
Additionally, the lower critical field,Hc1, can be determined. It marks the value at
which flux first enters the superconductor. Hence, the Gibbs energy, GS, of the sample
without fluxtubes must be equal to the case where exactly one fluxtube is present, i.e.
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GS
∣∣
no flux = GS
∣∣
one fluxtube. (3.79)
The total Gibbs energy, GS, is then obtained by integrating the Gibbs energy density,
gS, over the superconductor’s volume, V,
GS =
∫
V
gS dV = FS − H
4pi
∫
V
B¯ dV. (3.80)
In the Meissner state, where fluxtubes are absent and B¯ = 0, the Gibbs energy equals
the Helmholtz energy, GS
∣∣
no flux = FS. For the single fluxtube case, one has instead
GS
∣∣
one fluxtube = FS + EftL−
Hc1φ0L
4pi
. (3.81)
Here, Eft denotes the increase in the free energy per unit length (see Subsection 4.3.3)
due to the presence of a fluxtube of length L. Hence, the lower critical field is given by
Hc1 =
4piEft
φ0
, with Eft =
(
φ0
4piλ
)2
lnκGL. (3.82)
Surface energy
A similar energy statement can be used to calculate the surface energy, δ, which deter-
mines how magnetic flux is distributed inside a superconducting sample to minimise
the total energy. More precisely, δ is obtained by comparing the Gibbs free energies of
the pure, flux-free type-I phase and the coexisting state, in which magnetic flux is able
to penetrate the superconductor, at the thermodynamical critical field, H = Hc. The
physical behaviour of type-I and type-II superconductors is fundamentally different at
this point and the surface energy is thus given by
δ = GS
∣∣
H=Hc, coexisting
−GS
∣∣
H=Hc, no flux
. (3.83)
To simplify the problem, a one-dimensional set-up along the x-axis is considered. The
total Gibbs energies are obtained by integrating the corresponding densities along this
coordinate. At H = Hc, the energy density of the flux-free Meissner state is equal to
the Gibbs energy density of the normal state (see Equation (3.77)), which gives
δ =
∫ ∞
−∞
(
gS − gS
∣∣
no flux
)
dx =
∫ ∞
−∞
(
fS − B¯(x)Hc
4pi
− fN + H
2
c
4pi
)
dx, (3.84)
where the definition of gS given in Equation (3.66) has also been used. In the coexisting
phase, the magnetic induction is no longer zero but instead a function of x. Substituting
the Ginzburg-Landau free energy density (3.65) for fS, we obtain
δ =
∫ ∞
−∞
(
α |Ψ|2 + β
2
|Ψ|4 + ~
2
2m
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2 + B¯28pi + H2c8pi − B¯Hc4pi
)
dx. (3.85)
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This can be further simplified by taking advantage of the first Ginzburg-Landau equa-
tion. Multiplying Equation (3.69) with Ψ∗, integrating over the x-direction and perfor-
ming an integration by parts gives the following
∫ ∞
−∞
(
α |Ψ|2 + β |Ψ|4 + ~
2
2m
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2
)
dx = 0. (3.86)
Substituting this back into Equation (3.85), the surface energy reduces to
δ =
∫ ∞
−∞
(
−β
2
|Ψ(x)|4 +
[
B¯(x)−Hc
]2
8pi
)
dx. (3.87)
In general, this expression has to be integrated numerically while simultaneously solving
the Ginzburg-Landau equations to provide expressions for the order parameter and the
vector potential. However, Equation (3.87) can be rewritten in terms of dimensionless
quantities, which allow for a more intuitive interpretation. Using Equations (3.76) and
(3.78), one obtains
δ =
∫ ∞
−∞
H2c
4pi
(
−|Ψ˜(x)|
2
+
[
B˜(x)− 1√
2
]2)
dx, (3.88)
where
Ψ˜(x) ≡ Ψ(x)
Ψ∞
, B˜(x) ≡ B¯(x)√
2Hc
. (3.89)
Deep inside the normal and superconducting regions, the integrand of Equation (3.88) is
constant and of small magnitude. Thus, δ is localised around the interface, justifying the
name surface energy. The relation also explains the different behaviour of the two types
of superconductors. For κGL  1, the field reaches far into the superconducting sample,
which results in B¯ ≈ Hc and B˜ ≈ 1/
√
2. δ is thus negative and it becomes energetically
favourable for the superconductor to increase the surface of superconducting-normal
domain walls. Hence, it divides into microscopic structures of order ξ, which exactly
describes the formation of the fluxtube array. For κGL  1, however, the field in the
superconducting region vanishes, i.e. B¯ = 0. Since, the normalised order parameter is
always smaller than one, i.e. Ψ˜ ≤ 1, the surface energy, δ, of the interface is positive
and regions of macroscopic flux represents the lowest energy state. The type-I sample,
therefore, forms an intermediate state and does not split into individual fluxtubes.
Critical fields II
The Ginzburg-Landau theory also allows one to determine the upper critical field, Hc2.
For a decreasing external field,Hc2 represents the maximum value at which a sample can
still become superconducting in a second-order phase transition. At this point, the order
parameter stays small and the non-linear term in the Ginzburg-Landau equation (3.69)
is negligible. Moreover, screening effects caused by supercurrents remain small, implying
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that the averaged and the mesoscopic magnetic induction inside the superconductor are
close to the external field, H. This allows the identification A = Aext and results in the
decoupling of the two Ginzburg-Landau equations, where Aext is the vector potential
describing the external field, H. Linearising Equation (3.69) leads to
−
(
∇− iq
~c
A
)2
Ψ =
Ψ
ξ2
. (3.90)
Using Cartesian coordinates {x, y, z} and assuming H = H0zˆ, a possible choice for the
potential would be A = xH0yˆ. In this case, the effective potential will only depend on
the spatial coordinate x, suggesting that the solution of Equation (3.90) is of the form
Ψ(x, y, z) = f(x) eikyy eikzz, with the wave numbers ky and kz in y- and z-direction,
respectively. For an infinite medium, one then obtains an equation equivalent to a modi-
fied Schrödinger equation for a particle in a harmonic oscillator potential,
~2
2mc
[
−∂2x +
(
2piH0
φ0
)2(
x− kyφ0
2piH0
)2]
f(x) =
~2
2mc
(
1
ξ2
− k2z
)
f(x). (3.91)
Its solutions correspond to discrete Landau levels (see for example Landau and Lifshitz
[180] for details) that are highly degenerate and characterised by the energy eigenvalues
En = ~ωc
(
1
2
+ n
)
=
~qH0
mcc
(
1
2
+ n
)
, (3.92)
where ωc is the cyclotron frequency related to the magnitude of the average induction.
These quantised energies have to be identical to the right-hand side of Equation (3.91),
providing a relation for the parameter H0. Its maximum value then corresponds to the
upper critical field, Hc2, which is obtained for n = 0 and kz = 0 and given by
Hc2 =
φ0
2piξ2
. (3.93)
For higher external fields, the medium no longer condenses into a superconducting state
but stays normal. For a more detailed derivation see Tinkham [114]. The eigenfunctions
related to the minimum energy state at Hc2 are
Ψ(x, y) = exp
[
− 1
2ξ2
(
x− kyφ0
2piH0
)2]
exp [ikyy] . (3.94)
These linearised solutions play a crucial role in deriving the fluxtube array structure.
Fluxtube array formation
Studies of the fluxtube arrangement in type-II superconductors were pioneered by Abri-
kosov [123] and his work is briefly summarised in the following. The original calculation
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is based on the same concepts as employed in the derivation of the upper critical field.
However, for external fields below Hc2, the non-linear term in the Ginzburg-Landau
equation (3.69) can no longer be neglected. Using the linearised, decoupled Ginzburg-
Landau equations is thus not sufficient any more. Instead, for H . Hc2, the effects of
the non-linear term can be included by applying perturbation theory. In this case, the
averaged and the mesoscopic magnetic induction in the bulk are no longer equal to the
applied field but rather the sum of the external field and a small correction produced
by the circulating supercurrents, js. Hence, the vector potential, A, satisfies
B¯ = H + B¯s = ∇×A, (3.95)
where
∇× B¯s = 4pi
c
js. (3.96)
At this point, it is beneficial to separate the potential into two contributions, i.e. A ≡
Ac2 + A1. The former part is the potential generating the upper critical field and the
latter perturbative contribution contains all information about the additional magnetic
fields. Combining these relations, one finds
∇×A1 = H−Hc2 + B¯s. (3.97)
Taking as before an external field parallel to the z-axis allows the choice Ac2 = xHc2yˆ.
Right below Hc2, one would further expect the solution for Ψ to be close to the solution
of the linearised equations calculated previously. Hence, Ψ ≡ Ψ0 + Ψ1, where the two
functions are orthogonal and satisfy the condition∫
Ψ∗0Ψ1 dV = 0. (3.98)
This implies that the lowest energy eigenfunctions, Ψ0, and the perturbative contribu-
tions, Ψ1, are linear independent. Having calculated the eigenfunctions of the linearised
system (see Equation (3.94)), the ky-dependence of the resulting order parameter shows
that there are infinitely many flux configurations able to generate the energy state Hc2.
Below Hc2, the non-linearity breaks this degeneracy and favours a particular fluxtube
arrangement. As any regular array has a lower energy than a random flux distribution,
the wavefunction is expected to be periodic. This behaviour can be ensured by choosing
the ansatz ky = nk with n ∈ N. The most general solution of the linearised Ginzburg-
Landau equations keeping periodicity in y-direction is, thus, the linear combination
Ψ0(x, y) =
∑
n
Cn exp
[
− 1
2ξ2
(
x− nkφ0
2piHc2
)2]
exp [inky] . (3.99)
The periodicity in x-direction can also be recovered if the coefficients satisfy Cn+N = Cn
for N ∈ N. A square lattice is then represented by N = 1, implying that all coefficients
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are equal, whereas N = 2 together with C1 = iC0 characterises a triangular lattice.
Substituting the periodic wave function (3.99) and the external potential Ac2 into
the left-hand side of the second Ginzburg-Landau equation (3.70), one can determine
the quantum mechanical current density associated with the linear solution,
js =
q~
2mc
(−∂y|Ψ0|2xˆ+ ∂x|Ψ0|2yˆ) . (3.100)
In turn, this current generates an additional magnetic induction inside the supercon-
ductor. According to Equation (3.96), it reads as
B¯s = − qh
mcc
|Ψ0|2zˆ. (3.101)
Using these results, it is possible to calculate a more accurate approximate solution to
the first Ginzburg Landau equation. Substituting the decompositions for A and Ψ into
Equation (3.69) and linearising the result gives an equation for the perturbation Ψ1,
H0Ψ1 + β|Ψ0|2Ψ0 + 1
c
A1 ·
(
iq~
mcc
∇+ q
2
mcc
Ac2
)
Ψ0 = 0. (3.102)
The zeroth-order operator H0 is defined by
H0 ≡ α− ~
2
2mc
(
∇− iq
~c
Ac2
)2
(3.103)
and by construction satisfies H0Ψ0 = 0. Taking advantage of the orthogonality of Ψ0
and Ψ1, the normalisation condition (3.98) can then be extended to∫
Ψ∗0H0Ψ1 dV = 0, (3.104)
which can be rewritten using Equation (3.102),∫ [
β|Ψ0|4 − 1
c
A1 ·
(
− iq~
2mcc
2Ψ∗0∇Ψ0 −
q2
mcc
Ac2|Ψ0|2
)]
dV = 0. (3.105)
After integrating the second term by parts and neglecting the surface term contribution,
the expression in round brackets is equivalent to the linear quantum mechanical current
density, js (see Equation (3.70)). Using Ampère’s law (3.96), one can further simplify∫ (
β|Ψ0|4 − 1
c
A1 · js
)
dV =
∫ [
β|Ψ0|4 − 1
4pi
A1 ·
(∇× B¯s)]dV = 0. (3.106)
Employing a vector identity for the second term and ignoring again the total gradient,
which would only contribute at the surface of the sample and not the bulk, one obtains
1
4pi
A1 ·
(∇× B¯s) = 1
4pi
B¯s · (∇×A1) = 1
4pi
B¯s ·
(
H−Hc2 + B¯s
)
, (3.107)
Chapter 3. Macroscopic Quantum States 55
where Equation (3.97) has been used to simplify the result. Based on the initial choice
for H, all magnetic fields are aligned in z-direction, which allows the right-hand side
to be simplified. Using Equation (3.101) then leads to∫ [
|Ψ0|4
(
β − piq
2~2
m2cc
2
)
− q~
2mcc
|Ψ0|2 (Hc2 −H)
]
dV = 0. (3.108)
As the parameter β is related to the Ginzburg-Landau parameter, κGL, via [114]
κ2GL =
βc2m2c
2pi~2q2
, (3.109)
one can rewrite ∫ [
|Ψ0|4
(
2κ2GL − 1
)− mcc
qh
|Ψ0|2 (Hc2 −H)
]
dV = 0. (3.110)
This again illustrates the importance of the critical value κcrit = 1/
√
2. The linear order
parameter, Ψ0, is position-dependent and the exact configuration of the fluxtube array
has to be known to evaluate the integral. However, it is possible to deduce more general
information about the fluxtube distribution close to the upper critical field by defining
a macroscopic average of a function f(r) by,
〈f(r)〉 ≡
∫
f(r) dV. (3.111)
Equation (3.110) then reduces to
〈|Ψ0|4〉
(
2κ2GL − 1
)
=
mcc
qh
〈|Ψ0|2〉 (Hc2 −H) . (3.112)
Using Equations (3.95), (3.101) and (3.112), the average magnetic induction is this
B = 〈B¯〉 = 〈H〉+ 〈B¯s〉 = H− Hc2 −H(
2κ2GL − 1
)
βA
, (3.113)
where we followed Abrikosov’s work and defined
βA ≡ 〈|Ψ0|
4〉
(〈|Ψ0|2〉)2
. (3.114)
Note that βA is independent of the normalisation condition, reduces to unity for order
parameters constant in space and becomes larger for more localised wave functions, i.e.
βA ≥ 1. With the help of Equation (3.58), one can finally obtain an expression for the
magnetisation of the superconductor, i.e.
M = − 1
4pi
Hc2 −H(
2κ2GL − 1
)
βA
, (3.115)
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which is directly related to the total Gibbs energy via ∂G/∂H|T = −M . Integrating
M ≡ |M| with respect to the external field, one therefore arrives at
G(H) = G(Hc2)− 1
4pi
(Hc2 −H)2(
2κ2GL − 1
)
βA
. (3.116)
The smaller the parameter βA is, the smaller the Gibbs energy of the system for a given
external field H compared to the corresponding value at Hc2. As Abrikosov first showed
in his seminal paper, βA ultimately determines the structure of the fluxtube array be-
cause the free energy is minimised for the smallest βA value. Comparing a square and a
triangular lattice, distinguished by the choice of coefficients Cn (see Equation (3.99)),
one finds that in the former case βA = 1.18 and in the latter βA = 1.16, making the
hexagonal configuration the favourable one.
Having presented the main aspects of the classical treatment of macroscopic
quantum condensates, the following chapters of this thesis will focus on the implications
of vortices and fluxtubes on a neutron star’s dynamics. In several instances however, the
reader is referred back to the discussion of laboratory superfluids and superconductors.
Chapter 4
Superfluid and Superconducting
Magnetohydrodynamics
The purpose of this chapter is to present a derivation of the magnetohydrodynamical
(MHD) equations that characterise the neutron star interior and form the basis of the
following chapters. The presence of superfluid or superconducting components implies
the existence of distinct fluid degrees of freedom and requires a multi-fluid formalism.
Its constituents do not necessarily correspond to physically separable fluids as observed
for superfluid helium, where the excitations and the ground-state condensate formed
the basis of the two-fluid model. However, the simplest representation of the neutron
stars’ outer core is a mixture of three components, namely relativistic electrons, super-
conducting protons and superfluid neutrons. These three constituents will be governed
by two MHD equations. The hydrodynamical description first introduced in Subsection
3.2.4 characterises the large-scale behaviour of a system. This is fundamentally differ-
ent to the microscopic dynamics that involve the motion and interactions of individual
particles. In the following, a third intermediate picture will be used to incorporate the
influence of quantised vorticity and flux. On these mesoscopic lengthscales, one can de-
termine the forces between individual vortices or fluxtubes and the surrounding fluids,
which are in turn obtained by averaging the particle flows of individual species. Hence,
the macroscopic MHD equations developed here will be valid within fluid elements, in
which it is possible to determine a macroscopic average over the vortex (fluxtube) array
and obtain a continuum model of the circulation (magnetic flux).
This chapter is structured as follows. Firstly, observational and theoretical ev-
idence for the existence of macroscopic quantum states in neutron stars is presented
in Section 4.1. This is succeeded by a discussion of recent work by Glampedakis et al.
[181], presenting a general set of macroscopic hydrodynamic equations for a multi-fluid
mixture. Using the variational formalism developed by Carter, Prix and collaborators
[153, 154, 155], which distinguishes between fluid momenta and velocities, the Euler
equations for a Fermi liquid in the absence of vortices and fluxtubes are derived (see
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Section 4.2). In Section 4.3, changes arising from the presence of vortices and fluxtubes
are incorporated. The quantised structures not only introduce new force terms into the
MHD equations but also lead to modified macroscopic Maxwell equations.
4.1 Astrophysical Condensates
As discussed in Section 2.3, neutron stars are characterised by large magnetic fields and
fast rotation. A few hundred years after birth, the compact objects are in thermal equi-
librium and have temperatures of 106 to 108 K [24]. These are extremely high compared
to typical temperatures in laboratory condensates such as the 2.171K Lambda point of
helium and the situation seems very different upon initial inspection. However, due to
the high densities in neutron stars, the Fermi temperature of nuclear matter is ∼ 1012 K
[4], which is several orders of magnitude larger than the equilibrium temperature. Thus,
compact objects contain a highly degenerate Fermi liquid of strongly interacting parti-
cles and it is sufficient to assume that their interior forms a ground-state condensate in
the zero-temperature limit [182, 181], implying that no excitations are present. For a
discussion of this approximation and the extension to a finite-temperature mixture see
Andersson et al. [183] and references therein. Besides theoretical calculations, observa-
tions support the existence of superconductivity and superfluidity in neutron stars and
the main arguments are briefly discussed in the next subsection. This section concludes
with an examination of several more aspects of superconductivity in neutron stars.
4.1.1 Theoretical and observational evidence
The idea of superfluidity and superconductivity in astrophysical objects was first put
forward by Migdal in 1959 [184], several years before the first pulsar signal was observed
[2]. Generalising the theory developed for terrestrial macroscopic quantum systems to
the neutron star case would imply the presence of a neutron superfluid and a proton
superconductor, while the relativistic electrons are in a normal state, as their transition
temperature lies well below the typical neutron star temperatures (see Section 2.2). As
nucleons are fermions, they have to form Cooper pairs before condensing into a super-
fluid phase. At densities below ρ0/3 ∼ 1014 g cm−3, i.e. in the stars’ crust, the particles
are most likely to experience pairing in a spin-singlet, s-wave state with vanishing angu-
lar momentum (1S0). In the core, where densities above ρ0 are present, the spin-triplet,
p-wave pairing channel of non-zero angular momentum (3P2) is the most attractive one.
The crustal phase is, hence, similar to helium II, while at high densities the superfluid
neutrons behave like an anisotropic helium-3 superfluid. Moreover, the protons in the
core are expected to condense into a 1S0 state and exhibit superconducting properties.
The neutron and proton transition temperatures typically range between [185, 186, 24]
Tcn, singlet ≈ 109 − 1010 K, (4.1)
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Tcn, triplet ≈ 108 − 109 K, (4.2)
Tcp, singlet ≈ 109 − 1010 K. (4.3)
For more information on pairing in neutron stars see Sauls [40] and Gezerlis et al. [187].
The presence of quantum condensates has a crucial influence on the rotational
and magnetic properties of the compact object. Firstly, a superfluid interior drastically
changes the rotational dynamics in comparison to a normal matter core. As originally
observed in helium II, the bulk spin is controlled by the dynamics of vortices quantising
the circulation. Secondly, in comparison to a normal conductor, the magnetic field is
no longer locked to the charged plasma but instead contained within fluxtubes. The
evolution of the magnetic field is, thus, determined by the behaviour of these fluxtubes.
The numerical values for the quantum of circulation and magnetic flux are
κ =
h
2mn
≈ 2.0× 10−3 cm2 s−1, (4.4)
φ0 =
ch
2e
≈ 2.1× 10−7 Gcm2, (4.5)
where mn denotes the mass of a neutron and e the charge of a proton. Assuming that
the two macroscopic quantum states are indeed present in the interior of a neutron star,
Equations (3.23) and (3.62) can be used to estimate typical values for the neutron vortex
and proton fluxtube surface densities, Nn and Np, respectively (see also Subsection
4.3.1). Normalising the results for a typical rotation period of P10 ≡ P/(10ms) and an
estimated dipole field strength of B12 ≡ B/(1012 G), one finds
Nn = 2Ω
κ
=
4pi
κP
≈ 6.3× 105P−110 cm−2, (4.6)
Np = B
φ0
≈ 4.8× 1018B12 cm−2, (4.7)
which correspond to the following intervortex and interfluxtube spacings,
dn ' N−1/2n ≈ 1.3× 10−3 P 1/210 cm, (4.8)
dp ' N−1/2p ≈ 4.6× 10−10B−1/212 cm. (4.9)
This implies that there are significantly more fluxtubes per unit area than neutron
vortices in the interior of a canonical neutron star. In addition to new forces that arise
from the coupling of vortices or fluxtubes with their respective fluid components and
the charged plasma, the two arrays are also able to interact with each other. In the outer
core, fluxtubes and vortices might be strongly interacting, which could have an influence
on the magnetic and rotational evolution as they would be no longer independent [188,
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189]. Additional source terms in the hydrodynamical equations generated by quantised
vorticity and magnetic flux will be discussed in Section 4.3.
Besides calculations of microscopic parameters, there are observations that sup-
port the presence of quantum condensates in neutron stars. Traditionally, glitches and
post-glitch relaxation timescales on the order of months to years are seen as evidence
of superfluidity. As briefly discussed in Subsection 2.3.3, Baym et al. [45] and Anderson
and Itoh [88] proposed that the neutron stars’ dynamical evolution during and after a
glitch could be explained by the presence of a superfluid component weakly coupled to
the crust. Moreover, recent spectral analyses of the neutron star in the supernova rem-
nant Cassiopeia A indicate that the surface temperature of this young object decreases
faster than one would expect from standard theoretical cooling models [185, 186]. It has
been suggested that the rapid cooling could be explained by enhanced neutrino emis-
sion, resulting from the onset of neutron superfluidity in the core. Future measurements
of the surface temperature will allow more accurate comparison between observations
and models and, thus, provide the possibility to confirm the rapid-cooling hypothesis.
4.1.2 Further aspects of superconductivity
Analogous to experiments with laboratory superconductors, one would expect the mag-
netism of a superconducting neutron star core to be strongly influenced by the Meissner
effect. However, as discussed in detail in Section 6.1, Baym et al. [45] argue that due
to the high electrical conductivity of normal nuclear matter, the diffusion timescale for
magnetic flux expulsion is extremely large. The Meissner effect would, thus, act on the
order of a million years, much longer than dynamical timescales of neutron stars. This
implies that the macroscopic magnetic induction cannot be expelled from the interior
and the flux is frozen into the matter. Therefore, condensation into the superconducting
state has to take place at a constant magnetic flux. As mentioned in Subsection 3.3.3,
there are two ways to satisfy this constraint, either by creating an intermediate state
in a type-I superconductor or a mixed-fluxtube phase in a type-II superconductor. The
physical state realised inside a neutron star depends on the characteristic lengthscales
involved. Having defined the penetration depth in Equation (3.71) and the coherence
length in Equation (3.73), one can calculate typical estimates for both parameters.
Compared to laboratory superconductors however, the critical distances have to
be modified because of entrainment. As first discussed by Andreev and Bashkin [190],
this effect is a universal characteristic of interacting Fermi liquids. In a neutron star,
it results from the strong nuclear forces present at high densities and causes protons
and neutrons to be coupled. This will be explicitly incorporated into the multi-fluid
hydrodynamics in Section 4.2 and it will be shown that entrainment can be included
into the formalism by using the concept of effective masses, m∗. These effective masses
characterise the dynamical response of the fluid components to a change in momentum.
They are, therefore, different to the static Landau masses entering the coherence length
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defined in Equation (3.73). However, as addressed in detail by Chamel and Haensel [179]
(see also Prix et al. [191]), deviations between the two types of effective masses are very
small for neutron star matter, where np  nb (see Subsection 5.1.1). Thus, the dynami-
cal effective masses are employed in the following to determine the coherence lengths.
Substituting for the Cooper pair parameters q = +2e, mc = 2mp and nc = np/2,
wheremp and np are the proton mass and number density, respectively, one can find for
the condensate in the zero-temperature limit (see Equation (4.42) and Mendell [182]),
λ∗ ≈ 1.3× 10−11
(
m∗p
mp
)1/2
ρ
−1/2
14
( xp
0.05
)−1/2
cm, (4.10)
ξp ≈ 3.9× 10−12
(
mp
m∗p
)
ρ
1/3
14
( xp
0.05
)1/3 (109 K
Tcp
)
cm. (4.11)
Here, ρ14 ≡ ρ/1014 g cm−3 denotes the total normalised mass density, xp the proton
fraction and m∗p the effective proton mass; in the outer neutron star core typically
m∗p
mp
≈ 0.6− 0.9, (4.12)
according to Chamel [192] (see also Subsection 5.1.1). Equivalently, the neutron con-
densates in the crust and the core can be assigned coherence lengths that correspond to
the dimension of the neutron Cooper pairs, i.e. the size of the superfluid vortex cores.
As the following discussion focuses on the outer core, an estimate for the p-wave paired
condensate is given [182], i.e.
ξn ≈ 1.5× 10−11 (1− xp)1/3
(
mn
m∗n
)
ρ
1/3
14
(
109 K
Tcn
)
cm, (4.13)
where the effective mass is m∗n ≈ mn (see Subsection 5.1.1). For comparison, the s-wave
paired vortex in the crust is about one order of magnitude smaller (see Subsection 5.2.2).
With Equations (4.10) and (4.11), the Ginzburg-Landau parameter equates to
κNS =
λ∗
ξp
≈ 3.3
(
m∗p
mp
)3/2
ρ
−5/6
14
( xp
0.05
)−5/6 ( Tcp
109 K
)
& 1√
2
. (4.14)
For typical neutron star parameters, Equation (4.14) gives results that are larger than
the critical value, κcrit, obtained from the phenomenological Ginzburg-Landau ap-
proach. The behaviour of κNS for a typical neutron star equation of state is illustrated
in Figure 4.1. In the outer core, the proton fluid is, thus, expected to form a type-II
superconductor penetrated by a quantised fluxtube array. Due to the long diffusion
timescale of normal matter [193], this state would form even if the magnetic induction
right above the transition temperature was lower than Hc1. This is one of the main
differences between superconductivity in an astrophysical context and a laboratory con-
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Figure 4.1: Density-dependent parameters of superconductivity. Shown are the transi-
tion temperature for proton superconductivity (cyan, solid) (normalised to 109K), the
Ginzburg-Landau parameter (blue, dashed) and the two critical fields, Hc2 (purple, dot-
dashed) and Hc1 (yellow, dot-dot-dashed) (normalised to 1016G). The horizontal and ver-
tical line mark κcrit and ρcrit,II→I, respectively. The cross-section is given for the NRAPR
effective equation of state discussed in detail in Chapter 5.
densate, where the mixed-fluxtube state only prevails for Hc1 < B < Hc2 and the flux
is expelled from the interior as soon as B < Hc1. Using the estimates given in Equations
(4.10) and (4.11), the critical fields defined in Equations (3.82) and (3.93) are
Hc1 ≈ 1.9× 1014
(
mp
m∗p
)
ρ14
( xp
0.05
)
G, (4.15)
and
Hc2 ≈ 2.1× 1015
(
m∗p
mp
)2
ρ
−2/3
14
( xp
0.05
)−2/3 ( Tcp
109 K
)2
G. (4.16)
The fields’ behaviour as a function of density is also included in Figure 4.1. Note that in
calculating the estimate (4.15), lnκNS ≈ 2 has been used. This simplification, generally
considered in the context of laboratory superconductors [114], is also an approximation
for the outer neutron star core, where κNS does not change significantly. The full loga-
rithmic dependence, originating from the fluxtube’s energy per unit length, is however
accounted for in Figure 4.1, since it results in the divergent behaviour of Hc1 at higher
densities. As discussed in more detail in Subsection 4.3.2, this is ultimately related to
the local distribution of the fluxtubes’ magnetic induction; more precisely the diver-
gence of the Bessel function for small arguments (see Equation (4.43)). Nonetheless, as
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just explained, the lower critical field is not of crucial importance in neutron stars and
the outer core of pulsars with typical field strengths between 1011 to 1013 G should be
in a metastable type-II state (see also Subsection 6.1.2).
Special caution needs to be applied when modelling magnetars. Magnetic fields in
these objects could be high enough to create interfluxtube spacings that are comparable
to the fluxtube core radius. This would no longer allow a treatment based on infinitesi-
mally thin, non-interacting fluxtubes. Moreover, magnetar fields might even reach val-
ues above Hc2. In this case, superconductivity could be completely destroyed, having
crucial effects on the magnetars’ dynamics [194]. The situation may be further compli-
cated by the fact that there is a critical density in the inner core of the neutron star at
which κNS should fall below the critical value, κcrit. In this case, the dominant state of
matter would be an intermediate type-I superconductor, where single proton fluxtubes
cannot be present. Using Equation (4.14), the transition density can be derived,
ρcrit,II→I ≈ 6.4× 1014
(
m∗p
mp
)9/5 (
0.05
xp
) (
Tcp
109 K
)6/5
g cm−3. (4.17)
Above this value, fluxtubes might form bundles and create an intermediate state with
large but irregularly distributed regions of zero and non-zero magnetic flux [195, 177].
Note however that other phases of matter could be preferred at such densities [48] and
an intermediate type-I state might not form after all.
4.2 MHD in the Absence of Vortices/Fluxtubes
Several methods are available to derive the hydrodynamical equations of a multi-fluid
system. As presented in Subsection 3.2.4, combining the irrotationality of the super-
fluid flow with conservation equations can serve as one approach. However, this classical
treatment identifies fluid momenta with superfluid velocities (see for example Mendell
and Lindblom [196]) that do not necessarily correspond to physical particle flows. Mak-
ing a clear distinction between these variables is possible by using the Lagrangian for-
malism developed by Prix [154, 197], which additionally allows for the direct inclusion of
the various interactions present in the multi-component system (see Section 4.3). Con-
veniently, this approach also represents the Newtonian limit of the general-relativistic
framework of Carter [198].
4.2.1 Lagrangian derivation
The characteristic variables of the multi-fluid model are the number densities, nx, the
kinematic velocities, vix, the masses,mx, and the charges, qx, where each particle species
is denoted by the label x, respectively. Note that for convenience tensor notation will
be adopted in this chapter. Using these variables, the mass and charge densities, ρx
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and σx, and the corresponding particle and charge current densities, nix and jix, are
ρx ≡ mxnx, nix ≡ nxvix and σx ≡ qxnx, jix ≡ σxvix. (4.18)
The total quantities, σ, ρ and ji, of the full multi-fluid system are given by summing
over all individual constituents. Hence, the Lagrangian, L, has to be a function of the
number densities, the particle current densities, the gravitational potential, Φ, and the
scalar and vector electromagnetic potentials, A0 and Ai, respectively. More precisely, L
contains a hydrodynamical contribution also including the effects of entrainment, the
gravitational potential and additional electromagnetic terms [181],
L =
∑
x
mx
nxi n
i
x
2nx
− E︸ ︷︷ ︸
≡LH
−(∇Φ)
2
8piG
+
E2 −B2
8pi
+
(
σA0 +
1
c
jiA
i
)
− ρΦ, (4.19)
where the Einstein summation conventions and Gaussian units are used. E = E(nx, w2xy)
represents the energy of the system containing all information about the equation of
state and wixy ≡ vix− viy is the relative velocity. The electric field, Ei, and the magnetic
induction, Bi, are defined by electromagnetic degrees of freedom in the standard way,
Ei ≡ ∇iA0 − 1
c
∂tA
i, Bi ≡ ijk∇jAk, (4.20)
with the antisymmetric Levi-Civita tensor ijk. Using standard vector identities, Ei and
Bi produce Faraday’s law and the divergence condition for the magnetic induction. The
remaining two Maxwell equations, Gauss’s law and Ampère’s law, are found by varying
the Lagrangian (4.19) with respect to the potentials, A0 and Ai. The latter reads as
ijk∇jHk = 4pi
c
ji +
1
c
∂tD
i, (4.21)
where the displacement current, Di, and the magnetic field, H i, are defined by
Di ≡ 4pi ∂L
∂Ei
, H i ≡ −4pi ∂L
∂Bi
. (4.22)
Maxwell’s equations are discussed in more detail below (see Subsection 4.3.4). Variation
with respect to the gravitational potential, Φ, provides the standard Poisson equation,
∇2Φ = 4piGρ. (4.23)
Additionally, by minimising the Lagrangian with respect to the fluid variables, nx, it is
possible to derive continuity equations for the number densities [154], which also trans-
late into continuity equations for the charge densities. These are
∂tnx +∇inix = 0, ∂tσx +∇ijix = 0. (4.24)
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On the other hand, variation with respect to the current density, nix, leads to an Euler
equation for the momentum of each constituent, which reads as
nx
[(
∂t + v
j
x∇j
)
pix +mx
∑
y
(
εxyw
yx
j
)
∇ivjx +∇iµx
]
+ ρx∇iΦ = F iEMx. (4.25)
Here, pix are the hydrodynamical momenta related to the hydrodynamical piece of the
Lagrangian, LH. These are different to the canonical momenta, piix, which are obtained
by differentiating the full Lagrangian, L, i.e.
pix ≡
∂LH
∂nxi
= mxv
i
x +mx
∑
y
εxyw
i
yx, pi
i
x ≡
∂L
∂nxi
= pix +
qx
c
Ai. (4.26)
The canonical momenta play a crucial role in determining the effects that the fluxtube
and vortex array have on macroscopic lengthscales (see Section 4.3). Moreover, the elec-
tromagnetic force density on the right-hand side of Equation (4.25) is of standard form
F iEMx = σx
(
Ei +
1
c
ijkvxjBk
)
. (4.27)
Finally, the entrainment parameters and the chemical potentials are defined as
εxy ≡ 2
ρx
(
∂E
∂w2xy
)
nx
, µx ≡
(
∂E
∂nx
)
ny,w2xy
. (4.28)
Entrainment is a fundamental property of a Fermi liquid. If strong nuclear forces are
present, particles of different interpenetrating species do not move independently but
are coupled. Hence, a momentum induced in one component implies that parts of the
other constituents are dragged along and vice versa. This is exactly reflected in Equation
(4.26). Using the definition (4.28), it can be seen that the following condition holds,
εxynx = εyxny. (4.29)
4.2.2 MHD approximation
As discussed in Section 2.2, a neutron star’s outer core contains superfluid neutrons, a
small fraction of relativistic electrons and superconducting protons, hence x ∈ {n, e, p}.
The two charged components can be combined into a single constituent by taking the
concept of macroscopic charge neutrality into account. Due to the electrons’ small mass,
they are very mobile and able to quickly equilibrate any electric charge imbalances. On
typical hydrodynamical lengthscales, the combined proton-electron conglomerate can
be considered as charge neutral, giving σp + σe = 0. Due to qp = −qe = e and qn = 0,
one is left with np = ne. The second continuity equation (4.24), thus, implies that the
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total macroscopic electromagnetic current density satisfies ∇iji = 0, where
ji = enpw
i
pe. (4.30)
Note at this point that in order to keep the discussion clear, the presence of muons is
neglected. However, generalising to the four-constituent case would be straightforward,
since electrons and muons are strongly coupled and move as one component on macro-
scopic lengthscales [182]. In order to determine an equation for the combined charged
constituent, the electron and the proton Euler equations have to be added together.
This firstly eliminates the electric field, Ei. Moreover, the contribution of the electron
fluid to the total mass of the system is small, which allows one to neglect the electron
inertial terms in the resulting equation. Additionally, compared to the strong nuclear
interactions between the protons and the neutrons, it is reasonable to ignore the elec-
tron entrainment. With these simplifications, one finally arrives at two equations for
the superfluid neutrons and the charged-particle conglomerate,
ρn
[
(∂t + v
j
n∇j)(vin + εnwipn) +∇i(µ˜n + Φ) + εnwjpn∇i vnj
]
= 0, (4.31)
ρp
[
(∂t + v
j
p∇j)(vip + εpwinp) +∇i(µ˜+ Φ) + εpwjnp∇i vpj
]
= F iL, (4.32)
where we write εn ≡ εnp and εp ≡ εpn and the specific chemical potentials are
µ˜n ≡ µn
m
, µ˜ ≡ µp + µe
m
. (4.33)
Ignoring the mass difference between the baryons, one hasm ≡ mp = mn. Furthermore,
it is assumed that the fluid motion is slow compared to the speed of light, c. In this
case, the displacement current in Equation (4.21) is zero and Ampère’s law reduces to
ijk∇jHk = 4pi
c
ji. (4.34)
The Lorentz force density in the second Euler equation (4.61) is then given by
F iL ≡
1
c
ijkjjBk =
1
4pi
Bj
(∇jH i −∇iHj) . (4.35)
In normal conducting matter, where the magnetic induction, Bi, and the magnetic field,
H i, are identical, this expression simplifies to the standard form, which is composed of
a tension and a pressure term, i.e.
F iL =
1
4pi
[
Bj∇jBi − 1
2
∇i
(
BkB
k
)]
. (4.36)
In the presence of vortices and fluxtubes, additional forces have to be included into the
momentum equations (4.31) and (4.32). These are addressed in the following section.
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4.3 MHD in the Presence of Vortices/Fluxtubes
4.3.1 Quantisation conditions
As the hydrodynamic model is based on averaged quantities, it reflects the macroscopic
behaviour of the fluids. It is on these large scales that a method for consistently dealing
with the presence of the quantum condensates is available. By taking advantage of the
large numbers of vortices/fluxtubes, one can average over the two arrays and obtain a
smooth-averaged picture. Using this formalism, one can determine how the condensates
influence the macroscopic dynamics of neutron stars such as rotation and magnetism.
If individual vortices and fluxtubes do not overlap and are distant enough so that
interactions within one array can be neglected, then the averaging procedure is obtained
from the macroscopic quantisation conditions originally developed by Onsager [140] and
Feynman [141] for the description of rotating superfluid helium. Assuming that neutron
vortices and proton fluxtubes are locally straight and directed along the unit vectors,
κˆin and κˆip, the arrays can be assigned vortex and fluxtube surface densities, Nn and
Np, respectively. As the vorticities, W ix, are related to the circulation of the averaged
canonical momenta, piix, the macroscopic quantisation conditions are given by
W in =
1
m
ijk∇jpink =
1
m
ijk∇jpnk = ijk∇j
(
vnk + εnw
pn
k
)
= Nnκin, (4.37)
and
W ip =
1
m
ijk∇jpipk = ijk∇j
(
vpk + εpw
np
k
)
+ apB
i = Npκip, (4.38)
where κix ≡ κκˆix points along the local vortex/fluxtube direction and we define
ap ≡ e
mc
≈ 9.6× 103 G−1 s−1. (4.39)
4.3.2 Macroscopic magnetic induction
In the averaged framework, the total magnetic induction, Bi, is the sum of three indi-
vidual components, namely the averaged vortex/fluxtube fields and the London field,
Bi = Bin +B
i
p + b
i
L. (4.40)
The former contributions are obtained by multiplying the surface densities,Nx, with the
flux carried by a single line of the lattice, φx. These fluxes can be derived by studying the
dynamics on mesoscopic length scales. Considering distances from the vortex/fluxtube
core that are larger than the respective coherence lengths, ξx, the structure of the cores
can be neglected. Using the corresponding quantisation condition and the mesoscopic
Ampère law (see Appendix A1 of Glampedakis et al. [181] for details), it is possible to
derive generalised London equations for the mesoscopic magnetic fields, B¯ix,
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λ2∗∇2B¯ix − B¯ix = −φxκˆixδ(r), (4.41)
where δ(r) is the two-dimensional delta function located at the centre of each vortex/
fluxtube, φx is given below and the effective London penetration depth is defined as
λ∗ ≡
(
1
4piρpa2p
1− εn − εp
1− εn
)1/2
. (4.42)
In the absence of entrainment, i.e. εn = εp = 0, this expression reduces to the standard
result of superconductivity given in Equation (3.71). Taking advantage of the symmetry
and using cylindrical coordinates, the inhomogeneous Helmholtz equation (4.41) can
be solved by means of a Green’s function approach in two dimensions [199]. One finds
B¯ix =
φx
2piλ2∗
K0
(
r
λ∗
)
κˆix, (4.43)
where K0(r/λ∗) is the modified Bessel function of second kind and r ≡ |r| the radial
distance from the vortex or fluxtube core. Note that as a result of K0(r/λ∗), the meso-
scopic inductions exhibit characteristic behaviour for large and small r. More precisely,
approximating the Bessel function in the respective limits leads to
B¯x(r)→ φx
2piλ2∗
(
piλ∗
2r
)1/2
e−r/λ∗ for r →∞, (4.44)
and
B¯x(r) ≈ φx
2piλ2∗
[
ln
(
λ∗
r
)
+ 0.12
]
for ξx  r  λ∗. (4.45)
In the former case, the magnetic inductions fall off exponentially, whereas they diverge
for small r. In reality however, the superfluid and superconducting states break down
in the vortex and fluxtube core, respectively, and normal fluid matter is present. Thus,
B¯x(r) should remain regular at r = 0, which is usually achieved by introducing a cut-off
at the vortex/fluxtube radius, i.e. r ∼ ξx, where the Cooper pair density vanishes and
the penetration depth, λ∗, becomes infinite. The same cut-off will also enter the vortex
and fluxtube energy per uni length as addressed below.
Integrating the mesoscopic magnetic induction, B¯ix, over a disc of radius r  λ∗
perpendicular to κˆix gives for the magnetic flux∫
B¯ix dS = φxκˆ
i
x. (4.46)
For the proton fluxtube, we obtain the expected unit of flux, φp ≡ φ0, calculated in
Equation (4.5), whereas the flux of a superfluid vortex is
φn ≡ − εp
1− εn φ0. (4.47)
The minus sign originates from κˆin and B¯in pointing into opposite directions. One ob-
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serves that in the absence of entrainment the neutron flux would be zero. With entrain-
ment, the two fluxes, φx, are comparable as the entrainment parameters are [200]
εp = 1−
m∗p
m
≈ 0.1− 0.4, (4.48)
where the estimate (4.12) was used, and
εn = 1− m
∗
n
m
= εpxp  1, (4.49)
For xp  1, which is a valid approximation in the stars’ interior (see Subsection 5.1.1),
the neutron entrainment parameter is, thus, negligible. The averaged contributions from
the two arrays to the macroscopic induction, Bi, are then given by
Bix = Nxφxκˆix. (4.50)
Despite the fluxes being of similar magnitude, the contribution of fluxtubes dominates
as Np  Nn (see Equations (4.6) and (4.7)). This shows that the dynamics of the flux-
tube array indeed determine the evolution of the stars’ macroscopic magnetic induction.
The final contribution to the induction is the London field, biL. As discussed in
Subsection 3.3.2, it is a fundamental property of a superconductor, which is associated
with its rotation. In contrast to Bix, the London field is not of microscopic origin but
equivalent to the magnetic field, H i, and, thus, related to the macroscopic electromag-
netic current (see Subsection 4.3.4). Combining the quantisation conditions (4.37) and
(4.38) with Equation (4.50), the London field is related to macroscopic variables via
biL =
1
ap
[
εp
1− εn 
ijk∇j(vnk + εnwpnk )− ijk∇j(vpk + εpwnpk )
]
. (4.51)
Assuming that the hydrodynamical lengthscales are sufficiently small to ensure constant
entrainment parameters, the previous expression simplifies to
biL = −
1
ap
1− εn − εp
1− εn 
ijk∇jvpk ≈ −
1
ap
(1− εp) ijk∇jvpk . (4.52)
This illustrates again that the London field is locked to the rotation of the proton fluid.
Taking it to be tightly coupled to the neutron star crust through the magnetic field, the
protons rotate rigidly at the observed pulsar frequency, i.e. ijk∇jvpk = 2Ωi. One could
then substitute a canonical rotation period to calculate an estimate for the magnitude
of the London field. Using the normalised parameter P10 leads to
bL ≈ 0.1
(
m∗p
m
)
P−110 G, (4.53)
which is several orders of magnitude smaller than the magnetic field strengths usually
invoked for neutron star physics (see Subsection 2.3.2). Hence, in addition to ignoring
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the vortex magnetic field contribution, it is generally justified to also neglect the London
field in Equation (4.40), a simplification that will be used in Chapter 7.
4.3.3 Euler equations and additional forces
Modifying the Lagrangian approach
In order to account for neutron superfluidity and proton superconductivity, the varia-
tional approach discussed in Subsection 4.2.1 has to be modified accordingly. This can
be achieved by, firstly, including a term, Lv, into the Lagrangian, L, given in Equation
(4.19). This new piece represents the change in energy due to the presence of the quan-
tised arrays and is obtained by multiplying the energy per unit length, Ex, of a single
vortex/fluxtube with the respective surface density, Nx,
Lv ≡ −
∑
x
NxEx. (4.54)
This expression explicitly assumes that the interactions of individual vortices and flux-
tubes within one array are negligible. Then, the energy per unit length can be derived
by considering the properties of an isolated vortex or fluxtube surrounded by a macro-
scopic fluid flow. As shown by Glampedakis et al. (see Appendix A2 in [181] for details),
Ex is dominated by the kinetic contribution and can be approximated by
En ≡
(
φn
4piλ∗
)2 1− εn − εp
εnεp
ln
(
dn
ξn
)
≈ κ
2ρn
4pi
(
m
m∗n
)
ln
(
dn
ξn
)
(4.55)
and
Ep ≡
(
φ0
4piλ∗
)2
ln
(
λ∗
ξp
)
≈ κ
2ρp
4pi
(
m
m∗p
)
ln
(
λ∗
ξp
)
. (4.56)
In both cases, the detailed structure of the core is ignored and the logarithmic function,
which diverges at the centre, is cut off at the coherence length, ξx. Additionally, there is
a second cut-off reflecting the fact that the assumption of an isolated vortex/fluxtube
breaks down at large distances. Due to the different rotational profiles far away from
the core, 1/r for a superfluid vortex and exp(−r/λ∗) for a superconducting fluxtube,
respectively (see Subsections 3.2.3 and 3.3.3), the cut-off distance in the former case is
of the order of the intervortex spacing, dn, while for the latter the London penetration
depth, λ∗, is important. Using the numerical values calculated in Section 4.1, one finds
En ≈ 5.9× 108
(
m
m∗n
)
(1− xp) ρ14 g cm s−2 (4.57)
and
Ep ≈ 3.2× 106
(
m
m∗p
)
ρ14
( xp
0.05
)
g cm s−2. (4.58)
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In addition to including the contribution Lv, the magnetic induction, Bi, in the
total Lagrangian needs to be corrected. Since the energy per unit length, Ex, already
accounts for the magnetic energy of a magnetised neutron vortex and proton fluxtube,
respectively, the electromagnetic piece in Equation (4.19) has to solely provide infor-
mation about the third contribution to the magnetic induction, i.e. the London field
biL. The modified Lagrangian is, therefore, given by
L =
∑
x
(
mx
nxi n
i
x
2nx
−NxEx
)
−E − (∇Φ)
2
8piG
+
E2 − b2L
8pi
+
(
σA0 +
1
c
jiA
i
)
− ρΦ. (4.59)
While the variation of L leaves the continuity equations (4.24) unchanged, one obtains
the following macroscopic Euler equations for the neutron fluid and the proton-electron
conglomerate in the presence of vortices and fluxtubes,
ρn
[
(∂t + v
j
n∇j)(vin + εnwipn) +∇i(µ˜n + Φ) + εnwjpn∇i vnj
]
= F imf + F
i
mag,n, (4.60)
ρp
[
(∂t + v
j
p∇j)(vip + εpwinp) +∇i(µ˜+ Φ) + εpwjnp∇i vpj
]
= −F imf + F imag,p. (4.61)
Compared to Equations (4.31) and (4.32), the new momentum equations contain forces
going beyond the standard electromagnetic Lorentz force density, F iL. The additional
terms are the mutual friction and magnetic forces per unit volume, F imf and F
i
mag,x,
respectively. The former ones arise from the dissipative coupling of the two arrays with
the fluids and are discussed below, while the latter are caused by interactions of the
vortex/fluxtube magnetic field with the charged components.
The total magnetic force acting on the charged fluids is the sum of the Lorentz
force, where the substitution H i = biL has to be made, and two new contributions. The
latter are given by a new potential term arising from the modifications of the chemical
potential, i.e. µ˜p → µ˜p + ζ˜p, and an averaged force density due to the fluxtubes. Part
of the latter exactly cancels the Lorentz force and one is left with the force density
F imag,p = −
Npφ0
4pi
ijkκˆpj klm∇l
(
Hc1κˆ
m
p
)
+
1
4piapm
ijkjlm∇lpmp kst∇sbtL − ρp∇iζ˜p,
(4.62)
where the additional potential is
ζ˜p ≡ φ0
4pi
[
Nn∂Hcn
∂ρp
+Np∂Hc1
∂ρp
+NnκˆinbLi
∂
∂ρp
(
εp
1− εn
)]
. (4.63)
In analogy to the lower critical field of superconductivity given in Equation (3.82), the
critical field of the superfluid neutron component can be defined by
Hcn ≡ 4piEn
φ0
≈ 3.5× 1016 (1− xp)
(
m
m∗n
)
ρ14 G, (4.64)
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where Equation (4.57) has been used to obtain the numerical estimate. Considering the
special case of constant entrainment and a non-rotating neutron star, i.e. ijk∇jvxk = 0,
which in turn imply bL = Nn = 0, B = Npφ0 and κˆip = Bˆi, the magnetic force density
acting on a type-II superconductor reduces to the well-known form [201, 181, 202]
F imag,p =
1
4pi
[
Bj∇jH ic1 −∇i
(
ρpB
∂Hc1
∂ρp
)]
, (4.65)
with H ic1 ≡ Hc1Bˆi pointing along the direction of the averaged induction. This result
was first obtained by Easson and Pethick [203] from considerations of the stress tensor
of a type-II superconducting medium. Like the standard Lorentz force (4.36), Equation
(4.65) contains a tension- and a pressure-like term but scales with Bi and H ic1 instead
of B2, which could increase the magnetic force significantly.
Further note that the neutron fluid also experiences a magnetic force, F imag,n, per
unit volume, since protons are entrained around each neutron vortex, creating an effec-
tive magnetic field (see Equation (4.47)). In the absence of entrainment, the magnetic
force on the neutron component vanishes. Similar to the total magnetic force acting on
the proton-electron component, the force F imag,n is the sum of a potential term modi-
fying the chemical potential, i.e. µ˜n → µ˜n + ζ˜n, and an averaged force density due to
the vortices. This leads to
F imag,n = −
Nnφ0
4pi
ijkκˆnj klm∇l
(
Hcnκˆ
m
n +
εp
1− εn b
m
L
)
− ρn∇iζ˜n, (4.66)
with the potential term
ζ˜n ≡ φ0
4pi
[
Nn∂Hcn
∂ρn
+Np∂Hc1
∂ρn
+NnκˆinbLi
∂
∂ρn
(
εp
1− εn
)]
. (4.67)
Considering the limit of constant entrainment and vanishing rotation, the first contribu-
tion in Equation (4.66) is zero and the magnetic force density acting on neutrons is
F imag,n = −
ρn
4pi
∇i
(
B
∂Hc1
∂ρn
)
. (4.68)
Conservation of vorticity
Despite the fact that the variational formalism allows one to calculate the total effective
magnetic forces arising from the presence of quantum condensates, it does not provide
sufficient physical insight into how the macroscopic forces are related to the mesoscopic
interactions of the arrays. This can, however, be achieved by using a different approach
based upon the more intuitive concept of individual vortex or fluxtube dynamics. This
method, which ultimately provides the same Euler equations (4.60) and (4.61), was
established by Hall and Vinen [142] to describe the behaviour of superfluid helium (see
also Subsection 3.2.4). It will also be applied to derive the macroscopic mutual friction.
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The formalism relies on the fact that within a fluid element vortices/fluxtubes do
not reconnect and, hence, their total numbers are conserved. In the absence of frictional
forces, each surface density, then, satisfies a continuity equation of the form
∂tNx +∇i (Nxuxi ) = 0, (4.69)
where uix denotes the averaged velocity of a large collection of vortices or fluxtubes in-
side the fluid element. Further, differentiating the macroscopic quantisation conditions
(4.37) and (4.38) with respect to time and substituting Equation (4.69), one arrives at
∂tW ix −Nx∂tκix + κix∇j
(Nxujx) = 0. (4.70)
Taking into account that the vorticities are given by the curl of the canonical momenta
and, thus, satisfy ∇iWxi = 0, one can add the zero uix∇jWjx to Equation (4.70). Using
the inverse product rule and rearranging terms leads to
∂tW ix −∇j
(Wjxuix)+∇j (W ixujx)−Nx (∂tκix + ujx∇jκix − κjx∇juix)︸ ︷︷ ︸
=∂tκix+Luxκix=0
= 0. (4.71)
The final terms describe how the circulation vector, κix, of a single vortex or fluxtube is
transported with the velocity, uix. Using the concept of differential geometry, this can
be represented by the Lie derivative, defined in the standard way via
Luxκix ≡ ujx∇jκix − κjx∇juix. (4.72)
Hence, the last piece in Equation (4.71) vanishes. Rewriting the remaining terms using
Levi-Civita tensors, one is left with
∂tW ix −∇j
(Wjxuix)+∇j (W ixujx) = ∂tW ix − ijk∇jklm (ulxWmx ) = 0. (4.73)
This relation implies that the vorticity is locally conserved and advected with the flow
uix. For the case of constant entrainment and zero rotation, i.e. B = Npφ0 and κˆip = Bˆi,
the conservation equation for the charged-particle component simplifies to
∂tB
i = ijk∇jklm
(
ulpB
m
)
, (4.74)
characterising the neutron stars’ magnetic field evolution in absence of dissipative mu-
tual friction mechanisms. This equation is obtained as a limit of the superconducting
induction equation derived in Chapter 7.
Taking advantage of the macroscopic quantisation conditions, Equation (4.73)
can be rewritten in terms of the canonical momenta,
∂tpi
i
x − ijkuxj klm∇lpimx +∇iPx = 0, (4.75)
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where Px are unspecified scalar potentials. Adding the term ijkvxj klm∇lpimx onto both
sides of this equation yields the following result
nx
(
∂tpi
i
x − ijkvxj klm∇lpimx +∇iPx
)
= ρxNxijkκxj (vxk − uxk) = −F iMx. (4.76)
Multiplying this with the number density, nx, and substituting the canonical momenta
given in Equation (4.26), the left-hand side can be manipulated to take the form
nx
[(
∂t + v
j
x∇j
)
pix +mεxw
yx
j ∇ivjx +∇i
(
qxA0 +
1
2
mv2x − vxj pix − Px
)]
− F iEMx.
(4.77)
The electromagnetic contribution, F iEMx, was defined in Equation (4.27). Identifying the
scalar potentials, Px, accordingly, these equations are equivalent to the Euler equations
(4.25) obtained within the Lagrangian framework in the absence of vortices/fluxtubes.
Moreover, the right-hand side of Equation (4.76) reflects the force density acting on the
fluids due to the presence of quantised arrays. It is proportional to the relative velocity
between the vortices/fluxtubes and the bulk fluids and is equal to the negative of the
averaged Magnus force density, given by F iMx = Nxf iMx. Here, f iMx is the Magnus force
per unit length, acting as a lift force on a single vortex/fluxtube immersed into a fluid,
f iMx ≡ ρxκ ijkκˆxj (uxk − vxk). (4.78)
This force governs the motion of free vortices/fluxtubes and causes them to be dragged
along with the superfluid/superconducting component. However, in the neutron stars’
outer core, additional forces are expected to influence the motion of an individual vor-
tex/fluxtube [181]. By balancing all the contributions, solving the result for the Magnus
force and substituting this back into Equation (4.76), one is able to relate the dynamics
on mesoscopic lengthscales to the macroscopic behaviour of the hydrodynamical fluids.
Firstly, vortices and fluxtubes have a large self-energy, which causes them to resist
bending and leads to a tension force per unit length
f itx ≡ Exκˆjx∇j κˆix, (4.79)
where the energies per unit length, Ex, were given in Equations (4.55) and (4.56). Apart
from modifications due to entrainment, the tension on a neutron vortex is equivalent to
the force defined for superfluid vortices in helium II (see Equation (3.30)). Moreover, the
vortices and fluxtubes are magnetised and, thus, experience a conservative Lorentz-type
force due to the electromagnetic coupling with the macroscopic, charged conglomerate.
This contribution is given by
f iemx ≡
enp
c
φx 
ijkκˆxjw
pe
k =
1
c
φx 
ijkκˆxj jk. (4.80)
As suggested by Sauls et al. [204] and Alpar et al. [205], the magnetic fields of individual
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vortices/fluxtubes can further interact with the electron fluid, resulting in a dissipative
force. This coupling would depend on the relative velocity between the charged particles
and the vortex or fluxtube and be characterised by a mesoscopic drag of the form
f idx ≡ γx (vie − uix) = ρxκRx (vie − uix). (4.81)
It is fully characterised by the positive drag coefficient, γx, or its dimensionless equiva-
lent, Rx. The small-scale physics of several different coupling mechanisms discussed in
the literature and their strengths are examined in more detail in the following chapters.
We already note at this point, however, that the drag coefficients are a function of the
total mass density and, therefore, change for different depths inside the star. The meso-
scopic drag force, f iDp, will also play an important role in deriving the superconducting
induction equation for the macroscopic magnetic induction in a neutron star’s interior
(see Chapter 7 for details).
Finally, we note that other frictional mechanisms, such as the coupling of vortices
and fluxtubes due to magnetic short-range interactions, could be present. This could
give rise to pinning between the two arrays and connect the star’s rotational and field
evolution [188, 189, 206]. However, a detailed microscopic understanding of the pinning
interaction is not yet available and is thus ignored here. Neglecting the inertia of the
vortex/fluxtube, the force balance per unit length reads as∑
f ix = f
i
Mx + f
i
tx + f
i
emx + f
i
dx = 0. (4.82)
Multiplying this result with the surface density,Nx, one obtains a macroscopic, averaged
equation for the vortex/fluxtube array, i.e.
F iMx + F
i
tx + F
i
emx + F
i
dx = 0, (4.83)
where we identify the force per unit volume with F ix ≡ Nxf ix for each mechanisms.
Mutual friction force
Replacing the Magnus force in the Euler equations (4.76) with the force balance (4.83),
the mesoscopic vortex/fluxtube velocity, uix, present in the drag force, is not removed
from the equations. However, to describe the multi-fluid system’s large-scale behaviour
all quantities defined on mesoscopic scales have to be expressed in terms of macroscopic
variables. The resulting drag force is referred to as mutual friction, F imfx (see Equations
(4.60), (4.61) and Andersson et al. [155]). In order to illustrate the mathematical forma-
lism employed to derive F imfx, it is convenient to neglect the electromagnetic contribu-
tion and the tension. Hence, the force balance reduces to the following,
ρxκ 
ijkκˆxj (u
x
k − vxk) + ρxκRx (vie − uix) = 0. (4.84)
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This can be solved for the vortex or fluxtube velocity in the second term and one has
uix = v
i
e +R−1x ijkκˆxj
(
uxk − vxk
)
. (4.85)
Contracting Equation (4.85) with ghiκhx yields
ghiκˆxhu
x
i = 
ghiκˆxhv
e
i +
1
Rx 
ghiκˆxhijkκˆ
j
x
(
ukx − vkx
)
. (4.86)
Repeating the same contraction again and simplifying the result, one arrives at
efgκˆ
f
x
ghiκˆxhu
x
i = efgκˆ
f
x
ghiκˆxhv
e
i +
1
Rx efgκˆ
f
x
ghiκˆxhijkκˆ
j
x
(
ukx − vkx
)
= efgκˆ
f
x
ghiκˆxhv
e
i +
1
Rx
[
efgκˆ
f
x κˆ
g
x︸ ︷︷ ︸
=0
κˆxh
(
uhx − vhx
)
− efgκˆfx
(
ugx − vgx
)]
= efgκˆ
f
x
ghiκˆxhv
e
i −
1
Rx efgκˆ
f
x
(
ugx − vgx
)
. (4.87)
This equation can be substituted back into the last term of Equation (4.86) and then
solved for the vortex/fluxtube-velocity term,
ghiκˆ
h
xu
i
x
(
1 +
1
R2x
)
= ghiκˆ
h
xv
i
e +
1
Rx ghiκˆ
h
x
ijkκˆxj
(
vek − vxk
)
+
1
R2x
ghiκˆ
h
xv
i
x. (4.88)
Inserting this back into Equation (4.85) gives a relation between the mesoscopic velocity
of a vortex/fluxtube and the macroscopic fluid variables,
uix = v
i
e +
B′x
Rx 
ihgκˆxhw
ex
g +
Bx
Rx 
ihgκˆxhgjkκˆ
j
xw
k
ex, (4.89)
where the following dimensionless mutual friction parameters are defined as
Bx ≡ Rx
1 +R2x
, B′x ≡ RxBx =
R2x
1 +R2x
. (4.90)
Substituting Equation (4.89) into the averaged drag force finally provides an equation
for the macroscopic mutual friction force per unit volume,
F imfx = Nxκρx
(
Bxijkκˆxj klmκˆlxwmxe + B′xijkκˆxjwxek
)
. (4.91)
While F imfx acts on the neutron and proton component, respectively, the electron fluid
experiences the opposite forces, −F imfx. Keeping in mind that the MHD approximation
discussed in Subsection 4.2.2 holds, the charged particles move as a single constituent
and are described by a combined relation, obtained from adding the individual momen-
tum equations. Hence, the two terms −F imfp and F imfp cancel each other and only the
superfluid mutual friction, F imfn, remains in the Euler equations (4.60) and (4.61). Note,
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however, that the coupling between the electrons and the protons will play an important
role for the magnetic field evolution discussed in Chapter 7.
When identifying the relative velocity, wine, with the velocity difference between
the superfluid condensate and the excitations in helium II and slightly modifying the
friction coefficients (see also Subsection 8.1.3), the result (4.91) coincides with the ex-
pression for the dissipative force given in Equation (3.27). The following chapters will
revisit the concepts of mutual friction in neutron stars, discuss several more aspects of
the resistive coupling in a multi-fluid mixture and examine astrophysical implications.
4.3.4 Macroscopic Maxwell equations
In order to capture the electromagnetic response of the multi-fluid system correctly, the
Euler equations (4.60) and (4.61) together with the quantisation conditions (4.37) and
(4.38) have to be supplemented by Maxwell’s equations. Taking these to be valid in the
multi-fluid mixture, one has to redefine, or rather reinterpret, the various fields, briefly
introduced in Subsection 4.2.1, accordingly to make Maxwell’s equations suitable for a
type-II superconductor.
Following the steps performed in the absence of vortices/fluxtubes (see Equation
(4.21)), one can derive a macroscopic Ampère’s law in the presence of quantised arrays.
In contrast to standard MHD, where the equality H i = Bi is satisfied, the averaged
magnetic induction, Bi, and the macroscopic magnetic field, H i, are no longer equiva-
lent in a type-II superconducting sample. As discussed by Carter [207] and Glampedakis
et al. [181], instead, the London field replaces the macroscopic field, i.e. H i = biL, and
the modified Ampère’s law, accurately capturing the dynamics of a type-II supercon-
ductor, reads as
ijk∇jbLk =
4pi
c
ji =
4pienp
c
wipe. (4.92)
This shows that the London field, despite being of small magnitude, is closely connected
to the macroscopic electromagnetic current density, ji, and, thus, plays an important
role for the electrodynamics.
The deviation from standard MHD can also be understood in terms of the classi-
fication generally applied to terrestrial superconductors, which was introduced in Sub-
section 3.3.1. In laboratory experiments, one distinguishes between macroscopic elec-
tromagnetic currents that generate a macroscopic field, H i, and magnetisation currents
only affecting the mesoscopic induction, B¯i. The supercurrents, circulating around each
vortex/fluxtube and generating B¯ix, are attributed to the second class. They do not con-
tribute to the magnetic field H i = biL, which is created by the current density j
i. Hence,
the macroscopic magnetic induction, Bi, given in Equation (4.40) differs from the field,
H i. For comparison, in vacuum or normal conductors, no magnetisation currents are
present and the identification H i = Bi = B¯i can be made, leading to
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ijk∇jHk = ijk∇jBk = 4pi
c
ji. (4.93)
In addition to Ampère’s law, the averaged magnetic induction has to be divergence free
everywhere in the superconducting fluid, i.e.
∇iBi = 0. (4.94)
Finally, the macroscopic Faraday law is given by
∂tB
i = −c ijk∇jEk. (4.95)
However, instead of defining the macroscopic electric field as the average over the mesos-
copic equivalent, we take advantage of the remaining fluid degree of freedom, namely
the electron Euler equation (4.25), to obtain an expression for Ei. Neglecting again the
electron inertial terms, one finds
Ei = −1
c
ijkvejBk −
me
e
∇i (µ˜e + Φ)− F
i
e
ene
. (4.96)
Here, F ie denotes the total dissipative force exerted on the electrons per unit volume due
to interactions with the surrounding fluid components, which has been added to the left-
hand side of Equation (4.25). Combining Equations (4.95) and (4.96) eventually leads
to an evolution equation for the magnetic induction that only depends on macroscopic
fluid variables. Chapter 7 discusses in detail the derivation of the superconducting in-
duction equation for the standard drag force presented in Equation (4.81).
Chapter 5
Coupling the Superfluid
The previous chapter introduced the hydrodynamical equations for a multi-component
system in the presence of vortices and fluxtubes. As these quantised structures interact
with their surroundings, additional force terms have to be included into the momentum
equations. In particular, the macroscopic mutual friction force, representing the volume
average of the mesoscopic drag acting on individual vortices, is expected to have an
impact on the neutron star observables such as the rotation period. The degree to which
the mutual friction influences these dynamics is fully characterised by the macroscopic,
dimensionless coefficients, B and B′. As the following analysis is only concerned with the
mutual friction arising from the coupling of superfluid vortices with their environment,
the index n will be neglected. The discussion of how the charged condensate couples to
the other components is resumed in Chapters 6 and 7.
Both mutual friction parameters, B and B′, are determined by a single mesoscopic
drag coefficient, γ, or its dimensionless equivalent R, which depend on the small-scale
physics of the mechanisms considered. In the remainder of this chapter, several coupling
processes will be addressed, looking at the neutron star core and the crust separately. In
discussing the strength of these mechanisms, particular attention will be paid to the fact
that the drag coefficients are not constant within both layers but changing for different
depths inside the star. This density-dependence of the coupling strength is usually neg-
lected when consequences of mutual friction for neutron stars are examined. However,
the varying dissipation could significantly affect a neutron star.
At the crust-core boundary, for example, where the underlying physics of the do-
minant coupling mechanism should change abruptly, different mutual friction strengths
on both sides of the interface might result in the development of unexpected dynamics.
Indications for such behaviour, discussed in more detail in Subsection 8.1.4, have been
observed in laboratory experiments with two superfluid phases of helium-3 confined to
a cylindrical vessel. As the rotational velocity of the container is modified, vortices,
which are initially straight and connected across the interface, become distorted due
to the dissipation acting on different timescales. This leads to the formation of vortex
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tangles [208], notably altering the spin-down and spin-up characteristics. Additionally,
interface instabilities causing transfer of angular momentum have been observed [209].
In order to assess, if the conditions for such turbulent features could also be satisfied
in neutron stars, the standard assumption of constant mutual friction coefficients is
improved in the following chapter. More precisely, the spatial variation of B and B′ are
analysed for realistic equations of state in the core and crust, respectively, with the aim
of presenting coupling strengths for a neutron star cross-section for the first time.
5.1 Core Mutual Friction
The aim of this section is to determine the strength of mutual friction in the neutron
star core as a function of the density. Before addressing the physics of possible coupling
mechanisms in more detail, the equilibrium configuration of a specific stellar model is
discussed. By applying the two-fluid formalism of Chamel [192], one is able to specify
the variations in particle fractions and effective masses, which are needed to calculate
the mutual friction coefficients. Besides the composition, the characteristics of the su-
perfluid condensates also change with density. Modifications of the superfluid energy
gap, which are directly related to the transition temperatures, will be accounted for by
using the parametrisation of Ho et al. [24]. This will be succeeded by a discussion of
the coupling mechanisms expected to be present in the core.
Note that the following section will not address the possibility of directly coupling
the superfluid neutrons and the superconducting protons via the interaction of vortices
and fluxtubes. These dynamics are rather poorly understood and studying the combined
magneto-rotational evolution of the two fluids is beyond the scope of this chapter. We
will, however, briefly return to the vortex-fluxtube interplay in Chapter 6.
5.1.1 Core composition
The stellar model considered here is the so-called NRAPR parametrisation of Steiner et
al. [210]. This effective theory is based on many-body quantum simulations and fitted
to the Akmal-Pandharipande-Ravenhall (APR) equation of state [211], which is often
used to describe realistic neutron stars. While other stellar models could equivalently
be employed to specify the core composition, the typical NRAPR parametrisation al-
lows an illustration of how the equation of state generally affects the mutual friction
strength and which density-dependent parameters enter the problem. In order to calcu-
late the relevant quantities in terms of the total mass-energy density, ρ, the equilibrium
configuration of nuclear matter has to be determined. Its composition is governed by
the rates of processes, converting particles from one species into the others. In the fol-
lowing, a mixture of neutrons, protons, electrons and muons will be studied. Note that
the presence of the latter had been ignored in the hydrodynamical model discussed in
Chapter 4, since electrons and muons are strongly coupled on macroscopic lengthscales.
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Nonetheless, addressing nuclear physics on microscopic scales, muons have to be taken
into account because they take part in the transfusion processes. Moreover, note that
unlike the nucleons, the leptons behave relativistically on small scales. This, however,
does not imply that their averaged motion on macroscopic scales follows the same law.
The equilibrium composition is regulated by four equations [192]. First of all, the
total baryon number density, nb, is conserved. Secondly, the relaxation timescales of
electromagnetic processes are much smaller than the typical hydrodynamical timescales,
implying that the matter can be treated as electrically neutral. Additionally, neglect-
ing the mass difference between protons and neutrons, the beta equilibrium condition
allows one to relate the chemical potentials of the particles involved. The final equation
controls the production rate of muons, which are present at densities where the electron
kinetic energy exceeds the muon rest-mass energy. More precisely,
baryon conservation: nb = np + nn, (5.1)
charge neutrality: np = ne + nµ, (5.2)
beta equilibrium: µn = µp + µe, (5.3)
muon production: µe = µµ. (5.4)
Here, nx with x ∈ {b,p,n,e,µ} denotes the baryon, proton, neutron, electron and muon
particle number density, respectively, while the chemical potentials, µx, of each particle
species are defined as
µx ≡ ∂Uins
∂nx
. (5.5)
The internal static energy density, Uins, is thus crucial in determining the composition
of the neutron star interior. It can be decomposed into four terms that depend on the
number densities of the particle species involved,
Uins(nn, np, ne, nµ) = UC(np) + UL(ne) + UL(nµ) + UN(nn, np). (5.6)
The first contribution is the Coulomb energy due to the presence of the protons, UC. It
is of quantum mechanical nature, since the classical counterpart vanishes due to charge
neutrality, and reads as
UC(np) = −3
4
e2
(
3
pi
)1/3
n4/3p . (5.7)
Additionally, there are two lepton contributions, UL, given by the kinetic energy den-
sities of ideal, relativistic Fermi gases. These will depend on the respective Fermi wave
numbers, kFx, which are related to the number densities via
kFx ≡ (3pi2nx)1/3. (5.8)
For the muons, one has
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B1 B2 B3 B4 B5 B6 ν
−1469.69 899.595 85.0067 −55.9836 1338.81 −797.364 0.14416
Table 5.1: Fit parameters for the effective NRAPR Hamiltonian that enter the nucleon
contribution to the internal static energy density. The units of energy and length are MeV
and fm, respectively. See Steiner et al. [210] or Chamel [192] for details.
UL(nµ) =
~c
8pi2λ4µ
[
λµkFµ
(
2λ2µk
2
Fµ + 1
)√
λ2µk
2
Fµ + 1− ln
(
λµkFµ +
√
λ2µk
2
Fµ + 1
)]
,
(5.9)
where λµ ≡ ~/(mµc) is the muon Compton wave length and mµ ' 0.113m the muon
mass with the baryon mass m. Note that since m,mµ  me the electron mass can be
set to zero, so that the corresponding kinetic energy density of the electrons reads as
UL(ne) =
~ck4Fe
4pi2
. (5.10)
Finally, there is a nucleon contribution, UN, caused by the strong interactions between
the neutrons and the protons. It is characterised by an effective Hamiltonian [210] and
captures specific details of the equation of state, i.e. it contains information about the
NRAPR parametrisation. More precisely,
UN(nn, np) = nbmc
2 +
~2
2m
τb +B1n
2
b +B2(n
2
n + n
2
p) +B3nbτb
+B4(nnτn + npτp) +B5n
2+ν
b +B6n
ν
b(n
2
n + n
2
p) (5.11)
with τx ≡ 3k2Fxnx/5 denoting the neutron and proton kinetic energy densities in units
of ~2/(2m) and we define τb ≡ τn + τp. The constants Bi for i ∈ {1, . . . 6} and ν are
numbers characteristic for the NRAPR equation of state. They are given in Table 5.1,
with MeV and fm being chosen as the units of energy and length, respectively.
Given the different terms of the internal static energy density, the chemical poten-
tials of the four particle species can be calculated. As expected in the zero-temperature
limit, the electron and muon chemical potentials are equivalent to the relativistic Fermi
energies, i.e. µe,µ = EFe,µ. These depend on the Fermi momenta, pFx, which in turn are
related to the Fermi wave numbers via pFx = ~kFx. One finds
µe = EFe = cpFe = c~ (3pi2ne)1/3, (5.12)
µµ = Eµ =
(
c2p2Fµ +m
2
µc
4
)1/2
=
[
c2~2 (3pi2nµ)2/3 +m2µc4
]1/2
. (5.13)
The electron rest-mass term vanishes as the electron mass was assumed to be negligible.
Combining Equations (5.2), (5.4), (5.12) and (5.13), the muon and proton number
densities can be expressed in terms of ne,
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nµ(ne) =
(
n2/3e −
m2µc
2
~2(3pi2)2/3
)3/2
, (5.14)
np(ne) = ne + nµ(ne). (5.15)
In order to proceed, the neutron and proton chemical potentials have to be determined.
Note that whereas for the neutrons only the nucleon term, UN, is needed, the Coulomb
energy density, in principle, also contributes to the proton chemical potential. However,
this contribution is very small and will be neglected. Using the beta equilibrium con-
dition (5.3), substituting the nucleon chemical potentials and the baryon conservation
relation (5.1), one is then left with
µn − µp = 2 (nb − 2np) (B2 +B6nνb) +
8
5
(3pi2)2/3B4
[
(nb − np)5/3 − n5/3p
]
+(3pi2)2/3
[
(nb − np)2/3 − n2/3p
] [ ~2
2m
+B3nb
]
= c~ (3pi2ne)1/3. (5.16)
As Equation (5.15) expresses the proton number density as a function of ne, the last re-
lation connects the electron number density to nb. Hence, for any given baryon density
the electron density can be obtained by numerically solving Equation (5.16). Subse-
quently the muon, proton and neutron number densities can be evaluated. This allows
the particle fractions, which are defined by xx ≡ nx/nb, and the Fermi wave numbers,
kFx, to be computed. The results as a function of the total mass density, ρ, are illus-
trated in Figures 5.1 and 5.2. Note that the mass-energy density is generally obtained
from ρ = Uins/c2. However, in the density range of interest, namely nb . 3n0 [192],
where n0 ∼ 0.17 fm−3 is the nuclear saturation density (see also Subsection 2.2.4), one
can approximate ρ ' mnb. This is equivalent to the definition of the total mass density
used within the hydrodynamical framework of Chapter 4. A closer look at Figure 5.1
shows that protons, electrons and muons constitute several percent of the total mass of
a neutron star’s outer core, illustrating that neutrons are the dominant particle species.
Moreover, close to the crust-core boundary, proton and electron fractions are equal until
muons start to appear at a density of ∼ 2× 1014 g cm−3.
With the particle fractions given, the effective neutron and proton masses, re-
sulting from the strong entrainment between the nucleons, can be deduced. According
to Chamel [192], they are defined as
m∗p
m
≡ 1 +D nb(1− xp)
1 +D nb ,
m∗n
m
≡ 1 +D nb xp
1 +D nb , (5.17)
where D ≡ 2B3m/~2 depends on the equation of state. The results are given in Figure
5.3, showing that the effective neutron mass is close to its bare mass. Protons, on the
other hand, are significantly affected by entrainment, their effective mass being reduced
to less than 40% of the bare baryon mass at densities above ∼ 8× 1014 g cm−3.
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Figure 5.1: Particle fractions of protons (cyan, solid), electrons (blue, dashed) and muons
(purple, dot-dashed) as a function of the total mass density in the neutron star core. Note
that the neutron fraction is given by xn = 1−xp. The values are computed for the NRAPR
effective equation of state.
Figure 5.2: Fermi wave numbers of the protons (cyan, solid), electrons (blue, dashed),
muons (purple, dot-dashed) and neutrons (yellow, dot-dot-dashed) as a function of the
total mass density in the neutron star core. The values are computed for the NRAPR
effective equation of state.
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Figure 5.3: Relative effective masses of the protons (cyan, solid) and neutrons (yellow,
dot-dot-dashed) as a function of the total mass density in the neutron star core. Deviations
from the bare baryon mass are a result of entrainment coupling. The values are computed
for the NRAPR effective equation of state.
5.1.2 Parametrised energy gap
As discussed in the next subsection, the coupling between the vortices and the charged
particles not only depends on the equilibrium composition but also on the properties of
the superfluid condensate, more precisely the size of the vortices. In the standard BCS
picture, their dimension is generally associated with the coherence length, ξ, that as
given in Equation (3.73) is related to the energy gap, ∆, of the quantum condensate.
This introduces an additional density-dependence that can be captured by parametris-
ing the superfluid energy gaps at the Fermi surface as given in Ho et al. [24] (see also
Andersson et al. [212] and Kaminker et al. [213]), i.e.
∆(kFx) = ∆0
(kFx − g0)2
(kFx − g0)2 + g1
(kFx − g2)2
(kFx − g2)2 + g3 . (5.18)
Here, ∆0, g0, g1, g2 and g3 are phenomenological fit parameters for specific gap models,
namely a proton singlet [214], neutron singlet [215], shallow (s) [216] and deep (d)
[186] neutron triplet model. Numerical values are given in Table 5.2 and the behaviour
of ∆(kFx) is illustrated in Figure 5.4. As the equilibrium neutron star can be well
approximated in the zero-temperature limit, BCS theory also predicts that the energy
gaps are proportional to the critical temperatures, Tc. The proportionality constant
depends on the type of pairing involved and for singlet/triplet states one has [24]
∆singlet ≈ 1.764 kBTc, ∆triplet ≈ 1.188 kBTc. (5.19)
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Figure 5.4: Parametrised energy gaps shown as a function of the proton and neutron
Fermi wave numbers, kFp and kFn, respectively. Singlet-paired gaps for the protons (cyan,
solid) and neutrons (blue, dashed) are found on the left. Further on the right, two different
neutron triplet gaps are given, i.e. a shallow (purple, dot-dashed) and a deep (yellow, dot-
dot-dashed) model.
Figure 5.5: Critical temperatures for superconductivity/superfluidity as a function of the
total mass density in the neutron star core. Temperatures correspond to the energy gaps
given in Figure 5.4, i.e. singlet-paired protons (cyan, solid) and neutrons (blue, dashed)
and triplet-paired neutrons with a shallow (purple, dot-dashed) and a deep (yellow, dot-
dot-dashed) model. The values are computed for the NRAPR effective equation of state.
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p singlet n singlet n triplet (s) n triplet (d)
∆0 [MeV] 120 68 0.068 0.15
g0 [fm−1] 0 0.1 1.28 2
g1 [fm−2] 9 4 0.1 0.1
g2 [fm−1] 1.3 1.7 2.37 3.1
g3 [fm−2] 1.8 4 0.02 0.02
Table 5.2: Fit parameters for the superconducting proton singlet gap and various super-
fluid gap models, namely the neutron singlet, the shallow (s) and deep (d) neutron triplet
model. Numbers are taken from Ho et al. [24].
Thus, the parametrised energy gaps (5.18) are directly linked to the transition tempera-
tures. The corresponding density-dependence of the different Tc is shown in Figure 5.5,
illustrating that as the star is cooling down, the core protons are first to undergo the
phase transition, while the neutrons remain normal. As the core temperature decreases
further, the neutrons eventually become superfluid. In the following, the interactions
of superfluid vortices and charged particles are considered and the focus will be put on
the singlet and shallow triplet parametrisation to model the mutual friction strength.
5.1.3 Coupling physics
Various dissipative mechanisms caused by the interaction of neutron vortices with their
surroundings have been studied in the literature. The main purpose of these analyses
is the comparison of calculated relaxation timescales with those observed in glitching
neutron stars, such as the Vela or the Crab pulsar, in order to provide constraints on
the interior physics. Feibelman [217], for example, determines the velocity relaxation
timescale for the scattering of electrons off quasi-particles thermally excited inside the
vortex cores. This mechanism depends exponentially on the temperature and is, thus,
strongly suppressed well below the superfluid transition temperature, Tc. However, as
Feibelman considers 1S0 vortices, the coupling process predominantly applies to the
crustal superfluid and a more detailed discussion is given in Section 5.2. Despite this
fact, Sauls et al. [204] have argued that his results also approximate the corresponding
relaxation timescale for p-wave paired vortices in the neutron star core. They further
compare this dissipative mechanism to the mutual friction arising from the scattering of
ultra-relativistic electrons off a constant vortex core magnetisation, which is present in
the interior of anisotropic 3P2 vortices. The latter mechanism does not directly depend
on the temperature and, therefore, dominates for T  Tc, whereas the interaction of
electrons with the core quasi-particles should govern the dynamics close to Tc.
Following these studies, Alpar et al. [205] proposed another mutual friction pro-
cess, which is in essence similar to the electron-magnetic-vortex scattering considered
by Sauls et al. [204] but invokes a different magnetic field. Instead of relativistic elec-
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Figure 5.6: Illustration of the dominant dissipative force acting on a neutron vortex.
As a result of entrainment, protons are dragged around the neutron vortex generating its
magnetisation. On these mesoscopic scales, the electrons are not coupled to the protons
and cannot follow their motion. Instead, electrons are dissipatively scattered off the vortex
magnetic field, which causes a mesoscopic drag force.
trons scattering off the persistent core magnetisation, they interact with the vortex
field generated by the entrained proton flow (see also Subsection 4.3.2). The dissipative
process relies on protons and electrons, despite being coupled on large hydrodynamical
scales, to move independently on mesoscopic scales. This is ensured by the fact that
the protons are superconducting and can be assigned a characteristic lengthscale of the
order of 10−12 cm (see Equation (4.11)), whereas the electron mean free path is of the
order of millimetres and much longer. Hence, the electrons cannot follow the protons’
entrained motion on small scales but instead interact with the vortex magnetic field,
resulting in the coupling of the neutron component and the charged-particle conglomer-
ate. This dissipative scattering mechanism is illustrated in Figure 5.6. As the entrained
magnetic field is several orders of magnitude larger than the persistent magnetisation
[205], the former is expected to dominate the dynamics of the outer neutron star core
at low temperatures. In order to determine its characteristic coupling timescale, the
corresponding drag and mutual friction coefficients, the formalism of Alpar et al. [205]
and Sauls et al. [204] is employed. In the following, the theoretical approach is reviewed
and modifications due to the density-dependence of various quantities are emphasised.
Velocity relaxation timescale
For a mechanism coupling the superfluid neutrons and the charged conglomerate via
electron-vortex interactions, the relaxation timescale of the electrons’ velocity distri-
bution characterises the strength of the process. This quantity describes how fast the
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particles’ velocity relaxes back to equilibrium after a relative velocity, w, between vor-
tices and electrons is applied. Note that vector notation will be used in the remainder
of this chapter. More precisely, the electrons’ velocity relaxation timescale, τv, can be
defined as the initial rate of decay of the electron mass current density, ge, i.e.
τ−1v ≡ −
∂ge(t)
∂t
∣∣∣∣
t=0
1
ge(t = 0)
, (5.20)
where the time-dependent mass current density is given by
ge(t) ≡ 2
∫
d3p
(2pi~)3
p δnp,s(t). (5.21)
Here, δnp,s(t) is the deviation of the electron distribution function, np,s(t), from equi-
librium, n0, with p and s representing momentum and spin of the electrons, respec-
tively. According to Sauls et al. [204], the deviation can be calculated in the so-called
relaxation-time approximation, giving
δnp,s(t) ≡ np,s(t)− n0 ∼ δ(Ep − EFe) Φp(t) = δ(Ep − EFe) Φp(0) e−t/τe , (5.22)
where δ(x− x0) is the one-dimensional Dirac delta function, Ep the energy associated
with electrons of momentum p and EFe the relativistic electron Fermi energy. Moreover,
the initial electron distribution, Φp(0), is related to the initial velocity, w, (see below)
and τe represents the relaxation timescale of the electron distribution function itself.
Relativistic quantum mechanics
The timescale, τe, depends on the specific interaction mechanism at hand and can be
determined from the kinetic equation of the electron distribution function. Considering
the coupling of ultra-relativistic electrons with a dilute array of N vortices, treated as
fixed scattering centres, the change in np,s(t) is obtained by summing over all possible
scattering transitions for each individual vortex,
∂np,s
∂t
= N
∑
p′,s′
2pi
~
δ(Ep − Ep′)|M(ps→ p′s′)|2
(
np,s − np′,s′
)
. (5.23)
While p and s represent the electron’s momentum and spin before the scattering, p′ and
s′ denote the parameters after the interaction with a superfluid vortex. The small-scale
transition characteristics are encoded in the matrix element, M , defined as
M(ps→ p′s′) ≡
∫
d3xΨ†p′,s′(r)Hint(r)Ψp,s(r). (5.24)
Here, Ψp,s(r) is the quantum mechanical wave function of an electron and (†) symbolises
the Hermitian conjugate. For the scattering of ultra-relativistic electrons off a localised
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time-independent magnetic field, the interaction Hamiltonian can be obtained by gen-
eralising the covariant expression of classical electrodynamics, i.e. Hint ≡ jµAµ/c. The
quantum mechanical, relativistic charge current is given by jµ = −ecΨ†γ0γµΨ, where
µ ∈ {0, 1, 2, 3} and the γ matrices are
γ0 =
(
12 0
0 −12
)
, γ =
(
0 σ
−σ 0
)
, (5.25)
with 12 representing the two-by-two unit matrix and σ the Pauli spin matrices,
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (5.26)
Choosing an electromagnetic four-potential of the form Aµ(r) = {0,A(r)}, the rela-
tivistic interaction Hamiltonian reduces to
Hint(r) = −e
(
0 σA(r)
σA(r) 0
)
. (5.27)
To determine the matrix element defined in Equation (5.24), the electron wave function
has to be specified. Assuming to first order that the electron state is not significantly
affected by the scattering event, the Born approximation can be applied [204, 205]. In
this case, the electron is described by the plane-wave solution of the free particle Dirac
equation, which has positive energy, Ep. For a time-independent problem, the spinor is
Ψp,s(r) =
1√
V
eipr/~√
2Ep(Ep +mec2)
(
(Ep +mec
2)χs
cpσχs
)
, (5.28)
where an electron occupies the volume V ≡ Ψ†Ψ and χs are the two Pauli spinors,
χ+ ≡
(
1
0
)
, χ− ≡
(
0
1
)
. (5.29)
Combining the expression for the wave function (5.28) with the interaction Hamiltonian
(5.27), the matrix element simplifies to
M(ps→ p′s′) = − ec
2EpV
∫
d3x ei(p−p
′)r/~ [(p + p′)A(r)δss′ + ~ B¯(r)σss′] (5.30)
where δss′ denotes the Kronecker delta and B¯(r) ≡ ∇×A(r) the mesoscopic induction.
Scattering geometry
In order to evaluate the integral (5.30), one can take into account that the persistent
core magnetisation [204] and the entrained field (see Equation (4.43)) point along the
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vortex direction, suggesting the use of cylindrical coordinates {r, θ, z}. Taking the z-
axis to be aligned with the vortex, one has B¯(r) = B¯(r)zˆ, where r is the radial distance
from its centre. Then, the magnetic vector potential is given by A(r) = A(r)θˆ with
A(r) ≡ 1
r
∫ r
0
dr′r′B¯(r′). (5.31)
Additionally, the scattering problem can be simplified by decomposing momentum vec-
tors and the position vector into their z-components and the orthogonal contributions,
p = pzzˆ + p⊥, p′ = p′zzˆ + p
′
⊥, r = zzˆ + r⊥, (5.32)
with r⊥ = {r cos θ, r sin θ, 0} in cylindrical coordinates. Looking closer at the scattering
event in the plane perpendicular to the vortex axis, one can construct the two vectors
K⊥ ≡ p⊥ + p′⊥, ~q⊥ ≡ p⊥ − p′⊥. (5.33)
Defining the angle α between p⊥ and p′⊥ as shown in Figure 5.7, the following relations
can be extracted from the scattering geometry
|K⊥| ≡ K⊥ = 2p⊥ cosα/2, |q⊥| ≡ q⊥ = 2~−1p⊥ sinα/2, (5.34)
where one has p⊥ ≡ |p′⊥| = |p⊥| in the first Born approximation. Executing the volume
integration in Equation (5.30) leads to two contributions to the matrix element
M1 = − e~
2mec
mec
2
EpV
2pi~ δ(pz − p′z)
iK⊥
~q⊥
Π (q⊥) δss′ (5.35)
and
M2 = − e~
2mec
mec
2
EpV
2pi~ δ(pz − p′z) Π (q⊥) (σz)ss′ . (5.36)
To express these results in a compact form, the following quantity was defined
Π(q) ≡ 2pi
∫ ∞
0
dr rB¯(r)J0(qr) (5.37)
and the integral representation of the zeroth-order Bessel function of first kind used,
J0(qr) =
1
2pi
∫ 2pi
0
dθ eiqr cos θ. (5.38)
Combining the kinetic equation for np,s given in Equation (5.23) with the relaxa-
tion-time approximation (5.22) and the matrix element contributions (5.35) and (5.36),
the electron distribution relaxation timescale, τe, becomes [204]
τ−1e = Cτ
∫ pi
0
dαΠ (q⊥)2 , (5.39)
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Figure 5.7: Sketch of the scattering geometry in the plane orthogonal to the vortex axis.
The direction of the electron momentum changes due to the interaction with the localised
magnetic induction. Using the incident momentum, p⊥, and the scattered momentum, p′⊥,
two new vectors can be constructed. The coordinate axes can be chosen so that K⊥ and
q⊥ point in the y- and the x-direction, respectively. Magnitudes of the different vectors
are connected by trigonometric functions of the angle α.
where the prefactor is given by
Cτ ≡ Nn 2pi~
(
mec
2
EFe
)2(
e~
2mec
)2 EFe
(pi~c)2
=
e2
2pi~
Nn
EFe
(5.40)
and Nn denotes the surface density of the superfluid vortices.
In order to proceed with the calculation of the velocity relaxation timescale, τv,
the mass current, ge(t), defined in Equation (5.21) has to be determined. This, in turn,
requires the initial electron distribution to be specified. According to Sauls et al. [204],
Φp(0) ≡ ~kFe(pˆ · w), where the initial relative velocity between the electron and the
vortex lies in the plane perpendicular to the vortex axis, i.e. w · zˆ = 0. Therefore, the
electron mass current can be written as
ge(t) =
~kFe
4pi3c
∫
d3k k δ(k − kFe) (pˆ ·w) e−t/τe(k). (5.41)
The electron wave number, k, is the magnitude of the wave vector, k, which is related
to the electron momentum via p = ~k. The k-dependence of τe can be illustrated by
connecting to the scattering geometry orthogonal to the vortex direction. The compo-
nent of the electron momentum in this plane can be expressed as p⊥ = ~k⊥ = ~k sinϑ,
where the angle ϑ is measured from the z-axis. Hence, q⊥ is proportional to the wave
number and the electron distribution relaxation timescale also depends on k. Taking
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advantage of the constraints on the relative velocity, Equation (5.41) reduces to
ge(t) =
~k4Fe
4pi2c
w
∫ pi
0
dϑ sinϑ3 e−t/τe(kFe). (5.42)
The electron velocity relaxation timescale defined in Equation (5.20) is thus given by
τ−1v =
3
4
∫ pi
0
dϑ
sinϑ3
τe(kFe)
=
3
4
Cτ
∫ pi
0
dϑ sinϑ3
∫ pi
0
dαΠ (2kFe sinϑ sinα/2)
2 . (5.43)
Specifying the magnetic induction
Evaluating Equation (5.43) requires detailed knowledge of the spatial distribution of
the mesoscopic magnetic induction. At this point, the calculations of Sauls et al. [204]
and Alpar et al. [205] deviate from each other as they consider electron scattering off
different magnetic fields, leading to different results for the function Π(q). In the former
case, a thorough analysis of the vortex magnetic field distribution gives
Πpersistent(q) = 2pi ξnq
−1J1(qξn)B¯persistent, (5.44)
where ξn denotes the neutron coherence length and J1(x) the first-order Bessel function
of first kind. Moreover, B¯persistent represents the magnitude of the persistent core mag-
netisation, which can be approximated by [204]
B¯persistent ' − e~
mc
k3Fn
3pi2
(
∆n
kBTFn
)2
, (5.45)
with the triplet-paired neutron energy gap, ∆n, the Fermi wave number and tempera-
ture, kFn and TFn, respectively. As the neutrons behave non-relativistically, the latter
two are related to the Fermi energy, EFn, via
EFn =
~2k2Fn
2m
= kBTFn. (5.46)
Thus, with fiducial values for the stellar interior (see Figures 5.2 and 5.4), one finds
B¯persistent ≈ −9.8× 108
(
2 fm−1
kFn
)(
∆n
0.05MeV
)2
G. (5.47)
Substituting Equation (5.44) into Equation (5.43) and changing the second integration
variable from α to x ≡ sinα/2 then leads to
τ−1v,persistent =
3
2
Cτ
(
piξn
kFe
)2
B¯2persistent
∫ pi
0
dϑ sinϑ
∫ 1
0
dx
J1(2kFeξn sinϑx)
2
x2(1− x2)1/2 . (5.48)
In principle, for a given density, the right-hand side of this result has to be integrated
numerically. However, an approximate solution can be obtained by taking into account
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that for typical neutron star parameters one has 2kFeξn  1 (see also Equation (5.59)).
Expanding the second integral in Equation (5.48) to leading order, thus, allows the
following approximation for sufficiently large scattering angles ϑ,
τ−1v,persistent '
3
2
Cτ
(
piξn
kFe
)2
B¯2persistent
∫ pi
0
dϑ 2kFeξn
4
3pi
sin2 ϑ. (5.49)
Evaluating the integral and substituting Cτ defined in Equation (5.40) finally gives
τ−1v,persistent =
pie2
c~2
Nnξ3n
k2Fe
B¯2persistent. (5.50)
Using Equation (4.6), which relates the vortex area density to the neutron stars’ rota-
tion period, the BCS expression for the coherence length given in Equation (3.73) and
Equation (5.47), one can estimate the velocity relaxation timescale
τv,persistent ≈ 2.8× 107
(
m∗n
m
)3
P10
(
kFe
0.75 fm−1
)2(2 fm−1
kFn
)(
0.05MeV
∆n
)
s, (5.51)
where P10 ≡ P/(10ms) was chosen. Hence, the characteristic timescale for the coupling
of electrons with the persistent core magnetisation of p-wave vortices is of the order of
months to years. The density-dependence is illustrated in Figure 5.8, indicating that this
mechanism is strongest around a density of∼ 3.6×1014 g cm−3. The relaxation timescale
increases significantly towards the crust-core boundary and the inner neutron star core.
Figure 5.8 also allows a comparison with the coupling achieved by the interaction of
electrons with the entrained vortex magnetic field, which as expected is much stronger.
To examine this second scattering process first discussed by Alpar et al. [205], the
field distribution needs to be specified. A generalised form of the magnetic induction
presented in Subsection (4.3.2) has to be used. Accounting for the structure of a neutron
vortex with a core size of the order of the coherence length, ξn, and the magnetic flux
located within the radius λ∗, the entrained magnetic induction is given by [205, 182]
B¯entrained(r) =
φn
piξ2n

1− ξnλ∗K1
(
ξn
λ∗
)
I0
(
r
λ∗
)
for 0 ≤ r ≤ ξn,
ξn
λ∗ I1
(
ξn
λ∗
)
K0
(
r
λ∗
)
for r ≥ ξn.
(5.52)
The neutron vortex flux, φn, depends on the effective masses and is defined in Equation
(4.47), while I0,1(x) andK0,1(x) denote the modified Bessel functions of first and second
kind, respectively. Using the interior solution, the magnitude of the magnetisation at
the centre of the vortex can be estimated. For r = 0, the second term containing Bessel
functions is negligibly small. Taking only the prefactor into account, one has
B¯entrained ≈ −2.3× 1013
(
m∗n
m
)(
1− m
∗
p
m
)(
2 fm−1
kFn
)2(
∆n
0.05MeV
)2
G. (5.53)
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For these fiducial parameters of the p-wave paired neutron superfluid, the entrained field
is approximately four orders of magnitude larger than the persistent core magnetisation
given in Equation (5.47), causing the former to dominate the mutual friction coupling.
In the limit ξn → 0, which is equivalent to ignoring the vortex core, the exterior
solution of Equation (5.52) reduces to the approximate result used in the hydrodynam-
ical formalism (see Equation (4.43)), i.e.
B¯entrained(r) ' φn
2piλ2∗
K0
(
r
λ∗
)
. (5.54)
With this simplified expression, the function Π(q) defined in Equation (5.37) can be
easily determined because the integral has an analytic solution. Further assuming that
the flux is located within a tube of infinitely small radius, i.e. λ∗ → 0, one finds that
Π(q) is constant and simply reduces to the magnetic flux, Π(q) = φn. Thus, the electron
distribution relaxation timescale for an infinitely thin vortex equates to
τ−1e0 ≡ Cτφ2npi. (5.55)
Using Equation (5.43), the corresponding velocity relaxation timescale can be obtained.
Since τe0 does not depend on the angle ϑ, the two relaxation timescale are equivalent
in the zero-radius limit. For typical parameters, one finds (see also Figure 5.8)
τv0 = τe0 ≈ 8.0× 10−5
(
m∗n
m
)2(
1− m
∗
p
m
)−2
P10
(
kFe
0.75 fm−1
)
s. (5.56)
A more accurate calculation of the relaxation timescale has to take the detailed struc-
ture of the vortex, i.e. its finite size, into account. Integrating the full expression (5.52)
for the magnetic field distribution leads to
Πentrained(q) =
2φn
1 + q2λ2∗
J1(qξn)
qξn
. (5.57)
With this result, one obtains an improved estimate for the electron distribution relax-
ation timescale, subsequently leading to the following velocity relaxation timescale
τ−1v,entrained =
3τ−1e0
2piξ2nk
2
Fe
∫ pi
0
dϑ sinϑ
∫ 1
0
dx
J1(2kFeξn sinϑx)
2
x2(1− x2)1/2 (1 + 4k2Feλ2∗ sin2 ϑx2)2 . (5.58)
The zero-radius scattering timescale is therefore significantly altered due to the finite
size of the vortex. As with the electron-magnetic-vortex interaction considered by Sauls
et al. [204], the right-hand side cannot be integrated analytically. However, comparison
with the corresponding relation (5.48) reveals the presence of an additional factor in
the second integral that contains the angle ϑ. This complicates the derivation of an
approximate solution. To proceed, we define two dimensionless parameters, β1 ≡ ξn/λ∗
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and β2 ≡ 2kFeξn, respectively. For the triplet-paired superfluid, one estimates
β1 ≈ 4.1
[(
m
m∗n
)(
m∗n
m
− 1 + m
∗
p
m
)−1
ρ14
( xp
0.05
)]1/2( kFn
2 fm−1
)(
0.05MeV
∆n
)
, (5.59)
β2 ≈ 8.0× 102
(
m
m∗n
)(
kFe
0.75 fm−1
)(
kFn
2 fm−1
)(
0.05MeV
∆n
)
, (5.60)
where ρ14 ≡ ρ/1014 g cm−3. Thus, for the velocity relaxation timescale it follows
τ−1v,entrained = 6
τ−1e0 β
4
1
piβ32
∫ pi
0
dϑ sinϑ
∫ β2
0
dy
β22
(1− y2/β22)1/2
J1(sinϑ y)
2
y2
(
β21 + sin
2 ϑ y2
)2 . (5.61)
This equation can be solved numerically for a specific density inside the star. However,
the integration is computationally expensive and, instead, two approximations can be
used to significantly decrease the computation time, while retaining a high accuracy
(the relative error is smaller than 10−5). Taking advantage of the symmetric form of the
integrand, the ϑ-integration is well approximated by fixing the angle ϑ to pi/2, where the
integrand is maximal, and dividing the final result by 2. Moreover, for typical neutron
star parameters β2  1, which allows the square-root term in the second integral to be
replaced by a Taylor expansion. To leading order, one obtains1
τ−1v,entrained ' 3
τ−1e0 β
4
1
β32
∫ β2
0
dy
β22 + y
2/2(
β21 + y
2
)2 [J1(y)y
]2
. (5.62)
Figure 5.8 shows the various frictional coupling timescales in the outer core as a
function of the total density for a fiducial neutron star rotation period of 10ms. Firstly,
one can observe that the timescale for the scattering of electrons off the persistent core
magnetisation is several orders of magnitude larger than the timescales associated with
the coupling to the entrained magnetic field.2 The latter mechanism thus dominates the
interaction between the neutron vortices and the charged-particle conglomerate. The
corresponding velocity relaxation timescale for the shallow triplet gap model is of the
order of seconds for a large range of densities but increases towards to the crust-core
boundary and the inner core. For comparison, τv,entrained has also been calculated for
the singlet energy gap model, leading to shorter coupling timescales at lower densities.
Both velocity relaxation timescales are several orders of magnitude larger than the
zero-radius scattering time, τv0, given in Equation (5.56), which demonstrates that the
finite vortex size increases the relaxation timescale and weakens the mutual friction
1Solution (5.62) agrees with Equation (30b) of Alpar et al. [205], apart from the additional factor
1/2 in the first term of the integrand, which however has little influence on the result.
2For typical neutron star equilibrium temperatures of 106 to 108 K, the timescale for the scattering
of electrons off the entrained vortex field is also much shorter than the coupling timescale calculated
by Feibelman [217] for the scattering of electrons off quasi-particles thermally excited in the vortex
cores. For more details see Alpar et al. [205].
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Figure 5.8: Relaxation timescales in the neutron star core as a function of density. Shown
are the timescale for electrons interacting with the persistent magnetisation of 3P2 vortices
(cyan, solid) defined in Equation (5.50) and four timescales associated with the scatter-
ing of electrons off the entrained vortex magnetic field. τv,entrained is given for the shal-
low triplet gap (blue, dashed) and the singlet gap (purple, dot-dashed). For comparison,
the zero-radius scattering timescale, τv0, (yellow, dot-dot-dashed) and the approximate
timescale, τv,approx, (red, dotted) defined in Equation (5.63) are also included. The values
are computed for the NRAPR effective EoS and a fiducial rotation period of 10ms.
coupling. Finally, Figure 5.8 also shows the timescale
τv,approx ≡ 16
3pi
τe0
β2
β1
. (5.63)
This approximation, obtained by expanding the integrand in Equation (5.62) to lowest
order in β−12 and using β1 ≈ 1 [205], has been considered by Andersson et al. [200]
to estimate the strength of mutual friction in the outer neutron star core. Note, how-
ever, that the term β2/β1 is independent of the neutron coherence length and, hence,
does not capture the density-dependence arising from the superfluid energy gap. As
shown in Figure 5.8, τv,approx is a good approximation to the coupling timescale for
the electron-magnetic-vortex interaction of a s-wave paired superfluid at low densities.
The corresponding timescale for the p-wave vortex interaction, on the other hand, is
overestimated by at least a factor 5 because β1 ≈ 1 is no longer satisfied.
Moment of inertia increase
As explained previously, at the heart of the dominant mutual friction mechanism lies
the independent motion of electrons and protons on mesoscopic scales. However, both
particle species are strongly coupled on hydrodynamical scales, effectively moving as
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one component (see Subsection 4.2.2), implying that the macroscopic charge current
vanishes. Hence, in order to obtain the characteristic relaxation timescale, τev, between
the neutron vortices and the charged-particle conglomerate, the electron velocity re-
laxation timescale has to be corrected to account for the increase in moment of inertia
due to the electron-proton coupling. This is achieved by extending τv,entrained by
τev ≡ mc
2
EFe
τv,entrained ≈ 6.3
(
0.75 fm−1
kFe
)
τv,entrained. (5.64)
Thus, the larger moment of inertia increases the frictional timescale by a factor of 10.
Mutual friction coefficients
The relaxation timescale τev dictates how quickly the neutron vortex motion relaxes
to the charged fluids, if an initial relative velocity is present. Hence, on hydrodynamic
scales, the neutron vortices experience the following frictional force due to the interac-
tion with the electron-proton conglomerate,
Fd =
ρp
τev
(vp − un), (5.65)
where vp and un are the averaged velocities of the electron-proton component and the
vortices, respectively. This force is equivalent to the macroscopic form of the mesoscopic
drag, fd, exerted on a single vortex that was defined in Equation (4.81). The averaging is
achieved by multiplying fd with the vortex surface density,Nn. Hence, the dimensionless
drag coefficient, R, and the velocity relaxation timescale, τev, are related. One has
R = ρp
ρn
1
Nnκ
1
τev
≈ 1.3× 10−5
( xp
0.05
)
P10
(
10 s
τev
)
 1, (5.66)
where typical neutron star parameters were used to give the numerical value. Hence,
the frictional electron-magnetic-vortex coupling is rather weak. Neglecting the electro-
magnetic force exerted on a vortex and its tension as explained in detail in Subsection
4.3.3, the drag coefficient R and the mutual friction coefficients, B and B′, are related
to each other by Equation (4.90). More, precisely in the limit of weak mutual friction,
B = R
1 +R ' R, B
′ ' R2. (5.67)
5.1.4 Core cross-section
After combining Equations (5.66) and (5.67) and substituting the definitions of τev and
τv,entrained respectively, one is left with the following
B ' 3pi
2
xp
1− xp
(
m
m∗n
)2(
1− m
∗
p
m
)2
β41
β32
∫ β2
0
dy
β22 + y
2/2(
β21 + y
2
)2 [J1(y)y
]2
. (5.68)
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Figure 5.9: Mutual friction strength in the core, generated by the scattering of relativistic
electrons off the entrained vortex field. The coupling strength depends on the energy gap
parametrisation considered. Shown are results for the neutron singlet (cyan, solid) and
the shallow triplet (blue, dashed) model. For comparison, the mutual friction coefficient,
Bapprox (purple, dot-dashed), obtained from the gap-independent approximation, τv,approx,
is given. The values are computed for the NRAPR effective equation of state.
The strength of the mutual friction clearly depends on the properties of the superfluid
condensate. The resulting estimates as a function of the density are shown in Figure 5.9
for the singlet and the shallow triplet gap parametrisation. The differences between both
models originate in the different vortex size. Since the 1S0 vortices are approximately
an order of magnitude smaller than the 3P2 vortices close to the crust-core interface, the
interaction between relativistic electrons and the entrained magnetic field is stronger in
the former case. For densities above ∼ 2.4× 1014 g cm−3 however, the case is reversed
and the coupling to p-wave paired neutron vortices dominates. For comparison, Figure
5.9 further shows the mutual friction coefficient corresponding to the gap-independent
relaxation timescale τv,approx. Using m∗n ≈ m and xp ≈ xe  1 for simplicity leads to
Bapprox ≈ 3.9× 10−4
(
1− m
∗
p
m
)2(
m
m∗p
)1/2
ρ
1/6
14
( xp
0.05
)7/6
, (5.69)
which agrees with Equation (66) of Andersson et al. [155]. As illustrated in Figure 5.9,
Equation (5.69) gives good approximations for the s-wave condensate at low densities
because β1 ≈ 1 holds. However, it deviates significantly at higher densities, where the
p-wave superfluid is present. Taking both energy gap models into account, a represen-
tative choice for the core mutual friction coefficient would be B ≈ 10−5, which further
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implies B′ ≈ 10−10. Note that despite being rather weak, the electron-magnetic-vortex
interaction is strong enough to couple the neutron superfluid and the charged conglom-
erate in the neutron star core on the order of seconds, having important implications for
the post-glitch dynamics. As the crust and the electron-proton component are expected
to be strongly coupled by the magnetic field [218], the short mutual friction timescales
imply that a very large fraction of the core has to follow the crust’s motion. Hence, the
core neutron superfluid cannot be responsible for the long-term glitch recovery observed
to be of the order of months to years. Instead, the component thought to cause these
long timescales is the neutron superfluid in the inner crust. The following section will
address possible mutual friction mechanisms in this layer of the neutron star.
5.2 Crustal Mutual Friction
While the hydrodynamical framework of Chapter 4 focused on the mixture of neutrons,
protons and electrons in the outer neutron star core, a similar multi-fluid formalism
should characterise the averaged dynamics of the inner crust. This region corresponds
to the density range between the neutron drip, ρD ∼ 4×1011 g cm−3, and the crust-core
interface at ∼ 1014 g cm−3 (see also Subsection 2.2.3). There, proton-rich lattice nuclei
are permeated by relativistic electrons and a free neutron gas, which is expected to
form Cooper pairs due to an attractive long-range contribution to the nucleon-nucleon
interaction. Similar to the core superfluid, the crustal condensate exhibits macroscopic
rotation by the formation of quantised vortices, which interact with their environment.
The core mutual friction mechanisms, however, studied in the previous section, cannot
be responsible for the coupling in the crust, as 1S0 vortices do not possess a permanent
magnetisation [204] or carry an entrained magnetic field, since the protons are normal
and locked to the nuclei. Instead different mechanisms have to be considered. In the
remainder of this section, three processes that could be present in the inner crust will be
addressed and their strengths compared. As before, the characteristic drag and mutual
friction coefficients are calculated for a specific equation of state in order to evaluate
how the coupling strengths change throughout the star.
5.2.1 Crustal composition
Several theoretical approaches are available to study the equilibrium composition of the
inner neutron star crust, ranging from classical liquid-drop models over semi-classical
frameworks to those accounting for quantum effects. For a recent summary see Chamel
and Haensel [30] and references therein. First to include quantum mechanics into crustal
equation of state calculations were Negele and Vautherin [36]. As their work forms the
foundation of the succeeding discussion, the underlying concept is briefly reviewed and
the resulting equilibrium composition for five regions in the inner crust is presented.
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Negele’s and Vautherin’s recipe to obtain the crustal ground state, i.e. its zero-
temperature composition, is based on the use of the Wigner-Seitz approximation [34].
This implies that the inner crust is decomposed into identical spheres, which are each
centred around one lattice site. The volume of a single Wigner-Seitz sphere is chosen
to be equal to 1/nN, where nN is the density of lattice nuclei. Calculating the crustal
structure, thus, reduces to determining the equilibrium configuration of a lattice nucleus
and the free neutron gas inside the Wigner-Seitz cell. As discussed in Subsection 5.1.1,
the quantity controlling the composition of a nuclear many-body system is the internal
energy density. Similar to Equation (5.6), the inner crustal matter can be characterised
by a nucleon, Coulomb and electron contribution to the energy density. Negele and
Vautherin determine the former via two-body nucleon-nucleon interactions, providing
them with the means to self-consistently derive the particle wave functions inside a
unit cell for a given radius and number of nucleons; more precisely Z protons locked
inside the nucleus and N neutrons, combining the ones inside the lattice structure and
the surrounding gas. The resulting wave functions are connected to the number and
kinetic energy densities of the protons and neutrons, respectively, which in turn enter
the total energy density. The equilibrium composition for a given baryon density is
then obtained by minimising the total energy density per nucleon under the constraint
that Equations (5.1)-(5.3) are satisfied within a Wigner-Seitz sphere. Note that charge
neutrality is ensured by assuming that each cell also contains Z electrons, which are
approximated as a uniformly distributed relativistic Fermi gas.
Performing this procedure for various regions in the inner crust, Negele and Vau-
therin [36] obtain the ground-state composition given in Table 5.3. Besides Z and N ,
the table contains the number density of the free neutron gas, nG, and the approxi-
mate ratio of protons to neutrons, x˜, inside a nucleus. These parameters are related
to the total mass density, ρ ' mnb, the total number of baryons inside a nucleus, i.e.
A ≡ Z(1 + 1/x˜), and the radius of the Wigner Seitz sphere,
RWS ≡
(
3
4pi
N + Z
nb
)1/3
. (5.70)
Since the volume of the unit cell is connected to the density of lattice sites, nN can also
be calculated. For a given crystal structure, this further allows the lattice constant, a,
to be determined. For the bcc configuration, thought to be present in the inner crust,
one has a ≡ (2/nN)1/3. The data in Table 5.3 given for Wigner-Seitz spheres at five dif-
ferent densities firstly illustrates that every unit cell comprises several hundred to a few
thousand nucleons. Furthermore, for an increasing baryon density, the distance between
the lattice sites decreases while the total baryon number, A, increases. However, due
to the presence of quantum effects, the number of protons is roughly constant taking
the values Z = 32, 40, 50. At the same time, more and more neutrons are dripping out
of the nuclei leading to a density increase for the free neutron gas permeating the nuc-
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I II III IV V
nb [10−4 fm−3] 8.8 57.7 204.0 475.0 789.0
Z 40 50 50 40 32
N 280 1050 1750 1460 950
x˜ 0.53 0.45 0.35 0.28 0.16
nG [10−4 fm−3] 4.8 47.0 184.0 436.0 737.0
ρ [1012 g cm−3] 1.5 9.6 33.9 78.9 131.0
A 115 161 193 183 232
RWS [fm] 44.3 35.7 27.6 19.6 14.4
nN [10−6 fm−3] 2.7 5.2 11.3 31.7 80.3
a [fm] 90.0 72.5 56.1 39.8 29.2
Table 5.3: Equilibrium composition for five regions in the inner neutron star crust. The
values for the baryon density, nb, the number of protons, Z, and neutrons, N , within a
Wigner-Seitz sphere, the ratio of protons to neutrons, x˜, inside a nucleus and the number
density of the free neutron gas, nG, are taken from Negele and Vautherin [36]. Additionally,
the total mass density, ρ, the total number of baryons inside a nucleus, A, the Wigner-Seitz
radius, RWS, the density of lattice sites, nN, and the bcc lattice constant, a, are given.
lear structures. At a density of ∼ 1014 g cm−3, the nuclear structures eventually disap-
pear, marking the smooth transition to a uniform density gas.
Before proceeding, we point out that the Wigner-Seitz approximation has several
limitations. Firstly, the nucleons are treated as independent particles, implying that the
effects arising from pairing, i.e. superfluidity, are neglected. An attractive long-range
interaction should, in principle, affect the bound and the free neutrons and could alter
the composition of the lattice nuclei [36, 30]. Moreover, the theory does not provide
access to the transport properties of the neutrons, as they are artificially restricted to
the unit spheres. To account for the motion of particles across the cell boundaries, al-
ternative approaches are needed. One possibility would be nuclear band theory, which
has recently been used by Chamel [37] to show that the free neutron gas is influenced
by entrainment with the lattice nuclei. While such modifications could have important
implications for the macroscopic dynamics of neutron stars, they are neglected here.
Finally, the model of Negele and Vautherin [36] does not take the formation of inhomo-
geneous nuclear structures, such as the nuclear pasta [41, 42], into consideration. This
phase is expected to appear at ∼ 1014 g cm−3 and should, thus, affect the composition
in region (V). Despite these limitations, the results of Negele and Vautherin [36] are still
widely used to describe the crustal equilibrium composition. In particular, calculations
of the interaction strength between the superfluid component and the lattice [219, 220],
needed in the following, are based on the parameters presented in Table 5.3.
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5.2.2 Pinning characteristics
The frictional mechanisms discussed in the next subsection are sensitive to the coupling
between the vortices and the crustal lattice, being influenced in particular by the size
of the vortices, ξn, and the pinning energy, Ep. Note, however, that since comprehen-
sive quantum calculations of the problem are not feasible, the pinning phenomenon
is not fully understood and only approximate models are available. In the following,
results from Donati and Pizzochero [219], which are summarised in Table 5.4, will be
employed.3 Based on the equilibrium composition of Negele and Vautherin [36], Donati
and Pizzochero use a semi-classical model to characterise the vortex-nucleus interaction
in the inner crust and obtain the pinning energy per pinning site. This quantity repre-
sents the energy gain or loss for positioning a single lattice nucleus inside a vortex and
depends crucially on the competition between the internal, kinetic and condensation
energy of the superfluid [221, 219]. Due to these competing energies, different pinning
configurations are present at different densities. If Ep is positive, energy has to be pro-
vided to move a nucleus into the vortex, giving a repulsive vortex-nucleus interaction
and weak interstitial pinning. Vortices positioning themselves at equal distances from
the nuclei is observed in segments (I) and (II) of the inner crust. In regions (III)-(V) on
the other hand, the pinning energies are positive, implying an attractive vortex-nucleus
interaction and nuclear pinning, which makes it energetically favourable for vortices to
move towards the lattice structures. Note also that at very high densities close to the
crust-core boundary, for (IV) and (V), the coherence length exceeds the radius of a
Wigner-Seitz sphere. This suggests that each vortex contains several nuclei, sometimes
also referred to as collective pinning, which is also of a rather weak nature.
Estimates for the pinning energy per nucleus given in Table 5.4 are generally in
agreement with post-glitch relaxation timescales [89, 90]. However, Ep was determined
from microscopic considerations, which in principle do not allow one to draw conclusions
about the mesoscopic pinning characteristics of a vortex. In order to better understand
the macroscopic dynamics of the crustal superfluid, such as its role in the generation
of glitches or the strength of the mutual friction, the pinning energy per unit length of
a vortex needs to be known (see Subsection 4.3.3). As a mesoscopic vortex is exposed
to many different lattice orientations [222, 220], the pinning energy per unit length can
be obtained by averaging coherently over the lengthscale, where vortices are straight.
Hence, the rigidity of the vortices, i.e. their ability to bend and adapt a pinning configu-
ration, has strong influences on the dynamics [223]. Using a simple argument comparing
the energy of an unpinned, straight vortex and a pinned, bent vortex, Seveso et al. [220]
3Note that Donati and Pizzochero [219] use a definition of the neutron coherence length that differs
by a factor
√
6/pi from the one presented in Equation (3.73). Moreover, the set of parameters in Table
5.4 reflects the choice β = 3, which represents the reduction factor for the neutron pairing gap due to
in-medium corrections, i.e. ∆n ≡ ∆n0/β, where ∆n0 characterises the bare interaction. A suppression
by β = 3 corresponds to a weaker pairing interaction giving a maximum for the mean pairing gap of
about 1MeV [220], which is similar to the singlet gap parametrisation discussed in Subsection 5.1.2.
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I II III IV V
ξn [fm] 20.0 13.0 15.4 33.5 116.4
Ep [MeV] 0.21 0.29 −2.74 −0.72 −0.02
cs [108 cm s−1] 4.73 5.57 5.78 5.64 4.68
Table 5.4: Neutron coherence lengths, ξn, and microscopic pinning energies, Ep, for five
regions in the inner crust. Ep > 0 corresponds to interstitial pinning, while Ep < 0 marks
the nuclear pinning regions. The values are taken from Donati and Pizzochero [219]. The
final row gives estimates for the lattice phonon velocity, cs, defined in Equation (5.73).
estimate this lengthscale to be of the order of ∼ 103 Wigner-Seitz radii (see also Grill
and Pizzochero [224]). Averaging the pinning interaction between vortices and randomly
orientated nuclear structures over this, somewhat arbitrary, distance leads to a decrease
in the mesoscopic pinning energy by up to two orders of magnitude compared to the
microscopic pinning energy. This change, despite being poorly constrained, also affects
the strength of the coupling mechanisms discussed below [92] and will be accounted for
by including the reduction factor, δ, which is of the order ∼ 10−4 [225].
5.2.3 Coupling physics
Three different mechanisms coupling the superfluid neutron component and the crustal
lattice in the inner crust of a neutron star are examined in the following. More pre-
cisely, mutual friction that results from the interaction between vortices and the nuclear
structures leading to the excitation of lattice phonons or the excitations of Kelvin waves
along the vortex axis is discussed. Moreover, the scattering of electrons off thermally
excited quasi-particles is addressed. As shown below, each mechanism dominates under
certain conditions generating drag forces of varying strengths.
Note that these three examples only form a selection of possible dissipative pro-
cesses in the neutron star crust and additional mechanisms could be present [225, 226].
In particular, interactions between the normal vortex-core neutrons and phonons via
higher-order scattering events, lattice defects or impurities could play a role. According
to Harding et al. [226], the latter might dominate the coupling even for low impurity
rates. However, accurate calculation of the corresponding mutual friction would require
more detailed knowledge of the crustal composition than provided in Subsection 5.2.1.
We, therefore, restrict ourselves to the three mechanisms mentioned above.
Mechanism I: phonon contribution
The motion of a superfluid vortex past the crustal lattice is expected to cause two types
of mutual friction. At low relative velocities, i.e. |∆v| ≡ |vLN − un| ≤ 102 cm s−1 [92],
where vLN and un represent the velocity of a lattice nucleus and a vortex, respectively,
the dominant effect of the interaction between the two components is the displacement
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of the lattice structures, which results in the excitations of sounds waves. Jones [222]
(see also Jones [225]) addresses the dissipation generated by this process. Analogous
to the mesoscopic drag acting on a core vortex, which was defined in Equation (4.81),
Jones postulates that the straight vortex segments present in the inner crust experience
a resistive force per unit length of the form
fphonon = γphonon (vLN − un) = ρGκRphonon (vLN − un), (5.71)
where ρG ≡ mnG is the mass density of the free superfluid neutron gas. Using a quan-
tum mechanical approach to characterise the interaction, Jones [222, 225] subsequently
calculates the energy transfer, E , between the vortex and the electron-phonon system
of the nuclei. The magnitude of the corresponding resistive force per unit length is then
approximately given by |fphonon| ≈ E/a2, where a is the bcc lattice constant. Working
in the rest frame of the nuclear lattice, i.e. vLN = 0, E is proportional to |un|. This
allows a comparison with Equation (5.71) and leads to the following drag coefficient
γphonon =
3
32pi1/2
a
ξ3n
E2p
Mc3s
. (5.72)
The parameters a, ξn and Ep have been defined above, while M ≡ mA represents the
total mass of a single lattice nucleus and cs is the lattice phonon velocity,
cs =
ωZ
qD
=
(
4pinNZ
2e2
M
)1/2 (
6pi2nN
)−1/3
, (5.73)
defined as the ratio of the ion plasma frequency, ωZ, and the Debye wave number, qD.
Numerical estimates for the phonon velocity can be found in Table 5.4.
With the help of Equation (5.71), the drag coefficient, γphonon, can be expressed
in dimensionless form. For the five regions of the inner crust discussed in Subsection
5.2.1, one obtains Rp  1, so that the weak mutual friction limit (5.67) applies. Hence,
the mutual friction coefficients associated with the excitation of sound waves read as
Bphonon ' Rphonon = γphonon
κρG
, B′phonon ' B2phonon. (5.74)
One also has to account for the reduction factor, δ, arising from averaging the pinning
interactions over a mesoscopic vortex length. Substituting fiducial parameters, one finds
Bphonon ≈ 1.5× 10−8
(
10−2 fm−3
nG
)( a
60 fm
)(15 fm
ξn
)3
×
( |Ep|
1MeV
)2(180
A
)(
5.5× 108 cm s−1
cs
)3(
δ
10−4
)
. (5.75)
Detailed results for the drag and mutual friction coefficients in the crustal layers are
shown in Table 5.5. Note that the vortex-lattice coupling via the excitations of phonons
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I II III IV V
γphonon [105 g cm−1 s−1] 3.33 8.17 252.64 1.37 0.00
Bphonon [10−5] 20.93 5.24 41.44 0.09 0.00
with δ: Bphonon [10−9] 20.93 5.24 41.44 0.09 0.00
τphonon [105 s] 0.38 1.52 0.19 83.97 7.62× 106
Table 5.5: Drag and mutual friction coefficients and the corresponding post-glitch relax-
ation timescale for the weak vortex-phonon interaction for five regions in the inner crust.
The values are calculated for the equilibrium composition obtained by Negele and Vau-
therin [36] and the superfluid parameters given by Donati and Pizzochero [219]. τphonon
includes the reduction factor, δ, and is determined for a rotation period of 10ms.
is strongest in segments (I)-(III) and decreases towards the crust-core boundary. Neglec-
ting region (V), where Bphonon is several orders of magnitude smaller than in the other
layers, the mutual friction strength ranges between 10−10 . Bphonon . 10−8. Haskell et
al. [92] used the same estimate to develop a better hydrodynamical glitch model.
Jones [222] further suggests that this weak coupling mechanism could explain the
observations of long post-glitch relaxation timescales. Using a simple two-component
framework as illustrated in Figure 2.7, the recoupling of crustal vortices, which are
unpinned by some mechanism once a critical lag is reached, and the rest of the star can
be modelled. This relaxation process depends on the strength of the mutual friction
and is characterised by the timescale
τphonon =
1
2BphononΩ ≈ 8.0× 10
5P10
(
10−9
Bphonon
)
s, (5.76)
where a canonical pulsar rotation period of 10ms was chosen. Numerical estimates for
the five crustal zones are given in Table 5.5. For (I)-(III), τphonon is of the order of days,
whereas for regions (IV) and (V) the relaxation timescale is of the order of months and
years, respectively. Provided the relative velocity between the vortices and the crustal
lattice is small, the dissipative force due to the excitation of phonons could thus indeed
explain the observed pulsar relaxation timescales.
Mechanism II: kelvon contribution
A second type of mutual friction generated by the vortex motion past the nuclear lattice
is expected to be present for |∆v| ≥ 102 cm s−1. In contrast to the low-velocity dynamics
causing vibrations in the crustal lattice, large relative velocities predominantly affect
the vortices. Due to the lattice interactions, a moving vortex starts to oscillate exciting
Kelvin waves along its axis and destroying its rigidity. Named after the discoverer Lord
Kelvin [175], the corresponding quasi-particles are sometimes referred to as kelvons.
The associated dissipation has been studied by Epstein and Baym [227] and Jones
[225]. While the former approach considers the loss of energy due to the excitation of
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I II III IV V
RN [fm] 6.0 6.7 7.3 6.7 5.2
Es [MeV] 4.2 −1.3 −16.4 −10.0 −7.8
El [MeV] 0.16 0.94 1.40 1.00 0.49
Table 5.6: Values for the radius of the lattice nuclei, RN and the short- and long-range
contributions to the vortex-nucleus interaction, Es and El, respectively, for five regions in
the inner crust. While RN parameters are taken from Donati and Pizzochero [219], energy
estimates can be found in Epstein and Baym [227]. In order to account for uncertainties
in the short-range term, the value Es,red ≡ Es/10 is also considered below.
unperturbed Kelvin modes along the vortices, the latter includes mode perturbations
arising from the disorder of the pinning interaction. As this mechanism is rather poorly
understood and both theoretical treatments involve various approximations, the mutual
friction coefficients resulting from both calculations will be given below.
Following earlier work on the pinning interaction between a displaced vortex and
a nucleus [228], Epstein and Baym [227] determine the dissipation proportional to a
small vortex displacement, effectively caused by the transformation of free energy from
the relative motion of the two components into the vortex excitation. Using a first-order
perturbative approach, the net number of kelvons, ∆nk, of wave number k, excited in
the vortex as it moves past a nucleus, can be calculated. The total energy transferred
to a vortex segment of length L during each nucleus encounter is, thus, given by
Ekelvon(b) =
∑
k
~ωk∆nk(b), (5.77)
where b is the vortex-nucleus impact parameter and ωk ≡ ~k2/(2mk) the frequency of a
kelvon. Its mass, mk, can be estimated by considering the dispersion relation [175, 222],
ωk(k) = − κ
4pi
k2 ln(kξn). (5.78)
According to Epstein and Baym [227], the logarithm is well approximated by− ln(kξn) '
3, leading to a kelvon mass ofmk ≡ 2m/3. Considering the continuum limit of infinitely
long vortices, L→∞, the summation in Equation (5.77) is replaced by a k-integral
Ekelvon(b) =
~
4piκρGmk
∫ ∞
−∞
|f˜(k, b)|2 k2 dk. (5.79)
Here, f˜(k, b) denotes the Fourier transform of the force per unit length that acts on the
vortex due to the interaction with the nuclear lattice. According to Epstein and Baym
(see Appendix B of [227] for more details), the transform reads as
f˜(k, b) =
∫ ∞
−∞
τ + iτb
∆v
[
4
√
2Es
(1 + τ2 + τ2b )
5
+
√
2El
(1 + τ2 + τ2b )
2
]
ei
RNωk
∆v
τdτ, (5.80)
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with ∆v ≡ |∆v| representing the magnitude of the relative velocity between a vortex
and a nucleus and we define
τ ≡ t∆v
RN
, τb ≡ b
RN
, (5.81)
where t is the time and RN represents the typical, density-dependent size of the lattice
nuclei. Furthermore, the energies Es and El in Equation (5.80) denote the short-range
and long-range contributions to the vortex-nucleus interaction, respectively. Numerical
estimates for RN, Es and El are shown in Table 5.6. Note that as estimates for Es are
rather uncertain due to the lack of detailed microscopic models [227], the strength of
the frictional drag will also be calculated for a reduced value, i.e. Es,red ≡ Es/10.
Integration of Equation (5.80) yields4
f˜(k, b) =
ipi√
2∆v
e−K
2Tb
[
El
T 3b
{
τb +K
2Tb (Tb + τb)
}
+
Es
48T 9b
{
15K2Tb (Tb + 7τb)
+ 15K4T 2b (Tb + 3τb) + 2K
6T 3b (3Tb + 5τb) +K
8T 4b (Tb + τb) + 105τb
}]
, (5.82)
where the following parameters are defined to write the expression in a compact form
K ≡
√
k2~RN
2mk∆v
, Tb ≡
√
1 + τ2b . (5.83)
Having determined the energy transfer per vortex-nucleus interaction, the correspond-
ing power, pkelvon, dissipated per unit length of vortex due to the coupling with nuclei of
number density, nN, can be obtained by integrating Ekelvon over the impact parameter.
Multiplying the result with nN and ∆v gives
pkelvon = nN∆v
∫ ∞
−∞
Ekelvon(b) db. (5.84)
Combining this with Equations (5.79) and (5.82) leads to the simplified expression
pkelvon = κρG (∆v)
1/2 v
3/2
∗ , (5.85)
where the characteristic velocity of the vortex dynamics is given by5
v∗ ≡ 1.24
(
0.49E2l + 0.98ElEs + E
2
s
)2/3(mk
~κ4
n2N
RNρ4G
)1/3
. (5.86)
4Note that the integrated Fourier transform (5.82) does not agree with the relation given in Epstein
and Baym [227]. Their result, presented in Equation (B14), misses an overall factor 1/
√
2 and the term
K4. The following calculation will be based on Equation (5.82).
5Definition (5.86) disagrees with the result quoted by Epstein and Baym in Equation (3.17) [227].
Different coefficients in the interaction energy term give velocities about an order of magnitude larger
than the estimate in Equation (5.87). Note that expression (5.86) will be used in the following.
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For fiducial parameters, one can estimate
v∗ ≈ 2.1× 106
(
nN
10−5 fm−3
)2/3(7 fm
RN
)1/3(10−2 fm−3
nG
)4/3
cm s−1, (5.87)
where the two energy contributions are fixed to Es = 1MeV and El = 1MeV (see Table
5.6). Specific values of v∗ for the five regions in the inner crust are shown in Table 5.7.
Moreover, the power defined in Equation (5.85) has to be equivalent to the prod-
uct of the mesoscopic drag, fkelvon, and the relative velocity, i.e. pkelvon = fkelvon∆v.
Using a similar ansatz for the resistive force per unit length as given in Equation (5.71),
one can determine the drag coefficient resulting from the excitation of Kelvin waves,
γkelvon =
pkelvon
∆v2
= κρG
( v∗
∆v
)3/2
. (5.88)
Writing this in dimensionless form gives
Rkelvon =
( v∗
∆v
)3/2
. (5.89)
This clearly illustrates that the strength of the frictional coupling crucially depends
on the relative velocity between the lattice nuclei and the vortices. While the magni-
tude of this velocity difference is theoretically not well constrained, the body-averaged
glitch model provides the means to obtain an estimate. The two-component framework,
illustrated in Figure 2.7, is based on the assumption that vortices are pinned to the
nuclei, therefore, impeding the spin-down of the crustal superfluid. Once a critical lag
between the superfluid and the lattice is reached, the Magnus force generated by the
neutron flow past the vortices overcomes the pinning force and causes the unpinning
of a large number of vortices. In the absence of strong drag forces, the Magnus force
further couples the free vortices and the neutrons, bringing the two components into
corotation [222]. Hence, the vortex-nucleus velocity difference can be approximated by
the velocity lag, ∆vSN, between the superfluid and the crust. By considering the aver-
aged glitch dynamics, a lower bound can be calculated from ∆v ' ∆vSN & |Ω˙|tglitchR
[229], with |Ω˙| denoting the pulsar spin-down rate, tglitch the waiting time between two
glitches and R the neutron star radius. Using a canonical neutron star radius of 10 km
and, in particular, observational data from the Vela pulsar, where sudden spin-ups are
observed at an interval tglitch ≈ 2 yr [87, 80] and |Ω˙| ≈ 10−10 s−2 [82], one obtains
∆v ≈ 6.3× 104 cm s−1. (5.90)
Lacking better understanding, this estimate will be used to determine the characteristic
coupling coefficients. Note that as v∗  ∆v, we in principle have Rkelvon  1, which
implies that the weak mutual friction limit no longer applies (see Table 5.7). However,
as explained previously, the pinning interaction on macroscopic scales is significantly
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Es I II III IV V
v∗ [107 cm s−1] 20.58 0.20 2.18 0.72 0.53
γkelvon [1013 g cm−1 s−1] 29.68 0.28 39.12 17.65 18.97
Rkelvon [104] 18.67 0.02 0.64 0.12 0.08
Bkelvon [10−4] 0.05 56.43 1.56 8.18 12.87
B′kelvon 1.00 1.00 1.00 1.00 1.00
with δ: Bkelvon [10−2] 5.34 1.77 45.46 12.04 7.72
with δ: B′kelvon [10−2] 99.71 0.03 29.17 1.47 0.60
Es,red I II III IV V
v∗ [106 cm s−1] 11.91 1.00 0.69 0.23 0.18
γkelvon [1011 g cm−1 s−1] 41.34 9.90 22.06 9.89 11.63
Rkelvon [102] 26.00 0.64 0.36 0.07 0.05
Bkelvon [10−2] 0.04 1.57 2.76 14.30 20.11
B′kelvon 1.00 1.00 1.00 0.98 0.96
with δ: Bkelvon [10−2] 24.35 0.64 0.36 0.07 0.05
with δ: B′kelvon [10−3] 63.31 0.04 0.01 0.00 0.00
Table 5.7: Parameters of the vortex-lattice coupling caused by the excitation of Kelvin
waves as calculated by Epstein and Baym [227] for five crustal regions. Estimates for the
velocity, v∗, the drag coefficients, γkelvon and Rkelvon, and the mutual friction coefficients,
Bkelvon and B′kelvon, are given. The top and bottom half of the table use Es and Es,red,
respectively, to account for uncertainties in the short-range term. For comparison, the
mutual friction coefficients are calculated with and without the reduction factor, δ = 10−4.
reduced when an average over randomly orientated pinning sites is considered. While
this reduction is not included in the discussion of Epstein and Baym [227], it will be
accounted for in the following. Multiplying Rkelvon with the factor δ, the dimensionless
mutual friction coefficients associated with the excitations of vortex Kelvin waves are
Bkelvon = δ(v∗∆v)
3/2
(∆v)3 + δ2v3∗
, B′kelvon =
δ2v3∗
(∆v)3 + δ2v3∗
. (5.91)
Estimates calculated with δ = 10−4 and without it are presented in Table 5.7. Neglect-
ing the reduction, we can observe that for both choices of the short-range energy, Es and
Es,red, the mutual friction coefficients satisfy Bkelvon  1 and B′kelvon ≈ 1, respectively,
which is generally attributed to the strong coupling limit. Accounting for the reduc-
tion factor, the following cases can be distinguished: Using Es, the coefficients range
between 10−2 . Bkelvon . 1 and 10−4 . B′kelvon . 1, whereas the reduced energy Es,red
reproduces the weak coupling limit with 10−4 . Bkelvon . 10−1 and B′kelvon ' B2kelvon.
The second approach to study inner crustal dissipation due to the excitation of
Kelvin waves along a vortex was developed by Jones [225], using a similar approach as
discussed above for the vortex-phonon mutual friction. While for large relative vortex-
nucleus velocities the lattice phonon excitations are suppressed, the net production of
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I II III IV V
γkelvon [1012 g cm−1 s−1] 0.81 0.57 11.07 0.07 0.00
Rkelvon [10] 50.84 3.68 18.16 0.05 0.00
Bkelvon [10−2] 0.20 2.71 0.55 37.46 0.00
B′kelvon 1.00 1.00 1.00 0.17 0.00
with δ: Bkelvon [10−3] 50.71 3.68 18.15 0.05 0.00
with δ: B′kelvon [10−4] 25.78 0.14 3.30 0.00 0.00
τkelvon [s] 0.02 0.22 0.04 17.66 1.08× 106
Table 5.8: Drag, mutual friction coefficients and corresponding coupling timescales for
the strong drag caused by the excitations of Kelvin waves for five regions in the crust. The
values are calculated according to Jones [225] for the equilibrium composition of Negele
and Vautherin [36] and the superfluid parameters of Donati and Pizzochero [219]. τkelvon
includes the reduction factor, δ = 10−4, and is determined for a rotation period of 10ms.
kelvons strongly contributes to the dissipation of energy. Calculating the energy transfer
and the corresponding resistive force, Jones again considers a mesoscopic drag of the
form (5.71) to deduce the drag coefficient for the lattice-kelvon coupling, i.e.
γkelvon =
E2p
2κρGaξ2n
[
1
2piξnck(∆v)3
]1/2
. (5.92)
Estimates for the lattice constant, a, the coherence length, ξn, and the pinning energy,
Ep, were given in Tables 5.3 and 5.4, respectively. The parameter ck is related to the
kelvon frequency, ωk, via
ck =
ωk
k2
=
3κ
4pi
≈ 4.8× 10−4 cm2 s−1. (5.93)
The dimensionless drag coefficient is, thus, given by
Rkelvon =
E2p
2κ2ρ2Gaξ
2
n
[
1
2piξnck(∆v)3
]1/2
. (5.94)
Numerical estimates for the inner crust are shown in Table 5.8. Without the reduction
δ, one obtains Rkelvon  1 in the outer regions (I)-(III), thus, displaying strong mutual
friction with Bkelvon  1 and B′kelvon ≈ 1. At higher densities in the segments (IV) and
(V), the vortex-lattice coupling is much weaker with Bkelvon,B′kelvon  1. Accounting for
the disorder in the pinning interaction, the weak frictional limit, i.e. Bkelvon ' Rkelvon,
applies everywhere in the inner crust. Canonical parameters lead to
Bkelvon ≈ 8.2× 10−3
( |Ep|
1MeV
)2(10−2 fm−3
nG
)2(
60 fm
a
)(
15 fm
ξn
)5/2( δ
10−4
)
. (5.95)
Ignoring the innermost crustal region, where the coupling parameters are much smaller
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than in the outer layers, the frictional coefficient Bkelvon ranges between 10−5 and 10−1,
whereas B′kelvon ' B2kelvon. These estimates, similar to the ones calculated with Equation
(5.91) for the reduced short-range interaction Es,red, are several orders of magnitude
larger than the coupling strength resulting from the excitation of lattice phonons given
in Equation (5.75). The corresponding relaxation timescale is thus much shorter with
τkelvon =
1
2BkelvonΩ ≈ 0.1P10
(
10−2
Bkelvon
)
s. (5.96)
The estimates for the equilibrium configuration of Negele and Vautherin [36] are given
in Table 5.8. For the outermost layers (I)-(III) of the inner crust, the coupling timescale
is of the order of milliseconds, increasing to seconds for segment (IV) finally reaching
the order of days close to the crust-core boundary in (V). Due to these short coupling
timescales between the superfluid and the lattice, the excitation of Kelvin waves cannot
be responsible for the long post-glitch relaxation. However, this mechanism has been
invoked as an explanation for the abrupt spin-up timescales of the neutrons star crust
during glitches [227, 225, 92] observed to be shorter than 120 s [230].
Mechanism III: electron contribution
Finally, we address dissipation caused by the interaction between relativistic electrons
and the s-wave paired superfluid in the crust. This mechanism, originally studied by
Feibelman [217], is strongly dependent on the temperature and the superfluid parame-
ters. Its contribution to the vortex drag is, therefore, suppressed well below the super-
fluid transition temperature, Tc, but could contribute in the very early stages of neutron
star evolution, where T ' Tc. According to Feibelman, the dominant coupling mech-
anism, requiring the least amount of thermal energy, is the scattering of electrons off
quasi-particles thermally excited in the neutron vortex cores. The corresponding relax-
ation timescale for an initial relative velocity between the electrons and a dilute vortex
array can be determined by using a method similar to the one discussed in Subsection
5.1.3 for the electron-magnetic-vortex scattering [217]. Treating the vortices as isolated,
the total relaxation rate is obtained by summing over all individual scattering events,
captured in the kinetic Boltzmann equation (see also Equation (5.23)). This further
involves the matrix transition element, M , dependent on the interaction Hamiltonian,
which in the case of electron-quasi-particle scattering represents the magnetic-dipole
coupling between the two components. Specifying the Hamiltonian and the particle
wave functions, Feibelman subsequently solves the linearised kinetic equation and ob-
tains the following approximation for the velocity relaxation timescale [217]
τv =
16g1g2
3pi3g2n
e1/
√
4pi
K0(1/
√
4pi)
~2c2
e4
1
Nnξ2n
EFG
∆n
(
EFe
EFG
)2( EFG
2mc2
)1/2 ~
kBT
exp
[
pig2∆
2
n
4kBTEFG
]
,
(5.97)
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I II III IV V
ne [10−4 fm−3] 1.10 2.62 5.67 12.67 25.71
∆n [MeV] 0.21 0.68 0.91 0.55 0.19
log10 τv [s] at T = 109 K 1.87 1.83 1.50 0.96 0.42
log10 τv [s] at T = 108 K 4.11 5.77 4.59 2.40 1.46
log10 τv [s] at T = 107 K 17.52 36.14 26.52 7.82 2.83
Table 5.9: Electron density, superfluid energy gap and relaxation timescales caused by
electron-quasi-particle scattering for five regions in the crust. The equilibrium composition
of Negele and Vautherin [36] and the superfluid parameters of Donati and Pizzochero [219]
are used. The coupling timescales are determined for a rotation period of 10ms and three
crustal temperatures, 109, 108 and 107K, respectively.
where g1 and g2 are constants of order one, gn ≈ −3.826 is the neutron g-factor, T the
temperature of the crust and ∆n the energy gap of the neutron superfluid. Moreover,
Nn represents the vortex surface density (see Equation (4.6)), ξn the neutron coherence
length, EFe and EFG the Fermi energies of the relativistic electron component and the
non-relativistic free neutron gas, respectively. Substituting Equations (5.12) and (5.46)
for the energies and using g1, g2 = 1, the relaxation timescale can be reduced to
τv ≈ 6.3× 102 1Nnξ2n
~c n2/3e
∆nn
1/3
G
~
kBT
exp
[
1
2(9pi)1/3
m
~2n2/3G
∆2n
kBT
]
. (5.98)
Considering the ground-state composition of Negele and Vautherin [36], each Wigner-
Seitz cell is charge neutral and contains Z electrons, which are uniformly distributed.
This implies that ne = 3Z/(4piR3WS) (see Table 5.9). Furthermore, the energy gap of the
crustal superfluid can be obtained from the coherence length, ξn. The corresponding
estimates, using the equations given by Donati and Pizzochero [219] to keep consistency,
are shown in Table 5.9. These are slightly lower compared to the parametrised singlet
gap model discussed in Subsection 5.1.2. For canonical values, we then find
τv ≈ 6.7P10
(
15 fm
ξn
)2( ne
10−4 fm−3
)2/3(10−2 fm−3
nG
)1/3(
1MeV
∆n
)
×
(
109 K
T
)
exp
[(
∆n
1MeV
)2(109 K
T
)(
10−2 fm−3
nG
)2/3]
s. (5.99)
Due to the presence of the exponential factor, the resulting timescale is strongly depen-
dent on the temperature and the neutron gap. Note that for our choice of parameters,
the exponent is approximately one, giving τv ≈ 18 s. Results for a range of tempera-
tures are illustrated in Table 5.9 for the five segments of the inner crust. The minimum
relaxation timescale, observed in region (V), changes from the order of seconds at 109 K
close to the superfluid transition temperature to the order of minutes at 108 K reaching
hours at 107 K. At the same time, τv increases significantly towards lower densities with
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T = 109 K I II III IV V
log10 γelectron [ g cm−1 s−1] 3.59 4.00 4.68 5.57 6.41
log10Relectron,Belectron −5.61 −6.19 −6.11 −5.59 −4.98
T = 108 K I II III IV V
log10 γelectron [ g cm−1 s−1] 1.35 0.07 1.59 4.12 5.37
log10Relectron,Belectron −7.85 −10.12 −9.20 −7.04 −6.02
T = 107 K I II III IV V
log10 γelectron [ g cm−1 s−1] −12.06 −30.30 −20.34 −1.30 4.00
log10Relectron,Belectron −21.26 −40.50 −31.13 −12.46 −7.38
Table 5.10: Drag and mutual friction coefficients resulting from the scattering of elec-
trons off thermally excited neutron quasi-particles for five regions in the crust. The values
are calculated according to Feibelman [217] for the equilibrium composition of Negele
and Vautherin [36], the superfluid parameters of Donati and Pizzochero [219] and a ro-
tation period of 10ms. Estimates are given for three temperatures, 109, 108 and 107K,
respectively. Moreover, Belectron ' Relectron due to the weak mutual friction limit.
maximum coupling timescales of the order of minutes, hours and 1028 yr for 109, 108
and 107 K, respectively, in region (II). These estimates indicate that in early stages of
neutron star evolution, the scattering of electrons of thermally excited quasi-particles
could contribute to the drag acting on vortices and possibly be invoked as an explana-
tion for the long post-glitch relaxation timescales of very young pulsars. However, far
below the critical transition temperature, this mechanism will be strongly suppressed
and, therefore, unimportant for the coupling of the superfluid and the crustal lattice.
Following an initial relative velocity, the timescale τv dictates how quickly the
neutron vortex motion relaxes to the electron fluid, which is ultimately coupled to the
neutron star crust via electromagnetic processes. However, different to the discussion
of the core mutual friction (see Subsection 5.1.3), the charged particles in the crust are
not moving as a single component on large scales, as the protons are locked inside the
lattice nuclei. This is equivalent to the statement that the charge current in the crust
is non-zero, generally playing an important role for the magnetic field evolution of the
star [231, 232, 233]. Hence, we do not have to account for any increase in the moment
of inertia. On hydrodynamic scales, vortices experience a frictional force of the form
Fd =
ρe
τv
(ve − un), (5.100)
where ve and un are the averaged velocity of the electron component and the vortices,
respectively. As discussed before, this force is equivalent to the macroscopic drag ob-
tained by averaging the resistive force, fd, exerted on a single vortex, which gives for
the drag coefficient and its dimensionless equivalent
γelectron =
ρe
Nnτv , Relectron =
ρe
ρG
1
Nnκ
1
τv
. (5.101)
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Estimates for the two quantities can be found in Table 5.10 for three different values
of T . For all temperatures and crustal segments, one finds Relectron  1, which implies
that the weak mutual friction limit applies, so that Belectron ' Relectron and B′electron '
B2electron. Substituting canonical parameters leads to the following estimate
Belectron ≈ 6.4× 10−10
(
ξn
15 fm
)2( ne
10−4 fm−3
)1/3(10−2 fm−3
nG
)2/3(
∆n
1MeV
)
×
(
T
109 K
)
exp
[
−
(
∆n
1MeV
)2(109 K
T
)(
10−2 fm−3
nG
)2/3]
. (5.102)
This is much weaker than the phonon and kelvon mutual friction mechanisms discussed
previously as soon as the neutron star temperature falls below T ≤ 107 K.
5.2.4 Crustal cross-section
In the preceding subsections, three mutual friction mechanisms coupling the superfluid
and the normal component in the neutron star crust have been addressed. Interpolat-
ing the results given in Tables 5.5, 5.7, 5.8 and 5.10 for the five ground-state segments,
a profile for the frictional coefficients within the inner crust can be obtained. This is
shown in Figure 5.10, where the reduction factor δ arising from the randomly orientated
vortex-nucleus interaction is accounted for in the phonon and kelvon parameters. We
keep in mind that each process dominates under specific conditions: whereas electron-
quasi-particle scattering could contribute significantly to the resistive vortex drag in
superfluid neutron stars close to the transition temperature, the other two mechanisms
are temperature-independent. If the relative velocity between the vortices and the lat-
tice nuclei is low, i.e. ∆v ≤ 102 cm s−1 [92], than the excitation of lattice phonons
governs the coupling physics, while for higher velocities the excitation of vortex kelvin
waves becomes important.
Figure 5.10 illustrates in detail that these mechanisms span a wide range of
coupling strengths, in particular at higher densities close to the crust-core interface.
Additionally, several parameters such as the pinning energy, the reduction factor or
the relative vortex-lattice velocity that enter the various calculations are poorly con-
strained. These uncertainties and the wide parameter range make it difficult to assign a
typical mutual friction coefficient to the crustal superfluid. In order to obtain the cou-
pling strength entering the macroscopic momentum equations, one would in principle
have to average the resistive drag over the length of a vortex. However, as this would
require detailed knowledge of the crustal vortex distribution not available to date, a
suitable averaging procedure is not possible at this point. Following instead a more
naive approach, a reasonable choice would be Bstrong ≈ 10−2 for the stronger kelvon
drag and Bweak ≈ 10−8 for the two weaker dissipation processes, respectively, keeping
in mind the various uncertainties associated with these mechanisms.
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Figure 5.10:Mutual friction strength in the crust caused by three mechanisms. Shown are
phonon coupling (cyan, solid) and kelvon contribution determined by Epstein and Baym
[227] for two different short range interactions, i.e. Es (blue, dashed) and Es,red (purple,
dot-dashed), and the kelvon drag given in Jones [225] (yellow, dot-dot-dashed). Moreover,
the electron-quasi-particle scattering coupling for two temperatures, i.e. T = 109K (red,
dotted) and T = 108K (green, dot-dot-dot-dashed), is included. The results are obtained
by using a second-degree interpolating spline for the values presented in Tables 5.5, 5.7,
5.8 and 5.10, respectively. In calculating the fits, it is assumed that all quantities vary
continuously in the inner crust and no jumps are present. The estimates are based on the
crustal equation of state of Negele and Vautherin [36], the superfluid parameters of Donati
and Pizzochero [219], a reduction factor of δ = 10−4 and a relative vortex-lattice velocity
of ∆v = 6.3× 104 cm s−1.
5.3 Summary
The purpose of this chapter was to present new studies of macroscopic mutual friction
mechanisms for the neutron star cross-section. These dissipative terms emerge in the
hydrodynamical equations as a result of the interactions between quantised vortices,
characteristic for a rotating condensate, and their surroundings. The coupling strengths
are determined by the parameters B and B′ that are dependent on the small-scale
physics of the vortex interactions. Since these are different for the neutron star core and
crust, mutual friction in the two layers was studied separately. For the core, scattering of
electrons off the permanent vortex core magnetisation and the entrained magnetic field
were compared and the latter was found to be more important. For the crust, dissipation
caused by phonon and kelvon excitation and electron-quasi-particle scattering were
addressed, with each mechanism dominating under certain conditions. Additionally,
realistic equations of state and parameters of the superfluid condensates were used to
illustrate that B and B′ are not constant but vary significantly with density, making it
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difficult to determine the frictional strength ultimately entering the averaged momen-
tum equations that govern the macroscopic neutron star dynamics.
Nonetheless, several implications of the interaction between the superfluid neu-
trons and the remaining components can be identified for the rotational evolution of a
neutron star. Firstly, core coupling strengths of order B ≈ 10−5 suggest that the neu-
trons and the charged-particle conglomerate are coupled on the order of seconds. As the
latter is thought to be electromagnetically coupled to the crust, the core superfluid fol-
lows the crustal rigid-body rotation and cannot be responsible for observed post-glitch
relaxation timescale on the order of months to years. This leads to the conclusion that
the crustal quantum condensate governs the post-glitch dynamics. Whereas the strong
drag, i.e. Bstrong ≈ 10−2, associated with vortex kelvin waves could provide the initial
coupling mechanism between the superfluid and the crust and explain the very short
glitch rising timescales, a mutual friction strength of the order of Bweak ≈ 10−9, pos-
sible for phonon and electron dissipation, could govern the long post-glitch relaxation.
Note, however, that recent work by Andersson et al. [39] accounting for entrainment
between the crustal superfluid and the lattice, which was neglected in the calculation
above, has shown that the crustal superfluid might not carry enough angular momen-
tum to account for large glitches. This could be resolved by assuming that the core
superfluid is involved in the glitch mechanism after all, implying that the core coupling
physics presented above are incomplete. One aspect that could play an important role
is the vortex-fluxtube interaction. As the neutron star is spinning down, vortices have
to move radially outwards and encounter fluxtubes of the type-II proton superconduc-
tor, expected to be present in the outer core. Cutting the magnetised vortices through
fluxtubes is associated with an energy cost leading to dissipation that could result in
even shorter coupling timescales between the neutron and the proton fluid [188, 234]. If
the energy cost is however too large, vortices could become pinned to the fluxtubes due
to their magnetic short-range interaction. This would completely impede their motion
and effectively decouple the core superfluid from the crust [188, 206]. Vortex-fluxtube
pinning will be addressed in more detail in Subsection 6.2.4.
Finally, we return to the comparison with laboratory experiments to assess if the
mutual friction within the two distinct superfluids in the neutron star crust and the core
could trigger the development of turbulent dynamics. Continuous superfluid interfaces
have been examined by confining two phases of helium-3, namely the A-phase and the
B-phase, to cylindrical vessels. As discussed in Subsection 8.1.4, the vortices in these
two states have different properties resulting in very different mutual friction strengths.
At T = 0.2Tc, for example, one has α3B ≈ 4.3×10−3 and α′3B ≈ 0 for the B-phase and
α3A ≈ 2 and α′3A ≈ 0.8 for the A-phase [208], respectively, which implies that the latter
evolves much faster. Using nuclear magnetic resonance measurements and vortex-line
simulations, it is possible to address the influence of the change in the mutual friction
across the interface on the rotational properties of the two phases. In particular, the
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vortex response after a modification of the container’s angular velocity can be analysed.
Due to the distinct dissipation strengths, the vortices, which are initially straight and
connected across the AB-interface, evolve on different timescales. Among other effects,
this leads to the formation of a vortex tangle in the B-phase, accompanied by increa-
sing dissipation, and generates differential rotation, since vortices are accumulated close
to the container walls. Furthermore, it has been demonstrated that the AB-interface
itself can be driven unstable [209]. More precisely, it is the Kelvin-Helmholtz instability
that causes wave-like distortions of the interface, which result in the injection of vortex
tangles from the A-phase to the B-phase [235], effectively transferring angular momen-
tum between the two layers.
In order to obtain insight to whether similar turbulent features are present in
neutron stars, one could as a first step compare the mutual friction coefficients in both
systems. As explained in detail in Subsection 8.1.3, the two parameters B and B′ intro-
duced in the hydrodynamical two-component model directly correspond to α and α′ of
superfluid helium. Comparing the coupling strength in helium-3, which jumps by ap-
proximately three orders of magnitude across the interface, to the estimates calculated
for the various mechanisms in the core and the crust, one finds that the relative dif-
ference in mutual friction between the two neutron star layers is of similar magnitude,
i.e. 10−5 to 10−2 and 10−9, respectively. However, due to the large uncertainties in the
crustal dissipation, it is not possible to identify one of the layers with the A-phase or the
B-phase, respectively, and deduce which part of the star would be predominantly af-
fected by the presence of the interface. The simple comparison between B and α would,
however, suggest that unexpected vortex dynamics are likely to be present in neutron
stars and could significantly alter their rotational evolution. For additional informa-
tion on the characteristics of helium experiments, which could serve as an analogue for
neutron star physics, we refer the reader to Section 8.1.
Chapter 6
Coupling the Superconductor
Having addressed mutual friction, which arises due to a neutron star’s superfluid prop-
erties and affects its rotational evolution, this chapter will focus on the physics of the
superconducting component and implications for the stars’ magnetic field. As numer-
ous phenomena have been proposed to be of importance, the purpose of this chapter is
to review several of these mechanisms to form a more comprehensive picture, provide
links to features previously discussed and raise questions that remain to be addressed.
Firstly, Section 6.1 concerns the two seminal papers of Baym, Pethick and Pines
published in 1969 [45, 193], which are generally quoted in the context of neutron star
superconductivity and still represent the central reference point for studies of the in-
terior magnetic field evolution. Understanding these papers is therefore essential. The
main implication of the work by Baym et al. is the presence of type-II superconducting
protons in the outer neutron star core. This suggests that magnetic flux is constrained
to fluxtubes, whose motion governs the magnetic field evolution. An analysis of various
mesoscopic forces, thought to alter the macroscopic properties of the star, is presented
in Section 6.2. However, in contrast to the previous chapter relating mesoscopic physics
of superfluid vortices to the large-scale mutual friction, the following discussion will not
only address standard dissipation characterised by macroscopic, dimensionless coeffi-
cients B and B′ (note that the index p is dropped since this chapter is only concerned
with the charged quantum condensate). We also examine additional mechanisms that
could influence the fluxtubes’ motion but are not intrinsically dissipative and can hence
not simply be represented by a set of dimensionless friction parameters. Instead, these
processes will affect the fluxtube distribution in the neutron star interior, potentially
driving them towards the crust, where magnetic field evolution timescales [231] are of
the order of the decay timescales deduced from observations [236, 237, 238, 239]. To
analyse these additional mechanisms, a more mesoscopic point of view is adapted in
the following. The more rigorous framework relating the small-scale dynamics to the
evolution of the averaged magnetic induction will be given in Chapter 7. This chapter
concludes with a discussion and a brief comment on open problems (see Section 6.3).
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6.1 Classical Argument for Type-II Superconductivity
6.1.1 Normal matter resistivity
The argument presented by Baym et al. [45] centres around the induction equation of
normal resistive MHD, discussed in detail in Subsection 7.1.1. Neglecting superfluidity
and superconductivity and thus effectively describing young neutron stars before the
phase transitions, i.e. T > Tcn,p, Baym et al. study the properties of matter consisting
of neutrons, normal conducting but degenerate protons and ultra-relativistic electrons.
As the latter particle species is the most mobile one, the dynamics of the system are
governed by the interactions of electrons with the other two components; the dominant
process being the scattering off protons. The coupling to neutrons does not contribute
significantly, since the electrons only weakly interact with the small magnetic dipole
moment of the uncharged particles. According to Baym et al. [193], the characteristic
velocity relaxation timescale for electron-proton scattering is given by
τ−1v =
k2Fe
48pic
(
T
TFp
)2 ∫ 2kFe
0
dk ~2k2|M(k)|2, (6.1)
where corrections due to strong interactions in the Fermi liquids have been neglected. As
before, kFe denotes the electron Fermi wave number, which is equivalent to the proton
Fermi wave number, kFp, as the charge neutrality condition is satisfied. Moreover, TFp
is the proton Fermi temperature, related to the non-relativistic Fermi energy, EFp, via
TFp =
EFp
kB
=
~2k2Fe
2mkB
≈ 1.4× 1011
(
kFe
0.75 fm−1
)2
K. (6.2)
For typical neutron star core parameters the temperature term in Equation (6.1), arising
due to the proton degeneracy, is thus of the order of (T/TFp)2 ' 10−6. Finally, the mo-
mentum transfer for a single electron-proton collision is represented by ~k, while |M(k)|
is the scattering matrix element as given in Equation (5.24) for the superfluid coupling.
Despite being highly relativistic, the electron Fermi energy is about one order of
magnitude smaller than the rest-mass energy of the protons. In this case, the matrix
element can be approximated by the Mott formula [240] obtained from solving the rela-
tivistic Dirac equation for the interaction of an electron beam with a proton’s Coulomb
potential. Additionally, the Mott formula has to be corrected to account for a reduction
of the Coulomb coupling due to the surrounding charge carriers. As the electrons are
ultra-relativistic, this screening effect is mainly caused by the protons [193]. It can be
included by introducing the Thomas-Fermi wave number, kTF, which is defined by
k2TF ≡ 4pie
∂np
∂EFp
=
6e2pine
EFp
=
4e2m
pi~2
kFe, (6.3)
where the Equations (5.8) and (6.2) have been used to relate the density to the Fermi
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energy and evaluate the partial derivative. Canonical neutron star parameters lead to
kTF ≈ 0.2
(
kFe
0.75 fm−1
)1/2
fm−1. (6.4)
This is approximately a factor 4 smaller than the electron and proton Fermi wave num-
bers, respectively. The matrix element for the electron-proton scattering is then [193]
|M(k)|2 =
[
4pie2
~2(k2 + k2TF)
]2(
1− k
2
4k2Fe
)
. (6.5)
Substituting this back into Equation (6.1), the integral can be easily evaluated to give
τ−1v =
pi
24
e4
c~2
(
T
TFp
)2 k2Fe
kTF
−6z + (3 + 4z2) arctan(2z)
z2
, (6.6)
where z ≡ kFe/kTF. Taking advantage of Equation (6.4), the z-dependent term can be
approximated by the leading order contribution, which results in the following velocity
relaxation timescale also found by Baym et al. [193],
τv =
12
pi2
c~2
e4
(
TFp
T
)2 kTF
k2Fe
≈ 4.6× 10−14 T−28
(
kFe
0.75 fm−1
)5/2
s (6.7)
with the normalised interior temperature T8 ≡ T/(108 K). A very similar result for the
relaxation timescale of electron-proton scattering has also been obtained by Kelly [241],
the only difference being a numerical prefactor of 16/pi2 instead of 12/pi2.
A dissipative coupling mechanism between the protons and relativistic electrons,
characterised by the relaxation timescale τv, damps the relative motion between the
components and tries to bring them into comotion. Hence, τv determines the electrical
conductivity, σ˜e, of the system. For normal, degenerate matter in the neutron star core,
σ˜e is approximated by (see also Equation (7.3))
σ˜e =
nee
2cτv
~kFe
≈ 5.5× 1028 T−28 ρ3/214
( xp
0.05
)3/2
s−1, (6.8)
where ρ14 ≡ ρ/(1014 g cm−3) represents the normalised total mass density. This large
electrical conductivity is a direct result of the proton degeneracy [193], which suppresses
a significant fraction of the interactions between the two charged particle species. We
further observe that as the star cools down, the conductivity becomes even larger.
6.1.2 Relation to the Meissner effect
Based upon the estimate given in Equation (6.8), Baym et al. [45] determine the corres-
ponding Ohmic diffusion timescale, associated with the decay of the core magnetic field.
For typical estimates (see Subsection 7.1.2 for details), one finds
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τOhm =
4piσ˜eL
2
c2
≈ 2.5× 1013 T−28 L26 ρ3/214
( xp
0.05
)3/2
yr, (6.9)
where the characteristic magnetic field lengthscale is normalised to the neutron star’s
radius, i.e. L6 ≡ L/(106 cm). The variation of the Ohmic timescale for different densities
in the core is illustrated in Figure 7.1 for the effective NRAPR equation of state, which
leads to τOhm ≈ 1013−1015 yr. These estimates not only exceed typical pulsar evolution
timescales but are also much longer than the age of the Universe, which is of the order of
1010 yr. This suggests that above the transition temperature, Tc, magnetic flux cannot
be expelled from the interior of normal conducting neutron stars.
Owing to this circumstance, Baym et al. [45] conclude that, as the star is cooling
down and eventually reaches Tc, where it becomes energetically favourable for the outer
core to turn superconducting, the transition into the macroscopic quantum state has to
occur at constant flux. More precisely, they invoke the timescale τnucl ∼ τOhmB2/H2c for
the nucleation of superconductivity, i.e. the confinement of magnetic flux (continuously
distributed in the normal state) into mesoscopic regions. While quoting τnucl ∼ 107 yr,
suggesting that flux expulsion cannot accompany the nucleation of superconductivity,
the origin of this timescale is somewhat elusive since Baym et al. provide no derivation.
However, based on the conclusion of constant flux, the Ginzburg-Landau parameter
is determined to establish whether the neutron star interior is in a type-II supercon-
ducting state penetrated by a regular fluxtube array or in an intermediate type-I state,
where macroscopic flux-free regions alternate with normal conducting ones. For typical
equation of state parameters, the outer core is characterised by κGL > 1/
√
2, implying
the presence of a type-II state and a phase transition into a metastable state as illus-
trated in Figure 6.1. This result forms the foundation of many studies concerning the
dynamics of neutron star cores, such as the discussions presented in previous chapters.
While the derivation of τnucl is not apparent, we can easily assess how the Ohmic
dissipation mechanism acting in normal nuclear matter affects a type-II superconduct-
ing star. In this case, the electron-proton scattering is restricted to the normal fluxtube
cores, which only occupy a small fraction of the neutron star’s volume, thus entailing an
even larger conductivity and Ohmic decay timescale. As the increase should be inver-
sely proportional to the fraction occupied by the fluxtube cores, which have a combined
volume of Vfluxtubes = AfluxtubesL, one can estimate (see also Harrison [242])
Vfluxtubes
V '
AfluxtubesL
AL
=
Npiξ2p
A
= Np φ0
2Hc2
=
B
2Hc2
' B
Hc2
, (6.10)
where we have approximated the total volume of the type-II superconductor as V ' AL
and used Equations (3.93) and (3.62) to rewrite the result. As before, the cross-sectional
area of a single fluxtube is piξp, whereas Np ≡ N/A denotes the fluxtube surface density
and Hc2 the upper critical field. The same fractional change in dissipation between the
superconducting and the normal state has been experimentally observed and theoreti-
cally modelled in laboratory systems. The resistivity of this so-called flux-flow state
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Figure 6.1: H(T )-diagram of a type-II superconductor illustrating the phase transition.
As the medium permeated by the induction B < Hc1 is cooled down, it follows the yellow
line from right to left. Below the transition temperature, Tc, magnetic flux (continuously
distributed in the normal state) is first nucleated into fluxtubes. These are subsequently
expelled if the matter is cooled further and a flux-free Meissner state is formed.
is discussed in more detail in Subsection 8.3.2. In the outer neutron star core, Hc2 is
typically of the order of 1016 G (see Equation (4.16)). For a canonical magnetic induc-
tion of the order of 1012 G, the volume fraction occupied by the fluxtubes is then∼ 10−4.
Therefore, the Ohmic decay timescale associated with the coupling of the electrons and
normal conducting protons in a type-II system is four orders of magnitude larger than
the estimate given in Equation (6.9), i.e. of the order of 1017 yr. Classical Ohmic diffu-
sion is hence not affecting the core magnetic field of type-II superconducting stars.
The lack of flux expulsion led Baym et al. to deduce that superconducting neutron
stars would not be affected by the Meissner effect [45], although typically B . Hc1 since
the lower critical field,Hc1, is of the order 1015 G (see Equation (4.15)). While this state-
ment is commonly repeated in the literature, there seems to be general misconception
over its interpretation. The Meissner effect, observed in laboratory systems as the com-
plete or incomplete expulsion of magnetic flux in type-I and type-II media, respectively,
is the characteristic feature of the thermodynamical phase. However, apart from a few
exceptions (for more information see Subsection 8.3.2), terrestrial experiments are pre-
dominantly concerned with the equilibrium state of superconductors and not interested
in the formation of the macroscopic quantum state. In neutron stars the situation is
different. The Meissner effect solely dictates that the equilibrium field should be expon-
entially screened from the interior but it is not known how the superconducting phase
transition proceeds. In this context, the Ohmic dissipation mechanism of Baym et al.
[193] does not give an explanation for the Meissner effect dynamics or the corresponding
timescale. Statements like “The Meissner effect acts on very large timescales due to the
enormous conductivity of normal nuclear matter,” can hence be misleading. In order to
understand the detailed processes of flux expulsion and deduce the small-scale physics,
new studies of the phase transition are needed. Only this would allow the exact nature
of the superconducting interior and its evolution to be determined.
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6.2 Forces Acting on the Fluxtubes
As explained in detail in Section 6.1, standard Ohmic dissipation, limited to the normal
conducting fluxtube cores, cannot generate magnetic field evolution of superconducting
neutron stars. Hence, in order to explain field changes on the order of 107 [236, 237]
and 104 yr [238, 239] as invoked from the observations of rotation-powered pulsars and
magnetars, respectively, other mechanisms have to be considered. The purpose of this
section is to examine processes that have been suggested to affect fluxtubes and should,
therefore, also influence a star’s interior magnetic field. Since the framework for obtain-
ing the macroscopic field evolution, i.e. deriving a superconducting induction equation,
is presented in the next chapter, the following discussion is primarily concerned with
the fluxtube physics on mesoscopic lengthscales.
6.2.1 Resistive drag
The first mechanism we address is the dissipative coupling of fluxtubes and the electron
component. This represents the counterpart of the electron-magnetic-vortex scattering
analysed in Subsection 5.1.3 for the neutron stars’ core superfluid. The superconducting
case, i.e. the strength of the electron-fluxtube coupling, can be equivalently studied by
means of the Alpar et al. formalism [205] by simply repeating the calculation with a
modified induction, B¯p, and a surface density, Np. The necessary modifications of the
relevant equations will be presented in the following. Vector notation will be employed.
Velocity relaxation timescale
As before, the quantity that is governing the strength of the interaction is the velocity
relaxation timescale of the relativistic electrons, specifying how fast an initial relative
velocity between the particles and the fluxtubes is damped. It is (see Equation (5.43))
τ−1vp =
3
4
e2
2pi~
Np
EFe
∫ pi
0
dϑ sinϑ3
∫ pi
0
dαΠp (2kFe sinϑ sinα/2)
2 , (6.11)
where the function Πp(q), related to the fluxtube’s induction B¯p, is defined by
Πp(q) = 2pi
∫ ∞
0
dr rB¯p(r)J0(qr). (6.12)
Accounting for the detailed structure of a proton fluxtube with a core size, ξp, and the
magnetic flux located within the radius λ∗, one obtains the following induction, which
is a function of r (the distance from the fluxtube centre), [205, 182]
B¯p(r) =
φ0
piξ2p

1− ξpλ∗K1
(
ξp
λ∗
)
I0
(
r
λ∗
)
for 0 ≤ r ≤ ξp,
ξp
λ∗ I1
(
ξp
λ∗
)
K0
(
r
λ∗
)
for r ≥ ξp.
(6.13)
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We can again estimate the strength of the induction at r = 0, where the Bessel functions
of the interior solution are negligible. Substituting typical estimates for the proton wave
number and the s-wave energy gap (see Figures 5.2 and 5.4) into the prefactor leads to
B¯p ≈ −6.6× 1016
(
m∗p
m
)2(
0.75 fm−1
kFp
)2(
∆p
1MeV
)2
G. (6.14)
In the limit of an infinitely thin fluxtube, i.e. applying ξp → 0 and λ∗ → 0, B¯p(r) can
be significantly simplified and the function Πp(q) is found to be constant and equal to
the magnetic flux, i.e. Πp(q) = φ0. Substituting this into Equation (6.11), the velocity
relaxation timescale for a point-like fluxtube reduces to (see also Figure 6.2)
τvp,0 =
2pi~
e2
EFe
Np
1
φ20pi
= 1.0× 10−17B−112
(
kFe
0.75 fm−1
)
s, (6.15)
where a canonical magnetic field of 1012 G has been chosen, i.e. B12 ≡ B/(1012 G).
This relaxation timescale is many orders of magnitude smaller than the one obtained
for infinitely thin neutron vortices in Equation (5.56). This arises due to the different
surface densities, Np  Nn (see Equation (4.9)), and implies that interactions between
the electrons and the fluxtubes are much more frequent.
In order to account for the finite size of the fluxtube, the full mesoscopic magnetic
induction defined in Equation (6.13) has to be considered. In this case, one obtains
Πp(q) =
2φ0
1 + q2λ2∗
J1(qξp)
qξp
. (6.16)
Replacing the function Πp(q) in Equation (6.11) accordingly, an improved estimate for
the electron velocity relaxation timescale can be determined,
τ−1vp =
3τ−1vp,0
2piξ2pk
2
Fe
∫ pi
0
dϑ sinϑ
∫ 1
0
dx
J1(2kFeξp sinϑx)
2
x2(1− x2)1/2 (1 + 4k2Feλ2∗ sin2 ϑx2)2 . (6.17)
Again, the zero-radius scattering timescale is significantly altered due to the fluxtube’s
finite size. Since Equation (6.17) cannot be integrated analytically, we first define two
dimensionless parameters to rewrite the expression for τ−1vp in more compact form, i.e.
α1 ≡ ξp/λ∗ and α2 ≡ 2kFeξp. The former quantity corresponds to the inverse Ginzburg-
Landau parameter, κNS, given in Equation (4.14). For typical parameters in the outer
neutron star core, one can estimate
α1 ≈ 7.6× 10−2
(
m
m∗p
)(
m∗n
m
)1/2(m∗n
m
− 1 + m
∗
p
m
)−1/2
× ρ1/214
( xp
0.05
)1/2( kFp
0.75 fm−1
)(
1MeV
∆p
)
, (6.18)
and
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Figure 6.2: Relaxation timescales for electron-magnetic-fluxtube coupling in the neutron
star core as a function of the mass density. Shown are the estimates for electrons scattering
off a finite-sized fluxtube, τvp, (cyan, solid), the coupling to point-like fluxtubes, i.e. τvp,0
(blue, dashed), and the approximate timescale, τvp,approx, (purple, dot-dashed) defined in
Equation (6.21). The values are computed for the NRAPR effective EoS and B = 1012G.
α2 ≈ 15.0
(
m
m∗p
)(
kFe
0.75 fm−1
)(
kFp
0.75 fm−1
)(
1MeV
∆p
)
. (6.19)
Substituting α1 and α2 into Equation (6.17) and applying the same simplifications as
explained in deriving Equation (5.62) for the electron-vortex coupling in order to save
computation time, one finally arrives at
τ−1vp ' 3
τ−1vp,0 α
4
1
α32
∫ α2
0
dy
α22 + y
2/2(
α21 + y
2
)2 [J1(y)y
]2
. (6.20)
Expanding the integrand to lowest order in α−12  1 and further approximating α1 ' 1,
the following timescale, which is independent of the proton energy gap, can be found
τvp,approx ≡ 16
3pi
τvp,0
α2
α1
. (6.21)
The density-dependent frictional coupling timescales are shown in Figure 6.2 for
a fiducial magnetic induction of 1012 G. We can observe that the scattering timescales
accounting for the finite fluxtube size are approximately two orders of magnitude larger
than the zero-radius scattering timescale, τvp,0. Including the structure of the fluxtube,
thus, weakens the mutual friction coupling as already discussed for the electron-vortex
interaction. Furthermore, it can be seen that the simple timescale, τvp,approx, provides
a very good approximation to the full result. Therefore, for a wide range, the density-
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dependence of the proton energy gap does not significantly affect the coupling strength
between the electrons and the fluxtubes and the gap-independent result can be used.
Mutual friction cross-section
Before relating the relaxation timescale to the macroscopic drag, one again has to cor-
rect τvp to account for the strong coupling of electrons and protons on hydrodynamical
scales. As shown in Equation (5.64), the increase in the moment of inertia results in an
increase of the frictional timescale by one order of magnitude. Hence, on macroscopic
scales, the proton fluxtubes experience the following resistive force as a result of being
magnetically coupled to the charged-particle conglomerate,
Fd =
ρp
τvp
EFe
mc2
(vp − up), (6.22)
where vp and up denote the averaged velocities of the electron-proton component and
fluxtubes, respectively. This force coincides with the macroscopic version of the meso-
scopic drag, fd, exerted on a single fluxtube (see also Equation (4.81)). The averaging
is performed by multiplying fd with the fluxtube density, Np. Hence, the dimensionless
drag coefficient, R, and the velocity relaxation timescale, τvp, are related via
R = 1Npκ
EFe
mc2
1
τvp
. (6.23)
For typical neutron star parameters, we obtain
R ≈ 1.6× 10−2B−112
(
kFe
0.75 fm−1
)(
10−15 s
τvp
)
 1, (6.24)
which is much smaller than one and implies that the weak mutual friction limit given in
Equation (5.67) applies. Replacing the velocity relaxation timescale in Equation (6.23)
with the full expression (6.20), we find for the dimensionless mutual friction coefficient
B ' 3pi
2
α41
α32
∫ α2
0
dy
α22 + y
2/2(
α21 + y
2
)2 [J1(y)y
]2
. (6.25)
Note that B′ is equal to B2 in the weak mutual friction limit. Alternatively, the coeffi-
cient can also be estimated using the approximate timescale, τvp,approx, defined in Equa-
tion (6.21). Using for simplicity m∗p ≈ m and xp ≈ xe, the following result can be found
Bapprox ≡ 3pi
2
64
1
λ∗kFe
, (6.26)
which for typical neutron star parameters can be estimated to
Bapprox ≈ 7.9× 10−3
(
m
m∗p
)1/2
ρ
1/6
14
( xp
0.05
)1/6
. (6.27)
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The resulting estimates calculated for different neutron star depths are shown in Figure
5.9. Note that the two curves are almost identical up to a density of ∼ 3× 1014 gcm−3.
Hence, the approximate result accurately captures the physics of the electron-magnetic-
fluxtube interaction in the outer neutron star core. Only for very high densities does
Bapprox deviate significantly from the exact solution given in Equation (6.25). Since in
the inner core, type-II superconductivity is expected to break down anyway, Equation
(6.27) is used in the following chapter to study the implications of this coupling process
on the macroscopic magnetic field evolution in the interior of superconducting stars.
Before continuing with a discussion of additional force terms, we point out that
the approximate mutual friction coefficient defined in Equation (6.26) correctly repro-
duces the resistivity, γ, often used in the literature to capture the dissipative interaction
between individual fluxtubes and the electron fluid. As first discussed by Harvey et al.
[243] and Jones [244] (see also Ruderman et al. [188] and Jahan-Miri [189], one has
γ =
3pi
64
nee
2φ20
λ∗EFec
≈ 7.9× 107
(
m
m∗p
)1/2
ρ
7/6
14
( xp
0.05
)7/6
g cm−1 s−1, (6.28)
approximating xe ≈ xp and m∗n ≈ m. Since this is related to the dimensionless drag via
γ = ρpκR (see Equation (4.81)), the same result Bapprox is obtained as given above.
Finally note that Jones [244, 245, 246] has argued that the mesoscopic coupling
between the electron fluid and the fluxtubes might not affect the dynamics on macro-
scopic scales after all, since the derivation of Equation (6.25) implicitly assumes that
individual fluxtubes move independently. Within a rigid lattice, however, fluxtubes are
expected to move in large numbers. By coherently summing over the electron scattering
events in these bundles, Jones finds that the macroscopic relative velocity between the
charged particles and the fluxtubes is very small. This would imply that the resulting
drag is much weaker than the estimate (6.27) obtained using a non-coherent average.
6.2.2 Repulsive force
Magnetic field evolution in a type-II superconducting star resulting from the repulsive
interaction between individual fluxtubes has been discussed by Kocharovsky et al. [247]
and Istomin and Semerikov [248] in a simplified cylindrical geometry. Both calculations
rely on the interaction between two quantised structures, which will be studied in detail
below. When generalising the interaction between two fluxtubes to the entire array, the
net force on a single line is obtained by summing up all individual contributions. This
implies that in a perfectly triangular lattice, the net force vanishes because the repulsive
forces of opposite fluxtubes exactly cancel each other (see Figure 6.4). In the equilibrium
state of the fluxtube array, the averaged magnetic induction does not change and hence
no magnetic field evolution takes place. If, however, the fluxtubes were inhomogeneously
distributed, the net force would be non-zero and could potentially drive the fluxtubes
Chapter 6. Coupling the Superconductor 129
Figure 6.3: Mutual friction strength in the core, generated by the scattering of relativistic
electrons off the fluxtube magnetic field. Shown are results for the full coefficient accounting
for the density-dependent proton energy gap (cyan, solid) and the approximate, gap-inde-
pendent coefficient Bapprox (blue, dashed). The values are computed for the NRAPR EoS.
towards the crust-core interface. This would effectively decrease the averaged magnetic
field in a star’s interior, since standard Ohmic decay timescales are much shorter in the
crust [231]. Such a gradient in the fluxtubes’ area density could, for example, be induced
by additional forces. Whereas it should be difficult to move single fluxtubes away from
their equilibrium positions due to the elastic properties of the array, strong interactions
could displace a large number of fluxtubes. As observed in laboratory experiments with
type-II superconductors (see Subsection 8.3.2), the lattice would then locally retain its
hexagonal structure but loose its long-range order, resulting in the non-uniform distri-
bution of fluxtubes on large scales. Alternatively, the inhomogeneity could arise if some
region in the neutron star’s outer core was normal-conducting. Istomin and Semerikov
[248], for example, consider the destruction of superconductivity in a small region close
to the magnetic axis, supposedly caused by an increase in the local magnetic field due to
accretion. As a result of this fluxtube gradient, the quantised structures migrate into the
normal-conducting zone, predicted to drive magnetic field decay on the order of 103 yr
[248] for a standard field of about 1012 G. As this is much shorter than the timescales
associated with Ohmic dissipation and electron-magnetic-fluxtube scattering, the repul-
sive interaction between the fluxtubes in the outer neutron star core is analysed here.
In order to determine the repulsion between two fluxtubes located at r1 and r2,
directed along the z-axis, we take advantage of ξp . λ∗ (see Equation (4.14)) to neglect
their interior structure and take them to be point-like. In this case, the mesoscopic mag-
netic induction of each single fluxtube is given by Equation (4.43). Employing vector
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Figure 6.4: Geometry of the triangular array. The fluxtube positions in this equilibrium
configuration are marked as blue circles. The distance between two neighbouring points is
given by the yellow line, dp. Two more distances are shown for clarity. The cyan hexagon
marks the unit cell of the triangular lattice. Containing exactly one fluxtube, its area Aunit
can be used calculate the fluxtube surface density, Np.
notation, the total induction at a point, r, is then determined by superposition, i.e.
B¯(r) ≡ B¯1(r) + B¯2(r) =
[
B¯(|r− r1|) + B¯(|r− r2|)
]
zˆ. (6.29)
Ignoring the detailed structure of the fluxtube cores by introducing a cut-off at ξp, the
total magnetic energy for two interacting fluxtubes is obtained from [114]
E = λ
2∗
8pi
∮ [
B¯× (∇× B¯)] · ds. (6.30)
While the line integral, in principle, has to be evaluated at the inner and outer perimeter
of the integration area, the contribution at infinity vanishes since B¯ falls off exponen-
tially far away from the fluxtubes as seen from Equation (4.44). Substituting Equation
(6.29) into Equation (6.30) and employing the symmetry of the problem, we find
E = 2Ep + Eint, (6.31)
where Ep is the energy per unit length of a single fluxtube previously defined in Equation
(4.56). Moreover, Eint represents the total interaction energy given by
Eint = λ
2∗
4pi
∮ [
B¯1 ×
(∇× B¯2)] · ds2. (6.32)
Here, the line integral encloses the fluxtube at r2. Alternatively, we could exchange the
inductions B¯1 and B¯2 and integrate around the fluxtube 1. Using cylindrical coordinates
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{r, θ, z} and Equation (4.45) to approximate the induction at small distances from the
core and evaluate the curl of B¯2, the interaction energy simplifies to
Eint = φ0
4pi
B¯(|r2 − r1|) = φ
2
0
8piλ2∗
K0
(
r21
λ∗
)
. (6.33)
The distance between the two fluxtubes is represented by r21 ≡ |r2− r1|. As a result of
the asymptotic behaviour of the Bessel function, Eint becomes exponentially small for
large separations. Furthermore, the interaction is repulsive if the two fluxtube magnetic
fields are aligned, which is the case expected in the outer neutron star core.
The interaction energy can be further associated with a repulsive force. Assuming
the penetration depth to be constant over lengthscales of order r21, the force acting on
the fluxtube at r1 due to the presence of the second fluxtube at r2 is given by
F12 = −∇r1Eint = −
φ20
8pi2λ3∗
K1
(
r21
λ∗
)
rˆ21, (6.34)
where rˆ21 is the unit vector pointing from fluxtube 1 to fluxtube 2. With regard to the
succeeding discussion, it is convenient to approximate Equation (6.34) in the two limits
where r21  λ∗ and r21  λ∗. Expanding the Bessel function accordingly, we find
F12 ' − φ
2
0
8
√
2pi3/2λ
5/2
∗
e−r21/λ∗√
r21
rˆ21 for r21  λ∗, (6.35)
F12 ' − φ
2
0
8pi2λ2∗
1
r21
rˆ21 for r21  λ∗. (6.36)
The difficulty when generalising this repulsive interaction to the full array is the
transition from a discrete mesoscopic picture, studying individual fluxtubes, to an ave-
raged, continuous description valid on large scales. For a perfectly ordered lattice, this
step is straightforward since the interfluxtube separation, dp, is constant and directly
related to the fluxtube surface density, Np. Considering the area of the unit cell, Aunit,
which contains exactly one fluxtube as illustrated in Figure 6.4, we find
Aunit =
1
Np =
3
√
3
2
(
dp√
3
)2
=
√
3
2
d2p. (6.37)
Solving for the distance between nearest neighbours gives
dp = 3
−1/4√2N−1/2p . (6.38)
In this configuration, however, the net repulsion vanishes. For an inhomogeneous lat-
tice, on the other hand, the fluxtube separation and density are functions of r, so that
the individual contributions to the repulsive force do not necessarily cancel each other.
Within the averaged framework, it seems reasonable to postulate that the total repul-
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sive force is of the form −g(Np)∇Np. To proceed with the calculation of the function
g(Np), we assume that despite its inhomogeneity the fluxtube lattice stays triangular
on small scales and is locally characterised by a constant dp. Following the approach of
Kocharovsky et al. [247], two limiting cases can then be easily investigated: (I) dp  λ∗
and (II) dp  λ∗. In the former case, the fluxtube density is rather low and Equation
(6.35) approximates the interaction between individual fluxtubes. As the repulsive force
decays exponentially, it is sufficient to only account for the six nearest neighbours when
deriving the function g(Np). The second case represents the high fluxtube density limit,
where Equation (6.36) captures the dynamics and the repulsive force is stronger. Since
Np changes only little over lengthscales of order λ∗, many more neighbouring fluxtubes
have to be included to obtain the total repulsive force and the summation can be sub-
stituted by an integral. For typical neutron star magnetic field strengths of the order
of 1012 G, the interfluxtube spacing is ∼ 10−10 cm as given in Equation (4.9). The com-
parison with canonical estimates of the penetration depth, λ∗ ∼ 10−11 cm according to
Equation (4.10), shows that the case (I) provides a good approximation for the fluxtube
dynamics in a neutron star’s outer core. Even for stronger magnetar fields, B ∼ 1015 G,
the interfluxtube distance is only of the same order as the penetration depth and not
significantly exceeded. This would suggest that the case (II) is not relevant for studying
the neutron star magnetic field evolution.1 We, thus, restrict our attention to case (I).
The geometry in the plane perpendicular to the fluxtube axes, used to determine
the average resistive force in the limit dp  λ∗, is illustrated in Figure 6.5. Consider the
fluxtube 1, located at the origin, to be surrounded by six fluxtubes (2-7). Whereas the
points 2 to 5 are located at a distance dp, fluxtubes 6 and 7 are separated a distance d′p.
The corresponding Cartesian coordinates of the inhomogeneously distributed fluxtubes
are given in Figure 6.5. Since the repulsive forces caused by fluxtubes 2 and 5 cancel
each other, one only has to consider contributions from fluxtubes 3, 4, 6 and 7, located
at the vertices of two equilateral triangles. Adding the forces arising to the left of flux-
tube 1 leads to the following
F13 + F14 = − φ
2
0
8
√
2pi3/2λ
5/2
∗
e−dp/λ∗√
dp
(rˆ31 + rˆ41) =
√
3φ20
8
√
2pi3/2λ
5/2
∗
e−dp/λ∗√
dp
xˆ, (6.39)
while the contribution from the right-hand side is
F16 + F17 = − φ
2
0
8
√
2pi3/2λ
5/2
∗
e−d
′
p/λ∗√
d′p
(rˆ61 + rˆ71) = −
√
3φ20
8
√
2pi3/2λ
5/2
∗
e−d
′
p/λ∗√
d′p
xˆ. (6.40)
The sum of these two terms is non-zero as a result of the different interfluxtube spacings.
1Note that Istomin and Semerikov [248] use Equation (6.36) for the repulsive force inside accreting
neutron stars. As explained above, for fields of the order of 1012 G, the limit dp  λ∗ does not correctly
describe the dynamics of the fluxtube lattice because it overestimates the strength of the repulsive
interaction. This casts some doubt on the correctness of their results and suggests that magnetic field
decay in accreting pulsars should proceed on timescales longer than 103 yr.
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Figure 6.5: Geometry of an inhomogeneous fluxtube lattice used to describe interactions
in the limit dp  λ∗. As the repulsive forces fall off exponentially, only the six nearest
neighbours of fluxtube 1 have to be taken into account. Their locations are given in Carte-
sian coordinates. Note that two of the fluxtubes are located at a distance d′p instead of dp,
which results in a non-zero repulsive force, F1 (red arrow).
More precisely, one obtains for the net repulsive force acting on fluxtube 1
F1 =
√
3φ20
8
√
2pi3/2λ
5/2
∗
(
e−dp/λ∗√
dp
− e
−d′p/λ∗√
d′p
)
xˆ. (6.41)
This result can be further simplified by assuming that the difference between the lattice
constants is small, i.e. δp ≡ dp − d′p  1. This leads to the following approximation
F1 ' −
√
3φ20
8
√
2pi3/2λ
7/2
∗
e−dp/λ∗√
dp
δp xˆ. (6.42)
In order to relate δp, representing the lattice inhomogeneity on mesoscopic lengthscales,
to a change in the macroscopic fluxtube density, ∇Np, we use Equation (6.38) to find
∇Np = ∇Np(dp) = − 4√
3
∇dp
d3p
' 4√
3
δp
d4p
xˆ, (6.43)
where the last simplification is based on the geometry shown in Figure 6.5. By solving
this relation for δp, substituting the result into Equation (6.42) and replacing the inter-
fluxtube spacing with the surface density, an expression for the averaged repulsive force
per unit length of fluxtube can be deduced. One has
Frep ≡ −g(Np)∇Np ' − 3φ
2
0
32
√
2pi3/2
(√
2N−1/2p
31/4λ∗
)7/2
exp
[
−
√
2N−1/2p
31/4λ∗
]
∇Np. (6.44)
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The corresponding function g(Np) agrees with Equation (2) of Kocharovsky et al. [247]
apart from an additional factor 2/
√
3 ≈ 1.2 and an inverse power in the (dp/λ∗)-term,
i.e. −7/2. We assume the latter difference to be a typo.
In the outer neutron star core, the repulsive force, Frep, is expected to be balanced
by various additional forces acting on the fluxtubes. As discussed in detail in Subsection
4.3.3, this should include Magnus force, tension, electromagnetic force and resistive drag
due to electron-magnetic-fluxtube scattering. In order to develop an elementary model
of the fluxtubes’ dynamics and address the influence of the interfluxtube repulsion, we
restrict our attention to the resistive force and neglect the former three contributions.
The timescales obtained below should hence be taken with a grain of salt, as they could
be modified by additional forces. Ignoring the small fluxtube inertia, the averaged force
balance reads as ∑
F = −g(Np)∇Np − ρpκRup = 0, (6.45)
where up denotes the average velocity of a collection of fluxtubes within a fluid element
and the rest-frame of the electron-proton conglomerate was chosen as the frame of ref-
erence. Since the charged component is coupled to the neutron’s crust via the magnetic
field, its rest-frame coincides with the rotating frame of the star. As seen in Subsection
6.2.1, the dimensionless drag coefficient R is altered for different neutron star depths,
but it does not directly depend on the fluxtube density. Solving Equation (6.45) for the
average velocity, one obtains
up = −g(Np)
ρpκR ∇Np. (6.46)
This relation can be combined with the continuity equation for the surface density, Np
(see Equation (4.69)). Under the assumption that fluxtubes cannot be destroyed or cre-
ated inside a fluid element, we arrive at a non-linear diffusion equation of the form
∂tNp +∇ (Npup) = ∂tNp −∇
(Np g(Np)
ρpκR ∇Np
)
= 0. (6.47)
Together with suitable boundary and initial conditions, this partial differential equation
in principle determines the fluxtube surface density as a function of time and position,
i.e. Np = Np(t, r), in the outer neutron star core. However, due to the complicated Np-
dependence of g(Np) and the non-constant drag coefficient, proton density and London
penetration depth, finding the solution of Equation (6.47) is far from trivial. Instead of
attempting to solve this diffusion problem, we only extract the characteristic timescale
for fluxtube motion over a lengthscale L from Equation (6.47) and find
τrep =
L2ρpκR
Np g(Np) . (6.48)
In order to obtain a simple estimate for the repulsion timescale, the position-dependence
and time-dependence of the fluxtube density can be neglected, which implies that Np
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B [G] 1012 1013 1014
Np [cm−2] 5.0× 1018 5.0× 1019 5.0× 1020
τrep [yr] 1.2× 1024 3.6× 1010 6.2× 106
Table 6.1: Characteristic timescales resulting from the interfluxtube repulsion in the outer
neutron star core. Estimates are given for three magnetic inductions B, which correspond
to different fluxtube surface densities. For higher values of Np , the corresponding distance
between individual fluxtubes decreases, which subsequently leads to shorter timescales τrep.
The remaining parameters have been fixed to L = 106 cm, ρ = 1014 g cm−3, xp = 0.05,
λ∗ = 10−11 cm and R = 10−2, respectively.
is approximately constant and given by Equation (4.7). By choosing the characteristic
lengthscale to be equal to the neutron star radius, i.e. L6 ≡ L/(106 cm), we calculate
τrep ≈ 5.1× 1010 L26 ρ14
( xp
0.05
)( Np
5× 1018 cm−2
)3/4( λ∗
10−11 cm
)7/2
×
( R
10−2
)
exp
[
48.1
(
5× 1018 cm−2
Np
)1/2(
10−11 cm
λ∗
)]
s. (6.49)
Typical values for the proton density, penetration depth, dimensionless drag coefficient
and fluxtube density have been substituted. The repulsion timescales corresponding to
three different averaged magnetic inductions, i.e. B = 1012, 1013 and 1014 G, are quoted
in Table 6.1. We note that the estimate for 1014 G is several orders of magnitude smaller
than the result found in Kocharovsky et al. [247]. While this could, in principle, arise
from the inverse power of the (dp/λ∗)-term in Equation (6.44), the three τrep-estimates
provided by Kocharovsky et al. in the limit dp  λ∗ cannot be reproduced with the
equations and parameters given in their paper.
With Equation (6.49) we find the following: For the lowest magnetic field strength,
the timescale τrep is of the order of 1024 yr, which greatly exceeds the age of the Universe,
so that mutual fluxtube repulsion should not influence the interior dynamics of standard
rotation-powered pulsars. However, the timescale drops significantly at higher fields due
to the strong Np-dependence in Equation (6.48). For 1013 and 1014 G, the characteristic
timescale for fluxtube motion reaches 1010 and 106 yr, respectively. These estimates are
still larger than the field evolution timescales deduced from observations [236, 237, 238,
239], suggesting that the repulsive force in the outer neutron star core should not affect
the dynamics. This conclusion is supported by accounting for the density-dependence of
the various parameters entering Equation (6.48). Employing, for example, the effective
NRAPR equation of state introduced in Subsection 5.1.1, one can include the variation
of the parameters xp, λ∗ and R and determine the repulsion timescale as a function of
the star’s total mass density, ρ. As illustrated in Figure 6.6, τrep is shortest close to the
crust-core interface and strongly increases towards the centre of the star, as it becomes
increasingly difficult to distort the fluxtube lattice at higher densities.
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Figure 6.6: Characteristic timescales for fluxtube motion, resulting from balancing inter-
fluxtube repulsion and resistive drag, as a function of the total mass density in the neutron
star core. The curves represent three magnetic inductions B = 1012, 1013 and 1014G and
are computed for the NRAPR effective EoS and a characteristic lengthscale of L = 106 cm.
Nonetheless, the timescale for fluxtube repulsion could be shortened if the resis-
tive drag would be weaker than estimated in Subsection 6.2.1. This has, for example,
been suggested by Jones [244]. A decrease in R by two orders of magnitude would re-
duce the repulsive timescales at fields B & 1013 G to values that would become relevant
for neutron star astrophysics. Shorter repulsion timescales could also be obtained by
considering different characteristic lengthscales, L. If, for example, magnetic fluxtubes
were to be expelled from the 1 km thick layer right below the crust-core boundary, τrep
would similarly decrease by two orders of magnitude and lead to timescales comparable
to the observed ones [236, 237, 238, 239]. Moreover note that for fields B & 1014, the
fluxtube density Np increases to the point where the initial assumption, dp  λ∗, is
no longer valid. In this case, the exponentially decaying force given in Equation (6.44)
would have to be replaced by the expression corresponding to dp ' λ∗. This resulting
force should, in principle, be stronger and subsequently give shorter timescales. How-
ever, this scenario has not been studied yet and needs to be addressed in the future.
Finally we note that the timescale τrep does not necessarily describe flux expulsion
from a neutron star’s core. As the repulsive force acts in the direction opposite to the
fluxtube density gradient, suitable magnetic field distributions could drive the fluxtubes
towards higher densities or in azimuthal direction. The diffusive rearrangement of flux
due to the repulsive interaction of individual fluxtubes does thus not necessarily provide
a microscopic explanation for the Meissner effect as stated by Kocharovsky et al. [247].
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6.2.3 Buoyancy
The influence of buoyancy on superconducting fluxtubes in the neutron star interior was
first studied by Muslimov and Tsygan [249] and Harvey et al. [243]. They noted that the
hydrostatic pressure difference between the quantised structures and the surrounding
fluids, originating from the magnetic pressure inside the fluxtubes, would locally reduce
the plasma density. This in turn creates a radially acting lift force, fb, attempting to
drive the fluxtubes out of the star’s core. The radial motion will further cause the flux-
tubes to bend, since their ends are expected to be anchored in the normal-conducting
crust [249]. In order to derive an expression for fb, two approaches can be used.
On mesoscopic scales, a single fluxtube can be approximated as a normal-conduc-
ting cylinder threaded by an average magnetic induction, B¯ft ' φ0/(piλ2∗) [243], because
the flux is confined to a circle of radius λ∗ around a fluxtube’s centre. One can therefore
estimate the magnitude of the buoyancy force per unit length of fluxtube as
fb = gpiλ
2
∗(ρft − ρfluid) ' gpiλ2∗
dρ
dp
∆p =
g
c2s
piλ2∗
B¯2ft
8pi
, (6.50)
where g and c2s ≡ dp/dρ denote the local gravitational acceleration and speed of sound,
respectively. Moreover, the difference in hydrostatic pressure, ∆p, is equal to the mag-
netic pressure inside a fluxtube. In the case of normal matter, one has Pmag = B¯2ft/8pi,
which leads to the result given in Equation (12) of Harvey et al. [243]. Further approxi-
mating g/c2s ' 1/R, where R is the neutron star radius, Equation (6.50) reduces to
fb ' φ
2
0
8pi2λ2∗R
. (6.51)
Using a macroscopic perspective, the buoyancy force per unit volume can alternatively
be calculated from the gradient of the superconducting magnetic pressure, Pmag,sc (see
for example Jones [246]), which corresponds to the isotropic contribution to the stress
tensor of type-II superconducting matter. As first derived by Easson and Pethick [203]
in the limit B  Hc1, which also approximates the neutron stars’ core (see Subsection
4.1.2), the magnetic pressure is given by Pmag,sc = Hc1B/4pi (see also Equation (7.46)).
Choosing a lengthscale of the order of the star’s radius, R, the magnitude of the buoy-
ancy force per unit volume is found to be
Fb = | − ∇Pmag,sc| ' Hc1B
4piR
. (6.52)
The corresponding force per unit length of fluxtube then reads as
fb =
Fb
Np '
Hc1φ0
4piR
, (6.53)
where B ' Npφ0 is used. Substituting the lower critical field with Equation (3.82) and
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Figure 6.7: Characteristic timescale for fluxtube motion, resulting from a force balance
between buoyancy and resistive drag, as a function of the total mass density in the neutron
star core. The values are computed for the NRAPR effective EoS and a neutron star radius
of R = 106 cm. Note that the cut-off corresponds to λ∗ = ξp, where τb estimates become
unphysical due to the presence of a factor ln−1(λ∗/ξp) in Equation (6.56).
replacing the fluxtube energy per unit length, Ep, with Equation (4.56), one is left with
fb ' Ep
R
=
φ20
16pi2λ2∗R
ln
(
λ∗
ξp
)
. (6.54)
An equivalent relation for the buoyancy force was originally quoted by Muslimov and
Tsygan [249]. It illustrates that fb is of similar order as the macroscopic average of the
tension force given in Equation (4.79), if the fluxtubes’ curvature radius is of the order
of R. Employing again the approximation ln(λ∗/ξp) ≈ 2 [113], Equation (6.54) reduces
to the result (6.51) obtained from mesoscopic considerations.
In order to quantify the influence of the buoyancy force on the fluxtube dynamics,
we use the same approach as in the last subsection and balance the lift force by the resis-
tive drag arising from electron-magnetic-fluxtube scattering but neglect any additional
mechanisms. In this steady-state scenario, where buoyancy tries to push fluxtubes out
of the neutron star core and the drag slows down the expulsion, the magnitude of the
fluxtube velocity is given by
up =
Ep
RρpκR . (6.55)
Note that we again work in the rest-frame of the electron-proton component. Together
with the continuity equation (4.69) for the fluxtube surface density,Np, Equation (6.55)
similarly defines a diffusion problem. Extracting the corresponding timescale gives
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τb = R
2ρpκR 16pi
2λ2∗
φ20 ln(λ∗/ξp)
. (6.56)
Substituting Equation (4.42) for the penetration depth and approximating ln(λ∗/ξp) ≈
2 and m∗n ≈ m, one obtains the following estimate for typical neutron star parameters,
τb ≈ 3.1× 1013
(
m∗p
m
)
R26
( R
10−2
)
s, (6.57)
where R6 ≡ R/(106 cm). A comparable result should have, in principle, been obtained
by Harvey et al. [243], who apply the same force balance as described above. However,
they quote a timescale of 109 yr, caused by a computational error. Moreover, Muslimov
and Tsygan [249] give a fluxtube drift timescale that is two orders of magnitude smaller
than our estimate (6.57) due to an erroneous, temperature-dependent drag in the force
balance. The full density-dependent behaviour is shown in Figure 6.7, illustrating that
the buoyancy timescale increases from about 106 yr close to the crust-core interface to
108 yr at ρ ∼ 4.8× 1014 g cm−3, where τb has been cut off. Above this density, the pro-
ton coherence length exceeds the modified penetration depth, which gives complex and
unphysical timescales due to the factor ln−1(λ∗/ξp) in Equation (6.56).
Whereas values of the order of 106 to 108 yr are close to the magnetic field evolu-
tion timescales invoked for rotation-powered pulsars [236, 237], self-consistent magneto-
thermal simulations of superconducting neutron star cores by Elfritz et al. [250] have
recently shown that buoyancy is too weak to account for magnetic flux expulsion from
the stars’ interior. Finally note that Harrison [242] has argued that the estimate (6.57)
should be further lengthened since fluxtubes cannot be considered as individual buoyant
structures. Treating the entire array, similar to the argument by Jones for the resistive
drag [244], the drift velocity caused by buoyancy is negligible due to the lattice rigidity.
6.2.4 Pinning
Finally, the short-range interaction between fluxtubes and vortices is briefly addressed.
While approximate descriptions of this pinning process have been studied by numerous
authors [251, 188, 206, 252], a microscopic formulation is not available yet. Hence, in the
following, the implications of this coupling mechanism are examined from a phenome-
nological point of view. A more detailed analysis of possible effects on the neutron star
magnetic field will be left for future work. Note that the rotational evolution should be
similarly influenced by core pinning, which has been neglected in Section 5.1.
Pinning force
To study the pinning mechanism in more detail, an expression for the interaction energy
needs to be derived. This can be achieved by generalising the formalism for isolated
vortices and fluxtubes discussed in Appendix A of Glampedakis et al. [181], which has
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previously been employed in Subsections 4.3.2 and 4.3.3, to the case of two interacting
structures. If the vortex and the fluxtube are positioned at rv and rft, respectively, and
the mesoscopic quantisation conditions and Ampère’s law are modified accordingly, the
generalised London equation for the combined mesoscopic induction, B¯c, reads as
λ2∗∇2B¯c − B¯c = −φ0zˆ
[
δ(r− rft)− εp
1− εn δ(r− rv)
]
. (6.58)
Note that it has been assumed that the vortex and the fluxtube are orientated along the
z-direction. In the simplest case, both structures should be superimposed and aligned
with the z-axis, i.e. rv = rft = 0. A comparison with Equation (4.41) and the individual
mesoscopic inductions presented in Equation (4.43) leads to the following solution
B¯c(r) =
φ0
2piλ2∗
1− εn − εp
1− εn K0
(
r
λ∗
)
zˆ. (6.59)
One can subsequently obtain the energy per unit length, Ec, of the superimposed vortex-
fluxtube configuration by following the procedure given in Glampedakis et al. [181]. The
interaction energy is then found by subtracting the energy per unit length of an isolated
vortex and fluxtube, En and Ep, respectively. We note that the kinetic contributions to
Ec are exactly cancelled by the kinetic energies of an isolated vortex and fluxtube, which
were approximated in Equations (4.55) and (4.56). Therefore, pinning arises primarily
from the magnetic interaction of the quantised structures. Integrating the respective
magnetic energy densities over a surface perpendicular to the z-axis, we find
Epin ' 1
8pi
∫ (
B¯2c − B¯2n − B¯2p
)
dS = − φ
2
0
16pi3λ4∗
εp
1− εn
∫
K20
(
r
λ∗
)
dS. (6.60)
Ignoring the detailed structure of the vortex and the fluxtube core by introducing the
standard cut-off at the coherence length, ξ ≡ ξp ' ξn, the surface integral can be easily
evaluated. Choosing an upper limit r  λ∗, the Bessel functions decay exponentially
and the corresponding contributions far away from the vortex/fluxtube can be ignored.
One is therefore left with
Epin ' φ
2
0
8pi2λ4∗
εp
1− εn
ξ2
2
[
K20
(
ξ
λ∗
)
−K21
(
ξ
λ∗
)]
. (6.61)
Since ξ . λ∗ (see Subsection 4.1.2 for typical estimates), we obtain the following pinning
energy per unit length to leading order in ξ/λ∗,
Epin ' − φ
2
0
16pi2λ4∗
εp
1− εn λ
2
∗ '
B¯ftB¯vλ
2∗
16
, (6.62)
with B¯ft ' φ0/(piλ2∗), B¯v ' φn/(piλ2∗) being the typical mesoscopic fluxtube and vortex
induction, respectively. We note that the pinning energy obtained in Equation (6.62)
differs from the standard result of Ruderman et al. [188] or Ding et al. [251] by a factor
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2pi ln(λ∗/ξ) ≈ 4pi, where the logarithm is approximated in the standard way [113]. The
origin of this discrepancy is not clear because the three mesoscopic magnetic inductions
used in the derivation above are equivalent to the expressions found in Appendix A of
Ruderman et al [188]. In particular the ln(λ∗/ξ)-proportionality seems surprising, since
the vortex and the fluxtube field exhibit the same logarithmic dependence for small r
(see Equation (4.45)). Thus, one would expect a contribution from both magnetic fields,
ultimately resulting in a term ln2(λ∗/ξ). In the following, we will use Equation (6.62).
In order to connect the pinning energy per unit length, Epin, with the total pinning
energy, Epin, per vortex-fluxtube intersection, Epin has to be multiplied with the overlap
length, l. A closer look at the corresponding pinning geometry illustrated in Figure 6.8
shows that l = 2λ∗/ sinβ, where β is the angle between the local vortex and fluxtube
direction. Neglecting for simplicity the possibility of tangled states in the neutron star
core condensates, the respective arrays are straight, implying that β corresponds to the
misalignment angle between the star’s rotation and its magnetic axes on large scales.
This illustrates that the pinning mechanism is strongest if the vortices and fluxtubes are
parallel, while the interaction is weakest for β = pi/2. To avoid additional complications,
we will restrict the following discussion to the latter case. Hence, a minimum estimate
for the pinning energy per vortex-fluxtube intersection is given by
Epin = Epinl ' B¯ftB¯vλ
3∗
8
. (6.63)
For typical neutron star parameters, this can be estimated to
Epin ≈ 25.9
(
1− m
∗
p
m
)(
m
m∗p
)1/2
ρ
1/2
14
( xp
0.05
)1/2
MeV, (6.64)
wherem∗n ≈ m has been used. We can additionally compare this estimate to the pinning
interaction arising from perturbations of the proton density in the centre of a fluxtube.
According to Sauls [40], the corresponding pinning energy per intersection is
Epin, Sauls ' nn
∆2p
E2Fp
∆2n
EFn
ξ2nξp = nn
8
pi3
(
m
m∗n
)2( m
m∗p
)
∆p
k3Fp
. (6.65)
Here, nn represents the neutron number density and ∆x and EFx denote the energy gap
and Fermi energy of the neutrons and protons, respectively. Using canonical estimates
(see Subsections 5.1.1 and 5.1.2) together with m∗n ≈ m and xn ≈ 1 subsequently gives
Epin, Sauls ≈ 3.7× 10−2
(
m
m∗p
)
ρ14
(
∆p
1MeV
) (
0.75 fm−1
kFp
)3
MeV. (6.66)
This demonstrates that the magnetic interaction is several orders of magnitude larger,
thus dominating the coupling between the neutron vortices and the proton fluxtubes.
Based on Equation (6.63), the pinning force per intersection, Fpin, can be calcula-
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Figure 6.8: Sketch of the pinning geometry. On the left, a single vortex-fluxtube inter-
section is shown. Both quantised structures are represented as cylinders of radius λ∗. The
overlap length l is thus fixed if the angle β between the vortex and the fluxtube is known.
The right figure illustrates the macroscopic geometry of two interpenetrating arrays. Since
Np  Nn, the intervortex spacing dn is much larger than the interfluxtube separation dp.
For β = pi/2, the distance between two neighbouring vortex-tube intersections, given as
red dots, is equal to dp, which can be used to estimate the vortex pinning force.
ted. Since the mesoscopic magnetic inductions of both quantised structures are shielded
over lengthscales of the order of the penetration depth, the pinning interaction is only
active when the vortex-fluxtube separation is less than λ∗. The associated force is hence
Fpin ' Epin
λ∗
=
B¯ftB¯vλ
2∗
8
, (6.67)
which can be approximated as
Fpin ≈ 0.2
(
1− m
∗
p
m
)(
m
m∗p
)
ρ14
( xp
0.05
)
MeV fm−1. (6.68)
In order to study how the pinning interaction affects the interior magnetic field,
the physics of a single vortex-fluxtube junction has to be generalised to the full lattice
structures by using appropriate averages. Following Link [206], one can take advantage
of Np  Nn as given in Equations (4.6) and (4.7) to easily determine the macroscopic
pinning force on the neutron vortex array. Since the intervortex spacing dn is much
larger than the interfluxtube spacing dp, we limit our attention to an individual vortex
immersed into a large number of fluxtubes. The distance between two neighbouring
intersections is then equivalent to dp for β = pi/2 as shown in Figure 6.8, allowing one
to approximate the pinning force per unit length of neutron vortex as
fpin,n =
Fpin
dp
' N 1/2p Fpin = N 1/2p
B¯ftB¯vλ
2∗
8
. (6.69)
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The pinning force density for the full vortex lattice is found in the standard way, i.e.
Fpin,n = Nnfpin,n = NnN 1/2p
B¯ftB¯vλ
2∗
8
. (6.70)
The equivalent averaging procedure cannot be translated to a single fluxtube immersed
into the vortex array. Instead, we have to invoke the macroscopic dynamics of the two
interacting arrays. More precisely, Newton’s third law dictates that the fluxtube lattice
experiences the force Fpin,p = −Fpin,n. The corresponding pinning force per unit length
of a fluxtube is, hence, given by
fpin,p =
Fpin,p
Np = −
Nn
Np fpin,n =
Nn
N 1/2p
B¯ftB¯vλ
2∗
8
. (6.71)
Note that fpin,p is many orders of magnitude smaller than fpin,n as a result of the huge
fluxtube surface density, Np (see also Glampedakis et al. [181]). We also point out that
(apart from the factor 4pi) Equation (6.71) is equivalent to the force density Fpin,p given
in Appendix A of Ruderman et al. [188] if the lengthscales satisfy λ∗ ' dp. As shown
in Section 4.1, this is generally true in the outer neutron star core.
Implications
As a result of the short-range vortex-fluxtube interaction, the neutron stars’ rotational
and magnetic field evolution are strongly correlated, since in the presence of pinning the
quantised structures move at the same velocity. It is reasonable to further assume that
the fluxtubes, carrying the core magnetic field, follow the proton fluid’s motion, leading
to un = up ' vp, where un and up denote the averaged vortex and fluxtube velocities,
respectively, and vp represents the macroscopic flow of the proton component. For an
isolated neutron star, which spins down electromagnetically, the rotational velocity of
the crust and the charged plasma in the interior decreases continuously, which implies in
turn that the vortex and fluxtube velocity will also be altered. However, this change is
not communicated to the interior neutron fluid, subsequently exhibiting a different flow
velocity, vn. This naturally results in a Magnus force of the form (4.78) acting on the
neutron vortices, which tends to move them out of the core. Assuming that vortices and
fluxtubes are uniformly distributed throughout the star and approximately straight, one
can balance this lift force with the pinning force given in Equation (6.69) and estimate
the minimum velocity lag wc between the neutron and proton components below which
the pinning interaction is active,
wc ' fpin,n
ρnκ
= N 1/2p
B¯ftB¯vλ
2∗
8ρnκ
. (6.72)
For typical neutron star parameters, we can approximate this as
wc ≈ 3.5× 104
(
1− m
∗
p
m
)(
m
m∗p
)( xp
0.05
)
B
1/2
12 cm s
−1. (6.73)
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Below this value, which is not directly dependent on the neutron star mass density, the
Magnus force is not strong enough to exceed the pinning force and vortices and fluxtubes
remain pinned. Therefore, the two arrays move together and their evolution is strongly
coupled. As the stars’ spin-down is also associated with a decrease in the vortex density,
implying that they move radially outwards, the fluxtubes will be dragged along. Several
studies analysing the dynamics of this interpinning regime and the implications for the
magnetic field of neutron stars can be found in the literature [251, 215, 188, 189]. The
general conclusion is that the pinning interaction is strong enough to allow the vortices
to drag fluxtubes towards the crust-core interface, where the field decay is subsequently
governed by the crustal physics. The inverse process has further been invoked as an
explanation for the weak magnetic fields (B < 1010 G) of millisecond pulsars [215]. As
these objects are thought to be spun up by accretion from their binary companion, an
increase in the rotation frequency would result in vortex motion towards the rotation
axis, dragging fluxtubes along and effectively burying the magnetic flux in the interior.
If, however, the critical lag is exceeded, the Magnus force would be stronger than
the short-range magnetic force and pinning would no longer take place. Instead, vortices
would cut through the fluxtubes; a dissipation mechanisms thought to be very effective.
Similar to the neutron star crust (see Subsection 5.2.3), where vortex motion past the
crustal lattice nuclei was observed to dissipate energy through the excitation of vortex
waves, the cutting process in the outer neutron star core could result in the excitation of
Kelvin waves propagating along the vortices. The associated energy release per vortex-
fluxtube cutting event was first calculated by Link [206] by generalising the formalism
of Epstein and Baym [227], discussed previously. Link showed that the vortex-fluxtube
cutting is highly dissipative, which implies that any relative motion between the vortices
and the fluxtubes is strongly damped and the pinned configuration is likely to represent
the equilibrium state. Whereas it has been proposed that this mechanism should have
important implications for the rotational characteristics as it would, for example, forbid
neutron star precession with periods of the order of years [206] and affect the amplitude
of Coriolis driven r-mode oscillations [252], it is not clear how vortex-fluxtube cutting
would affect the stars’ magnetic field. To determine, if this mechanism could for instance
result in magnetic field decay on observable timescales, further studies are needed.
6.3 Discussion
This chapter aimed at providing an overview of several mechanisms affecting the super-
conducting proton component in a neutron star’s interior and implications for its mag-
netic field. A discussion of the two seminal papers by Baym et al. [45, 193] illustrated
that standard Ohmic dissipation, restricted to the normal-conducting fluxtube cores,
could not result in observable field evolution. Subsequently, additional fluxtube coupling
processes were discussed. As many different suggestions can be found in the literature,
Chapter 6. Coupling the Superconductor 145
we restricted our attention to four specific examples, namely standard resistivity arising
from electron-magnetic-fluxtube scattering, mutual fluxtube repulsion, buoyancy and
pinning to the neutron vortices. Since the former mechanism could be represented as
a drag of the form (4.81) on mesoscopic lengthscales, it was possible to determine the
corresponding macroscopic mutual friction coefficients using the framework introduced
in Subsection 5.1.3. Note that the interaction was found to be weak and its effects on
the stars’ magnetic field are studied in detail in the next chapter. The repulsive and
the buoyancy force, on the other hand, do not resemble a standard drag force and are
therefore not intrinsically dissipative. Instead, these forces act to redistribute the flux-
tubes in the outer core, potentially driving them towards the neutron star crust, where
standard Ohmic decay timescales are much shorter and the field could thus evolve on
observable timescales [231]. In order to assess the importance of these two mechanisms,
steady-state situations between the respective forces and the resistive drag were anal-
ysed. In both cases a non-trivial diffusion equation was derived, allowing one to extract
the characteristic timescales, which have been estimated for the neutron star core using
a typical equation of state. We obtain that the timescales associated with interfluxtube
repulsion and buoyancy are shortest at low densities, close to the crust-core interface,
reaching a minimum of the order of 107 yr and 105 yr, respectively, increasing by many
orders of magnitude towards the inner core. These estimates suggest that the two mech-
anisms could, in principle, be strong enough to drive fluxtubes out of a star’s core. How-
ever, large uncertainties in the parameters entering the respective timescales make it
difficult to judge whether the repulsive and the buoyancy force would indeed play a role
in the neutron star magnetic field evolution and more detailed calculations accounting
for all the fluxtube processes would be needed. Finally, pinning caused by the magnetic
short-range interaction between vortices and fluxtubes was briefly addressed. We have
derived the corresponding pinning force and discussed several implications on the stars’
magnetic field, but did not study the effects in detail. Thus, future calculations will be
needed to provide conclusive information on the influence of the pinning interaction on
the macroscopic magnetic induction.
We also point out that other mechanisms have been proposed to affect the neutron
star magnetic field evolution. One scenario that could be important is ambipolar diffu-
sion. This process, first considered by Goldreich and Reisenegger [231], describes the
motion of the charged conglomerate and the magnetic field relative to the neutron com-
ponent. While generally considered unimportant for standard rotation-powered pulsars,
this diffusion mechanism could be able to push the fluxtubes out of the cores of magne-
tars, potentially explaining the high activity of these objects as invoked by Thompson
and Duncan [238]. However, recent work by Glampedakis et al. [253] suggests that the
timescale for ambipolar diffusion could be significantly lengthened when the quantum
nature of the neutrons and the protons is taken into account.
Further note that the analysis performed in this chapter relied on the presence of
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a type-II superconducting proton fluid, whose existence was postulated by Baym et al.
[45] as a result of the high electrical conductivity of normal-conducting nuclear matter.
However as explained previously, associating this process with the Meissner effect is
misleading, since the latter only describes the exponential shielding of an equilibrium
magnetic field but does not provide a microscopic explanation for the formation of the
superconducting phase. One could for example imagine that, as the neutron star cools
down and it becomes energetically favourable for a spherical shell in the outer core to
turn superconducting, flux cannot be pushed into the inner core as a result of the high
conductivity but instead has to be moved towards the crust-core interface. This would
effectively leave a flux-free core behind. Alternatively, we could invoke the analogy with
terrestrial superconductors, where very rich, irregular flux distributions with alterna-
ting normal-conducting, type-I or type-II regions have been observed (see for example
Babaev et al. [254] and Subsection 8.3.2 for more information). There have indeed been
arguments from observational [206, 232, 68] and theoretical [255, 256, 177] studies that
raise doubts on the scenario of purely type-II superconducting outer neutron star cores
in favour of mixed type-II/type-I phases. The dynamics and frictional mechanisms in
this state have been studied by Sedrakian [257] and Jones [258], arriving, however, at
rather different dissipation strengths. These uncertainties make clear that in order to
improve our understanding of the neutron star phase transition, the exact nature of the
superconductor in the core and the associated frictional mechanisms, additional calcu-
lations are needed.
Nonetheless, detailed knowledge of the core dynamics does not necessarily pro-
vide conclusive information about the evolution of the neutron star magnetic field. As
will be explained in the next chapter, the boundary of the proton superconductor is not
well defined, the main reason for this being the poorly understood physics of the crust-
core interface and the inner core transition, which significantly complicates an analysis
of the combined field evolution for the neutron stars’ crust and core. A current sheet at
the crust-core transition could, for example, be shielding the entire core dynamics from
the outer layer, effectively reducing magnetic field evolution to a process governed by
the crustal physics only. These aspects clearly highlight numerous problems with con-
sistently modelling a star’s magnetic properties. While one possible path to improving
neutron star models, more precisely the rigorous derivation of an induction equation
for type-II superconducting matter, will be presented in the next chapter, several other
crucial pieces of physics are still missing from our current understanding of the neutron
star magnetism and remain to be addressed in the future.
Chapter 7
Magnetic Field Evolution in
Superconducting Neutron Stars
Having addressed several mechanisms affecting the neutron stars’ fluxtubes, the evolu-
tion of the large-scale magnetic field is studied in this chapter. Measured field strengths,
generally inferred from the stars’ dipole spin-down, by far exceed the strengths of ter-
restrial magnets. As discussed in Subsection 2.3.2, magnetic fields range from 108 G for
millisecond pulsars up to 1015 G for magnetars. Unsurprisingly, such enormous strengths
suggest that magnetic fields are crucial for the neutron stars’ dynamics. As first pointed
out by Thompson and Duncan [238, 239], the rotational energy of magnetars is not suf-
ficient to explain the observed emission; instead magnetic field decay on a timescale of
∼ 104 yr could power the high activity in these objects. There are further observations
indicating that the magnetic dipole fields of standard pulsars evolve on a timescale of
the order of 107 yr [236, 237]. Thus, understanding the long-term evolution of the stars’
magnetic fields might be key to establishing connections between the different species
and forming a unified picture of the neutron star zoo [3, 67, 68].
The problem of magnetic field evolution in isolated neutron stars has been dis-
cussed by a number of authors. Goldreich and Reisenegger [231] determined several
mechanisms that are present in an ionised plasma consisting of neutrons, protons and
electrons. Ohmic diffusion due to the interactions of relativistic electrons and lattice
nuclei causes magnetic field dissipation in the crust. This mechanism is most effective
on small scales and, thus, not expected to affect the large-scale evolution of the crustal
field. However, Ohmic decay could be enhanced by Hall drift, which is in itself conserva-
tive but may redistribute magnetic energy from large to gradually smaller lengthscales.
The combined effect, sometimes referred to as the Hall cascade, could cause field evo-
lution on a timescale of the order of 107 yr [231]. However, recent neutron star crust
simulations show no strong cascading behaviour but suggest the existence of a quasi-
equilibrium established on timescales shorter than the Ohmic timescale [259, 233, 260].
In the core, standard Ohmic decay is negligible because the interior is expected to form
147
148 Chapter 7. Magnetic Field Evolution in Superconducting Neutron Stars
a type-II superconductor [45]. As was discussed in detail in Section 6.1, electron-proton
scattering, already acting on very long timescales in a star’s interior [193], is restricted
to the normal conducting cores of fluxtubes, which only contribute a very small fraction
to the stars’ total cross-section. Hence, the coupling timescale is increased further, mak-
ing this dissipation mechanism irrelevant. Additionally, ambipolar diffusion, describing
the motion of charged particles and magnetic field lines relative to the neutrons, could
cause field decay and drive the flux from the core to the crust [231]. This mechanism
was considered by Thompson and Duncan [238] to explain the high activity of magne-
tars. However, more recent results seem to indicate that the timescale for ambipolar
diffusion considerably increases when the superfluid nature of the neutrons or proton
superconductivity is taken into account [253].
In addition to poorly understanding the mechanisms that could cause the mag-
netic field to change on the order of the stars’ spin-down timescales, there is no definitive
answer to the question of which part of the neutron star dominates the magnetic field
evolution. Most theoretical studies and numerical simulations focus on the crust as the
source of the field decay and neglect the core contribution [232, 68, 233]. Nevertheless,
one could argue that the core, which carries the majority of the star’s inertia and mag-
netic energy, should also play a role. Recent simulations for the combined evolution of
both neutron star layers by Elfritz et al. [250] indeed indicate that the core slows down
the crustal evolution, effectively bringing the magnetic field decay to a halt. Lacking a
clear answer, the problem of neutron star magnetic field evolution is revisited here.
The following chapter is based on recent work by Graber et al. [261]. We focus on
the outer core and consider a magnetic field generated in this region of the star. Using
the multi-fluid formalism of Glampedakis et al. [181], presented in detail in Chapter
4, magnetic field evolution in a superconducting neutron star is studied. The presence
of fluxtubes influences the star’s magnetic properties since the flux is no longer locked
to the charged plasma but mainly confined inside the fluxtubes. As standard coupling
mechanisms, like Ohmic dissipation, are suppressed as a result of pairing, interactions
of fluxtubes with their surroundings determine the magnetic field evolution on macro-
scopic scales. The most prominent of these effective coupling processes is the scattering
of electrons off the fluxtube magnetic field [205, 182, 200]. Considering this mutual fric-
tion mechanism and using the standard resistive magnetohydrodynamics (MHD) frame-
work, briefly summarised in Section 7.1, an evolution equation for the neutron star
magnetic field is derived in Section 7.2. This is followed by a discussion in Section 7.3.
7.1 Field Evolution in Standard MHD
Before addressing the more complicated problem of magnetic field evolution in a super-
fluid and superconducting mixture, the approach taken in normal resistive matter is
reviewed. By considering a charged, two-component plasma consisting of highly relati-
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vistic electrons and non-relativistic protons, key notions of magnetohydrodynamics are
introduced. This will allow us to compare a well-studied model with the new results of
the next section. Note that tensor notation is again employed in this chapter.
7.1.1 MHD induction equation
In the charged plasma, the only relative flow present is the motion between the electrons
and the protons. It is then straightforward to assume that a frictional mechanism would
damp these dynamics and try to bring the two components into comotion. Hence, resis-
tive coupling between the ultra-relativistic electrons and non-relativistic protons, acting
on a timescale τv, leads to a dissipative electron force density,
F ie =
neEFe
c2τv
wiep = −
~kFe
ceτv
ji, (7.1)
where EFe and kFe are the electron Fermi energy (see also Equation (5.12)) and Fermi
wave number, respectively, and the electron rest-mass term has been neglected because
me  m. As before,m is the baryon mass. Moreover, the relative velocity wiep is related
to the electromagnetic current density ji via Equation (4.30) and charge neutrality, i.e.
np = ne, has been used. Substituting F ie into the electron Euler equation (4.96) provides
an expression for the macroscopic electric field, i.e. a generalised Ohm’s law of the form
Ei = −1
c
ijk
(
vpj −
jj
enp
)
Bk − me
e
∇iΦ˜e + j
i
σ˜e
, (7.2)
where Φ˜e ≡ µ˜e + Φ is the combined specific chemical and gravitational potential and
the standard conductivity for the relativistic electron fluid is defined by
σ˜e ≡ nee
2cτv
~kFe
. (7.3)
Equation (7.2) similarly holds for the non-relativistic case, if the electrical conductivity
is modified accordingly [262]. Additionally, Ohm’s law can be combined with Faraday’s
law (4.95) to give an evolution equation for the magnetic induction, Bi. Using Ampère’s
law for normal matter (4.93) to eliminate the current density ji, one has
∂tB
i = ijk∇j klm
[
vlpB
m − c
2
4piσ˜e
∇lBm − mc
4pieρp
lsp (∇sBp)Bm
]
. (7.4)
The second and the third terms on the right-hand side of the induction equation repre-
sent the Ohmic decay and the Hall evolution, which can be associated with the following
well-known timescales,
τOhm =
4piσ˜eL
2
c2
, τHall =
4pieρpL
2
mcB
. (7.5)
Here, L represents the characteristic lengthscale over which the magnetic field changes.
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Figure 7.1: Estimates for the characteristic Ohmic (cyan, solid) and Hall (blue, dashed)
evolution timescales of standard resistive MHD as a function of the total mass density in
the neutron star core. Values are based on T = 108K, L = 106 cm, B = 1012G and the
composition obtained with the NRAPR effective EoS discussed in Subsection 5.1.1.
7.1.2 Flux freezing and magnetic energy
These two characteristic timescales can be estimated for a neutron star core. According
to Baym et al. [193], the dominant coupling mechanism in normal neutron star matter is
associated with the interactions of highly relativistic electrons and normal, degenerate
protons. Having derived the corresponding τv in Subsection 6.1.1, the conductivity is
σ˜e ≈ 5.5× 1028 T−28 ρ3/214
( xp
0.05
)3/2
s−1, (7.6)
where T8 ≡ T/(108 K) is the star’s normalised temperature, ρ14 ≡ ρ/(1014 g cm−3) the
normalised total density and xp the proton fraction. Approximating the characteristic
lengthscale, L, by the radius of the neutron star, the Ohmic diffusion timescale is
τOhm ≈ 2.5× 1013 T−28 L26 ρ3/214
( xp
0.05
)3/2
yr, (7.7)
with L6 ≡ L/(106 cm). For the Hall timescale, we obtain with B12 ≡ B/(1012 G)
τHall ≈ 1.9× 1010B−112 L26 ρ14
( xp
0.05
)
yr. (7.8)
Both estimates are many orders of magnitude larger than the typical spin-down ages of
radio pulsars discussed in Section 2.3. Density-dependent results for a realistic equation
of state are illustrated in Figure 7.1. It is, thus, expected that the Ohmic decay and Hall
term are negligible for the evolution of the magnetic field. In this idealised case, which
is commonly used to approximate astrophysical and laboratory plasmas, the induction
Chapter 7. Magnetic Field Evolution in Superconducting Neutron Stars 151
equation (7.4) reduces to
∂tB
i = ijk∇jklm
(
vlpB
m
)
. (7.9)
Using the fact that the magnetic induction is a solenoidal field satisfying ∇iBi = 0,
the last equation can be rewritten and then simplified with the Lie derivative (4.72),
∂tB
i + vjp∇jBi −Bj∇jvip = ∂tBi + LvpBi = −Bi∇jvjp. (7.10)
The left-hand side describes how the magnetic field vector, Bi, is transported with the
fluid flow, vip. Taking into account that the mass of the proton plasma is conserved, the
continuity equation (4.24) can be employed to give
∂t
(
Bi
ρp
)
+ Lvp
(
Bi
ρp
)
= 0. (7.11)
This implies that the magnetic field is moving with the fluid, i.e. the fluxlines are frozen
to the proton plasma. As soon as Ohmic and Hall term play a role for the dynamics,
this frozen-in condition is destroyed and field lines are no longer forced to follow the
protons. In particular, if Ohmic decay characterised by the conductivity, σ˜e, is included,
the induction equation resembles a diffusion equation. It encodes how the magnetic field
lines diffuse through the fluid and reconnect, leading to the decay of magnetic energy
as discussed below. If, on the other hand, the Hall term is present but Ohmic decay is
negligible, the induction equation reduces to
∂tB
i = ijk∇jklm
(
vleB
m
)
. (7.12)
In contrast to Equation (7.9), the electron velocity enters the magnetic evolution law.
This suggests that the relative motion between electrons and protons becomes impor-
tant and the magnetic field is frozen into the electron fluid.
The conservative and dissipative nature of the different pieces in Equation (7.4)
is illustrated by considering the evolution of the magnetic energy. In order to compare
the standard MHD plasma with the superfluid/superconducting mixture later on, we
calculate the magnetic energy associated with the work done by the Lorentz force, given
in Equation (4.36). The work is obtained by determining the product of the force density
F iL with the position vector, r
i, and integrating over the volume, V ,
WL =
∫
riF
i
L dV. (7.13)
Using the product rule and Equation (4.94), one arrives at
WL =
1
4pi
∫ [
∇i
(
rjB
jBi − 1
2
B2ri
)
−
(
BiBj∇jri − 1
2
B2∇iri
)]
dV. (7.14)
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The total gradient term can be rewritten as a surface integral using Gauss’ theorem. As
no discontinuities are present at the boundary of a normal plasma region, the integration
radius can be pushed to infinity. Provided that the magnetic induction vanishes at in-
finity, the surface contribution is zero.
The second piece in Equation (7.14) can be further simplified to the well-known
magnetic energy density, which is also equivalent to the magnetic pressure in standard
magnetohydrodynamics,
WL = − 1
4pi
∫ (
BiBj ∇jri︸︷︷︸
=δji
−1
2
B2∇iri︸︷︷︸
=3
)
dV =
∫
B2
8pi
dV ≡
∫
Emag dV. (7.15)
Changes in the magnetic energy are, thus, determined by
∂tEmag = ∂t
(
B2
8pi
)
=
Bi
4pi
∂tB
i. (7.16)
Calculating the product of the induction equation (7.4) with Bi and using the following
vector identity for two arbitrary vectors ai and bi,
bi 
ijk∇jak = ai ijk∇jbk −∇i ijk
(
bjak
)
, (7.17)
to rewrite the result, one finds
∂tEmag = 1
4pi
isp(∇sBp) ijk
[
vjpB
k − c
2
4piσ˜e
∇jBk − mc
4pieρp
jlm(∇lBm)Bk
]
−∇iΣi.
(7.18)
The last term contains all the contributions that can be written as a divergence. After
integrating over the volume, it is possible to convert this part into a surface integral
using Gauss’ theorem. Additionally, the third term has to be zero due to the properties
of the Levi-Civita tensor. This shows that the Hall term in Equation (7.4) is conservative
and does not contribute to the change in the magnetic energy density. It may, however,
act to redistribute the magnetic energy from large scales to smaller ones, where it can
decay Ohmically. Many studies of the induction equation’s non-linear behaviour are
based on results from hydrodynamic turbulence [168], as it has several similarities with
the vorticity equation of a viscous fluid [231]. However, recent numerical simulations
in the context of neutron stars have shown no evidence of strong cascading behaviour.
Instead, the Hall cascade appears to be saturated at long lengthscales [259, 233, 260].
Using Ampère’s law (4.93) and the generalised Ohm’s law (7.2), the remaining
terms in Equation (7.18) are simplified to
∂tEmag = 1
c
jiijk v
j
pB
k − j
2
σ˜e
−∇i
[ c
4pi
Si − me
e
Φ˜eji
]
, (7.19)
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where Si ≡ ijkEjBk is the Poynting vector. Equation (7.19) clearly shows that any
resistive plasma is subject to the decay of magnetic energy due to Ohmic diffusion and
the energy loss is proportional to j2. The inertial term vanishes if the protons are not
able to move, which is, for example, the case in a standard metal, or when the macros-
copic current density and the proton velocity are aligned.
7.2 Field Evolution in Neutron Stars
7.2.1 Standard resistive coupling
We now return to the question of magnetic field evolution in the superconducting outer
neutron star core. In order to apply a formalism similar to the resistive MHD discus-
sion, the forces, F ie , exerted on the electron component by the various fluid constituents
and the vortices/fluxtubes, need to be determined. However, due to the multi-fluid na-
ture of the superfluid/superconducting mixture, there are not simply two components
coupled by a single resistive force and identifying the dominant coupling is not straight-
forward. A variety of ways could be imagined for the components to interact with each
other; ranging from electron scattering [204, 205, 200] and vortex-fluxtube interactions
[188, 189, 206] to shear or bulk viscosity [212, 263, 264]. Choosing a more pedagogical
approach to the problem, we address one specific mechanism, determine how it affects
the electrons on mesoscopic scales and translate this into a macroscopic picture. While
this will not provide a complete picture of the magnetic field evolution in the core, the
method provides more insight into how different mechanisms could play a role.
As stated previously, the magnetic flux is locked to the superconducting fluxtubes
and their motion determines the evolution of the magnetic field. We, therefore, consider
the scattering of electrons off the vortex/fluxtube fields as the main source of friction
(see Subsections 5.1.3 and 6.2.1 for details). This standard resistive coupling in a super-
fluid/superconducting mixture, first discussed by Alpar et al. [205], results in two forces
acting on the electrons,
F ie = F
i
pe + F
i
ne ≈ F ipe. (7.20)
The contribution from electrons scattering off the neutron vortices is neglected since the
fluxtube surface density is many orders of magnitude larger than the vortex density, i.e.
Np  Nn (see Subsection 4.1.1). This implies that electron-fluxtube interactions are
much more common and, thus, dominate the coupling. The macroscopic force density,
F ie , is obtained by multiplying the drag force, f id, exerted on a single fluxtube, by Np,
F ie = Npf id = NpρpκR
(
vie − uip
)
. (7.21)
The dimensionless drag coefficient, R, contains all the information about the coupling
on mesoscopic scales and uip is the velocity of a single fluxtube.
154 Chapter 7. Magnetic Field Evolution in Superconducting Neutron Stars
In order to determine an evolution equation for the macroscopic magnetic field in
superconducting matter, one has to eliminate any quantities from Equation (7.21) that
are defined on mesoscopic lengthscales. Hence, the next step is to rewrite the fluxtube
velocity, uip, in terms of macroscopic fluid variables, which can be achieved by using the
force balance for an individual fluxtube. This approach introduced by Hall and Vinen
[142] (see also Subsection 4.3.3 and note that we drop the index p since only fluxtube
dynamics are considered) gives per unit length of the fluxtube∑
f i = f iM + f
i
t + f
i
em + f
i
d = 0, (7.22)
where the fluxtube inertia is neglected. The force balance equation includes the electron
drag force given above, the Magnus force, f iM, the tension force, f
i
t , and the electro-
magnetic Lorentz force, f iem. As discussed in Subsection 4.3.3, the different forces have
been determined by Glampedakis et al. [181]. More specifically, for a proton fluxtube
f iM = ρpκ 
ijkκˆpj
(
upk − vpk
)
, (7.23)
f it =
Hc1κ
4piap
κˆjp∇j κˆip, (7.24)
where κˆip points along the local direction of the fluxtube, Hc1 is the lower critical field
for superconductivity and the constant ap is defined in Equation (4.39). Additionally
f iem = ρpκ 
ijkκˆpjw
pe
k . (7.25)
Note that we are interested in the linear analysis of one specific resistive mechanism.
For this reason, the force balance (7.22) does not include a pinning force, resulting from
the magnetic short-range interaction between the two arrays [188, 189, 206, 265].
Solving for the fluxtube velocity, uip, present in the drag force term gives
uip = v
i
e +
1
ρpκR
[
f it + f
i
em − ρpκ ijkκˆpj
(
vpk − upk
)]
. (7.26)
Calculating repeated cross products of this expression with κˆip, similar to the procedure
in Subsection 4.3.3, it is possible to express the mesoscopic fluxtube velocity in terms
of the averaged fluid velocities, i.e.
uip = v
i
e +
1
1 +R2
(
Rf i? + ijkκˆpj f?k
)
, (7.27)
where
f i? = 
ijkκˆpjw
ep
k +
1
ρpκ
(
f it + f
i
em
)
. (7.28)
Combining the previous relations, one observes that the first term in Equation (7.28)
and the electromagnetic force, f iem, exactly cancel each other. Then, the effective force,
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f i?, is equivalent to the fluxtube tension,
f i? =
1
ρpκ
f it =
Hc1
4piapρp
κˆjp∇j κˆip. (7.29)
Substituting Equations (7.27) and (7.29) back into Equation (7.21) finally gives for the
macroscopic drag force acting on a unit volume of the electron fluid,
F ie = −
Hc1φ0Np
4pi
R
1 +R2
(
R κˆjp∇j κˆip + ijkκˆpj κˆlp∇lκˆpk
)
. (7.30)
While one term is proportional to the fluxtube tension, f it , the other is orthogonal to it.
For a straight array, the tension force is zero and the electron coupling thus vanishes.
7.2.2 Superconducting induction equation
Having determined the force, F ie , exerted on the electron component due to scattering
off the fluxtube magnetic fields, we can use again the modified electron Euler equation
(4.96) for the macroscopic electric field. The resulting generalised Ohm’s law is valid
in the superfluid/superconducting mixture and reads as
Ei = −1
c
ijkvejBk−
me
e
∇iΦ˜e+Hc1φ0Np
4picapρp
R
1 +R2
(
R κˆjp∇j κˆip + ijkκˆpj κˆlp∇lκˆpk
)
. (7.31)
With Faraday’s law (4.95), the superconducting induction equation describing the evo-
lution of the macroscopic magnetic field in the outer neutron star core can be derived,
∂tB
i = ijk∇j
[
klmv
l
eB
m − Hc1φ0Np
4piapρp
R
1 +R2
(
R κˆlp∇lκˆpk + klmκˆlpκˆsp∇sκˆmp
)]
. (7.32)
Let us specify the lower critical field, Hc1, to simplify this expression further. According
to Equation (3.82), the field is related to the energy of the fluxtube, Ep, via
Hc1 =
4piEp
φ0
. (7.33)
The fluxtube energy, on the other hand, is determined by the characteristic lengthscales
of the superconducting phase, namely the effective London penetration depth, λ∗, and
the proton coherence length, ξp, and was calculated in Equation (4.56). Using again
the estimate ln (λ∗/ξp) ≈ 2, one finds
Ep ≈ κ
2ρp
2pi
m
m∗p
. (7.34)
Combining the previous equations, we obtain the new result
∂tB
i = ijk∇j
[
klmv
l
eB
m − κφ0Np
2pi
m
m∗p
R
1 +R2
(
R κˆlp∇lκˆpk + klmκˆlpκˆsp∇sκˆmp
)]
.
(7.35)
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Figure 7.2: Estimates for the dissipative (cyan, solid) and the conservative (blue, dashed)
evolution timescale of the superconducting induction equation as a function of the total
mass density in the neutron star core. The values are calculated for the NRAPR effective
EoS discussed in Subsection 5.1.1 and a characteristic lengthscale of L = 106 cm.
7.2.3 Simplified set of equations
At this point, it seems natural to make several assumptions about the actual physics of
the multi-fluid mixture in order to simplify Equation (7.35). As discussed previously, the
main contribution to the macroscopic magnetic induction is given by the fluxtubes. In
this case, the weak London field can be neglected and the superconducting Ampère law
(4.92) dictates that the protons and electrons are comoving on large scales, i.e. vip ≈ vie,
and the macroscopic current vanishes. This also implies that the local direction of the
fluxtube array is aligned with the direction of the magnetic induction because
Bi = BBˆi ≈ Npφ0κˆip gives Bˆi ≈ κˆip. (7.36)
Using these simplifications to rewrite the force density on the electron fluid, one obtains
F ie ≈ −
Hc1B
4pi
R
1 +R2
(
RBˆj∇jBˆi + ijkBˆjBˆl∇lBˆk
)
. (7.37)
The induction equation, on the other hand, reduces to
∂tB
i ≈ ijk∇j
[
klmv
l
pB
m − κB
2pi
m
m∗p
R
1 +R2
(
RBˆl∇lBˆk + klmBˆlBˆs∇sBˆm
)]
. (7.38)
This form of the superconducting induction equation can be compared with the stan-
dard MHD result given in Equation (7.4). As in the resistive MHD case, two timescales
are extracted,
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τdiss =
2piL2
κ
1 +R2
R
m∗p
m
(7.39)
and
τcons =
τ1
R =
2piL2
κ
1 +R2
R2
m∗p
m
, (7.40)
where L is again the characteristic lengthscale over which the magnetic field changes.
The naming convention of the two timescales might seem arbitrary at this point but
the choice will become clear later on.
One can estimate τdiss and τcons provided the mutual friction strength is known.
As previously discussed, a method to determine the dimensionless drag parameter, R,
of the resistive coupling has been provided by Sauls et al. [204] and Alpar et al. [205].
The approach, analysed in detail in Subsections 5.1.3 and 6.2.1, is based on modifying
the velocity relaxation timescale for the scattering of electrons off infinitely thin flux-
tubes to account for their finite size and the increase in moment of inertia due to the
coupling of electrons and protons on much shorter timescales. The resulting relaxation
timescale is in turn related to the dimensionless drag coefficient, R (see Equation (6.23)
for details), which leads to the following numerical estimate (see Equation (6.27))
R ≈ 7.9× 10−3
(
m
m∗p
)1/2
ρ
1/6
14
( xp
0.05
)1/6
. (7.41)
This givesR  1 and implies that the standard friction mechanism is rather weak. Note
that according to Jones [246], magnetic scattering off individual fluxtubes is suppressed
for large fluxtube densities. Instead, electron scattering by clusters of fluxtubes would
dominate the coupling and result in an even smaller drag coefficient, R. Adopting the
limit (7.41), one can approximate for the neutron star core,
τdiss ≈ 7.4× 109L26 ρ−1/614
( xp
0.05
)−1/6
yr (7.42)
and
τcons ≈ 7.8× 1011L26 ρ−1/314
( xp
0.05
)−1/3
yr. (7.43)
For simplicity, the effective proton mass was fixed to m∗p = 0.7m (see Equation (4.12)).
The detailed density-dependence of the two timescales is shown in Figure 7.2 for the
NRAPR effective equation of state introduced in Subsection 5.1.1.
7.2.4 Flux freezing and magnetic energy
For conventional electron-fluxtube coupling, the timescales for the magnetic field evo-
lution are rather long and the dynamics of the macroscopic induction are dominated
by the inertial term in the induction equation. In the weak mutual friction limit, we
are therefore left with an equation that is equivalent to the one discussed in Subsection
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7.1.2. The magnetic field in the superconducting sample is frozen to the proton fluid,
which implies that the superconducting fluxtubes are locked to the proton plasma, i.e.
vip ≈ uip. This result was already obtained in Subsection 4.3.3 using a conservation of
vorticity argument (see Equation (4.74)). Hence, electrons, protons and fluxtubes are
comoving on large scales, which is different from the weakly resistive case of standard
MHD, where the relative motion between the charged particles was important.
In order to determine whether the additional terms in Equation (7.38) are conser-
vative or dissipative and which timescale dominates, the evolution of the superconduct-
ing magnetic energy is discussed. As before, the energy associated with the work done
by the magnetic force is evaluated. However, in a superfluid/superconducting mixture,
the standard Lorentz force (4.36) has to be changed accordingly. The effective magnetic
force in the limit of constant entrainment and vanishing rotation was given in Equation
(4.65). The work associated with this force density is
Wmag =
1
4pi
∫
∇i
(
rjH
j
c1Bi − ρpB
∂Hc1
∂ρp
ri
)
dV
− 1
4pi
∫ (
H ic1Bj∇jri − ρpB
∂Hc1
∂ρp
∇iri
)
dV, (7.44)
where the product rule and Equation (4.94) have been used. Similar to the standard
MHD case, the first term can be rewritten using Gauss’ theorem. However, in the super-
conducting outer core, this contribution does not simply vanish because discontinuities
are likely to be present at the fluid boundaries. The dynamics that might arise due the
presence of a current sheet at the crust-core interface [266, 267] or the type-II to type-I
transition region in the neutron stars’ inner core [177] are only poorly understood and
significantly complicate the problem. Incorporating these interfaces would require a
much more detailed understanding of the microphysics involved. In the following, we
therefore omit a discussion of the surface terms and focus on the much simpler problem
of magnetic field evolution in the bulk fluid.
Since the lower critical field is a function linear in ρp (see Equation (7.33)), one
finds ∂Hc1/∂ρp = Hc1/ρp. Then, the second integral in Equation (7.44) reduces to
Wmag,bulk = − 1
4pi
∫ (
H ic1Bj δ
j
i − 3BHc1
)
dV =
∫
Hc1B
2pi
dV ≡
∫
Emag,sc dV. (7.45)
More insight into the magnetic energy density, Emag,sc, can be gained by considering the
stress tensor for type-II superconducting matter, σij , derived by Easson and Pethick
[203]. For the interior of a neutron star, one typically has B  H ≈ Hc1 (see also Sub-
section 4.1.2) in which case the stress tensor is given by
σij = −Pmag,sc δij + H
i
c1B
j
4pi
= −Hc1B
4pi
δij +
H ic1B
j
4pi
. (7.46)
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The magnetic energy density is equivalent to the negative trace of this tensor, i.e. −σii,
reproducing the result of Equation (7.45). The stress tensor (7.46) also shows that,
in contrast to normal MHD, Emag,sc no longer coincides with the magnetic pressure,
Pmag,sc. The magnetic energy density of a type-II superconductor is also a factor of 2
larger than the total tension associated with the fluxtube array. The latter is given by
NpEp = B
φ0
Hc1φ0
4pi
=
Hc1B
4pi
, (7.47)
where Equations (7.33) and (7.36) have been used.
Taking the time derivative of the magnetic energy density gives two contributions,
∂tEmag,sc = B
2pi
∂tHc1 +
Hc1
2pi
Bˆi∂tB
i. (7.48)
Comparison with the corresponding expression of standard MHD given in Equation
(7.16) shows that the superconducting nature of the mixture gives rise to a new contri-
bution for the change in energy density. In contrast to resistive MHD, the evolution of
matter and the magnetic induction are no longer decoupled in the condensate. Equa-
tion (7.48) demonstrates that modifying the properties of the superconductor, such as
the lower critical field, Hc1, alters the magnetic energy. This implies that an evolving
matter configuration can be closely linked to a changing magnetic field.
The second term in Equation (7.48) is similar to the result for normal conducting
matter. Calculating the product of the induction equation (7.38) with Bˆi and using the
vector identity (7.17) to simplify the result leads to
Bˆi∂tB
i = isp(∇sBˆp)
[
ijkv
j
pB
k − κB
2pi
m
m∗p
R2
1 +R2 Bˆ
l∇lBˆi
− κB
2pi
m
m∗p
R
1 +R2 ijkBˆ
jBˆl∇lBˆk
]
−∇iΣi. (7.49)
As before, Σi denotes the divergence terms. This equation bears some resemblance with
the result (7.18) found in standard MHD and one would equivalently expect to obtain
a conservative and a dissipative contribution. In order to determine which of the terms
are non-zero or zero, the tension is rewritten using the following identity,
Bˆl∇lBˆi = ijk jlm(∇lBˆm)Bˆk. (7.50)
The second term in Equation (7.49) is, thus, proportional to
isp(∇sBˆp)Bˆl∇lBˆi = isp(∇sBˆp) ijk jlm(∇lBˆm)Bˆk. (7.51)
Analogous to the Hall term of standard resistive MHD, this vanishes due to the prop-
erties of the antisymmetric Levi-Civita tensor. Thus, the second term in the supercon-
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ducting induction equation (7.38) is conservative and does not affect the total magnetic
energy of the superconducting mixture. The last term in Equation (7.49), on the other
hand, is proportional to
isp(∇sBˆp) ijkBˆjBˆl∇lBˆk = J iijkBˆjklmJlBˆm, (7.52)
where the new vector, J i, is defined by
J i ≡ ijk∇jBˆk. (7.53)
Rewriting the remaining two Levi-Civita tensors in Equation (7.52) in terms of Kro-
necker deltas, δij , gives the following projection
J i ijkBˆjklmJlBˆm = JiJ i −
(
J iBˆi
)(
J jBˆj
)
. (7.54)
Decomposing the vector J i into a component parallel to Bˆi and one perpendicular to
the magnetic field direction, i.e. J i ≡ J‖Bˆi + J i⊥, one sees that Equation (7.54) only
depends on the component of J i that is perpendicular to Bˆi,
JiJ i −
(
J iBˆi
)(
J jBˆj
)
= J 2⊥. (7.55)
Similar to the Ohmic term in standard resistive MHD, a dissipative contribution to the
total magnetic energy is retained in the case of superconducting MHD. One obtains
∂tEmag,sc = B
2pi
∂tHc1 +
Hc1
2pi
(
J i⊥ijkvjpBk −
κB
2pi
m
m∗p
R
1 +R2 J
2
⊥ −∇iΣi
)
. (7.56)
Having calculated the change in the magnetic energy density, one can associate
the timescale τdiss, given in Equation (7.42), with a dissipative mechanism. Comparing
the numerical estimate to the Ohmic decay timescale (7.7), we observe that the resistive
coupling in a superfluid and superconducting mixture acts on a timescale, which is four
orders of magnitude smaller than the standard MHD diffusion,
τdiss
τOhm
≈ 3.0× 10−4 T 28 ρ−5/314
( xp
0.05
)−5/3
. (7.57)
On the other hand, the timescale (7.8) for the Hall evolution in a normal conducting
plasma can be compared to τcons in Equation (7.43). In contrast to the standard MHD
case, the conservative timescale emerging from the superconducting induction equation
is approximately one order of magnitude larger than the Hall timescale,
τcons
τHall
≈ 40.6B12 ρ−4/314
( xp
0.05
)−4/3
. (7.58)
One can also note that due to the dependence on the dimensionless drag coefficient, R,
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the dissipative term in the superconducting induction equation governs the field evolu-
tion, whereas in standard MHD the conservative Hall term acts on shorter timescales.
In the second case, the order of the two timescales is necessary for any cascading be-
haviour to take place; the Hall term drives the magnetic field to shorter lengthscales,
where it could decay Ohmically. However, if diffusion is dominating the evolution, the
redistribution of magnetic energy will happen on much longer timescale not causing a
cascade. Hence, despite the close similarities between the conservative terms in Equa-
tion (7.38) and standard MHD, we conjecture that the analysis of the Hall cascade by
Goldreich and Reisenegger [231] is not transferable to the superconducting case.
7.3 Discussion
Strong magnetic fields are a key ingredient for many phenomena observed in neutron
stars. Understanding the fields’ long-term evolution might give insight into the meta-
morphosis between the different neutron star classes, the changing fields of standard
radio pulsars or the high activity of magnetars. As the mechanisms causing field changes
are only poorly understood, the question of magnetic field evolution was revisited and,
in particular, the influence of a superconducting component discussed. The aim was
to rethink key notions of MHD and develop a better intuition for the magnetic field
evolution in a superconductor.
Using the multi-fluid formalism introduced in Chapter 4, the presence of meso-
scopic vortices/fluxtubes is translated into the large-scale dynamics of the fluid. As an
application of this framework, we analysed the conventional dissipative mechanism, i.e.
the scattering of electrons off the fluxtube magnetic field. Based on the approach of
standard resistive MHD, a generalised Ohm’s law was combined with Faraday’s law to
derive a superconducting induction equation. Considering the London field as a neg-
ligible contribution led to a simplified equation, which should be applicable to most
astrophysical scenarios. Caution is required when discussing highly magnetised objects.
For field strengths above the critical field, B > Hc2 ∼ 1016 G (see Subsection 4.1.2),
the superconducting state breaks down and the averaged formalism no longer applies.
According to Goldreich and Reisenegger [231], ambipolar diffusion could potentially
become important in this regime and drive field decay of the order of magnetar ages.
To compare the new results for magnetic field evolution with the standard MHD
case, the magnetic energies associated with the total magnetic forces were calculated.
The analysis was significantly simplified by omitting a detailed discussion of the surface
terms. This implies that effects originating at the crust-core interface or the type-II to
type-I transition in the inner core, which could potentially drive the magnetic field
evolution, are not taken into account. Instead, the focus was put on the evolution of
the averaged magnetic field in the bulk. We found that for standard electron-fluxtube
scattering, which satisfies the condition of weak mutual friction, the inertial term dom-
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inates the field evolution. The fluxtubes move with the proton fluid and the flux is, as
in the standard MHD case, frozen to the charged particles. It was also shown that the
new induction equation contains a dissipative and a conservative contribution, similar
to the Ohmic and the Hall term in normal conducting matter. However, the evolution
timescales extracted from the superconducting induction equation for weak mutual fric-
tion, 1010 and 1012 yr respectively, are notably longer than the typical spin-down ages
of neutron stars. We conclude that the conventional mutual friction mechanism cannot
serve as an explanation for the field changes in pulsars or the activity of magnetars,
which would require timescales on the order of 107 and 104 yr, respectively. However,
other frictional mechanisms of the form (7.21), which could support electron-fluxtube
coupling significantly stronger than the standard mutual friction, cannot provide a so-
lution to this problem either. Instead, in the strong drag limit, R  1, the dissipation
timescale is proportional to R and becomes comparable to the age of the Universe. A
closer look at the R-dependence of Equation (7.39) further reveals the presence of a
minimum dissipation timescale for the intermediate-drag regime. More precisely,
τmin ≡ 4piL
2
κ
m∗p
m
≈ 1.4× 108L26 yr, (7.59)
for R ≈ 1. Note that all numerical estimates crucially depend on the lengthscale L. It
can be identified with the curvature radius of the magnetic field and the neutron star
radius, R, was chosen to normalise the previous results. Recent work on field equilibria
in superconducting neutron star cores [202] suggests that the field configuration actually
supports structures on a shorter lengthscale of L ≈ 105 cm. Adopting such an estimate
would reduce the characteristic timescales by two orders of magnitude. In particular,
the minimum dissipation timescale, τmin, would be shortened to a million years, which
is closer to the timescales of astrophysical interest.
Based upon the initial assumption that the currents generating the magnetic field
are located in the outer core, the present results additionally suggest that the highly
conducting neutron star core might affect the crustal field and slow down its evolution.
Making a precise statement at this point is, however, not possible due to the poorly
known physics at the crust-core boundary. This transition is crucial in understanding
how the changes of the core magnetic field are communicated to the crust. The analysis
presented in this chapter does, therefore, not reconcile the discrepancy between short
crustal decay timescales [268] and the much longer core evolution. However, one could
envisage the following solutions to this problem. Firstly, the magnetic field could be
distributed non-uniformly throughout the entire star and anchored mainly in its outer
layer. In this alternative configuration, only little magnetic flux would be present in the
core and the crust would dominate the magnetic field evolution, resulting in decay time-
scales which are comparable to the pulsar spin-down ages [269, 232, 68]. Secondly, if the
assumption of a core-dominated magnetic field is maintained, the discrepancy could be
resolved by either invoking magnetic field configurations varying on lengthscales smaller
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than 105 cm or considering different frictional mechanisms that significantly reduce the
core dissipation timescales. Several other forces acting on fluxtubes were discussed in the
previous chapter, including the standard candidate for strong coupling: vortex-fluxtube
pinning due to short-range magnetic interactions between the two arrays. While pinning
was not addressed specifically in this chapter, discussing the vortex-fluxtube interaction
would be the natural continuation as the prescription presented here can deal with any
coupling mechanism. Based on a mesoscopic description of the pinning process, one
would have to determine how the coupling affects the electron fluid and substitute the
respective force, F ie , into the generalised Ohm’s law. This would allow one to determine
the superconducting induction equation corresponding to the pinning interaction.
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Chapter 8
Laboratory Neutron Star
Analogues
Having discussed several implications resulting from the presence of macroscopic con-
densates in neutron stars, the importance of studying how quantum states influence
a star has hopefully become evident. However, despite having been in the focus of re-
search for almost 50 years, our current understanding is far from complete and a lot
remains to be learnt. As the neutron star interior is not directly accessible, the analysis
of future high-precision electromagnetic observations and the detection of continuous
gravitational waves will play a crucial role in filling in the missing pieces. In addition to
these classical approaches, information from a rather different direction might also pro-
vide insight into various aspects of neutron star physics. Although generally given little
attention by astrophysicists, well-known terrestrial superfluids and superconductors
could serve as versatile analogues of neutron stars. Whereas in the previous chapters
of this thesis, the close connection between these quantum systems became mainly ap-
parent from the underlying mathematical descriptions, this final chapter concentrates
on experimental aspects. It examines the possibility of designing new experiments with
laboratory condensates that could mimic the behaviour of neutron stars on significantly
smaller lengthscales. Since replicating the extreme conditions present in a star is out
of reach, the aim of laboratory analogues would instead be to create systems that are
easily manipulable and allow one to recreate some of the characteristic features of neu-
tron stars. Among others, the succeeding discussion will address the two-fluid nature,
pinning of vortices and fluxtubes, dynamics of interfaces and instabilities.
As briefly introduced in Chapter 3, superfluid helium, ultra-cold gases and super-
conductors are prime candidates to test such behaviour. Their respective advantages
and several limitations in modelling neutron stars will be reviewed. Section 8.1 focuses
on the two stable isotopes of liquid helium, helium-4 and helium-3 respectively, whereas
Section 8.2 is devoted to ultra-cold condensates. Finally, superconducting analogues are
examined in Section 8.3. While some of the aspects presented here, specifically simila-
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rities between two-stream instabilities in neutron stars and their laboratory analogues,
have already been studied by Hogg [270], the succeeding analysis expands upon those
considerations. In particular, the properties of helium-3, mutual friction, vortex dyna-
mics and superconducting analogies are discussed in more detail. Finally, note that the
material presented in this chapter contributes a significant fraction to the review paper
Neutron Stars in the Laboratory by Graber et al. [271] currently in preparation.
8.1 Helium
8.1.1 Two stable isotopes: helium-4 and helium-3
Helium-4 is one of the two naturally occurring, stable isotopes of helium and with a
relative abundance of 106 : 1 in the Earth’s atmosphere the more common one. Below
its boiling point of 4.21K, helium-4 exhibits characteristics of a standard low viscosity
fluid. However, due to the weak interatomic forces in helium, decreasing the temperature
further does not lead to a solid state. At the 2.171K Lambda point (see Figure 3.1),
helium-4 instead undergoes a phase transition into a superfluid state, which was first
observed by Kapitsa, Allen and Misener in 1937 [127, 128]. This discovery marked the
beginning of the era of low temperature experiments.
As explained in detail in Sections 3.1 and 3.2, many features of superfluid helium-
4, also referred to as helium II, can be explained by invoking the presence of two co-
existing components. The two-fluid model, which was developed by Tisza and Landau
[132, 138], assumes that helium II is formed of a normal, viscous constituent, represent-
ing the excitations in the fluid, and an inviscid part exhibiting frictionless flow. This
two-fluid interpretation offers the possibility to draw a parallel to neutron star cores by
identifying the superfluid neutrons with the inviscid ground-state component and the
combined electron-proton conglomerate with the excitations. Since the concentration
of normal to inviscid fluid in helium II is temperature-dependent, as first observed by
Andronikashvili in 1946 [139], one would be particularly interested in the temperature
range that gives mass ratios similar to the proton fraction, xp. In the neutron star core,
this parameter is typically of the order of a few percent as discussed in Subsection 5.1.1.
Further note that while this laboratory analogue does not allow us to specifically study
the influence of superconducting fluxtubes and, thus, address the magnetic field evolu-
tion of a neutron star, it certainly provides a model for the stars’ rotational dynamics.
On one hand, the normal helium II component is observed to follow rigid-body rotation
(see for example Osborne [158]), a state which also characterises the angular velocity
profile of the charged component in the neutron star core, coupled to the crust by the
strong magnetic field [218]. On the other hand, the superfluids in both systems rotate
by forming quantised vortices. Spin-down experiments as the ones discussed below in
Subsection 8.1.2 could therefore help us understand the superfluid’s role in generating
pulsar glitches.
Chapter 8. Laboratory Neutron Star Analogues 167
Recent experiments further provide the possibility of directly imaging the flow
behaviour of helium II [272]. By inserting small particles such as liquid neon atoms [273]
or hydrogen molecules [274] into the superfluid and tracing their motion, vortices have
been visualised. This tool has proven particularly useful in studying superfluid turbu-
lence [275, 276] (see also Subsection 8.1.4) and could further improve our understanding
of the fluid motion in neutron stars.
The second stable, naturally occurring helium isotope is helium-3. The book The
Superfluid Phases Of Helium 3 by Vollhardt and Wölfle [277] presents an extensive
summary on the topic. The isotope only constitutes a very small fraction of the noble gas
in the atmosphere and irradiation of lithium-6 with neutrons is necessary to synthesise
larger quantities. Due to these obstacles, experiments with helium-3 did not commence
until the 1960s, several decades after the first helium-4 experiments had been performed.
Below the 3.19K boiling point, helium-3 behaves like a fluid with low viscosity.
Similar to helium-4, it does not solidify at normal pressures and lower temperatures. It
instead shows superfluid behaviour below 3mK, as first reported by Osheroff et al. in
1972 [130, 131]. Though, the origin of these phase transitions is very different to that
of helium II. Whereas spin-0 helium-4 atoms are described by Bose-Einstein statistics
and turn superfluid by condensing into the quantum mechanical ground state [143],
helium-3 atoms are fermions of spin 1/2 that are subject to Fermi-Dirac statistics and
obey Pauli’s exclusion principle. As governed by BCS theory [120], they have to form
Cooper pairs before any condensation can take place, which results in the much lower
transition temperatures. However, in contrast to standard superconductivity, where the
attractive interaction between two electrons is mediated by the underlying lattice, no
such crystal network is present in the case of helium-3. Hence, superfluidity has to be an
intrinsic property of the atoms. More precisely, helium-3 atoms pair in the spin-triplet,
p-wave state characterised by a total spin of S = 1 and an orbital angular momentum
of L = 1. Hence, unlike for singlet, s-wave pairing with S = 0 and L = 0, the helium-3
Cooper pairs have an internal structure resulting in the formation of different superfluid
phases. A total of three distinct phases have been observed, commonly referred to as A,
B and A1 [278]. They populate different parts of the phase diagram depending on the
temperature, pressure and magnetic field as illustrated in Figure 8.1. If no magnetic
field is applied, only the helium-A and helium-B phases are stable. While the former
occupies a small range of temperatures above a critical pressure of ∼ 22 bar, the latter
dominates the phase diagram and is stable down to the lowest temperatures observed.
In the presence of an external field, however, the A-phase is stable even for zero pressure
and replaces the B-phase for sufficiently high magnetic field strengths. Additionally, the
A1-phase develops in a very narrow region between the normal and superfluid zones.
In the remainder of this section, we will focus on the importance of helium-A and
helium-B in designing new laboratory neutron star analogues. First of all, despite the
fundamental differences in the formation of the superfluid phases and the underlying
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Figure 8.1: Phase diagram of helium-3 illustrating the presence of three different phases
depending on the temperature, pressure and magnetic field. In the absence of a magnetic
field, only the helium-A (red) and helium-B (blue) phases are stable. While the former
occupies a small temperature range above a critical pressure, the latter dominates the
phase diagram and is stable down to the lowest temperatures observed. In the presence
of an external field, the A-phase is stable even for zero pressure and replaces the B-phase
for sufficiently high field strengths. Additionally, the A1-phase (purple) develops in a very
narrow region between the normal and the superfluid zones.
microscopic theories of helium-4 and helium-3, the two-fluid model is also applicable to
describe the macroscopic characteristics of the latter. This is related to the close con-
nection between the symmetries of the Fermi system and its hydrodynamical variables.
It suggests the presence of an inviscid component responsible for the frictionless be-
haviour and a normal component representing the quasi-particle excitations, allowing
the modelling of the neutron stars’ two-fluid behaviour. Experiments in the 1980s con-
firmed the existence of persistent currents and the onset of dissipation above a critical
velocity in both helium-A and helium-B (see for example Gammel et al. [279, 280]).
As in helium II, the ratio of superfluid to normal fluid is a function of temperature in
the B-phase, whereas in the A-phase the ratio also depends on the applied field. This
provides an additional possibility to tune the latter condensate into a state of interest
for neutron star experiments and obtain proton fractions as given in Figure 5.1.
Moreover, as discussed in Subsection 3.2.1, the superfluid component of helium
II is fully described by a macroscopic wave function, Ψ, which is the product of an am-
plitude and a phase factor as given in Equation (3.1). According to Equation (3.8),
the velocity of the frictionless component is then related to the gradient of the order
parameter’s phase, showing that the superfluid is characterised by potential flow. This
implies that helium II is only able to rotate by quantising its circulation and forming
vortices. Helium-B exhibits very similar behaviour. Despite the intrinsic anisotropy of
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the helium-3 superfluid, the B-phase has an isotropic energy gap and is represented by
an order parameter that is a real quantity times a phase factor, which causes the resem-
blance with classical superfluids and superconductors. The anisotropic A-phase, on the
other hand, has a complex order parameter that not only contains a phase factor but
also an orientation as a consequence of the Cooper pairs’ internal structure. Thus, the
superfluid velocity additionally depends on the preferred direction of the paired atoms
and is no longer curl-free. The standard quantisation condition (3.20) does therefore not
apply to helium-A, resulting in a richer vortex architecture generally visualised using
the concept of textures, i.e. the topology of the complex order parameter [277]. These
include planar defects such as domain walls [281] or coreless vortex structures of dou-
ble integer quantisation [282], generally detected employing modern nuclear magnetic
resonance (NMR) spectra. This technique is non-invasive and allows accurate mapping
of topological defects in the order parameter.
In principle, one would similarly expect the p-wave paired superfluid in a neutron
star’s outer core to exhibit diverse features [204, 283]. Discussed in detail in Subsection
5.1.3, the persistent core magnetisation of 3P2 vortices is a direct result of the complica-
ted structure of the order parameter, providing the means to couple the electrons and
the superfluid in the stars’ interior. However, it is generally not well understood if there
are other ways for the vortex anisotropy to manifest itself on hydrodynamical scales. As
helium-A is one of the few terrestrial anisotropic superfluids available, it provides the
unique opportunity to study the neutron superfluid in the neutron stars’ core. Despite
this advantage, we note that the rich spectrum of observed phenomena also significantly
complicates a comparison between the two systems and raises the question of how far
the analogy can be extended. Drawing direct conclusions from experiments with labora-
tory condensates for neutron star dynamics should thus always be done with caution.
8.1.2 Spin-up experiments
Early efforts of studying the spin-up and spin-down behaviour of superfluid helium-4
contained in closed vessels were undertaken in the late 1950s (see for example Hall [284]
and Walmsley and Lane [285]). These experiments measured the torques necessary to
accelerate and decelerate containers filled with helium II and additionally monitored the
fluid’s response by immersing closely spaced discs into the fluid. The studies discovered
that acceleration and retardation are asymmetric processes. While the fluid responded
with a delay to setting the vessel, initially at rest, into motion, it instantly reacted when
the container rotation was stopped. These effects were interpreted as the manifestation
of the quantised vortex array. Because the asymmetry of spin-up and spin-down was
also influenced by the surface roughness of the container walls and discs, it was further
suggested that the pinning and nucleation of vortices could play an important role for
the dynamics.
Following these initial endeavours, a systematic analysis of rotating helium II was
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Figure 8.2: Schematic setup of the helium II spin-up experiments performed by Tsakadze
and Tsakadze. The test neutron star is represented by a hollow glass sphere (1), which
together with a brass disk (2) is rigidly connected to a thin steel rod (3) and magnetically
suspended (7-9). The support device (4) is used to lower the sphere into a bath of helium.
The freely suspended components (1-3) are then suddenly accelerated using the electric
motor (5-6), while the rotation period is measured by a focused light beam reflected off a
mirror (10). The figure is reproduced from Tsakadze and Tsakadze [289] (p. 656).
carried out by the Georgian physicists Tsakadze and Tsakadze in the 1970s [286, 287,
288, 289]. These spin-up experiments were performed shortly after the first observations
of glitches in the Vela and Crab pulsars [75, 76, 77, 78] and represent the first attempts
of modelling neutron star physics with laboratory analogues. However, instead of un-
derstanding the underlying mechanism for glitches, the series of experiments was rather
aimed at validating the assumption of a superfluid component inside the star. Following
an initial increase in the vessel’s angular rotation frequency, Tsakadze and Tsakadze
determined the relaxation timescales and compared them to the ones obtained from
pulsar glitch observations. They found general agreement [287], which supported the
idea of astrophysical quantum condensates.
Despite the fact that these experiments were performed more than 30 years ago,
they still mark the highlight of research on laboratory neutron star analogues and have
remained the only ones specifically focusing on the idea of reproducing the neutron
stars’ rotational evolution. We will therefore discuss a few more aspects in detail. The
schematic setup of the experiments is shown in Figure 8.2. The test neutron star is
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represented by a hollow glass sphere (1) with a radius of 3.4± 0.05 cm.1 Together with
a small brass disk (2), which is attached to increase the moment of inertia of the system,
the sphere is rigidly connected to a thin steel rod (3) and magnetically suspended (7-9)
in order to reduce friction. The support device (4) is used to lower the sphere into a
bath of helium, filling it with the fluid before each experiment. The freely suspended
components (1-3) are then suddenly accelerated to a desired angular frequency using
an electric motor (5-6). Once the motor is switched off, the system is allowed to evolve
freely under the frictional forces present. Its rotation period is measured by a focused
light beam reflected off a mirror (10), fixed to the rod (3). Because the helium fluid is
also spun-up as a result of the coupling to the rotating container walls, the configuration
first reacts abruptly to the initiated spin-down. However, eventually the angular velocity
is observed to follow exponential decay characterised by a small damping parameter.
This experiment was performed for various temperatures, vessel configurations,
initial angular velocities and velocity jumps, primarily showing that below the Lambda
point the relaxation time significantly increases. Adopting the two-fluid model, this
can be interpreted as a result of the larger fraction of superfluid component present at
lower temperatures. Tsakadze and Tsakadze also modified the experimental setup to
investigate different coupling strengths and pinning. By introducing impurities in the
form of crushed Plexiglas crystals into the fluid, the friction between the normal com-
ponent and the container walls is increased, resulting in shorter relaxation timescales.
Glueing the crystals to the inside of the sphere, effectively providing more nucleation
and pinning sites, a larger number of vortices were generated and, thus, the dissipation
increased. This also caused shorter relaxation times compared to the experiments with
smooth walls. Such a degree of control over the pinning strength and the possibility to
study its effect on the macroscopic rotational evolution of the fluid components could
be particularly useful for improving the understanding of superfluid pinning in the inner
neutron star crust. As discussed in Subsection 5.2.2, large uncertainties prevail for the
strength of the vortex-lattice interaction, which is crucial for determining the crustal
mutual friction mechanisms, and helium II experiments could provide more insight
into the interplay between the mesoscopic coupling and the large-scale dissipation. The
Georgian physicists further repeated their experiment with a mixture of helium-4 and
helium-3 [291]. Since the temperature was set below the Lambda point but above the
transition temperature for helium-3 superfluidity, the normal helium-3 atoms act as an
additional viscous fluid, increasing the dissipation. Due to the stronger frictional forces,
the relaxation timescales were shorter the more helium-3 was dissolved into helium II.
Furthermore, Tsakadze and Tsakadze detected spontaneous acceleration during
periods of observation, which lasted for over an hour. Using a cylindrical Plexiglas vessel
with a diameter of 1.5 cm, an external pulse was applied to spin up the container, which
1Information about the size of the container is somewhat contradicting. In Tsakadze and Tsakadze
[289], 3.4±0.05 cm is given as both the radius and the diameter of the sphere. According to Reisenegger
[290], the smaller size should be adopted to match the measured relaxation timescales.
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Figure 8.3: Original measurements of the rotational velocity of a rotating cylinder filled
with helium II. After an initial acceleration at t = 0, the vessel is spinning down and
observed to accelerate between the times t1 and t2. The figure is reproduced from Tsakadze
and Tsakadze [289] (p. 674).
was then let to evolve freely. While the spin-down was initially observed to be linear, it
was suddenly impeded by a jump in the rotation frequency as shown in Figure 8.3. This
phenomenon was explained in terms of the dynamics of the vortex array. As for the
pulsar glitch mechanism discussed in Subsection 2.3.3, the superfluid does not follow
the spin-down of the container and forms a metastable state with a non-equilibrium
number of vortices. When the superfluid component and the container are recoupled, a
large number of vortices decays, leading to the acceleration of the container due to the
conservation of angular momentum. While the star-quake model [85, 86] had primarily
been in the focus of the astrophysics community up to this point, the new experimental
results were pointing towards a purely superfluid-related glitch mechanism, since quake-
like disruptions had not been generated in the glitching helium II samples.
Despite the numerous improvements of laboratory techniques in the last 40 years,
the research performed by Tsakadze and Tsakadze has not been repeated or improved.
While little interest for modern helium II spin-up experiments seems to be present in
the low-temperature-physics community, the benefits of studying this terrestrial neu-
tron star analogue have been pointed out by several astrophysicists. Reisenegger [290],
for example, examined the laminar spin-up of helium II by analytically solving the fluid
equations of motion in the presence of vortices for a simplified geometry. While the anal-
ysis agreed quantitatively with the smooth container experiments, detailed comparison
was not possible. More recently, van Eysden et al. [292, 293] modelled the dynamics of
the superfluid by including the back-reaction torque exerted by the container. They de-
rived a self-consistent, analytical solution of the HVBK equations (see also Subsection
3.2.4) and found good agreement with the Tsakadze and Tsakadze data. However, more
detailed experiments would be needed in order to deduce reliable information about
the physics of neutron stars.
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8.1.3 Mutual friction
In a rotating superfluid, the normal and the inviscid components are coupled by forces
that result from interactions of vortices with the viscous fluid. This type of dissipative
coupling, called mutual friction, was first investigated by Hall and Vinen in the 1960s
[142] in the context of uniformly rotating helium II, which is permeated by an ordered
array of straight vortices. They developed a mathematical formalism allowing one to
include the dissipation by introducing a macroscopic, averaged mutual friction force
that results from coarse-graining over regions containing large numbers of vortices. As
given in Equation (3.27), the force for a straight vortex array is
Fmf = BII ρSρN
2ρ
ω ωˆ × [ωˆ × (vS − vN)] + B′II
ρSρN
2ρ
ω ωˆ × (vS − vN) . (8.1)
Here ρS, ρN and ρ are the superfluid, normal fluid and total mass density, respectively,
and ω ≡ ωωˆ denotes the averaged vorticity, while vS and vN represent the averaged
velocities of the inviscid and viscous component. As mutual friction modifies the prop-
agation of second sound in helium II, the dimensionless coefficients BII and B′II can be
directly determined in rotating container experiments. More precisely, BII is related to
the excess attenuation of second sound caused by the presence of quantised vortices,
whereas B′II is responsible for the coupling of modes that would be degenerate in the
absence of rotation. This type of experiment has been performed in the range of 1.3 to
2.171K. The results of various studies are discussed in Barenghi et al. [294]. The pa-
rameters for superfluid helium-4 are given in Table 8.1 as a function of the temperature,
T . This table also contains the reduced temperature, T/Tc, the viscous fluid fraction
given by xN ≡ ρN/ρ and the modified mutual friction coefficients, usually denoted by
αII and α′II in the literature [115, 295, 296]. The coefficients are defined as
αII ≡ BII ρN
2ρ
, α′II ≡ B′II
ρN
2ρ
, (8.2)
which corresponds to the following mutual friction force,
Fmf = αIIρS ω ωˆ × [ωˆ × (vS − vN)] + α′IIρS ω ωˆ × (vS − vN) . (8.3)
In the absence of dissipation, vortices are free and their motion is simply governed by the
Magnus force (see Subsection 4.3.3), which causes them to move with the superfluid. In
the presence of a viscous drag however, the vortex motion is modified and balancing the
two forces allows one to express the averaged vortex velocity in terms of the macroscopic
fluid variables. Generalising Equation (3.34) to the case of straight vortices, one has
uv = vS − 1
ρS ω
ωˆ × Fmf = vS + αII ωˆ × (vN − vS) + α′II (vN − vS) . (8.4)
As shown in Table 8.1, the experimental values for αII and α′II are of the same order,
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T [K] T/Tc ρ [g cm−3] ρS [g cm−3] BII B′II xN αII α′II
1.300 0.599 0.1451 0.1383 1.52 0.61 0.047 0.036 0.014
1.350 0.622 0.1451 0.1364 1.46 0.53 0.060 0.044 0.016
1.400 0.645 0.1451 0.1343 1.40 0.45 0.074 0.052 0.017
1.450 0.668 0.1451 0.1317 1.35 0.38 0.092 0.062 0.018
1.500 0.691 0.1452 0.1287 1.29 0.31 0.114 0.073 0.018
1.550 0.714 0.1452 0.1253 1.24 0.25 0.137 0.085 0.017
1.600 0.737 0.1452 0.1213 1.19 0.19 0.165 0.098 0.016
1.650 0.760 0.1452 0.1168 1.14 0.15 0.196 0.111 0.015
1.700 0.783 0.1453 0.1117 1.10 0.10 0.231 0.127 0.012
1.750 0.806 0.1453 0.1059 1.06 0.07 0.271 0.144 0.009
1.800 0.829 0.1453 0.0994 1.02 0.05 0.316 0.161 0.008
1.850 0.852 0.1454 0.0919 0.99 0.04 0.368 0.182 0.007
1.900 0.875 0.1455 0.0836 0.98 0.04 0.425 0.208 0.009
1.950 0.898 0.1455 0.0741 0.98 0.05 0.491 0.240 0.012
2.000 0.921 0.1456 0.0636 1.01 0.04 0.563 0.284 0.011
2.010 0.925 0.1456 0.0613 1.02 0.04 0.579 0.295 0.012
2.020 0.930 0.1456 0.0589 1.04 0.04 0.595 0.310 0.012
2.030 0.935 0.1457 0.0565 1.05 0.03 0.612 0.321 0.009
2.040 0.939 0.1457 0.0540 1.07 0.02 0.629 0.337 0.006
2.050 0.944 0.1457 0.0514 1.10 0.01 0.647 0.356 0.003
2.060 0.948 0.1457 0.0487 1.13 0.00 0.666 0.376 0.000
2.070 0.953 0.1457 0.0459 1.16 -0.01 0.685 0.397 -0.003
2.080 0.958 0.1458 0.0430 1.21 -0.03 0.705 0.427 -0.011
2.090 0.962 0.1458 0.0400 1.26 -0.05 0.726 0.457 -0.018
2.100 0.967 0.1458 0.0368 1.33 -0.08 0.748 0.497 -0.030
2.110 0.971 0.1458 0.0334 1.42 -0.12 0.771 0.547 -0.046
2.120 0.976 0.1459 0.0297 1.53 -0.17 0.796 0.609 -0.068
2.130 0.981 0.1459 0.0258 1.69 -0.24 0.823 0.696 -0.099
2.140 0.985 0.1459 0.0215 1.90 -0.36 0.853 0.810 -0.153
2.150 0.990 0.1460 0.0167 2.21 -0.54 0.886 0.979 -0.239
2.160 0.994 0.1460 0.0111 2.67 -0.83 0.924 1.234 -0.383
2.161 0.995 0.1460 0.0105 2.73 -0.94 0.928 1.267 -0.436
2.162 0.995 0.1460 0.0098 2.80 -1.00 0.933 1.306 -0.466
2.163 0.996 0.1460 0.0092 2.88 -1.07 0.937 1.349 -0.501
2.164 0.996 0.1460 0.0085 2.99 -1.15 0.942 1.408 -0.542
2.165 0.997 0.1460 0.0077 3.12 -1.25 0.947 1.478 -0.592
2.166 0.997 0.1460 0.0070 3.28 -1.37 0.952 1.561 -0.652
2.167 0.998 0.1460 0.0062 3.49 -1.51 0.958 1.671 -0.723
2.168 0.998 0.1461 0.0050 3.75 -1.71 0.966 1.811 -0.826
2.169 0.999 0.1461 0.0044 4.13 -1.98 0.970 2.003 -0.960
2.170 0.999 0.1461 0.0033 4.72 -2.40 0.977 2.307 -1.173
2.171 1.000 0.1461 0.0021 5.93 -3.28 0.986 2.922 -1.616
Table 8.1: Experimental values for helium II as a function of temperature, T . The second
column contains the reduced temperature, T/Tc, where Tc = 2.171K is the superfluid
transition temperature. The third and fourth column give the total and the superfluid mass
density, ρ and ρS, respectively, while the fifth and sixth column contain the dimensionless
mutual friction coefficients, BII and B′II, obtained from measurements of the second sound
velocity in rotating helium experiments. Values in the last three columns are the viscous
fluid fraction, xN, and the modified mutual friction coefficients, αII and α′II. The data is
taken from Barenghi et al. [294].
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implying that the mutual friction force induces changes of similar degree in the vortex
velocity components parallel and perpendicular to the superfluid velocity.
To allow for a comparison of coupling strengths in helium II and neutron stars,
Equation (8.1) or (8.3) has to be compared to the mutual friction derived in Subsection
4.3.3. In vector notation, Equation (4.91) for the neutron superfluid reads as
Fmf = BρnNnκκˆ× [κˆ× (vn − ve)] + B′ρnNnκκˆ× (vn − ve) , (8.5)
where Nnκκˆ corresponds to the averaged vorticity. Identifying the neutrons with the
inviscid component in helium II and the charged-particle conglomerate with its excita-
tions, ρS and xN are equal to ρn and xp, respectively. This gives the following relations
between the mutual friction coefficients in neutron stars and laboratory systems,
B = BIIxN
2
= αII, B′ = B′II
xN
2
= α′II. (8.6)
Hence, the numerical values calculated in Chapter 5 for the dissipation strengths in the
neutron star superfluids have to be compared to the modified helium II mutual friction
parameters αII and α′II, if the analogy between the two systems is to be exploited.
One instantly notices that the experimental values for helium II show little agree-
ment with the ones invoked for neutron stars. While the standard coupling mechanisms
in neutron stars are generally attributed to the weak mutual friction limit, with positive
parameters B and B′, the coupling in superfluid helium is much stronger. This implies
that the dynamics in neutron star cores are well approximated by the free vortex limit
and vortices are dragged along with the superfluid component, whereas in helium II
the two components do not move together. Close to the Lambda point, αII and α′II are
of order unity with both coefficients expected to diverge as (Tc − T )−1/3 for T → Tc
[297]. Moreover, α′II turns negative for temperatures above 2.07K, which would suggest
rather different physical behaviour. Also note that the fraction of normal fluid in helium
II is significantly larger than the proton fraction in neutron star cores (see Figure 5.1).
Only for very low temperatures does xN take values between 2 and 10%, the range one
would want to examine. Experimental data below 1.3K would therefore be important
in order to develop laboratory neutron star models with helium II. However, the stan-
dard rotating helium experiments measuring the speed of second sound are no longer
applicable at such low temperatures, because the viscous fluid concentration is too low
to provide reliable results. Instead, experiments that measure the drag on vortex rings,
which are attached to individual ions, have been designed. While these studies would in
principle allow access to the parameters BII and B′II, no conclusive data is available and
the values in Table 8.1 have been restricted to the data from second sound experiments.
When analysing vortex-averaged dissipation, the phenomenological parameters
BII and B′II provide little information about the underlying mesoscopic or microscopic
mechanisms in helium II. However, as first suggested by Landau [138], dissipation in
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helium II could result from the interactions of thermally excited quasi-particles with
individual vortices. It is hence possible to relate the large-scale dynamics to the small-
scale physics by considering a mesoscopic coupling force of the form [294]
fd = ρSκRII (vq − uv) + ρSκR′IIωˆ × (vq − uv). (8.7)
Here, vq denotes the corresponding quasi-particle velocity and uv the vortex velocity.
The force is proportional to the relative velocity and characterised by two mesoscopic
friction coefficients, RII and R′II. Different theories are available to calculate these pa-
rameters, since the coupling mechanism depends on two crucial lengthscales, i.e. the
size of the region responsible for mutual friction and the quasi-particles’ mean free path
[298]. For low temperatures, the former lengthscale is smaller and the scattering of ro-
tons and phonons off rectilinear vortices causes dissipation. Using the scattering theory
for non-interacting quasi-particles, the mesoscopic coefficients can be obtained. They
typically satisfy |R′II|  RII [294]. For temperatures close to the Lambda point, the vor-
tex core size increases considerably and becomes larger than the mean free path, which
raises the need for phenomenological approaches such as the time-dependent Ginzburg-
Landau theory [298]. Utilising a force balance equation to eliminate the vortex velocity
in Equation (8.7), the macroscopic and mesoscopic coefficients can be related to each
other. Therefore, RII and R′II are controlled by BII and B′II and vice versa, providing a
possibility to constrain mesoscopic theoretical models with experimental data. Study-
ing mutual friction in helium II could therefore provide useful information about the
coupling mechanisms in neutron star. There, direct observations are not feasible and
microscopic interactions can only be studied from a theoretical point of view as illus-
trated in detail in Chapter 5. In particular, one could learn how to determine a suitable
average over mesoscopic lengthscales in order to match the measured macroscopic dissi-
pation strengths. Such studies might even help to deduce information about the vortex
arrangement and deviations from the canonical straight vortex array.
Though, one difference between the two formalisms is immediately evident. Direct
comparison between the helium II drag in Equation (8.7) and the ansatz for the force
in neutron stars given in Equation (4.81) shows that an additional term proportional to
R′II is included in the former system. It acts in the direction orthogonal to the relative
velocity and the local orientation of the vortex. This transverse drag component, which
is generally not included in the neutron star case, is needed in order to explain the
experimental data, in particular the negative values of α′II close to the Lambda point.
As can be seen from Table 8.1, the simple relationship between the neutron star mutual
friction coefficients given in Equation (5.67), i.e. B′ ≈ RB, does not hold in superfluid
helium-4. By introducing a second parameter R′II, this behaviour can be captured. This
also illustrates that the problem in neutron stars might be oversimplified and a second
mesoscopic drag term R′ should be accounted for.
Although helium II is the best studied system regarding mutual friction, several
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attempts have been undertaken at measuring the drag parameters in helium-3. These
were not only complicated by the presence of distinct phases but also by the fact that
the viscosity of the normal component is four orders of magnitude larger than that of
helium II [296]. The latter problem causes second sound to become highly damped,
eliminating such studies as a tool to investigate mutual friction in helium-3 and raising
the need for new techniques. Whereas earlier efforts [299, 300] had only provided limited
information, Bevan et al. [301, 302] designed an experiment allowing one to determine
the coefficients of the B-phase and the A-phase. Taking advantage of the normal fluid’s
large viscosity, the following idea was exploited: Separating two regions of helium-3, a
vibrating Kapton film was used to set the superfluid component into motion, while the
normal fraction remained stationary due to its viscous properties. As the film’s vibra-
tional modes are influenced by the vortex array, the strength of the mutual friction can
be deduced by analysing the mode frequencies. This way, experimental estimates of the
modified coefficients α3 and α′3 were obtained for various temperatures and pressures.
The original B-phase results at 1.6 bars and 29.3 bars are shown in Figures 8.4
to 8.6 as a function of the reduced temperature, T/Tc. The critical temperature for the
superfluid transition is pressure-dependent and given by Tc ∼ 1.1mK in the former and
Tc ∼ 2.4mK in the latter case [303]. Note also that for pressures above ∼ 22 bar, both
helium-3 phases are present. For 29.3 bars, the transition temperature TAB is located
at around 2mK [303], which implies that the B-phase only exists up to T/Tc ∼ 0.8 as
can be seen in Figure 8.6. The data shows that both mutual friction coefficients vanish
in the limit T → 0 as expected, while α3B diverges close to the transition temperature
and α′3B approaches 1. Similar to helium II, the coupling between the normal and the
superfluid component in helium-3 is much stronger than predicted for neutron stars.
Measurements for the A-phase lead to even stronger dissipation [302]. As before, the
macroscopic dissipation parameters can be related to mesoscopic drag coefficients. In
contrast to the previous discussion however, it is less clear what kind of interactions
between quasi-particles and vortices generate the coupling on small scales. One cannot
simply transfer the theoretical predictions for helium II to helium-3 due to the funda-
mental differences in vortex formation [298]. Instead, dynamical features seem to be
well explained using the theories available for superconductors [304] (see also Subsec-
tion 8.3.2), which are also characterised by Fermi-Dirac statistics and exhibit quantum
properties by forming Cooper pairs. Analysing the dissipative coupling in helium-3
could again help to understand mutual friction in neutron stars, where the dominating
coupling mechanisms are not well known. To exploit this analogy further, the ratio of
superfluid to normal fluid component should ideally be 2 to 10%. Experimental results
for the viscous fluid fraction in helium-3 at various pressure are, for example, discussed
by Alvesalo et al. and Archie et al. [305, 306]. As seen from Figure 8.7, the normal fluid
fraction in the B-phase and the proton fraction in neutron stars are comparable for
temperatures below ∼ 0.4Tc. This region is accessible with modern experiments [208],
which presents a clear advantage of helium-3 over helium-4.
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Figure 8.4: Behaviour of the mutual friction parameter (B3BxN = 2α3B) in the B-phase
as a function of the reduced temperature, T/Tc. The measurements are taken at a pressure
of 1.6 bar. In this case, the critical temperature for the superfluid transition is Tc ∼ 1.1mK.
The figure is adapted from Bevan et al. [301] (p. 751).
Figure 8.5: Behaviour of the mutual friction parameter (B′3BxN− 2 = 2(α′3B− 1)) in the
B-phase as a function of the reduced temperature, T/Tc. The measurements are taken at
a pressure of 1.6 bar. In this case, the critical temperature for the superfluid transition is
Tc ∼ 1.1mK. The figure is adapted from Bevan et al. [301] (p. 751).
Figure 8.6: Behaviour of both B-phase mutual friction parameters as a function of the
reduced temperature, T/Tc. The measurements are taken at a pressure of 29.3 bar, im-
plying that the critical temperature for the superfluid transition is Tc ∼ 2.4mK. Above
T ∼ 0.8Tc the A-phase dominates. The figure is adapted from Bevan et al. [301] (p. 752).
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Figure 8.7: Temperature-dependence of the normal-fluid fraction in the helium-3 B-phase
measured at different pressures: circles (29 bars), closed squares (20 bars), inverted open
triangles (10 bars), closed triangles (5bars), and diamonds (2 bars). The figure is repro-
duced from Archie et al. [306] (p. 140).
The experimental drag parameters discussed in this subsection are strongly de-
pendent on the properties of the superfluid. While the values given in Table 8.1 and
Figures 8.4 to 8.6 are determined for straight vortices able to move freely through the
container, the mutual friction coefficients could be very different when pinning [307] or
turbulence [295] are present. External forces that keep vortices at rest could be partic-
ularly important at higher temperatures close to the Lambda point. Dissipation in the
superfluid is also expected to significantly increase if a turbulent state is formed [166].
There, mutual friction is no longer described by Equation (8.1) but it instead depends
on the cube of the relative velocities (see Subsection 3.2.5 for details). While measure-
ments of transport coefficients under these conditions are very difficult and detailed
experimental data is not available, superfluid turbulence in helium might provide more
insight into how such a chaotic state could influence the neutron star dynamics and is,
therefore, discussed in more detail in the next subsection.
Before addressing the behaviour of vortices, we raise one critical issue with he-
lium as a laboratory neutron star analogue. As explained in Chapter 4, in addition to
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mutual friction, neutron star dynamics are strongly influenced by entrainment. Number
densities in the outer core are expected to reach 1038 cm−3, which corresponds to inter-
particle spacings of 10−13 cm. At such short distances, strong nuclear forces are present,
which couple the neutron and proton fluids. However, this process is non-dissipative
and cannot simply be reproduced in weakly-coupled single-component condensates such
as helium II, where the particle density is typically of order 1022 cm−3 resulting in a
distance of 10−8 cm. Interpenetrating liquids are necessary to recreate any phenomena
resulting from entrainment, which could for example be achieved by studying mixtures
of superfluid helium-3 and superfluid helium-4. Note that this situation was originally
considered when entrainment was discovered by Andreev and Bashkin [190]. However,
due to the strong interactions between the two isotopes, helium mixtures only contain
a small fraction of helium-3, which has so far prohibited the realisation of simultaneous
superfluidity in both species [308].
8.1.4 Vortex dynamics
Whereas the macroscopic formalism, providing vortex-averaged information about the
dynamics of vortices located within large fluid elements, allows one to discuss the su-
perfluids’ influence in a rather classical manner and correctly predicts several observed
phenomena, some aspects are difficult to study. The subjects of interface physics, tur-
bulence and instabilities are especially challenging [235, 169]. In these areas however,
the experimental and theoretical methods for analysing individual vortices have been
greatly improved in the last decade. For a recent review on vortex studies in superfluid
helium and BECs see Tsubota et al. [309]. One theoretical tool that has been very valu-
able in modelling the behaviour of superfluids are vortex-line simulations [162, 163].
This mesoscopic approach determines the local velocity of a vortex exposed to vari-
ous forces and follows its evolution using the Biot-Savart-type law in Equation (3.33).
Snapshots of such a simulation, modelling the spin-up of the helium-3 B-phase confined
to a tilted container, are shown in Figure 8.8. While vortex-line simulations are use-
ful to self-consistently model laboratory condensates, containing only several thousand
vortices, large computational costs make it difficult to apply this technique to neu-
tron stars, where significantly more vortices and fluxtubes are present. However, the
study of vortex dynamics in laboratory condensates could provide crucial information
for the development of better neutron star models, a fact which has generally been
ignored. Terrestrial experiments could be particularly valuable in understanding how
non-classical phenomena such as instabilities and turbulence influence the behaviour of
neutron stars and several ideas will be briefly outlined in the following.
Several aspects of vortex dynamics are similar in superfluid helium-4 and helium-
3. Differences arise, however, due to the mutual friction properties and the variations in
vortex size, as vortices are generally bigger in the helium-3 phases. While for helium II,
the core dimension is of the order of the coherence length and given by ∼ 0.1 nm, the
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Figure 8.8: Top view of a vortex-line simulation for the spin-up of the B-phase superfluid
in a tilted, rotating cylinder. Initially, only one single vortex is present. The two snapshots
show the vortex configurations at t = 1, 100 s (left) and t = 1, 1400 s (right). The colour
code mirrors the relative amplitude of the averaged vorticity. In both configurations co-
herent structures appear in the form of vortex bundles (orange and red areas). The figure
is adapted from Hänninen and Baggaley [163] (p. 4671).
coherence length in the isotropic B-phase is ∼ 10 nm [235]. In the anisotropic A-phase,
the vortex cores are three orders of magnitude larger than in the B-phase [310], because
the characteristic lengthscale is no longer the coherence length but the so-called healing
length of the spin-orbital coupling. With a radius of about 10µm, A-phase vortices are
not localised but instead stretching over macroscopic regions. The increase in helium-3
core sizes creates several experimental advantages over helium-4. Not only are the cri-
tical velocities for the onset of vortex formation lower in the former superfluid but also
the interactions of vortices with the container walls are very different. The latter makes
pinning generally negligible [235] and allows better control over the vortices’ motion,
which is of great importance for laboratory neutron stars. Note at this point that the
vortex dimensions in all three helium condensates are several orders of magnitude larger
than those in neutron stars (see Equation (4.13)) and one has to be careful with directly
inferring information about the stars’ physics from terrestrial experiments. Instead, the
observed features should be interpreted as an indication for similar phenomena in the
astrophysical context that subsequently need to be studied in more detail.
Interface behaviour
The canonical picture of neutron star structure introduced in Section 2.2 invokes the
presence of distinct interfaces. In particular, the crust-core boundary connecting the
1S0 and the 3P2 neutron superfluid phases and the possible type-II to type-I transition
of the superconducting protons at high densities are expected to have a crucial influence
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on the stars’ dynamics. However, as mentioned in Chapters 5, 6 and 7, the physics of
these interfaces are only poorly understood and, hence, laboratory experiments could
provide valuable insight. Superfluid helium-3 plays a unique role in this endeavour, as
two-phase samples provide the possibility of studying vortex behaviour at a stable first-
order interface. The advantage is that the order parameter’s phase remains continuous
across the interface, allowing the vortices to cross the boundary. This is different to the
case of two phase-separated superfluid layers, where vortices terminate at the boundary
and exhibit little interaction. As addressed previously, the vortices in the A-phase have
very different properties as they are much bigger than those in the B-phase and could
carry double the quantisation. This raises the question of how the vortices stretch across
the interface and how they influence each other during the rotational evolution.
As already briefly mentioned in Chapter 5, Walmsley et al. [208] discuss experi-
mental NMR measurements and vortex-line simulations of a rotating two-phase sample
that shows very unusual vortex behaviour. These features could have important impli-
cations for neutron star dynamics and will therefore be reviewed in more detail. The
two helium-3 superfluids are contained in a cylindrical, smooth-walled quartz container
that can be set into motion by rotating the surrounding cryostat. The cylinder has a
length of 110mm, a diameter of 6mm and a small superconducting solenoid is attached
around its middle, which generates an axial magnetic field that stabilises the A-phase.
The presence of the anisotropic superfluid thus splits the sample into two identical
B-phase regions creating two AB-interfaces. The time evolution and distribution of
vortices in the B-phases are monitored with two NMR detectors secured to the bot-
tom and the top of the cylinder. The experiments are performed at T = 0.2Tc, where
unexpected vortex characteristics are most dominant. At this temperature, the mutual
friction coefficients are given by α3B ≈ 4.3 × 10−3 and α′3B ≈ 0 for the B-phase and
α3A ≈ 2 and α′3A ≈ 0.8 for the A-phase, respectively [208]. Using this set-up, the vortex
response to a change in the container’s angular rotation period is studied. The authors
note that the jump in the rotational velocity is sufficiently small to ensure that the
interface remains stable – as will be explained below, the superfluid Kelvin-Helmholtz
instability would become active if a critical velocity is exceeded. The distinct vortex
features, discussed in the following, have been simultaneously confirmed by vortex-line
simulations and non-invasive NMR measurements.
Spin-down behaviour is investigated by bringing the container from an equilib-
rium configuration abruptly to rest. Initially both phases are corotating with straight
vortices stretching across the interfaces; despite carrying different units of quantisation
the vortices of both helium-3 phases interconnect across the boundaries [235]. After
applying the external change, both layers are able to evolve freely. However, due to the
different strengths in mutual friction, the superfluids do not react to the container’s
spin-down on the same timescale. Because strong coupling prevails in the A-phase, it
responds very quickly to the external change. The B-phase, on the other hand, reacts
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much slower. Thus, the A-phase region contains significantly less vortices than the B-
phase one, as can be seen from Figure 8.9. Moreover, the interface region between the
two states crucially influences the dynamics as it introduces new boundary conditions
at the surface. Three main observations can be made.
First of all, the A-phase vortices spiral outwards in a laminar manner to annihilate
at the container walls, creating an additional pull on the ends of the B-phase vortices.
At the interface, this causes the formation of a vortex sheet since the vortex ends bend
parallel to the boundary and terminate at the container walls. Away from the interface,
the additional force causes the B-phase vortices to develop a helically twisted tangle.
This turbulent state promotes more reconnections in the superfluid bulk, effectively
increasing the dissipation. Consequently, the spin-down of the B-phase is faster in the
presence of the interface compared to a laminar spin-down in absence of the A-phase.
Secondly, the extra force on the B-phase vortices depletes the region closest to
the rotation axis faster than the rest of the container, implying that the superfluid is
at rest in the middle of the container. Whereas the centre is almost vortex free, a large
number of vortices forming the vortex tangle can be found in a cylindrical shell closer to
the container walls (see the cross-section in Figure 8.9). The averaged circulation of this
shell exceeds the initial solid-body rotation value, which suggests that the superfluid
fraction in the B-phase no longer rotates as a solid body. Instead, it exhibits a diffe-
rential rotation profile along the radial direction of the cylinder.
Finally, comparison with spin-up experiments from rest shows that spin-down and
spin-up are not symmetric phenomena. As the critical velocity for vortex formation is
about one order of magnitude lower in the A-phase [235], vortices are first generated
in the anisotropic superfluid and a vortex sheet develops on this side of the two-phase
sample. The B-phase response to the external perturbation crucially depends on the
number of remnant vortices. If several lines are present, the spin-up of the isotropic
phase is laminar. If, however, the B-phase is initially vortex-free, the superfluid is spun-
up via a sudden burst of vortex formation leading to significantly faster spin-up. This
kind of behaviour is not observed in the spin-down experiments.
Assessing to which extent this behaviour can be mapped to the rotational dyna-
mics of neutron stars is rather difficult but one would expect the strength of mutual
friction to play an important role in this analogy. As explained before, the interactions
between the normal and the superfluid components in helium-3 are much stronger than
in neutron stars and, hence, the characteristic timescales are shorter in the laboratory
system. However, the main reason the two-phase helium-3 sample exhibits remarkable
vortex dynamics during the spin-down and spin-up is the relative difference of the cou-
pling strengths across the interface. Mutual friction is about three orders of magnitude
stronger in the A-phase than in the B-phase. As calculated in Chapter 5, the coupling
strength is likely to jump several orders of magnitude across the neutron star crust-core
boundary, depending on which mechanisms dominate the dynamics. Based upon this
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Figure 8.9: Vortex-line simulation for the spin-down behaviour of a two-phase helium-3
sample. Starting from an equilibrium configuration with straight vortices stretching across
the interface, both phases evolve freely. Due to differences in mutual friction the A-phase
(bottom) responds quickly to the external change, while the B-phase (top) responds slower.
The left figure shows a radial cross-section of the B-phase layer with an almost vortex-free
centre. The right one illustrates the formation of a turbulent vortex tangle increasing the
dissipation. The figure is reproduced from Walmsley et al. [208] (p. 184532-3).
simple criterion, complicated vortex characteristics should also be present in neutron
stars. Thus, the general assumption of a straight, regular vortex array, which enables
an averaging procedure using a constant vortex surface density, no longer holds. As ob-
served in the helium-3 experiments, the presence of an interface breaks the cylindrical
symmetry and spin-up or spin-down of the superfluids can no longer be treated as a
two-dimensional problem. The break-down of solid-body rotation further suggests that
the superfluid neutrons could be differentially rotating. This would change the neutron
stars’ macroscopic rotational properties and could, for example, provide a possibility
to store supplementary angular momentum. Such an additional reservoir would impact
on observational features and could for example be related to recent observations of an
anti-glitch in a magnetar [83] or the evolution of pulsar braking indices [61]. Finally,
a twisted vortex tangle located in a spherical shell would also increase the dissipation
and result in a faster spin-down of the superfluid component. As discussed further in
the following subsection, the presence of a turbulent state would thus have significant
influence on the observable parameters of neutron star.
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Turbulence and instabilities
Turbulence, representing the chaotic regime of fluid flow, has long been studied in classi-
cal fluids and is one of the most complex problems of classical physics. A comprehensive
discussion of this field of research is given by Lesieur [311]. Since the 1950s, turbulence
and instabilities have also been analysed in superfluid helium-4 and, in the last two
decades, additional experiments studying the non-classical dynamics of helium-3 and
quantum gases have been developed. The ingredient that classical and superfluid sys-
tems have in common is that a single hydrodynamical equation is no longer sufficient
to accurately capture the non-linear dynamics. Instead, multiple models characterising
the behaviour on different lengthscales are needed. However, turbulence in superfluids
is strongly influenced by the quantum nature creating features unobservable in classical
fluids. Hence, the chaotic flow in superfluids is generally referred to as quantum turbu-
lence. For a recent introduction to the subject see Barenghi et al. [169]. Compared to
classical turbulence, the main differences in quantum turbulence arise due to the two-
fluid nature. While the viscous component experiences standard turbulence reflected as
quasi-classical behaviour on large scales, the vortices of the inviscid component generate
new features on small scales.
Early studies of quantum turbulence performed with non-rotating helium II sam-
ples focused on the thermal counterflow behaviour. As first suggested by Feynman [141],
the injection of a heat current, acting on the normal component of helium II but not
the superfluid fraction and thus generating a velocity difference between the two, leads
to turbulence without a classical analogue. In 1957, it was observed that above a criti-
cal, temperature-dependent velocity superflow indeed became dissipative [164]. Vinen
[165, 166, 167] suggested this to be the result of interactions between a turbulent vortex
tangle and the viscous fluid component and derived a mutual friction force similar to
the one previously postulated by Gorter and Mellik [170]. For the mathematical de-
scription we refer the reader to Subsection 3.2.5. Subsequently, counterflow turbulence
was also studied in rotating superfluids. Motivated by experiments showing that a small
axial counterflow changes the vortex array properties [312], Glaberson et al. [174] sug-
gested that dissipation could be related to a hydrodynamical instability of the vortex
array, referred to as the Donnelly-Glaberson instability. It is triggered once the ther-
mal counterflow along the vortex axes exceeds a critical velocity [313]. Experiments by
Swanson et al. [173] confirmed the existence of the critical velocity and further showed
that rotation stabilises the superfluid, implying that the turbulence onset in absence
of rotation is governed by lower critical velocities than in the rotating case.
In addition to the new type of turbulence, an analogue to classical turbulence has
been observed [295]. Helium II experiments in the late 1990s [314] found no counterflow
turbulence but local pressure fluctuations, which followed the classical, statistical Kol-
mogorov spectrum [168]. In this regime, an extensive range of coupling strengths has
been investigated by dragging a grid through the superfluid (see for example Stalp et
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al. [315]), a method usually employed for studying turbulence in classical fluids. These
experiments showed that the two-component fluid behaves like a single fluid on macro-
scopic scales exhibiting quasi-classical flow properties [316]. It has been suggested that
this is caused by vortices forming bundles mimicking the behaviour of classical eddies
[317], which results in a homogeneous and isotropic turbulent state that exhibits classi-
cal Kolmogorov decay. However, as soon as the characteristic lengthscale of these eddies
decreases to distances comparable to the intervortex spacing, quantum effects become
important again. Analyses of hydrogen tracer particles have revealed that the velocity
field on these microscopic scales shows a power-law behaviour, which differs from the
Gaussian velocity distribution of classical turbulence [318]. Kelvin waves excited by the
reconnections of vortices play a crucial role for this, as they are expected to distribute
the energy in a cascading manner to lengthscales smaller than the intervortex spacing
[319]. These helical displacements propagating along the vortex lines, which were also
discussed in Subsection 5.2.3 as a dissipation mechanism for the neutron stars’ crustal
superfluid, have only recently been observed on reconnecting helium II vortices [320].
Another type of instability that has been discovered in the context of helium II is
the Rayleigh-Taylor instability. This phenomenon, which generally acts at an interface
between two fluids of different densities and initiates the mixing of the two, is known
to play a crucial role for many astrophysical mechanisms such as supernova explosions
or accretion processes [4]. In laboratory helium-4 experiments, the instability has been
observed in the form of crystallisation waves at the superfluid-solid interface during the
pressure-controlled growth of a helium crystal immersed in the superfluid phase [321].
The Rayleigh-Taylor instability could thus also be of importance at the neutron stars’
crust-core interface, where crustal lattice nuclei are in contact with the neutron super-
fluids (see Section 2.2).
Besides the standard turbulence experiments performed with helium-4, non-linear
dynamics have also been investigated in the B-phase of helium-3 [322, 323, 160]. Note
that for the anisotropic A-phase the dissipation is so large that one would not expect
superfluid turbulence to play any role in the temperature ranges currently accessible
[296]. Most noticeably, superfluid helium-3 contained in a cylindrical container exhibits
two regimes of vortex behaviour. While helium II had only been observed to display
turbulent characteristics below the Lambda point, the B-phase showed laminar spin-
down behaviour above a temperature of about 0.6Tc and turbulent behaviour below
[324]. There are three main properties [296] helping to stabilise the dynamics of the
fermionic superfluid down to low temperatures: the viscosity of its normal fluid exceeds
that of helium II by about four orders of magnitude; due to the large vortex core size
pinning is negligible and its mutual friction coupling is stronger than in helium II. The
last difference is of particular importance since it has been proven experimentally and
theoretically (see for example Finne et al. [296] and Eltsov et al. [325]) that the spin-
down behaviour is determined by a dimensionless parameter, Re, which only depends
Chapter 8. Laboratory Neutron Star Analogues 187
on the modified mutual friction coefficients,
Re ≡ 1− α
′
α
. (8.8)
The two regimes are separated by Recrit ∼ 1. For Re 1 turbulence dominates as the
inertial terms drive the dynamics, whereas mutual friction stabilises the superfluid for
Re . 1 and laminar behaviour is observed. In analogy with classical fluid dynamics,
the parameter Re is sometimes referred to as the superfluid Reynolds number. For the
B-phase, Recrit appears right in the experimental temperature regime (corresponding
to T ∼ 0.6Tc), while for helium II the transition lies very close to the Lambda point
making the laminar regime almost inaccessible. This highlights one of the main advan-
tages of helium-3 over helium-4 for the studies of non-linear fluid dynamics, as it allows
one to perform detailed studies of the onset of turbulence and vortex instabilities [326].
One instability that has been analysed in great detail is the Kelvin-Helmholtz
instability. Using a magnetically stabilised two-phase sample of helium-3 similar to the
set-up discussed for the study of interfaces, Blaauwgeers et al. [209] examined the shear
flow between two superfluids. Spinning up the sample from rest, vortices are first formed
in the anisotropic A-phase as a result of the stronger mutual friction and organised as
a vortex sheet at the interface, while the B-phase remains vortex-free. The average cir-
culation in both layers is different, creating a discontinuity in the tangential superfluid
velocities. This state of two superfluids moving relative to each other is stable and non-
dissipative up to high relative velocities and, thus, provides the perfect environment for
investigating the Kelvin-Helmholtz instability [327]. Compared to studies using classi-
cal fluids, the superfluid set-up has the advantage that viscosity does not obscure the
instability. However, the classical criterion for the instability onset between two ideal,
inviscid fluids no longer applies but has to be modified by taking the two-fluid nature
of the quantum condensates into account. The instability threshold is thus not solely
related to the relative velocity of the two superfluid components but instead depends
on the velocity difference of the normal and inviscid constituents on both sides of the
interface [328]. In the case of neutron star cores, where multiple quantum states are
present, a combination of the different superfluid and superconducting velocities should
enter the instability criterion [329]. Every time the threshold is reached, the Kelvin-
Helmholtz instability results in a wave-like distortion of the AB-interface, suggested
to cause the injection of vortex tangles into the B-phase (see for example Finne et al.
[235]). For temperatures above ∼ 0.6Tc, each vortex loop quickly turns into a straight
line connecting across the interface to the A-phase defects, with a similar number of
vortices being created each time the instability is triggered [209]. Below ∼ 0.6Tc how-
ever, the instability acts in a very non-linear way, explosively injecting a large num-
ber of vortices into the isotropic phase. A detailed, temperature-dependent analysis of
the Kelvin-Helmholtz instability thus confirms the laminar and turbulent spin-down
regimes separated by the different strengths of mutual friction.
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Insight from helium experiments could provide important information for neutron
stars, where vortex dynamics are generally assumed to be laminar and little is known
about how turbulence and superfluid instabilities manifest themselves. As a first step,
one could try to classify the neutron star spin-down behaviour by simply calculating the
superfluid Reynolds number associated with the mutual friction mechanisms studied in
detail in Chapter 5. Since the coupling is expected to be rather weak with B′ ≈ B2  1,
Equation (8.8) would lead to Re  1, which implies that the neutron star interior
should be strongly influenced by turbulence. Despite the fact that this criterion neglects
effects such as the stars’ rapid rotation that could suppress the development of non-
linear dynamics [330], turbulence could significantly alter the vortex motion. Peralta
et al. [331, 332], for example, study the onset of the Donnelly-Glaberson instability in
the neutron star core, which excites unstable Kelvin waves that result in a distortion
of the initially straight neutron vortices. As briefly mentioned in Subsection 3.2.5, the
frictional coupling in a vortex tangle is very different from the standard force considered
above in Equation (8.5). Instead of being proportional to the velocities, the mutual
friction force depends on the cube of the relative velocities [170, 165, 166, 167]. Anders-
son et al. [171] have however recently argued that such a turbulent state might only
exist locally and not globally, because a fully developed vortex tangle is isotropic and
the averaged vorticity of a macroscopic fluid element would vanish. Hence, for neutron
stars, where the superfluid has to form vortices in order to support the observed bulk
rotation, a disordered vortex tangle would have to retain rigid-body characteristics to
some extent. This could for example be achieved in form of a polarised turbulent state
[171], where each fluid element contains tangled and straight vortices; the latter being
responsible for the macroscopic rotation. The corresponding mutual friction force would
then be a superposition of the two underlying structures, which is in agreement with
observations made in counterflow studies of rotating helium-II samples [173, 313].
Despite the fact that detailed knowledge of the turbulent state in neutron star
interiors is not available, implications for macroscopic observables could be significant.
A modified frictional coupling due to the presence of turbulent vortex tangles would
generally lead to dissipation timescales that differ from the ones discussed in Chapter 5.
This would affect various hydrodynamical phenomena such as the post-glitch relaxation
or the damping of neutron star free precession [333] and oscillations modes [334, 112].
Moreover, it has been suggested that timing noise could result from an instability of the
vortex array being imperfectly pinned to the proton fluxtubes due to thermal activation
[335] or a variation of the crustal rotation phase caused by the turbulent core superfluid
exerting a fluctuating torque on the crust [336]. Additionally, the presence of superfluid
instabilities are relevant, since they could explain the origin of pulsar glitches. Several
mechanisms have been studied in the literature. As discussed by Mastrano and Melatos
[329], the Kelvin-Helmholtz instability could act at the neutron star crust-core interface
and rapidly transfer circulation between the 1S0 and 3P2 superfluids, similar to what is
observed in helium-3 experiments [209]. This would result in the spin-up of the rigidly
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rotating neutron star component, which would manifest itself as a discrete jump in the
angular rotation frequency of the crust, observed as the glitch by a distant observer.
In essence similar to the Kelvin-Helmholtz instability, two-stream instabilities
could also serve as a possible trigger mechanism in differentially rotating neutron stars
[337]. The main difference for this type is that the interacting fluids are interpenetrat-
ing and not separated by an interface. As before however, the non-linear dynamics set
in as soon as a critical velocity lag is reached. The instability mechanism itself may be
mediated through various oscillations modes. Andersson et al. [338] discuss the simpli-
fied case of two rotating fluids enclosed by an infinitesimally thin spherical shell. Here,
entrainment is responsible for the coupling of the two components and the instability
sets in through inertial r-modes [107, 339]. This process is particularly interesting as
it has been shown that these modes are not only dynamically unstable on small scales
but also suffer a global instability, which might not be completely damped by shear
viscosity [10, 340]. Thus, the r-mode instability could trigger the unpinning of a large
number of vortices and lead to observable glitches. Finally note that this instability has
not yet been observed in helium experiments and it is unclear whether one can expect
to find unstable r-modes at all, as the coupling mechanisms in laboratory systems differ
significantly from those in neutron stars [270].
To conclude our discussion of designing terrestrial neutron star models with he-
lium, we highlight another exciting way to exploit the analogy between both systems.
By combining helium-3 with aerogel, a mixture which has also attracted a lot of atten-
tion in the low-temperature physics community [341, 342], one can study the influence
of disorder on a three-dimensional quantum liquid. These aerogels are very porous me-
dia formed of strand-like structures that are generated from silica clusters in a gelation
process. The strands’ diameters are typically of the order of a few nanometres, smaller
than the coherence length of pure helium. The advantage of this system is that (due to
the different lengthscales) helium-3 superfluidity can be controlled through the aero-
gel’s porosity. It was for example shown that for a 98% porous solid, helium-3 exhibits
the typical characteristics of a superfluid phase transition [343, 344]. While the B-phase
is suppressed and an A-phase like state seems to dominate, the exact nature of the su-
perfluid phases in aerogel is not known and recent analyses [345, 346] revealed a rather
complex phase diagram. However, these experiments present the unique possibility to
investigate the normal-superfluid interface as it should be possible to grow aerogel with
a continuously changing porosity. As this would provide information about the pairing
behaviour of quantum systems undergoing such transitions, it could allow insight into
the properties of the neutron star protons turning superconducting at the crust-core
boundary. It should be further possible to study the behaviour of superfluid vortices in
disordered aerogel. This has obvious analogies to the inner neutron star crust, where a
superfluid neutron liquid is thought to coexists with the nuclear pasta, and experiments
could thus give information about the interactions between the two components.
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8.2 Ultra-cold Gases
It was first suggested by Fritz London [143] that the transition of helium-4 atoms into
a superfluid state could be the result of condensation into the quantum mechanical
ground state. Since bosons obey Bose-Einstein statistics, when confined in an external
potential, they enter the lowest energy state available. At low temperatures, this results
in the formation of a new macroscopic quantum phase referred to as a Bose-Einstein
condensate (BEC). For a general introduction see Chevy and Dalibard [347]. The state
of weakly-interacting bosons was first observed in 1995 by Wieman and Cornell [147]
and Ketterle [148], who created BECs by cooling dilute gases of Rubidium atoms to
nanokelvin temperatures. Despite the fact that this branch of low temperature physics is
relatively new, it became evident soon after the initial detection that these macroscopic
quantum condensates could serve as a perfect testing tool for various areas of physics,
ranging from solid state physics to many-body physics all the way to astrophysics [156].
The main purpose of this section is to examine if laboratory BECs could be used
to probe neutron star dynamics. The following discussion will hence focus on charac-
teristics that are expected to play a crucial role in compact stars, such as the multi-fluid
nature, vortex motion, superfluid turbulence and interfaces. This section concludes with
a brief analysis of ultra-cold Fermi gases.
8.2.1 General properties of BECs
The most important feature when designing laboratory neutron stars is the presence
of distinct components. Whereas the condensate itself occupies the ground state of the
external potential, it spatially coexists with a second component, formed by the BEC’s
collective excitations [156]. This is equivalent to the two-fluid model of helium, where
two interpenetrating fluids are invoked to explain superfluid behaviour, and hence the
characteristics of superfluidity are also expected to exist in BECs. The corresponding
transition in a bosonic gas was first observed in 1999 [149, 150] and associated hydrody-
namical features such as macroscopic superfluid flow [348] or the propagation of first
and second sound have also been experimentally confirmed [349, 350, 351]. Additionally,
ultra-cold gases offer another possibility to mimic the neutron stars’ multi-component
nature, as multiple condensates can be positioned on top of each other. This was re-
alised shortly after the first detection of BECs. In 1997, Myatt et al. [352] generated two
overlapping condensates using two Rubidium-87 BECs in different spin states, which
could be analysed using absorption imaging. Examination of the interaction properties
revealed that the two clouds exhibited mutual repulsion. Following this initial realisa-
tion of a binary BEC, which further serves as an analogue of interpenetrating helium-3
and helium-4 superfluids [353], a lot of effort has been put into theoretically and experi-
mentally investigating multi-component BECs formed of different Alkali atoms. It was
found that these systems display a rich variety of phenomena [354, 355, 356]. For in-
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stance, it has been demonstrated that depending on the atomic interaction, some binary
mixtures are miscible [357], whereas others show immiscible behaviour [358, 359]. In
order to model neutron stars, where the matter is homogeneously distributed and cou-
pling between different components is expected to take place, BECs with strong mutual
repulsion are less relevant since they display an inhomogeneous matter distribution in
their ground state. However, the main advantage of these systems is the great amount
of control one has over the experiment, as binary condensates can be prepared in almost
every desired density profile by varying the mixing of the states.
Moreover, observational features become very diverse when the condensates are
no longer stationary but dynamical. One example is the study of shock wave propaga-
tion in BECs, where pulsed and tightly focused laser beams are used to generate blast
waves. Compared to classical, dissipative shock waves, the equivalent in BECs is highly
non-linear and dispersive causing very different wave structures and shock speeds [360].
The dynamics further change significantly when rotation is added to the picture. This
becomes especially important if the condensate is in a superfluid state, as vortex for-
mation takes place. The corresponding dynamics are discussed in the next subsection.
Another tool for studying the properties of BECs is a close examination of their
excitation modes, which can be understood as coherent fluctuations in the condensate’s
density. These excitations were observed shortly after the generation of the first BECs
and exhibit several parallels with helium II phonons [349, 361]. Hence, understanding
the frequencies of excitations and their evolution [362, 363, 364] would give insight into
the interactions between individual atoms. It is also possible to directly image the mat-
ter distribution and thus study the excitation modes experimentally. Therefore, BECs
are important testing systems, because they could provide clues on how asteroseismol-
ogy (the analysis of neutron star oscillations) could be used to obtain information about
compact objects. This would be particularly valuable when analysing how continuous
gravitational waves, generated by the fluid modes of rotating neutron stars, could help
to constrain the interior physics [112, 108, 103].
At this point, it seems inevitable to return to the problem of entrainment, the
non-dissipative coupling of neutrons and protons, which greatly influences the neutron
stars’ dynamics. While it is certainly possible to derive a mathematical formalism for
a binary BEC with entrainment and determine how observables, such as the excita-
tion modes, would be modified [270], it is not obvious if such a strong, non-dissipative
coupling could be present in real systems. As the particle densities in laboratory BECs
typically reach 1012 to 1015 cm−3 [156], which corresponds to an interparticle distance
of 10−4 to 10−5 cm, the prospect of recreating entrainment in a weakly-coupled BEC
is rather poor. However, recent theoretical studies have examined the superfluid drag
behaviour between two BECs confined to optical lattices [365, 366]. An optical lat-
tice consists of a spatially periodic potential created by the interference of laser beams
that is superimposed on the condensates to trap individual atoms [367]. These lat-
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tices are easy to tune and provide the unique possibility to study transport properties
of binary condensates, such as the non-dissipative entrainment coupling between two
BECs, which originates from the interspecies interaction on short ranges. Regardless of
these developments, studies of entrainment in BECs are still in their infancy and actual
experiments are needed before any parallels with neutron star physics can be drawn.
Despite the problem of probing entrainment in bosonic condensates, BECs are
brilliant laboratory systems that allow a lot of flexibility, which is crucial when designing
neutron star experiments. The main reason fine tuning in BECs is very straightforward
is due to so-called Feshbach resonances. For a recent review see Chin et al. [368]. These
resonances, effectively generating bound states between atoms in the condensate, are
named after Herman Feshbach, who studied similar many-body resonances in nuclear
physics collisions [369]. The existence of these resonances was theoretically predicted in
1993 [370] and experimentally confirmed by various groups in 1998 [371, 372, 373]. In
the case of atomic gases, the resonances between the particles allow one to change the
scattering length, i.e. the interaction strength of the condensate, by simply changing
the external magnetic fields. This creates an extraordinary degree of control, which
could be very valuable when analogies between neutron stars and BECs are exploited.
Before moving on to a more detailed discussion of vortex dynamics, we note that a
series of experiments has unveiled another phenomenon, which can be related to neutron
stars [374, 375]. While it does not concern the properties of an old, equilibrium star,
it is somewhat similar to the formation of the star itself and, thus, illustrates the close
analogy between BECs and compact stars. In these experiments, the external magnetic
field was tuned to obtain negative scattering lengths, corresponding to an attractive self-
interaction, which caused the condensate to become unstable. This was most remarkable
as the BEC showed characteristics of a collapse: after shrinking slightly, the condensate
underwent an explosion, expelling a large number of particles and leaving a small, cold
and stable remnant behind. Although the energy scales for this process are obviously
smaller than the ones associated with neutron star formation, the collapse of a BEC is
called a bosenova [362] due to the apparent similarities with a core-collapse supernova.
8.2.2 Vortex dynamics
If bosonic condensates are to serve as laboratory neutron star analogues, the presence
of quantised vortices is crucial. In the case of helium experiments, the fluid is confined
to a container and rotation of the two components is obtained by setting the vessel into
motion. However, superfluid BECs are trapped in an external potential and not enclosed
in a container and can thus no longer simply be accelerated. Instead, different methods
have been employed in order to set condensed clouds into motion. Two approaches are
in operation for the generation of rotating BECs. The first one uses optical beams with
a suitable inhomogeneous topology to imprint a phase onto an existing condensate. At
points where the local density vanishes, the condensate is then forced to forms vortices.
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Alternatively, optical stirring beams or distortions in the magnetic field can be applied
to rotate the cloud, which subsequently leads to the generation of quantised vortices.
The imprinting method was adopted by Matthews et al. [149] in 1999 to create vortices
in one of the constituents of a two-component BEC. Using an interference technique
[358], it was shown that the phase of a single vortex changed by a factor of 2pi as given by
the standard quantisation condition. These experiments also allowed an analysis of the
vortex stability and its decay behaviour. Shortly after the successful phase-imprinting
experiments, Madison et al. [150] observed quantised rotation in a single-component
Rubidium-87 BEC after stirring the condensate with a focused laser beam. Similar to
rotating helium II experiments, it was demonstrated that vortices are formed as soon as
the stirring frequency exceeds a critical value. However, the advantage of BECs is that
vortices can be easily visualised using absorption imaging, because they correspond to
holes in the resulting density distribution.
Further studies of rapidly rotating, ultra-cold BECs have revealed many inter-
esting vortex features (for recent summaries see Cooper [376] and Tsubota et al. [309]).
Two general aspects observed are that the process of vortex formation is highly non-
linear and the regular vortex lattice only becomes apparent once the equilibrium steady
state has been reached. The resulting defects are also not necessarily singly quantised
but other structures such as vortex sheets [355] or alternative, highly distorted but sta-
ble patterns [377] have been predicted. In this respect, BECs show several similarities
with the anisotropic A-phase in helium-3. In order to draw information about the dy-
namics of neutron star vortices from BEC experiments, one would have to ensure that
vortices are point-like defects, regularly distributed in a hexagonal array as generally
invoked for the stars’ interior.
In order to assess whether attributes of BEC vortices could be relevant for neutron
stars, the first step would be to compare the size of a BEC and the dimensions of its
vortices. Typical BEC clouds extend from 10 to 100µm [169], whereas the vortex core
size, determined by the healing length (similar to the anisotropic helium-3 phase), is
given by ∼ 0.5µm [376] and the number of vortices in bosonic condensates reaches up
to several hundred. This is very different to the case of neutron stars, where significantly
more vortices and fluxtubes are expected to be present (see Equations (4.6) and (4.7)).
Moreover, the dimension of a BEC vortex is of similar order as the intervortex spacing,
implying that ultra-cold atoms probe a regime that is in great contrast to the conditions
of the neutron stars’ interior, where it is assumed that individual vortices and fluxtubes
are distant enough to not influence each other (see Equations (4.9) and (4.9)). Hence,
deducing information about the macroscopic dynamics of non-interacting vortices might
be difficult with BECs. However, these laboratory condensates are excellent testing
grounds for probing the mesoscopic dynamics of vortices and how they interact with
each other and possible pinning sites. The latter is particularly important for neutron
stars, because vortex-fluxtube pinning is thought to play an important role for their
194 Chapter 8. Laboratory Neutron Star Analogues
Figure 8.10: Snapshots of the superfluid density during the modelled spin-down of a
BEC at different times, t = 0, 100, 200, 560 and 810 in arbitrary units. A light grey colour
corresponds to a low and dark grey to a high density. The rectangular structures indicate
the presence of pinning centres, where dark points mark occupied and light points mark
unoccupied sites. Dots that are not part of the array are moving vortices. Note that the
vortices initially populate the centre of the cylinder and move outwards as the container
is spinning down. The figure is adapted from Warszawski and Melatos [382] (p. 2060).
rotational and magnetic evolution [228]. Regardless of this fact, a detailed mesoscopic
theory of pinning is not available yet (see also Chapters 5, 6 and 7) and exploring this
phenomenon in more detail would be beneficial. While BECs are not in contact with
a surface, which the vortices could pin to, one can take again advantage of optical
lattices [378]. Superimposing regular energy barriers could mimic the pinning potential
present in the neutron stars’ crust or core and would allow one to study the interaction
of vortices with these potentials. This type of pinning has been recently observed for a
single-component condensate [379] and theoretically extended to a binary BEC [380].
One example, where the analogy between vortex pinning in a neutron star and
a BEC has already been exploited, is the theoretical modelling of pulsar glitches. As
explained in detail in Subsection 3.2.6, a weakly-interacting BEC is very well described
by the Gross-Pitaevskii equation and its time-evolution provides information about the
motion of vortices. Despite the fact that many-body forces in neutron stars crusts are
not weak as in the bosonic condensate, Warszawski and Melatos [95, 96] suggested that
the Gross-Pitaevskii equation could also be used to model the pinned and decelerating
crustal superfluid. The authors have shown that collective motion of BEC vortices in
the presence of a regular pinning potential can trigger glitch-like events, which have
exponentially distributed waiting times and sizes that follow a power-law distribution.
These characteristics have also been seen in pulsar glitches and indicate the presence of a
self-organised critical process such as observed in earthquakes or BEC vortex avalanches
[381]. Typical simulation snapshots of the superfluid density during the spin-down of
the condensate are shown in Figure 8.10. However, the BEC simulations only deal with
up to several thousand vortices and not the ∼ 1016 vortices expected in neutron star
crusts (see Equation (4.6)). Thus, one has to be careful when generalising the dynamics
of small BECs to the much larger system.
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Turbulence and instabilities
Being less than a decade old, the analysis of instabilities and superfluid turbulence in
BECs is a rather young field. Accordingly, experimental results are not as extensive as
for helium. However, several observations have been made, which show relevance for
laboratory neutron stars and will be discussed in the following. One benefit of studying
non-linear dynamics with BECs is that the turbulent behaviour can be imaged. Because
instabilities cause a dephasing of the condensate’s wave function, time of flight exper-
iments can be used to directly probe the velocity distribution of the condensate and,
thus, provide information about the structure of superfluid turbulence [383].
In order to model non-linear evolution, such as the neutron stars’ two-stream in-
stability, which is expected to arise from the differential rotation between the neutrons
and the charged conglomerate, with ultra-cold condensates, a similar instability mecha-
nisms is needed. The presence of any superfluid hydrodynamical instability would, first
of all, require the existence of a macroscopic, inviscid flow. This was detected in 1999
[348, 384], when experiments showed that a laser beam could be moved through a BEC
without generating dissipation. Heat production and the subsequent breakdown of the
superfluid state was only observed once a critical stirring velocity was exceeded. This is
equivalent to the frictionless flow observed in early helium II counterflow experiments.
The advantage of BECs is that ultra-cold atomic clouds are less complex (as surface
effects and strong coupling are absent) and therefore easier to analyse. The initial ob-
servation of BEC superflow stimulated further experiments studying the macroscopic
drag and the onset of dissipation by creating persistent flow patterns [385] and directly
probing the flow fields around potential barriers immersed into the fluid [386]. In the
latter case, it was shown that the condensate becomes unstable for intermediate flow
speeds, developing instabilities in the form of solitons [387].
Fully developed turbulence was recently observed in a single-component BEC by
Henn et al. [388], who reported the direct observation of an entangled vortex state (see
Figure 8.11), which had previously been identified in numerical simulations [389], and
the corresponding change in the hydrodynamic properties of the condensate. In the
experiment, the turbulent vortex state was created by applying an oscillatory pertur-
bation to the magnetic trapping potential. This generates excitations, which in turn are
thought to lead to vortex formation. Although it is not understood how this proceeds in
detail, Henn et al. suggest that the Kelvin-Helmholtz instability could be responsible,
since the excited BEC is surrounded by a thermal cloud of atoms [390, 391], creating
an interface. The coupling of the superfluid BEC to this thermal cloud has further been
predicted to result in the large-scale decay of the turbulent state, which obeys quasi-
classical Kolmogorov statistics on large scales [391]. While this power-law behaviour has
also emerged in numerical BEC simulations [389, 392], it has not yet been confirmed
experimentally. Another feature of superfluid turbulence that has been recreated nu-
merically is the non-classical distribution of the small-scale velocity field, which has
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Figure 8.11: (a) Snapshot of the atomic density in a BEC after a 15ms phase of free
expansion. Showing an unordered distribution of vortex structures, this illustrates the first
observation of a turbulent tangle. (b) Schematic diagram of the vortex tangle as inferred
from the snapshot in (a). The figure is adapted from Henn et al. [388] (p. 045301-2).
already been detected in helium experiments [318]. White et al. [393] study the decay
of a vortex tangle for realistic experimental parameters by evolving the Gross-Pitaevskii
equation and find that the velocity distribution of the BEC follows a power-law and
does not exhibit the classical Gaussian statistics.
Returning to the question if two-stream instabilities could be triggered in labo-
ratory BECs, one again has to consider two interacting condensates. It has been shown
theoretically that for the simple case of linear relative flow between two condensates,
the binary mixture becomes dynamically unstable once a critical velocity is reached
[394, 395]. This is exactly what one would expect for linear relative motion between
the neutrons and the protons in the neutron star core [338]. Instabilities between two
counter-moving BECs have been modelled numerically (see for example Takeuchi et al.
[396]) and observed in experiments, where the superfluids are confined inside a narrow
channel [397, 398]. In order to develop an idea whether an analogue of the superfluid
r-mode instability could be observable in BECs, the concept of relative flow has to be
extended to rotating BECs. In this case, the dynamics get much more complicated and
no experimental data is available. However, numerical investigations have predicted
the presence of different types of instabilities [399]. Some of these could be relevant for
neutron stars as they hint at turbulence and vortex nucleation in the form of ripples or
catastrophic events, which also show some resemblance to the instability phenomena
previously discussed for helium. For example, it has been determined that similar to vor-
tex formation in a single-component BEC, the Kelvin-Helmholtz and Rayleigh-Taylor
instabilities could generate vortices in immiscible binary BECs [400]. It has further been
suggested that binary BECs consisting of Rubidium-85 and Rubidium-87 could be used
to study the onset and the dynamics of these interface instabilities by tuning the inter-
action strength of the two condensates through Feshbach resonances [401]. This would
allow more flexibility than currently available in helium experiments. Overall, it seems
promising that future studies of non-linear evolution in bosonic condensates will pro-
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vide more insight into instability formation and how this affects superfluid turbulence,
which could contribute to the development of more accurate neutron star models.
Interface behaviour
One advantage of using helium for the modelling of neutron stars is the presence of sta-
ble, phase-coherent interfaces. By creating two-phase samples of helium-3, it is possible
to study vortex behaviour across such interfaces. If BECs are to be used as laboratory
neutron star analogues, it would be beneficial to realise similar conditions in ultra-cold
condensates. The interfaces between two BECs mentioned above are generally phase-
separated and not suitable for this purpose, as vortices are simply terminated and not
connected across the interfaces. However, it may be possible to mimic phase-coherent
neutron star interfaces by employing topological defects of spinor BECs. Here, different
to standard bosonic condensates, the spin is a manipulable degree of freedom and not
fixed by the external magnetic field. This can be achieved by confining the atoms in
optical instead of magnetic traps. Spinor BECs, first observed in 1998 [402], exhibit
the standard turbulent characteristics of superfluids [403, 404] but can additionally
be deformed to more complex structures. Particularly promising seems the behaviour
of vortices at the interface of two spin-1 condensates distinguished by their magnetic
phases. It has been suggested that coherent interfaces could be constructed by phase-
imprinting vortices on each side that would cross in a continuous manner [405, 406].
8.2.3 Fermi gases
Before concluding this section, we briefly mention that due to recent advances in experi-
mental methods not only bosonic but also fermionic condensates are available to study
the properties of superfluids. An introduction to Fermi gases, first observed in 2003
[408, 409, 410], is given in Giorgini et al. [411]. Two years after the initial detection, the
superfluid state was discovered by observing the presence of quantised vortices [151].
The corresponding superfluid transition at a critical temperature (accompanied by the
characteristic Lambda-shaped change in the thermodynamical quantities such as the
specific heat) has only recently been recorded by Ku et al. [412]. Hence, fermionic con-
densates exhibit similar features to bosonic gases [413] and the benefit of studying these
systems is analogous to the aspects discussed before. One similarity is for example the
observations of first [414] and second sound [407] velocities. As for superfluid helium,
the latter phenomenon characterises the wave-like transport of heat and is closely re-
lated to the two-fluid nature of the system. Measurements of the second sound velocity
thus allow the extraction of the superfluid density fraction in an ultra-cold Fermi gas.
Results for the uniform case are illustrated in Figure 8.12.
The main difference to bosonic gases is that fermions obey the Pauli exclusion
principle and cannot condense into the minimum energy state. Instead, fermions have to
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Figure 8.12: Superfluid density fractions for various macroscopic quantum systems. The
blue data points and the shaded uncertainty region represent the superfluid fraction of a
uniform, resonantly interacting Fermi gas as a function of the reduced temperature, T/Tc.
For comparison the superfluid fraction of helium II (green solid line) and the theoretical
expression, 1− (T/Tc)3/2, for the condensed fraction of an ideal Bose gas (dashed red line)
are given. The figure is reproduced from Sidorenkov et al. [407] (p. 80).
form Cooper pairs as governed by BCS theory. This causes the superfluid behaviour of
Fermi gases to become visible at much lower temperatures than BEC superfluidity. The
same characteristic was encountered when discussing the formation of the anisotropic
helium-3 phase. Due to the presence of pairing, interactions play an important role in
superfluid Fermi gases. In contrast to bosonic condensates, fermionic ones are strongly
coupled and, therefore, inherently closer to the nuclear matter present in neutron stars.
Hence, fermionic gases could be the perfect candidate for designing laboratory neutron
stars. A recent comparison between cold Fermi atoms and low-density neutron matter in
the stars’ crust [415, 187] has pointed out that both systems have superfluid transition
temperatures comparable to the Fermi temperatures and should thus display similar
physics. One instance, clearly illustrating the benefit of this analogy, is the numerical
simulation of vortex pinning. Solving the Gross-Pitaevskii equation for a unitary Fermi
gas, where the scattering length is much larger than the interatomic distance, provides a
way to determine the detailed mesoscopic vortex motion initiated by interactions with
a pinning site (see for example Bulgac et al. [416]). This could help to considerably
improve the understanding of pinning in neutron stars, where detailed models are not
available. Moreover, recent work has shown that the unitary Fermi gas also offers unique
possibilities to study quantum turbulence [417]. In this system, microscopic vortex
dynamics such as reconnections and crossings can not only be modelled theoretically
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but new techniques could allow the direct imaging of these phenomena [418].
Finally, we point out that mixtures of Bose and Fermi superfluids have recently
been realised by cooling a bosonic and a fermionic lithium isotope below both transition
temperatures [419]. It was possible to measure the energy exchange between the two
fluids and determine their coupling strength, which was observed to be rather weak. In
essence similar to a mixture of helium-3 and helium-4 but significantly easier to control,
a lot of attention is currently given to investigate such double superfluid systems [420],
which could also prove beneficial for modelling neutron star physics. One example is the
recent observation of a superfluid two-stream instability by Delehaye et al. [421], which
as mentioned previously is also thought to affect the dynamics of neutron stars [340]. At
very low temperatures, two interpenetrating lithium clouds of different spin were kept
in a magneto-optical trap and set into motion by displacing their centres of mass. This
excited dipole modes of different frequency in the Bose and Fermi component, causing
relative motion between the two condensates. Delehaye et al. observed undamped mode
behaviour for slow relative motion, whereas for higher relative velocities the oscillations
were damped. The existence of a critical velocity for the onset of dissipative dynamics
is typical for the presence of an instability. For the case that dissipation is caused by the
creation of quasi-particles, the critical velocity has been calculated to be equal to the
sum of the sound speeds of both components [422]. While not contradicting this result,
the experimental data could not provide conclusive evidence and more work is needed
to understand the small-scale physics of this instability in a Bose-Fermi mixture.
Despite these promising results, the study of ultra-cold Fermi gases is still a very
new field of research that mainly focuses on investigating the fundamental properties.
Building neutron star analogues with these condensates is, therefore, more likely to be
a task for the coming decades.
8.3 Superconductors
Superconductors were the first systems to be observed to exhibit macroscopic quantum
behaviour and the discovery of superconductivity by Onnes in 1911 [116] sparked a new
era of theoretical and experimental research that is still ongoing today. The theoretical
advances most notably involve BCS theory [120] and the phenomenological Ginzburg-
Landau theory [121], which are still widely applied. The former has proven particularly
useful in describing the microphysics of superconductors, whereas the latter is used to
study the macroscopic physics close to the transition temperature. Since the first disco-
very, many different materials have been found to undergo a phase transition into the
superconducting state and large numbers of experiments have been conducted to study
their behaviour. Superconductors are generally classified as conventional if BCS theory
can explain their properties and unconventional if this is not the case. So-called heavy-
fermion superconductors [423] and cuprate superconductors (compounds of copper and
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oxygen) [125] are part of the second category. The latter exhibit very high transition
temperatures not described within BCS theory and are attributed to the class of high-
Tc superconductors, which have attracted a lot of interest due to their potential use in
industrial applications. For a review of the wide range of superconducting substances
see Hirsch [424].
On one hand, the vast variety of superconductors and experimental data available
opens up many possibilities for designing neutron star analogues. On the other hand, it
is difficult to filter out which features could provide helpful information in the first place.
The following discussion can thus only be viewed as a small tasting sample of possible
analogies between laboratory superconductors and neutron stars. In particular, the ana-
lysis will focus on fluxtube dynamics in type-II superconductors, the state expected to
dominate the outer neutron star core. We address pinning, resistive phenomena, instabi-
lities, interfaces and how such studies could be transferred to the case of neutron stars
to improve our understanding of their dynamics. This section concludes with a review of
aspects related to the Meissner effect and the formation of the superconducting phase.
8.3.1 General properties
Theoretical models of neutron stars heavily rely on the use of fluid dynamics and, as il-
lustrated multiple times in this thesis, in particular the presence of distinct, interacting
fluid components. Hence, superconducting analogues of neutron stars should be able to
reflect such behaviour. The first phenomenological theory of superconductivity by Fritz
and Heinz London [118], introduced in Subsection 3.3.1, indeed relied on a two-fluid
description. Based upon experimental observations, the London brothers postulated
relations between the mesoscopic electromagnetic fields, the density and the velocity of
a component responsible for the superconducting properties. This bears some obvious
resemblance to Landau’s two-fluid model [138], usually invoked to explain observations
of superfluid helium. It further illustrates how (analogous to the superflow in helium II)
a small electric current can flow through the superconducting sample without creating
a voltage. Whereas Landau’s two-fluid interpretation was based on semi-microphysical
considerations, the London equations did not provide any insight into the microphysics
of superconductors. As noted in Section 3.1, the development of quantum mechanics
played a crucial role in improving the understanding of the small-scale processes and
ultimately led to a full microscopic theory of conventional superconductivity. An equiv-
alent formalism for the microphysics of superfluid systems has not yet been developed.
The first person to suggest that the quantum nature of particles could play an
important role in the superconducting phase transition was Fritz London himself [119].
His idea found support from Pippard [425] in 1953, who demonstrated by adding impu-
rities to a superconductor that the penetration depth is not constant but dependent on
the material parameters. Accounting for this change by introducing a non-local modi-
fication to the London equations on the order of a second scale (which he called coher-
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ence length), Pippard was the first to illustrate the significance of the wave function’s
macroscopic properties. Encouraged by these results, Bardeen, Cooper and Schrieffer
published their microscopic description of superconductivity in 1957 [120]. The central
idea of BCS theory is the presence of an attractive force, which causes two fermions to
form a Cooper pair. In standard metals these fermions are electrons, which are coupled
to the lattice and can thus bind by exchanging virtual phonons. These electron Cooper
pairs can then condense into the ground state and subsequently form a superconducting
state, if the attractive interaction is stronger than the repulsive Coulomb force. This
phase transition is then observed at a critical temperature, Tc. It had been previously
pointed out that the existence of a critical temperature could also be explained by in-
voking an energy gap, ∆, at the Fermi level [426]. This implies that a finite energy, more
precisely 2∆, is required to break a Cooper pair and excite electrons out of the ground
state. The energy gap is temperature-dependent as it takes its maximum at T = 0 and
vanishes at Tc, where the proton coherence length diverges (see Equation (3.73)) and
the superconducting state thus breaks down. In these two limits, BCS theory predicts
the following behaviour for conventional s-wave pairing [114]
∆(T = 0) ≈ 1.764 kBTc, ∆(T → Tc) ≈ 3.06 kBTc
(
1− T
Tc
)1/2
. (8.9)
The first expression has been used in Subsection 5.1.2 to determine the critical temper-
ature of the singlet-paired neutron star condensates and the proton coherence length
in Equation (4.11), while a similar relation was employed for the triplet-paired models.
Moreover, for T → Tc, the energy gap is proportional to the order parameter of the
Ginzburg-Landau theory, illustrating the close connection between the two formalisms
near the transition temperature, Tc.
With the microscopic picture in mind, it is possible to re-evaluate the idea of a
two-fluid picture for superconductors. Similar to the case of helium II, at zero temper-
ature the system occupies the ground state, whereas a gas of quasi-particle excitations
is present above T = 0. This, in principle, provides the microphysical justification for
a macroscopic two-component model. Bardeen himself examined in 1958 [427] if Lan-
dau’s model of superfluidity could be applied to fermionic superconductors and pointed
out that the analogy is limited due to the presence of the metallic lattice. Whereas su-
perfluid dynamics simply depend on the two components’ relative velocity, this can
only be an approximation for the superconducting case, where the flow of normal elec-
trons is constantly disrupted by scattering off the lattice and other defects. Hence, the
two-fluid description of superconductors is limited to small relative velocities, where
the free-electron approximation holds, and phenomena such as second sound that are
related to the system’s two-fluid nature are most likely not observable [113]. Despite
these constraints, the two-fluid model has for example proven useful in calculating the
microwave surface impedance, shown to depend on the ratio of normal to superconduct-
202 Chapter 8. Laboratory Neutron Star Analogues
ing electrons [428], and the transport properties of granular superconductors2 [429]. In
both cases, good agreement with experimental data has been obtained. The two-fluid
model has also been able to account for the excitations of collective modes [430, 431],
which have been observed as propagating phase fluctuations in thin superconducting
aluminium films [432]. As the normal electrons are effectively immobilised by scattering
with the lattice and impurities, these oscillations are very similar to the fourth sound
in helium II, where the normal fluid motion is impeded by its large viscosity and the
behaviour of the two components is characterised by a phonon-like mode.
The preceding discussion clearly illustrates that the two-fluid model is seldomly
applicable to laboratory superconductors. This makes it difficult to address the char-
acteristics of the multi-component neutron star interior. While there could be some
parallels to the crustal superfluid, which coexists with the iron lattice and is expected
to strongly interact with the lattice nuclei (resulting in various mutual friction mecha-
nisms as discussed in Section 5.2), the terrestrial superconductors are less suitable to
perform detailed investigations of a neutron star’s multi-fluid dynamics. In particular,
creating mixtures of two macroscopic condensates seems out of reach as a result of the
solid character of the superconducting samples. Due to these disadvantages, experi-
ments with helium and ultra-cold gases have considerably more potential to improve
our understanding of interacting, interpenetrating superfluids.
8.3.2 Fluxtube dynamics
While laboratory superconductors appear less relevant to study phenomena related to
the neutron stars’ multi-fluid nature, another aspect can be analysed in great detail: the
physics of fluxtubes. Most conventional, heavy-fermion and high-Tc superconductors are
of type-II [304] and permeated by quantised fluxtubes if an external magnetic field H >
Hc1 is applied. Their magnetic properties are especially important for the industrial
design of superconducting wires and magnets, which has resulted in extensive research
on the properties of type-II materials. All these studies are based on Abrikosov’s seminal
work from 1957 [123], which demonstrated for the first time the existence of a class of
superconductors, not completely expelling magnetic flux from their interior but instead
forming a regular mixed state. The calculation has been discussed in detail in Subsection
3.3.4. The experience, gained from studying the fluxtube lattice in laboratory system
over decades (for a review see Brandt [433]), could greatly benefit the development
of analogues for neutron stars, where the fluxtubes’ motion is expected to govern the
magnetic field evolution but only little is known about the mechanisms affecting them.
One advantage of terrestrial superconductors is the possibility to image the mag-
netic flux structures. It has been possible since the mid 1960s to obtain direct evidence
2Granular superconductors are composed of microscopic superconducting grains, separated by nor-
mal regions. Quantum mechanical Josephson tunnelling between these weakly-coupled grains generates
the macroscopic superconducting state. Many high-Tc superconductors are of this granular structure.
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Figure 8.13: Electron micrograph showing the fluxtube lattice of a type-II superconductor
at 1.1K. The dark points are small cobalt particles distributed with the decoration method.
The figure is adapted from Essmann und Träuble [434] (p. 526).
of the fluxtube lattice by using the decoration method (see for example Essmann und
Träuble [434]), which is based on evaporating a metal wire. The resulting magnetised
smoke falls onto the surface of a superconductor and settles on the points of highest
magnetic field, which coincide with the ends of fluxtubes. The resulting pattern is then
observed with an electron microscope as shown in Figure 8.13. Still applied today, this
visualisation technique not only provides information about the flux distribution on the
surface but also allows the extraction of bulk properties [435]. It has also proven useful
in studying high-Tc superconductors [436]. Today, many more methods are available
to analyse the interior of type-II superconductors ranging from neutron scattering and
magnetic force microscopy to scanning tunnelling spectroscopy [437, 433, 438]. Using
these approaches, it has for example been possible to detect the motion and pinning of
a single fluxtube, visualise the pinning defects [439] and obtain time-resolved images of
fluxtube dynamics [440] and high-resolution pictures of individual fluxtube cores [441].
The typical size of superconducting fluxtubes is given by the coherence length,
which is of the order of 10 nm [113]. Comparison with vortices in the superfluid helium
condensates shows that the fluxtubes are two orders of magnitude larger than helium II
vortices but of similar dimension as the ones in the helium-3 B-phase, where BCS theory
is also invoked to explain the macroscopic quantum behaviour (see Subsection 8.1.1).
As previously discussed, these dimensions are many orders of magnitude larger than
the typical proton and neutron coherence lengths in neutron star cores (see Equations
(4.11) and (4.13)). This could cause several problems for superconducting laboratory
neutron star analogues. However, because little conclusive evidence has been acquired in
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the five decades since the presence of quantised magnetic structures was first suggested
[45], understanding the dynamics of vortices and fluxtubes is one of the most important
problems of modern neutron star astrophysics. Hence, any system that could provide
more information about these mechanisms is worth a more detailed investigation. In
the following, various aspects of fluxtube physics in terrestrial media will be explored.
Before proceeding with an analysis of the individual features, we raise two notes
of caution. Firstly, almost all experiments are performed in two dimensions. Using thin
films, which are also easy to manufacture, simplifies the studies as it ensures that flux-
tube bending can be neglected. Moreover, laboratory systems are mainly dominated
by two-dimensional phenomena as a result of the underlying crystal structure [442]. In
particular, the physics of high-temperature superconductors can be described by con-
sidering weakly-coupled layers [443]. While such a two-dimensional geometry is suitable
to describe the local dynamics of the proton fluxtubes in the neutron star core, it is cer-
tainly insufficient to account for the macroscopic magnetic field characteristics. Thus,
experiments with three-dimensional samples would be desirable. However, such super-
conductors have only recently started to attract attention and only limited studies are
available, for example addressing the magnetic properties of superconducting spheres
[444, 445, 446] or fluxtube motion in layered systems [447, 448, 449]. Additionally, the
proton superconductor in neutron stars is rapidly rotating, which is associated with
the London field (see Subsection 3.3.2). Although this characteristic magnetic field is
of small magnitude in neutron stars, it has important implications for the stars’ elec-
tromagnetism (see Subsections 4.3.2 and 4.3.4). Measurements of the London field in
terrestrial superconductors have been performed in metallic [450], high-temperature
[451] and heavy-fermion [452] systems, giving good agreement with Equation (3.57).
However, apart from a few exceptions [453, 454, 455], most experiments investigating
the dynamics of fluxtubes are performed with static films and non-rotating external
fields, thus not providing information about the influence of rotation on the supercon-
ductor’s properties. For these two reasons, the following discussion primarily concerns
aspects which could help to improve our knowledge of mesoscopic neutron star physics.
Pinning
The first evidence that pinning affects the motion of fluxtubes in superconductors was
obtained by analysis of their electromagnetic properties. It was observed that impuri-
ties modify the current-carrying characteristics of type-II media while not significantly
altering their transition temperatures [113]. The effect of impurities or defects is partic-
ularly apparent when magnetisation curves of pure and dirty type-II superconductors
are compared. Whereas the curves are reversible in the former case, their behaviour is
irreversible in the latter case and strong hysteresis is exhibited for a cycle in the applied
magnetic field. The first description, successful in modelling the hysteresis behaviour of
superconductors with large Ginzburg-Landau parameter exposed to high fields, was de-
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veloped by Bean in the early 1960s [456, 457]. Ignoring the mesoscopic fluxtube physics,
Bean postulated that a maximum, critical current density is flowing in the surface layer
of a superconductor, its penetration depth depending on the strength of the applied
field. The field then decays linearly towards the centre of the sample, which is field free.
Depending on the magnetisation history, the superconductor thus responds differently
and hysteretic behaviour is observed. This simple so-called critical-state model, which
gives excellent agreement with experiments [458, 457] and is still widely used in the
engineering community [459], can also be interpreted as an average over the mesoscopic
quantisation in the limit of large numbers of fluxtubes [460]. Applying a magnetic field,
fluxtubes are pushed into the superconductor. In pure systems, they move freely and
are able to uniformly distribute in the sample, which explains the reversible magneti-
sation curves. In dirty systems however, structures are present impeding the fluxtubes’
motion and preventing them from moving to the centre of the superconductor. Hence,
the fluxtube distribution is much denser at the surface generating a metastable state,
which results in irreversible magnetisation curves. This characteristic magnetic field
penetration of a dirty type-II superconductor following Bean’s critical state model has
recently been confirmed with diamond-magnetometric measurements [461].
Since the 1960s, pinning has been studied in much more detail and many reviews
have been published on the subject (see for example Campbell and Evetts [462], Dew-
Hughes [463] and Blatter et al. [464]). The reason for this lies mainly in the importance
of pinning for industrial applications, which can be explained in the following way: the
interaction between fluxtubes of parallel magnetic field orientation, Bˆ, is repulsive (see
also Subsection 6.2.2) and a single fluxtube in a lattice experiences the Lorentz force
fL ≡ jS × Φ0
c
Bˆ. (8.10)
Here, jS denotes the total supercurrent density generated by all other fluxtubes. Hence,
an individual fluxtube can only be in equilibrium if the Lorentz force vanishes, implying
jS = 0 at its centre. This is realised in a regular array where the triangular arrange-
ment has the lowest free energy. Equation (8.10) further illustrates that any additional
currents, jext, flowing through a superconducting medium will disturb the equilibrium
configuration, create a net force, fext, on the fluxtubes and cause them to move,
fext ≡ jext × B
c
, (8.11)
where B denotes the averaged magnetic induction. As explained in the next subsection,
moving fluxtubes dissipate energy and generate heat. This is very problematic for su-
perconducting wires and magnets, where high fields and currents are desired. However,
by using impure materials, fluxtubes can pin to inhomogeneities which obstruct their
motion. Due to the benefits of decreasing dissipation and preventing heat generation,
pinning is an important field of modern superconductivity research.
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Figure 8.14: Modelled fluxtube motion based upon measurements of the pinning land-
scape in a high-Tc superconductor. The left figure is the three-dimensional scanning trans-
mission electron microscope (STEM) tomogram of a superconducting sample of dimensions
534 × 524 × 129 nm3. The box contains approximately 71 almost spherical particles with
sizes ranging from 12.2 to 100 nm. The middle figure combines the first one with a numeri-
cal reconstruction of the model volume. The final figure on the right represents a snapshot
of the time-dependent Ginzburg-Landau simulation showing the behaviour of the order
parameter. Isosurfaces of the order parameter close to the normal state are marked in red
and illustrate the motion of fluxtubes and positions of pinning sites. The colour in the
background represents the amplitude of the order parameter with yellow showing super-
fluid and blue identifying normal regions. The left figure is adapted from Ortalan et al.
[471] (p. 2055), the middle and the right one from Sadovskyy et al. [472] (p. 014011-2).
The great benefit of studying pinning physics with laboratory superconductors is
the amount of experimental control these systems offer. The different ways to modify the
pinning properties seem endless, ranging from standard techniques such as irradiation,
doping [113], varying the sample thickness [465] or the introduction of holes [466, 467] to
more advanced methods like nanofabrication. Nowadays, the interior of superconductors
can be doped with small nanoparticles [468, 469] and the pinning surfaces customized
by using electron beams to deposit small particles [470]. The possibility of creating any
kind of desired structure with high resolution could prove very important for studying
the unknown pinning characteristics of neutron star fluxtubes and vortices.
Above all, the studies of laboratory superconductors demonstrate that pinning is
a very common phenomenon since fluxtubes cannot only be locked to defects and impu-
rities but also to dislocations, vacancies, grain boundaries, interstitials, rough surfaces
and layered structures. Generally, the pinning centres are most effective if they are of
similar dimension as the fluxtubes’ normal cores. Among other aspects, understanding
the pinning phenomenon theoretically has involved efforts to analyse the depinning of
fluxtubes from random pinning potentials [464] and calculate detailed pinning forces
from microscopic BCS principles [473, 474] or the phenomenological Ginzburg-Landau
theory (see Brandt [433] and references therein). In recent years, it has further become
possible to directly image the defects in superconductors and measure the correspond-
ing pinning forces [475, 476]. Besides such small-scale approaches looking at individual
fluxtubes, pinning in type-II superconductors has also been examined from a macro-
Chapter 8. Laboratory Neutron Star Analogues 207
scopic perspective. The properties of a fluxtube lattice affected by pinning have for
example been modelled with a mean-field formalism [477, 459] (leading to a modified,
non-linear diffusion-type equation for flux evolution) and by means of a collective theory
[478, 479, 480]. The latter is based on the statistical summation of different pinning cen-
tres located within a characteristic lengthscale. This scale results from the assumption
that weak, randomly distributed pinning sites are able to destroy the long-range order
of an elastic lattice but retain its short-range structure. In this picture, (de)pinning
events are related to the motion of large numbers of fluxtubes, located within bundles
associated with the characteristic lengthscale, instead of individual fluxtubes. Theoret-
ical predictions of this collective model agree well with experiments [481, 482, 483]. Sim-
ilar macroscopic models of the quantum condensates and the associated characteristics
could also be applicable to the neutron star interior. The collective motion of vortices
is, for example, expected to play an important role in the generation of glitches. Hence,
laboratory studies could provide valuable input to model these jumps more accurately
and allow one to test macroscopic formalisms against observational data.
Before continuing with the dynamical fluxtube processes, we point out the recent
work by Sadovskyy et al. [472], illustrating how experiments and modern theoretical
calculations can complement each other in the study of type-II media. Sadovskyy et al.
numerically reconstruct the scanning transmission electron microscope (STEM) mea-
surements of pinning defects in a high-Tc superconductor [471] to calculate the motion of
fluxtubes in a realistic pinning landscape (see Figure 8.14). By numerically solving the
time-dependent Ginzburg-Landau equations [298, 484], they account for features such
as pinning defects, fluxtube flexibility, long-range fluxtube repulsion, fluxtube cutting
and reconnections. The simulated critical properties are in very good agreement with
the experimental results, demonstrating the impact such combined approaches could
have. Keeping in mind that laboratory systems further offer the possibility to manu-
facture arbitrary pinning landscapes, the method provides the unique opportunity to
perform detailed studies of the pinning interaction and deduce the fluxtube-averaged
properties of the superconducting sample. Such analyses could prove specifically useful
to improve our understanding of vortex-fluxtube coupling in neutron star interiors and
model the large-scale implications.
Flux creep, flux flow and Hall effect
In the 1960s, Abrikosov’s fluxtube interpretation became increasingly popular and sev-
eral phenomena that had previously been unexplained were interpreted in terms of the
fluxtube picture. Two important examples are the flux-creep and flux-flow behaviour,
which represent the non-linear and linear regimes of fluxtube motion in conventional
superconductors. The former one was first examined by Kim et al. [458], who found
that close to the transition temperature flux could leak through a superconductor and
create a measurable resistance if the external current, jext, exceeded a critical value.
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More precisely, the experiments revealed that persistent currents decayed proportional
to the logarithm of time and the creep behaviour was faster when the transport current
was increased [485]. A theoretical model for this phenomenon was provided by Ander-
son and Kim [486, 487]. They suggested that the creep dynamics are related to the
thermal energy of the lattice, which causes the fluxtubes to vibrate. This can result in
the unpinning of several fluxtubes, which move as a unit and jump to adjacent pinning
sites. The thermal activation of bundles of fluxtubes over the pinning barriers (which
decreases exponentially as the temperature goes to zero) is a discrete and stochastic
process having the advantage to not require a detailed specification of the nature of the
pinning centres. In the absence of an external current, the net jump rate of flux bundles
vanishes. If, however, a small transport current is applied, the unpinned fluxtubes move
under the influence of the Lorentz force (see Equation (8.10)), which causes the flux
distribution to slowly change over time. This dissipates energy, leading to the observed
resistance and the characteristic logarithmic decay of the persistent currents. Based on
this creep theory for superconductors, Anderson and Itoh [88] proposed that a similar
mechanism could be operating on the superfluid vortices in neutron stars, explaining
the noisiness of pulsar rotation frequencies. The idea has also been taken up by Alpar
et al. [89, 90], who considered vortex creep in the neutron star crust to develop a more
realistic model of pulsar glitches. By comparing observational data to the theoretical
framework, the creep theory provided estimates of interior characteristics such as the
temperature or the pinning energy between the neutron vortices and the crustal nuclei.
Increasing the transport current, jext, further, the Lorentz force will eventually
exceed the pinning force, which enables the fluxtubes to flow through the sample. This
is analogous to the scenario invoked for large pulsar glitches (see also Subsection 2.3.3),
where neutron vortices are thought to be pinned to the crustal lattice until the pinning
force is overcome by the Magnus force and a large number of vortices are released si-
multaneously. However, in superconductors the Lorentz force is observed to replace the
Magnus force as the driving source of fluxtube motion. The two forces can be experi-
mentally distinguished in the following way: As the Lorentz force acts perpendicular
to the applied current and the magnetic induction (see Equation (8.11)), the resulting
fluxtube velocity is transverse to jext. This, in turn, induces an electric field, which is
parallel to the transport current and generates a longitudinal voltage [113]. If the Mag-
nus force would dominate the dynamics, the fluxtubes would feel no net force and be
dragged with the current, similar to the motion of free superfluid vortices. This would
induce a transverse voltage, which is characteristic for the conservative Hall effect al-
ready discussed in Chapter 7. Experiments have shown that for most superconductors
the longitudinal voltage is several orders of magnitude larger than the transverse Hall
voltage, implying that the Lorentz force determines the fluxtube motion [488, 489] and
not the Magnus force as would be the case in a superfluid. This difference in super-
conductors arises because the metallic lattice and impurities complicate the dynamics,
acting as scattering centres for the normal electrons and impeding the fluxtube flow.
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As noted by multiple authors, only in very pure superconductors in the limit of T → 0,
where electron-electron scattering dominates, one would expect the fluxtube motion to
be almost free and governed by the Magnus force [490, 491, 492, 298].
Experiments have further demonstrated that at low temperatures the voltage in
the dissipative flux-flow regime changes linearly with the applied magnetic field and
the flux-flow resistance thus obeys the empirical law [493]
RS ≡ RN B
Hc2
. (8.12)
Here, RN denotes the normal-state resistance, Hc2 the upper critical field and B is the
magnitude of the magnetic induction. Applying different treatments to the supercon-
ducting sample shows that the flux flow is not affected by the surface conditions [494].
Therefore, the fluxtubes’ motion is independent of the pinning characteristics and the
resistive physics are solely determined by the superconductor’s bulk properties. More
precisely, the phenomenological relation (8.12) indicates that strong dissipation is di-
rectly connected to the fluxtubes, as the factor B/Hc2 represents the fractional volume
their normal cores occupy in the superconductor [493] (see also Equation (6.10)). This
illustrates that similar to superfluid helium or the multi-component mixture in neutron
stars, the dissipative effects are determined by the drag forces acting on the individual
fluxtubes.
The first theoretical calculation of the corresponding microscopic drag coefficient
was provided by Tinkham [495]. He pointed out that the order parameter at any spe-
cific point would oscillate between zero (normal fluxtube cores) and a constant value
(superconducting regions) as the fluxtubes are moving through the sample. Since the
equilibrium is not instantaneously restored, Tinkham showed that the ensuing relax-
ation process would cause dissipation. A process of similar order, Bardeen and Stephen
[496] considered the induction of electric fields by the moving fluxtubes, which generate
dissipative eddy currents in their normal cores. Based upon electron-lattice scattering,
they derived the corresponding drag coefficient. Whereas for Tinkham’s mechanism, the
dissipation is proportional to the amplitude of the order parameter, the dissipation is
related to the supercurrent density and, thus, the phase of the order parameter for the
second mechanism. Both processes and the flux-flow resistance (8.12) can be recovered
performing a more detailed study of the non-equilibrium physics in type-II supercon-
ductors using a time-dependent extension of the Ginzburg-Landau theory [497, 498].
However, Kopnin [304] has pointed out that such models neglect additional dissipation
mechanisms due to the relaxation of quasi-particle excitations created by the moving
fluxtubes. Other formalisms such as a semi-classical Boltzmann theory [304] or a time-
dependent microscopic theory [499] are necessary to correctly capture all microscopic
processes, which is particularly important, when the strength of the Hall effect is cal-
culated. The same models have been invoked to explain the strong mutual friction in
superfluid helium-3 (see also Subsection 8.1.3), which is conceptually similar to a su-
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perconductor despite having a more complicated structure of the order parameter, and
could also give useful insight into the dissipation mechanisms affecting a neutron star’s
interior magnetic field evolution.
Discussing the flux-creep, flux-flow and Hall regimes shows that laboratory su-
perconductors provide the means to directly observe the dissipative fluxtube behaviour.
Using the experimental data allows one to investigate the validity of theoretical mod-
els, which helps to improve our understanding of the underlying microphysics. The
methods applied to terrestrial systems thus proceed analogous to the study of the neu-
tron stars’ properties, where macroscopic characteristics are used to constrain the inte-
rior physics. However, many questions concerning the magnetic fields of neutron stars
are still unanswered. Laboratory superconductors could therefore help to examine the
mesoscopic fluxtube dynamics in more detail and, for example, assist in determining
the mechanism dominating the neutron stars’ magnetic field evolution.
Lattice melting
While conventional superconductors are well described by the flux-creep and flux-flow
models, high-temperature systems exhibit more complicated fluxtube physics, predom-
inantly caused by two factors. Firstly, high-Tc superconductors have a strongly layered
crystal structure, which results in the formation of weakly-coupled, two-dimensional
fluxtubes such as layered pancakes [500, 501]. Amongst other aspects, this highly aniso-
tropic behaviour decreases the strength of the pinning potentials, favouring thermal de-
pinning [433]. Secondly, due to the high transition temperatures, thermal fluctuations
play a much more important role than in conventional media. In high-temperature su-
perconductors, these differences can for example lead to the activation of creep over a
large temperature range, referred to as giant flux creep [114]. As thermal fluctuations
destroy the long-range order of an elastic lattice, this is generally described within the
collective pinning theory [478, 479, 480]. As discussed previously, this theory is based
on the statistical summation over random pinning sites.
The same theory also accounts for the fact that the resistivity of high-Tc supercon-
ductors does not decrease exponentially for T → 0 as characterised by the conventional
Anderson-Kim model [487], which always predicts a non-zero resistance. Instead, it
drops rapidly at low temperatures indicating an abrupt change in the fluxtube dynam-
ics that is usually interpreted as evidence for a second phase transition well below the
superconducting one [502]. In analogy with other crystalline structures, this is expected
to correspond to a first-order melting transition, which is resulting from the destruction
of the long-range order and characterises the change from a solid to a liquid fluxtube
phase. The discontinuity in the resistance of high-Tc superconductors would thus mark
the freezing of the fluxtube lattice as T → 0. Clear experimental evidence for such a
melting transition was first obtained by measuring the local macroscopic magnetisation
of a pure superconductor [503]. Similar to the expansion that accompanies the freezing
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of water into ice, the local fluxtube density in a superconductor changes discontinuously
at the first-order transition as a function of the applied magnetic field. Since the flux-
tube liquid is denser than the solid, the former has a higher averaged induction than the
latter and the local induction increases upon melting. The corresponding change was
observed experimentally [503]. Additionally, it has been possible to directly record the
melting of a two-dimensional lattice using scanning tunnelling microscopy [504], which
unambiguously showed the transition into an ordered, isotropic liquid. The first-order
nature however is only observed in very pure samples since inhomogeneities and strong
pinning introduce additional disorder into the system. As the temperature decreases,
the melting transition is thus complicated and thought to be of second order, causing
a change from the fluxtube liquid to a glass-like phase [505].
Fluxtube lattice melting could also be present in conventional superconductors
[506]. Despite predicted to appear very close to the superconducting transition temper-
ature and being difficult to observe [507], several experiments have found indications for
a melting transition in conventional type-II systems [508, 509]. This would suggest that
a similar mechanism could also be manifested in the proton superconductor of neutron
stars if the interior is sufficiently hot. Whereas this scenario is rather unlikely for old,
rotation-powered pulsars, the decay of magnetic energy in young high-field magnetars
might act as a potential heat source with the ability to locally exceed the critical tempe-
rature and initiate the melting transition into a fluxtube liquid. As observed in labora-
tory systems, this would be accompanied by a local increase in the fluxtube density, i.e.
the magnetic induction, that in turn could result in additional dissipation. While highly
speculative, this would significantly change the flux-carrying properties of the region
compared to the rest of the star and could potentially shorten evolution timescales of
the large-scale magnetic field in the neutron star core.
Instabilities
While laboratory superconductors are observed to exhibit non-linear features, this re-
gime is somewhat different to the non-linearity of helium and ultra-cold quantum gases
discussed previously. As pointed out in Subsection 8.1.4, the chaotic behaviour of super-
fluids is mainly influenced by their two-fluid nature, leading to turbulent dynamics such
as the counterflow or the two-stream instabilities. Laboratory type-II superconductors,
on the other hand, are not exhibiting strong turbulence [477, 169] as a result of sev-
eral factors. Firstly, due to the presence of the lattice, Landau’s two-fluid model is less
satisfactory in describing the physics of superconductors and one would therefore not
expect the mechanisms for superfluid turbulence to apply to the charged condensates.
Moreover, pinning and the strong two-dimensional character of many superconductors
stabilise these systems and suppress the development of turbulent behaviour on large
scales. Hence, laboratory superconductors are not suitable analogues for the study of
the neutron stars’ fluid instabilities. However, there are several elements of laboratory
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type-II systems, in particular related to the instabilities of individual fluxtubes, which
could provide new information on how to determine the local, non-linear behaviour of
proton fluxtubes and transfer this to a macroscopic model of the stars’ dynamics.
One phenomenon thought to influence type-II superconductors is equivalent to
the Donnelly-Glaberson instability of superfluid vortices in helium II [174, 313]. Apply-
ing an axial heat current, vortices become unstable to helical displacements and Kelvin
waves are excited along the vortex lines. Similarly, Clem [510] has shown that a single,
unpinned fluxtube is unstable against helical perturbations if a current applied parallel
to the fluxtube’s axis exceeds a critical value. The existence of this critical current has
been confirmed in experiments [511]. Generalising the mesoscopic to the macroscopic
lattice dynamics has, for example, been achieved by modifying the averaged vortex-
density model to include the small-scale helical instabilities [477]. Additionally, Brandt
[512] has directly shown that the full fluxtube lattice experiences an instability to heli-
cal deformations by balancing the driving force with the restoring force resulting from
the lattice’s elasticity. However, the instability growth is also influenced by the presence
of pinning, which stabilises the fluxtube array and thus acts to suppress the instability
on large scales. We note that Charbonneau et al. [256] proposed that the same helical
instability could be acting on the proton fluxtubes in the neutron star core, destroying
the regularity of the lattice, i.e. the type-II state. While not providing any specific
details about the phase that would be formed instead, Charbonneau et al. suggest that
the intermediate state of a type-I superconductor is one possibility. This would subse-
quently solve the problem discussed by Link [206], i.e. the incompatibility of type-II
superconductivity with observed long-period precession in pulsars [513, 514, 515].
While the helical instability in laboratory systems has not been directly observed
yet, experimental evidence for this mechanism has been recovered. Imagine an initially
straight fluxtube lattice located inside a cylindrical container that becomes unstable
once the critical axial current is exceeded. The distorted fluxtubes would start to spiral
outwards in a helical manner [433]. The helices would grow until the fluxtubes hit the
sample surface, leading to a measurable change in the magnetic flux density on the
container walls [516, 517] or start cutting through each other, resulting in dissipation
[518]. Experiments have also made it possible to determine the cutting force between
two inclined fluxtubes [519, 520]. This force is independent of the applied magnetic field,
i.e. independent of the interfluxtube spacing, only weakly dependent on the tempera-
ture and generally found to be rather low (10−14 N per intersection in agreement with
microscopic calculations [521]). This illustrates that fluxtube cutting could be very im-
portant for the dynamics of a superconductor, as it suggests for example that fluxtubes
could cut through each other in order to avoid pinning centres. For more information
on flux cutting in laboratory superconductors see the recent review by Campbell [522].
Analysing the cutting of fluxtubes could also help to improve our understanding of the
short-range magnetic coupling between the two coexisting lattices in the outer neutron
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Figure 8.15: Magneto-optical image of the collapsed meta-stable state in a thin supercon-
ducting film. Following a thermomagnetic instability, fluxtubes are suddenly redistributed
forming avalanche-type patterns. The figure is adapted from Eliasson [523] (p. 53).
star core. While it is not clear how much energy it costs to cut neutron vortices through
proton fluxtubes and vice versa, the interaction could lead to strong dissipation in the
interior (see also Subsection 6.2.4). If the energy costs for vortex-fluxtube cutting are
too large, the quantised arrays could even be locked together. Better models of labo-
ratory fluxtube cutting could hence help to develop improved frameworks of the close
connection between the neutron stars’ magnetic and rotational evolution [251].
In addition to the helical instability, other dynamical instabilities of the fluxtube
lattice in type-II superconductors have been studied. Theoretical models [524, 525, 526]
generally neglect the detailed microphysics and instead consider Bean’s macroscopic,
critical state model, originally introduced to explain the irreversible behaviour of dirty
superconductors (see Subsection 8.3.2). The models are based on the assumption that
by changing external parameters such as the temperature or the applied magnetic field,
the temperature inside the superconductor locally increases, which causes the pinning
force and, hence, the critical current density to decrease. Subsequently, the fluxtubes
start to move and the metastable state becomes unstable, leading to the uncorrelated
propagation of flux through the sample. These sudden bursts of collective motion, also
known as flux jumps, lead to energy dissipation, creating measurable voltages [527].
As the motion of the fluxtubes in the presence of pinning centres is characterised
by a non-linear diffusion equation [433, 459], the catastrophic flux propagation is closely
related to the concept of self-organised criticality originally discussed by Bak et al. [381].
Again ignoring the microphysics and simply considering the statistical properties of the
non-linear behaviour, the flux jumps can be interpreted as avalanches similar to those
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of sand-pile experiments [528] or those discussed previously in the context of BECs and
pulsar glitches (see Subsection 8.2.2). These systems have in common that after being
driven to the threshold of instability, they organise themselves and exhibit dynamics
showing a power law. In case of type-II superconductors, the overall activity and sizes of
avalanches follow this power law [529, 527], characteristic for scale-invariant processes.
Laboratory superconductors have the advantage that self-critical behaviour can
be easily visualised. In early experiments, heating was applied to a small fraction of
the sample surface, triggering a thermomagnetic instability and creating dendritic flux-
tube structures, which were recorded with magneto-optical imaging [440]. The distinct
lightning-strike pattern has also been found in numerical simulations of several hun-
dred fluxtubes exposed to a strong pinning landscape [526]. Today, the imaging methods
have significantly improved [530, 460, 523, 531], providing high-resolution pictures of
the fluxtube avalanches as illustrated in Figure 8.15. However, while it has been possi-
ble to image different stages of this collective behaviour, time-resolved observations of
entire avalanches on nanosecond scales have not been achieved yet [532].
Interfaces and the Meissner effect
One important unknown of neutron stars is the influence of interfaces on their dynamics.
Typical neutron star equations of state predict a layered structure with the crust-core
transition located at densities of about ∼ 1014 g cm−3 (see Subsection 2.2.3). While this
change is expected to be smooth and not present as a sharp interface, the charged pro-
tons have to undergo a transition from a normal resistive to a type-II superconducting
state. The detailed microphysics of this are not understood but could include a highly
resistive pasta layer [41, 42] and the formation of current sheets [266, 267]. Moreover, at
higher densities, protons prefer to be in a type-I state implying the presence of another
transition region in the stars’ inner core, where an intermediate phase of macroscopic
normal and flux-free Meissner regions would exist [195, 177] (see also Subsection 4.1.2).
Hence, using superconductors to design laboratory analogues, one could take advantage
of experiments in order to shed light onto how such interfaces manifest themselves.
The transition between the two superconducting states in the inner neutron star
core is considered first. Laboratory systems exhibiting different types of superconduct-
ing behaviour have been observed for decades. Images of the intermediate states in a
conventional type-I and type-II superconductor are given in Figure 8.16. For the former,
multi-quantum fluxtubes [533] and lamella structures surrounded by flux-free regions
are observed. Ge et al. [534] have recently used scanning Hall microscopy to determine
the number of flux quanta inside such lamellae and found them to be of integer value.
On the other hand, type-II systems characterised by low Ginzburg-Landau parameters
show features similar to the intermediate type-I state, the main difference being the
presence of a regular fluxtube lattice inside the flux-carrying regions. In both cases how-
ever, this alternation of macroscopic flux-free and flux-containing domains is caused by
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Figure 8.16: Images of the intermediate state of a conventional type-I (left) and a type-
II (right) superconductor obtained with the decoration method. The type-I system (Ta)
shows regular and irregular multi-quantum flux structures, where the dark domains indi-
cate normal conducting behaviour. The type-II medium (Pb-Tl alloy) has κGL ≈ 0.73 and
similarly exhibits flux-free regions and normal ones consisting of a regular lattice structure.
The two figures are adapted from Brandt [535] (p. 59) and Essmann [540] (p. 85).
the interplay of an attractive interaction on long scales and a repulsive force on short
scales. Several mechanisms have been proposed to describe this behaviour theoretically.
As pointed out by Brandt [535], demagnetisation effects in combination with the sam-
ple geometry could for example serve as one explanation. More recently, Babaev et al.
[254, 536] have proposed that alternating domain characteristics could also be obtained
by invoking weakly coupled two-component superconductors. Such systems would have
two energy gaps and coherence lengths and are thus described by two distinct macro-
scopic wave functions. Experimental evidence for a two-component gap was found in
MgB2 [537], where observed thermodynamical properties were in disagreement with a
single isotropic energy gap. Experimental and numerical studies of this alloy have indeed
revealed a strong domain-like structure similar to the intermediate state of conventional
superconductors [538, 539]. Displaying fluxtube clusters and flux-free voids, MgB2 has
also been referred to as exhibiting a semi-Meissner phase or type-1.5 superconductivity.
Being able to create such systems in laboratory experiments would allow one to model a
state possibly present in the high-density neutron star interior and investigate in detail
the formation and evolution of the domains and examine their macroscopic properties.
Moreover, recent theoretical work predicts that the transition from type-I to type-
II physics could be directly observable in systems with intermediate Ginzburg-Landau
parameter, because the interaction between individual fluxtubes undergoes a cross-over
from attractive to repulsive as the temperature increases [541]. This thermally induced
change from a type-I state (fluxtubes clump together and build the normal conducting
clusters) to a type-II state (fluxtubes are separated) illustrates the fact that the Ginzburg-
Landau parameter is temperature-dependent [542, 543, 544]. The behaviour of several
hundred fluxtubes across a type-I/type-II interface has also been calculated for super-
conducting bilayers exposed to an external field [545]. As a result of forces competing on
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different lengthscales, numerical simulations unearth a very rich palette of mesoscopic
patterns in the intermediate state reaching from homogeneous fluxtube distributions
to fluxtube chains and flux-free zones surrounded by type-II domains. These arrange-
ments were present in both layers and could be controlled by changing magnetic field,
temperature and coupling strength between the two thin films. The latter was regu-
lated by an ultra-thin insulation layer of variable thickness in between the films, as this
determines the intensity of Cooper pair tunnelling [546, 547].
While most laboratory studies are concerned with the interfaces of distinct super-
conducting regions, the transition between the type-II and the type-I state in a neutron
star is governed by the density [177], increasing continuously towards the stars’ centre.
Hence, in order to mimic the behaviour of such an interface with a terrestrial analogue,
it would be beneficial to control the type of superconductivity without creating a dis-
continuity. With this in mind, the work by Aegerter et al. [548], studying the influence
of bismuth doping on the properties of a lead superconductor, is briefly mentioned.
Whereas pure lead is characterised as a type-I medium, high doping of bismuth creates
type-II behaviour. For intermediate doping, on the other hand, both types of supercon-
ductivity can be observed depending on the temperature. An intuitive explanation for
the effects of doping is the following: An increase in the number of impurities causes a
reduction in the electron mean free path and thus the coherence length. This in turn
increases the Ginzburg-Landau parameter and eventually leads to type-II characteris-
tics. Therefore, if one could prepare a superconductor with gradually higher degrees of
doping, this would provide a promising way to test the physics of the type-II/type-I
interface in a neutron star’s inner core.
Finally, the normal-superconducting transition in laboratory media is addressed.
In recent years, efforts have been concerned with analysing the heat and charge trans-
port properties of this interface [549, 550]. However, these studies are usually performed
with mesoscopic hybrid structures, as quantum mechanics play a crucial role on small
scales leading to new phenomena such as phase-coherent transport of electrons [551].
While these results are less important for the macroscopic dynamics of neutron stars,
other aspects of research on the normal-superconducting interface could help to improve
our understanding of the stars’ magnetism. In particular, laboratory analyses could pro-
vide information about the microscopic dynamics of the Meissner effect and the growth
of the superconducting phase. As discussed in Chapters 6 and 7, it is poorly understood
how the superconducting state in neutron stars is developed in the first place. Baym
et al.’s standard argument [45], based on the large conductivity of normal matter, as-
sumes that flux cannot be expelled from the star interior, which therefore has to form
a type-II state below the superconducting transition temperature. However, there have
been various arguments from observational [206, 232, 68] and theoretical [255, 256, 177]
sides, casting doubt on the type-II scenario. Thus, experiments and models linked to the
corresponding phenomena in laboratory systems, which could improve our knowledge
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Figure 8.17: Three evolutionary paths for flux expulsion from a cylinder, i.e. the dynamics
of the Meissner effect. The grey dots indicate magnetic field lines coming out of the plane,
whereas blue arrows mark the presence of surface currents, shielding the flux-free regions.
of neutron star superconductivity, are briefly reviewed in the following.
Before proceeding, we point out that terrestrial experiments generally focus on
the equilibrium state of superconductivity and study the system once the macroscopic
phase has fully developed. However, it is known that the superconducting transition
occurs rather slowly, as it can take up to thirty minutes for the equilibrium to be estab-
lished (see Liu et al. [552] and references therein). This is usually explained by the fact
that the superconducting-normal interface propagation is damped by the formation of
eddy currents, an interpretation based on work by Pippard from 1950 [553]. He was
the first to study kinematic aspects of the superconducting transition, more precisely
the expansion of the normal state into the superconducting phase, when a field larger
than the critical field is applied. Pippard showed that the boundary’s propagation is
governed by electromagnetic processes, as magnetic field changes in the normal region
induce dissipative eddy currents slowing down the interface. This further implies that
the magnetic field dynamics in the normal phase are well described by a diffusion equa-
tion, which can be used to show that the interface propagation is stable [553].
Pippard’s idea has recently been resumed by Hirsch [554] to study the microphy-
sics of the inverse problem, i.e. the formation of the superconducting state via Meissner
expulsion, in more detail. According to Hirsch, there are three different ways for surface
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currents to expel flux from a cylindrical sample and establish a field-free superconduct-
ing region. These paths are shown in Figure 8.17: (I) a time-dependent current flows
close to the cylinder’s surface, gradually decreasing the flux density inside; (II) surface
currents shield several seed regions, which expand until the interior is field free; (III)
a single flux-free region in the centre of the cylinder expands until the characteristic
Meissner state is formed. As argued by Hirsch, path (I) is unphysical as it proceeds at
non-zero magnetic field, thus not allowing the development of phase-coherence, i.e. the
formation of a macroscopic quantum state. On the other hand, path (II) and path (III)
are conceptually equivalent relying on the propagation of a superconducting-normal
interface. Observational evidence for the latter two was already obtained in the early
stages of superconductivity research [555, 556] and Meissner himself noted that the
superconducting transition seemed to be initiated in areas of reduced magnetic field or
temperature [557]. Using Pippard’s formalism, Hirsch discusses the evolution of the su-
perconducting phase into the normal one along paths (II) and (III). He concludes that
dissipative currents can damp the interface motion but are not providing a satisfactory
explanation for the slow growth of the superconducting phase, since current theories of
superconductivity seem to not explain the dissipation microscopically.
Despite this problem, Pippard’s linear diffusion model has been repeatedly used
to study the growth of the superconducting phase. Using appropriate boundary condi-
tions, it has for example been shown that the planar type-I/normal interface becomes
dynamically unstable to long-wavelength perturbations [552, 558]. This behaviour is
similar to the instability of the solid-liquid transition [559, 560] and has been confirmed
by numerical analyses of the time-dependent Ginzburg-Landau model, which includes
non-linear modifications [552, 558]. These simulations have additionally shown that
the expansion of the planar type-II/normal interface is stabilised by the absorption
of fluxtubes and, as expected, a triangular lattice is left behind. The time-dependent
Ginzburg-Landau equations have further proven useful in analysing how a normal-metal
coating of tunable resistivity affects the magnetic properties of a two-dimensional, dirty
type-II superconductor and how flux enters the sample if a magnetic field is applied
[561, 562]. The results are again in accordance with Bean’s critical state model.
As a concluding remark, we note that recent work by Martinello et al. [563] gives
observational evidence that the method of cooling the superconductor can also signifi-
cantly affect the equilibrium configuration. They found incomplete Meissner expulsion,
i.e. the trapping of flux inside the sample, if the cooling was performed slowly, whereas
fast cooling resulted in the complete expulsion of flux. This could have implications
for the formation of the superconducting state in neutron stars, since the transition
temperature is density-dependent and a spherical shell in the outer core should turn
superconducting first [24]. The gradual cooling of the neutron star interior below Tc
could indicate that several normal conducting domains remain present in the outer core
and the type-II state is not fully developed.
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8.4 Summary
The purpose of this chapter was to illustrate how laboratory condensates could be em-
ployed to improve our understanding of the dynamics of superfluid and superconducting
components in neutron stars. While not aimed at building realistic scale models (impos-
sible due to the extreme conditions present in compact objects), terrestrial experiments
should be designed to capture characteristic features expected to affect the stars’ be-
haviour. Prime candidates for such studies are superfluid helium, ultra-cold gases and
superconductors. We have seen that helium could prove specifically useful in advancing
two-fluid hydrodynamics, usually invoked to model a neutron star’s rotational evolu-
tion and in particular the glitch phenomenon, because spin-up experiments and mutual
friction measurements can be performed with this superfluid. Helium also provides the
possibility to analyse phase-coherent interfaces and associated phenomena such as the
formation of turbulent vortex tangles. This could have important implications for the
crust-core interface, one of the elements of neutron star physics very poorly understood.
Similarly, the chaotic flow in superfluids can also be investigated with ultra-cold gases.
BECs and Fermi gases could generally serve as excellent testing systems for mesoscopic
vortex dynamics, i.e. vortex-vortex interactions or pinning, due to the prospect of eas-
ily imaging the quantised structures. Furthermore, ultra-cold gases have the advantage
that it might be possible to recreate the non-dissipative entrainment behaviour, a key
ingredient for the neutron star models which cannot be reproduced in helium or super-
conductors. The latter primarily provide information about the dynamics of fluxtubes,
expected to govern the magnetic field evolution in the neutron stars’ core. Supercon-
ductors could be particularly valuable for analysing pinning and the different regimes
associated with it. Finally, the charged quantum states might allow one to better un-
derstand the dynamical processes associated with the formation of the superconducting
phase, related to the small-scale structure of the interior field. These examples show
that the well-known terrestrial condensates could serve as versatile analogues of neutron
stars and mimic their behaviour on smaller lengthscales. By stimulating an exchange
between the astrophysics and the low-temperature-physics community, it could thus be
possible to answer several of the open questions concerning neutron star astrophysics.
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Chapter 9
Conclusions
The aim of this thesis has been to perform detailed studies of the implications of cosmic
condensates, specifically the dynamics of superfluid vortices and superconducting flux-
tubes, on the neutron star observables. After providing background information on the
structure of these extreme objects and the relevant observational aspects in Chapter
2, the treatment of terrestrial quantum condensates, including the two-fluid model and
the Ginzburg-Landau theory of second-order phase transitions, was discussed in Chap-
ter 3. This was followed by an introduction to the mathematical framework generally
employed to model the multi-component interior of neutron stars (see Chapter 4). The
resulting modified magnetohydrodynamical equations formed the basis for the original
research concerning the stars’ rotational and magnetic properties in Chapters 5 to 8.
Firstly, in Chapter 5, various mutual friction forces, arising from the interactions
of vortices and their surroundings, were studied. We separately addressed mesoscopic
mechanisms acting in a neutron star’s core and crust and analysed the strength of the
resulting macroscopic mutual friction for a realistic equation of state. By presenting the
corresponding mutual friction coefficients for the cross-section of a neutron star, it was
shown that the coupling strengths not only vary significantly within both layers, a fact
generally neglected in the literature, but the dissipation also changes drastically across
the crust-core boundary. In analogy with laboratory helium experiments, we therefore
suggested that the interface could significantly affect the neutron stars’ rotation.
The analysis of superfluid coupling was succeeded by an overview of various mech-
anisms affecting the superconducting fluxtubes in neutron star cores (see Chapter 6).
The motion of these quantised structures governs the dynamics of the interior magnetic
field and several characteristic evolution timescales were presented for a realistic equa-
tion of state. While these results are only preliminary and a more detailed analysis of
additional processes is needed to form a comprehensive picture of the mesoscopic flux-
tube physics, the discussion allowed us to highlight several problems in earlier research
on this subject and point towards key questions that remain to be addressed.
Subsequently, in Chapter 7, the multi-fluid formalism was used to investigate one
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of the fluxtube mechanisms in detail. Using a pedagogical approach, the analogy with
normal resistive magnetohydrodynamics was employed to derive a new evolution equa-
tion for the macroscopic magnetic induction of type-II superconducting neutron star
matter. Despite the fact that the resulting induction equation differs significantly from
the normal resistive equivalent, it was shown that several key concepts of standard mag-
netohydrodynamics are retained. Based on the magnetic field evolution equation, it was
further deduced that the canonical dissipative mechanism for type-II superconductors is
not strong enough to explain the field evolution timescales invoked from observations of
rotation-powered pulsars and magnetars. Reconciling these with theoretical predictions
of magnetic field evolution models for neutron star cores would require entirely different
fluxtube coupling mechanisms or alternatively different magnetic field configurations.
Finally, this thesis studied the possibility of using well-known laboratory conden-
sates to analyse specific aspects of neutron star physics that are only poorly understood.
In Chapter 8, we addressed helium, ultra-cold gases and superconductors as these are
prime candidates to mimic the behaviour of neutron stars on much smaller lengthscales.
By looking at characteristic features such as the two-fluid nature, mutual friction, tur-
bulence and pinning, we found that experiments with terrestrial quantum states provide
a promising new angle to fill some of the missing pieces of neutron star astrophysics.
In conclusion, the initial objectives of complementing the theoretical framework
used to model neutron stars and improving our current understanding of their rotational
and magnetic evolution has been accomplished by incorporating the density-dependence
into the discussion of the vortex and fluxtube coupling, deriving a new superconducting
induction equation and drawing parallels to laboratory condensates.
However, despite advancing the theoretical neutron star modelling, many ques-
tions remain unanswered. While a substantial number of problems wait to be addressed
in the future, an exploration of several possible directions would form the logical con-
tinuation of the work presented in this thesis. As mentioned before, a key unknown in
the neutron star puzzle is the importance of interfaces, specifically the crust-core boun-
dary and the type-II to type-I transition. In the former case, one would like to better
understand the pairing properties of nuclear matter and how the quantum transitions
proceed in detail as the density increases. In particular, it would be useful to determine
to what extent surface currents could be present, since these would have a crucial influ-
ence on the stars’ magnetic properties. One could further try to analyse the boundary
between the two superconducting layers in the inner neutron star core. In the interme-
diate type-I phase, the spatial flux distribution is unknown and modelling the magnetic
field evolution in this state becomes even more challenging. One way to make progress
with this problem would be to analyse the instability of the type-II fluxtube array and
the subsequent formation of flux clusters by means of an effective Ginzburg-Landau
theory. Closely related is the question about the detailed physics of the formation of
the superconducting phase and the stars’ response to a decreasing temperature. Apply-
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ing again the Ginzburg-Landau formalism, one could study the nucleation of supercon-
ductivity under such external changes in order to learn more about how nuclear matter
becomes superconducting and what kind of equilibrium configuration will eventually be
reached. While these open problems are mainly concerned with the stars’ macroscopic
characteristics, we finally point out that it would also be important to develop a more
in-depth model of vortex-fluxtube pinning. Specifically, an improved description of the
physics on mesoscopic scales would be needed in order to assess the significance of this
interaction mechanism for the neutron stars’ dynamics.
224 Chapter 9. Conclusions
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