As the human brain develops, it increasingly supports the coordinated synchronization and control of activity. The role of white matter in this coordination is poorly understood, nor is it easy to quantify how such structure emerges across development. We use a network representation of diffusion imaging data to show the optimization of white matter connectivity for a diverse range of dynamics in 190 adults from ages 18 to 22. Such optimized topologies emerge across 882 youth from ages 8 to 22 evidencing increasing local specialization. Notably, stable controllers in subcortical areas are negatively related to cognitive performance. This work suggests mechanisms for the propagation and stabilization of brain activity associated with various spatial scales, illustrating the importance of white matter topology in brain maturation and cognition.
INTRODUCTION
How the architecture of the brain supports the complexities of cognitive functions is one of the foundational mysteries driving much of modern neuroscience. Indeed, the map from fine-scale neuroanatomy to largescale brain networks supporting cognition is far from understood. A particularly accessible inroad to building such a map lies in capitalizing on one of nature's most striking dynamical processes: organismal development. Using modern neuroimaging techniques and neurocognitive test batteries, we can simultaneously observe changes in neuroanatomy and cognitive function as children mature into adults. Such changes include alterations in white matter microstructure [1] forming the brain's largescale wiring diagram (or connectome [2] ) as well as enhancements in cognitive ability [3, 4] . These observations underscore the need to formulate fundamental mechanistic theories that describe the range of dynamics that brain structure can support, and how this relationship might change as children age. Such a theory would have far-reaching implications for our understanding of normative cognitive development as well as vulnerabilities to neuropsychiatric disorders. Accordingly, we investigate how structural connectivity facilitates changes and constrains patterns of dynamics in the developing brain. Drawing from theoretical physics and engineering, we study two structural predictors of brain dynamics -controllability [5] [6] [7] and synchronizability [8] . We use these two notions to examine how brains might be optimized for different types of dynamics, and whether different brains are optimized differently. Controllability is a structural predictor of the ease of switching from one dynamical state to another [9] , a capability that is critical for traversing a broad state space encompassing a diverse dynamic repertoire [10, 11] . Synchronizability is a structural predictor of the ability for regions in the network to support the same temporal dynamical pattern [8, 12] , a phenomenon that facilitates inter-regional and inter-neuronal communication [13] .
Explicit in the formulations of both controllability and synchronizability is a pattern -or network -of interactions among brain regions [14, 15] . Indeed, these two measures are fundamentally associated with different sorts of networks [16] . High controllability is associated with architectures that are spatially anisotropic [17] . In contrast, high synchronizability is associated with architectures that support activity patterns over similar distances [18] . These two measures are unrelated mathematically and may have very different implications for organism development and function [19] . Indeed, both computational and empirical studies show that some architectures are more conducive to adaptation than others [20] [21] [22] , better supporting learning, memory, and other higher-order processes.
We hypothesize that the adult brain displays a network architecture that is optimized for a diverse range of neural dynamics, thereby enabling the broad repertoire of cognitive functions characteristic of a human [23] . To test this hypothesis, we examine controllability and synchronizability in structural brain networks derived from diffusion tensor imaging data, which we have represented as weighted adjacency matrices ( Fig. 1a ; see Methods). We determine the relationship between controllability and synchronizability in 190 healthy adults, and we assess their dependence on predicted oscillatory modes with different spatial extents. Moreover, given the theoretical expectation that brain network architecture becomes optimized for adaptive function over the course of normative development [24, 25] , we hypothesize that white matter architecture evolves to maximize a dynamic repertoire [26] . We test this hypothesis by examining the evolution of controllability and synchronizability across development in a sample of 882 youth ii.
i.
Regional average controllability (ranked) People whose brains display high average controllability also tend to display high modal controllability: r = 0.85, df = 189, p < 1 × 10 −5 . Yellow and red ellipses are the 95% confidence clouds of network null models in which the edge weights of the brain networks are shuffled to preserve strength or degree, respectively.
from the ages of 8 to 22. Finally, we hypothesize that a balance of controllability across brain regions is required for optimal cognitive function. Consistent with this hypothesis, we demonstate that controllability of structural brain networks is predictive of cognitive performance.
RESULTS

Controllability in brain networks
We begin by asking "Do regions of the brain display different predispositions for controllability?" To answer this question, we examine two types of controllability, which describe the predicted ability to move the network into different states defined as patterns of regional activity (Fig. 1bi) . Average controllability theoretically predicts how easily a node drives low energy (nearby) state transitions, while modal controllability predicts how eas-ily a node drives a high energy (distant) state transition (see Methods). In brain networks, nodes with high average controllability tend to be strongly connected and distinct from the weakly-connected nodes with strong modal controllability (Fig. 1bii) . Indeed, here we observe that regional average controllability is negatively correlated with regional modal controllability (Spearman correlation coefficient r = −0.76, df = 233, p < 1 × 10 −5 ; Fig. 1cii ). That is, regions that are theoretically predicted to be good at moving the brain into nearby states are not the same as regions that are theoretically predicted to be good at moving the brain to distant states.
Variation in controllability across individuals
While each brain region may play a different control role, one could ask whether there are related individual differences in types of controllability. To answer this question, we calculate whole-brain average controllability as the mean average controllability value across all brain regions in a single individual, and similarly for wholebrain modal controllability. Among 190 healthy adults, we find that individuals whose brains display high mean average controllability also display high mean modal controllability (Pearson's correlation coefficient r = 0.85, df = 189, p < 1 × 10 −5 ; Fig. 1d ) -despite the fact that these measures are inversely related across brain regions (Fig. 1cii) . Theoretically, this result suggests that a person who can switch easily among many nearby mental states can also switch easily to distant mental states.
To determine whether these trends in individual variation are expected statistically, we compared our results in the real data with those obtained from corresponding null models. Specifically, we randomly permute the placement of edges weights (i) to preserve strength, or the sum of weights for each node j A ij , or (ii) to preserve degree, or the number of connections for each node j |A ij | 0 (see Methods). We observe that networks in both null models display much lower controllability (both average and modal) than the true data ( Fig. 1d) , particularly when only degree is preserved. These clear differences are striking considering the fact that both null models still inherit many traits from the original networks, including the number of nodes and the weight distributions. This suggests that brain networks are particularly optimized for high controllability to both nearby and distant states, and that this optimization differs across individuals.
Synchronizability and controllability in brain networks
While controllability predicts the ability of a network to change between states, synchronizability predicts the ability of a network to persist in a single (synchronous) state. Mathematically, this property of a complex system can be studied using the master stability function [8, 12] . Specifically, stability under perturbations exists when this function is negative for all positive eigenvalues of the graph Laplacian {λ i }, i = 1, ..., N − 1, or -put another way -when all {λ i } fall within the region of stability (Fig. 2a) . A larger spread of Laplacian eigenvalues will make the system more difficult to synchronize, and therefore an intuitive measure of global synchronizability is the inverse variance 1/σ 2 ({λ i }) [27] (see Methods). Using this theoretical scaffold, we can ask whether synchronizability is differently expressed in individual brains that demonstrate high versus low controllability. We observe that brain networks that are more synchronizable tend to display lower average controllability (Pearson's correlation coefficient r = −0.84, df = 189, p < 1 × 10 −5 ; Fig. 2b ) as well as lower modal controllability (r = −0.78, df = 189, p < 1 × 10 −5 ). While no known relationship between synchronizability and controllability exists, the correlation between the two notions is intuitive in the context of the brain: it suggests that individuals who are theoretically predicted to more easily transition into a variety of dynamical states are less susceptible to having many regions locked in synchrony. To confirm that our results cannot be explained by simpler features of the network architecture, we tested our observations against those expected in corresponding null models. We observe that both strength-and degreepreserving null models occupy significantly different areas on the controllability-synchronizability plane than the true brain networks (Fig. 2b) , suggesting that the human brain is optimized for controllability over synchronizability more than could be expected by chance alone.
Spatial scales of oscillatory modes
The structure of the graph Laplacian not only provides an indication regarding global controllability, but it also provides information regarding the most likely modes of oscillatory dynamics in the system. An oscillatory mode is defined intuitively as the vibrational state of an oscillating system in which the frequency of vibration is the same for all elements. Mathematically, this concept is operationalized in the eigenvectors of the graph Laplacian. For example, the eigenvector φ 1 of the smallest positive Laplacian eigenvalue λ 1 is an odd mode, and the regional strength |φ j 1 | reflects its relative contribution [28] to large-scale oscillations [12] (Fig. 2c) . By contrast, the eigenvector φ N −1 of the largest Laplacian eigenvalue λ N −1 is an even mode, and the regional strength |φ j N −1 | reflects its relative contribution to small-scale oscillations (Fig. 2d) .
We observe that the oscillatory modes of a network can be understood in terms of the network's predisposition to various types of control. First, we observe that Fig. 2f ), suggesting that regions that participate in synchronous behavior over short distances are also predicted to be good at moving the brain to nearby states.
Controllability and synchronizability across development
The results described thus far paint a picture of the adult human brain as a network that optimizes controllability instead of synchronizability. Moreover, we see that individuals that are theoretically predicted to transition easily into nearby brain states are also those that are theoretically predicted to transition easily into distant states. A question at this juncture is "How do these capabilities emerge as a child grows into adulthood?" To address this question, we examine a cohort of 882 youth from ages 8 to 22 (Fig. 3a) . We observe that average controllability increases as children age (Pearson correlation coefficient r = 0.28, df = 881, p < 1 × 10 −5 ; Fig. 3b ), as does modal controllability (r = 0.22, df = 881, p < 1 × 10 −5 , controlled for brain volume, head motion, sex and handedness; Fig. 3c ). Moreover, we observe that synchronizability decreases as children age (r = −0.37, df = 881, p < 1 × 10 −5 ; Fig. 3d ). These results suggest that as the brain matures, its network architecture supports a larger range of dynamics (from nearby to distant states), and is less able to support globally synchronized states.
Regional changes and super controllers
Given the global trends of increasing controllability and decreasing synchronizability with age, it is worth asking whether specific regions of the brain are driving these changes, or whether all regions contribute equally. Surprisingly, we observe that the regions that display the most controllability also show the greatest developmental increase in control. In contrast, regions with lower controllability decrease further with age. This is true for both modal (Fig. 4a ) and average controllability (Fig.  4b) . We refer to these strong controllers that increase in controllability with age as 'super-controllers', whose putative role in the network lies in the differentiation of brain structure necessary to support the wider variety of dynamics that accompanies normative maturation.
Developmental associations with cognition
Lastly, we test a pair of hypotheses probing the mechanisms of cognitive function. One could argue that the regions that emerge as supercontrollers over the course of development may be necessary for the high levels of cognitive function observed in adulthood. Alternatively, one could argue that these supercontrollers are unstable points in the network undergoing massive re-organization with age, and therefore that optimal predictors of individual differences in cognitive function (above and beyond that expected by age) will instead be found in the regions that remain stable in their controllability over development. To test this pair of conflicting hypotheses, we examine the relationship between cognitive performance on a battery of tasks and individual differences in controllability, separately averaged over (i) super average controllers (Fig. 4c.i) , (ii) super modal controllers (Fig. 4c. ii), and (iii) stable controllers (Fig. 4c.iii) . While controlling for the effects of age, we observe that individuals with higher cognitive performance also display weaker stable controllers, largely located in subcortical areas (Spearman correlation coefficient between cognitive performance and mean average controllability of stable controllers ρ = −0.14, df = 881, p < 1 × 10 −4 ). These results suggest that the relative strength of controllers in subcortical versus cortical regions is critical for understanding individual differences in overall cognitive function, i.e. a shift in control away from cortical regions may be detrimental to higher-order cognitive functions.
DISCUSSION
We address the fundamental question of how the architecture of the brain supports the emergence of cognitive abilities in humans -drawing on the computational tools and conceptual frameworks of theoretical physics and engineering to study two complementary predictors of brain dynamics built from the organization of the brain's white matter or connectome. Intuitively, controllability [5] [6] [7] and synchronizability [8] separately predict the brain's ability to transition to nearby versus distant states, or to maintain a single state characterized by a stable temporal dynamic. While mathematically, there are no known correspondences between these two notions, we uncover evidence that the brain optimizes the former (controllability, to both near and distant states) at the expense of the latter (synchronizability). Perhaps even more notable, this optimization occurs over the time scales of development, and individual differences in control architecture of white matter are correlated with individual differences in cognitive performance. These results provide the first evidence in support of the notion that network control is a fundamental mechanism of cognitive function [10] .
Implications for Cognitive Neuroscience The results reported here provide a foundation for linking specific regional controllers to neurophysiological processes that occur over short and long distances. For example, high modal controllers -predominantly found in executive areas -are predicted to control dynamics that extend over large distances across the brain. These inferences are con- sistent with and provide novel structurally-based neural mechanisms for the observed empirical function of cognitive control areas [29] [30] [31] . Specifically, cognitive control areas are thought to drive or constrain neurophysiological dynamics over distributed neural circuits using transient modulations, consistent with the role of modal controllers [10] . Conversely, high average controllers -predominantly found along the medial wall -are predicted to control dynamics that extend over shorter distances, potentially explaining the competitive relationships observed between cognitive control areas and medial portions of the default mode [32, 33] . More generally, the role of structural connectivity underpinning these largescale coordinated processes offers a novel dimension to computational models of cognitive control [34] . It will be important to understand how these structural drivers constrain high-frequency activity in both health and in disorders accompanied by executive deficits [35] .
The theoretical links between network control and executive function are particularly intriguing in light of our observations that brains predicted to switch easily to nearby mental states are also predicted to switch easily to distant mental states. This positive relationship was unexpected; one might intuitively assume that a brain with high performance on one type of control strategy would display low performance on another. Indeed, in many computational studies of brain network architecture the common finding is that a network optimized for one type of structure (such as local clustering) will not display another type of structure (such as modular organization) [36] . Our results suggest that individual differences in network control are correlated. This may in part explain the fact that different types of cognitive abilities tend to be highly correlated: individuals who are good at one type of cognitive task tend to be good at other cognitive tasks [37] .
Implications for Developmental Neuroscience. Our approach reveals the emergence of regional supercontrollers as youth mature. These findings suggest a fundamental change in graph architecture that enable iii) The regions that are most stable in controllability over development -subcortical regionsshow a significant negative correlation between their average controllability and cognitive performance, suggesting that broad development in cortical regions instead, accounts for nontrival variance in individual differences in cognition. The fits in panels (c) all control for age, brain volume, head motion, sex, and handedness. specialization of regional function. Indeed, structural changes in white matter microstructure within specific brain areas have previously been linked to functional specialization, largely in terms of the computations that are being performed [38] . The super-controllers we identify here broaden these intuitions to suggest more fundamentally that large-scale changes in network architecture can support the emergence of regions specialized for different types of control strategies and different length-scales of coordination. Critically, super average controllers are located in a broad swath of frontal-parietal cortex, which is well-known to support the emergence of executive functions and the acquisition of new behaviors [39] . Super modal controllers are located in prefrontal areas that play a critical role in the emergence of cognitive control [40] . Notably, individual differences in cognitive ability -above and beyond that explained by age -are driven by relatively stable controllers in subcortical regions. These results suggest that the relative strength of controllers in subcortical versus cortical regions is critical for understanding individual differences in overall cognitive function, a notion that is supported by the functional segregation of these areas in the healthy adult [41] .
Future Directions. Our observation that brain controllability increases during neurodevelopment suggests the existence of an optimization process that maximizes the human brain's ability to transition among mental states while minimizing our vulnerability to being fixed in a single state. If so, what specific neurophysiological dynamics does this increased controllability enhance? Separately, what behavioral phenotypes would these optimizations support? Answers to these and related questions will require new directions of empirical research seeking to bridge the neurophysiological drivers of skill acquisition [42] with the control architectures that support them [9, 10] . Such studies might shed light on the question of whether structural changes enable the learning of new behaviors, or whether learning itself alters white matter architecture such that the control energy required for a task decreases as a youth matures. These questions would benefit from both longitudinal empirical studies and from forward-modeling computational approaches [43] to identify evolutionary rules that best predict the control architectures of the adult brain.
Diffusion tensor imaging (DTI) data were acquired from the Philadelphia Neurodevelopmental Cohort (PNC), a large community-based study of brain development. All MRI scans were acquired on the same 3 T Siemens Tim Trio whole-body scanner and 32-channel head coil at the Hospital of the University of Pennsylvania. DTI scans were obtained using a twice- • /180
• /180
• , volumes = 71, GRAPPA factor = 3, bandwidth = 2170 Hz/pixel, PE direction = AP). The sequence employs a four-lobed diffusion encoding gradient scheme combined with a 90-180-180 spinecho sequence designed to minimize eddy-current artifacts. The complete sequence consisted of 64 diffusionweighted directions with b = 1000s/mm 2 and 7 interspersed scans where b = 0s/mm 2 . Scan time was approximately 11 min. The imaging volume was prescribed in axial orientation covering the entire cerebrum with the topmost slice just superior to the apex of the brain [44] [45] [46] [47] .
This study includes 882 subjects between 8-22 years old (mean age=15.06, SD=3.15; 389 males, 493 females) who had no gross radiological abnormalities that distorted brain anatomy, no history of inpatient psychiatric hospitalization, no use of psychotropic medications at the time of scanning, and no medical disorders that could impact brain function. Each of the 882 included subjects also passed both manual and automated qualityassessment protocols for DTI [46] and T1-weighted structural imaging [48] , and had low in-scanner head motion (less than 2mm mean relative displacement between b=0 volumes). Cognitive scores were measured using tests from the Penn Computerized Neurocognitive Battery, from which a bifactor analysis revealed a summary efficiency score that we utilized as a measure of subject cognitive performance [49] .
Connectome Construction
Structural connectivity was estimated using 64-direction DTI data. The diffusion tensor was estimated and deterministic whole-brain fiber tracking was implemented in DSI Studio using a modified FACT algorithm, with exactly 1,000,000 streamlines initiated per subject after removing all streamlines with length less than 10mm [10] . A 234-region parcellation [50] was constructed from the T1 image using FreeSurfer [51] . Parcels were dilated by 4mm to extend regions into white matter [52] , and registered to the first non-weighted (b=0) volume using an affine transform. Edge weights A ij in the adjacency matrix were defined by the number of streamlines connecting each pair of nodes end-to-end [53] [54] [55] . All analyses were replicated using an alternative edge weight definition (see following section), where weights are equal to the number of streamlines connecting each node pair divided by the total volume of the node pair [55] . The schematic for structural connectome construction is depicted in Fig. 1a .
Brain regions within the 234-region parcellation can be assigned to anatomical and cognitive systems [25] . We use this assignment to identify 14 subcortical brain regions in both the left and right hemispheres: the thalamus proper, caudate, putamen, pallidum, accumbens area, hippocampus and amygdala.
Network controllability
A networked system can be represented by the graph G = (V, E), where V and E are the vertex and edge sets, respectively. Let a ij be the weight associated with the edge (i, j) ∈ E, and define the weighted adjacency matrix of G as A = [a ij ], where a ij = 0 whenever (i, j) ∈ E. We associate a real value (state) with each node, collect the node states into a vector (network state), and define the map x : N ≥0 → R n to describe the evolution (network dynamics) of the network state over time.
In our case, A ∈ R N ×N is a symmetric and weighted adjacency matrix whose elements indicate the number of white matter streamlines connecting two different brain regions -denoted here as i and j. An underlying assumption of this approach is that the number of streamlines is proportional to the strength of structural connectivity.
Dynamical model
The equation of state that we utilize is based on extensive prior work demonstrating its utility in predicting resting state functional connectivity [56] and in providing similar brain dynamics to more complicated models [57] . Although neural activity evolves through neural circuits as a collection of nonlinear dynamic processes, these prior studies have demonstrated that a significant amount of variance in neural dynamics as measured by fMRI can be predicted from simplified linear models.
Based on this literature, we employ a simplified noise-free linear discrete-time and time-invariant network model [10] :
where x : R ≥0 → R N describes the state (i.e., a measure of the electrical charge, oxygen level, or firing rate) of brain regions over time, and A ∈ R N ×N is the structural connectome described in the previous section. Note that to assure Schur stability, we divide the matrix by 1 + ξ 0 (A), where ξ 0 (A) is the largest singular value of A.
The diagonal elements of the matrix A satisfy A ii = 0. The input matrix B K identifies the control points K in the brain, where K = {k 1 , . . . , k m } and
and e i denotes the i-th canonical vector of dimension N . The input u K : R ≥0 → R m denotes the control strategy. We study the controllability of this dynamical system, which refers to the possibility of driving the state of the system to a specific target state by means of an external control input [58] . Classic results in control theory ensure that controllability of the network (1) from the set of network nodes K is equivalent to the controllability Gramian W K being invertible, where
Consistent with [10] , we utilize this framework to choose control nodes one at a time, and thus the input matrix B in fact reduces to a one-dimensional vector. While the model we employ is a discrete-time system, this controllability Gramian is statistically similar to that obtained in a continuous-time system [10] .
Controllability metrics
Within this controllability framework, we study two different control strategies that describe the ability to move the network into different states defined as patterns of regional activity (Fig. 1bi) . Average controllability describes the ease of transition to many states nearby on an energy landscape, while modal controllability describes the ease of transition to a state distant on this landscape.
Average controllability of a network equals the average input energy from a set of control nodes and over all possible target states [59, 60] . As a known result, average input energy is proportional to Trace(W −1 K ), the trace of the inverse of the controllability Gramian. Instead and consistent with [10] , we adopt Trace(W K ) as a measure of average controllability for two main reasons: first, Trace(W −1 K ) and Trace(W K ) satisfy a relation of inverse proportionality, so that the information obtained from the two metrics are correlated with one another and, second, W K is typically very ill-conditioned even for coarse network resolutions, so that Trace(W −1 K ) cannot be accurately computed even for small brain networks. It should be noted that Trace(W K ) encodes a well-defined control metric, namely the energy of the network impulse response or, equivalently, the network H 2 norm [61] .
Modal controllability refers to the ability of a node to control each evolutionary mode of a dynamical network [62] , and can be used to identify states that are difficult to control from a set of control nodes. Modal controllability is computed from the eigenvector matrix V = [v ij ] of the network adjacency matrix A. By extension from the PBH test [61] , if the entry v ij is small, then the j-th mode is poorly controllable from node i. Following [63] , we define
ij as a scaled measure of the controllability of all N modes ξ 0 (A), . . . , ξ N −1 (A) from the brain region i. Regions with high modal controllability are able to control all the dynamic modes of the network, and hence to drive the dynamics towards hard-to-reach configurations.
Network synchronizability
While controllability measures the ability of a network to change between states, synchronizability measures the ability of a network to persist in a single (synchronous) state. Stability of the synchronous state depends on the shape of the master stability function (MSF) and whether the positive Laplacian eigenvalues fall into the region of stability [12] . While we have plotted a typical example of a MSF for a network of oscillators schematically in Fig. 2a , specific details will depend on the dynamics on individual nodes and the connectivity between them. The shape of the MSF for various families of dynamical systems is typically convex for generic oscillator systems, including chaotic oscillators that have stable limit cycles [64] .
Null models and network statistics
To assess the staristical significance of our results, we constructed non-parametric permutation-based null models. Specifically, the null models in Fig. 1 retained the same regions as the real network but permuted edge weights uniformly at random within the constraints of preserving degree and strength, respectively. To preserve degree we simply permuted non-zero weights within a network, and to preserve strength we used the function null model und sign from the Brain Connectivity Toolbox that permutes edge weights to approximately preserve the strength of each node.
Pearson correlations were predominantly used except where the data distribution was markedly skewed, in which case Spearman correlations were used instead (regional modal controllability and cognitive performance).
Regional controllability values were the mean controllability values over all individuals -for the 190 adults in Figs. 1 and 2 and for 882 subjects in Figs. 3 and 4 . To test for the regional significance of correlation with age in Fig. 4 , a false discovery rate correction for multiple comparsons was used with q = 0.05.
REPLICATION OF RESULTS
Controlling for network strength
As networks with higher strength tend to have higher average controllability values, and since the null models that preserve strength in Figs. 1 and 2 give results most similar to those obtained from real data, here we verify that network strength is not a confound in our results. We do this by first dividing each network by its average strength, to ensure that each matrix has the same average strength of 1 -then repeat our analysis. We find that the 190 adults show an even stronger correlation between mean average controllability and mean modal controllability: Pearson's correlation coefficient r = 0.89, df = 189, p < 1 × 10 −5 . These controllability metrics continue to display strong negative correlations with synchronizability: r = −0.85, df = 189, p < 1 × 10 −5 for mean average controllability and r = −0.78, df = 189, p < 1 × 10 −5 for mean modal controllability respectively. In the larger youth sample from ages 8 to 22, the relationships between controllability metrics and age also persist. Mean average controllability remains positively correlated with age (r = 0.32, df = 881, p < 1 × 10 −5 ) and mean modal controllability does as well (r = 0.22, df = 881, p < 1 × 10 −5 ). As synchronizability is calculated independent of the matrix normalization, that result remains unchanged. All these results control for sex, brain volume, handedness and head motion. The emergence of 'super-controllers' -regions of higher average and modal controllability that increase more with age, is also still present. Regions that display increasing average controllability with age are positively correlated with their average controllability values: r = 0.50, df = 233, p < 1 × 10 −5 , just as regions that display increasing modal controllability with age are also positively correlated with their modal controllability values: r = 0.37, df = 233, p < 1 × 10 −5 . Lastly, the stable controllers in the subcortical region still show a negative correlation between the mean average controllability in those regions, and the subject's IQ (Spearman correlation coefficient ρ = −0.14, df = 881, p < 1 × 10 −5 , controlling for age, sex, brain volume, handedness and head motion). Together, these results show that accounting for network strength does not change (or can improve) the results we obtain in the main text. While average network strength does contribute to network controllability measures, it cannot account for our findings, which depend on the particular network topology even given the same average network strength.
Subjects with lowest in-scanner head motion
Our work employs stringent restrictions to rule out head motion during the scanning procedure as a potential confounding factor, by ensuring that data have passed rigorous visual and automatic quality assurance to detect head motion [46] . We excluded subjects with in-scanner head motion of above 2mm (see Methods) and controlled for motion in all analyses using the 882 subject sample.
As a last check, we verify that the significant results we observe across the entire sample are replicable on the 200 subjects with the lowest head motion. While all 882 subjects have an average head motion of 0.45mm mean relative displacement, here we retain the 200 subjects with the lowest relative head motion (below 0.22mm) to replicate our findings. We find that these subjects still display a positive correlation between whole-brain average and modal controllabilities (Pearson's correlation coefficient r = 0.86, df = 199, p < 1×10 −5 ), while synchronizability remains negatively correlated with both mean average and modal controllabilities (r = −0.84, df = 199, p < 1 × 10 −5 and r = −0.84, df = 199, p < 1 × 10
respectively). We also find that these subjects display increasing controllability with age, for both mean average controllability (Pearson's correlation coefficient r = 0.20, df = 199, p = 5 × 10 −3 ) and mean modal controllability (r = 0.16, df = 199, p = 4 × 10 −2 ). Synchronizability decreases with age: r = −0.27, df = 199, p = 1 × 10 −4 ; and sex, brain volume, handedness and head motion have been controlled for. These results are consistent with our findings in the main text, although the p-values are larger as expected for this smaller sample size. There is a similar emergence of 'super-controllers' where brain regions with higher average and modal controllability, are also increasing in their controllability with age more than regions with low controllability. Regions that display increasing average controllability with age are positively correlated with their average controllability values: r = 0.60, df = 233, p < 1 × 10 −5 , just as regions that display increasing modal controllability with age are also positively correlated with their modal controllability values: r = 0.38, df = 233, p < 1 × 10 −5 . Lastly, the stable controllers in the subcortical region again show a negative correlation between the mean average controllability in those regions, and the subject's IQ (Spearman correlation coefficient ρ = −0.19, df = 233, p = 8 × 10 −3 , controlling for age, sex, brain volume, handedness and head motion). Together, these findings match well with the results we obtain in the main text, and rule out head motion as a confounding factor for our conclusions.
Volume-normalized streamline connectivity
In the main text we use the raw number of streamline counts between brain regions as a measure of connectivity in our networks. Aware that larger regions are likely to have more streamlines that begin and end in them, we normalize each streamline count by the the total volume of the node pair [65] . This results in brain networks with much smaller weights (average strength of 0.011) as compared to the unnormalized networks (average strength of 19) . When repeating our analysis on these normalized networks, in order to obtain controllability metrics that can be reasonably compared with those from the unnormalized networks, the internal normalization of 1 + ξ 0 (A) has to be modified accordingly (where ξ 0 (A) is the largest singular value of the network adjacency matrix A; see Methods). For consistency of analysis, we choose a new normalization of f + ξ 0 (A), where f = 0.011/19 -the ratio between the average strengths of the normalized to unnormalized networks respectively.
Here we find that the 190 adults still display a positive correlation between whole-brain average and modal controllabilities (Pearson's correlation coefficient r = 0.67, df = 189, p < 1 × 10 −5 ), and synchronizability is negatively correlated with both mean average and modal controllabilities (r = −0.49, df = 189, p < 1 × 10 −5 and r = −0.62, df = 189, p < 1 × 10 −5 respectively). In the entire youth sample from ages 8 to 22, we again see that mean average controllability and mean modal controllability are both positively correlated with age: Pearson's correlation coefficient r = 0.28, df = 881, p < 1 × 10 −5 and r = 0.24, df = 881, p < 1 × 10 −5 respectively. Synchronizability shows an extremely strong negative correlation with age: Pearson's correlation coefficient r = −0.49, df = 881, p < 1 × 10 −5 . These results are controlled for sex, brain volume, handedness and head motion, and replicate well our findings for the unnormalized streamline connectivity.
On the regional level, we still see the presence of 'supercontrollers' where brain regions with higher average and modal controllability are also increasing in their controllability with age more than the regions with low controllability. Regions that display increasing average controllability with age are positively correlated with their average controllability values: r = 0.60, df = 233, p < 1×10 −5 , just as regions that display increasing modal controllability with age are also positively correlated with their modal controllability values: r = 0.48, df = 233, p < 1 × 10 −5 . Lastly, the stable controllers in the subcortical region again show a negative correlation between the mean average controllability in those regions, and the subject's cognitive performance (Spearman correlation coefficient ρ = −0.067, df = 233, p = 5 × 10 −2 , controlling for age, sex, brain volume, handedness and head motion). Together, these findings are consistent with the results we obtain using unnormalized streamlines.
Different parcellation scale
The analysis in the main text relies on brain networks that have been constructed on regions assigned from the Lausanne atlas at the scale of 234 regions [50] . Here we repeat our analysis on networks constructed at a finer scale of 463 brain regions in this atlas. As in the earlier sections, we find that the 190 adults still display a positive correlation between whole-brain average and modal controllabilities (Pearson's correlation coefficient r = 0.85, df = 189, p < 1 × 10 −5 ), and synchronizability is negatively correlated with both mean average and modal controllabilities (r = −0.81, df = 189, p < 1 × 10 −5 and r = −0.74, df = 189, p < 1 × 10 −5 respectively). In the entire youth sample from ages 8 to 22, we also see that mean average controllability and mean modal controllability are both positively correlated with age: Pearson's correlation coefficient r = 0.28, df = 881, p < 1 × 10 −5 and r = 0.19, df = 881, p < 1 × 10
respectively. Synchronizability also decreases with age: r = −0.36, df = 881, p < 1 × 10 −5 , where we control for sex, brain volume, handedness and head motion. These results all replicate our findings at the 234-region scale well.
On the regional level, there is again the presence of 'super-controllers' where brain regions with higher average and modal controllability are also increasing more in their controllability with age. Regions that display increasing average controllability with age are positively correlated with their average controllability values: r = 0.35, df = 233, p < 1 × 10 −5 , just as regions that display increasing modal controllability with age are also positively correlated with their modal controllability values: r = 0.27, df = 233, p < 1 × 10 −5 . In this parcellation, the stable controllers in the subcortical region show no significant correlation between the mean average controllability in those regions and the subject's cognitive performance (Spearman correlation p = 0.71), after controlling for age, sex, brain volume, handedness and head motion, suggesting that the finer parcellation masks the global drivers of individual differences in cognitive performance.
