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This article gives an overview of the strategy followed nowadays to model the evolution of
metallic alloy microstructures under irradiation. For this purpose, multiscale approaches are
very often used, which rely on modeling techniques appropriate to each time and space
scale. The main methods used are ab-initio calculations, classical molecular dynamics (MD),
kinetic Monte Carlo (KMC), mean ﬁeld rate theory (MFRT), and dislocation dynamics
(DD). These methods are brieﬂy presented along with some of their typical uses and main
drawbacks. Some examples are provided of the typical information obtained with each of
the techniques.
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I. INTRODUCTION
THE development of numerical tools capable of
simulating the eﬀects of neutron irradiation on mechan-
ical properties of materials is becoming more and more
widespread because of, on the one hand, the increasing
costs of the experiments and, on the other hand, the
increasing power of computers. Usually, these numerical
tools are linked within a multiscale platform. This is the
approach followed, for instance, by the European, and
wider, international scientiﬁc community created around
the FP6 PERFECT and FP7 PERFORM60 projects*
for in-service ﬁssion reactors,[1] the cross-cutting FP7
GETMAT project,[2] in the fusion materials project
managed by EFDA,[3] and by several international
initiatives, which are ongoing for generation IV structural
materials.
This article presents an overview of some of the
techniques used in the multiscale modeling approach of
radiation damage in structural materials. This scheme
resorts to diﬀerent simulation techniques as many length
and time scales are involved, as indicated in Figure 1,
which applies to the modeling of pressure vessel steels as
was done in the PERFECT project. As a complete and
thorough description of all the possible techniques
applied to all the possible materials is out of reach and
would require the writing of an entire book, the focus of
this article is on the modeling of the microstructure of
metals and metallic alloys and most examples provided
pertain to the case of pressure vessel ferritic steels for
ﬁssion reactors. The same techniques, however, can be
applied to other structural materials (as well as other
irradiation conditions[4]), such as zirconium alloys,
which hold the fuel; FeCr and oxide dispersion strength-
ened/nitride dispersion strengthened (ODS/NDS) alloys;
austenitic alloys used for the internals; or tungsten,
which is considered to coat the divertor in the Interna-
tional Thermonuclear Experimental Reactor (ITER).
In the ﬁrst section, we present the diﬀerent bricks of
the multiscale modeling scheme necessary to predict the
microstructure of the irradiated materials. This sequence
of models is represented in Figure 2.
In the second section, we come back to three of the
main techniques used, i.e., molecular dynamics (MD),
Each of these 4 year projects involves around 30 research organi-
zations (industry and academic) and the European Commission con-
tribution is between 6 and 7 million euros.
The outcome of the FP6 PERFECT (https://fp6perfect.net/site/
index.htmproject) has been published in a special issue of Journal of
Nuclear Materials: volume 206 (2010).
C.S. BECQUART, Professor, is with the Unite´ Mate´riaux et
Transformations (UMET), Ecole Nationale Supe´rieure de Chimie de
Lille, UMR 8207, Bat. C6, F-59655 Villeneuve d’Ascq Cedex, France,
and is also with the Laboratoire commun EDF-CNRS Etude et
Mode´lisation des Microstructures pour le Vieillissement des Mate´riaux
(EM2VM), France. Contact e-mail: charlotte.becquart@univ-lille1.fr
C. DOMAIN, Senior Scientist, is with the EDF, Recherche et
De´veloppement, Mate´riaux et Me´canique des Composants, Les
Renardie`res, F-77250 Moret sur Loing, France, and is also with
the Laboratoire commun EDF-CNRS Etude et Mode´lisation des
Microstructures pour le Vieillissement des Mate´riaux (EM2VM).
Manuscript submitted May 12, 2010.
Article published online December 22, 2010
*The main objective of the European projects PERFECT
(2005–2009) and PERFORM60 (2009–2013) is the development of
multiscale numerical tools capable of simulating the eﬀects of irradi-
ation on microstructure, and the mechanical and corrosion properties
of structural materials. These projects take advantage of the continu-
ous progress in computer technologies and advanced experimental
methods as well as the better understanding of radiation damage
mechanisms.
The materials concerned are light water reactor pressure vessel fer-
ritic steels (and, in particular, the irradiation-induced evolution of
fracture toughness properties) and internal structure austenitic steels
(and irradiation-assisted stress corrosion cracking).
The multiscale modeling methods developed are capitalized through
integrated tools. In addition, a set of experiments (on model as well as
industrial alloys) is also included in order to better understand the
physical phenomena and validate or adjust the models at each possible
characteristic time or length scale.
852—VOLUME 42A, APRIL 2011 METALLURGICAL AND MATERIALS TRANSACTIONS A
kinetic Monte Carlo (KMC), and mean ﬁeld rate theory
(MFRT) methods. After a brief description of the
methods, we give an overview of the area they were used
in and point out their main accomplishments. We then
underline the weaknesses of the models.
In the third section, we underscore the increasingly
important contribution of ab-initio calculations in the
overall picture.
II. MODELING THE IRRADIATED
MICROSTRUCTURE
A. From Neutrons to Primary Knock-On Atoms
Spectrum
The ﬁrst event is the arrival of energetic particles, the
predominant ones being neutrons, which interact with
matter. The neutron transfer parts of their energy to a
few atoms called the primary knock-on atoms (PKAs),
which will be ejected from their lattice sites, collide with
neighbor atoms and create displacement cascades.
Several codes can be used to determine the PKA
spectrum, which gives the number of PKAs created by
time and volume units obtained from the neutron
spectrum. In the case of the PERFECT project, the
PKA spectrum is determined by SPECTER.[5] SPEC-
TER calculates spectral-averaged displacements, recoil
spectra, gas production, and total damage energy for
around 40 pure elements using the ENDF/B-V database
of nuclear data derived cross sections.[6] The only input
from the user is the neutron energy spectrum. As
SPECTER does not handle compounds, displacement
damage for alloys, insulators, and breeder materials
needs to be handled by SPECOMP. Both softwares can
be found on the NEA web site[7] in a special database
dedicated to software related to radiation damage.
Another program, DART, based on the binary collision
approximation (BCA) was developed[8,9] recently to
calculate primary recoil spectra, weighted recoil spectra,
and displacement cross sections induced by electrons,
ions, and neutrons in solids. It is based on recent nuclear
evaluations (ENDFB6[10] and JEFF3[11]) containing
accurate angular distributions of recoils for all neutron
atom interactions. An example of the use of DART in
SiC and ODS can be found in Reference 12. For these
diﬀerent codes, the accuracy of the neutron cross section
database, as input, is crucial.
B. From PKA Spectrum to Displacement Cascades
In principle, one should simulate displacement cas-
cades for every damage energy of the PKA spectrum.
This task, of course, is not feasible. Furthermore, the
PKAs induce displacement cascades, which may split
ab initio
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Fig. 1—Multiscale modeling scheme applied within the PERFECT project to the pressure vessel steels.
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into subcascades if their energies are high enough. For
instance, subcascade formation in Fe is observed at
PKA energies of 20 keV and above.[13] Simulations
within the BCA with the TRIM code[14] indicate[15] that
cascades produced by high energy PKAs split almost
linearly into subcascades. Theoretical justiﬁcation for
this behavior was provided in Reference 16, which
shows that for high PKA energies, where the BCA
holds, the mean free path between two high energy
collisions (which is proportional to the inverse cross
section) is large compared to the cascade extension. To
obtain a ﬁnite number of low energy PKAs, i.e., PKAs
that can be simulated using MD, one can use, for
instance, INCAS,[16] which is based on an analytical
model of binary collisions. This code predicts the
number of (sub)cascades produced, as well as the energy
deposited in each subcascade by the PKAs. BCA codes
such as Marlowe[17] or TRIM can be used as well. Note
that TRIM does not take into account the crystalline
character of many solids, and thus simulates displace-
ment cascades in amorphous solids. This can be a
problem in materials where channeling takes place. In
the virtual reactor RPV-2 of PERFECT, a special
module was developed in order to convolute the PKA
spectrum with the subcascade decomposition.[18] The
PKA spectrum can also be obtained with the code
DART.[8,9]
C. From (Sub)Cascades to the Primary Damage
Once the amount of energy transmitted from the
neutron to the PKAs was determined, one needs to
obtain the primary damage. The primary damage
consists of a certain amount of self interstitial atoms
(SIAs) and vacancies, isolated and in clusters. The
amount of in-cascade clustering is important, since small
defect clusters can be very mobile and provide easy
nucleation sites for larger defects to grow.
For this purpose, one needs to predict the trajectories
of the neighbor atoms of the PKAs. Two diﬀerent
approaches can be followed whether the equations of
motion of the atoms are solved simultaneously or within
the BCA. In the former approach, MD, a system is
considered as a whole and the evolution of its solid state
toward equilibrium is followed stepwise in time. The
movement of each atom is governed by its global
environment. In the latter, collision cascades are
approximated by sequences of binary encounters that
are not inﬂuenced by the environment. This approxi-
mation is too strong for slow particles in condensed
matter, and MD has proven to be more appropriate
provided an appropriate cohesive model (the inter-
atomic potential) is found. We will come back to this
later on. MD was used for almost 50 years to simulate
the displacement cascades since the pioneering work of
Gibson and co-workers.[19] The simulations are per-
formed until the end of the in-cascade recombination
phase, typically 10 to 15 ps.
D. From the Primary Damage to Experimentally
Resolvable Defects
The evolution of the point defects created by the
PKAs and their interactions with the solute atoms as
well as with other elements lead to the evolution of the
microstructure and, thus, to the property changes of the
materials. To extend the study to the formation of
experimentally resolvable damage features (point defect
clusters, dislocation loops, solute precipitates, etc.), one
turns to computational tools based on KMC or on
MFRT.[20] The mean ﬁeld models were used so widely
for so long that the use of the name ‘‘rate theory’’ is
commonly thought to imply a mean ﬁeld model.
Following the suggestion of Reference 21, we use the
term MFRT here. KMC methods can be applied to
objects (OKMC[22–24]), events (EKMC[25,26]), or atoms
(AKMC[27–36]) in a speciﬁc volume. Both KMC and
MFRT can be globally deﬁned as coarse-grained mod-
els, because atoms are not explicitly treated in either
except in the atomistic (or lattice) KMC, i.e., the
AKMC. These codes produce size distributions of
experimentally resolvable defects (voids, loops, precip-
itates, etc.), including defects with sizes lower than the
resolution achievable experimentally. Another interest
of these methods is to provide the complete evolution of
the microstructure with time, whereas most of the time,
for practical reasons, only a few ‘‘snapshots’’ of the
microstructure are obtainable during its evolution. In
the worst case, one only has access to the ﬁnal
microstructure.
E. From the Experimentally Resolvable Defects
to the Yield Stress
The interaction of defects with dislocations is a

















































Fig. 2—Modeling the microstructure.
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should strictly be studied at the atomic level. It is most
of the time tackled with the use of MD, which allows
determination of the binding energies and pinning forces
between dislocations and each type of hardening defect
at the atomic scale. The forces can then be used as input
data in a Foreman and Makin[37] type model. The
defects are introduced as a three-dimensional (3-D)
array of obstacles to the motion of a dislocation within
its glide plane. The dislocation line shape is deﬁned by
the equilibrium between the tension line, the applied
stress, and the pinning forces. The applied stress makes
the dislocation glide and bow between the pinning
defects. The maximum stress applied gives the local yield
stress increase due to the irradiation-induced defects.
Algorithms to simulate dislocation dynamics (DD)
appeared in the 1990s (for instance, References 38
through 43). In these methods, the collective behavior of
an ensemble of dislocations is modeled by determining
the forces on each dislocation and taking into account
all the possible reactions between dislocations as well as
the other elements of the microstructure. The disloca-
tion lines are described as ﬂexible strings, sequences of
short rigid segments. The segments can have one or
more integration points for force calculations and they
can be on a network or not. The dislocations are
created, move, join, and change shape as a consequence
of applied stress and mutual interactions described using
elasticity theory.
This brief overview indicates that each step requires
its own models and we describe them in Section III
along with their main accomplishments and weaknesses.
III. SIMULATION TECHNIQUES USED
IN THE MULTISCALE MODELING SCHEMES
OF IRRADIATED MICROSTRUCTURES
A. Molecular Dynamics
1. MD and the primary damage
The most appropriate method to simulate the primary
damage is MD. This technique, originally developed in
the 1950s, is nowadays used by a great number of
scientists, particularly in materials science. MD is based
on Newton’s mechanics: the properties of a group of
atoms or particles are obtained by computing the
trajectories of each particle in time. For that purpose,
the atoms are considered as point masses and Newton’s
law ~fi ¼ mi~ai (where ~fi is the sum of the forces felt by
atom i, mi its mass, and ~ai its acceleration). Unlike ab-
initio calculations, MD codes are easy to program and
many groups use their in-house developed software.
However, many all purpose MD codes are available to
simulate molecules, for instance, or proteins. LAM-
MPS,[44] XMD,[45] and DYMOKA[46] are more materi-
als oriented. Codes such as DYMOKA, MOLDY,[47,48]
MDCASK,[49] and DLPOLY[50] provide the essential
features to simulate the primary damage. Note that the
BCA, which is widely used to determine the distribution
of implanted species and the associated defects, can also
be used to simulate displacement cascades, and we will
come back to that point in Section 2. The simulation of
the primary damage formation is initiated by giving one
atom, the PKA, a momentum corresponding to energies
varying from 1 to a few hundred keV.
In general, the MD codes only take into account
elastic collisions between atoms and do not account for
energy loss mechanisms such as electronic excitation and
ionization. It is thus necessary to ﬁrst determine the
electronic losses that can be estimated using Lindhard’s
energy partitioning theory[51,52] in order to give the
simulated PKAs the correct amount of initial kinetic
energy EMD. Typical energies encountered in ﬁssion
neutron spectra can be found in Table I of Reference 53.
The choice of the simulation box size depends upon
the energy of the PKAs. It must be large enough to
avoid the displacement cascade to interfere with itself by
periodic overlap. Before initiating the displacement
cascade, the system of particles is allowed to equilibrate,
for a few picoseconds, at the chosen temperature. The
simulations can be done in the micro-canonical ensem-
ble with PBCs as in, for instance, References 54 through
57 or at constant pressure.[48,58] At the beginning of the
collision phase, the time-step has to be carefully mon-
itored in order to keep the total energy constant. It is
usually taken to be of the order of 1017 seconds and
can be increased to 1015 seconds during the cooling of
the cascade. In metals, some common approximations
are often made such as not taking into account the
electron-phonon coupling (EPC)[48,59] and not damping
the boundary atoms to extract heat or attenuate the out-
going pressure wave. One usually agrees on the fact that
the ﬁnal simulation temperature rise scarcely inﬂuences
the defect population generated in displacement cas-
cades. Indeed, according to Phythian et al.,[59] the drift
temperature dependence of the residual defects and the
defect clustering fraction is weak. This was conﬁrmed by
Gao et al.,[60] who investigated the problem very thor-
oughly. Ion-electron energy exchange is important in
insulators for defect production and in semiconductors
for defect motion. In metals, it will probably aﬀect
energy transport and act as an energy sink, but its extent
is far from settled.[61] A coupling between the electrons
and the lattice would result in a fast distribution of the
heat from the hot cascade core to the cooler electronic
gas; however, modeling these systems properly is hard,
both because of the degree of electronic excitation and
because the Born–Oppenheimer approximation may
well fail. A simple scheme to implement EPC in MD
can be found in Reference 62 based on the models
proposed by References 63 and 64. An alternative
method can be found in Reference 65. The electronic
energy loss can be included in an MD calculation as a
friction force proportional to the velocity of the moving
atom according to the Ziegler–Biersack–Littmark for-
mula,[66] as done in References 67 through 69. Taking
into account the electronic stopping and EPC during the
simulations of ion beam mixing in bcc Fe, Bjo¨rkas
et al.[67] found that no statistically signiﬁcant diﬀerence
in the fraction of clustered defects can be observed;
however, the production of Frenkel pairs (FPs) diﬀered
by 50 pct. Their general conclusion is that with respect
to the ﬁnal damage, the EPC has very little eﬀect in the
case they investigated. The electronic stopping is more
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important there, if applied already at low energy atoms
(~1 eV).
Variability is introduced by changing the initial
distribution of the velocities (which follows a Maxwell
distribution) as well as PKA direction. The PKA
directions are chosen to be representative of an average
behavior. Stoller[58] examined the inﬂuence of the PKA
direction, and his results support the view that the 135h i
cascades should provide a reasonable representation of
average behavior in bcc Fe. We have observed similar
trends for 253h i directions.[54] Another way to investi-
gate the eﬀect of the PKA direction was proposed in
Reference 70 following the original work of Reference
71. Those authors calculated the threshold displacement
energy as a function of the PKA direction, which
allowed them to determine an average threshold energy
(used subsequently to determine the displacement per
atom (dpa)).
The primary damage formation was investigated in
many metals and alloys. Fe, because of its industrial
role, is one of the most investigated materials, and
displacement cascades were modeled in pure Fe for
more than 45 years.[13,48,58–60,71–74] Fe alloys, chosen
both because of their industrial interest but mainly
because of their interatomic potentials, have also been
intensively investigated. Because of the predominant
role of Cu in the embrittlement of the pressure vessel
steels discovered more than 40 years ago,[75–77] the ﬁrst
simulations of displacement cascades in dilute Fe alloys
were done in Fe-Cu dilute alloys.[78–80] Despite its
notorious role in steels, the inﬂuence of C in solution
was studied only recently by Calder et al.[80,81] certainly
because of the lack of reliable Fe-C potentials. Another
interstitial species of great interest, especially in the case
of materials for fusion application, is He, and its
inﬂuence on the primary damage in Fe is now the
subject of extensive work.[82–87] Phosphorous is well
known for its embrittlement properties, and Fe-P alloys
were modeled by Hurchand et al.[88] Finally, high-Cr
ferritic/martensitic steels are candidate structural mate-
rials for key components in most future nuclear options
due to their superior mechanical properties and good
radiation resistance. Fe-Cr alloys, being representative
of such steels, are now being extensively investigated
(for instance, References 80, and 89 through 93). A brief
review of the main results obtained in these alloys can be
found in Reference 94. MD investigations of the
primary damage formation have also been pursued in
other elements such as Ni,[74,95–99] Cu,[95,96,100–105]
Zr,[105–108] and Zr alloys;[109–111] W[112–114] and WC;[115]
Va,[116] Si,[117,118] and SiC;[119–125] Pu,[126–128] UO2,
[129–
131] and other oxides;[132,133] ordered alloys;[96,100,134–137]
spinels;[138] and GaN.[139] The inﬂuence of strain on the
defect production by displacement cascades in Fe was
studied by Gao et al.[140] The main aim of these
displacement cascade simulations, so far, was mostly
to characterize the primary damage in perfect crystals.
For metals, the eﬀects investigated are the inﬂuence of
the crystal structure, the point defect spatial distribu-
tions, and the formation of point defect clusters and
subcascades, whereas in oxides or semiconductors, one
of the main issues is the possible amorphization of the
crystal. Fewer works have addressed the eﬀect of pre-
existing defects or extended defects on primary damage:
the interactions of the displacement cascades with
voids,[141] He bubbles,[142] grain boundaries,[131,143–146]
interfaces,[147,148] surfaces,[149] or other cascades[150] were
also investigated. A review of the ﬁrst MD simulations
related to irradiation, with a special emphasis on the role
of surfaces, can be found in Reference 151. A compar-
ison of the primary damage state in fcc, bcc, and hcp
metals can be found in Reference 152. Another review
emphasizing the properties of extended defects as well as
their interactions with dislocation is available in Refer-
ence 153. A review of the formation of the radiation
damage production in ceramics was published recently
in Reference 154.
As an example, Figure 3 depicts the primary damage
produced by a 10 keV PKA (or, more precisely, a PKA
with energy EMD = 10 keV) in FeNi alloys of various
concentrations. The presence of the Ni changes the
morphology of the cascade as well as the number of
residual defects, showing the possible signiﬁcance of
alloying on the primary damage formation.
A certain number of ﬁndings have risen from the
almost 50 years of simulations of displacement cascades.
The ﬁrst signiﬁcant result is that the number of surviving
point defects is always found, at least for metals and
metallic alloys, to be a fraction of the number predicted
by the standard secondary displacement model by
Norgett, Robinson, and Torrens (NRT).[155] The
‘‘NRT’’ dpa is the damage measure used for engineering
applications as recommended by the ASTM.[156] In this
model, the dpa** is given by
displacement per subcascade ¼ 0:8EMD
2ED
½1
where EMD is the damage energy, i.e., the fraction of
the energy of the particle transmitted to the PKA as
kinetic energy, and ED is the displacement threshold
energy (e.g., 40 eV for Fe[157]). Another interesting re-
sult is that, again at least for metals, the evolution of
the number of point defects, nFP, as a function of
PKA energy, EMD, is given by a power law:
nFP ¼ A EMDð Þm ½2
The terms A and m are constants that are weakly
dependent on the material and temperature; A is on the
order of 5 or 6, while m is around 0.7 to 0.8.[55] For
instance, for bcc Fe, for PKA energy ranging between
0.5 and 20 keV, it was found that the number of defects
**The dpa is a standard measure of the damage. It does not measure
the amount of residual lattice defects actually created in a material, but
rather the ‘‘damage energy’’ deposited in the material by the irradi-
ating particles. This damage energy is evaluated in terms of how many
atoms could possibly be permanently displaced from their lattice sites
to stable interstitial sites. As the calculation in Eq. [1] does not take
into account possible recombinations between vacancies and intersti-
tials, the NRT dpa overestimates the number of permanently created
point defects.
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produced increases with an exponent of about 0.75.[13]
The number of defects produced at lower and higher
energies is greater than that predicted by an extrapola-
tion (Eq. [2]) as lower energy cascades are not true
cascades anymore, while larger energy PKAs induce the
formation of subcascades.[13] Also, because of the
splitting of the cascade into subcascades, it was found
that the ratio of the number of FP created to the number
of FP predicted by the NRT is constant[58] for large
energy cascades.
One caveat to add is that the crucial ingredient of MD
simulations is the interatomic potential, and the primary
damage, i.e., the amount and structure of the defects
produced, can be very sensitive to it, as shown for Fe in
Reference 54. This was conﬁrmed by other studies in
Fe[67,158–160] and in W.[114] Unfortunately, the displace-
ment (sub)cascades initiated by the PKA evolve too
quickly, and their sizes are generally too small to be
observed experimentally. The exception is the case of W,
which was investigated with the help of a ﬁeld ion
microscope.[161,162] Thus, it is almost impossible to
compare the results obtained with experimental data.
The current solution to this problem is to assess the
validity of the results obtained by using diﬀerent
interatomic potentials, as described, for instance, in
References 54, 97, 158 and 163 through 169.
2. An approximation to MD to model the primary
damage: the BCA
BCA codes such as Marlowe[17] or TRIM[14] can also
be used to simulate displacement cascades. In that case,
collision cascades in bulk materials are described as
sequences of binary encounters between which atoms
move freely along their scattering asymptotes. Individ-
ual collisions are governed by pair potentials that may
have an attractive component.[170] The BCA is several
orders of magnitude less time consuming than MD, and
it therefore allows reasonably signiﬁcant statistics in the
case of widespread statistical distributions. However,
they lack an appropriate description of the many-body
eﬀects, very important in particular for low energy
collisions. BCA calculations, however, can be tuned on
MD results, as proposed in Reference 73, so as to
produce a statistically meaningful database. This is the
approach followed in Fe to investigate the inﬂuence of
various displacement cascade features on the long-term
evolution of the primary damage[171–173] or in Reference
174 to study the amorphization of Si.
Conversely, BCA has also been used to determine the
angular and energy distributions of the PKA created by
high energetic ion beam in Si, and the data were
then used in MD simulations to follow the recoil
cascades.[175]
Fig. 3—MD modeling of the primary damage. 10 keV displacement cascades in FeNi at 600 K (327 C). Top ﬁgures: atoms replaced (i.e., which
have left their initial site); and bottom ﬁgures: residual defects. The red spheres are vacancies, the blue ones are self-interstitial atoms, and the
green ones are dumbbells.
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3. MD and the interactions of defects with dislocations
The other important contribution of MD to these
multiscale models is the characterization of the interac-
tions between the resolvable defects and the disloca-
tions. The accumulation of point defects and small point
defect clusters formed in the displacement cascades leads
to the formation of vacancy clusters, i.e., nanovoids, as
well as interstitial clusters and dislocations. These
features lead to some hardening of the materials due
to their interaction with dislocations, and MD appears
also to be one of the most appropriate tools to evaluate
these interactions.
The simplest method is to introduce the dislocation in
the box close to the defect and to minimize the total
energy of the system to obtain binding energies. This is
the approach followed in References 176 and 177 to
determine the binding energies between a dislocation
and a carbon atom in Fe or in Reference 178 to evaluate
the interaction between the nanoscale defect cluster
voids, dislocation loops, and irradiation-induced pre-
cipitates, produced in metals by irradiation in Fe or in
FeCr.[179] An alternative to this method is to use
elasticity theory, which was shown in Reference 180 to
work remarkably well even close to the dislocation core
as the binding energy between a C atom and a screw
dislocation obtained by anisotropic elasticity theory was
in agreement with molecular statics calculations for
distances larger than 1.5 A˚ from the dislocation line.
This approach is also the one followed in Reference 181
to investigate the interaction and accumulation of
glissile defect clusters near dislocations. The nudged
elastic band (NEB) method[182] can also be used in
complex systems as in the study of the interaction of
dislocation in Al[183] or the investigation of the jog
migration in screw dislocation in Cu.[184]
The inﬂuence of temperature can be obtained by
performing MD simulations as in Reference 185,
where the authors looked at the interactions between
SIAs and edge dislocation in bcc transition metals, or
in References 186 and 187 for the interactions of Cu
precipitates, vacancy clusters, SIA loops, and irradia-
tion-produced defects in Fe. The literature regarding
the interaction between dislocations and the possible
strengthening elements of the microstructure is mostly
dedicated to pure metals such as Fe, Ni, and Cu, and
various obstacles were modeled. SIAs and edge
dislocations in bcc transition metals were examined
in Reference 185; voids, stacking fault tetrahedra
(SFT), and point defects in Cu in Reference 188;
dislocations in Ni in References 189 and 190; mobile
dislocation loops in Cu and Fe in Reference 191; and
Cu-rich precipitates and irradiation-produced defects
in alpha-Fe in Reference 192. The formation of stable
sessile interstitial complexes in reactions between
glissile dislocation loops in bcc Fe was studied in
Reference 193.
The binding energies or the forces thus obtained can
then be introduced in larger scale models such as a
Foreman and Making type model[37] or DD models.
Note that introducing MD or atomic scale results in
larger scale models is not straightforward, and a step-
by-step method analyzing, from the perspective of the
continuum scale, the results of MD simulations of
dislocation-defect interactions can be found in Refer-
ence 194.
With the increase in computer power, dynamics
simulations, where a dislocation is forced to glide and
move toward a defect, can now be done[195] and was
used to study the interaction between an edge disloca-
tion and a 100h i interstitial dislocation loop[196] or a
void[168] or the interaction between a screw dislocation
and a Cu precipitate[197] in Fe, as well as the
interaction of SFT with edge and screw disloca-
tions[198,199] or the interactions between dislocations[200]
in Cu. Moving twin boundaries in hcp metals were
investigated in Reference 201, the interaction among
dislocations in Al was characterized in References 202
and 203, and screw dislocations interacting with Frank
loops in Ni were investigated in Reference 204. The
interactions of glide dislocations with weak interfaces
in Cu-Nb alloys were also investigated using this
technique.[205] Dislocation gliding in Si crystals was
also looked upon (for instance, References 206 and
207), and in the case of tungsten, the interaction of
dislocations with dislocations and point defect clusters
can be found in Reference 208. Note, however, that
some uncertainties of this approach are still to be
solved, i.e., the boundary conditions, the applied
stresses and strains, which are still much too high,
and of course the validity of the interatomic potentials
(especially in bcc structures).
Figure 4 presents the results of dynamical simulations
of the interaction of a screw dislocation with a C atom in
bcc Fe at 100 K (–173 C). In the course of these
simulations, three types of behavior were observed. The
application of a constant shear strain to the simulation
box makes the dislocation move on its gliding plane, a
{110} plane. When the dislocation arrives close to the
carbon atom, it can in some cases, here referred to as
type 1, just keep moving on its plane (Figure 4(a)). In a
second scenario, the dislocation changes slip plane; this
is a typical example of cross-slip (Figure 4(b)). In the
third type of behavior, it is the carbon atom that moves
when the dislocation is too close to it. It can jump to an
adjacent octahedral site of the same plane (Figure 4(c))
or move onto another plane (Figure 4(d)). The kind of
behavior observed depends on the local structure of the
dislocation core in the vicinity of the C atom, the
inﬂuence of which can be felt only for short interaction
distances.
A review of the theory and computation of ideal
strength, dislocation activation processes, and brittle
fracture from the atomic perspective can be found in
Reference 209; a review of a number of dislocation-
obstacle interactions studied at the atomistic level in
irradiated metals is available in Reference 210, whereas
a more general review on dislocation in solids, which
tackles this problem, was published very recently.[211]
B. KMC and MFRT: Evolution of the Primary Damage
The accumulation of point defects and small point
defect clusters formed in the displacement cascades leads
to the formation of vacancy clusters, i.e., nanovoids as
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0.46 % 0.82 % 0.92 % 1.06 % 
(a) 
0.46 % 0.666 % 0.67 % 0.77 % 
(b) 
0.12 % 0.17 % 0.29 % 0.38 % 
(c) 
0.12 % 0.36 % 0.36 % 0.43 % 
(d) 
Fig. 4—Motion of a screw dislocation in the presence of a carbon atom (black circle) at (a) and (b) 100 K (173 C) and (c) and (d) 300 K
(27 C) in bcc Fe. The dislocation core is underlined using Vitek’s diﬀerential displacement method.[345] In this scheme, the arrow length is pro-
portional to the displacement diﬀerence. The longest arrow corresponds to b/3, and arrows shorter than b/20 are omitted for clarity. The trajec-
tory of the dislocation core is represented by the gray dots. The diﬀerent circle colors indicate on which {111} plane the atoms lie: (a) type 1
behavior, (b) type 2 behavior, and (c) and (d) type 3 behavior. The text provides additional details.
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well as interstitial clusters, dislocation loops, and in fcc
metals SFT. Because the formation of these experimen-
tally resolvable features involves diﬀusion, one cannot
use MD, despite the increase in computer power. The
techniques commonly used at the moment are based on
the chemical reaction rate theory (alternatively, transi-
tion state theory) and typically employ either the KMC
or MFRT. MFRT methods[212–219] are analytical meth-
ods in which a set of N coupled diﬀerential equations of
balance is solved. They are known as mean-ﬁeld
techniques as only defect concentrations are taken into
account and spatial inhomogeneities are not treated. For
the evolution of the concentration of single vacancy cV,
the equation is of the form
dcV
dt
¼ KV  k2VDVcV  acIcV ½3
The ﬁrst term on the right-hand side corresponds to
the production rate of the monovacancies, the second
term concerns the disappearance of the vacancies at
sinks, and the third one characterizes the recombination
of the vacancies with SIAs. KV is the production rate of
monovacancies, DV is the diﬀusion coeﬃcient of the
monovacancy, kV
2 is the sink strength, and cI is the
concentration of SIAs. Similar equations have to be
solved for each cluster size and type. The advantage is
that, without having to take the volume into account,
the computing time is really short. A thorough descrip-
tion of MFRT can be found in Reference 52.
The KMC methods are MC methods, which can be
classiﬁed as rejection free in contrast with the more
classical MC methods based on the Metropolis algo-
rithm.[220] The KMC methods provide a solution to the
Master equation, which describes a physical system
whose evolution is governed by a known set of transi-
tion rates between possible states.[221] The solution
proceeds by choosing randomly among the various
possible transitions and accepting them on the basis of
probabilities that depend directly on the corresponding
transition rates.[221] KMC methods have the advantage
of going beyond the mean ﬁeld approximation by
explicitly accounting for spatial correlations between
the elements of the physical system and the overall
geometry of the system. Spatial correlations are a
signiﬁcant feature of the primary damage, as demon-
strated by the diﬀerence in damage between an electron
irradiation and a neutron irradiation. In Reference 173,
spatial correlations were shown to strongly inﬂuence the
cluster size distributions in the long term. KMC
methods can be applied to study the evolution of
systems of mobile species, such as atoms in atomistic
KMC[27–31,33–36,222] or larger defects, formed, for in-
stance, under irradiation in so-called coarser-grained
KMC models.[22–26,223] Many coarse-grained KMC
models were formulated to describe the long-term
evolution of the primary damage produced by irradia-
tion. In OKMC models,[23,24,224] defect migration jumps
are explicitly treated and reactions occur when two
defects (mobile objects) meet each other, or meet traps
or sinks. EKMC models[25,26] do not treat individual
migration jumps explicitly, and only reactions (events)
between objects drive the evolution of the system.
Contrarily to ab-initio or MD codes, no commercial
or public codes are openly available, and each group
develops the software needed for its own purpose. Many
of the KMC techniques are based on the residence time
algorithm (RTA) derived 50 years ago by Young and
Elcock[225] to model the diﬀusion of a vacancy in
ordered alloys. Its basics are the following: for a system
in a given state, instead of making a number of
unsuccessful attempts to perform a transition to reach
another state, as in the case of the Metropolis algo-
rithm,[220] one computes the average time the system
remains in its state. One then performs one of the
possible transitions according to its weight and deter-
mines the time it took for this transition to take place.
According to standard transition state theory (see for
instance Reference 226), the frequency Cx of a thermally
activated event x such as a vacancy jump in an alloy
(AKMC) or the jump of a void (OKMC) can be
expressed as




where mX is the attempt frequency, kB is Boltzmann’s
constant, T is the absolute temperature, and Ea is the
activation energy of the jump. During the course of
the simulation, the probabilities of all the possible
transitions are calculated and one of them is chosen,
at each time-step, by extracting a random number,
according to its probability. The associated time-step
length dt and average time-step length Dt is given by





where r is a random number between 0 and 1.
The RTA is also known as the Bortz, Kalos, Lebowitz
(BKL) algorithm.[227] Other techniques are possible (for
instance, Reference 228, where a thorough review can be
found on the recent mathematical and algorithmic
developments of AKMC with, in particular, some
emphasis on the coupling with coarse-grained KMC).
In the EKMC scheme, in contrast to the RTA, where all
rates are lumped into one total rate to obtain the time
increment, the time delays of all possible events are
calculated separately and sorted by increasing order in a
list. The event corresponding to the shortest delay, ss, is
processed ﬁrst, and the remaining list of delay times for
other events is modiﬁed accordingly by eliminating the
delay time associated with the particle that just disap-
peared, adding delay times for a new mobile object, etc.
The determination of the jump frequencies includes
the physical input parameters of the models, and
diﬀerent strategies can be adopted to derive them. The
diﬀerent parameters can be obtained from experimental
data; i.e., the mobilities can be obtained from diﬀusion
coeﬃcients, or from lower scale simulations (ab-initio or
MD simulations), or from theory: the attempt frequen-
cies, for instance, can be calculated based on the
Vineyard theory.[229] They can also be adjusted so as
to reproduce model experiments.
In KMC techniques, the simulation of an irradiation
is treated as the occurrence of external events, which
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depend upon the kind of irradiation that is simulated.
All external events are characterized by occurrence
probabilities Pirrad., corresponding to the production
rate: Pirrad. = (number of external events/cm
3/
s) 9 (simulation box volume). The production rate can
be determined from the ﬂux of impinging particles. In
the case of neutron and ion irradiations, the impinging
neutron ﬂux is transformed into a production rate
(number per unit time and volume) of randomly
distributed displacement cascades of diﬀerent energies
(5, 10, 20, etc. keV), as well as residual FPs. New
cascade debris are injected randomly in the simulation
box, at the corresponding rate. In order to introduce
more variability, the system of coordinates, to which the
cascade debris is originally referred to, can be each time
randomly permuted relative to the simulation box
coordinates. In the case of electron irradiation simula-
tions, FPs are introduced randomly in the simulation
box according to a certain dose rate, assuming that each
electron is responsible for the formation of only one FP,
a valid approximation for electrons with energies close
to 1 MeV (much lower energy electrons may not
produce any FP, whereas higher energy ones may
produce small displacement cascades with the formation
of several vacancies and SIAs).
In MFRT, the irradiation is introduced in the source
term, i.e., the ﬁrst item in the right-hand side of Eq. [1].
As no spatial correlation is explicitly considered in these
techniques, the source term has to take into account
intracascade agglomeration and recombination. The
amount of agglomeration, and thus the source term
for MFRT, can be obtained by annealing the cascade
debris using, for instance, OKMC.
In addition, at the mesoscopic scale, phase-ﬁeld
methods start to be of use in radiation damage modeling
to investigate the evolution of the nanoscale features
formed under irradiation. Phase-ﬁeld models were used
for more than 50 years since the work of Cahn and
Hilliard.[230] An introduction to the method can be
found in Reference 231, a review on microstructure
modeling is available in Reference 232, a more general
review about its use in materials science is published in
Reference 233, but to our knowledge, this method was
applied to radiation damage only very recently. A recent
application of these methods to simulate void formation
can be found in Reference 234.
1. AKMC
AKMC is a versatile method, which can be used to
simulate the evolution of a complex microstructure at
the atomic scale, dealing with elementary atomic mech-
anisms. It was developed to investigate diﬀusion events
via the motion of a single vacancy[225] and the introduc-
tion of heterointerstitials or self-interstitials in the
models is yet under development. A very extensive
description of the AKMC algorithm can be found in
Reference 235, the theoretical basis for AKMC simula-
tions in terms of the theory of Poisson processes in
Reference 221, and another presentation of the ‘‘lattice
kinetic descriptions’’ including KMC and mean-ﬁeld
approaches in Reference 236. We brieﬂy review here the
AKMC studies applied so far to the diﬀusion of point
defects on dilute alloys; a more precise description can
be found in Reference 237. In the case of diﬀusion, the
elementary mechanisms leading to possible state
changes are the point defect jumps or the heterointer-
stitial jumps if any. Typically, vacancies and SIAs can
jump from one lattice site to another lattice site (in
general, ﬁrst nearest neighbor sites). If foreign intersti-
tial atoms such as C atoms or He atoms are included in
the model as in References 238 and 239, they lie on an
interstitial sublattice and jump on this sublattice.
AKMC was used extensively to study Cu precipita-
tion in a-Fe under irradiation as well as under thermal
aging,[27–29,32–34,240] and a review article of AKMC
simulations of aging in the FeCu system can be found
in Reference 241. The Fe-Al system, typical example of
superalloys, was studied by Athenes and co-work-
ers,[242–244] who reported the simultaneous occurrence
of phase separation and ordering in a two-phase A2/B2
domain. Diﬀerent phase separation or patterning con-
ditions and regimes under irradiation were studied and
modeled using the techniques by Bellon et al.[245–248]
Fe-Cr alloys representative of high-Cr ferritic/mar-
tensitic steels are also extensively investigated.[249–251]
More complexity in the chemistry of Fe alloys was
introduced by taking into account solute elements (Cu,
Ni, Mn, and Si)[35,252] to model dilute multicomponent
Fe alloys more representative of the composition of the
pressure vessel steels. The C was introduced in the
models[253] to study the hardening of high-strength steels
by NbC precipitation and to investigate the heteroge-
neous precipitation of NbC on dislocations[239] and
grain boundaries.[238] SIAs, which are introduced in a
large amount during irradiation, have also been taken
into account, ﬁrst in a generic A-B alloy[222,254] and then
in dilute Fe-Cu-Mn-Ni alloys.[255] Apart from the Fe
alloys, some ternary alloys of industrial interest have
also been modeled using this technique. Pareige and
co-workers investigated ordering and phase separation
in NiCrAl alloys, which are model systems of Ni-based
superalloys used in the aerospace industry.[30] In Al
alloys, the introduction of transition elements such as
Mn, Zr, or Sc leads to the formation of ordered
precipitates, which increase the tensile strength and
inhibit recrystallization, and Clouet et al. investi-
gated the formation of L12 precipitates in Al-Zr-Sc
alloys[36,256,257] by means of a pair bond AKMC model.
The behavior of He in Fe has also been investigated
using this technique: the nucleation of He bubbles in bcc
Fe was modeled by Deo et al.,[258] and He-bubble
migration in bcc Fe by Morishita et al.[259]
Figure 5 represents the microstructure of an Fe alloy
containing 1.12 pct at. Mn and 0.73 pct at Ni at
9.3 9 103 dpa after being neutron irradiated at 573 K
(300 C) under a rate of 5.8 9 105 dpaÆs1. The for-
mation of Mn-rich precipitates decorated by Ni atoms is
observed. A fair amount of point defect clusters is also
observed.
AKMC can also be used to revisit and sometimes
reinterpret experiments as presented in Reference 260,
where we propose a diﬀerent interpretation of isochro-
nal experiments of dilute FeCu alloys. Despite the fact
that the algorithm is fairly simple, the method is most of
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the time nontrivial to implement in the case of realistic
materials (as opposed to AB alloys, for instance). Most
of the diﬃculties are related to:
(1) The determination of the total energy of the sys-
tem, i.e., the construction of the cohesive model.
Methods based on the cluster expansion method or
interatomic potentials are often used for that pur-
pose. As the validity of the AKMC results is
strongly dependent on the quality of the energetic
model used, the models have to be adjusted and
checked on ab-initio data as well as on simple
experiments performed on model alloys.
(2) The knowledge of all the possible events and the
rates at which they occur, i.e., in the case of diffu-
sion, the possible migration paths as well as their
energies. Fast techniques to find saddle points on
the fly such as the dimer method,[261] the NEB meth-
od,[182] or the eigen-vector following methods[262]
can be implemented as long as a reliable description
of the cohesive energy of the system is available for
all the possible configurations. Advanced methods
were devised in the last 10 years where the possible
transitions are found in some systematic way from
the atomic forces rather than simply by assuming
the transition mechanism a priori.[263–267]
Another simulation method quite similar to AKMC,
is called the self-consistent mean ﬁeld (SCMF) method.
It is mainly used to study radiation induced segregation
(RIS) and ﬂux coupling between point defects and solute
species. SCMF can be considered as a one-dimensional
(1-D) AKMC simulation and allows derivation of
transport coeﬃcients for dilute and concentrated alloys
by vacancies, and recently self-interstitials.[268–270] It was
applied to study RIS in austenitic alloys.[271]
2. OKMC
The OKMC method, which is a coarse-grained KMC,
is also based on the RTA, and the intrinsic diﬃculties
are to introduce in the model all of the possible events of
which can take place with their appropriate rates. In the
case of the long-term evolution of radiation damage, the
objects are the intrinsic defects (vacancies and self-
interstitials) or impurities, and their clusters, which are
located at known (and traced) positions in a simulation
volume. The events are all the possible actions that these
objects can perform and the reactions that they may
undergo, such as (a) migration, (b) dissociation (emis-
sion of a smaller defect from a larger one), (c)
aggregation of like defects or of defects and impurities,
and (d) annihilation between opposite defects (self-
interstitials and vacancies).
The probability for a migration event is given by the
corresponding jump frequency, expressed as a thermally
activated process, following the Arrhenius dependence,
in a manner similar to Eq. [4]. The model also includes
nonthermally activated events, such as the annihilation
of a defect after encountering either a defect of opposite
nature (i.e., a SIA encountering a vacancy) or a sink, as
well as aggregation, either by adding a point defect to a
cluster or by forming a complex. These events occur
only on the basis of geometrical considerations (overlap
of reaction volumes) and do not participate in deﬁning
the progressing of time. Trapping and annihilation of
defects with opposite defects or at sinks, as well as
aggregation into larger clusters, take place spontane-
ously whenever the involved objects come to a mutual
distance smaller than a reaction distance, which is equal
to the sum of the capture radii associated to each of the
two objects. Besides the fact that one has to try to
introduce all the appropriate reactions in the model, the
parameterization of these reactions is another very
diﬃcult task. To each possible motion corresponds a
migration energy and an attempt frequency. One thus
needs to know the migration energies (and attempt
frequencies) of all the possible objects that the user
believes can form and move in the course of the
simulation. Because of the Arrhenius dependence of
Eq. [4], eﬀorts are usually concentrated on the determi-
nation of the migration energies, i.e., the migration
barrier the moving species have to go over, and the
attempt frequencies are taken to be a constant of the
order of the Debye frequency. The same reasoning is
applied to the dissociation events, and eﬀorts are then
concentrated on the binding energies. The parameteri-
zation can be done with the help of ab-initio calcula-
tions[272,273] for small object sizes, with MD for larger
cluster sizes or the help of well-deﬁned experiments such
as isochronal annealing experiments following simple
irradiations such as He implantation desorption[274] or
electron irradiation.[275]
At the moment, the coarse-grained KMC methods
have been mostly used to investigate the annealing of the
primary damage, as in References 276 or 24, or the eﬀect
of temperature change in the damage accumulation,[277]
Fig. 5—Microstructure of an Fe alloy containing 1.12 at. pct Mn
and 0.73 at. pct Ni at 9.3 9 103 dpa after being neutron irradiated
at 573 K (300 C) under a rate of 5.8 9 105 dpaÆs1. Only noniso-
lated point defects and solute atoms are shown. The gray, blue, and
white spheres represent, respectively, Mn, Ni, and interstitial atoms.
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but its strongest contribution in the ﬁeld seems to be the
study of parameters or assumptions such as the motion,
3-D vs 1-D motion, mobility of the SIA clusters,[159,278–
280] or to corroborate theoretical assumptions such as
the analytical description of the sink strength.[281] They
were used also to model as well as re-examine simple
experiments such as He desorption in W[272] or in Fe[273]
as well as the inﬂuence of C in isochronal annealing
experiments.
Figure 6 represents the evolution of the total number
of defects in an OKMC simulation of below threshold
energy He implantation in W performed by Soltan
et al.[274] The OKMC simulation, as the experiments,
consists of two parts: the implantation sequence fol-
lowed by isochronal annealing. 13 appm of 400 eV He
were implanted at 5 K (–268 C) in thin ﬁlms of W of
dimensions 399 9 400 9 1001 in lattice units. Periodic
boundary conditions (PBCs) were applied in two of the
three directions, simulating a thin foil of tungsten, 63-
nm thick. The experimental implantation rate was
1015 s1 m2,[282] which corresponds to the introduction
of 16 He per second in the simulation box. Two sets of
implantations were done. One was obtained by intro-
ducing a spatially random ﬂux of He atoms (curves
labeled ‘‘random He’’ in Figure 6), while for the second
set, the He distribution was done according to distribu-
tion provided by the BCA code, Marlowe (curves
labeled ‘‘Marlowe cascades’’ in Figure 6). The param-
eterization was based on an extensive set of ab-initio
calculations. The agreement between the experimental
results and the OKMC data is very good, provided that
the implantation is correctly modeled.[283]
3. Mean ﬁeld rate theory
The MFRT models were used for more than 40 years
in the ﬁeld of radiation damage,[212–219,284,285] and all
their accomplishments cannot be summarized in one
paragraph. The MFRT was used to model irradiation-
induced microstructures and, in particular, swelling of
materials under irradiation (e.g., the production bias
model[286,287]). Let’s just underline that the MFRT
theory and coarse-grained (OKMC and EKMC) KMC
methods ignore partially or totally the crystal lattice and
rely on the same set of parameters: point defect
diﬀusivity coeﬃcients; binding energies of point defect
with clusters and capture radii, which can be obtained
from ab-initio calculations and MD simulations or
speciﬁc experiments such as isochronal annealing fol-
lowing electron irradiation experiments as in Reference
288 or He desorption experiments.[289,290] These tech-
niques are thus complementary. They are also potential
benchmarks of each others. This is the reason why a
certain number of studies were published that compare
the techniques on a speciﬁc (and generally simple) case.
A direct comparison of MFRT and OKMC simulations
was made in the domain of point defect cluster dynamics
modeling, which is relevant to the evolution (both
nucleation and growth) of radiation-induced defect
structures and showed that the agreement between the
two methods is best for irradiation conditions that
produce a high density of defects (lower temperature
and higher displacement rate) and for materials that
have a relatively high density of ﬁxed sinks such as
dislocation.[20] Resistivity recovery simulations of elec-
tron-irradiated Fe study done using both EKMC and
MFRT can be found in Reference 291. EKMC, OKMC,
and MFRT simulations of thin foil irradiation were
compared in Reference 292. In addition, OKMC can be
used to determine the value of the sink strength used in
MFRT. In most cases, analytical expressions for sink
strengths can be derived,[293] but for complex objects or
complex diﬀusion mechanisms such as 1-D or two-
dimensional motion, such expressions are more diﬃcult
to obtain, whereas they are natural outputs of OKMC
simulations.[281,294,295]
One advantage of the MFRT approach is that there
are essentially no limits to the density or size of the
clusters when calculating their evolution, providing the
opportunity to compare with a broad range of exper-
imental observations. However, the spatial and tempo-
ral correlations in defect production are not accounted
for, which may in some cases lead to a loss of speciﬁc
information. Furthermore, to reach the typical size of
dislocation loops or voids, which are observed experi-
mentally, for instance, by transmission electron micro-
scopy, the number of diﬀerential equations is very large.
Grouping procedures or other approximate numerical
schemes such as the Fokker–Planck formalism, which
allows replacement of the N equations with a continu-
ous variable x for large values of N,[296–301] thus have to
be used. This becomes necessary when one wishes to
take into account explicitly the chemistry of the mate-
rials, as is, for instance, the case for Cu atoms in ferritic
steels, or if one wants to introduce a gas atom such as
He for fusion or gamma heating modeling. In these
cases, a much larger number of equations have to be
integrated.[18,285]
Many of the models described previously call for the
knowledge of the mechanisms taking place at the
atomistic level. In this context, ab-initio calculations
appear now to be unavoidable, as underlined in the
previous paragraphs. We thus now devote a small
section to these techniques.
Fig. 6—OKMC modeling of He desorption in W. 13 ppm of 400 eV
He atoms were introduced either completely at random in the
399 9 401 9 1001 (in lattice units) simulation box or according to
the distribution proﬁle determined using Marlowe. The experimental
results are from Ref. 274.
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IV. STATUS/ROLE OF AB-INITIO
CALCULATIONS IN THE MULTISCALE
MODELING FRAMEWORK
Ab-initio calculations are techniques used to obtain
atomic and molecular structures directly from the ﬁrst
principles of quantum mechanics, i.e., without using
quantities derived from experiment as parameters. They
require a large amount of numerical computation as the
amount of computing time increases rapidly as the size
of the supercell, i.e., the number of atoms or molecules,
increases. The common objective of all the ab-initio
techniques is to solve for the Hamiltonian of a system
containing Na atoms and Ne electrons. This is a many-
body problem, which can only be solved with a certain
number of approximations. In the ﬁeld of materials
science, ab-initio calculations are based on the density
functional theory (DFT), which states that the ground
state energy of a many-electron system can be expressed
as a unique function of the electron density. The DFT
has its conceptual roots in the Thomas–Fermi model,
but it was put on a ﬁrm theoretical footing by
Hohenberg and Kohn[302] and Kohn and Sham[303] in
the mid 1960s. Many DFT codes are now available,
which diﬀer as follows:
(1) The local basis sets, which are used to pave the
space. In metals, plane waves, because of their sim-
plicity, are very often used, but localized orbitals
are also found in some codes.
(2) The number of electrons that are explicitly taken
into account. To simulate large systems, one usu-
ally considers that the core electrons are frozen.
These kinds of simulations are less computation-
ally demanding than the so-called ‘‘all electron’’
methods such as the linearized augmented plane
wave method. In the former case, the inner core
electrons are modeled using pseudo-potentials[304–
309] or more sophisticated techniques such as the
projector augmented wave.[310,311]
(3) The method to reach the ground state.
(4) The method to perform MD: one can use the clas-
sical Born–Oppenheimer approximation wherein
the nuclear degrees of freedom are propagated
using ionic forces, which are calculated at each
iteration by approximately solving the electronic
problem with conventional matrix diagonalization
methods, or the Car–Parrinello[312] approach,
which explicitly introduces the electronic degrees
of freedom as (ﬁctitious) dynamical variables, writ-
ing an extended Lagrangian for the system, which
leads to a system of coupled equations of motion
for both ions and electrons. Because of the com-
plexity of the problem, writing an ab-initio code is
not a simple task, and most people turn to codes
developed by groups, such as VASP,[313]
WIEN2k,[314] CASTEP,[315] SIESTA,[316] PLA-
TO,[317] ELK,[318] ABINIT,[319] EXPRESSO,[320]
CPMD,[321] and CRYSTAL.[322]
Ab-initio calculations were used to determine, for
instance, the properties of point defects and their
clusters in Fe,[323,324] which led to the construction of
improved interatomic potentials for this metal.[325,326] It
also has proven to be very useful to investigate the
behavior of foreign interstitial atoms such as C, N, H,
and He in Fe[327–332] as well as He atoms in tung-
sten[333,334] and other bcc metals.[335] A key property of
the dislocations, which plays a role in their mobility, is
their core structure. Experimentally, the observation of
the core structure even with high resolution microscopy
is diﬃcult except for materials where the dislocation
core is dissociated, i.e., low stacking fault energy
materials. In this case also, ab-initio calculations are
very relevant, as they indicate, for instance, that in the
case of bcc materials, such as Fe, the core of the screw
dislocation is compact[336,337] rather than degenerate as
predicted by most interatomic potentials. The behavior
of solute atoms such as Cu,[338] P,[339–341] Ni, Mn, and
Si[342] has also been investigated, and the results
obtained indicate, for instance, that Mn[342] or Cr[341]
can bind to the SIAs and form mixed dumbbells, which
implies that for these elements solute transport can take
place via the motion of these mixed dumbbells. If this
means of diﬀusion will not contribute to diﬀusion in
structural materials most of the time, in the case of
radiation damage, it can have a signiﬁcant inﬂuence on
the redistribution of the solute atoms in the matrix.
In the speciﬁc ﬁeld of radiation damage, it is now
possible to use ab-initio calculations and, more specif-
ically, ab-initio MD simulations to determine threshold
displacement energies. This was recently done in cova-
lent materials SiC[343] and Si,[344] and good agreement
was obtained between the experimental data available
and the calculated ones.
Note that ab-initio calculations, as all numerical
methods, have limitations and uncertainties, which must
be kept in mind. Furthermore, they rely on some
approximations. The ﬁrst one is the Born–Oppenheimer
approximation, which consists of decoupling the motion
of the nuclei from that of the electrons. This approx-
imation relies on the fact that the mass of the nuclei is
more than three orders of magnitude larger than that of
the electrons. As a result, the electrons are almost
instantaneously in the ground state corresponding to the
positions of the nuclei. Note that under some circum-
stances this approximation can be a little too crude for
accurate calculations. For instance, the zero point
motion of light nuclei such as hydrogen and lithium
can have substantial eﬀects on the ground state of some
materials. Regarding the choice of a functional for
exchange correlation, it must not be forgotten that the
‘‘A’’ in the acronyms GGA or LDA stands for approx-
imation (GGA stands for generalized gradient approx-
imation, and LDA stands for localized density
approximation). The choice of the functional can lead
to very diﬀerent results as is well known for Fe for which
the LDA predicts that its stable structure at low
temperature is fcc and nonmagnetic in complete dis-
agreement with the experimental facts. The reason
behind this failing is that LDA underestimates the
lattice constants, in general, which for Fe is a problem as
there is a strong dependence of the magnetic moment on
the lattice parameter. This issue can be solved by the use
of GGA instead of LDA.
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Figure 7 shows the electronic density deformation
map for two carbon atoms (gray spheres) close to one
vacancy obtained using the VASP code.[328] The signif-
icant feature in this map is the occurrence of a covalent
bond between the two carbon atoms. This covalent
bonding is diﬃcult to model with the typical many-body
interatomic potentials, which most of the time do not
take into account the angular contribution to the
total energy and thus fail to correctly reproduce this
interaction.
V. CONCLUSIONS
We have presented a rapid tour of the multiscale
modeling schemes applied to understand and model
metallic alloy microstructure evolution under irradia-
tion. The task is immense and requires contributions
from diﬀerent techniques, as was shown here as well as
from many diﬀerent groups, as is proven by the
collaborations promoted by the big international pro-
jects such as PERFECT, PERFORM-60, and GET-
MAT. The other mandatory ingredient in this task is the
link with experiments and, in particular, the need for
simple experiments that can help assess the validity of
the models.
ACKNOWLEDGMENTS
This work was supported by the European Commis-
sion in the framework of the PERFECT IP, under
Contract No. FI6O-CT-2003-5088-40, as well as by
Grant Agreement No. 212175 (GetMat project) and
Grant Agreement No. 232612 (PERFORM60 project)
in FP7/2007-2011. This work was also supported by
CEA under the collaborative Contract No. V 3542.001
on fusion engineering issues, as well as CNRS under
the programme interdisciplinaire e´nergie CHETEX.
REFERENCES
1. C.S. Becquart: Nucl. Inst. Meth. Phys. Res. B, 2005, vol. 228,
pp. 111–21.
2. http://nuklear-server.ka.fzk.de/getmat/.
3. S.L. Dudarev, J.-L. Boutard, R. La¨sser, M.J. Caturla, P.M.
Derlet, M. Fivel, C.-C. Fu, M.Y. Lavrentiev, L. Malerba, M.
Mrovec, D. Nguyen-Manh, K. Nordlund, M. Perlado, R.
Scha¨ublin, H. Van Swygenhoven, D. Terentyev, J. Wallenius, D.
Weygand, and F. Willaime: J. Nucl. Mater., 2009, vols. 386–388,
pp. 1–7.
4. B.D. Wirth, G.R. Odette, J. Marian, L. Ventelon, J.A. Young,
and L.A. Zepeda-Ruiz: J. Nucl. Mater., 2004, vols. 329–333,
pp. 103–11.
5. L.R. Greenwood and R.K. Smither: ‘‘SPECTER: Neutron
Damage Calculations for Materials Irradiations,’’ ANL/FPP-
TM-197 Report, Argonne NL, Jan. 1985; code available at:
http://www.nea.fr/abs/html/psr-0263.html; also L.R. Green-
wood, J. Nucl. Mater., 1994, vol. 216, pp. 29–44.
6. http://t2.lanl.gov/data/nuclides/endfv.html.
7. http://www.nea.fr/.
8. L. Lune´ville, D. Simeone, and C. Jouanne: Nucl. Inst. Meth.
Phys. Res. B, 2006, vol. 250, pp. 71–75.
9. L. Lune´ville, D. Simeone, and C. Jouanne: J. Nucl. Mater., 2006,
vol. 353, pp. 89–100.
10. V. MacLane: ENDF102, Data Formats for the Evaluated Nu-
clear Data File ENDF6, Cross Section Evaluation Working
Group, BNLNCS4494502-04Rev, 2001.
11. The JEFF3.0 Nuclear Data Library: JEFF Report 19, NEA,
OCDE, 2000.
12. L. Luneville, D. Simeone, G. Baldinozzi, D. Gosset, and Y.
Serruys: Mater. Res. Soc. Symp. Proc., in press.
13. R.E. Stoller and A.F. Calder: J. Nucl. Mater., 2000,
vols. 283–287, pp. 746–52.
14. http://www.SRIM.org.
15. S. Jumel, C. Domain, J. Ruste, J. Van Duysen, C. Becquart, A.
Legris, P. Pareige, A. Barbu, and V. Pontikis: J. Phys. IV, 2000,
vol. 10, pp. 191–96.
16. S. Jumel and J.-C. Van Duysen: J. Nucl. Mater., 2004, vol. 328,
pp. 151–64.
17. M.T. Robinson: Phys. Rev. B, 1989, vol. 40, pp. 10717–26.
18. G. Adjanor, S. Bugat, C. Domain, and A. Barbu: J. Nucl. Mater.,
2010, vol. 406, pp. 175–86.
19. J.B. Gibson, A.N. Goland, M. Milgram, and G.H. Vineyard:
Phys. Rev., 1960, vol. 120, pp. 1229–53.
20. R.E. Stoller, S.I. Golubov, C. Domain, and C.S. Becquart:
J. Nucl. Mater., 2008, vol. 382, pp. 77–90.
21. C.S. Becquart, A. Barbu, J.L. Bocquet, M.J. Caturla, C. Domain,
C.-C. Fu, S.I. Golubov, M. Hou, L. Malerba, C.J. Ortiz,
A. Souidi, and R.E. Stoller: J. Nucl. Mater., 2010, vol. 406,
pp. 39–54.
22. M.D. Johnson, M.-J. Caturla, and T. Diaz de la Rubia: J. Appl.
Phys., 1998, vol. 84, pp. 1963–67.
23. N. Soneda, S. Ishino, A. Takahashi, and K. Dohi: J. Nucl.
Mater., 2003, vol. 323, pp. 169–80.
24. C. Domain, C.S. Becquart, and L. Malerba: J. Nucl. Mater.,
2004, vol. 335, pp. 121–45.
25. J.M. Lanore: Rad. Eﬀects, 1974, vol. 22, pp. 153–62.
26. J. Dalla Torre, J.-L. Bocquet, N.V. Doan, E. Adam, and A.
Barbu: Phil. Mag., 2005, vol. 85, pp. 549–58.
27. F. Soisson, A. Barbu, and G. Martin: Acta Mater., 1996, vol. 44,
pp. 3789–3800.
28. B.D. Wirth and G.R. Odette:Mater. Res. Soc. Symp. Proc., 1998,
vol. 481, pp. 151–56.
29. C. Domain, C.S. Becquart, and J.C. Van Duysen: Mater. Res.
Soc. Symp. Proc., 1999, vol. 538, pp. 217–22.
Fig. 7—Ab-initio insight into materials interactions: electronic den-
sity deformation map for two carbon atoms (gray spheres) close to
one vacancy in bcc Fe (dark blue spheres). The ‘‘+’’ signs indicate
regions where the electronic density has increased, while the ‘‘–’’
signs indicate regions where the electronic density has decreased. The
units are electron volts per cubic angstro¨ms.
METALLURGICAL AND MATERIALS TRANSACTIONS A VOLUME 42A, APRIL 2011—865
30. C. Pareige, F. Soisson, G. Martin, and D. Blavette: Acta Mater.,
1999, vol. 47, pp. 1889–99.
31. C. Domain, C.S. Becquart, and J.C. Van Duysen: Mater. Res.
Soc. Symp. Proc., 2001, vol. 650, pp. R3–R25.
32. B.D. Wirth and G.R. Odette:Mater. Res. Soc. Symp. Proc., 1999,
vol. 540, pp. 637–42.
33. Y. Le Bouar and F. Soisson: Phys. Rev. B, 2002, vol. 65,
p. 094103.
34. P. Schmauder and P. Binkele: Comput. Mater. Sci., 2002, vol. 24,
pp. 42–53.
35. E. Vincent, C.S. Becquart, and C. Domain: J. Nucl. Mater., 2006,
vol. 351, pp. 88–99.
36. E. Clouet, C. Hin, D. Gendt, M. Nastar, and F. Soisson: Adv.
Eng. Mater., 2006, vol. 8, pp. 1210–14.
37. A.J.E. Foreman and M.J. Makin: Phil. Mag., 1964, vol. 14,
pp. 911–24.
38. B. Devincre and M. Condat: Acta Metall. Mater., 1992, vol. 40,
pp. 2629–37.
39. S.G. Roberts, M. Ellis, and P.B. Hirsch:Mater. Sci. Eng. A, 1993,
vol. 164, pp. 135–40.
40. H.M. Zbib, T.D. de la Rubia, M. Rhee, and J.P. Hirth: J. Nucl.
Mater., 2000, vol. 276, pp. 154–65.
41. G. Monnet, B. Devincre, and L.P. Kubin: Acta Mater., 2004,
vol. 52, pp. 4317–28.
42. G. Monnet, C. Domain, S. Queyreau, S. Naamane, and B.
Devincre: J. Nucl. Mater., 2009, vol. 394, pp. 174–81.
43. V. Bulatov and W. Cai: Computer Simulations of Dislocations,
Oxford University Press, Oxford, United Kingdom, 2006.
44. http://lammps.sandia.gov/.
45. http://xmd.sourceforge.net/.
46. C.S. Becquart, K.M. Decker, C. Domain, J. Ruste, Y. Souﬀez,
J.C. Turbatte, and J.C. Van Duysen: Rad. Eﬀ. Def. Sol., 1997,
vol. 142, pp. 9–21.
47. M.W. Finnis: ‘‘MOLDY6-A Molecular Dynamics Program for
Simulation of Pure Metals,’’ Report No. AERE R-13182, UK
AEA Harwell Laboratory, UK, 1988.
48. A.F. Calder and D.J. Bacon: J. Nucl. Mater., 1993, vol. 207,
pp. 25–45.
49. N. Soneda and T. Diaz de la Rubia: Phil. Mag. A, 1998, vol. 78,
pp. 995–1019.
50. http://www.cse.scitech.ac.uk/ccg/software/DL_POLY/.
51. J. Lindhard and M. Scharﬀ: Phys. Rev., 1961, vol. 124, pp. 128–
30.
52. G. Was: Fundamentals of Radiation Materials Science, Springer,
New York, NY, 2007.
53. R.E. Stoller and L.R. Greenwood: J. Nucl. Mater., 1999,
vols. 271–272, pp. 57–62.
54. C.S. Becquart, C. Domain, A. Legris, and J.C. van Duysen: J.
Nucl. Mater., 2000, vol. 280, pp. 73–85.
55. D.J. Bacon, A.F. Calder, F. Gao, V.G. Kapinos, and S.J.
Wooding: Nucl. Inst. Meth. Phys. Res. B., 1995, vol. 102, pp. 37–
46.
56. D.J. Bacon, A.F. Calder, and F. Gao: J. Nucl. Mater., 1997,
vol. 251, pp. 1–12.
57. R. Vascon and N.V. Doan: Rad. Eﬀ. Def. Sol, 1997, vol. 141,
pp. 375–94.
58. R.E. Stoller, G.R. Odette, and B.D. Wirth: J. Nucl. Mater., 1997,
vol. 251, pp. 49–60.
59. W.J. Phythian, R.E. Stoller, A.J.E. Foreman, A.F. Calder, and
D.J. Bacon: J. Nucl. Mater., 1995, vol. 223, pp. 245–61.
60. F. Gao, D.J. Bacon, P.E.J. Flewitt, and T.A. Lewis: J. Nucl.
Mater., 1997, vol. 249, pp. 77–86.
61. A.M. Stoneham: Nucl. Inst. Meth. Phys. Res. B, 1990, vol. 48,
pp. 389–98.
62. Q. Hou, M. Hou, L. Bardotti, B. Pre´vel, P. Me´linon, and A.
Perez: Phys. Rev. B, 2000, vol. 62, pp. 2825–34.
63. C.P. Flynn and R.S. Averback: Phys. Rev. B, 1988, vol. 38,
pp. 7118–20.
64. M.W. Finnis, P. Agnew, and A.J.E. Foreman: Phys. Rev. B,
1991, vol. 44, pp. 567–74.
65. A. Caro and M. Victoria: Phys. Rev. A, 1989, vol. 40, pp. 2287–
91.
66. J.F. Ziegler, J.P. Biersack, and U. Littmark: The Stopping and
Range of Ions in Matter, Pergamon, New York, NY, 1985.
67. C. Bjo¨rkas and K. Nordlund: Nucl. Inst. Meth. Phys. Res. B,
2009, vol. 267, pp. 1830–36.
68. D.M. Duﬀy and A.M. Rutherford: J. Nucl. Mater., 2009,
vols. 386–388, pp. 19–21.
69. D.M. Duﬀy, S. Khakshouri, and A.M. Rutherford: Nucl. Inst.
Meth. Phys. Res. B, 2009, vol. 267, pp. 3050–54.
70. K. Nordlund, J. Wallenius, and L. Malerba: Nucl. Inst. Meth.
Phys. Res. B, 2006, vol. 246, pp. 322–32.
71. C. Erginsoy, G.H. Vineyard, and A. Englert: Phys. Rev., 1964,
vol. 133, pp. A595–A606.
72. R.E. Stoller: J. Nucl. Mater., 2000, vol. 276, pp. 22–32.
73. A. Souidi, M. Hou, C.S. Becquart, and C. Domain: J. Nucl.
Mater., 2001, vol. 295, pp. 179–88.
74. J. Kwon, W. Kim, and J.-H Hong: Rad. Eﬀ. Def. Sol., 2006,
vol. 161, pp. 207–18.
75. E. Hornbogen and R.C. Glenn: Trans. TMS-AIME, 1960,
vol. 218, pp. 1064–70.
76. S.P. Grant: Trans. Am. Nucl. Soc., 1968, vol. 11, p. 139.
77. S.P. Grant and E. Fortner:Met. Eng. Q., 1972, vol. 12, pp. 17–24.
78. C.S. Becquart, C. Domain, J.C. Van Duysen, and J.M. Raulot: J.
Nucl. Mater., 2001, vol. 294, pp. 274–87.
79. A.F. Calder and D.J. Bacon:Mater. Res. Soc. Symp. Proc., 1997,
vol. 439, pp. 521–26.
80. J.W. Jang, B.J. Lee, and J.H. Hong: J. Nucl. Mater., 2008,
vol. 373, pp. 28–38.
81. A.F. Calder, D.J. Bacon, A.V. Barashev, and Y.N. Osetsky: J.
Nucl. Mater., 2008, vol. 382, pp. 91–95.
82. L. Yang, X.T. Zu, H.Y. Xiao, F Gao, K.Z. Liu, H.L. Heinisch,
R.J. Kurtz, and S.Z. Yang: Mater. Sci. Eng., A, 2006, vol. 427,
pp. 343–47.
83. L. Yang, X.T. Zu, H.Y. Xiao, F Gao, X.Y. Wang, and K.Z. Liu:
Mater. Sci. Forum, 2007, vols. 561–565, pp. 1753–56.
84. L. Yang, X.T. Zu, H.Y. Xiao, F Gao, H.L Heinisch, and R.J.
Kurtz: Phys. B: Cond. Matter, 2007, vol. 391, pp. 179–85.
85. J. Yu, G. Yu, Z. Yao, and R. Scha¨ublin: J. Nucl. Mater., 2007,
vols. 367–370, pp. 462–67.
86. G. Lucas and R. Scha¨ublin: J. Phys. Cond. Matter., 2008, vol. 20,
p. 415206.
87. J. Pu, L. Yang, F. Gao, H.L. Heinisch, R.J. Kurtz, and X.T. Zu:
Nucl. Inst. Meth. Phys. Res. B, 2008, vol. 266, pp. 3993–99.
88. H. Hurchand, S.D. Kenny, C.F. Sanz-Navarro, R. Smith, and
P.E.J. Flewitt: Nucl. Inst. Meth. Phys. Res. B, 2005, vol. 229,
pp. 92–102.
89. L. Malerba, D. Terentyev, P. Olsson, R. Chakarova, and J.
Wallenius: J. Nucl. Mater., 2004, vols. 329–333, pp. 1156–60.
90. D. Terentyev, L. Malerba, R. Chakarova, K. Nordlund, P. Ols-
son, M. Rieth, and J. Wallenius: J. Nucl. Mater., 2006, vol. 349,
pp. 119–32.
91. J.-H. Shim, H.-J. Lee, and B.D Wirth: J. Nucl. Mater., 2006,
vol. 351, pp. 56–64.
92. C. Bjo¨rkas, K. Nordlund, L. Malerba, D. Terentyev, and P.
Olsson: J. Nucl. Mater., 2008, vol. 372, pp. 312–17.
93. K. Vortler, C. Bjo¨rkas, D. Terentyev, L. Malerba, and K.
Nordlund: J. Nucl. Mater., 2008, vol. 382, pp. 24–30.
94. C.S. Becquart and C. Domain: Phil. Mag., 2009, vol. 89,
pp. 3215–34.
95. R.S. Averback, H. Hsieh, R. Benedek, and T. Diaz de la Rubia:
J. Nucl. Mater., 1991, vols. 179–181, pp. 87–93.
96. N.V. Doan and H. Tietze: Nucl. Inst. Meth. Phys. Res. B, 1995,
vol. 102, pp. 58–66.
97. Z. Yao, M.J. Caturla, and R. Scha¨ublin: J. Nucl. Mater., 2007,
vols. 367–370, pp. 298–304.
98. A. Al Mazouzi, M.J. Caturla, M. Alurralde, T. Diaz de la Rubia,
and M. Victoria: Mater. Res. Soc. Symp. Proc, 1999, vol. 540,
pp. 685–90.
99. A. Almazouzi, M.J. Caturla, M. Alurralde, T. Diaz de la Rubia,
and M. Victoria: Nucl. Inst. Meth. Phys. Res. B, 1999, vol. 153,
pp. 105–15.
100. W.E. King and R. Benedek: J. Nucl. Mater., 1983, vol. 117,
pp. 26–35.
101. T. Diaz de la Rubia and W.J. Phythian: J. Nucl. Mater., 1992,
vols. 191–194, pp. 108–15.
102. T. Diaz de la Rubia, M.W. Guinan, A. Caro, and P. Scherrer:
Rad. Eﬀ. Def. Sol., 1994, vol. 130, pp. 39–54.
866—VOLUME 42A, APRIL 2011 METALLURGICAL AND MATERIALS TRANSACTIONS A
103. N.Yu. Osetsky, D.J. Bacon, and B.N. Singh: J. Nucl. Mater.,
2002, vols. 307–311, pp. 866–70.
104. D.J. Bacon, Y. N. Osetsky, R.E. Stoller, and R. Voskoboinikov:
J. Nucl. Mater., 2003, vol. 323, pp. 152–62.
105. R.E. Voskoboinikov, Y.N. Osetsky, and D.J. Bacon: Nucl. Inst.
Meth. Phys. Res. B, 2006, vol. 242, pp. 68–70.
106. S.J. Wooding, L.M. Howe, F. Gao, A.F. Calder, and D.J. Bacon:
J. Nucl. Mater., 1998, vol. 254, pp. 191–204.
107. F. Gao, D.J. Bacon, L.M. Howe, and C.B. So: J. Nucl. Mater.,
2001, vol. 294, pp. 288–98.
108. R.E. Voskoboinikov, Y. N. Osetsky, and D.J. Bacon: Nucl. Inst.
Meth. Phys. Res. B, 2006, vol. 242, pp. 530–33.
109. L. Veiller, J.-P. Crocombette, and D. Ghaleb: J. Nucl. Mater.,
2002, vol. 306, pp. 61–72.
110. L. Van Brutzel and J.P. Crocombette: Nucl. Inst. Meth. Phys.
Res. B, 2007, vol. 255, pp. 141–45.
111. J.-P. Crocombette and D. Ghaleb: J. Nucl. Mater., 2001, vol. 295,
pp. 167–78.
112. M.W. Guinan and J.H. Kinney: J. Nucl. Mater., 1981,
vols. 103–104, pp. 1319–23.
113. N.-Y. Park, Y.-C. Kim, H.-K. Seok, S.-H. Han, S. Cho, and P.-
R. Cha: Nucl. Inst. Meth. Phys. Res. B, 2007, vol. 265, pp. 547–
52.
114. J. Fikar and R. Scha¨ublin: J. Nucl. Mater., 2009, vols. 386–388,
pp. 97–101.
115. P. Tra¨skelin, C. Bjo¨rkas, N. Juslin, K. Vo¨rtler, and K. Nordlund:
Nucl. Inst. Meth. Phys. Res. B, 2007, vol. 257, pp. 614–17.
116. K. Morishita and T. Diaz de la Rubia: J. Nucl. Mater., 1999,
vols. 271–272, pp. 35–40.
117. M.J. Caturla, T. Diaz de la Rubia, and G.H. Gilmer: Nucl. Inst.
Meth. Phys. Res. B, 1995, vol. 106, pp. 1–8.
118. D.M. Stock, G.H. Gilmer, M. Jaraı´z, and T. Diaz de la Rubia:
Nucl. Inst. Meth. Phys. Res. B, 1995, vol. 102, pp. 207–10.
119. T. Diaz de la Rubia, J.M. Perlado, and M. Tobin: J. Nucl. Ma-
ter., 1996, vols. 233–237, pp. 1096–101.
120. W. Jiang, W.J. Weber, S. Thevuthasan, and D.E. McCready:
Nucl. Inst. Meth. Phys. Res. B, 1999, vol. 148, pp. 557–61.
121. L. Malerba, J.M. Perlado, A. Sanchez-Rubio, I. Pastor, L. Co-
lombo, and T. de Diaz laRubia: J. Nucl. Mater., 2000,
vols. 283–287, pp. 794–98.
122. R. Devanathan, W.J. Weber, and F. Gao: J. Appl. Phys., 2001,
vol. 90, pp. 2303–09.
123. F. Gao, W.J. Weber, and R. Devanathan: Nucl. Inst. Meth. Phys.
Res. B, 2001, vol. 180, pp. 176–86.
124. L. Malerba and J.M. Perlado: J. Nucl. Mater., 2001, vol. 289,
pp. 57–70.
125. D.E. Farrell, N. Bernstein, and W.K. Liu: J. Nucl. Mater., 2009,
vol. 385, pp. 572–81.
126. S.M. Valone, M.I. Baskes, M. Stan, T.E. Mitchell, A.C. Lawson,
and K.E. Sickafus: J. Nucl. Mater., 2004, vol. 324, pp. 41–51.
127. L. Berlu, G. Jomard, G. Rosa, and P. Faure: J. Nucl. Mater.,
2008, vol. 374, pp. 344–53.
128. V.V. Dremov, F.A. Sapozhnikov, S.I. Samarin, D.G. Modestov,
and N.E. Chizhkova: J. Alloys Compd., 2007, vols. 444–445,
pp. 197–201.
129. L. Van Brutzel, J.-M. Delaye, D. Ghaleb, and M. Rari-
vomanantsoa: Phil. Mag., 2003, vol. 83, pp. 4083–101.
130. D.C. Parﬁtt and R.W. Grimes: J. Nucl. Mater., 2008, vol. 381,
pp. 216–22.
131. L. Van Brutzel and E. Vincent-Aublant: J. Nucl. Mater., 2008,
vol. 377, pp. 522–27.
132. B.P. Uberuaga, R. Smith, A.R. Cleave, G. Henkelman, R.W.
Grimes, A.F. Voter, and K.E. Sickafus: Nucl. Inst. Meth. Phys.
Res. B, 2005, vol. 228, pp. 260–73.
133. K. Trachenko, M.T. Dove, E. Artacho, I.T. Todorov, and W.
Smith: Phys. Rev. B, 2006, vol. 73, p. 174207.
134. T. Diaz de la Rubia, A. Caro, M. Spaczer, G.A. Janaway, M.W.
Guinan, and M. Victoria: Nucl. Inst. Meth. Phys. Res. B, 1993,
vols. 80–81, pp. 86–90.
135. N.V. Doan and R. Vascon: Nucl. Inst. Meth. Phys. Res. B, 1998,
vol. 135, pp. 207–13.
136. H. Zhu and N. Lam: Nucl. Inst. Meth. Phys. Res. B, 1995, vol. 95,
pp. 25–33.
137. A. Cuenat, R. Gotthardt, and R. Scha¨ublin: Phil. Mag., 2005,
vol. 85, pp. 737–43.
138. D. Bacorisen, R. Smith, J.A. Ball, R.W. Grimes, B.P. Uberuaga,
K.E. Sickafus, and W.T. Rankin: Nucl. Inst. Meth. Phys. Res. B,
2006, vol. 250, pp. 36–45.
139. J. Nord, K. Nordlund, J. Keinonen, and K. Albe: Nucl. Inst.
Meth. Phys. Res. B, 2003, vol. 202, pp. 93–99.
140. F. Gao, D.J. Bacon, P.E.J. Flewitt, and T.A. Lewis: Nucl. Inst.
Meth. Phys. Res. B, 2001, vol. 180, pp. 187–93.
141. M. Samaras, W. Hoﬀelner, and M. Victoria: J. Nucl. Mater.,
2006, vol. 352, pp. 50–56.
142. J. Pu, L. Yang, X.T. Zu, and F. Gao: Phys. B: Cond. Mater.,
2007, vol. 398, pp. 65–70.
143. M. Samaras, P.M. Derlet, H. Van Swygenhoven, and M. Victo-
ria: Nucl. Inst. Meth. Phys. Res. B, 2003, vol. 202, pp. 51–55.
144. H. Hurchand, S.D. Kenny, and R. Smith: Nucl. Inst. Meth. Phys.
Res. B, 2005, vol. 228, pp. 146–50.
145. L. Van Brutzel, E. Vincent-Aublant, and J.-M. Delaye:Nucl. Inst.
Meth. Phys. Res. B, 2009, vol. 267, pp. 3013–16.
146. M. Samaras, P.M. Derlet, H. Van Swygenhoven, and M. Victo-
ria: J. Nucl. Mater., 2003, vol. 323, pp. 213–19.
147. H.L. Heinisch, F. Gao, and R.J. Kurtz: J. Nucl. Mater., 2004,
vols. 329–333, pp. 924–28.
148. K. Nordlund and R.S. Averback: J. Nucl. Mater., 2000, vol. 276,
pp. 194–201.
149. R.E. Stoller and S. Guiriec: J. Nucl. Mater., 2004, vols. 329–333,
pp. 1238–42.
150. L. Van Brutzel and M. Rarivomanantsoa: J. Nucl. Mater., 2006,
vol. 358, pp. 209–16.
151. R.S. Averback and M. Ghaly: Nucl. Inst. Meth. Phys. Res. B,
1997, vols. 127–128, pp. 1–11.
152. D.J. Bacon, F. Gao, and Y.N. Osetsky: J. Nucl. Mater., 2000,
vol. 276, pp. 1–12.
153. Y.N. Osetsky and D.J. Bacon: Nucl. Inst. Meth. Phys. Res. B,
2003, vol. 202, pp. 31–43.
154. R. Devanathan: Nucl. Inst. Meth. Phys. Res. B, 2009, vol. 267,
pp. 3017–21.
155. M.J. Norgett, M.T. Robinson, and I.M. Torrens: Nucl. Eng.
Des., 1975, vol. 33, pp. 50–54.
156. ASTM E693–E701, Annual Book of ASTM Standards, ASTM,
Philadelphia, PA, 1993, 12.02.
157. ASTM E693, Annual Book of ASTM Standards, ASTM, Phila-
delphia, PA, 1994, 12.02.
158. D.A. Terentyev, C. Lagerstedt, P. Olsson, K. Nordlund, J.
Wallenius, C.S. Becquart, and L. Malerba: J. Nucl. Mater., 2006,
vol. 351, pp. 65–77.
159. A. Souidi, C.S. Becquart, C. Domain, D. Terentyev, L. Malerba,
A.F. Calder, D.J. Bacon, R.E. Stoller, N.Yu. Osetsky, and M.
Hou: J. Nucl. Mater., 2006, vol. 355, pp. 89–103.
160. C. Bjorkas and K. Nordlund: Nucl. Inst. Meth. Phys. Res. B,
2007, vol. 259, pp. 835–60.
161. D. Pramanik and D.N. Seidman: J. Appl. Phys., 1983, vol. 54,
pp. 6352–67.
162. D.N. Seidman, R.S. Averback, and R. Benedek: Phys. Status
Solidi (b), 1987, vol. 144, pp. 85–104.
163. S.E. Imamova, P.A. Atanasov, N.N. Nedialkov, F. Dausinger,
and P. Berger: Nucl. Inst. Meth. Phys. Res. B, 2005, vol. 227,
pp. 490–98.
164. F. Ro¨sch, H.-R. Trebin, and P. Gumbsch: Int. J. Fract., 2006,
vol. 139, pp. 517–26.
165. K.L. Wong, J.H. Shim, and B.D. Wirth: J. Nucl. Mater., 2007,
vols. 367–370, pp. 276–81.
166. L. Yang, X.T. Zu, Z.G. Wang, H.T. Yang, F. Gao, H.L. Hei-
nisch, and R.J. Kurtz: J. Appl. Phys., 2008, vol. 103, p. 063528.
167. S.M. Haghighat, J. Fikar, and R. Schaublin: J. Nucl. Mater.,
2008, vol. 382, pp. 147–53.
168. D. Terentyev, D.J. Bacon, and Y.N. Osetsky: J. Phys. Cond.
Matter., 2008, vol. 20, p. 445007.
169. G. Ziegenhain, A. Hartmaier, and H.M. Urbassek: J. Mech.
Phys. Sol., 2009, vol. 57, pp. 1514–26.
170. M.T. Robinson: Rad. Eﬀects, 1997, vol. 141, pp. 1–19.
171. C.S. Becquart, C. Domain, L. Malerba, and M. Hou: Nucl. Inst.
Meth. Phys. Res. B, 2005, vol. 228, pp. 181–86.
172. C.S. Becquart, A. Souidi, C. Domain, M. Hou, L. Malerba, and
R.E. Stoller: J. Nucl. Mater., 2006, vol. 351, pp. 39–46.
173. M. Hou, A. Souidi, C.S. Becquart, C. Domain, and L. Malerba:
J. Nucl. Mater., 2008, vol. 382, pp. 103–11.
METALLURGICAL AND MATERIALS TRANSACTIONS A VOLUME 42A, APRIL 2011—867
174. I. Santos, L.A. Marque´s, L. Pelaz, and P. Lo´pez: Nucl. Inst.
Meth. Phys. Res. B, 2007, vol. 255, pp. 110–13.
175. H.J. Whitlow and S.T. Nakagawa: Nucl. Inst. Meth. Phys. Res. B,
2007, vol. 260, pp. 468–73.
176. K. Tapasa, A.V. Barashev, D.J. Bacon, and Y.N. Osetsky: Acta
Mater., 2007, vol. 55, pp. 1–11.
177. C.S. Becquart, J.M. Raulot, G. Bencteux, C. Domain, M. Perez,
S. Garruchet, and H. Nguyen: Comput. Mater. Sci., 2007, vol. 40,
pp. 119–29.
178. Y.N. Osetsky and A. Serra: Phil. Mag. A, 1996, vol. 73, pp. 249–
63.
179. D. Terentyev, G. Bonny, and L. Malerba: Nucl. Inst. Meth. Phys.
Res. B, 2009, vol. 267, pp. 3155–58.
180. E. Clouet, S. Garruchet, H. Nguyen, M. Perez, and C.S. Bec-
quart: Acta Mater., 2008, vol. 56, pp. 3450–60.
181. N.M. Ghoniem, B.N. Singh, L.Z. Sun, and T. de Diaz la Rubia:
J. Nucl. Mater., 2000, vol. 276, pp. 166–77.
182. G. Henkelman, B.P. Uberuaga, and H. Jonsson: J. Chem. Phys.,
2000, vol. 113, pp. 9901–04.
183. T. Tsuru, Y. Shibutani, and Y. Kaji: Phys. Rev. B, 2009, vol. 79,
p. 012104.
184. T. Vegge, T. Leﬀers, O.B. Pedersen, and K.W. Jacobsen: Mater.
Sci. Eng. A, 2001, vol. 319, pp. 119–23.
185. H. Kamiyama, H. Raﬁi-Tabar, Y. Kawazoe, and H. Matsui: J.
Nucl. Mater, 1994, vol. 212, pp. 231–35.
186. S. Jumel, J.-C. van Duysen, J. Ruste, and C. Domain: J. Nucl.
Mater., 2005, vol. 346, pp. 79–97.
187. A.C. Arokiam, A.V. Barashev, D.J. Bacon, and Y.N. Osetsky:
Phil. Mag., 2007, vol. 87, pp. 925–43.
188. Y.N. Osetsky, A. Serra, M. Victoria, V. Priego, and S.I. Gol-
ubov: Phil. Mag., 1999, vol. 79, pp. 2285–311.
189. Y. Qi, A. Strachan, T. Cagin, and W.A. Goddard III:Mater. Sci.
Eng. A, 2001, vol. 309, pp. 156–59.
190. S.Q. Shi, H. Huang, and C.H. Woo: Comput. Mater. Sci., 2002,
vol. 23, pp. 95–104.
191. Y.N. Osetsky, A. Serra, and V. Priego: J. Nucl. Mater., 2000,
vol. 276, pp. 202–12.
192. M.A. Puigvi, N. De Diego, A. Serra, Y.N. Osetsky, and D.J.
Bacon: Phil. Mag., 2007, vol. 87, pp. 3501–17.
193. D. Terentyev, L. Malerba, P. Klaver, and P. Olsson: J. Nucl.
Mater., 2008, vol. 382, pp. 126–33.
194. G. Monnet: Acta Mater., 2007, vol. 55, pp. 5081–88.
195. Y.N. Osetsky and D.J. Bacon: Model Simul. Mater. Sci. Eng.,
2003, vol. 11, pp. 427–46.
196. D. Terentyev, P. Grammatikopoulos, and D.J. Bacon: Acta
Mater., 2008, vol. 56, pp. 5034–46.
197. J.H. Shim, D.I. Kim, W.S. Jung, Y.W. Cho, K.T. Hong, and
B.D. Wirth: J. Appl. Phys., 2008, vol. 104, p. 083523.
198. B.D. Wirth, M.J. Caturla, T. de Diaz la Rubia, T. Khraishi, and
H. Zbib: Nucl. Inst. Meth. Phys. Res. B, 2001, vol. 180, pp. 23–31.
199. Y.N. Osetsky, D. Rodney, and D.J. Bacon: Phil. Mag, 2006,
vol. 86, pp. 2295–2313.
200. M. Li, W.Y. Chu, K.W. Gao, and L.J. Qiao: J. Phys. Cond.
Matter., 2003, vol. 12, pp. 3391–99.
201. A. Serra, D.J. Bacon, and Y.N. Osetsky: Phil. Mag., 2007,
vol. 87, pp. 3501–17.
202. M Li, W.Y. Chu, and C.F. Qian: Mater. Sci. Eng. A, 2003,
vol. 363, pp. 234–41.
203. V. Yamakov, D. Wolf, S.R. Phillpot, and H. Gleiter: Acta Ma-
ter., 2003, vol. 51, pp. 4135–47.
204. D. Rodney: Acta Mater., 2004, vol. 52, pp. 607–14.
205. J. Wang, R.G. Hoagland, J.P. Hirth, and A. Misra: Acta Mater.,
2008, vol. 56, pp. 5685–93.
206. C.Y. Wang, Q.Y. Meng, K.Y. Zhong, and Z.F. Yang: Phys. Rev.
B, 2008, vol. 77, p. 205209.
207. Y.H. Jing, Q.Y. Meng, and W. Zhao: Physica B-Cond. Matter.,
2009, vol. 404, pp. 2138–41.
208. S.Q. Shi, H. Huang, and C.H. Woo: Comput. Mater. Sci., 2002,
vol. 23, pp. 95–104.
209. J. Li, A. H.W. Ngan, and P. Gumbsch: Acta Mater., 2003,
vol. 51, pp. 5711–42.
210. D.J. Bacon and Y.N. Osetsky: Math. Mech. Sol., 2009, vol. 14,
pp. 270–83.
211. D.J. Bacon, Y.N. Osetsky, and D. Rodney: Dislocations in Solids,
2009, vol. 15, pp. 1–90.
212. R.A. Johnson: Phys. Rev., 1968, vol. 174, pp. 684–90.
213. R.A. Johnson: Phys. Rev. B, 1970, vol. 1, pp. 3956–62.
214. A.D. Brailsford and R. Bullough: Phil. Trans. R. Soc. London,
1981, vol. 302, pp. 87–137.
215. R.E. Stoller and G.R. Odette: J. Nucl. Mater., 1986,
vols. 141–143, pp. 647–53.
216. L.K. Mansur: Kinetics of Nonhomogeneous Processes, Wiley-In-
terscience, New York, NY, 1987, pp. 377–463.
217. C.H. Woo, B.N. Singh, and H.L. Heinisch: J. Nucl. Mater., 1991,
vols. 179–181, pp. 951–53.
218. R.E. Stoller: Eﬀects of Radiation on Materials: 16th Int. Symp.,
ASTM STP 1175, A.S. Kumar, D.S. Gelles, R.K. Nanstad, and
E.A. Little, eds., ASTM, Philadelphia PA, 1993, pp. 394–423.
219. A. Hardouin Duparc, C. Moingeon, N. Smetniansky-de-Grande,
and A. Barbu: J. Nucl. Mater., 2002, vol. 302, pp. 143–55.
220. N. Metropolis, A.W. Rosenbluth, M.N. Rosenbluth, A.H. Teller,
and E.J. Teller: J. Chem. Phys., 1953, vol. 21, pp. 1087–92.
221. K.A. Fichthorn and W.H. Weinberg: J. Chem. Phys., 1991,
vol. 95, pp. 1090–96.
222. F. Soisson: J. Nucl. Mater., 2006, vol. 349, pp. 235–50.
223. M.J. Caturla, N. Soneda, E. Alonso, B.D. Wirth, T. de Dı´az la
Rubia, and J.M. Perlado: J. Nucl. Mater., 2000, vol. 276, pp. 13–
21.
224. M.D. Johnson, M.-J. Caturla, and T. de Diaz la Rubia: J. Appl.
Phys., 1998, vol. 84, pp. 1963–67.
225. W.M. Young and E.W. Elcock: Proc. Phys. Soc., 1966, vol. 89,
pp. 735–46.
226. H. Eyring: J. Chem. Phys., 1935, vol. 3, pp. 107–15.
227. A.B. Bortz, M.H. Kalos, and L. Lebowitz: J. Comput. Phys.,
1975, vol. 17, pp. 10–18.
228. A. Chatterjee and D.G. Vlachos: J. Comp. Aid. Mater. Des.,
2007, vol. 14, pp. 253–308.
229. G.H. Vineyard: J. Phys. Chem. Solids, 1957, vol. 3, pp. 121–27.
230. J.W. Cahn and J.E. Hilliard: J. Chem. Phys., 1958, vol. 28,
pp. 258–67.
231. N. Moelans, B. Blanpain, and P. Wollants: CALPHAD, 2008,
vol. 32, pp. 268–94.
232. L.-Q. Chen: Annu. Rev. Mater. Res., 2002, vol. 32, pp. 113–41.
233. I. Steinbach: Model. Simul. Mater. Sci. Eng., 2009, vol. 17,
p. 073001.
234. S. Hu and C.H. Henager, Jr: J. Nucl. Mater., 2009, vol. 394,
pp. 155–59.
235. A.F. Voter: in Radiation Eﬀects in Solids, K.E. Sickafus, E.A.
Kotomin, and B.P. Uberuaga, eds., Springer, 2006, pp. 1–23.
236. P. Bellon and G. Martin:Mater. Sci. Forum., 1994, vols. 155–156,
pp. 209–32.
237. C.S. Becquart and C. Domain: Phys. Status Solidi, 2009, vol. 247,
pp. 9–22.
238. C. Hin, Y. Bre´chet, P. Maugis, and F. Soisson: Acta Mater.,
2008, vol. 56, pp. 5653–67.
239. C. Hin, Y. Bre´chet, P. Maugis, and F. Soisson: Acta Mater.,
2008, vol. 56, pp. 5535–43.
240. P.R. Monasterio, B.D. Wirth, and G.R. Odette: J. Nucl. Mater,
2007, vol. 361, pp. 127–40.
241. E. Vincent, C.S. Becquart, C. Pareige, P. Pareige, and C. Do-
main: J. Nucl. Mater., 2008, vol. 373, pp. 387–401.
242. M. Athenes, P. Bellon, G. Martin, and F. Haider: J. de Physique
IV, 1996, vol. 6 (C2), pp. C2-53–C2-58.
243. M. Athenes, P. Bellon, G. Martin, and F. Haider: Acta Mater.,
1996, vol. 44, pp. 4739–48.
244. G. Martin, P. Bellon, and F. Soisson: Def. Diﬀ. Forum, 1997,
vols. 143–147, pp. 385–402.
245. P. Krasnochtchekov, R.S. Averback, and P. Bellon: Phys. Rev. B,
2007, vol. 75, p. 144107.
246. P. Krasnochtchekov, R.S. Averback, and P. Bellon: Phys. Rev. B,
2005, vol. 72, p. 174102.
247. J. Ye and P. Bellon: Phys. Rev. B, 2004, vol. 70, p. 094104.
248. R.A. Enrique and P. Bellon: Phys. Rev. Lett., 2000, vol. 84,
pp. 2885–88.
249. G. Bonny, D. Terentyev, and L. Malerba: Comput. Mater. Sci.,
2008, vol. 42, pp. 107–12.
250. G. Bonny, D. Terentyev, and L. Malerba: J. Nucl. Mater., 2009,
vol. 385, pp. 278–83.
251. M.Y. Lavrentiev, R. Drautz, D. Nguyen-Manh, T.P.C. Klaver,
and S.L. Dudarev: Phys. Rev. B, 2007, vol. 75, p. 014208.
868—VOLUME 42A, APRIL 2011 METALLURGICAL AND MATERIALS TRANSACTIONS A
252. A. Cerezo, S. Hirosawa, I. Rozdilsky, and G.D.W. Smith: Phil.
Trans. R. Soc. London A, 2003, vol. 361, pp. 463–76.
253. D. Gendt, P. Maugis, G. Martin, M. Nastar, and F. Soisson: Def.
Diﬀ. Forum, 2001, vols. 194–199, pp. 1779–86.
254. F. Soisson: Phil. Mag., 2005, vol. 85, pp. 489–95.
255. E. Vincent, C.S. Becquart, and C. Domain: J. Nucl. Mater., 2008,
vol. 382, pp. 154–59.
256. E. Clouet, M. Nastar, and C. Sigli: Phys. Rev. B, 2004, vol. 69,
p. 064109.
257. E. Clouet, M. Nastar, A. Barbu, C. Sigli, and G. Martin: in Solid-
Solid Phase Transformations in Inorg. Mater., TMS (ed), The
Minerals, Metals and Materials Society, 2005, vol. 2,
pp. 683–704.
258. C.S. Deo, M.A. Okuniewski, S.G. Srivilliputhur, S.A. Maloy,
M.I. Baskes, M.R. James, and J.F. Stubbins: J. Nucl. Mater,
2007, vol. 361, pp. 141–48.
259. K. Morishita and R. Sugano: Nucl. Inst. Meth. Phys. Res. B,
2007, vol. 255, pp. 52–56.
260. R. Ngayam Happy, C. Domain, and C.S. Becquart: J. Nucl.
Mater., 2010, vol. 407, pp. 16–28.
261. G. Henkelman and H. Jonsson: J. Chem. Phys., 1999, vol. 111,
pp. 7010–22.
262. T.F. Middleton and D.J. Wales: J. Chem. Phys., 2004, vol. 120,
pp. 8134–43.
263. G.T. Barkema and N. Mousseau: Phys. Rev. Lett., 1996, vol. 77,
pp. 4358–61.
264. N. Mousseau and G.T. Barkema: Phys. Rev. E, 1998, vol. 57,
pp. 2419–24.
265. G. Henkelman and H. Jonsson: J. Chem. Phys., 2001, vol. 115,
pp. 9657–66.
266. G. Henkelman and H. Jonsson: Phys. Rev. Lett., 2003, vol. 90,
p. 116101.
267. E. Cance`s, F. Legoll, M.-C. Marinica, K. Minoukadeh, and F.
Willaime: J. Chem. Phys., 2009, vol. 130, p. 114711.
268. M. Nastar, V.Y. Dobretsov, and G. Martin: Phil. Mag. A, 2000,
vol. 80, pp. 155–84.
269. V. Barbe and M. Nastar: Phil. Mag., 2006, vol. 86, pp. 1513–38.
270. V. Barbe and M. Nastar: Phil. Mag., 2006, vol. 86, pp. 3503–35.
271. M. Nastar, P. Bellon, G. Martin, and J. Ruste: Mater. Res. Soc.
Symp. Proc., 1998, vol. 481, pp. 383–88.
272. C.S. Becquart and C. Domain: J. Nucl. Mater., 2009, vol. 385,
pp. 223–27.
273. M.J. Caturla, C.J. Ortiz, and C.C. Fu: Comptes Rendus Phys.,
2008, vol. 9, pp. 401–08.
274. A.S. Soltan, R. Vassen, and P. Jung: J. Appl. Phys., 1991, vol. 70,
pp. 793–97.
275. S. Takaki, J. Fuss, H. Kugler, U. Dedek, and H. Schultz: Rad.
Eﬀects, 1983, vol. 79, pp. 87–122.
276. H.L. Heinisch and B.N. Singh: Nucl. Mater., 1997, vol. 251,
pp. 77–85.
277. Q. Xu, H.L. Heinisch, and T. Yoshiie: J. Nucl. Mater., 2000,
vols. 283–287, pp. 297–301.
278. H.L. Heinisch, B.N. Singh, and S.I. Golubov: J. Nucl. Mater.,
2000, vol. 276, pp. 59–64.
279. C. Arevalo, M.J. Caturla, and J.M. Perlado: J. Nucl. Mater.,
2007, vol. 362, pp. 293–99.
280. H.L. Heinisch, H. Trinkaus, and B.N. Singh: J. Nucl. Mater.,
2007, vols. 367–370, pp. 332–37.
281. L. Malerba, C.S. Becquart, and C. Domain: J. Nucl. Mater.,
2007, vol. 360, pp. 159–69.
282. P. Jung: Department of Nuclear Energy and Safety, Paul
Scherrer Institut, CH-5232 Villigen, Switzertland, 2009, personal
communication.
283. C.S. Becquart, C. Domain, M. Hou, U. Sarkar, and A.
De-Backer: J. Nucl. Mater., 2010, vol. 403, pp. 89–100.
284. J. Kwon, H.F.M. Mohamed, Y.-M. Kim, and W. Kim: Nucl.
Inst. Meth. Phys. Res. B, 2007, vol. 262, pp. 255–60.
285. S.I. Golubov, R.E. Stoller, S.J. Zinkle, and A.M. Ovcharenko:
J. Nucl. Mater., 2007, vol. 361, pp. 149–59.
286. B.N. Singh, H. Trinkaus, and S.I. Golubov: Encycl. Mater.: Sci.
Technol., 2001, pp. 7957–72.
287. A.V. Barashev and S.I. Golubov: Phil. Mag., 2009, vol. 89,
pp. 2833–60.
288. C.C. Fu, J. DallaTorre, F. Willaime, J.L. Bocquet, and A. Barbu:
Nat. Mater., 2005, vol. 4, pp. 68–74.
289. C.J. Ortiz, M.J. Caturla, C.C. Fu, and F. Willaime: Phys. Rev. B,
2007, vol. 75, p. 100102.
290. C.J. Ortiz, M.J. Caturla, C.C. Fu, and F. Willaime: J. Nucl.
Mater., 2009, vols. 386–388, pp. 33–35.
291. J. Dalla Torre, C.C. Fu, F. Willaime, A. Barbu, and J.-L. Boc-
quet: J. Nucl. Mater., 2006, vol. 352, pp. 42–49.
292. A. Barbu, C.S. Becquart, J.L. Bocquet, J. Dalla Torre, and C.
Domain: Phil. Mag., 2005, vol. 85, pp. 541–47.
293. A.D. Brailsford and R. Bullough: Phil. Trans. R. Soc. London,
1981, vol. 302, pp. 87–137, and references therein.
294. H.L. Heinisch, B.N. Singh, and S.I. Golubov: J. Nucl. Mater.,
2000, vols. 283–287, pp. 737–40.
295. H. Trinkaus, H.L. Heinisch, A.V. Barashev, S.I. Golubov, and
B.N. Singh: Phys. Rev. B, 2002, vol. 66, p. 060105.
296. M. Kiritani: J. Phys. Soc. Jpn., 1973, vol. 35, pp. 95–107.
297. N.M. Ghoniem and S. Sharafat: J. Nucl. Mater., 1980, vol. 92,
pp. 121–35.
298. S.I. Golubov, A.M. Ovcharenko, A.V. Barashev, and B.N. Singh:
Phil. Mag. A, 2001, vol. 81, pp. 643–58.
299. M.P. Surh, J.B. Sturgeon, and W.G. Wolfer: J. Nucl. Mater.,
2004, vol. 325, pp. 44–52.
300. A.A. Turkin and A.S. Bakai: J. Nucl. Mater., 2006, vol. 358,
pp. 10–25.
301. M.P. Surh, J.B. Sturgeon, and W.G. Wolfer: J. Nucl. Mater,
2008, vol. 378, pp. 86–97.
302. P. Hohenberg and W. Kohn: Phys. Rev., 1964, vol. 136,
pp. B864–B871.
303. W. Kohn and L. Sham: Phys. Rev., 1965, vol. 140, pp. A1133–
A1138.
304. D.R. Hamman, M. Schlu¨ter, and C. Chiang: Phys. Rev. Lett.,
1979, vol. 43, pp. 1494–97.
305. L. Kleinman and D.M. Bylander: Phys. Rev. Lett., 1982, vol. 48,
pp. 1425–28.
306. G.B. Bachelet, D.R. Hamman, and M. Schlu¨ter: Phys. Rev. B,
1982, vol. 26, pp. 4199–4228.
307. D. Vanderbilt: Phys. Rev. B, 1985, vol. 32, pp. 8412–15.
308. D. Vanderbilt: Phys. Rev. B, 1990, vol. 41, pp. 7892–95.
309. N. Trouiller and J.L. Martins: Phys. Rev. B, 1991, vol. 43,
p. 1993.
310. P.E. Blo¨chl: Phys. Rev. B, 1994, vol. 50, pp. 17953–79.
311. G. Kresse and D. Joubert: Phys. Rev. B, 1999, vol. 59, pp. 1758–
75.






317. S.D. Kenny, A.P. Horsﬁeld, and H. Fujitani: Phys. Rev. B, 2000,






323. C. Domain and C.S. Becquart: Phys. Rev. B, 2001, vol. 65,
p. 024103.
324. C.-C. Fu, F. Willaime, and P. Ordejo´n: Phys. Rev. Lett., 2004,
vol. 92, p. 175503.
325. M.I. Mendelev, S.W. Han, D.J. Srolovitz, G.J. Ackland, D.Y.
Sun, and M. Asta: Phil. Mag., 2003, vol. 83, pp. 3977–94.
326. G.J. Ackland, M.I. Mendelev, D.J. Srolovitz, S. Han, and A.V.
Barashev: J. Phys. Condens. Matter., 2004, vol. 16, pp. S2629–
S2642.
327. D.E. Jiang and E.A. Carter: Phys. Rev. B, 2003, vol. 67,
p. 214103.
328. C. Domain, C.S. Becquart, and J. Foct: Phys. Rev. B, 2004,
vol. 69, p. 144112.
329. D.E. Jiang and E.A. Carter: Phys. Rev. B, 2005, vol. 70,
p. 064102.
330. T. Seletskaia, Y. Osetsky, R.E. Stoller, and G.M. Stocks: Phys.
Rev. Lett., 2005, vol. 94, p. 046403.
331. C.C. Fu and F. Willaime: Phys. Rev. B, 2005, vol. 72, p. 064117.
332. D.E. Jiang and E.A. Carter: Phys. Rev. B, 2005, vol. 71,
p. 045402.
METALLURGICAL AND MATERIALS TRANSACTIONS A VOLUME 42A, APRIL 2011—869
333. C.S. Becquart and C. Domain: Phys. Rev. Lett., 2006, vol. 97,
p. 196402.
334. C.S. Becquart and C. Domain: Nucl. Inst. Meth. Phys. Res. B,
2007, vol. 255, pp. 23–26.
335. T. Seletskaia, Y. Osetsky, R.E. Stoller, and G.M. Stocks: Phys.
Rev. B, 2008, vol. 78, p. 134103.
336. S. Ismail-Beigi and T.A. Arias: Phys. Rev. Lett., 2000, vol. 84,
pp. 1499–1502.
337. C. Woodward and S.I. Rao: Phys. Rev. Lett., 2002, vol. 88,
p. 216402.
338. C. Domain and C.S. Becquart: Phys. Rev. B, 2002, vol. 65,
p. 024103.
339. C.Domain andC.S. Becquart:Phys.Rev. B, 2005, vol. 71, p. 214109.
340. E. Meslin, C.C. Fu, A. Barbu, F. Gao, and F. Willaime: Phys.
Rev. B, 2007, vol. 75, p. 094303.
341. P. Olsson, C. Domain, and J. Wallenius: Phys. Rev. B, 2007,
vol. 75, p. 014110.
342. E. Vincent, C.S. Becquart, and C. Domain: J. Nucl. Mater., 2006,
vol. 359, pp. 227–37.
343. G. Lucas and L. Pizzagalli: Phys. Rev. B, 2005, vol. 72,
p. 161202(R).
344. E. Holmstro¨m, A. Kuronen, and K. Nordlund: Phys. Rev. B,
2008, vol. 78, p. 045202.
345. V. Vitek: Cryst. Latt. Def., 1974, vol. 5, pp. 1–34.
870—VOLUME 42A, APRIL 2011 METALLURGICAL AND MATERIALS TRANSACTIONS A
