Abstract-Detecting correlation structures in large networks arises in many domains. Such detection problems are often studied independently of the underlying data acquisition process, rendering settings in which data acquisition policies and the associated sample size are pre-specified. Motivated by the advantages of data-adaptive sampling in data dimensionality reduction, especially in large networks, as well as enhancing the agility of the sampling process, this paper treats the inherently problems of data acquisition and correlation detection. Specifically, this paper considers a network of nodes generating random variables and designs the quickest sequential sampling strategy for collecting data and reliably deciding whether the network is a Markov network with a known correlation structure. By abstracting the Markov network as an undirected graph, in which the vertices represent the random variables and their connectivities model the correlation structure of interest, designing the quickest sampling strategy becomes equivalent to sequentially and data-adaptively identifying and sampling a sequence of vertices in the graph. Optimal sampling strategies are proposed and their associated optimality guarantees are established. Performance evaluations are provided to demonstrate the gains of the proposed sequential approaches.
I. INTRODUCTION
Driven by advances in information sensing and acquisition, many application domains have evolved towards interconnected networks of information sources in which large-scale and complex data is constantly generated and processed for various inferential and decision-making purposes. Induced by their physical couplings, such information sources generate data streams that often bear strong correlation structures. The couplings and the associated correlation model can represent, for instance, the adjacency of modules in physical networks, the interaction of subscribers in social networks, or the electrical connectivity of buses in power grids. Determining the correlation structure of data in such networks significantly influences the designs of inference rules, which makes it imperative to devise efficient correlation detectors in networked data.
In this paper the focus is placed on detecting correlation structures in networks, in which the generated data form a Markov network [1] . Such networks are effective in modeling the interactions among network constituents and are widely used for modeling networks in a wide range of domains [2] - [5] . The objective of this paper is to design an optimal data-adaptive and sequential strategy for collecting data from a Markov network and determine whether the network exhibits a certain correlation This research was supported in part by the U. S. National Science Foundation under Grants ECCS-1455228, CNS-1456793, and ECCS-1343210. structure. Correlation detection has immediate applications in a wide range of domains, such as biometric authentication [6] , blind source separation [7] , [8] , sensor networks [9] , and neural coding [10] .
Correlation detection, which is also referred to as testing against independence, can be abstracted by hypothesis testing, where the collected data samples are independent under the null hypothesis, while they are correlated under the alternative hypotheses. There exists a line of study in which the decisionmaking and data acquisition processes are decoupled and the focus is placed on forming the most reliable detection decisions based on a given set of data samples (e.g., [8] - [11] ). These approaches lack efficiency when facing large networks and high dimensional data, in which data acquisition incurs substantial communication, sensing, and decision delay costs.
Driven by controlling such costs, it is imperative to determine the fundamentally minimum number of measurements for forming decisions with desired reliability and characterize the attendant sampling strategies. Such sampling strategies over networks are specified by the number of samples to be collected, as well as the order in which they should be collected. When the order is pre-specified, determining the optimal sampling strategy reduces to minimizing the (average) number of measurements. This can be effectively facilitated by sequential hypothesis testing. Specifically, in sequential hypothesis testing the samples are collected sequentially according to a pre-specified order, and the sampling strategy dynamically decides when to terminate the process and form a decision [12] , [13] . Specifically [12] treats the setting in which the collected data samples are statistically independent, and [14] analyzes correlated data samples. However, incorporating dynamic decisions about the order of sampling, especially in networked data, has been investigated less. A directly applicable solution is the notion of controlled sensing, originally developed by Chernoff [15] .
Built on the foundations of sequential sampling, controlled sensing dynamically decides about taking one of a finite number of possible actions, which is equivalent to dynamically selecting the sampling order [15] . It is shown that selecting the action with the best immediate return (i.e., ignoring its impact on future actions) according to proper information measures achieves optimal performance in the asymptote of diminishing rate of erroneous decisions. Generalizations and modifications of the Chernoff rule for various settings are studied in [16] - [21] . Specifically, [19] analyzes the generalization of the Chernoff rule for multiple hypothesis testing and establishes its asymptotic optimality in the asymptote of small decision risks, and [20] investigates the same problem when data follows a stationary Markov model and provides the relevant optimality guarantees. The work in [22] analyzes active sensing for multiple hypothesis testing in the Bayesian setting and proposes low-complexity approximate solutions.
Despite all their discrepancies in settings and objectives, the aforementioned studies on controlled sensing share the assumption that the control actions (i.e., sampling decisions) are independent. This is in contrast to the setting of this paper, since correlation structure in data induces correlation among these control actions. In this paper we devise a sequential sampling strategy for Markov networks, in which the correlation model plays a significant role in forming the sampling decisions. The proposed sampling strategy and the associated optimality guarantees generalize our previous studies in [21] , focused on the the special case of Gaussian Markov networks, to Markov networks with any arbitrary statistical model.
II. PRELIMINARIES
A Markov random field (MRF) is a graphical model that encodes certain dependency structures among a collection of random variables. Given an undirected graph G = (V, E) with n nodes V = {1, 2, . . . , n}, the set of random variables X = {X 1 , . . . , X n } form a Markov random field if the Markov properties listed in the sequel hold. For any given set A ⊆ {1, . . . , n} we define X A = {X i : i ∈ A}.
1) Pairwise Markov property: any two non-adjacent random variables are conditionally independent given all other random variables, i.e.,
2) Local Markov property: a random variable is conditionally independent of all other random variables, given its neighbors, i.e.,
where
3) Global Markov property: any two subsets of variables are conditionally independent given a separating set, i.e.,
A clique is defined as a subset of nodes in an undirected graph that form a complete subgraph, and a clique is called a maximal clique if it cannot be extended by including one more node. By defining C as the set of all maximal cliques in a graph G, according to the Hammersley-Clifford theorem every positive probability measure P satisfying the corresponding Markov properties of G can be factorized over the cliques as follows [3] .
where Z is a normalization constant called the partition function, and functions φ A are referred to as clique potentials. This factorization encodes all the independences in the graph G [3] .
III. PROBLEM FORMULATION

A. Data Model
Consider a network with n nodes, in which each node i ∈ {1, . . . , n} can generate a random variable denoted by X i ∈ R. These random variables are either independent or they form an MRF corresponding to a given graph G(V, E) with partition function Z and clique potentials {φ A } A∈C . We define P as the joint probability measure of {X 1 , . . . , X n } and P i as the marginal probability measure of X i for i ∈ {1, . . . , n}. Hence, discerning the correlation in {X 1 , . . . , X n } can be cast as the binary hypothesis test:
For convenience of notation, we assume that P and P i have welldefined probability density functions (pdfs). We denote the pdf of X i under H 0 by f 0 (·; i) and, for every non-empty set A ⊆ V, we denote the joint pdf of X A under H 1 by f 1 (·; A). We assume that the marginal distributions of X i are identical under H 0 and H 1 , i.e.,
We define T ∈ {0, 1} as the true hypothesis and denote the prior probability that hypothesis H i is true by i , i.e.,
where clearly 0 + 1 = 1.
B. Sampling Model
The sequential sampling process selects the nodes individually and collects their random measurements. The goal is to identify an optimal sequence of node selection, such that with a minimum number of measurements the true model T ∈ {H 0 , H 1 } can be determined. By denoting the measurement collected at time t by Y t , the information accumulated sequentially up to time t can be abstracted by the filtration {F t : t = 1, 2, . . . }, where
We also denote the sequence of measurements accumulated up to time t by
At any time t, and based on the information accumulated up to that time (i.e., F t ), the sampling procedure takes one of the following actions. A 1 ) Exploration: due to lack of sufficient confidence, making any decision is deferred and one more sample is taken from the network. A 2 ) Detection: stop taking further measurements and form a reliable decision. In order to formalize the sampling process, we denote the stochastic stopping time of the process by τ ∈ N, at which the sampling process is terminated and a decision is formed. Also, we denote by δ ∈ {H 0 , H 1 } the final decision rule. Furthermore,
and ϕ t as the set of unobserved nodes up to time t, i.e.,
C. Problem Formulation
The data collection strategy and the final decision are uniquely specified by the triplet (τ, δ, ψ τ ). Designing the optimal sampling strategy for achieving the quickest reliable decision involves resolving the tension between the quality and agility of the decision as two opposing performance measures. The agility of the process is captured by the average stopping time E{τ }, and the decision quality is captured by the frequency of erroneous decisions, which are specified by
and , P
Hence, to formalize the quickest reliable decision, we control the quality of the decision and minimize the average number of measurements over all possible combinations of (τ, δ, ψ τ ). Hence, the optimal sampling strategy is the solution to
where α ∈ (0, 1) and β ∈ (0, 1) control the error probability terms P 
IV. DATA-ADAPTIVE SAMPLING
In this section, we offer a combination of stopping criteria, final decision rule, and selection strategies as a solution to (11) and analyze their optimality properties in Section V.
A. Stopping Time and Decision Rules
The detection action consists of determining the stopping time of the sampling process and the final decision rule. To proceed, let us define
as the log-likelihood ratio (LLR) of observations up to time t. It can be readily verified that
By defining γ L = log β , and γ U = − log α ,
we set the stopping time of the sampling process as the solution to the following sequential likelihood ratio test:
and select the following decision rule at the stopping time:
Based on (15) and (16), the sampling procedure continues while Λ t ∈ (γ L , γ U ) and terminates when Λ t falls outside this interval. Furthermore, if Λ t exits this interval from the upper threshold the set {X 1 , . . . , X n } is deemed to form a Markov network.
Theorem 1. Every data adaptive sampling strategy with the stopping time and decision rule specified in (15) and (16) and the thresholds given in (14) satisfies P 1 0 ≤ α and P 0 1 ≤ β.
B. Exploration Action
Prior to the stopping time τ at each time t ∈ {1, . . . , τ } the sampling process should dynamically identify and observe of the available nodes. Specifically, at time t, and based on the information accumulated up to time t, the sampling process decides about ψ(t + 1) ∈ ϕ t .
In this subsection we provide two approaches for dynamic selection function ψ(t). The first approach is based on the Chernoff rule, which is widely used for relevant problems in controlled sensing, and the second approach is an optimal one for the quickest detection problem at hand. We provide the Chernoff rule for two reasons. It furnishes some of the elements for designing the optimal approaches, and also serves as a strong baseline for assessing the performance of the optimal rule. 1) Chernoff Rule: In the context of the problem studied in this paper, the Chernoff rule first forms a maximum a posteriori probability (MAP) decision about the true model T. In order to formalize the Chernoff rule for this problem, we define π t as the posterior probability that hypothesis H 1 is true at time t, i.e.,
where it can be shown that
The MAP estimate of the true hypothesis is H 1 if π t ≥ 1 2 , and it is H 0 if π t < 1 2 . We also define D i j (t) as the information gained by observing node i at time t when the true hypothesis is H j , i.e.,
and
where D KL (f g) denotes the Kullback-Leibler (KL) divergence between the distributions corresponding to pdfs f and g. Therefore, we obtain the following node selection function:
According to the Chernoff rule, the sampling strategy should select the node that maximizes the KL divergence between f i and f j for j = i, when the MAP decision is in favor of H i , which minimizes the average delay in the asymptote of small rate of erroneous decisions. By choosing the best immediate action, the Chernoff rule ignores the perspective of the decisions and the impact of the current decision on future ones. In the context of this paper and when the Markov network comprises multiple disconnected subgraphs, this sampling strategy remains in one subgraph until it exhausts all the nodes in that subgraph.
To address this issue, we propose a selection rule that can freely navigate through the entire graph.
2) Proposed Rule: To characterize the selection rule for correlated actions, we modify the information criterion of the Chernoff rule to incorporate the impact of the current decision on all possible future ones. Specifically, we select the node that maximizes the combination of immediate information and possibly expected information in the future. To this end, at time t and for each node i ∈ ϕ t we define the set S i t as a subset of unobserved nodes in the network that contains node i, i.e., 
The information acquired by observing the set S i t under H 0 and H 1 are denoted by
and,
Based on these new measures, the optimal action is to select the node that maximizes the average information over all possible future decisions. Therefore, the node selection function is the solution of the following optimization problem over all possible S i t that satisfy (22) :
The important distinction, compared to the Chernoff rule, is the incorporation of every possible future action into the decisions. Finding the optimal node i and set S i t in (25) involves an exhaustive search over all the remaining nodes which can become computationally prohibitive. However, by leveraging the Markov properties of a Markov network, assuming an acyclic dependency graph, and defining
we can limit the search for the S i t that maximizes M i j to the set L i t . This observation is formalized in the following theorem. Theorem 2. At each time t and for ∈ {0, 1} we have Set t = 0, S = {1, . . . , n}, Λ 0 = 0, γ L = log β, and
End for 6
Find ψ(t) based on (27) 7 S ← S \ ψ(t) 8
Compute Λt according to (13) 9 If γ L < Λt < γ U 10 Go to step 2 11 Else if Λt ≤ γ L 12 Set δ = 0 and τ = t 13 Else 14 Set δ = 1 and τ = t 15 End if Hence, based on this theorem, the selection function given in (25) simplifies to
The steps involved for detecting a Markov network with a certain correlation structure are summarized in Table I .
V. PERFORMANCE ANALYSIS
In this section, we analyze the performance of the proposed sampling strategies. For this purpose, we assume
converge completely as n → ∞. The following theorem asserts the asymptotic optimality of the proposed strategies.
Theorem 3. The sampling strategies with the detection action given in (15) and (16), and for both selection functions given in (21) and (27), are asymptotically optimal solutions for (11) as α and β approach zero i.e.,
where τ c and τ m are the stopping times when we use the Chernoff rule and the proposed rule, respectively, for designing the selection functions.
We also compare the performance of sequential sampling procedures with the fixed sample size setting in terms of their associated error exponents, when the detection decision is made according to the Neyman-Pearson (NP) test. For this purpose, we defineP as the frequency of erroneous decisions by the NP test based on n samples, and E f i,j as the error exponent associated with P j i , i.e.,
Similarly, we also define
where P j i (t) is the error probability of sequential sampling when the average number of measurements is t. The connections between the error exponents of the NP test and sequential sampling strategies are established in the following theorem. 
Next, we evaluate the performance of different sampling strategy via simulations. For this purpose, we consider the NP test as the fixed sample size approach, sequential sampling with a pre-specified (non-adaptive) sampling order, the Chernoff rule, and the rule proposed in this paper. We also consider Gaussian distributions such that under H 0 the network generates independent Gaussian random variables, while under H 1 they form a multivariate Gaussian distribution with a known covariance matrix. Figure 1 compares the average delays of different approaches for varying levels of α = β. It is observed that the proposed sampling procedure outperforms all the relevant existing methods.
VI. CONCLUSION
Quickest detection of a correlation structure in a Markov network has been considered with the objective of determining whether the data samples generated by different nodes in the network are statistically independent, or they form a Markov network with a known structure. Two sequential and dataadaptive sampling strategies have been designed in order to determine whether the network bears a correlation structure with the fewest average number of measurements while, in parallel, the final decision is controlled to meet a target quality level. The proposed sampling strategies involve dynamically deciding whether to terminate the sampling process or continue collecting further evidence, and prior to terminating the process which node should be selected at each time for collecting a random measurement. Also, optimality properties of the proposed sampling strategies have been established.
