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ВВЕДЕНИЕ 
 
На сегодняшний день одной из основных задач при создании сложных 
систем является техническая диагностика.Этонаука, которая возниклав связи с 
потребностями современной техники. Техническая диагностика – область 
знаний, охватывающая теорию, методы и средства определения технического 
состояния объектов. При текущем уровне сложности радиоэлектронной и 
вычислительной техники частотаприменения данной отрасли научно-
технических знаний растет с каждым днем. Это явление обусловлено 
постоянным усовершенствованием сложных систем и необходимостью 
увеличения производительности различных технических объектов.Все 
возрастающее значение сложных и дорогостоящих технических систем, 
особенно в машиностроении и радиоэлектронике, требования безопасности, 
безотказности и долговечности делают весьма важной оценку состояния 
системы, ее надежности.  
Техническая диагностика решает обширный круг задач, многие из 
которых являются смежными с задачами других научных дисциплин. Основной 
задачей технической диагностики является распознавание состояния 
технической системы в условиях ограниченной информации. 
Актуальной является задача технической диагностики 
электрорадиоизделий (ЭРИ), так как современные космические аппараты 
состоят из сотни тысяч надежных изделий: различных транзисторов, диодов, 
диодных матриц и др. При поломке одного из изделий выходит из строя весь 
космический аппарат, поэтому особо важно дать точную оценку их 
надежности, так как ремонт или замена изделий во время эксплуатации 
невозможны. Именно поэтому задача определения качества так важна на 
сегодняшний день. 
Теоретическим фундаментом для решения основной задачи технической 
диагностики следует считать общую теорию распознавания образов. Эта теория 
занимается распознаванием образов любой природы, машинным 
распознаванием речи, печатного и рукописного текстов. 
Техническая диагностика изучает алгоритмы распознавания 
применительно к задачам диагностики, которые обычно могут рассматриваться 
как задачи кластеризации и классификации. Алгоритмы распознавания в 
технической диагностике частично основываются на диагностических моделях, 
устанавливающих связь между состояниями технических систем и их 
отображениями в пространстве диагностических сигналов.  
Решение задачи технической диагностики, особенно для сложных 
технических систем и оборудования, позволяет получить большой 
экономический эффект и повысить промышленную безопасность 
соответствующих опасных производственных объектов. Техническая 
диагностика благодаря раннему обнаружению дефектов позволяет 
предотвратить внезапные отказы оборудования, что повышает надежность, 
эффективность и безопасность промышленных производств, а также дает 
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возможность эксплуатации сложных технических систем по фактическому 
техническому состоянию. 
 Таким образом, решение задачи технической диагностики является 
актуальной проблемой, имеющей существенное значение для повышения 
эффективности проведения экспериментов и требующей развития 
существующих и разработки новых алгоритмов, способных точно и 
эффективно проводить кластеризацию в столь сложных условиях. 
На сегодняшний день существует множество методов кластерного 
анализа. Различные алгоритмы кластеризации могут быть более или менее 
успешны при различных ситуациях. Простые алгоритмы, такие как k-means, 
EM-алгоритм, алгоритм кратчайшего незамкнутого пути, как правило, узко 
специализированы и дают адекватные результаты только в одной-двух 
ситуациях. Более сложные алгоритмы, такие как Forel, алгоритм Ланса-
Уильямса, нейронная сеть Кохонена справляютсяс несколькими типами 
ситуаций.  
Существует множество изданий, посвященных вопросам кластерного 
анализа, авторами некоторых из них являются Загоруйко Н. Г., Айвазян С. А., 
Бухштабер В. М., Мандель И. Д. и др. Так же, существует Школа анализа 
данных, основанная Яндексом, где преподают машинное обучение, 
компьютерное зрение, анализ текстов на естественном языке и другие 
направления современных компьютерных наук. Одним из преподавателей 
основ машинного обучения в Школе анализа данных является Воронцов К. В. 
 
Целью дипломной работы является повышение эффективности 
прирешении задачи технической диагностикис помощью реализации, 
применения и исследования алгоритмов кластерного анализаForelи Ланса-
Уильямса.  
В связи с поставленной целью в дипломной работе решаются следующие 
задачи: 
 реализация алгоритмов кластерного анализа Forelи Ланса-Уильямса; 
 применение реализованных алгоритмов кластерного анализа; 
 исследованиереализованных алгоритмовForelи Ланса-Уильямса; 
 модификация алгоритмаForel и сравнение результатов работы с 
базовым алгоритмом; 
 проведение сравнительного анализа результатов. 
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1 Общие сведения о технической диагностике, задачах 
классификации и кластеризации 
 
1.1 Основные понятия технической диагностики 
 
Техническая диагностика определяется как область знаний, 
охватывающая теорию, методы и средства определения технического состояния 
объектов1. 
Диагностирование технических объектов включает в себя следующие 
функции: 
 оценка технического состояния объекта; 
 обнаружение и определение места локализации неисправностей; 
 прогнозирование остаточного ресурса объекта; 
 мониторинг технического состояния объекта. 
Объект, состояние которого определяется, называют объектом 
диагностирования. Диагностирование представляет собой процесс 
исследования объекта диагностирования. Характерными примерами 
результатов диагностирования состояния технического объекта являются 
заключения вида: объект диагностирования исправен, неисправен, в объекте 
имеется некоторая неисправность. 
В стандартах исправное, неисправное, работоспособное и 
неработоспособное технические состояния определяются следующим образом. 
Исправное состояние – состояние объекта, при котором он  
соответствует всем требованиям нормативно-технической и конструкторской 
документации. 
Неисправное состояние – состояние объекта, при котором он не 
соответствует хотя бы одному из требований нормативно-технической и (или) 
конструкторской документации. 
Работоспособное состояние – состояние объекта, при котором значения 
всех параметров, характеризующих способность выполнять заданные функции, 
соответствуют требованиям нормативно-технической и (или) конструкторской 
документации. 
Неработоспособное состояние – состояние объекта, при котором  
значение хотя бы одного параметра, характеризующего способность выполнять 
заданные функции, не соответствует требованиям нормативно-технической и 
(или) конструкторской документации [16]. 
При диагностировании рассматриваются следующие задачи. 
Первая задача диагностирования – проверка исправности, при которой 
решается задача обнаружения в объекте любой неисправности, переводящей 
объект диагностирования из множества исправных состояний в множество 
неисправных. Она возникает при изготовлении устройств на заводах, 
включении их после долгого хранения или ремонта. 
                                           
1 Согласно ГОСТ 20911-89, п.3 табл.1. 
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Вторая задача диагностирования – проверка работоспособности, при 
которой решается задача обнаружения тех неисправностей, которые переводят 
объект диагностирования из множества работоспособных систем в множество 
отказавших. 
Третья задача диагностирования – проверка правильности 
функционирования – решается во время работы объекта диагностирования. При 
этом достаточно следить за тем, чтобы в объекте диагностирования не 
появились неисправности, нарушающие его нормальную работу в настоящий 
момент времени, и исключить недопустимое для нормальной работы влияние 
неисправностей. 
Четвертая задача диагностирования – поиск неисправностей (дефектов), 
при котором решается проблема точного указания в объекте неисправного 
элемента или множества элементов, среди которых находится неисправный 
элемент. 
Пятая задача диагностирования – прогнозирование состояния объекта 
диагностирования, для решения которой изучается характер изменения 
диагностических параметров и на основе сформировавшихся тенденций 
предсказываются значения параметров в будущий момент времени. 
Техническая диагностика является составной частью технического 
обслуживания. Основной задачей технического диагностирования является 
обеспечение безопасности, функциональной надёжности и эффективности 
работы технического объекта, а также сокращение затрат на его техническое 
обслуживание и уменьшение потерь от простоев в результате отказов и 
преждевременных выводов в ремонт. Теоретическим фундаментом для 
решения основной задачи технической диагностики следует считать общую 
теорию распознавания образов. 
 
1.2 Задача распознавания образов. Классификация и кластеризация 
 
Достаточно долгое время задача распознавания рассматривалась 
человеком со стороны биологического и психологического аспектов. При этом 
изучению подвергались лишь качественные характеристики, которые не 
позволяли точно описать механизм функционирования. Получение 
функциональных зависимостей было, как правило, связано с исследованием 
рецепторов органов слуха, осязания или зрения. Однако принципы 
формирования решения оставались загадкой. 
Основанная Норбертом Винером в начале XX века новая наука, 
получившая название кибернетика (наука об общих закономерностях процессов 
управления и передачи информации в машинах, живых организмах и 
обществе), позволила в исследование вопроса распознавания образов ввести 
количественные методы. Другими словами, представить процесс распознавания 
образов (по сути – природное явление) математическими методами [1]. 
Следует отметить, что в процессе жизнедеятельности человека число 
принимаемых им решений конечно, но, в то же время, количество 
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определяющих факторов может быть бесконечным. Количество возможных 
решений зависит от жизненного опыта. Поэтому автоматизация ряда процессов 
предполагает под собой конструирование автоматических устройств, 
способных реагировать на множество изменяющихся характеристик внешней 
среды каким-то определенным количеством удовлетворительных для человека 
реакций. Это означает реализацию главных особенностей принципов 
распознавания, заложенных природой, обеспечение реагирования на 
совокупность изменений. 
Создание устройств, выполняющих функции распознавания различных 
объектов, в большинстве случаев обеспечивает возможность замены человека 
специализированным автоматом. Благодаря этому, значительно расширяются 
возможности сложных систем, выполняющих различные информационные, 
логические, аналитические задачи. Так же следует отметить, что качество 
работ, выполняемых человеком на рабочем месте, зависит от многих факторов 
(квалификации, опыта, добросовестности и т. д.). В то же время исправный 
автомат действует однообразно и обеспечивает всегда одинаковое качество. 
Автоматический контроль сложных систем позволяет вести мониторинг и 
обеспечивать своевременное обслуживание, идентификацию помех и 
автоматическое применение соответствующих методов шумоподавления, 
позволяет повысить качество передачи информации. Также понятно, что 
использование автоматических систем в ряде задач может обеспечить 
невозможное для человека быстродействие. 
Распознавание представляет собой информационный процесс, 
реализуемый некоторым преобразователем информации (интеллектуальным 
информационным каналом, системой распознавания), имеющим вход и выход. 
На вход системы подается информация о том, какими признаками обладают 
предъявляемые объекты. На выходе системы отображается информация о том, 
к каким классам (обобщенным образам) отнесены распознаваемые объекты[13]. 
Возможность распознавания опирается на схожесть однотипных 
объектов. Несмотря на то, что все предметы и ситуации уникальны в строгом 
смысле, между некоторыми из них всегда можно найти сходства по тому или 
иному признаку. Отсюда возникает понятие классификации – разбиения всего 
множества объектов на непересекающиеся подмножества – классы, элементы 
которых имеют некоторые схожие свойства, отличающие их от элементов 
других классов. И, таким образом, задачей распознавания является отнесение 
рассматриваемых объектов или явлений по их описанию к нужным классам. 
Классификация – системное распределение изучаемых предметов, 
явлений, процессов по родам, видам, типам, по каким-либо существенным 
признакам для удобства их исследования; группировка исходных понятий и 
расположение их в определенном порядке, отражающем степень этого 
сходства. Под классификацией понимается отнесение объектов (наблюдений, 
событий) к одному из заранее известных классов. 
Классификация относится к задачам, требующим обучения с учителем. 
При обучении с учителем набор исходных данных (или выборку данных) 
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разбивают на два множества: обучающее и тестовое. Обучающее множество– 
множество, которое включает данные, использующиеся для обучения 
(конструирования) модели. Тестовоемножество также содержит входные и 
выходные значения примеров. Здесь выходные значения используются для 
проверки работоспособности модели. 
В процессе классификации обнаруживаются признаки, которые 
характеризуют группы объектов исследуемого набора данных – классы. По 
этим признакам каждый сигнал можно отнести к тому или иному классу.  
Кластерный анализ – одно из перспективных современных направлений 
алгоритмизации действий при решении задач распознавания образов в 
условиях нечеткой, неполной, размытой информации. 
Кластерный анализ включает в себя набор различных алгоритмов 
классификации. Задача кластерного анализа состоит в разбиении исходной 
совокупности объектов на группы схожих, близких между собой объектов. Эти 
группы называют кластерами. Другими словами, кластерный анализ – это один 
из способов классификации объектов по их признакам.  
Понятие кластер используют для обозначения множества точек в 
пространстве признаков, не пересекающегося с другим множеством. На первый 
взгляд, кажется, что термин кластер есть синоним слова класс. Однако между 
кластерным анализом и классификацией есть разница. В отличие от 
классификации кластерный анализ определяет границу между естественными 
группами реализаций, не пересекающимися во всем пространстве 
рассматриваемых признаков. С этой точки зрения можно сказать, что 
установление естественной границы классов по алгоритмам без учителя есть 
кластерный анализ [4]. 
Результатом кластеризации является разбиение множества признаков на 
группы в условиях, когда классы заранее не определены. Получающееся 
разбиение естественным образом характеризует структуру множества данных и 
может быть использовано в дальнейшем для ее определения. 
Результаты, полученные методами кластерного анализа, применяют в 
самых различных областях. В маркетинге – это сегментация конкурентов и 
потребителей. В психиатрии для успешной терапии является решающей 
правильная диагностика симптомов, таких как паранойя, шизофрения и т.д. В 
менеджменте важна классификация поставщиков, выявление схожих 
производственных ситуаций, при которых возникает брак. В социологии – 
разбиение респондентов на однородные группы. В портфельном 
инвестировании важно сгруппировать ценные бумаги по сходству в тенденции 
доходности, чтобы составить на основе полученных сведений о фондовом 
рынке оптимального инвестиционного портфеля, позволяющего 
максимизировать прибыль от вложений при заданной степени риска. По сути, 
кластерный анализ хорошо зарекомендовал себя во всех сферах 
жизнедеятельности человека. Всякий раз, когда необходимо классифицировать 
большое количество информации такого рода и представлять её в виде, 
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пригодном для дальнейшей обработки, кластерный анализ оказывается весьма 
полезным и эффективным. 
Кластерный анализ позволяет рассматривать достаточно большой объём 
информации и сильно сжимать большие массивы социально-экономической 
информации, делать их компактными и наглядными. 
Большое значение кластерный анализ имеет применительно к 
совокупностям временных рядов, характеризующих экономическое развитие 
(например, общехозяйственной и товарной конъюнктуры). Здесь можно 
выделять периоды, когда значения соответствующих показателей были 
достаточно близкими, а также определять группы временных рядов, динамика 
которых наиболее схожа. 
В задачах социально-экономического прогнозирования весьма 
перспективно сочетание кластерного анализа с другими количественными 
методами (например, с регрессионным анализом). 
Кластерный анализ позволяет провести объективную классификацию 
любых объектов, которые охарактеризованы рядом признаков. Из этого можно 
извлечь ряд преимуществ: 
 полученные кластеры можно интерпретировать, то есть описывать, 
какие же собственно группы существуют; 
 отдельные кластеры можно выбраковывать. Это полезно в тех случаях, 
когда при наборе данных допущены определённые ошибки, в результате 
которых значения показателей у отдельных объектов резко отклоняются. При 
применении кластерного анализа такие объекты попадают в отдельный кластер; 
 для дальнейшего анализа могут быть выбраны только те кластеры, 
которые обладают интересующими характеристиками. 
 
1.3 Основные методы классификации данных 
 
Формальная постановка задачи классификации: 
Пусть X – множество описаний объектов,  Y – конечное множество 
номеров (имён, меток) классов. Существует неизвестная целевая зависимость – 
отображение 𝑦∗: 𝑋 → 𝑌, значения которой известны только на объектах 
конечной обучающей выборки 𝑋𝑚 = {(𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚)}. Требуется 
построить алгоритм  𝑎: 𝑋 → 𝑌, способный классифицировать произвольный 
объект 𝑥𝜖𝑋. 
 
1.3.1 Байесовские методы классификации 
 
Байесовский подход является классическим в теории распознавания 
образови лежит в основе многих методов. Он опирается на теорему о том, 
чтоесли плотности распределения классов известны, то алгоритм 
классификации, имеющий минимальную вероятность ошибок, можно выписать 
в явном виде[2].  
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1.3.2 Метрические методы классификации 
 
Во многих прикладных задачах измерять степень сходства объектов 
существенно проще, чем формировать признаковые описания. Например, такие 
сложные объекты, как фотографии лиц, подписи, временные ряды или 
первичные структуры белковестественнее сравнивать непосредственно с друг с 
другом путём некоторого «наложения с выравниванием», чем изобретать какие-
то признаки и сравнивать признаковыеописания. Если мера сходства объектов 
введена достаточно удачно, то, как правило,оказывается, что схожим объектам 
очень часто соответствуют схожие ответы. В задачах классификации это 
означает, что классы образуют компактно локализованныеподмножества. Это 
предположение принято называть гипотезой компактности.Для формализации 
понятия «сходства» вводится функция расстояния в пространстве объектов X. 
Методы обучения, основанные на анализе сходства объектов, называются 
метрическими, даже если функция расстояния не удовлетворяет всем аксиомам 
метрики [2]. 
К метрическим методам относятся: 
 метод ближайшего соседа; 
 метод парзеновского окна; 
 метод потенциальных функций; 
 алгоритм STOLP для отбора эталонных объектов. 
 
1.3.3 Линейные методы классификации 
 
Линейные модели широко используются в машинном обучении благодаря 
их относительной простоте, в некоторых случаях хорошей интерпретируемости 
и наличию глубоко проработанных численных методов. Простейшим 
обоснованием линейного классификатора служит его аналогия с нервной 
клеткой – нейроном. Персептронные принципы обучения, первоначально 
заимствованные из нейрофизиологии, затем нашли математические 
обоснования и с точки зрения градиентных методов минимизации 
эмпирического риска, и с точки зрения байесовской теории классификации, и с 
точки зрения статистических оценок обобщающей способности [2]. 
К линейным методам классификации относятся такие методы, как: 
 метод стохастического градиента; 
 метод опорных векторов. 
 
1.4 Основные методы кластеризации данных 
 
Формальная постановка задачи кластеризации: 
Пусть X – множество объектов, Y – множество номеров (имён, меток) 
кластеров. Задана функция расстояния между объектами. Имеется конечная 
обучающая выборка объектов. Требуется разбить выборку на 
непересекающиеся подмножества, называемые кластерами, так, чтобы каждый 
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кластер состоял из объектов, близких по метрике, а объекты разных кластеров 
существенно отличались. При этом каждому объекту 𝑥𝑖𝜖𝑋 приписывается 
номер кластера 𝑦𝑖 . 
Алгоритм кластеризации – это функция 𝑎: 𝑋 → 𝑌, которая любому 
объекту𝑥𝜖𝑋 ставит в соответствие номер кластера 𝑦𝜖𝑌. Множество Y в 
некоторых случаях известно заранее, однако чаще ставится задача определить 
оптимальное число кластеров, с точки зрения того или иного критерия качества 
кластеризации. 
Кластеризация (обучение без учителя) отличается от классификации 
(обучения с учителем) тем, что метки исходных объектов 𝑦𝑖изначально не 
заданы, и даже может быть неизвестно само множество Y. 
Цели кластеризации могут быть различными в зависимости от 
особенностей конкретной прикладной задачи: 
 понять структуру множества объектов, разбив его на группы схожих 
объектов. Упростить дальнейшую обработку данных и принятия решений, 
работая с каждым кластером по отдельности (стратегия «разделяй и властвуй»); 
 сократить объём хранимых данных в случае сверхбольшой выборки, 
оставив по одному наиболее типичному представителю от каждого кластера; 
 выделить нетипичные объекты, которые не подходят ни к одному из 
кластеров. Эту задачу называют одноклассовой классификацией, обнаружением 
нетипичности или новизны. 
В первом случае число кластеров стараются сделать поменьше. Во 
втором случае важнее обеспечить высокую степень сходства объектов внутри 
каждого кластера, а кластеров может быть сколько угодно. В третьем случае 
наибольший интерес представляют отдельные объекты, не вписывающиеся ни в 
один из кластеров.  
Во всех этих случаях может применяться иерархическая кластеризация, 
когда крупные кластеры дробятся на более мелкие, те в свою очередь дробятся 
ещё мельче, и т. д. Такие задачи называются задачами таксономии. Результатом 
таксономии является не простое разбиение множества объектов на кластеры, а 
древообразная иерархическая структура. Вместо номера кластера объект 
характеризуется перечислением всех кластеров, которым он принадлежит, от 
крупного к мелкому. Таксономии строятся во многих областях знания, чтобы 
упорядочить информацию о большом количестве объектов. Мы будем 
рассматривать алгоритмы иерархической кластеризации, позволяющие 
автоматизировать процесс построения таксономий. 
 
1.4.1 Эвристические графовые алгоритмы 
 
Обширный класс алгоритмов кластеризации основан на представлении 
выборки в виде графа. Вершинам графа соответствуют объекты выборки, а 
рёбрам – попарные расстояния между объектами.  
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Достоинством графовых алгоритмов кластеризации является наглядность, 
относительная простота реализации, возможность вносить различные 
усовершенствования, опираясь на простые геометрические соображения [2]. 
К графовым алгоритмам кластеризации относятся такие алгоритмы, как: 
 алгоритм выделения связных компонент; 
 алгоритм кратчайшего незамкнутого пути; 
 алгоритм FOREL. 
 
1.4.2 Статистические алгоритмы 
 
Статистические алгоритмы основаны на предположении, что кластеры 
неплохо описываются некоторым семейством вероятностных распределений. 
Тогда задача кластеризации сводится к разделению смеси распределений по 
конечной выборке [2]. 
К статистическим алгоритмам относятся: 
 EM-алгоритм; 
 метод k-средних; 
 кластеризация с частичным обучением. 
 
1.4.3 Иерархическая кластеризация 
 
Иерархические алгоритмы кластеризации, называемые также 
алгоритмами таксономии, строят не одно разбиение выборки на 
непересекающиеся классы, а систему вложенных разбиений. Результат 
таксономии обычно представляется в виде таксономического дерева – 
дендрограммы. Классическим примером такого дерева является иерархическая 
классификация животных и растений. 
Среди алгоритмов иерархической кластеризации различаются два 
основных типа. Дивизимные или нисходящие алгоритмы разбивают выборку на 
всё более и болеемелкие кластеры. Более распространены агломеративные или 
восходящие алгоритмы, в которых объекты объединяются во всё более и более 
крупные кластеры [2]. 
К алгоритмам иерархической кластеризации относится алгоритм Ланса-
Уильямса. 
 
1.4.4 Самоорганизующиеся карты Кохонена 
 
Самоорганизующиеся карты Кохонена применяются для визуализации 
многомерных данных. Они дают лишь общую картину, довольно размытую и 
подверженную искажениям, поскольку спроецировать многомерную выборку 
на плоскость без искажений в общем случае невозможно. Тем не менее, карты 
Кохонена позволяют увидеть ключевые особенности кластерной структуры 
выборки. Они используются на стадии разведочного анализа данных, скореедля 
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общего понимания задачи, чем для получения каких-либо точных 
результатов[2]. 
 
1.5 Алгоритм кластерного анализаForel. Модификации. 
Преимущества и недостатки 
 
Forel (Формальный Элемент) – алгоритм кластеризации, основанный на 
идее объединения в один кластер объектов в областях их наибольшего 
сгущения. Данный алгоритм предложен Загоруйко и Ёлкиной в 1967 году при 
решении одной прикладной задачи в области палеонтологии. 
 
1.5.1 Алгоритм Forel 
 
Алгоритм имеет многочисленные вариации, но в основе всех этих 
вариаций лежит следующая базовая процедура. 
Таксоны, получаемые   этим   алгоритмом, имеют сферическую форму. 
Количество таксонов зависит от радиуса сфер: чем меньше радиус, тем больше 
получается таксонов. Вначале признаки объектов нормируются так, чтобы их 
значения находились в диапазоне от нуля до единицы.  Затем строится 
гиперсфера минимального радиуса 𝑅0, которая охватывает все пространство 
точек.  Если бы был нужен один таксон, то он был бы представлен именно этой 
начальной сферой. Для получения большего числа таксонов радиус сфер 
постепенно уменьшается. Берется радиус 0,9 ∗ 𝑅0 и центр сферы помещается в  
любую  из имеющихся точек. Находятся точки, расстояние до которых меньше 
радиуса, и вычисляются координаты центра тяжести этих «внутренних» точек.  
Затем центр сферы переносится в этот центр тяжести и снова находятся 
внутренние точки. Сфера как бы плывет в сторону локального сгущения точек.   
Такая процедура определения внутренних точек и переноса   центра   
сферы продолжается до тех пор, пока сфера не остановится, т.е.  пока на 
очередном шагесостав внутренних точек, а, следовательно, и их центр тяжести, 
не изменится. Это значит, что сфера остановилась в области локального 
максимума   плотности   точек   в признаковом пространстве.   
    Точки, оказавшиеся внутри остановившейся сферы, объявляют 
принадлежащими таксону первому таксону и исключают   их   из   дальнейшего 
рассмотрения. Для оставшихся точек описанная выше процедура повторяется 
до тех пор, пока все точки не окажутся включенными в таксоны [6].   
 
1.5.2 Алгоритм Forel-2 
 
Алгоритм Forel-2 – это модификация базового алгоритма, которая 
предназначена для получения таксономии с точно заданным числом таксонов k. 
Здесь радиус сферы по мере надобности увеличивается или уменьшается 
на величину R, которая на каждой очередной итерации становится все меньше, 
например, уменьшается вдвое.  Этот метод последовательных приближений 
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позволяет быстро подойти   к   заданному числу таксонов при минимально 
возможном радиусе сфер [6].  
 
1.5.3 Преимущества и недостатки алгоритма 
 
К преимуществам алгоритма Forelможно отнести: 
 точность минимизации функционала качества (при удачном подборе 
параметра R, варьируя этот параметр, можно получать кластеризации 
различной степени детальности); 
 наглядность визуализации кластеризации; 
 сходимость алгоритма; 
 возможность операций над центрами кластеров – они известны в 
процессе работы алгоритма; 
 возможность подсчета промежуточных функционалов качества, 
например, длины цепочки локальных сгущений; 
 возможность проверки гипотез схожести и компактности в процессе 
работы алгоритма. 
Недостатками данного алгоритма являются: 
 относительно низкая производительность; 
 плохая применимость алгоритма при плохой разделимости выборки на 
кластеры; 
 неустойчивость алгоритма (зависимость от выбора начального 
объекта); 
 произвольное по количеству разбиение на кластеры; 
 необходимость априорных знаний о ширине (диаметре) кластеров [13]. 
 
1.6 Алгоритм кластеризации Ланса-Уильямса. Модификации. 
Преимущества и недостатки 
 
Иерархические алгоритмы кластеризации, называемые также 
алгоритмами таксономии, строят не одно разбиение выборки на 
непересекающиеся классы, а систему вложенных разбиений. Результат 
таксономии обычно представляется в виде таксономического дерева – 
дендрограммы. Среди алгоритмов иерархической кластеризации различаются 
два основных типа. Дивизимные или нисходящие алгоритмы разбивают 
выборку на всё более и более мелкие кластеры. Более распространены 
агломеративные или восходящие алгоритмы, в которых объекты объединяются 
во всё более и более крупные кластеры. Реализация этой идеи представлена в 
Алгоритме Ланса-Уильямса [2]. 
Сначала каждый объект считается отдельным кластером. Для 
одноэлементных кластеров естественным образом определяется функция 
расстояния. 
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𝑅({𝑥}, {𝑥′}) = 𝜌(𝑥, 𝑥′) (1.1) 
 
Затем запускается процесс слияний. На каждой итерации вместо пары 
самых близких кластеров U и V образуется новый кластер W = U ∪V.  
АгломеративнаякластеризацияЛанса-Уильямса: 
1) инициализироватьмножествокластеров 
 
𝐶𝑡 = {{𝑥1}, … , {𝑥𝑙}} (1.2) 
 
где 𝐶𝑡 – множество кластеров; 𝑥𝑙 – объекты выборки. 
2) длявсех𝑡 =  2, . . . , 𝑙 (t–номеритерации): 
3) найтив𝐶𝑡−1дваближайшихкластера 
 
(𝑈, 𝑉) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑢≠𝑣𝑅(𝑈, 𝑉) (1.3) 
 
где 𝑈и 𝑉 – рассматриваемые кластеры; 𝑅 – расстояние между кластерами. 
4) изъятькластерыUиV, добавитьслитыйкластерW = U∪V. 
 
𝐶𝑡 =  𝐶𝑡−1 ∪ {𝑊}\{𝑈, 𝑉}; (1.4) 
 
5) длявсех𝑆 ∈ 𝐶𝑡вычислитьрасстояниеR(W,S) поформулеЛанса-Уильямса. 
Расстояние от нового кластера W до любого другого кластера S 
вычисляется по расстояниям R(U,V), R(U,S) и R(V,S), которые к этому моменту 
уже должны быть известны. 
 
𝑅(𝑈 ∪ 𝑉, 𝑆)  =  𝛼𝑢𝑅(𝑈, 𝑆)  + 𝛼𝑣𝑅(𝑉, 𝑆)  + 𝛽𝑅(𝑈, 𝑉)  +  𝛾|𝑅(𝑈, 𝑆)  −
 − 𝑅(𝑉, 𝑆)| (1.5) 
 
где𝛼𝑢, 𝛼𝑣, 𝛽, 𝛾 – числовыепараметры.  
Эта универсальная формула обобщает практически все разумные способы 
определить расстояние между кластерами. Она была предложена Лансом и 
Уильямсом в 1967 году.  
 
1.6.1 Способы вычисления расстояний в алгоритме Ланса-Уильямса 
 
На практике используются следующие способы вычисления расстояний 
R(W, S) между кластерами W и S. Для каждого из них доказано соответствие 
формуле Ланса-Уильямса (1.5) при определённых сочетаниях параметров. 
Расстояние ближнего соседа:  
 
𝑅б(𝑊, 𝑆) = 𝑚𝑖𝑛𝑤∈𝑊,𝑠∈𝑆𝜌(𝑤, 𝑠) (1.6) 
 
где 𝛼𝑢 = 𝛼𝑣 =
1
2
, 𝛽 = 0, 𝛾 =
−1
2
. 
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Расстояние дальнего соседа:  
 
𝑅д(𝑊, 𝑆) = 𝑚𝑎𝑥𝑤∈𝑊,𝑠∈𝑆𝜌(𝑤, 𝑠) (1.7) 
 
где 𝛼𝑢 = 𝛼𝑣 =
1
2
, 𝛽 = 0, 𝛾 =
1
2
. 
Среднее расстояние:  
 
𝑅с(𝑊, 𝑆) =
1
|𝑊||𝑆|
∑ ∑ 𝜌(𝑤, 𝑠)𝑠∈𝑆𝑤∈𝑊  (1.8) 
 
где 𝛼𝑢 =
|𝑈|
|𝑊|
, 𝛼𝑣 =
|𝑉|
|𝑊|
, 𝛽 = 𝛾 = 0. 
Расстояние между центрами: 
 
𝑅ц(𝑊, 𝑆) = 𝜌
2(∑
𝑤
|𝑊|
, ∑
𝑠
|𝑆|𝑠∈𝑆𝑤∈𝑊
) (1.9) 
 
где 𝛼𝑢 =
|𝑈|
|𝑊|
, 𝛼𝑣 =
|𝑉|
|𝑊|
, 𝛽 = −𝛼𝑢𝛼𝑣, 𝛾 = 0. 
Расстояние Уорда: 
 
𝑅у(𝑊, 𝑆) =
|𝑆||𝑊|
|𝑆|+|𝑊|
𝜌2(∑
𝑤
|𝑊|
, ∑
𝑠
|𝑆|𝑠∈𝑆𝑤∈𝑊
) (1.10) 
 
где 𝛼𝑢 =
|𝑆|+|𝑈|
|𝑆|+|𝑊|
, 𝛼𝑣 =
|𝑆|+|𝑉|
|𝑆|+|𝑊|
, 𝛽 =
−|𝑆|
|𝑆|+|𝑊|
, 𝛾 = 0. 
 
1.6.2 Свойства, характеризующие качество кластеризации 
 
Для правильного выбора формулы нахождения расстояния необходимо 
рассмотреть несколько дополнительных свойств, характеризующих качество 
кластеризации. 
 
1.6.2.1 Свойство монотонности 
 
Обозначим через 𝑅𝑡 расстояние между ближайшими кластерами, 
выбранными на t-м шаге для слияния. Функция расстояния R обладает 
свойством монотонности, если при каждом слиянии расстояние между 
объединяемыми кластерами только увеличивается: 𝑅2 ≤ 𝑅3 ≤ ⋯ ≤ 𝑅𝑙.  
Свойство монотонности позволяет изобразить процесс кластеризации в 
виде специального графика, называемого дендрограммой. По вертикальной оси 
откладываются объекты, по горизонтальной – расстояния 𝑅𝑡. Нетрудно 
доказать, что если кластеризация обладает свойством монотонности, то 
дендрограмму можно построить так, чтобы она не имела самопересечений. При 
этом любой кластер из множества 𝐶𝑡представляется сплошной 
последовательностью точек на вертикальной оси. Если же процесс 
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кластеризации идёт не монотонно, то вместо дендрограммы получается клубок 
линий, трудный для восприятия. Дендрограмма позволяет представить 
кластерную структуру в виде плоского графика независимо от того, какова 
размерность исходного пространства [2]. 
Не любое сочетание коэффициентов в формуле Ланса-Уильямса приводит 
к монотонной кластеризации. 
Если выполняются следующие три условия, то кластеризация является 
монотонной: 
1) 𝛼𝑢 > 0, 𝛼𝑣 > 0; 
2) 𝛼𝑢 + 𝛼𝑣 + 𝛽 > 1; 
3) min {𝛼𝑢, 𝛼𝑣} + 𝛾 > 0. 
Из перечисленных выше расстояний только 𝑅ц не является монотонным. 
Расстояние Уорда отличается от него мультипликативной поправкой, которая и 
делает его монотонным. 
 
1.6.2.2 Свойства растяжения и сжатия 
 
Некоторые расстояния обладают свойством растяжения. По мере того, 
как кластер укрупняется, расстояния от него до других кластеров 
увеличиваются, как будто пространство вокруг кластера растягивается. На 
дендрограмме растягивающие расстояния характеризуются повышением 
плотности линий слева, в области наименьших значений 𝑅𝑡. Свойство 
растяжения считается желательным, так как оно способствует более чёткому 
отделению кластеров. С другой стороны, при слишком сильном растяжении 
возможно найти кластеры там, где их изначально не было. Растягивающими 
являются расстояния 𝑅д и 𝑅у.  
Некоторые расстояния, наоборот, обладают свойством сжатия. По мере 
роста кластера расстояния от него до других кластеров уменьшается, и кажется, 
что пространство вокруг кластера сжимается. Естественная кластеризация при 
этом может исчезнуть. Для сжимающих расстояний характерно уплотнение 
дендрограммы справа, в области наибольших значений 𝑅𝑡. Расстояние 
ближнего соседа 𝑅б является сильно сжимающим [2].  
Свойства сжатия и растяжения определяются через отношение. 
 
𝑅𝑡/𝜌(𝜇𝑢, 𝜇𝑣) (1.11) 
 
где𝑅𝑡 = 𝑅(𝑈, 𝑉)–расстояние между ближайшими кластерами, объединяемыми 
на t-м шаге;𝜇𝑢 и 𝜇𝑣 – центры этих кластеров.  
Если это отношение на каждом шаге больше единицы, то расстояние R 
является растягивающим; если оно всегда меньше единицы, то сжимающим. 
Есть и такие расстояния, которые не являются ни сжимающими, ни 
растягивающими, например, 𝑅с и 𝑅ц. Они сохраняют метрику пространства [2].  
1.6.2.3 Свойство редуктивности 
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Самой трудоёмкой операцией в Алгоритме Ланса-Уильямса является 
поиск пары ближайших кластеров. Эта операция ограничивает применимость 
алгоритма выборками длины в несколько сотен объектов. Идея ускорения 
алгоритма заключается в том, чтобы перебирать лишь наиболее близкие пары. 
Задаётся некоторый параметр δ, и перебор ограничивается сокращённым 
множеством пар{(𝑈, 𝑉 ): 𝑅(𝑈, 𝑉 ) ≤ 𝛿} . Когда все такие пары будут исчерпаны, 
параметр δ увеличивается, и формируется новое сокращённое множество пар. И 
так далее, до полного слияния всех объектов в один кластер [2]. 
Расстояние R называется редуктивным, если для любого δ > 0 и любых δ-
близких кластеров U и V объединение δ-окрестностей U и V содержит в себе δ-
окрестность кластера W = U ∪ V: {𝑆|𝑅(𝑈 ∪ 𝑉, 𝑆) < 𝛿, 𝑅(𝑈, 𝑉) ≤ 𝛿} ⊆
{𝑆|𝑅(𝑆, 𝑈) < 𝛿 или 𝑅(𝑆, 𝑉) < 𝛿}. 
Доказано, что этот алгоритмкластеризации на основе редуктивности  
приводит к той же кластеризации, что и базовый алгоритм, если расстояние R 
обладает свойством редуктивности. 
Быстрая агломеративная кластеризация на основе редуктивности: 
1) инициализироватьмножествокластеров 
 
𝐶𝑡 = {{𝑥1}, … , {𝑥𝑙}}; (1.12) 
где 𝐶𝑡 – множество кластеров; 𝑥𝑙 – объекты выборки. 
2) выбрать начальное значение параметра 𝛿; 
3) Заполнить 𝑃(𝛿); 
 
𝑃(𝛿) = {(𝑈, 𝑉)|𝑈, 𝑉 ∈ 𝐶𝑡 , 𝑅(𝑈, 𝑉) ≤ 𝛿}; (1.13) 
 
4) длявсех𝑡 =  2, . . . , 𝑙 (t–номеритерации), если 𝑃(𝛿) = ∅, то увеличить 𝛿 
так, чтобы 𝑃(𝛿) ≠ ∅; 
5) найтив𝑃(𝛿)дваближайшихкластера: 
 
(𝑈, 𝑉) = 𝑎𝑟𝑔𝑚𝑖𝑛(𝑢,𝑣)∈𝑃(𝛿)𝑅(𝑈, 𝑉) (1.14) 
 
6) изъятькластерыUиV, добавитьслитыйкластерW = U∪V:  
 
𝐶𝑡 =  𝐶𝑡−1 ∪ {𝑊}\{𝑈, 𝑉}; (1.15) 
 
7) длявсех𝑆 ∈ 𝐶𝑡вычислитьрасстояниеR(W,S) поформулеЛанса-Уильямса 
(1.5).Если 𝑅(𝑊, 𝑆) ≤ 𝛿, то𝑃(𝛿) = 𝑃(𝛿) ∪ {(𝑊, 𝑆)}. 
 
 
 
 
1.6.3 Достоинства и недостатки алгоритма 
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Точного ответа на вопрос, какой алгоритм кластеризации лучше, не 
существует. Каждое из расстояний, перечисленных выше, имеет свои 
недостатки и подходит не для всех задач.  
Метод ближнего соседа обладает цепочечным эффектом, когда 
независимо от формы кластера к нему присоединяются ближайшие к границе 
объекты. В некоторых случаях это приводит к тому, что кластеры «отращивают 
щупальца». В зависимости от задачи это свойство может быть как полезным, 
так и мешающим.  
Метод ближнего соседа хорошо подходит для выделения кластеров 
ленточной формы.  
Метод дальнего соседа цепочечного эффекта не имеет, но на раннем 
этапе может объединять довольно несхожие группы.  
Расстояние между центрами масс не монотонно и не редуктивно, поэтому 
редко используется на практике, хотя интуитивно кажется «золотой 
серединой».  
Метод Уорда является наилучшим. Он чаще других методов 
восстанавливает интуитивно наилучшую кластеризацию[2]. 
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Выводы к главе 1 
 
На основании рассмотренного теоретического материала о технической 
диагностике, задачах классификации и кластеризации было установлено 
следующее. 
Техническая диагностика – область знаний, которая охватывает теорию, 
методы и средства определения технического состояния объектов.Техническая 
диагностика является составной частью технического обслуживания. Основной 
задачей технического диагностирования является обеспечение безопасности, 
функциональной надёжности и эффективности работы технического объекта, а 
также сокращение затрат на его техническое обслуживание и уменьшение 
потерь от простоев в результате отказов и преждевременных выводов в ремонт. 
Теоретическим фундаментом для решения основной задачи технической 
диагностики следует считать общую теорию распознавания образов.  
Эта теория занимается распознаванием образов любой природы, 
машинным распознаванием речи, печатного и рукописного текстов. 
Техническая диагностика изучает алгоритмы распознавания 
применительно к задачам диагностики, которые обычно могут рассматриваться 
как задачи кластеризации и классификации. Алгоритмы распознавания в 
технической диагностике частично основываются на диагностических моделях, 
устанавливающих связь между состояниями технических систем и их 
отображениями в пространстве диагностических сигналов.  
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2 Исследование алгоритмов кластеризации на модельных данных 
 
Для исследования свойств алгоритмов кластеризации необходимо 
провести ряд численных экспериментов. Так как для реальных данных точное 
расположение кластеров и координаты их центров неизвестны, необходимо 
подготовить достаточно большую выборку модельных данных с заранее 
известными параметрами. После проведения кластеризации эти параметры 
оцениваются статистическим путем для определения точности, эффективности 
и скорости работы каждого из сравниваемых методов кластеризации.  
Для обеспечения статистической достоверности были сгенерированы 
модельные данные с различными типами кластерных структур: явно 
выраженные, линейно отделенные кластеры; кластеры с перемычками; 
кластеры с шумами.  
Так же исследование алгоритмов кластеризации было проведено на 
данных из репозитория – ирисах Фишера. Ирисы Фишера состоят из данных о 
150 экземплярах ирисов, по 50 экземпляров из трех видов. Для каждого 
экземпляра измерялись четыре характеристики: длина чашелистика, ширина 
чашелистика, длина лепестка и ширина лепестка. Один из классов линейно-
разделим от двух остальных. 
Главной задачей исследования является нахождение кластеров как 
связанных групп ячеек и определение их центров. Однако в процессе 
обнаружения кластеров могут возникнуть ошибки, связанные с потерей 
некоторых «слабых» или слившихся с другими кластеров, а также с 
нахождением фиктивных кластеров, образованных случайными скоплениями 
точек. Эти ошибки процедуры поиска кластеров в свою очередь вызывают 
искажения в координатах центров найденных кластеров. Таким образом, можно 
выделить следующие критерии качества алгоритма поиска кластеров: 
1) Точность определения координат центров кластеров, которая 
рассчитывается как среднеквадратичное значение отклонения координат 
каждого из найденных кластеров от его значения, заложенного в модель; 
2) Эффективность алгоритма, определяемая как отношение общего числа 
найденных кластеров к числу смоделированных; 
3) Количество ошибочно найденных кластеров; 
4) Скорость работы алгоритма. 
В ходе эксперимента необходимо сравнить соответствующие 
характеристики реализованных алгоритмов. 
 
2.1 Программная реализация алгоритмов 
 
Алгоритмы реализованы на языке программирования C#.Для каждого 
алгоритма реализовано отображение графиков, а именно: кластеров, 
зависимости числа кластеров от настраиваемых параметров, гистограмм. Так 
же реализовано отображение в табличной части числа кластеров и точек 
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выборки, попавших в кластеры. Пример программной модели приложения 
отображен на рисунке 1.  
Алгоритмы имеют ряд настраиваемых параметров. Для алгоритма, 
программная модель приложения которого изображена на рисунке 1, 
настраиваемыми параметрами являются коэффициент R, коэффициент 
точности графика, количество столбцов гистограммы и срезы, по которым 
необходимо отображение графиков и гистограмм. 
 
 
Рисунок 1 – Окно программы 
 
После настройки всех параметров и нажатии на кнопку «Run» программа 
отобразит результат работы, на вкладке «Кластеры» отображен график 
результатов кластеризации (Рисунок 1). 
На вкладке «Гистограмма» отображены гистограммы по заданным срезам 
(Рисунок 2). 
 
 
Рисунок 2 – Окно программы 
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На вкладке «Данные» отображена таблица с номерами кластеров, 
количеством точек, попавших в кластеры, а так же данные о центрах кластеров. 
Нажатие на номер кластера активирует вторую таблицу, в которую выводятся 
номера точек данного кластера (Рисунок 3). 
 
 
Рисунок 3 – Окно программы 
 
Вкладка «Графики» отображает графики зависимости количества 
кластеров от настраиваемого параметра R (Рисунок 4). 
 
 
Рисунок 4 – Окно программы 
 
 Аналогичные приложения реализованы для модификации алгоритма 
Forel, агломеративной кластеризации алгоритма Ланса-Уильямса и быстрой 
агломеративной кластеризации на основе редуктивностиЛанса-Уильямса. 
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2.2 Исследование алгоритма Forelна модельных данных 
 
В алгоритме Forel параметр R является настраиваемым. Варьируя 
параметр R, можно получать кластеризации различной степени детальности. 
Если кластеры близки по форме к шарам, можно сделать R достаточно 
большим. Для описания кластеров более сложной формы следует уменьшать R. 
Так же алгоритм довольно чувствителен к выбору начального положения 
точки 𝑥0 для каждого нового кластера. Поэтому для получения более точного 
результата необходимо генерировать несколько (порядка 10 – 20) 
кластеризаций. Поскольку начальное положение центров выбирается 
случайным образом, эти кластеризации будут довольно сильно отличаться. 
Окончательно выбирается та кластеризация, которая доставляет наилучшее 
значение заданному функционалу качества.  
 
2.2.1 Исследование алгоритма Forelна типах кластерных структур с 
явно выделенными кластерами 
 
В зависимости от величиныпараметраR и начального положения точки 𝑥0 
были получены следующие результаты. 
При явно выраженных кластерахс параметром𝑅𝜖{0,9; 1}данный алгоритм 
определяет только один кластер из трех истинных, объединяя все три истинных 
кластера в один (Рисунок 5).Символом «Звезда» на графике выделена 
начальная вершина. 
 
 
Рисунок 5–Явные кластеры. Параметр R = 0,9 
 
При уменьшении параметра Rдо 0,8 качество кластеризации значительно 
увеличивается. 
Как видно из рисунка 6, из трех явно заданных кластеров, алгоритм 
обнаруживает все три кластера, но неверно. Большая часть точек первого 
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кластера занесена в третий кластер. Ошибок в отнесении точек во второй 
кластер нет. Это происходит из-за того, что данный алгоритм хорошо разделяет 
объекты в условиях, когда внутрикластерные расстояния меньше 
межкластерных, а так же, когда внутри кластера есть объект, являющийся 
центром. 
 
 
Рисунок 6 – Явные кластеры. Параметр R = 0,8 
 
Уменьшение параметра R до 0,75 дает более точную кластеризацию: из 
трех истинных кластеров найдено четыре, из которых два кластера определены 
безошибочно, а точки четвертого разбиты на два разных кластера (Рисунок 7). 
 
 
Рисунок 7 – Явные кластеры. Параметр R = 0,75 
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Дальнейшее уменьшение параметра Rприводит к увеличению числа 
найденных кластеров и увеличению ошибки кластеризации (Рисунки 8,9). 
 
 
Рисунок 8 – Явные кластеры. Параметр R = 0,65 
 
 
Рисунок 9 – Явные кластеры. Параметр R = 0,5 
 
Из этого следует, что алгоритм плохо справляется даже с явно 
выделенными кластерами, линейно отделенными друг от друга. Наиболее 
точная кластеризация достигается при параметре 𝑅𝜖{0,7; 0,8}. При 
варьировании параметра в этом диапазоне алгоритм обнаруживает 3-4 кластера 
из трех истинных в большинстве генераций. 
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2.2.2 Исследование алгоритма Forelна типах кластерных структур с 
перемычками 
 
Алгоритм показал неудовлетворительные результаты даже при 
кластеризации данных с явно выделенными кластерами, поэтому кластеризация 
данных с неявными кластерами (кластеров с перемычками) затруднительна.  
При достаточно большом значении параметра 𝑅𝜖{0,9; 1}алгоритм при 
различных запусках со стохастическим выбором начальных точек дает 
значительно отличающиеся друг от друга результаты. 
В большинстве генераций при параметре R = 0,9 алгоритм обнаруживает 
один кластер из четырех истинных (Рисунок 10). 
 
 
Рисунок 10 – Кластеры с перемычками. Параметр R = 0,9 
 
 Результат наилучшей кластеризацией при данном параметре Rотображен 
на рисунке 11. Из четырех истинных кластеров найдено четыре, но часть точек 
первого кластера попали в третий, однако два кластера определены 
безошибочно. Это происходит из-за того, что алгоритм Forelдовольно хорошо 
кластеризует те данные, для которых выполняется гипотеза компактности. То 
есть, для данного алгоритма необходимо, чтобы классы образовывали 
компактно локализованные подмножества в пространстве объектов. Это также 
означает, что граница между классами должна иметь достаточно простую 
форму. 
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Рисунок 11 – Кластеры с перемычками. Параметр R = 0,9 
 
Уменьшение параметра Rдо 0,8 не приводит к уменьшению ошибки 
кластеризации. Аналогично предыдущим значениям алгоритм дает абсолютно 
разные результаты кластеризации при различных запусках. Обнаруживается от 
одного до восьми кластеров. Однакоудовлетворительных кластеризаций при 
такой величине параметра Rнет. Один из вариантов представлен на рисунке 12. 
 
 
Рисунок 12 – Кластеры с перемычками. Параметр R = 0,8 
 
Дальнейшее уменьшениевеличины параметра R приводит к увеличению 
ошибки кластеризации и увеличению количества найденных кластеров. Даже 
при многократной генерации начальной точки результаты кластеризации 
неудовлетворительные. Последующее уменьшение параметра приводит к 
увеличению числа найденных кластеров в большинстве генераций. 
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 Таким образом, алгоритм Forelне предназначен для кластеризации типов 
структур с перемычками, так как алгоритм положительно справляется с 
кластеризацией тех данных, для которых выполняется гипотеза компактности, 
то есть необходимы локальные сгустки точек, образующих кластеры. Наиболее 
близкие к истинным результаты кластеризации получены при значении 
параметра R= 0,9 после многократной генерации начальной точки. 
 
2.2.3 Исследование алгоритма Forelна типах кластерных структур с 
выбросами 
 
 При достаточно большом значении параметра𝑅𝜖{0,9; 1}для данных с 
неявно выраженными кластерами алгоритм практически всегда относит все 
точки в один кластер (Рисунок 13). 
 
 
Рисунок 13 – Кластеры с выбросами. Параметр R = 0,9 
 
 Уменьшение параметра Rдо 0,85 приводит к уменьшению ошибки 
кластеризации. При отнесении выбросов к определенным кластерам, а не 
рассмотрении их в качестве самостоятельных кластеров – алгоритм дает 
удовлетворительные результаты (Рисунок 14). Из рисунка видно, что три 
кластера, которые представляют собой компактно локализованные 
подмножества, найдены безошибочно. Часть точек, являющихся выбросами, 
отнесены к этим кластерам, остальные попали в самостоятельные кластеры. 
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Рисунок 14 – Кластеры с выбросами. Параметр R = 0,85 
 
 Дальнейшее уменьшение приводит к увеличению ошибки кластеризации 
и, соответственно, к увеличению количества найденных кластеров (Рисунок 
15). В случаях некоторых генераций точки, представляющие собой выбросы, 
относятся к одному отдельному кластеру. 
 
 
Рисунок 15 – Кластеры с выбросами. Параметр R = 0,6 
 
 Аналогично, как и для предыдущих типов кластерных структур, алгоритм 
плохо справляется с данными с выбросами. Наиболее оптимальным является 
значение параметра R = 0,85, при котором алгоритм обнаруживает 5 кластеров 
из 3 истинных, при условии отнесения выбросов к определенным кластерам. 
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2.2.4 Исследование алгоритма Forelна данных из репозитория 
(Ирисы Фишера) 
 
При величине 𝑅𝜖{0,9; 1}алгоритм выделяет лишь один кластер из трех 
истинных. При уменьшениизначения параметра до диапазона𝑅𝜖{0,65; 0,9}для 
алгоритма не явилось проблемой безошибочно определить линейно отделенный 
кластер, состоящий из 50 точек. Однако большинство точек двух нелинейно 
разделимых кластеров занесено в один кластер (Рисунки 16, 17). 
 
 
Рисунок 16 – Ирисы Фишера. Параметр R = 0,9 (Срез X0, X1) 
 
 
Рисунок 17 – Ирисы Фишера. Параметр R = 0,9 (Срез X2, X3) 
 
 Последующее уменьшение параметра Rведет к увеличению ошибки 
кластеризации, линейно отделенный класс определяется не так точно, как при 
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предыдущих значениях параметра, кластеризация двух истинных нелинейно 
разделимых кластеров неудовлетворительна (Рисунки 18, 19). 
 
 
Рисунок 18 – Ирисы Фишера. Параметр R = 0,6 (Срез X0, X1) 
 
 
Рисунок 19 – Ирисы Фишера. Параметр R = 0,6(Срез X2, X3) 
 
 Дальнейшее уменьшение величины Rдает увеличение числа найденных 
кластеров, и, соответственно, увеличение ошибки кластеризации. 
 Из этого следует, что данный алгоритм безошибочно находит линейно 
отделенные кластеры при значении параметра 𝑅𝜖{0,65; 0,9}. Так же, алгоритм 
является неустойчивым к нелинейно разделимым кластерам. 
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2.2.5 Результаты работы алгоритмаForel 
 
Алгоритм Forel неудовлетворительно справляется со всеми типами 
кластерных структур. Даже выявление явно выраженных кластеров является 
проблемой при кластеризации с использованием данного алгоритма. Алгоритм 
имеет множество недостатков, таких как: относительно низкая 
производительность, плохая применимость алгоритма при плохой 
разделимости выборки на кластеры, произвольное по количеству разбиение на 
кластеры, необходимость априорных знаний о ширине кластеров. Однако 
основным недостатком является стохастичность при выборе начальной точки. 
На рисунках 20 и 21 представлена зависимость количества кластеров от 
параметра R при различных генерациях начальной точки, из которых видно, 
что результаты кластеризации в каждом случае значительно отличаются друг от 
друга.  
 
 
Рисунок 20 – График зависимости количества кластеров от параметра R 
 
 
Рисунок 21 – График зависимости количества кластеров от параметра R 
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 По результатам работы алгоритма Forelполучена следующая сводная 
таблица (Таблица 1). 
 
Таблица 1 - Сводная таблица по алгоритму Forel 
Данные Объем 
выборки 
Истинные кластеры Найденные кластеры Ошибка 
кластеризации, 
% Кол-во 
точек 
Центры Кол-во 
точек 
Центры 
Явные 
кластеры 
53 
17 (0,21; 0,19) 5 (0,35; 0,8) 
23 18 (0,74; 0,55) 18 (0,74; 0,55) 
18 (0,33; 0,82) 30 (0,25; 0,46) 
Кластеры с 
перемычками 
70 
19 (0,31; 0,16) 
6 (0,51; 0,46) 
64 
26 (0,55; 0,51) 
9 (0,92; 0,25) 
64 (0,45; 0,47) 
16 (0,23; 0,89) 
Кластеры с 
выбросами 
55 
15 (0,3;0,26) 
12 (0,36;0,78) 
20 
16 (0,78;0,6) 
14 (0,31;0,78) 
16 (0,78;0,6) 
1 (0,05;0,05) 
1 (0,6;0,15) 
15 (0,3;0,26) 1 (0,9;0,15) 
1 (0,7;0,35) 
1 (0,1;0,55) 
3 
(0,2;0,87) 
 
1 (0,45;0.55) 
1 (0,15;0.95) 
1 (0,55;1) 
9 (0,54;0,5) 1 (0,65; 0,85) 
1 (0,9; 0,85) 
Ирисы 
Фишера 
150 
50 
(5,01; 3,43; 
1,46; 0,25) 
5 
 
 
(6,1; 2, 9; 
4,56; 1,36) 
 
64 50 
(5,94; 2,77; 
4,26; 1,33) 
145 
(5,83; 3,06; 
3,73; 1,19) 50 
(6,59; 2,97; 
5,55; 2,03) 
 
 Ошибка кластеризации отображает процент 
неправильнокластеризованных точек. Так как начальная точка выбирается 
случайным образом при каждом запуске, в сводной таблице приведены 
результаты наиболее частых генераций.  
 Из данных, отображенных в таблице, следует, что алгоритм является 
неустойчивым к типам кластерных структур с перемычками. Достаточно 
удовлетворительные, но не точные результаты алгоритм показал на данных с 
явно выраженными кластерами и с выбросами. 
 С данными из репозитория – Ирисами Фишера – алгоритм так же 
справился довольно плохо, из трех кластеров обнаруживается в большинстве 
генераций один. 
В ходе исследования алгоритма Forelбыли сделаны следующие выводы: 
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 алгоритм хорошо разделяет объекты в условиях, когда 
внутрикластерные расстояния меньше межкластерных; 
 алгоритм показывает наилучшие результаты, когда в выборке данных 
внутри кластеров есть объект, являющийся центром; 
 для положительной работы алгоритма необходимо выполнение 
гипотезы компактности, то есть, необходимо, чтобы классы образовывали 
компактно локализованные подмножества в пространстве объектов; 
 граница между классами должна иметь достаточно простую форму. 
 
2.3 Исследование модификации алгоритма Forelна модельных 
данных 
  
 Так как одной из основных причин неудовлетворительной кластеризации 
данных при использовании базового алгоритма Forelявляется стохастичность 
при выборе начальной точки – была разработана модификация данного 
алгоритма. Она заключается в том, что в качестве начальной точки выбирается 
не случайная точка, а та точка, сумма расстояний от которой до всех остальных 
точек минимальна, то есть выбирается точка наибольшего сгущения. 
 Определение начальной точки таким способом дает возможность 
просмотра графика зависимости количества кластеров от параметра R, который 
отображает одну и ту же информацию при различных запусках, и, с помощью 
которого можно подобрать оптимальную величину параметра R, не прибегая к 
генерации нескольких кластеризаций. 
 
2.3.1 Исследование модификации алгоритма Forelна типах 
кластерных структур с явно выделенными кластерами 
 
 Из графика зависимости количества кластеров от параметра, 
представленного на рисунке 22, видно, что для текущего типа кластерных 
структур с тремя явно выраженными кластерами оптимальным значением 
параметра Rявляется 0,84. 
 
 
Рисунок 22 – График зависимости количества кластеров от параметра R 
37 
 
 При данномзначении параметраRалгоритм обнаруживает четыре кластера 
из трех истинных, где2 точки первого кластера попали в отдельный четвертый 
кластер (Рисунок 23). Символом «Звезда» выделена начальная вершина. 
 
 
Рисунок 23 – Явные кластеры. Параметр R = 0,84 
 
 Таким образом, модификация алгоритма Forelпоказывает намного более 
точные результаты при кластеризации данных с явными кластерами. 
 
2.3.2 Исследование модификации алгоритма Forelна типах 
кластерных структур с перемычками 
  
 График зависимости (Рисунок 24) показывает, что оптимальным 
значением параметра Rявляется 0,91. 
 
 
Рисунок 24 – График зависимости количества кластеров от параметра R 
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 При R = 0,91 модификация алгоритма обнаруживает 4 кластера из 
четырех истинных. Как видно из рисунка 25 – точки выборки разнесены в 
кластеры практически верно. Ошибка кластеризации гораздо меньше, в 
сравнении с базовым алгоритмом. 
 
 
Рисунок 25 – Кластеры с перемычками. Параметр R = 0,91 
 
 Как и для предыдущего типа кластерных структур, алгоритм показывает 
более точные результаты кластеризации для данных с перемычками в 
сравнении с базовым алгоритмом. Однако часть точек первого кластера попали 
в другие три кластера. Объяснением этого может служить то, что для данной 
выборки объектов не выполняется гипотеза компактности. 
 
2.3.3 Исследование модификации алгоритма Forelна типах 
кластерных структур с выбросами 
  
 На рисунке 26 представлен график зависимости параметра Rичисла 
кластеров, из которого видно, что для данного типа кластерных структур с 
выбросами, где количество истинных кластеров равно 13, при условии 
рассмотрения выбросов, как самостоятельных кластеров, либо 3 – при 
отнесении выбросов к определенным кластерам, оптимальным является 
значение параметра R = 0,8. 
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Рисунок 26 – График зависимости количества кластеров от параметра R 
 
 При условии отнесения выбросов к определенным кластерам, алгоритм 
показывает довольно неплохие результаты. Три кластера, для которых 
выполняется гипотеза компактности, найдены безошибочно, одна точка, 
являющаяся выбросом, отнесена в самостоятельный класс, часть выбросов 
занесены в третий кластер, и оставшиеся выбросы объединены в отдельный 
кластер (Рисунок 27). 
 
 
Рисунок 27 – Кластеры с выбросами. Параметр R = 0,8 
 
 Уменьшение значения параметра Rне приводит к увеличению точности 
кластеризации. Таким образом, данный алгоритмне предназначен для 
кластеризации типов структур с выбросами, при условии, что выбросы 
являются самостоятельными кластерами, но в случае отнесения их к 
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определенным кластерам алгоритм показывает удовлетворительные 
результаты. 
 
2.3.4 Исследование модификации алгоритма Forelна данных из 
репозитория (Ирисы Фишера) 
 
Из результатов, отображенных на графике зависимости (Рисунок 28) 
видно, что оптимальным Rявляется значение 0,91. 
  
 
Рисунок 28 – График зависимости количества кластеров от параметра R 
 
Как и базовый алгоритм, модифицированный алгоритм безошибочно и  
без проблем определил линейно отделенный кластер. Для нелинейно 
разделимых кластеров алгоритм показал чуть более точные результаты 
(Рисунки 29, 30).  
 
 
Рисунок 29 – Ирисы Фишера. Параметр R = 0,91 (Срез X0, X1) 
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Рисунок 30 – Ирисы Фишера. Параметр R = 0,91 (Срез X1, X3) 
 
Таким образом, модифицированный алгоритм показал чуть более точные 
результаты на данных из репозитория, в сравнении с базовой версией 
алгоритма. 
 
2.3.5 Результаты работы модификации алгоритма Forel 
 
Исключение стохастичности при поиске начальной точки, и выбор точки, 
сумма расстояний от которой до всех остальных минимальна, в качестве 
начальной привело к увеличению точности кластеризации и уменьшению 
процента ошибочно отнесенных к кластерам точек.Однако даже решение 
проблемы неустойчивости алгоритма (зависимость от выбора начального 
объекта) не дало значительных изменений в результатах кластеризации. 
Результаты исследования модифицированного алгоритма представлены в 
сводной таблице 2. 
 
Таблица 2 - Сводная таблица по алгоритму Forelmod 
Данные Объем 
выборки 
Истинные кластеры Найденные кластеры Ошибка 
кластеризации, 
% Кол-во 
точек 
Центры Кол-во 
точек 
Центры 
Явные 
кластеры 
53 
17 (0,21; 0,19) 16 (0,34; 0,82) 
4 
18 (0,74; 0,55) 18 (0,74; 0,55) 
18 (0,33; 0,82) 
17 (0,21; 0,19) 
2 (0,2; 0,82) 
Кластеры с 
перемычками 
70 
19 (0,31; 0,16) 14 (0,54; 0,51) 
17 
26 (0,55; 0,51) 22 (0,32; 0,19) 
9 (0,92; 0,25) 20 (0,28; 0,85) 
16 (0,23; 0,89) 14 (0,84; 0,31) 
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Окончание таблицы 2 
Данные Объем 
выборки 
Истинные кластеры Найденные кластеры Ошибка 
кластеризации, 
% Кол-во 
точек 
Центры Кол-во 
точек 
Центры 
Кластеры с 
выбросами 
55 
15 (0,3;0,26) 
15 (0,3; 0,26) 
14 
16 (0,78;0,6) 
14 (0,31;0,78) 
16 (0,78, 0,6) 
1 (0,05;0,05) 
1 (0,6;0,15) 
19 (0,33; 0,78) 1 (0,9;0,15) 
1 (0,7;0,35) 
1 (0,1;0,55) 
4 (0,78; 0,38) 1 (0,45;0.55) 
1 (0,15;0.95) 
1 (0,55;1) 
1 (0,05; 0,05) 1 (0,65; 0,85) 
1 (0,9; 0,85) 
Ирисы 
Фишера 
150 
50 
(5,01; 3,43; 
1,46; 0,25) 
10 
(6,3; 2,93; 
4,52; 1,38) 
36 
8 
(6,01; 2,82; 
4,97; 1,8) 
50 
(5,94; 2,77; 
4,26; 1,33) 
50 
(5,01; 3,43; 
1,46; 0,25) 
50 
(6,59; 2,97; 
5,55; 2,03) 82 
(6,28; 2,87; 
4,95; 1,7) 
 
Из таблицы 2 видно, что модифицированный алгоритм Forelдовольно 
удовлетворительно справляется со всеми типами кластерных структур.  
Для сравнения результатов работы базового и модифицированного 
алгоритмов приведена сводная таблица (Таблица 3). 
 
Таблица 3- Сводная таблица по алгоритмам Forel и Forelmod 
Алгоритм Данные Объем 
выборки 
Истинные 
кластеры 
Найденные 
кластеры 
Ошибка 
кластеризации, % 
Forel 
Явные 
кластеры 
53 3 3 23 
Кластеры с 
перемычками 
70 4 2 64 
Кластеры 
свыбросами 
55 13 5 20 
Ирисы 
Фишера 
150 3 2 64 
Forel mod 
Явные 
кластеры 
53 3 4 4 
Кластеры с 
перемычками 
70 4 4 17 
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Окончание таблицы 3 
Алгоритм Данные Объем 
выборки 
Истинные 
кластеры 
Найденные 
кластеры 
Ошибка 
кластеризации, % 
 Кластерысвыбросами 55 13 5 14 
Ирисы Фишера 150 3 4 36 
 
 Из данных, отображенных в таблице 3, следует, что модифицированный 
алгоритм в разы лучше кластеризует данные, процент ошибочного отнесения 
точек выборки к кластерам уменьшился в несколько раз.  
В ходе исследования модификации алгоритма Forelи сравнении его с 
базовой версией алгоритма были сделаны следующие выводы: 
 при исключении стохастичности определения начальной точки 
точность кластеризации значительно увеличивается; 
 выбор в качестве начальной точки той точки, сумма расстояний от 
которой до всех остальных минимальна – увеличивает скорость работы, так как 
нет необходимости многократной генерации кластеризаций. 
 
2.4 Исследование алгоритма Ланса-Уильямса на модельных данных 
 
Алгоритм Ланса-Уильямса относится к иерархическим алгоритмам 
кластеризации, которые строят не одно разбиение выборки на 
непересекающиеся классы, а систему вложенных разбиений. Данный алгоритм 
является агломеративным или восходящим, в котором объекты объединяются 
во всё более и более крупные кластеры. Количество кластеров регулируется 
лицом, принимающим решение, и зависит от целей кластеризации.  
Были реализованы две версии алгоритма Ланса-Уильямса: 
агломеративная кластеризация Ланса-Уильямса и быстрая агломеративная 
кластеризация на основе редуктивности. Так как самая трудоемкая операция в 
алгоритме Ланса-Уильямса – это поиск ближайших кластеров, было принято 
решение перебирать лишь наиболее близкие пары, расстояние между которыми 
не превышает значение некоторого параметра. Результаты кластеризации двух 
вариантов алгоритма абсолютно идентичны, различие состоит в скорости 
работы. Быстрый агломеративный алгоритм кластеризует объемные выборки 
данных до 10 раз быстрее. 
 
2.4.1 Исследование алгоритма Ланса-Уильямсана типах кластерных 
структур с явно выделенными кластерами 
 
Алгоритм Ланса-Уильямса безошибочно определяет три истинных 
кластера с явно выделенным типом кластерных структур при всех способах 
нахождения расстояний: ближнего соседа, дальнего соседа, групповое среднее, 
расстояние между центрами, расстояние Уорда (Рисунок 31). 
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Рисунок 31 – Явные кластеры. Rб, Rд, Rг, Rц,Rу 
 
 Таким образом, алгоритм Ланса-Уильямса подходит для кластеризации 
данных с явно выраженным типом кластерных структур. 
 
2.4.2 Исследование алгоритма Ланса-Уильямсана типах кластерных 
структур с перемычками 
 
При кластеризации данных с перемычками, алгоритм при выборе разных 
способов нахождения расстояний дает различные результаты.  
При способе ближнего соседа алгоритм дает наихудшие результаты. При 
выборе 4 кластеров в качестве результата кластеризации, алгоритм 
безошибочно определяет 2 кластера из 4 истинных, точки третьего кластера 
объединены в один, а в четвертый кластер попала одна точка (Рисунок 32). 
 
 
Рисунок 32 – Кластеры с перемычками. Rб, 4 кластера 
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 При выборе трех кластеров в качестве результата кластеризации, 
алгоритм так же безошибочно определяет два кластера, а точки двух 
оставшихся заносит в один общий кластер (Рисунок 33). 
 
 
Рисунок 33 – Кластеры с перемычками. Rб, 3 кластера 
 
 При выборе способа дальнего соседа алгоритм определяет четыре 
кластера, такой результат очень близок к истинному (Рисунок 34). Способ 
группового среднего расстояния дает идентичные результаты.  
 
 
Рисунок 34 – Кластеры с перемычками. Rд, Rг 
 
 Способ нахождения расстояния между центрами и расстояние Уорда 
дают очень похожий с предыдущим результат, эти способы определяют 
кластеры безошибочно (Рисунок 35). 
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Рисунок 35 – Кластеры с перемычками. Rц, Rу 
 
 Как и для типов кластерных структур с явно выраженными кластерами, 
алгоритм показывает хорошие результаты на данных с неявно выраженными 
кластерами – с перемычками. Оптимальными способами нахождения 
расстояния для подобных данных являются – расстояние Уорда, расстояние 
между центрами, групповое среднее и расстояние дальнего соседа.  
 
2.4.3 Исследование алгоритма Ланса-Уильямсана типах кластерных 
структур с выбросами 
 
Все способы нахождения расстояний, за исключение расстояния дальнего 
соседа дают один и тот же безошибочный результат, при условии рассмотрения 
каждой точки выброса в качестве самостоятельного кластера. Из тринадцати 
истинных кластеров алгоритм обнаруживает все тринадцать (Рисунок 36). 
 
 
Рисунок 36 – Кластеры с выбросами. Rб, Rц, Rг, Rу 
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 Расстояние дальнего соседа показало наихудший результат при данном 
типе кластерных структур (Рисунок 37).  
 
 
Рисунок 37 – Кластеры с выбросами. Rд 
 
 Однако если относить выбросы к определенным кластерам, то все 
способы нахождения расстояний, за исключением расстояния ближнего соседа, 
дают одинаковый довольно удовлетворительный результат (Рисунок 38). 
 
 
Рисунок 38 – Кластеры с выбросами. Rд, Rг, Rу,Rц 
 
Использование в этом случае расстояние ближнего соседа дает 
ошибочную кластеризацию (Рисунок 39). 
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Рисунок 39 – Кластеры с выбросами. Rб 
 
 Из этого следует, что алгоритм Ланса-Уильямса устойчив к выбросам, все 
способы нахождения расстояний, за исключением расстояния дальнего 
расстояния дают безошибочный результат при рассмотрении выбросов в 
качестве отдельных кластеров. При отнесении же их к определенным 
кластерам, наихудший результат показывает расстояние ближнего соседа.  
 
2.4.4 Исследование алгоритма Ланса-Уильямсана данных из 
репозитория (Ирисы Фишера) 
 
 На данных из репозитория наилучший результат показывает расстояние 
Уорда. Данный способ точно определяет линейно отделенный кластер, и 
практически верно кластеризует нелинейно разделимые кластеры (Рисунок 40). 
 
 
Рисунок 40 – Ирисы Фишера. Rу 
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 Все способы нахождения расстояний безошибочно выделяют линейный 
кластер. Расстояния дальнего соседа, между центрами и групповое среднее 
дают достаточно удовлетворительное разбиение нелинейно разделимых 
кластеров (Рисунки 41, 42). 
 
 
Рисунок 41 – Ирисы Фишера. Rд 
 
 
Рисунок 42 – Ирисы Фишера. Rг, Rц 
 
 Наихудшие результаты при кластеризации нелинейно разделимых 
кластеров показывает расстояние ближнего соседа. Все точки двух кластеров 
занесены в один, и лишь две точки попали в отдельный кластер (Рисунок 43). 
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Рисунок 43 – Ирисы Фишера. Rб 
 
 Таким образом, алгоритм Ланса-Уильмса при всех способах определения 
расстояния безошибочно определяет линейно отделенный кластер. Для 
кластеризации нелинейно разделимых кластеров лучше всего применять 
расстояние Уорда, чуть хуже результаты показывают расстояния дальнего 
соседа, между центрами и групповое среднее. Расстояние ближнего соседа не 
устойчиво к таким типам данных. 
 
2.4.5 Результаты работы алгоритмаЛанса-Уильямса 
 
 По результатам работы алгоритма получена сводная таблица (Таблица 4). 
 
Таблица 4 - Сводная таблица по алгоритму Ланса-Уильямса 
Данные Объем 
выборки 
R 
 
Истинные кластеры Найденные кластеры Ошибка 
кластеризации, 
% Кол-во 
точек 
Центры Кол-во 
точек 
Центры 
Явные 
кластеры 
53 
Rу, 
Rд, 
Rб,
Rг,
Rц 
17 (0,21; 0,19) 17 (0,21; 0,19) 
0 18 (0,74; 0,55) 18 (0,74; 0,55) 
18 (0,33; 0,82) 18 (0,33; 0,82) 
Кластеры 
с 
перемыч-
ками 
70 
Rб 
19 (0,31; 0,16) 1 (0,4; 0,35) 
28 
26 (0,55; 0,51) 44 (0,43; 0,36) 
9 (0,92; 0,25) 9 (0,92; 0,25) 
16 (0,23; 0,89) 16 (0,23; 0,89) 
Rу, 
Rд, 
Rг,
Rц 
19 (0,31; 0,16) 19 (0,31; 0,16) 
0 
26 (0,55; 0,51) 26 (0,55; 0,51) 
9 (0,92; 0,25) 9 (0,92; 0,25) 
16 (0,23; 0,89) 16 (0,23; 0,89) 
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Окончание таблицы 4 
Данные Объем 
выборки 
R 
 
Истинные кластеры 
 
Найденные кластеры Ошибка 
кластеризации, 
% Кол-во 
точек 
Центры Кол-во 
точек 
Центры 
Кластеры 
с выбро-
сами 
55 
Rд 
15 (0,3;0,26) 11 (0,29; 0,14) 
23 
16 (0,78;0,6) 16 (0,78; 0,6) 
14 (0,31;0,78) 8 (0,59; 0,44) 
1 (0,05;0,05) 4 (0,28; 0,16) 
1 (0,6;0,15) 7 (0,64; 0,4) 
1 (0,9;0,15) 2 (0,82; 0,2) 
1 (0,7;0,35) 1 (0,7;0,35) 
1 (0,1;0,55) 1 (0,1;0,55) 
1 (0,45;0.55) 1 (0,45;0.55) 
1 (0,15;0.95) 1 (0,15;0.95) 
1 (0,55;1) 1 (0,55;1) 
1 (0,65; 0,85) 1 (0,65; 0,85) 
1 (0,9; 0,85) 1 (0,9; 0,85) 
Rу, 
Rб, 
Rг,
Rц 
15 (0,3;0,26) 15 (0,3;0,26) 
0 
16 (0,78;0,6) 16 (0,78;0,6) 
14 (0,31;0,78) 14 (0,31;0,78) 
1 (0,05;0,05) 1 (0,05;0,05) 
1 (0,6;0,15) 1 (0,6;0,15) 
1 (0,9;0,15) 1 (0,9;0,15) 
1 (0,7;0,35) 1 (0,7;0,35) 
1 (0,1;0,55) 1 (0,1;0,55) 
1 (0,45;0.55) 1 (0,45;0.55) 
1 (0,15;0.95) 1 (0,15;0.95) 
1 (0,55;1) 1 (0,55;1) 
1 (0,65; 0,85) 1 (0,65; 0,85) 
1 (0,9; 0,85) 1 (0,9; 0,85) 
Ирисы 
Фишера 
150 
Rу, 
Rг,
Rц, 
Rд 
50 
(5,01; 3,43; 
1,46; 0,25) 
50 
(5,01; 3,43; 
1,46; 0,25) 
9 50 
(5,94; 2,77; 
4,26; 1,33) 
64 
(5,93; 2,76; 
4,41; 1,44) 
50 
(6,59; 2,97; 
5,55; 2,03) 
36 
(6,83; 3,08; 
5,76; 2,09) 
Rб 
50 
(5,01; 3,43; 
1,46; 0,25) 
50 
(5,01; 3,43; 
1,46; 0,25) 
32 50 
(5,94; 2,77; 
4,26; 1,33) 
98 
(6,59; 2,94; 
5,51; 2,03) 
50 
(6,59; 2,97; 
5,55; 2,03) 
2 
(7,8; 3,8; 
6,55; 2,1) 
 
 Из данных, отображенных в таблице 4, следует, что алгоритмЛанса-
Уильямса является устойчивым ко всем типам кластерных структур при 
определенных способах нахождения расстояния.  
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 В ходе исследования данного алгоритма получены следующие 
результаты: 
 метод ближнего соседа обладает цепочечным эффектом, когда 
независимо от формы кластера к нему присоединяются ближайшие к границе 
объекты. В зависимости от задачи это свойство может быть как полезным, так и 
мешающим;  
 метод дальнего соседа цепочечного эффекта не имеет, но на раннем 
этапе может объединять довольно несхожие группы; 
 расстояние между центрами масс не монотонно и не редуктивно, 
поэтому редко используется на практике, хотя интуитивно кажется «золотой 
серединой»; 
 метод Уорда оказался наилучшим по результатам экспериментального 
сравнения на представительном наборе модельных задач. Он чаще других 
методов восстанавливает интуитивно наилучшую кластеризацию. 
 
2.5 Сводная таблица результатов работы всех реализованных 
алгоритмов 
 
После проведения сравнительного анализа результата работы всех 
разработанных алгоритмов кластерного анализа была получена данная сводная 
таблица (Таблица 5). По данным, отображенным в сводной таблице, можно 
сделать вывод, что наихудшие результаты показывает алгоритм Forel, который 
дает ошибку кластеризации 23% даже в случае явных кластеров, в условиях 
неявно выраженных кластеров алгоритм кластеризует неправильно более 
пятидесяти процентов точек. 
 Лучшие результаты кластеризации показывает Алгоритм Ланса-
Уильямса, который практически со стопроцентной точностью кластеризует все 
типы структур. 
 
Таблица 5 - Сводная таблица по всем реализованным алгоритмам 
 Ошибка кластеризации, % 
Forel 
 
Forel mod Ланса-Уильямса 
𝑹б 𝑹д 𝑹г 𝑹ц 𝑹у 
Явные 
кластеры 
23 4 0 
Кластеры с 
перемычками 
64 17 28 0 
Кластеры с 
выбросами 
20 14 0 23 0 
Ирисы 
Фишера 
64 36 32 9 
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Выводы к главе 2 
 
По результатам исследования реализованных алгоритмов кластерного 
анализа на модельных данных с различными типами кластерных структур, а 
именно, данных с явно выраженными кластерами, данных с перемычками, с 
шумами и на ирисах Фишера были получены следующие результаты. 
Один из наиболее популярных алгоритмов кластеризации – Forel, показал 
наихудшие результаты. Даже на данных с явными, линейными кластерами 
алгоритм ошибочно кластеризует более 20% точек выборки. Для неявных 
кластеров, а так же для ирисов Фишера процент ошибки превышает отметку 60. 
Однако данный алгоритм показал удовлетворительные результаты 
кластеризации данных с выбросами, и, соответственно, сравнительно 
небольшую ошибку кластеризации – 20%. 
Исключение стохастичности при выборе начальной точки для алгоритма 
Forel помогло в разы улучшить результаты кластеризации. Для явных 
кластеров, при кластеризации с помощью модифицированного алгоритма 
Forel,процент ошибки составляет 4%. Так же в среднем в 2-3 раза уменьшилась 
ошибка при отнесении точек к кластерам для других типов кластерных 
структур. 
Наилучшие результаты кластеризации модельных данных показал 
алгоритм Ланса-Уильямса. Для всех типов кластерных структур алгоритм, при 
настраивании параметра поиска расстояния,дает безошибочную кластеризацию. 
При исследовании данных из репозитория – ирисов Фишера, алгоритм 
показывает ошибку кластеризации в 9% при выборе способов нахождения 
расстояния дальнего соседа, группового среднего, расстояния между центрами 
и Уорда. 
  
54 
 
3 Исследование алгоритмов кластеризации на данныхизмерения 
микросхем 
 
 Глава 3 изъята.  
ЗАКЛЮЧЕНИЕ 
 
В результате выполнения дипломной работы было достигнуто 
повышение эффективности при решении задачи технической диагностики 
электрорадиоизделий, а так же реализованы программные приложения для 
алгоритмов кластерного анализа и модификаций данных алгоритмов.Данные 
алгоритмы позволяют выявлять схожие группы в выборке объектов в 
зависимости от целей кластеризации. Методом  статистического  
моделирования  подтверждена работоспособность  алгоритмов. 
В работе приведены результаты исследований алгоритмов кластерного 
анализа Forel, Ланса-Уильямса и их модификаций на специально 
сгенерированных модельных данных, на данных из репозитория, а так же,  
проведен анализ результатов кластеризации электрорадиоизделий. 
В ходе исследований было выявлено, что алгоритм Forelявляется 
подходящим алгоритмом для кластеризации данных, для которых выполняется 
гипотеза компактности, то есть, необходимо, чтобы кластеры образовывали 
компактно локализованные подмножества в пространстве объектов, а так же, 
чтобы граница между классами имела достаточно простую форму. 
Повышение точности кластеризации данных других типов кластерных 
структур с помощью алгоритма Forelбыло достигнуто путем модификации 
данного алгоритма. Модифицированный алгоритм Forelпоказал в разы лучшие 
результаты кластеризации, однако оба алгоритма не дали удовлетворительных 
результатов при кластеризации данных обизмерениях характеристик 
микросхем 1526ЛЕ5, так как для этих данных не выполняется гипотеза 
компактности, а так же, межкластерные расстояния незначительно отличаются 
от внутрикластерных. 
Наилучшие результаты при кластеризации данных всех типов кластерных 
структур показал иерархический дивизимный алгоритм Ланса-Уильямса. Так 
же, данный алгоритм дал наилучшие результаты при кластеризации данных об 
измерениях характеристикмикросхем 1526ЛЕ5.  
Таким образом, поставленная в дипломной работе цель и выдвинутые 
задачи достигнуты в полной мере. Реализованные программные приложения 
могут в дальнейшем применяться на практике для диагностирования данных в 
любой сфере жизнедеятельности человека. 
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