Abstract To infer the parameters of mechanistic models with intractable likelihoods, techniques such as approximate Bayesian computation (ABC) are increasingly being adopted. One of the main disadvantages of ABC in practical situations, however, is that parameter inference must generally rely on summary statistics of the data. This is particularly the case for problems involving high-dimensional data, such as biological imaging experiments. However, some summary statistics contain more information about parameters of interest than others, and it is not always clear how to weight their contributions within the ABC framework. We address this problem by developing an automatic, adaptive algorithm that chooses weights for each summary statistic. Our algorithm aims to maximize the distance between the prior and the approximate posterior by automatically adapting the weights within the ABC distance function. Computationally, we use a nearest neighbour estimator of the distance between distributions. We justify the algorithm theoretically based on properties of the nearest neighbour distance estimator. To demonstrate the effectiveness of our algorithm, we apply it to a variety of test problems, including several stochastic models of biochemical reaction networks, and a spatial model of diffusion, and compare our results with existing algorithms.
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Introduction
When using quantitative models to explore biological or physical phenomena, it is crucial to be able to estimate parameters of these models and account appropriately for uncertainty in both the parameters and model predictions. Bayesian statistics offers a wealth of tools in this regard [15, 39] . Bayes' theorem gives us that the posterior, p(θ|D), of parameters, θ, given data, D, is proportional to a prior, π(θ), on the parameters multiplied by the likelihood, p(D|θ), of data, D, given those parameters: p(θ|D) ∝ p(D|θ)p(θ). The prior represents our beliefs about the parameters prior to observing the data, the likelihood gives the probability of observing the data, given a certain set of parameters, and these result in the posterior, which returns updated beliefs about the parameters after having observed the data.
However, much of the current theory surrounding the generation of posterior distributions for parameter inference relies on being able to evaluate the likelihood of the data given the parameters of a model. In practice, for a large class of mechanistic models the likelihood is not tractable, either due to computational or analytical complexity. Therefore, the use of likelihood-free methods for inference, including approximate Bayesian computation (ABC) [5, 6, 31, 35, 38] , indirect inference [13] , synthetic likelihoods [30, 40] , particle Markov Chain Monte Carlo (pMCMC) [1, 2, 12, 24] , expectation propogation [4] , and other similar methods, has become widespread [14] . In particular, ABC has been widely adopted due to its ease of understanding and implementation.
Approximate Bayesian computation
Suppose we wish to infer a posterior distribution over parameters θ of a generative model such that we can simulate from x ∼ f (x|θ). In ABC, parameters θ are drawn from a prior, π(θ), and data, x * , is simulated from the generative model using those parameters, such that x * ∼ f (x|θ). The distance between the simulated dataset, x * , and the real data, y, is calculated using a distance function d(x * , y). If this distance is less than a certain tolerance, ǫ, then the parameters θ can be accepted into the approximate posterior sample. Choice of the tolerance ǫ can be avoided, to some extent, by simulating a large number, N , of parameter samples and datasets, calculating the corresponding distances for these and accepting the proportion α that lie closest to the real data. We will use this approach in this work.
In cases where the prior and posterior distributions are very different, the rejection sampling version of ABC described above can have very low acceptance rates. Algorithm 1 summarizes how samples from an approximate posterior can be generated via a more efficient version of ABC using sequential Monte Carlo techniques, known as ABC-SMC [9, 34, 37] . Importance sampling is used iteratively so that instead of sampling repeatedly from the prior, parameters are sampled from an approximate posterior at each generation of the algorithm. A weight must be given to each sample to correct for the fact that it is not drawn from the prior.
Choice of summary statistics
Suppose we are interested in inferring multi-dimensional parameters for a model that we can simulate, but cannot evaluate the likelihood directly. In many practical circumstances, the data (either collected experimentally or simulated from the in silico model) will be very high dimensional. High-dimensional data poses difficulties within the ABC framework, as it is difficult to sensibly estimate when the output of a particular simulation is 'close' to the data. Even taking account of domain expertise, it can be hard to determine which features of the data are important. This issue of comparing highdimensional data is further compounded using stochastic models where there is noise in the process model in addition to measurement noise. Repeatedly drawing from a stochastic model with the same parameter values can give vastly different outputs.
Algorithm 1 ABC-SMC
1: Set generation index t = 1. 2: for i = 1 to N do 3:
Sample from prior θ * * ∼ π(θ).
4:
Simulate dataset x * i ∼ f (x|θ * * ) and calculate distance d(s(y), s(x * i )).
5:
Set θ i t = θ * * . Calculate the weight v i t for particle θ i t as v i t = 1 6:
Normalize the particle weights v i t . 7: end for 8: Select the proportion α of samples closest to the real data to keep and reject the rest, resulting in M = ⌊αN ⌋ samples. 9: for t = 2 to T do 10:
for i = 1 to N do 11:
Sample θ * from previous population θ i t−1 with weights v t−1 . Peturb θ * to give θ * * ∼ K t (θ|θ * ). If π(θ * * ) = 0, return to step 11.
12:
13:
Set θ i t = θ * * . Calculate the weight v i t for particle θ i t via
.
14:
Normalize the particle weights v i t .
15:
end for 16:
Select the proportion α of samples closest to the real data to keep and reject the rest, resulting in M = ⌊αN ⌋ samples. 17: end for 18: return {θ
As such, it is often necessary to work with a lowerdimensional vector of summary statistics, s(x), of the data, such that we require the distance between summary statistics is less than the tolerance, d(s(x * ), s(y)) < ǫ. Examples of these summary statistics may be data points within a time series, an average transition time between different states of a system, or the moments of a certain species within a model. However, not all summary statistics are equally informative about the posterior. Common practice is to combine summary statistics based on some heuristic approach, such as the weighting the contribution of each summary statistic according to its standard deviation. However, it is not clear whether these heuristic approaches result in optimal weighting of the various summary statistics available. As such, the aim of this work is to provide an automated and adaptive method for determining the weighting of available summary statistics in order to optimize the quality of the resulting posterior.
Previous work has also considered how to weight or select summary statistics for ABC. Fearnhead and Prangle [10] developed a popular method to find informative linear combinations of summary statistics by fitting a regression for each model parameter. Another successful approach is the subset selection method of Barnes et al. [3] , which uses an approximate sufficiency criterion to select a subset of summary statistics on which to base inference. We explore these methods in further detail in Section 5.1.
A genetic algorithm has been used to choose the weights of different summary statistics [18] . This genetic algorithm attempts to optimize the mean squared error (MSE) of the posterior samples from the true parameter, however this is generally not known in practice. A method for adaptively choosing summary statistic weights for ABC based on the scale of the summary statistics has also been investigated [29] . The median absolute deviation, a measure of spread of a statistic, is used for the scaling. The aim is that all summary statistics contribute equally to the distance function. In practice, however, this may not be the most desirable choice, as some summary statistics are clearly more informative than others.
Recently, Singh and Hellander [33] have proposed a multi-armed bandit problem approach to selecting summary statistics for ABC. Approaches using machine learning tools such as random forests [32] to aid model selection and neural networks to form a parameteric model of the posterior [25, 26] have also been investigated. Other work has avoided using summary statistics at all by considering Wasserstein distance between full data sets [7] .
In this work, we approach the problem from the point of view of finding the right distance function, adapted to information contained in the summary statistics, rather than selecting a certain subset of summary statistics. We provide an automatic algorithm that adaptively selects weights for each summary statistic within the ABC distance function.
Outline
Our contribution in this work is to present a flexible, novel framework for improving inference with ABC by adapting the weights of different summary statistics to maxmize the gain in posterior information from a dataset. This is helpful for avoiding bias and variance from redundant information in data (such as would be the case when including a summary statistic that is uncorrelated with the parameters of interest). A further advantage of our work is that it can alleviate the burden of designing and selecting summary statistics 'by hand', since a large collection of summaries can be used and weighted appropriately via our procedure. It is also possible to combine our framework with existing dimensionality reduction techniques for summary statistics in ABC (see Section 5.1).
We outline in Section 2 our adaptive algorithm for combining summary statistics in an ABC framework. We provide theoretical justification for the algorithm in Section 3 and demonstrate that, in the appropriate limit, we obtain convergence to the posterior distribution. To demonstrate the utility of our algorithm, we apply it to several test problems based on biochemical reaction networks in Section 4. We compare results of parameter inference using our algorithm against benchmark results from applying ABC-SMC using other choices of weights for the summary statistics. Finally, in Section 5, we summarize the work presented in this article and compare our methodology for combining summary statistics with other techniques in the literature that are based on dimensionality reduction of a set of summary statistics.
An algorithm for automatic weighting of summary statistics
In order to use ABC-SMC (see Algorithm 1), we must specify a function to measure the distance between simulated and real datasets. Suppose we take a weighted Euclidean distance as our ABC distance function such that
where s(x) = (s 1 , . . . , s κ ) ∈ R κ is a vector of summary statistics and the sum over i is taken over all the summary statistics considered. This distance function is a reasonable and flexible choice commonly used in the literature [21] . It is these distance weights, w i , that control how the summary statistics are combined in this case. Given simulated pairs of parameter samples and datasets, we find weights, w = (w 1 , . . . , w κ ) ∈ E ⊂ R κ , that maximize a distance between the prior and the posterior that represents the maximum possible gain in information about the parameters from the given data. Constructing the weights in this way allows us to account for the scale of the summary statistics, as well as their relative contribution to a posterior.
Adaption of weights
We seek to optimize the weights, w, so that we can place less emphasis on summary statistics that are not informative for the posterior, but also scale summary statistics appropriately so that we do not neglect to obtain information about certain parameters. We do this within the ABC-SMC framework [9, 34, 37] given in Algorithm 1. We outline our proposed methodology in Algorithm 2.
At each generation, we search for the weights, w, of the distance function that maximize the distance between the prior and resulting posterior, given N ABC samples from the model for different θ values. This distance between prior and posterior gives a measure of the information gain in moving from the prior to the posterior.
Distance between distributions
We use the Hellinger distance to measure the discrepency between the prior and posterior, and so to detect the optimality of our posterior. The Hellinger distance is defined, for distributions P and Q, with densities p and q, respectively, as
Alternative measures of distance between distributions such as the Euclidean distance or Kullback-Leibler (or KL) divergence can be used. In our experience, the Hellinger distance performs better than alternatives, particularly for robustly identifying relatively small differences between posterior distributions when weights are optimized, an observation that is supported by other work [16] . In addition, the Hellinger distance is finite when comparing distributions with different support (unlike the KL divergence). This property is desirable when comparing a broad prior with a posterior distribution where we have gained some knowledge of parameter space and can exclude certain regions.
Nearest neighbour distance estimator
To estimate the distance between two distributions, based on samples from these distributions, we use a k nearest neighbour estimator [27, 28, 36] developed to describe a family of distances between distributions known as α divergences, of which the Hellinger distance is a special case. Suppose we have two probability distributions, P and Q with densities p(x), and q(x), and are interested in the distance between these. We suppose that we have some samples, X 1:n and Y 1:n from p and q. If we define
The k nearest neighbour estimator that we use depends only on distances between observations in a sample. Let ρ k (i) be the Euclidean distance from the sample X i to its kth nearest neighbour in X 1:n . Similarly, let ν k (i) be the distance from X i to its kth nearest neighbour in the samples Y 1:n . Then the estimator [27] is given bŷ
where
At each generation of ABC-SMC we seek to find weights w ∈ E ⊂ R κ such that
are samples from the prior distribution, and
are samples from the approximate posterior distribution, which depends on the summary statistic weights, w.
To perform the optimization in weight space in our implementation of Algorithm 2, we use a constrained nonlinear optimizer, implemented via fmincon in MAT-LAB [20] .
Theoretical justification
The estimator we use is a k nearest neighbour estimator relying only on distances between observations in a sample, as described above in Section 2.2.1. We note that although the Hellinger distance, D h (p||q), is symmetric in p and q, the estimator above in eq. (1) is not. By using the estimator from eq. (1) and choosing q as the distribution that depends on the parameters, w, we are able to make strong assumptions about p independent of the parameters, w, and make weaker assumptions about q. In the context of our algorithm for ABC, this allows us to treat p as the prior and q as the approximate posterior distribution.
We will require the following results:
Lemma 1 Póczos and Schneider [27] Suppose that k ≥ 2 and that M = supp(p). Assume that (a) q is bounded above, (b) p is bounded away from zero, (c) p is uniformly Lebesgue approximable
g is uniformly Lebesgue approximable on E if, for any sequence R n → 0 and any δ > 0, Algorithm 2 Adaption of distance weights for ABC 1: Set generation index t = 1. 2: for i = 1 to N do 3:
4:
Simulate dataset
, where
are the closest M = ⌊αN ⌋ samples when ranked according to ABC distance from the pseudo dataset, d w (s(y), s(x i * )). 8: Maxmize L(w) as a function of summary statistic weights, w. 9: Keep the samples θ
corresponding to the maxmimum of L(w) (i.e. the maximum distance between prior and approximate posterior). 10: Normalize the particle weights v
. 11: for t = 2 to T do 12:
for i = 1 to N do 13:
Sample θ * from previous population θ i t−1 with
. If π(θ * * ) = 0, return to step 11. 14:
16: end for 17:
Let
are the closest M = ⌊αN ⌋ samples when ranked according to ABC distance from the pseudo dataset, d w (s(y), s(x i * )).
18:
Maxmize L(w) as a function of summary statistic weights, w.
19:
Keep the samples θ
corresponding to the maxmimum of L(w) (i.e. the maximum distance between prior and approximate posterior). 20:
Normalize the particle weights v
where B(x, R) is the closed ball around point x ∈ R d with radius R, and V(B(x, R)) is the volume of the ball.
The proof of this results relies on constructing an integrable function as a bound such that Lebesgue's dominated convergence theorem can be applied. See Póczos and Schneider [27] for details. Lemma 1 specifies L 2 consistency of the nearest neighbour estimator, which ensures that the estimates of the distance between p and q become more concentrated around the true values as more samples are used.
Lemma 2 Let X n and X be random variables in
That is, L 2 convergence implies convergence in probability.
Proof By Chebyshev's inequality, for any ǫ > 0
Theorem 1 Assume E is finite, |E| = χ. Assume the conditions of Lemma 1 hold for distributions p and q (w) . Assume that a unique w * maximises D h p||q (w) and arrange parameter values w j for j ∈ {1, . . . , χ} in order such that they are descending in D h p||q (w) . That is w 1 = w * , using w 2 gives the next biggest value and so on. Then
Using Lemma 1, we have L 2 convergence for the estimatorD h and, via Lemma 2, this implies convergence in probability. Therefore ∃M ∈ N such that ∀n ≥ M
If we make the (generally unrealistic) assumption that the space of possible parameters, S, is finite, then we are able to show that, in the limit of a large number of samples, we can recover the optimum parameters with probability 1. We next explore how this can be extended to a compact, continuous space of parameters, S, provided we make assumptions about the structure of dependence of the distance estimator on parameters w ∈ E. We show that assumptions about this dependence structure of the estimator on the parameters can be justified by considering some of the details of Algorithm 2.
Lemma 3 Consisder the estimator of the Hellinger distance as a function of parameters, w, such that
Then L(w) is piecewise constant with respect to parameters w ∈ E, with finitely many discontinuities.
Proof Suppose that, according to Algorithm 2, at generation t, we have generated pseudo data {x
, which we summarise via summary statistics s(x i * ) = (s 1 , . . . , s κ ) ∈ R κ and κ is the number of summary statistics used to summarise the model output. The parameters w ∈ R κ are summary statistic weights, and these are used within a weighted Euclidan distance function
where Σ w = diag(w), to compare the pseudo data with observed data. We note that this is equivalent to stretching the space in which the pseudo data lies via the matrix Σ w , and using the usual Euclidean distance. Consider a small perturbation in parameter space w = w 0 + ǫ, with ||ǫ|| ≪ 1. Then
Using this decomposition of Σ w gives, for the weighted Euclidean distance,
) which is linear in ǫ. Suppose we order the pseudo-data such that x j * is the jth closest point to the observed data based on d w0 . Provided that
then making this perturbation in w will not change which parameter samples are selected, as the same pseudo data will remain closest to the observed data, y. If the same parameter samples are selected, then the value of L(w) will remain constant as a function of w under the perturbation w = w 0 + ǫ. In cases where (5) does not hold, there will be a jump discontinuity in L(w) as different parameter samples are selected. This will occur finitely many times corresponding to the finite number, N , of points in the sample of pseudo data,
We confirm computationally that L(w) is piecewise constant for the test problem described in Section 4.1, and show this in Figure 1 .
Lemma 4 Assume S ⊂ R
s is compact and that a unique w * ∈ E maximises D h p||q (w) . Assume the conditions of Lemma 1 hold for distributions p and q (w) . Suppose L(w) is piecewise constant in w with finitely many jump discontinuities. Then Proof We can choose a δ > 0 and finitely many w j , j ∈ {1, . . . , χ} such that every point w is within a ball of radius δ from some w j (see Figure 1 and note that L is locally constant).
Since there are finitely many values w j corresponding to distinct unique values L j , we can apply the result from Theorem 3 to give the required result.
Theorem 2 Suppose that k ≥ 2 and that M = supp(p). Assume that (a) q is bounded above, (b) p is bounded away from zero, (c) p is uniformly Lebesgue approx-
s is compact and that a unique w * ∈ E maximises D h p||q (w) . Then 1:n are samples from the approximate posterior generated via ABC with summary statistics weights w. After a single generation of ABC-SMC, we optimize L(w) as a function of w to find a local maximum w * . In (a), we then consider the value of L(w) on a line of parameters in parameter space w = w * + 10 −4 rη, where η ∼ N (0, I κ ) is a random choice of direction, I κ is the κ × κ identity matrix and r parameterises a line in this direction. L(w) is piecewise constant in w as shown in Lemma 3. For a piecewise constant function L(w), we can choose δ and w j for j ∈ {1, . . . , κ} such that L(w) is locally constant. We illustrate such a choice of δ and w j in (b).
Proof Apply the Lemma 4 to show that L(w) is piecewise constant in w. Apply Lemma 5 to give the desired result.
To summarise, with this nearest neighbour estimator, under conditions on p and q, we have L 2 convergence of the estimator and this ensures that, in the limit of more samples, estimates of the distance between p and q will become more concentrated around the true distance, such that optimising the estimate of the distance will give the true optimum, w * , by making use of the piecewise constant structure of L(w). We assume in Theorem 2 (and elsewhere) that the space of parameters, S, is compact. In practice this is not a problem, since we can work with a constrained optimization problem and assume that the summary statistic weights lie within a large but finite region. Although there are several conditions on the prior distribution, p, most reasonable choices of prior distribution will satisfy these, and only a single condition on the approximate posterior distribution, q, is assumed. In the limit of having more samples from the distributions p and q (w) , selecting summary statistic weights, w, based on optimizing the estimate fromD h will converge to give the true optimum, w * , of this distance between distributions. For fixed weights w * in the ABC distance function, ABC-SMC will target the correct posterior distribution.
Examples
We apply our algorithm of automatic, adaptive weighting of summary statistics to a variety of test problems, including a toy model and several problems based on different chemical reaction networks. The dynamics of these networks are simulated stochastically using Gillespie's direct method [11] , which allows us to sample trajectories directly from the model. Although for some of these models it is possible to solve for the likelihood analytically, we attempt parameter inference by simulation, since solving for the likelihood is very computationally expensive and, in general, the analytical solution is not available. The summary statistics collected for each of the chemical reaction network problems are in the form of a time series, to imitate data that could be collected from a biological experiment.
To demonstrate the effectiveness of taking a flexible choice of distance weights, we make two comparisons. Firstly, we compare results obtained using Algorithm 2 to those generated using a uniform choice of weights: w i = 1 ∀i. Secondly, we compare to results generated using weights that scale with each summary statistic. Here we use w i = 1/σ i ∀i, where σ i is the standard deviation of the given summary statistic. This is a frequently used choice of weight for summary statistics [6] . We note that a table summarising the parameters used in the implementation of all the test problems can be found in Appendix A.
Toy model
We consider a tractable toy problem with a sufficient statistic to illustrate our method. We observe
for i = 1, . . . , r. In this case, the maximum of the observed values is a sufficient statistic, s(x) = max i x i . We can sample the true posterior distribution p(θ|y) directly via MCMC and compare to the approximations obtained via ABC.
The results in Figure 2 indicate that the method in Algorithm 2 is able to produce a higher quality approximation of the posterior for a given number of parameter samples compared to other methods of weighting the summary statistics. The true parameter is θ = 10, a prior uniform on the logarithm of the parameters over the interval [10 0 , 10 2 ] was used, and r = 10 samples of the uniform model were used as the dataset.
Death process
For our first test problem, we consider estimating the rate parameter for a single, first order degradation reaction:
We will consider for this, and subsequent, test problems that time has been non-dimensionalized. Initially, we assume there are A(0) = 10 particles in the system, which is observed over a (non-dimensional) time period [0, 20] . We assume it is possible to measure the state of the system (in this case the number of molecules of species A) without observation noise at given time points t 0 , t 1 , . . . , t n . For this test problem, we assume that we measure at n equally spaced time intervals, where n = 32.
As our summary statistics, we take s(x) = [A(t 0 ), A(t 1 ), . . . , A(t n ), z] where z is an observation of a random variable Z ∼ N (0, σ 2 ) that is uncorrelated with the death process. We suppose that the scale of the variance, σ, is different to the scale of the observations of the exponential decay process, giving a simple system with a two-dimensional parameter to infer: θ = (k, σ). Note that the scale of z is determined by the standard deviation, σ, but the scale of the death process is affected by the initial condition, A(0) = 10, resulting in two distinct scales in these summary statistics.
Results of parameter inference for this system using ABC-SMC are shown in Figure 3 , where the true parameters used are θ = (0.1, 0.01) and a prior uniform on the logarithm of each of the parameters over the interval [10 −3 , 10 3 ] was used. Here we show marginal posterior distributions generated using uniform weights, weights scaled with the standard deviation of each summary statistic, and adaptively chosen weights via the method outlined in Algorithm 2. We observe similar performance in identification of the decay parameter k using uniform weights, scaled weights and the adaptive choice of weights. Scaling the summary statistics with their standard deviation results in a posterior that does not provide much information over the prior for σ, since all the summary statistics are assumed to be equally informative which is not the case here. Note that only one summary statistic provides information about the random variable Z, whereas the other n + 1 summary statistics (which are observations of the decay process at time points {t i } n i=0 ) provide information about the decay of species A. The summary statistic weights chosen via the search process outlined in Algorithm 2 give rise to a posterior that outperforms the posteriors generated using uniform weights and scaled weights for the second parameter σ, since only a single summary statistic provides relevant information for this parameter.
Dimerization system
To examine a system with multiple scales, we consider also a dimerization system, which undergoes a fast initial transient followed by slower subsequent dynamics [19] . The dimerization system consists of the following reactions:
We take initial conditions S 1 (0) = 10 5 , S 2 (0) = 0, S 3 (0) = 0 and consider an observational time period of [0, 100] with n = 32 geometrically spaced observations (to capture the multiple timescales present), without observational noise. For the dimerization system, we take the time series s(x) = [S 1 (t 0 ), . . . , S 1 (t n ), S 2 (t 0 ), . . . , S 2 (t n ), S 3 (t 0 ), . . . , S 3 (t n )] as summary statistics and infer the four-dimensional parameter θ = (k 1 , k 2 , k 3 , k 4 ). We note that for a choice of parameter θ * = (1, 0.04, 0.002, 0.5), and the given initial conditions, we obtain a fast decay of species S 1 and accumulation of species S 2 , followed by a slower decay of S 2 and accumulation of S 3 (see Figure 4(a) ).
The results of parameter inference for this system can be seen in Figure 4 . The true parameters used are θ = (1, 0.04, 0.002, 0.5), and we apply a prior uniform on the logarithm of the parameters over the intervals [ ], respectively, for each parameter. Parameters k 1 and k 2 are clearly identified by the adaptive choice of weights. The fast transient behaviour initially involves reactions at rate k 1 , while k 2 corresponds to the longer timescale accumulation of species S 3 . Parameters k 3 and k 4 are harder to identify with broader resulting posteriors, but again the adaptive algorithm does a better job at excluding regions of search space than a uniform choice of weights, or a scaling with the standard deviation. Scaling by the standard deviation is a poor choice here because for some of the time points, particularly in the fast initial transient region, there is no variation between the synthetic datasets.
Simple spatial model
Spatial models produce very high dimensional data, containing information about dynamics in both space and time. Here, we consider a simple spatial model in one dimension to describe the spreading of particles by diffusion without volume exclusion. We divide our spatial domain X ∈ [−1, 1] into m boxes or voxels, and label the numbers of particles in voxels 1, . . . , m as S 1 , . . . , S m , respectively. Particles can jump between neighbouring voxels at rate θ = D/h 2 , where D is the macroscopic diffusion constant and h is the width of the voxel. We assume zero flux conditions at X = ±1 and take m = 8, so that h = 1/4. As an initial condition, we place 10 particles in each of the m/2 voxels on the lefthand side of the domain where x < 0, and allow the system to evolve over the time interval [0, 20] . We observe the system at n = 8 equally spaced time points, and take as our summary statistic the time series for each voxel, s(x) = [S 1 (t 0 ), . . . , S 1 (t n ), S 2 (t 0 ), . . . , S 2 (t n ), . . . , S m (t 0 ), . . . , S m (t n )], where S i (t j ) is the number of particles in voxel i at time point t j . Using synthetic data simulated with θ = 0.1, we attempt to recover the jump rate θ. The results of parameter inference for this problem are shown in Figure 5 , where we have used a prior uniform on log 10 (θ) over the interval [10 −4 , 10 0 ]. We successfully obtain an informative unbiased posterior for θ using the adaptive choice of weights, with a notable improvement in comparison to the other methods for selecting the weights.
Computational overhead
If our proposed approach of adapting the weights of each of the summary statistics is to be used in practice, we must ensure that the increases in the quality of the resulting posterior justify the computational overhead required for the search process. Otherwise, it would be preferable simply to generate the posterior using ABC-SMC with more samples. Therefore we are interested in evaluating the computational overhead of the search process, and how to limit the cost of the search in higher dimensions.
Using the dimerization test problem, as described in Section 4.3, we ran Algorithm 2 with N 1 = 5, 000, α 1 = 5%. To compare this to ABC-SMC with uniform weights, we performed parameter inference with uniform weights using both N 1 = 5, 000, α 1 = 5% and N 2 = 5, 600, α 2 = 4.46%. The value of N 2 was chosen such that an equal length of computation time was spent in the search steps to find the summary statistic weights in Algorithm 2, as was spent in generating extra samples in ABC-SMC with uniform weights. A corresponding lower value of α was chosen so that the number of particles in the parameter sample was equivalent.
In this case, adaptively choosing weights using Algorithm 2 resulted in a significantly greater distance between the prior and posterior, and reduced the bias in the posterior compared to running ABC-SMC with more samples, as measured by the distance between the maximum posterior estimate and the true parameters. These results, which represent improvements in the posterior for the same computational cost, are shown in Table 1 and the same procedure was used for the other test problems. 
Consistent weights
Ideally, our search process should find the global optimum weight vector, so that if Algorithm 2 is run multiple times the same weight vector is obtained. In practice, for the examples we have explored, the function to be optimized (distance between prior and posterior as a function of the distance weights) is very flat with respect to some of the distance weights. This makes it hard to consistently identify a global maximum. In Figure 6 , we explore how the chosen weights vary for the toy model and the death process examples. We can interpret this as the algorithm identifying the informative summary statistics and appropriately using the information from these, while allowing weights for other summary statistics to take a range of values without much effect on the resulting posterior. The largest weight is given to the most informative summary statistic.
The weights found for different runs of the algorithm are highly correlated, however, as expected. To better compare the weights found by optimization across runs of the algorithm, we subtract the mean of the weights for each run of the Algorithm 2. This highlights the summary statistic z for the death process test problem as highly informative (see Figure 6(b) ), which agrees with our intuition, since only this summary statistic gives informative about the parameter σ, whereas any of the others can provide information about the decay parameter, k. 
Discussion
In this work, we have presented a method for improving the quality of posteriors resulting from approximate inference using ABC-SMC by optimizing the weights of the ABC distance function, d w (s(x 1 ), s(x 2 )). By applying the methodology to several test problems we have demonstrated that our novel, adaptive method allows effective combination of summary statistics. We see superior performance using our algorithm in comparison with naive choices of uniform weights or using the scale of the summary statistics. Further benefits of adapting the weights include removing the requirement for design and selection of summary statistics 'by hand'.
Comparison to dimensionality reduction methods
Adaptively choosing the summary statistic weights within the ABC distance function can be seen as achieving a similar goal to summary statistic dimension reduction techniques [8, 22] . These techniques either project high-dimensional summary statistics into a lower dimensional subspace, or select an optimal subset of summary statistics via some optimality criterion. In contrast, a similar effect is achieved here when the statistics are combined in the weighted Euclidean distance function, d w (x 1 , x 2 ), by weighting summary statistics to take account of both their inherent scale, and also their relative contribution towards the posterior distribution. Uninformative summary statistics are automatically assigned a lower weighting, while more informative summary statistics are given high weights relative to their scale.
Previous subset selection methods have used criteria for approximate sufficiency of a subset of statistics to test whether adding a new statistic results in a change in the posterior above a certain threshold [17] ; minimising an information criterion based on knn-entropy over all subsets of summary statistics [22] ; and reducing loss of information by adding summary statistics until the KL divergence between the resulting posteriors is below a threshold [3] . All of these methods seek to choose a lower dimensional subset of a given list of summary statistics. Using this lower dimensional subset increases the acceptance rate for samples in ABC by avoiding the curse of dimensionality for the data. However, the results depend on the order in which the summary statistics (or subsets) are analysed.
A popular method, implemented in packages such as abctools [23] , is the semi-automatic ABC approach of Fearnhead and Prangle [10] . This approach uses a projection method to find informative linear combinations of statistics by fitting a regression for each parameter in the model. The result is a reduction from the original high-dimensional set of summary statistics to a new lower dimensional set of summary statistics [10] . Bold text highlights the best performance on a metric for a test problem.
with the same dimensionality as the parameter space. Improved results are seen by using a pilot run of ABC to choose a subset of parameter space as a training region for the regression. Further improvements are obtained by extending the vector of summary statistics by concatenating with a non-linear transformation of the same summary statistics, s(x) = (s, s 2 , s 3 , s 4 ), where s is a given vector of summary statistics and the superscripts indicating raising these to the given power. This method of Fearnhead and Prangle [10] uses contributions from all of the summary statistics and should optimize the mean quadratic loss.
We tested our adaptive weight selection algorithm against the semi-automatic ABC method [10] , and the subset selection method of Barnes et al. [3] based on an approximate sufficiency criterion. In general, for the test problems considered, as described in Section 4, our method outperforms the competing methods, as shown by the metrics in Table 2 . A larger value of the Hellinger distance indicates a greater distance between prior and posterior. The bias gives the distance between the posterior mean and the true parameter value. In implementing these methods, we have used only ABC rejection sampling, equivalent to a single generation of ABC-SMC, to compare the methods. In practice, these results mean that our method outlined in Algorithm 2 for adaptively choosing the weights of summary statistics produces a more informative posterior than competing methods based on dimensionality reduction of summary statistics.
Further work
Our method for automatically adapting the weights of the ABC distance function could be combined with other methods for dimensionality reduction of summary statistics to further improve the quality of posteriors produced with ABC for given computational effort. A particular area to consider would be how best to combine optimization of the distance weights for ABC and dimensionality reduction of the summary statistics. These are related approaches that can work well together. One approach that could be explored, for example, is enforcing some sparcity of the weights during the search step of the weights optimization. By setting some weights to be explicitly zero, we exclude the corresponding summary statistics, effectively reducing the dimensionality of our summary statistics. Further investigations could explore how best to sample sparse subsets of weights in high dimensions.
Conclusion
In summary, we propose a computationally efficient search procedure to identify a set of optimum weights to allow us to combine summary statistics within the ABC distance function in such a way that the gain in information in the posterior over the prior is maximized. 
