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It has been widely acknowledged that further understanding about the dynamics between
blood cells and blood flow can help us gain more knowledge about the causes of diseases and
discover more effective treatments. Examples of such dynamics include red blood cell (RBC, or
erythrocyte) aggregation, white blood cell (WBC, or leukocyte) margination, and WBC
extravasation. WBC extravasation is an important multiple-step process in the inflammatory
response and therefore has drawn considerable attention over the past two decades. In this
multiple-step process, a WBC undergoes at least four steps, including capture, rolling, firm
adhesion, and transmigration, and each step is influenced significantly by blood flow. With the
improvement of computational technology, numerical cell models, combined with the
computation fluid dynamics (CFD) methods, have been widely used to simulate WBC
extravasation, particularly from capture to firm adhesion.
In the earliest attempts of simulations, the WBCs were assumed to be rigid. Later
experimental and numerical studies, however, indicated that deformation occurs and significantly
influences the rolling of WBCs. Therefore, recent simulation studies have considered the
deformability of the WBCs. Most of the current simulation studies, however, still do not consider
the deformability of microvilli, which are fingerlike projections on WBC surface. In this
research, we develop a more realistic simulation model, which overcomes these drawbacks.

Results and methods of this study can also be extended to other research in the fields of
biophysics and medical sciences, such as the mechanisms of how cancer cells spread through the
bloodstream.
This study is conducted through two phases: the building of the simulation model, and
the application of this model. In the first phase, the model is developed through a combination of
five numerical models, which is called the immersed boundary lattice-Boltzmann lattice-spring
method (IBLLM). First, the lattice Boltzmann method (LBM) is used to simulate blood flow.
Second, a coarse-grained cell model (CGCM) is utilized to capture the behaviors of WBCs.
Third, we also use the lattice spring model (LSM) to mimic the motion of WBC microvilli,
especially in terms of their deformability. Fourth, the immersed boundary method (IBM) is used
for coupling the fluid (blood flow) and the solid (blood cells), Lastly, the adhesive dynamics
(AD) is adopted to simulate the formation or rupture of adhesion bonds between the WBCs and
the vessel walls. Also, we develop single-GPU parallel computing implementations of the
IBLLM to accelerate the computing speed of the simulations. In the second phase, we apply the
simulation models to investigate the influences of bending deformation of microvilli on the
process of WBC rolling adhesion and the underlying mechanisms.
This study demonstrates that the IBLLM can be accelerated by implementing a single
GPU device with CUDA, resulting in a maximum increase in the computational power of 80fold speedup. Additionally, the simulation results reveal that the flexural stiffness of microvilli
and their bending deformation have a profound effect on rolling velocity. As the flexural
stiffness of the microvilli decreases, their bending angles increase, resulting in an increase in the
number of receptor-ligand bonds and a decrease in the rolling velocity of WBCs. The present

study not only contributes to the breakthrough in the field of biophysics but also help to improve
medical technologies and treatments.
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CHAPTER I
INTRODUCTION
This study is an interdisciplinary research, combing the biological sciences, chemical
engineering, mechanical engineering, and computer engineering. We design computer programs
to simulate behaviors of white blood cells (WBCs), also known as leukocytes. WBC
extravasation is a multiple-step biological process in the inflammatory response [1,2]. In this
phenomenon, a WBC experiences at least four steps: capture, rolling, firm adhesion, and
transmigration, as shown in Figure 1. The first three usually collectively referred to as WBC
adhesion, all under significant influence of blood flow. It has been widely acknowledged that
further understanding of the nature of WBCs can help us to gain more knowledge about the
causes of diseases, such as cancer [3–5], and to discover better treatments. Given that conducting
experiments to study WBC behaviors is usually time-consuming and difficult, numerous
simulation studies on the same subject have emerged over the past two decades, taking
advantage of the efficiency of computer simulation. Our present research contributes to this trend
of understanding WBC mechanical behaviors through simulations.

1

Figure 1: WBC extravasation. This phenomenon has at least four steps: capture, rolling, firm adhesion, and
transmigration.

WBC adhesion is essentially mediated by receptor-ligand bonds [6]. For example, Pselectin glycoprotein ligand-1 (PSGL-1) mediates the rolling of WBCs on P-selectin under the
flow [7]. In 1992, Hammer and Apte presented a numerical approach, adhesive dynamics (AD),
for simulation of WBC adhesion [8]. This method uses the stochastic Monte Carlo method and
introduces the formation and dissociation kinetic rates measured by experiments to simulate the
formation and rupture of receptor-ligand bonds. By using this method, simulations can
demonstrate different actions of WBCs observed in experiments during the inflammatory
response, as shown in Figure 1. Over the past decade, a great number of studies related to
modeling WBC adhesion have adopted this method and confirmed that a variety of factors, such
as cell deformability [9–12], association and dissociation rates of receptor-ligand bonds [13–15],
receptor and ligand densities [8,16], and flow rate [17,18], affect the dynamics of WBC
adhesion.

2

Microvilli are fingerlike projections on the surface of WBCs, as shown in Figure 2. Since
most receptors are located at the microvilli tips [8], deformation of microvilli can potentially
affect the adhesion status of cells. Therefore, some simulation studies were performed to
investigate the influence of microvillus deformation on cell adhesion [19–24]. However, there
are two types of microvillus deformation: extension and bending, and these existing studies
addressed only the effects of the former.

Figure 2: Scanning electron micrograph of a human neutrophil. Reprinted from Ref. [25] with permission from
Elsevier.

1.1

Statement of the Problem
Although a few of the simulation studies considered the effects of extensional

deformation of microvilli on WBC adhesion [19–24], their models did not address the bending of
microvilli. The fundamental mechanisms of the influences relevant to the microvillus bending
deformation on WBC adhesion are still unclear. Therefore, in this work, we also investigate the
effects of microvillus bending deformation on WBC rolling adhesion.

3

1.2

Significance of the Research
First, it has been widely established that a better understanding of WBC adhesion can

help us gain more knowledge about the causes of diseases, such as certain cancers, rheumatoid
arthritis, and atherosclerosis. By understanding of these phenomena, researchers have the
potential to develop more effective treatments in the future. Moreover, many cells (e.g., WBC
and cancer cells) have microvilli, and the behavior of the microvilli can be a key element to
processes of cell adhesion. Understanding the fundamental mechanisms of the effects of
microvillus deformation can improve the performance of existing in-vivo and in-vitro binding
applications. Furthermore, due to the complexity of these phenomena, the entire simulation
approach is based on several different numerical models and relies on a very powerful computing
capability. Therefore, this research constitutes an excellent application in the high-performance
and parallel computing field.

1.3

Research Aims
The present study aims to achieve the following objectives: (1) establish a highly realistic

simulation approach, based on the integration of several numerical models, for the phenomenon
of WBC adhesion in blood flow; (2) discover the fundamental mechanisms of influences on the
WBC rolling adhesion process in flow; and, (3) develop parallel computing implementations to
accelerate the computing speed of the simulations. The study brings forth deeper understandings
of the complex interactional dynamic among the blood cells, blood flow, and vessel walls in the
circulation system or in microfluidic devices.
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CHAPTER II
LITERATURE REVIEW
2.1

Blood Flow
Blood primarily consists of plasma, red blood cells (RBCs), white blood cells (WBCs), and

platelets. RBCs dominate the cell population in terms of the number and volume concentration.
WBCs are far fewer in number. The ratio of the number of RBCs to that of WBCs is about ,
to

[2,26]. RBCs usually dominate the blood behavior due to their prolific numbers. However, a

WBC is relatively stiffer and larger than an RBC, resulting in significant influence on the blood
dynamics in capillaries. Platelets have a small size and are not expected to be important in blood
dynamics [2,27], so we disregard their influences in this study. Blood can perform a variety of
critical functions to accomplish many diverse goals. The dynamics of blood flow are complex
because the component cells interact with each other. These mechanical interactions include the
interactions between individual cells and blood flow, cell-cell interactions, and cell-wall
interactions.

2.1.1 Cell-Cell Interactions
A variety of cell-cell interactions occurs in blood flow. For example, many experimental
studies reported that RBC aggregation enhances WBCs margination [28–30]. A great number of
simulation studies also studied this interaction [1,2,27–35]. Sun et al. investigated how RBCs
6

initiate a WBC to roll in postcapillary expansions [26] and in digitized vessel networks [36].
They found that the number of RBCs, organization of RBCs, and diameter of postcapillary
venules affect WBC adhesion, especially when variations in these elements occur. In addition,
WBCs also affect the behavior of RBCs. Both experimental and numerical studies suggested that
WBC adhesion affects flow resistance [37,38].

2.1.2 Cell-Wall Interactions
Many experiments examined the many different interactions between cells and vessel walls
[39–47]. A well known exmaple of cell-wall interactions is WBC extravasation, which is a part
of the inflammatory response. Inflammation is a biological process in which WBCs protect us
from tissue damage, injury, or infection from bacteria and viruses. Considerable studies
suggested that the inflammation is involved in chronic arterial and venous diseases [2], such as
myocardial ischemia [48], cancer [3–5], and shock and multiorgan failure [49]. Misdirected
inflammation also causes some diseases like rheumatoid arthritis. It has been widely
acknowledged that further understanding of this inflammatory process can help us gain more
knowledge regarding the cause of diseases. Therefore, the inflammatory process and WBC
extravasation deserve more research attention.
WBC extravasation is a multiple-step process [1,2], including at least four steps: capture,
rolling, firm adhesion, and transmigration, as shown in Figure 1. WBC margination is a process
that can precede capture in the presence of inflammation. During this process, WBCs migrate
toward the vessel wall (endothelium) during circulation. Capture, also called tethering, represents
the first contact of a WBC with the activated endothelium. Once WBCs are captured, they may
begin to roll along the vessel walls via a loose bond which is mediated by the selectins (a type of
7

adhesion molecule, e.g., P-selectin) and their ligands. Firm adhesion signifies that WBCs firmly
adhere to the vessel walls and stop moving. This process usually occurs when integrins, yet
another type of adhesion molecule, are involved. The last step in this phenomenon is
transmigration during which WBCs migrate across the endothelium to the other side of the blood
vessel.
A great number of experimental and computational studies were conducted to investigate
the significant mechanical dynamics involved in the WBC extravasation
[8,10,11,19,23,24,26,47,50–56]. Still, there is a need for continued research to improve our
understanding of these phenomena and underlying mechanisms. Thus, our present study
investigates of the fundamental mechanisms of these WBC dynamics.

2.2

Cell Rolling Adhesion
Cell adhesion plays important roles in various in-vivo and in-vitro binding applications: for

example, the rolling step in the WBC extravasation process, where WBCs roll along the
inflammation-activated vascular endothelium in blood flow. Many experimental and numerical
studies confirmed that the dynamics of adhesion are mainly mediated by the physical chemistry
of adhesion molecules, such as the association and dissociation rates of adhesion bonds
[8,15,57], as well as by the local circulatory environment, such as selectin/ligand density and
flow rate [8,57,58].

2.2.1 Deformability of Cell
In the earliest attempts of simulation, WBCs were modeled by rigid spheres. However,
cellular material properties such as cell deformation may also play a crucial role in the dynamics
8

of cell adhesion. Khismatullin and Truskey [23,24] first used a compound viscoelastic drop to
model neutrophils and monocytes in order to investigate the effects of cell deformation in a
parallel-plate flow chamber. Almost at the same time, Jadhav et al. [10] used a neo-Hookean
membrane as a WBC, coupled with the immersed boundary method (IBM), to investigate the
influence of cell deformability on WBC rolling adhesion. Their results indicated that cells with
deformations roll much slower and are relatively more stable than those without deformation in
shear flow, facts consistent with the experimental findings [55,56]. Since then, numerous
simulation studies continue to address the process of cell deformation during cellular adhesion
[9,11,17,18,59,60].

2.2.2 Deformability of Microvilli
Another critical cellular property is microvillus deformation. Microvilli are fingerlike
projections on the surface of WBCs, as shown in Figure 2. Since most adhesion molecules [e.g.,
P-selectin glycoprotein ligand-1 (PSGL-1)] are located at the tips of microvilli, microvillus
deformation also affects cellular adhesion. Hence, several simulation studies were performed to
examine the influence of the extensional of microvilli on the dynamics of cell adhesion.
Khismatullin and Truskey [23,24] combined the microvillus spring with the receptor-ligand
spring to express the total extensional deformation of microvilli and adhesive bonds. Later,
Caputo and Hammer [19] improved Hammer and Apte’s pioneering adhesive dynamics (AD) [8]
by using an elastic spring and a viscous model to approximate the microvillus elastic and viscous
responses to a small force and a large force, respectively. This idea was first proposed by Shao et
al. [61]. Pawar et al. [20] further improved Caputo and Hammer’s model by replacing the hard
spherical body with a deformable neo-Hookean membrane. Recently, Pospieszalska et al.
9

combined the existing model for microvillus tether formation with a Kelvin-Voigt viscoelastic
model for microvillus extension [22]. However, these studies were limited to microvillus
extensional deformation.

2.2.3 Flexural Stiffness of Microvilli
In fact, microvillus bending exists in the WBC rolling process. When a force tangential to
the cell surface is exerted on a WBC microvillus, it will bend [62]. Similar to the extensional
deformation of microvilli, the bending of microvilli due to their flexibility could potentially
influence the binding between selectins and ligands. Munn et al. [40] suggested that when
microvilli are flattened along the cell surface, the receptors at the bases of microvilli (instead of
at the tips of microvilli) may obtain additional adhesion with ligands on the endothelial cells
(ECs) or on the ligand-coated substrate. While Pospieszalska et al. first simulated the pivoting
the microvilli around their bases, they did not address the flexural stiffness of microvilli [21].
Based on the importance of flexibility in microvilli, Yao and Shao [63,64] experimentally
measured the flexural stiffness of the microvilli on lymphocytes and neutrophils under small
deformation of the microvilli. They reported that the values of the flexural stiffness of
lymphocyte and neutrophil microvilli are

pN/ m and

pN/ m, respectively. Simon et al. [65]

conducted another experiment to measure the flexural stiffness of neutrophil microvilli under a
large deformation ( . −
2.3

m and found that the flexural stiffness is

pN/ m.

Development of Simulation Models
The simulations of the WBC behaviors in blood flow are usually based on a fluid-solid

interaction (FSI) solver, which is constituted by three elements: a computational fluid dynamics
10

(CFD) method, a solid solver, and an interaction model. The CFD method is used to capture the
blood flow behavior, and the solid solver is used to mimic the motion of cells, while the
interaction model is used to integrate the fluid and solid models and calculate the interaction
forces between them.
One of the most popular CFD methods is the lattice Boltzmann method (LBM). The
nature of the LBM is suitable for simulating the mesoscopic flow, such as blood flow. The LBM
has been widely used in some biological fields such as hemodynamics [66–72]. Also, it has been
proven that the algorithm architecture of the LBM is suitable for parallel computing, such as
NVIDIA Compute Unified Device Architecture (CUDA). CUDA is a GPU parallel computing
platform developed by NVIDIA Corporation. Due to its simplicity, CUDA has quickly gained
remarkable attention and, therefore, has been widely used in scientific research, like CFD. Many
studies presented implementations using CUDA to accelerate the LBM [73–75]. Therefore, the
number of simulation studies which utilize the LBM for blood flow simulation is increasing.
In the earliest attempts of the simulations, the WBCs were assumed to be a 2D rigid
circle, or a 3D rigid sphere. Later experimental and numerical studies, however, pointed out that
WBC deformation occurs and results in lower and smoother rolling of WBC [10,54–56].
Therefore, recent simulation studies considered the deformability of the WBC [11,51]. A coursegrained cell model (CGCM) has been presented by Fedosov et al. [33,34,51,59,76,77]. A coarsegrained model simplifies the solid system by using a “large” solid particle to represent a group of
molecules. For example, we can use hundreds of solid particles to represent an RBC which is
constituted by approximate

,

–

,

actin junction complexes [51]. Fedosov et al. also

extended this CGCM to WBC simulation by changing the parameters [33,34,51]. Thus, we use
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the cell model proposed by Fedosov et al. [51,76] in this study to simulate the motion of WBCs
and RBCs.
The lattice spring model (LSM) is another coarse-grained solid model in this study.
Buxton et al. first used the LSM in a fluid-solid system [78,79]. Later, Alexeev et al. also used
the LSM to simulate microcapsules rolling on compliant and corrugated substrates [46,80,81].
Recently, we also used the LSM to simulate flexible flagella, paper fibers, elastic vessel walls,
and WBC microvilli [82–86].
The immersed boundary method (IBM) was first developed by Peskin to model the flow
of blood in the heart and integrate the fluid and solid models [87]. Later, in 2004, a great number
of studies used the IBM to couple the fluid and solid solvers [10,11,82–86,88–96].
GPU and CUDA have been incorporated in studies involving the LSM and IBM. Zhao
and Khalili reported a GPU-based parallelization of the distinct lattice spring model for
geomechanics simulation [97]. In their work, they used shear springs to mimic the shear
deformation. In contrast to their work, we use a three-body elastic force for shear deformation in
our LSM [82,83,85,95]. Therefore, their CUDA implementation cannot be applied easily in our
LSM and the CGCM. Also, CUDA has been previously used with the IBM by others [98–100],
but their methods did not address the motion of deformable solids in fluids.
Also, In 1992, Hammer and Apte first developed the adhesive dynamics (AD) model to
simulate the adhesion process based on kinetic reaction rates and probabilities of formation and
dissociation of individual bonds [8]. The AD has been used in most of the simulation work
related to receptor-ligand binding [8,10,11,26,33,47,51,53,59].
Overall, we integrate these five different numerical models to simulate the WBC
adhesion. We name this combination of numerical models the “lattice-Boltzmann lattice-spring
12

method” (LLM) and develop CUDA implementations for the entire method. Figure 3 shows the
simulation layout in this study. The LBM, CGCM, and LSM are used to simulate the behaviors
of blood flow, WBCs, and microvilli, respectively. The IBM is used to calculate the interaction
between blood and cells, while the AD is used to calculate the formation and rupture of bonds
between WBCs and vessel walls.

Figure 3: The schematic of simulation configuration. The entire approach is a combination of the lattice Boltzmann
method (LBM), coarse-grained cell mldel (CGCM), lattice spring model (LSM), immersed boundary method (IBM),
and adhesive dynamics (AD).

2.4

CUDA C Programming
CUDA C extends C by allowing the programmer to define C functions, called kernel

functions, that are executed in parallel on the host or device [95,101]. A kernel function is
defined using the __global__ specifier on the function statement. When invoking a kernel
function, at least two arguments have to be given in the chevron <<<>>> syntax. The first
argument is used to specify the grid size, and the second argument is used to designate thread
block size.
13

The various memory types in CUDA are: global memory, shared memory, registers,
texture memory, local memory, and various caches which are also on NVIDIA GPU devices.
Global memory is the largest device memory that is declared with the device attribute in host
code. It can be read and written from both host and device. Global memory is available to all
threads launched on the device. Local variables defined in device code are stored in no-chip
registers if there are sufficient registers available. If there are insufficient registers, data are
stored off-chip in local memory. Both registers and local memory can be accessed only by the
thread that they are in.
Shared memory is allocated per block and can be accessed by all threads in the block. It is
declared in a device code using the shared variable qualifier. It acts like a low-latency, high
bandwidth software managed cache memory. When an operation is necessary between the
threads in a block, shared memory can be used to avoid direct global memory access patterns
that are inefficient. Constant memory can be read and written from host code but is read-only
from threads in device code. Constant data is slow but cached on the chip. Therefore, it is
effective when threads that execute at the same time access the same value [101].
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CHAPTER III
METHODOLOGY
We perform 3D computer simulations through a combination of the lattice Boltzmann
method (LBM), coarse-grained solid models, and immersed boundary method (IBM). We name
this combination the lattice-Boltzmann lattice-spring method (LLM). In this method, the LBM is
used as a fluid solver to simulate the Navier-Stokes flow. There are two coarse-grained solid
solvers: coarse-grained cell model (CGCM) and lattice spring model (LSM). The CGCM is used
to simulate blood cells, such as red blood cells (RBCs, or erythrocytes) and white blood cells
(WBCs, or leukocytes), and the LSM is exploited to mimic the microvilli of WBCs and vessel
walls. The fluid-solid interactions are treated by the IBM. Also, the LLM combined with the
adhesive dynamics (AD) is used to approach the adhesive interactions between cells and vessel
walls.

3.1

Fluid Solver: Lattice Boltzmann Method
The classical computational fluid dynamics (CFD) methods are based on the solution of

the Navier-Stokes equations, as follows:
�⋅

= ,
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(3.1)

[
where

is the fluid velocity,

+( ⋅�

)] = −�� +

��

,

(3.2)

is the fluid density, � is the pressure, and

is the fluid

dynamic viscosity. The main principle of a LBM is to solve the lattice Boltzmann equation
(LBE) in order to simulate a fluid system, instead of solving the non-linear partial differential
Navier-Stokes equations [Eqs. (3.1) and (3.2)]. It has already been demonstrated that the solution
of the LBE is equivalent to that of the Navier-Stokes equations using the Chapman-Enskog
expansion, when Mach number is below . [102].

Based on the different governing equations, the LBM is considered as a relatively new

CFD method that was designed approximately thirty years ago [103]. The LBM actually evolved
from the Lattice Gas Automata (LGA) [104–106]. The implementation of the LGA is
straightforward and has only two processes: collision and streaming. However, LGA has some
disadvantages, such as the statistical noise and the dependence of velocity of pressure [102]. The
LBM is developed to overcome these drawbacks and also preserves a simple implementation. In
addition, the LBM aims to solve continuum flows at macroscopic scales based on the solution of
the mesoscopic kinetic theory. Thus, this method is suitable to simulate suspension flows at
mesoscopic scales such as blood flow.
A LBE proposed by McNamara and Zanetti [107] is written as follows:

where

�,

�+

, +

−

�,

=�(

�, ),

is the fluid distribution function at position � and time , and the subtitle

represents the discrete directions and is associated with the lattice model;
velocity;

(3.3)

is the discrete

is the time step; and � is the collision operator. However, the collision operator in
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Eq. (3.3) is still complicated. In the LBM, several collision operators were developed to simplify
the LBE, and the two most famous are (1) the single-relaxation-time (SRT) model, also known
as the Bhatnagar-Gross-Krook (BGK) model [108]; and (2) the multiple-relaxation-time (MRT)
model.
Moreover, the lattice models in the LBM are usually represented by DnQm, which means
n-dimensional and m-velocity. The most popular lattice models in 2D and 3D simulations are
D2Q9 and D3Q19, respectively, as shown in Figure 4.

Figure 4: The lattice models in the LBM are (a) D2Q9 and (b) D3Q19.

3.1.1 Single-Relaxation-Time Model
The single-relaxation-time (SRT) model also known as Bhatnagar-Gross-Krook (BGK)
model is expressed as follows:

�(

where

�, ) = −

�

�,

−

�,

,

(3.4)

is the equilibrium distribution function, and � is the relaxation time. Based on Eq.

(3.3) and Eq. (3.4), the lattice BGK (LBGK) equation is written as follows:
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�+

, +

−

�,

=− [
�

where the equilibrium distribution function

�,
where

=

[ +

�,

(3.5)

is expressed as follows:

⋅

⋅

+

−

is the weight associated with the lattice model;

and velocity, respectively; and

�, ],

−

],

and

(3.6)

represent the fluid density

is the sound speed. In this study, we use the D3Q19 (three-

dimensional and nineteen-direction) lattice model in which the sound speed
weight

and discrete velocity

, also shown in Figure 4 (b), are given as follows:

=

{

,

=

,

=

,

=

−
−

.

, , ,
± , , , ,± , , , ,± ,
={
± ,± , , ± , ,± , ,± ,± ,

Also, the fluid density

and the momentum

(3.7)

=
=
=

−
−

.

(3.8)

are expressed as follows:

=∑

=∑
The kinematic viscosity

= ⁄ , and the

.

(3.9)

in the simulation is related to the relaxation time � as follows:
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=

(� − )

.

(3.10)

3.1.2 Multiple-Relaxation-Time Model
Although the LBGK model has been widely used to simulate a variety of fluid systems, it
has several defects, such as fixed Prandtl number and fixed ratio between kinematic and bulk
viscosities [109]. The model assumes that the distribution functions relax to their equilibria using
the same rate at different directions, which is not physically true [102]. Therefore, the multiplerelaxation-time (MRT) collision operator was developed to overcome this limitation and is more
stable than the LBGK model [109–111].
The MRT lattice Boltzmann equation (LBE) model is expressed as follows:
�+

where

�,

, +

and � �,

−

�,

� �,

= −�− �[� �,
= � �, ,

−�

�, ],

(3.11)

(3.12)

are the fluid distribution functions at position � and time in the

velocity and momentum spaces, respectively; �

denotes the equilibrium distribution function

in momentum space; � is the transformation matrix (see Appendix A) which transfers the

distribution functions

from the velocity space into the momentum space; and, � is the diagonal

collision matrix, which is given in Eq. (3.14). Eq. (3.11) indicates that the collision process is

executed in the momentum space, while the streaming process is still performed in the velocity
space as the LBGK model [102].
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The distribution function in momentum space � and the corresponding equilibria �

D3Q19 are written as follows:

−

+

+

−

−
�=

�

−

=

−
−

(
In these two equations,
=

, ,

, ,
,
,

, ,

+

+

,

)
, and

�

(

)

represent density, energy, and energy squared;

denotes the fluid velocity squared;

are components of the momentum;
are components of the heat flux;
,

.

�

are the symmetric and traceless strain-rate tensors;
are fourth order moments;

are third order moments;
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(3.13)

in

,

, and

are free parameters [102,109].

The relaxation rates � in D3Q19 are given as follows:
�=( ,

,

while the shear viscosity

�,

,

, ,

, ,

,

�,

,

=

(

�

− )

,

(3.15)

=

(

− )

.

(3.16)

and bulk viscosity

�,

,

�, �, �,

, ,

are given as follows:

),

(3.14)

Ref. [77] reports several sets of parameters characterized by the viscosity-independent
permeability for porous medium flow simulation. Therefore, in this study, we follow their
suggestion and set the three free parameters in Eq. (3.13) and the relaxation parameters as
follows:
(

,

,

=

=

=

�

,−

=

= (

⁄ ,− ⁄ ,

=

−
−

�
�

,

(3.17)

).

3.1.3 Scaling of the LBM Units and Physical Units
To explain the conversion between the physical and simulation parameters, we adopt the
following notation:
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�

̂=

where ̂ is the conversion factor of the interest
physical parameter

�

(3.18)

,

(e.g., length), which converts the interesting

to the corresponding simulation parameter

At the beginning of the simulations, we set ̂

lattice spacing. When the fluid kinematic viscosity
calculated by

�

⁄

;

, which represents the real length of a
�

in the physical unit is given, ̂ can be

is given in Eq. (3.10) above. Also, ̂ =

work as the base density. Based on ̂
in the LBM system as follows:

.

kg⁄m is set in this

, ̂ , and ̂, further conversion factors can be calculated

̂=
̂=
̂=
̂=

̂
̂

,
̂
̂

̂
̂

̂
̂

,
,

(3.19)

,

̂ = ̂ ∙ ̂,

�̂ =
where ,

̂

̂

,

, , , , and � represent time, mass, velocity, acceleration, force, and pressure,

respectively.

22

3.1.4 CUDA Strategy of the LBM
From the high-performance computing perspective, the LBM is also a popular algorithm
to be used for two reasons: (1) this algorithm is easy to code because its two processes (collision
and streaming) are straightforward at each time step; and, (2) the collision process is totally local
and occupies most of the computing time. Therefore, the LBM algorithm is extremely suitable
for parallel computing such as Graphics Processing Unit (GPU) computing [74]. In 2008, Tolke
and Krafczyk used the Compute Unified Device Architecture (CUDA) on a desktop personal
computer with a single GPU to implement the LBM and obtained the TeraFLOP computing
speed for the first time [73]. Later, based on Tolke’s sstrategy, Habich et al. presented
optimization approaches with D3Q19 [75]. In this study, we adopt the single-GPU
implementation of the D3Q19 LBM presented by Habich et al. [75]
We briefly introduce this CUDA-based LBM implementation as follows. First, each
thread is in charge of the calculations (collision and streaming) of a fluid node. The threads in a
block are arranged in 1D and the grid of blocks is 2D. Based on this setup, one thread maps to
the fluid distribution functions of one fluid grid, and the values of the distribution function for all
fluid grids lie consecutively in memory starting in the X-direction, shown as in a clear sketch in
Ref. [75]. The layout of the arrays to store the fluid distribution functions is a structure of arrays
(SoA). In addition, shared memory is used during the streaming phase. For a more detailed
discussion of this single-GPU LBM implementation, see Refs. [73] and [75].
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3.2

Solid Solvers: Two Coarse-Grained Solid Models
Coarse-grained solid modeling signifies that solid systems are simulated using their

simplified representations. Specifically, a coarse-grained model simplifies the solid system by
using a “large” solid grid particle to represent a group of molecules. For example, we can use
hundreds of solid grid particles to represent a red blood cell which is constituted by approximate
,

−

,

actin junction complexes [51]. By calculating these “large” solid grid particles,

instead of all molecules in this solid system, we can obtain the behavior of the entire solid
system. Therefore, coarse-grained models can significantly reduce the computational loading. In
this study, we adopt two coarse-grained solid models: the coarse-grained cell model (CGCM)
and lattice spring model (LSM), as introduced below.

3.2.1 Coarse-Grained Cell Model
Several coarse-grained cell models have been presented by Dupin et al. [112], Pivkin and
Karniadakis [113], Fedosov [33,34,51,76,77], and Kruger [89–92]. These methods are similar
and consider cell membranes as a 2D triangulated network, constituted by numerous solid
particles and triangles. In the triangulated network, � denotes the number of solid grid particles,

� the number of edges, and � the number of triangles. We calculate four types of potential

energies between the solid grid particles and triangles. The total potential energy of a membrane
can be written as follows:
=

−

+

The in-plane potential energy term

+

−

+

.

has several formulas constituted by two-

body and three-body energies. In this study, we follow Fedosov’s strategy (see Refs.
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(3.20)

−

[33,34,51,77]) which considers

as a combination of the finitely extensible nonlinear

elastic (FENE) and the power law (POW) potential energies, as follows:

−

= ∑−
+

� ln [ − (
−

�

�

) ]

−

(3.21)
≠ ,

>

is a constant coefficient of the FENE potential energy; � and

where

instant distances between two adjacent solid grid particles;
potential energy; and

�

are the maximum and

is the coefficient of the POW

is the exponent of the power law. On the right-hand side of Eq. (3.21),

the first and second terms are the FENE and POW potential energies and are responsible for the
−

attractive and repulsive roles, respectively. In this way,

is only a two-body energy of a

non-linear spring.
Moreover, the area conservation and volume conservation energies,

and

are the three-body energies which exist in a triangle constituted by three neighboring solid grid
particles. The area and volume conservation energies are defined as follows:

=

( −

)

=
where

,

, and

+∑

( −

(

)

−

)

,

,

(3.22)

(3.23)

are the global area, local area, and volume constraint constants,

respectively. The terms

and

represent the instantaneous entire area and volume, while
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,

and

are the initial total area and volume;

and

are the initial and instantaneous local

area of the th triangle.
Furthermore, the bending energy

exists between two adjacent triangles (four

adjacent solid grid particles) and is given by the following equation:

=∑
where

is the bending coefficient;

[ − cos(

and

)],

−

(3.24)

are the instantaneous and initial angles,

respectively, between two adjacent triangles which have the common edge .
The total elastic force � exerted on the th solid grid particle in this cell model is

computed by

� = −�(

−

+

+

+

).

(3.25)

The gradient is calculated analytically, and the answers are used in the code.
So far, the membrane is purely elastic. The CGCM presented by Fedosov et al. [51,76]
also addresses the membrane viscosity by adding the dissipative � for each spring (edge) as

where

and

� =−

−

(

⋅

)

,

(3.26)

are dissipative coefficients, respectively, and

and

are the relative

velocity and unit vector, respectively, between the th and th solid grid nodes. The membrane
shear viscosity

is related to the dissipative parameters (
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and

), as follows:

=√

+
=

√

,

(3.27)

(3.28)

.

A repulsive force is added on cells between cells and vessels wall in the Z-direction
(perpendicular to the vessel wall or substrate) when a cell is close to the vessel wall. The
repulsive force is borrowed from the gradient of the Lennard-Jones potential

�

with negative

sign, as follows:

� Δ

−� [
={

�

Δ ] = −� {

[

�
Δ

−

�
Δ

]} ,

,

where Δ is the distance above the vessel wall; � is the cut-off radius;

Δ ≤�

Δ >�

,

(3.29)

is the well depth of

the potential; and � is the distance where the potential equals zero. Therefore, the total force
exerted on the th solid grid node is given as follows:

� = � + ∑� + � + � ,

(3.30)

where � , � , � , � , and � denote the total, elastic, dissipative, hydrodynamic, and repulsive
forces, respectively; and denotes the grid particle nearby the th solid grid particle. Once the
total force of a solid grid particle is obtained, the leap-frog algorithm is used to update the
position and velocity of each solid particle during the simulation run.
Next, six parameters (
First, the parameter

�

,

�,

,

,

, and

can be described in terms of
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) must be determined in the CGCM.
since the attractive term should be equal

−

to the repulsive term at the equilibrium point in
law

=

and � = .
�

. By setting the exponent of the power

, we can write the potential coefficient of power law
+

≈ .

= .

.

Secondly, according to Fedosov et al. [51,76], the shear stress

�,

as follows:
(3.31)

based on the

−

is given by

=−
and the compression modulus

√

{

�

[ −

]

�

+

+

�

}

+

(3.32)

in this model is given by
=

+ kA +

.

The linear Young’s modulus � and the Poisson’s ratio
�=
�

=

+
−
+

(3.33)

�

of the cell are expressed by

,

(3.34)

.

(3.35)
+

To achieve incompressibility, we need to make

≫

that a nearly incompressible membrane is achieved when

. In Ref. [51], Fedosov showed
+

follow this assumption in the study. Also, the bending coefficient

=

√

,
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=

=

. We also

in the CGCM is given by

(3.36)

where

is the bending rigidity.

3.2.1.1 Red Blood Cell
The equation depicting the average shape of a single red blood cell (RBC) [114] is as
follows:

=±
where

√ −

= .

+

[ .

+

+ .

− .

+

],

(3.37)

m is the diameter of an RBC. In this study, we use an open-source MATLAB

code developed by Per-Olof Persson [115] to mesh cell membranes, as shown in Figure 5.

Figure 5: A meshed RBC consititued by solid grid particles and triangles.

3.2.1.2 White Blood Cell
The shape of a white blood cell (WBC) can be represented by a sphere with the diameter
. Similarly, Per-Olof Persson’s open source mesh code [115] is used to mesh the spherical
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membrane. The WBC membrane is covered by numerous ruffles which are called microvilli
[51,116,117]. In this study, we present an advanced WBC model, where the lattice spring model
(LSM), described in the following section, is used to simulate both the extensional and bending
deformation of the microvilli of WBCs [85]. Figure 6 is an example of a meshed WBC
membrane and its microvilli.

Figure 6: A meshed WBC constituted by a spherical membrane and microvilli. The green circles represent the tips of
microvilli.

3.2.2 Lattice Spring Model
A lattice spring model (LSM) uses many solid grid particles to represent a solid body,
and each solid grid particle is connected to its adjacent particles. Buxton et al. first proposed a
LSM to deal with deformable solids in fluid flows [78,79]. However, they calculated bond
energies between not only the two neighboring particles but also the next neighboring particles.
In their method, only one spring coefficient is used to control the deformation, and thus it cannot
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approach the bending deformation properly. Zhao et al. reported the distinct LSM in
geomechanics to mimic rock behaviors. They introduced the shear springs (another coefficient)
to deal with the shear deformation [118]. Recently, we reported an LSM with three-body angular
bond forces in which the angular bond is employed to approach bending deformation of solid
[82]. In this study, we simulate two solid objects by using this LSM: (1) WBC microvilli and (2)
elastic vessel walls.
The first solid object is a microvillus, which is modeled by a spring (vector

) with one

end fixed at the base particle (microvillus base) on the cell surface and with the other end as
the microvillus tip, as shown in Figure 7. Note that the base particle in the LSM are also the solid
grid particles in the CGCM. There are two types of deformation. First, the tip particle of the
spring can be extended or compressed with respect to the base particle . The potential energy
between particles and responsible for the spring extension or compression

=
where

and

−

,

is given by

(3.38)

are the instantaneous and initial microvillus lengths, respectively, and

the extensional spring constant. Note that each microvillus has the same initial length (i.e.,
=

, where

= .

m is the average experimental value of microvillus length).
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is

Figure 7: A microvillus is modeled by a spring with one end fixed at the base particle (microvillus base) on the cell
surface and with the other end as the microvillus tip. The particle can be extended or compressed with respect to
the base particle . In addition, the vector
can be bent with respect to vector
to have a bending angle
,
where particle is always located on the extention portion of the line connecting the mass center
to the base
particle . Reprinted from Ref. [85] with permission American Physical Society.

Second, vector
where

can be bent with respect to vector

to have a bending angle

,

is always located on the extension portion of the line connecting the mass center

to

the base particle . The line is called the angular baseline (the dashed line in Figure 7) and is used
for the measurement of the bending angle only. In fact,

is a virtual bond, and particle

not participate in simulation. The energy due to the bent bond

=
where

−

is the angular spring constant, and

,

does

is written as

(3.39)

represents the equilibrium angle and equals

zero, as shown in Figure 7.
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The second object is an elastic vessel wall. A cubic structure is used to mimic the vessel
wall, as shown in Figure 8. Therefore, the harmonic spring and angular potential energies of the
th solid grid particle, as seen in Eqs. (3.38) and (3.29), need to be modified to

=
=
where

and

∑

,

−

∑ ∑

−

, ≠

(3.40)

(3.41)

,

are the spring and angular coefficients, respectively; and

neighboring solid particles of th solid particle; and |
is the lattice spacing in the LBM.

|=

=

and

are the nearest
=

, where

Figure 8: The outermost solid grid particles are fixed (white squares). Other solid gird particles (white circles and
red squares) are allowed to move, and the vessel can be deformed. The solid grid particles in the innermost layer,
representing the inside vessel walls (red squares), directly interact with fluid.
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For the case of microvilli, both the microvillus base and tip are assumed to be within the
fluid-solid interaction regime, so the hydrodynamic force (which will be discussed in Section
3.3) and repulsive force [Eq. (3.29)] are also applied on both particles. For the case of elastic
vessel walls, the coordinates of the outermost solid grid particles are fixed, which represent the
outside vessel walls (white squares shown in Figure 8). Other solid grid particles are allowed to
move, and the vessel can be deformed. The solid grid particles in the innermost layer,
representing the inside vessel walls (red squares in Figure 8), directly interact with fluid and can
be called interaction layer. Also, we assume that displacement of the deformable vessel walls
occurs in the Z-direction only, corresponding to one of the characters of the pulmonary blood
vessel. For both cases (microvilli and elastic vessels), once both potential energies have been
calculated on the th solid particle, the total elastic force is calculated as the same as Eq. (3.25) in
the CGCM.
Next, we address the relationship between simulation parameters and physical properties.
For the WBC microvilli, the extensional stiffness and flexural stiffness of the microvilli are
pN⁄ m and

−

− pN⁄ m, respectively, based on previous experimental

measurements and numerical studies [63–65]. The extensional stiffness
the spring constant

, while the flexural stiffness

is directly equal to

is defined by a ratio of the force on the

microvillus to the corresponding deflection, and it is related to the angular spring constant by
=

⁄

. The derivation of the relationship between flexural stiffness and angular spring

constant is given in Appendix B and [85].
For the elastic vessel, we assume that the vessel is isotropic. The relationships between
macroscopic modulus and simulation parameters for an isotropic material are written as follows:
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=
=

where

and

| |

(3.42)

,

(3.43)

,

| |

are the Young’s and shear moduli, respectively. The derivation of Eqs. (3.42) and

(3.43) are given in Ref. [82].

3.2.3 Scaling of the Solid Models and Physical Units
In Section 3.1.3, we introduced a few conversion factors such as ̂

, ̂ , and ̂ in the

LBM system. In an FSI system, the scaling bases of the fluid and solid systems should be the

same, and therefore the conversion factors in Eq. (3.19) can be used in the solid system directly
if we make the solid mesh size equal to the fluid mesh size, as ̂

=̂

. Similar to Eqs.

(3.18) and (3.19), we can calculate further conversion factors as follows:

�̂ =
̂=

̂
̂

̂
̂

,
(3.44)

,

̂ = ̂∙̂

,

where �̂, ̂ , and ̂ represent the conversion factors of linear Young’s modulus, Young’s
modulus, and energy, respectively.

35

3.2.4 CUDA Strategy of the CGCM and LSM
In this section, we discuss how to implement the CGCM and LSM using CUDA in
details. In the coarse-grained solid simulations, there are at least 4 main iterations: Loop 0, Loop
1, Loop 2, and Loop 3. Note that in the CGCM, more loops are needed. In the following, we
take the LSM as an example. The whole calculation cycle of the LSM is handled by Loop 0. An
iteration of this loop is equivalent to one time step. At each time step, we use Loop 1 and Loop 2
to execute all calculations of the spring bonds and angular bonds, respectively. After Loop 1 and
Loop 2, all elastic forces at this time step are collected, and then Loop 3 is conducted for the
leap-frog algorithm. In the LSM simulation, three kernel functions
(kernel_computing_sping_bonds, kernel_computing_angular_bonds, and
kernel_computing_leapfrog) are used to replace Loop 1, Loop 2, and Loop 3.
We set a 1D grid of blocks and 1D threads in a block for spring bond, angular bond, and
single solid grid particle in the three kernel functions, as shown in Figure 9.

Figure 9: CUDA code of the single-GPU LSM implementation.

The variable number_threads in Figure 9 is the number of threads per block. These three
kernel functions are in charge of the calculations of the spring bonds, angular bonds, and the
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leap-frog algorithm, respectively. The arrays in host may be declared again in the device global
memory. A variable with “_d” behind its name signifies that the variable is on the device. For
example, the position arrays (sx_d, sy_d, sz_d) mean that they are on the device global
memory, whereas (sx, sy, sz) are on the host memory. It is worth noting that three more
arrays, half-step velocities (vhx_d, vhy_d, vhz_d), must be declared on the device for
the leap-frog integration.
At the beginning of this single-GPU implementation, all data are transferred from host to
device and kept on device during the entire calculation. Except output results, the data on the
device are not transferred back to the host for reduction of time of memory transfers. The
memory layout of these arrays on the device is a structure of arrays (SoA). In the kernel function
kernel_computing_spring_bonds, a thread mapping to a spring bond ID (sb_id in
our CUDA code) is presented by a CUDA Index as
sb_id=blockIdx.x*blockDim.x + threadIdx.x,

(3.45)

where blockDim, blockIdx, and threadIdx are predefined variables. The 1D threads in
1D block use the CUDA Indices to access the bonded particles’ IDs and calculate the forces.
Essentially, an atomic function, atomicAdd, is used to accumulate the force data
correctly. During the calculations of the spring bonds, a thread is mapping to a spring bond, and
two forces are obtained at the end of the calculation. Consequently, this thread needs to write the
data to the force array of the two solid grid particles of the bond. Since a particle may constitute
more than one bond, multiple threads corresponding to the different bonds may read and update
the same memory location without any synchronization, leading to incorrect values in force
arrays. The atomicAdd is required to avoid this problem in our CUDA implementation.
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Similar to kernel_computing_spring_bonds,
kernel_computing_angular_bonds use CUDA Indices to map 1D threads to angular
bond ID ab_id as
ab_id=blockIdx.x*blockDim.x + threadIdx.x.

(3.46)

Significantly, in the kernel function kernel_computing_leapfrog, a thread is associated
with a solid grid particle ID, and every particle has a different memory location. Therefore, they
do not access the same memory address simultaneously, and the atomicAdd is not needed. The
same strategy applies to Eqs. (3.21), (3.22), (3.23), and (3.24) for the CGCM. CUDA indices are
projected to the FENE-POW bond ID, element ID, dihedral angle ID, and solid grid particle ID
in the CGCM. It is worth noting that a parallel sum reduction can be used for the total surface
area and the total volume in Eqs. (3.22) and (3.23), enhancing performance.

3.3

Fluid-Solid Interaction

3.3.1 Forcing Scheme
Guo et al. presented a body force scheme for the single-relaxation-time (SRT) model
[119]. Later, Guo and Zheng extended the work to the multiple-relaxation-time (MRT) model
[120]. The evolution equation, Eq. (3.11), with a forcing term,
�+

, +

−

�,

= −�− �[

�,

−

̂ , is expressed as follows:
�− �
�, ]+

̂,
�− �

(3.47)

̂ is the moment of the forcing term in the moment space, and can be written as follows:
where �
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̂ = (� − �) ��
̅.
�

(3.48)

̅ = ̅̅̅, ̅ , ̅̅̅ … , ̅̅̅̅
Here, � is the unity matrix, and �

is related to the body force � (fluid-solid

interaction force), as follows:

̅ =
where the fluid velocity

[

⋅�

+

�:

�

],

(3.49)

must be calculated as follow:

=∑
Importantly, while

−

+

�.

(3.50)

denotes the fluid velocity in both Eqs. (3.9) and (3.50), the former does

not consider the body force in fluid (i.e., un-forced fluid velocity). Therefore, in order to
distinguish the un-forced and forced fluid velocities, we represent the un-forced fluid velocity as
∗

. The Navier-Stokes equations, reportedly, can be entirely recovered by using this forcing

scheme when the body force is presented [121].

3.3.2 Immersed Boundary Method
In the fluid model (the LBM), the fluid nodes are in regular Eulerian grid, whereas the
solid particles are in the Lagrangian grid in the solid solvers (the CGCM and LSM). Figure 10 is
a sketch which shows that the grids of a solid particle may not coincide with its adjacent fluid
node. We used the immersed boundary method (IBM) to integrate the two different grid-based
models and calculate the interactions between them. A discrete Dirac delta function
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is used to

interpolate the fluid velocity at the position of a solid boundary point from its surrounding fluid
grids. The discrete Dirac delta function

={

Δ

( + cos

[122] can be written as follows:

Δ
Δ
Δ
) ( + cos
) ( + cos
),
ℎ
ℎ
ℎ
,

where ℎ is the lattice length and set as ℎ =

|Δ | ≤ ℎ

(3.51)

|Δ | > ℎ

= ; Δ = Δ ,Δ ,Δ

is the distance between

the position of the solid boundary particle and one of its surrounding fluid nodes.

Figure 10: The small circles represent the fluid nodes (Eulerian grid), and the squares denote the solid grid particles
(Lagrangian grid). The showed big circlues represent sphereres around their central solid boundary particles.

To present the immersed boundary method (IBM), the solid boundary domain
boundary domain � are defined. The solid boundary domain

and fluid

is constituted by all the solid

particles on the surface, and the fluid boundary domain � is defined as a spherical volume of a
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radius of ℎ centered at a given solid gird particle position

∗

. The un-forced fluid velocity

at

is represented by

∗

where

,

=∫

�

∗

,

−

(3.52)

,

is a variable and goes all the position of the fluid grids in the fluid domain

during the

,

should be

integration. Due to the no-slip boundary condition, the forced fluid velocity
equal to the solid velocity ��
,

, , as follows:

=

∗

,

+

�

,

= ��

, ,

(3.53)

where � is the fluid-solid interaction force exerted on the fluid. Since we know both the solid
velocity ��

,

∗

and the un-forced velocity

,

by calculating from the solid model and

Eq. (3.52), the interaction force � exerted on the fluid at the solid boundary position can be

calculated from the momentum difference, as follows:

�

,

��

=

,

,

−

.

(3.54)

Thus, the interaction force acting on the solid grid particles by the surrounding fluid is given as
follows:
�

,

= −�

, .

The discrete Dirac delta function is utilized again to distribute the interaction force �
the surrounding fluid nodes, as follows:

41

(3.55)
,

to

� ,
where � ,

=∫ �

,

�

−

(3.56)

,

is the distributed body force and is used in Eq. (3.49).

3.3.3 CUDA Strategy of the IBM
Section 3.3.2 reveals that Eulerian fluid grids may not coincide with Lagrangian solid
girds. To meet the no-slip boundary condition, we employ the discrete Dirac delta function
[122] to interpolate the un-forced fluid velocity

∗

at the position

of a solid boundary particle

by using the velocities at all the fluid grids, call fluid supports, within a sphere � of a diameter of
centered at

. Thus, every boundary particle in the solid boundary domain

has its own fluid

supports, through which we calculate the un-forced fluid velocity by using Eq. (3.52). When a
solid grid particle moves, its corresponding fluid supports vary at each time step. In order to use
GPU effectively, we extend the spherical fluid domain � to a larger cubic volume of
centered at

×

×

utilize the fluid supports within the cube for the purpose of velocity interpolation.

The size of the cube has to be larger than the diameter of the spherical fluid domain. In other
words, the size of the cubic fluid domain must be slightly larger than the size of

× ×

to

ensure that the integration of the Dirac delta function over the spherical fluid domain � is equal
to one. If the size of the cube is exactly

× × , some fluid grids on the cube edge will be

missed during the integration because the center of the fluid domain may not be coincided with
the position of the solid boundary particle

, and the results of integration forces between the

fluid and solid may not be correct. According to Ref. [95], the size of

× ×

has the best

computing speed for accurate results. Therefore, in this implementation, we make 1D grid of
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blocks map to the solid boundary particle, and 3D threads of

×

×

in blocks map to the fluid

supports. The part of source code in the host is shown in shown below in Figure 11:

Figure 11: CUDA IBM code.

With a 2D case as a schematic illustration in Figure 12, the layout of
dim3(5,5,1)shows that each block has

threads, which map to fluid supports of a solid

boundary particle. The red dashed rectangle denotes the area of the fluid supports of a solid
boundary particle (i.e., big black dot); the

×

green small circles represent the fluid supports

of the solid boundary particle; the gray line is the solid boundary interface; and, the big gray dots
on the line are other neighboring solid boundary particles. In fact, all the results in this study are
obtained in 3D and each block has

threads.
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Figure 12: A 2D illustration of the single-GPU IBM implementation. The red rectange denotes the frame of fluid
supports of a solid boundart particle (big block point). The gray line represents the solid boundary domain, and the
big gray points on the line are the other solid boundary particles. The × green small circles within the red
rectangle are the surrounding fluid nodes (i.e., fluid supports) of this solid boundary paritcle.

Our CUDA-based IBM implementation can be divided into five steps. The source code is
given in Appendix C. In Step 1, the particle ID p_id of a solid boundary particle is assigned by
blockIdx.x, and the threads map to the fluid supports. The thread array layout starts at the
corner

=(x0,y0,z0) of the cubic area shown in Figure 12. In Step 2, the 3D threads are

collapsed as a 1D -thread index,
tid=threadIdx.x+threadIdx.y*5+threadIdx.z*5*5, and every thread calculates
the term of

∗

−

of Eq. (3.52), where

−

is the discrete

function of Eq.

(3.51). Three arrays (partial_ux, partial_uy, partial_uz)with the size of 125
(number of threads per block) are used to store the value of the term and declared as the shared
memory for the great reduction of computational time. After Step 2, __syncthreads() is
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needed to make sure that all threads in a block have saved their values to the three shared
memory arrays. In Step 3, we use the technique of multi-thread reduction to add all partial unforced velocity values and obtain the un-forced velocity

∗

, which is the term in the left-hand

side of Eq. (3.52). In Step 4, we perform Eq. (3.54) to obtain the interaction force �

, .

Another __syncthreads() command is needed after Step 4. In Step 5, all threads in the
block multiply the interaction force �
� ,

,

by the value of

Δ

to gain the body force

and store them to the related global memory by using atomicAdd. The reason for using

atom�cAdd is the same as explained in Section 3.2.4. Although different threads correspond to
different fluid supports of different solid boundary particles, they might point to the same fluid

node. Since multiple blocks and threads execute at the same time, atom�cAdd is needed to avoid

reading and writing data at the same location of the memory simultaneously.

Unlike the study of Wu et al. [123], which used two kernel functions, in our present
single-GPU implementation, only one kernel function kernel_computing_IBM is needed to
interpolate the un-forced fluid velocity
to the surrounding fluid supports.

3.4

∗

and to re-distribute the interaction force �

,

Adhesion Dynamics
The adhesive dynamic (AD) was first presented in a simulation of leukocyte adhesion to

endothelial cells (ECs) by Hammer and Apte [8]. This method uses the stochastic Monte Carlo
method coupled with kinetics models to simulate the formation and rupture of the receptorligand bond.
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The kinetics model used in this study is the Dembo model [124], where the forward and
reverse rates for the receptor-ligand bond under external force are written as follows:

=

[−

=
where

and

[

−

�

−

� −�

(3.57)

],

(3.58)

],

are the unstressed forward and reverse reaction rates; and

are the stretched

and equilibrium bond lengths, respectively; � and � are the spring constants in bound state and
transition state, respectively;

is the Boltzmann constant, and

is the absolute temperature.

The bond force � , acting on the receptor-ligand bond, is assumed to follow the Hookean

spring model [125], which can be written as:
� =�

−

.

(3.59)

The probability of formation of a new bond � and rupture of an existed bond � in a time
interval ∆ are given by

where

=

−

� =

−

−

∆ ,

(3.60)

� =

−

− ∆ ,

(3.61)

;

is the local surface area on the ligand-coated substrate

accessible to each receptor; and
interval ∆ , two random numbers �

−

is the density of the unbound ligand. In this time
and �

between 0 and 1 are generated. A new bond
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is formed under the condition � > �

� >�

. The time interval Δ of

rolling for a period of
CHAPTER IV.

. On the other hand, an existing bond is ruptured when
s is used, as suggested by Ref. [124], to simulate WBC

− s. All parameters used in the AD are provided in more detail in
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CHAPTER IV
RESULTS
4.1

Validation
In order to validate the LLM (as explained in CHAPTER III), we simulate four physical

problems with this method. Then we compare the simulation results to the analytical and
experimental solutions to those four problems.

4.1.1 Poiseuille Flow
Zhang and Kwok proposed a pressure boundary condition for the LBM to approach a
Poiseuille flow [126]. The pressure boundary condition is written as
=
�
where

=

=�

,

=

=
=

is the coordinate in the flow direction;

�

+

(4.1)

�

,

is the pressure gradient; and,

(4.2)
is the length

of the simulation channel. To implement the boundary condition, the computational scheme in
the LBM is expressed as follow:

=

+
̅
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/

,

(4.3)

−

=
where

,

,

, and

̅

/

represent the same fluid distribution functions as

(3.5), and their subscripts and superscripts, “

”, “ ”, “

of the distribution functions, as illustrated in Figure 13;
̅

(4.4)

,
”, “

in Eq.

” denote the locations

is a reference density; and, ̅

and

are the density averages at the inlet and outlet, respectively. The detailed description of

the pressure boundary method can be seen in Ref.[126]. This pressure boundary condition is
adopted in the Y-direction. The velocities of all fluid nodes on the wall are set as equal to zero in
the X- and Z-direction, and their pressures are set the same as a reference pressure � =

.

Figure 13: The implementation of the pressure boundary condition scheme.

We simulate a Poiseuille flow in a 3D channel. The simulation is set up as described
about the elastic vessel wall in Section 3.2.2 except all solid grid particles are fixed to represent a
rigid channel. The simulation box is (� , � , � ) =
.

, and the pressure gradient

=

−

,

,

, the simulation viscosity

, where the sound speed

analytical solution of the Poiseuille flow is
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= √ ⁄ . The

=

=
where

−

is the velocity in the Y-direction, and

,

(4.5)

is the width of the channel in the Z-direction.

We also use another set of relaxation parameters from a multiple-relaxation-time (MRT) model
to simulate the Poiseuille flow for the purpose of accuracy comparison [109]. These relaxation
parameters are given as

The simulation results

= .

,

�

=

= . ,

= . ,

,

(4.6)

are compared with the theoretical profiles of the velocity in the Y-

direction in Figure 14. The relative velocity error

=|
(
where

= .

)=√

−

,

∑[

and

,

,

∑

norm

are defined as

(4.7)

|,

−

]

(4.8)
,

represents the theoretical velocity in the Y-direction; the superscript

denotes the

maximum value; and, is the grid number in the cross-flow direction. Besides, we also conduct
the Poiseuille flow simulation by using a constant body force at every fluid node and a simplebounce-back (SBB) scheme. Table 1 displays

and

(

) for each case. The results show that

the set of relaxation parameters in Ref. [109] has a higher accuracy in the Poiseuille flow

simulation than the parameters used in this study. Also, a constant body force applied on the
fluid can also approach a Poiseuille flow. This body force driven scheme provides a better
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accuracy than the pressure boundary scheme. The best accuracy

(

) is .

×

−

for the

case of body force driven scheme with the SBB condition. However, the difference is not
significant, and the simulation accuracy with the pressure boundary scheme is sufficient, as
shown in Figure 14 and Table 1. Therefore, we use the pressure boundary method and the set of
relaxation parameters suggested by Ref. [111] in this study.

Figure 14: The simulation results (red triangles and green circles) of velocity
with the analytical solution (blue line).
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in the Poiseuille flow is compared

Table 1: The relative velocity error
and
Boundary
Relaxation rates
scheme

for each case of Poiseuille flow simulation.
Relative error
Driving force
Pressure boundary in Ref.
[126]
Pressure boundary in Ref.
[126]

.

×

−

SBB

Body force
Body force

×

−

SBB

.

Ref. [109]

IBM

This work and Ref.
[111]

IBM

Ref. [109]
This work and Ref.
[111]

.
.

×

−

×

−

.
×
.
×
.
×
.
×

(

)

−
−
−
−

4.1.2 RBC Stretching
The second simulation problem is a single RBC stretched by a pair of external forces ,
as shown in Figure 15 (a). The configuration of the simulation corresponds to the real RBC
stretching experiments conducted by Dao et al. in 2003 [127]. The numerical parameters in this
model corresponding to a real RBC are given in Table 2. The longitudinal diameter
transverse diameter

and the

are defined as shown in Figure 15 (b). Two types of grids are simulated:

the coarse and fine grids. The coarse grid uses
elements, and the fine grid uses ,

solid grid particles and

solid grid particles and ,

triangular

elements to constitute a

single RBC. A damping force is applied to every particle to force the RBC to approach a steady
state.
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Table 2: Values of the physical properties of RBCs.
Parameters

Definition

Physical values [reference]
.

RBC diameter
RBC density
�

RBC 2D Young’s modulus
.

RBC shear modulus

μm
kg⁄m3

.

. μN⁄m

. ×

RBC bending rigidity

Simulation parameters

μN⁄m
−

J

.
.
.

Figure 15: (a) A sketch of stretching a red blood cell. (b) Definitions of the longitudinal diameter
transverse diameter .

.

and the

The diameters as a function of the external force is given in Figure 16. The red rhombus
and blue square lines represent the numerical results with the coarse and fine grids, respectively.
The block circles represent the experimental data from Ref. [127]. The top and bottom lines
represent the longitudinal diameter

and the transverse diameter

, respectively. Figure 16

shows that the numerical results agree well with the experimental data.
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Figure 16: The longitudinal diameter
and the transverse diameter
are a function of the external force . The
red rhombus and blue square lines represent the numerical results from the coarse and fine grids, respectively. The
block circles represent the experimental data from Ref. [127]. The top and bottom lines represent the longitudinal
diameter
and the transverse diameter .

4.1.3 An Ellipsoid in Shear Flow
The third simulation problem is a rigid ellipsoid located in a simple shear flow. According
to Jeffery’s theory [128], the ellipsoid at zero Reynolds number has a rotation angle � and an
angular velocity

as a function of time , as expressed below:

�=

where

, ,

=

−

tan (

+

�+

+

(4.9)

) ,

are the lengths of the semi-principal axes of the ellipsoid, and

The simulation box (� , � , � ) =
simulation units

×

−

,

,

(4.10)

� ,

, and the kinematic viscosity

is the shear rate.
is .

in

m /s in real units). A pair of equal and opposite velocities in the Y54

direction,

and −

, are set at the top and bottom lids to simulate a simple shear flow. The

definitions of the shear rate

and Reynolds number Re in the simulation are
=
Re =

where

(4.11)

.

(4.12)

is the distance between the top and bottom lids. The size of the ellipsoid and shear rate

are set as
Re= .

,

, ,

=

. , . , .

and

= .

×

−

to make the Reynolds number

, which approximates zero Reynolds number.
Figure 17 shows simulation results of the normalized angular velocity ⁄ as a function

of the normalized time

, where is the simulation time step. The simulation results agree well

with the theoretical solution from Eq. (4.10).
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Figure 17: The results of the normalized angular velocity ⁄ as a function of the normalized time
are compared.
The ellipsoid with the size , , = . , . , . is used. The green solid line represents theoretical results, and
the red circles represent the simulation results. The fluid grid is
×
× , and the Reynolds number Re is
0.044.

4.1.4 Pulmonary Blood Vessel
A fluid flow in an elastic pulmonary blood vessel is simulated. The flow is driven by a
pressure gradient, and the width

of the elastic vessel is reduced in the downstream due to a

pressure drop and the deformation of the vessel walls. A relationship between the transmural
pressure � and the width

of the pulmonary blood vessel [129] is written as

=

+
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�

,

(4.13)

where

is the width when the transmural pressure is zero;

is a compliance constant; and,

is coordinate in the axis direction of the vessel channel. A theoretical formula of the width
as a function of

is expressed as

] −[

= {{[
where

+[

] }

] } ,

(4.14)

is the axis length of the vessel channel. The detailed derivation of the theoretical

formula can be seen in Refs.[67,129,130]. We conduct a simulation to validate the present
method in a cubic box with the size of (� , � , � ) =

initially set at

=

and

= � with a vessel thickness of

,

,

. The vessel walls are

= , and the no-slip boundary

condition is imposed on the interface between the vessel walls and the fluid. The reduced
Young’s modulus of the wall is

∗

vessel wall. The pressure gradient
Section 4.1.1.

=

�

�

=

�

= .
−

, where

is the Young’s modulus of the

is imposed in the Y-direction, as described in

The comparison of the results of diameter

as a function of , or the distance from

fluid entry, between the simulation results (red circles) and the analytical solution [green line,
Eq. (4.14)] is shown in Figure 18, which also includes a simple sketch to illustrate the geometry
and define the channel width. The simulation results agree well with the theoretical prediction.
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Figure 18: The comparison of the results of diameter
as a function of , or the distance from fluid entry, between
the simulation results (red circles) and the analytical solution [green line, Eq. (4.14)]. A simple sketch of the vessel
walls is also included to illustrate the simulation geometry and define the channel width.

4.2

GPU Speedup
The platform specifications in this section are given in details in Table 3. The simulation

problems in Section 4.1.2 and Section 4.1.3 are conducted again by using the CUDA version of
the present method (i.e., LLM). All data are single precision in this section, where we also
discuss their optimization and computing performance.
Table 3: Platform specifications in this section.
CPU
System memory
GPU
GPU Memory
OS
CUDA Version
Compiler

Details
Intel(R) Xeon(R) E5645 @ 2.40 GHz
24 GB
NVIDIA Tesla K40
12GB DDR5
CentOS 6.6, 64-bit
CUDA 7.5
PGI Accelerator Fortran 16.3, 64-bit
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The grid size and thread size may influence the computing performance. In this CUDA
strategy for the CGCM, thread indices map to the corresponding FENE-POW bond, element,
dihedral angle, and solid grid particle indices. The total numbers of the FENE-POW bonds,
elements, dihedral angles, and solid grid particles are constant in each case of simulations.
Therefore, only the number of threads per block is adjustable. To find the optimal number, we
have run the simulations by using the different numbers of threads per block: 16, 32, 64, 128,
256, 512, and 1,024 in this CUDA strategy of the CGCM. The speedup is defined as follows:

speed�p=

CP� comp�t�ng t�me
.
�P� comp�t�ng t�me

(4.15)

Each case runs for 10,000 time steps to average the computing time and calculate the speedup.
The speedup has the maximum when 128 threads per block is used. Although Figure 19(a) shows
that the speed up is only 2.415 times in the coarse grid, the speedup increases to 9.51 times in the
fine grid as shown in Figure 19 (b). In many studies regarding the RBC models [88–90,131],
their grids usually consists of more than 2,000 triangular elements to guarantee that the
deformation of the RBCs can be mimicked precisely. Therefore, this speedup is highly effective
in solving practical problems.
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Figure 19: The speedup of the CUDA implementation of the CGCM for different numbers of threads per block with
the coarse and fine grids. The red color denotes the maximum speedup in each case. The suggested number of
threads per block is 128.

Also, two different sizes of fluid supports,

× ×

and

×

× , are adopted to

optimize the GPU-based IBM implementation. The computing time is compared between the
two sizes in Figure 20. The results show that, although the size of
computing time is still longer than that of the size of

×

×

is a power of 2, its

× × , which is not a power of 2,

because the former uses 4 times more numbers of threads than the latter and costs more time in
this GPU-based IBM implementation. It is illustrated that the size of fluid support of
provides the best computing speed.
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×

×

Figure 20: The comparison of the computing time per simulation step between the two different sizes of fluid
supports, 5 × 5 × 5 and 8 × 8 × 8. It shows that the size of 5 × 5 × 5 costs a shorter computing time than the size of
8 × 8 × 8.

Next, we investigate the computing performance of the CUDA implementations of the
LSM and IBM. The speedup is defined as in Eq. (4.15) and used to quantify the performance.
We conduct four cases and keep the fluid grid

×

×

the same but vary the size of the

solids in all cases. Table 4 shows the detailed simulation sizes in each case. Since the
computations of the CGCM and LSM are similar, the number of threads per block is set to 128,
suggested by the optimization of the CUDA implementation of the CGCM.

Table 4: The detailed sizes of the four cases. The fluid grids are kept the same while the sizes of solid are varied at
each cases.
Case 1
Case 2
Case 3
Case 4
Fluid grid
64×64×64
64×64×64
64×64×64
64×64×64
Number of the solid grid particles
,
,
,
,
,
Number of the solid boundary particles

Figure 21 shows all speedup of the three numerical methods and the entire FSI solver in
this study. Since all fluid grids are the same, all cases have almost the same speedup of the LBM.
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The number of solid grid particles as a function of the speedup of the LSM is given in Figure 22
(a). The figure shows that this function is approximately linear. Therefore, the number of solid
grid particles can be used to estimate the speedup of the LSM. The maximum speedup of the
CUDA-based LSM implementation is 77.23 times in Case 4 where the solid body is comprised
of

,

particles.

Figure 21: All speedup of the three numerical methods and the entire solver in this study in four different cases. The
entire maximum speedup of 84.14 times is gained in Case 4.
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Figure 22: (a) The number of solid particles as a function of the speedup of the LSM; (b) the number of solid
boundary particles as a function of the speedup of the IBM. The two functions are approximately linear.

Furthermore, the speedup of the IBM can be observed in Figure 21. The speedup of the IBM
correlates with the number of solid boundary particles. Figure 22 (b) shows the results of the
number of solid boundary particles as a function of the speedup of the IBM. Both Figure 21 and
Figure 22 show that the function is approximately linear. The maximum speedup of the CUDAbased IBM implementation is 96.41 times in Case 4. The computing speedup of the IBM is fairly
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satisfactory in the practical simulation problems. We, once again, emphasize that this CUDA
implementation of the IBM is particularly suitable for the problems with the moving and
deformable solid boundaries.
Lastly, the speedup of the entire FSI solver mainly depends on the numerical method that
has the heaviest computing load. Based on the CUDA implementations of the entire FSI solver,
we can gain the maximum speedup of 84.14 times using a single NVIDIA Tesla K40.

4.3

The Role of Bending Deformation of Microvilli of WBCs in Rolling Adhesion

4.3.1 At a Shear Rate of

s-

We first simulate a WBC rolling on a P-selectin-coated surface in a shear flow at a shear
rate of

=

s - (Reynolds number Re = .

×

−

), as shown in Figure 23, and then

compare the average translational velocity of the WBC with other existing simulation and
×

experimental studies, as shown in Table 5. The simulation box is
grid spacing represents .
whole WBC consists of

microvilli bases), another

×

−

m, and a simulation time step is .

×

, where a fluid
×

−

s. The

solid grid points for the cell membrane particles (and also for the
solid grid particles for the microvilli tips, and

microvilli. The average membrane particle spacing is .

×

−

springs for the

m, the same as the fluid grid

spacing. All simulation parameters are given in Table 6 in detail. Two substrates are placed at the
bottom and the top of the simulation box in the Z-direction. The bottom substrate is at rest and
coated with P-selection with density of
substrate, where

⁄ m . A velocity of

is imposed on the top

is the distance between the two substrates. Periodic boundary conditions are

imposed in the X- and Y-directions. All results shown in this work, except the behaviors of
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individual microvilli, are calculated by a statistical ensemble average of five repeated
independent runs. The simulation results for the rolling velocity agree with previously published
data from other groups [21,42], indicating that the present approach is plausible.

Figure 23: Schematic of the simulation configuration of a WBC rolling along a selectin-coated substrate. Modified
from Ref. [85] with permission from American Physical Society.

Table 5: Comparison of the average translational velcotiy of the leukocyte among different groups. Reprinted from
Ref. [85] with permission from American Physical Society.
Translational velocity ± standard deviation μm/s
Source
Present results
.
± .
Pospieszalska et al. simulation [21]
. ± .
Pospieszalska et al. experiment [21]
.
Lawrence et al. experiment [42]
. − .
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Table 6: The simulation dimensional and dimensionless parameters used in this section.
Parameter
Definition
Physical property
Simulation parameter
Fluid density
kg/m3
Fluid dynamic viscosity
.
Ns/m2
Lattice spacing
.
× − m
ℎ, ̂
Lattice unit time
.
× − s
Section 4.3.1:
s-1
Section 4.3.1: .
× −
Section 4.3.2:
Shear rate
Section 4.3.2:
.
× − − .
× −
−
s-1
� ,� ,�
Simulation box
, ,
, �, , �, ,
Relaxation rates
. , . , . , . , . , .
Number of solid grid
�
particles
WBC diameter
. μm
.
WBC density
.
kg/m3
WBC membrane Young’s
�
.
× − N/m
modulus
WBC membrane shear stress
.
. × − N/m
WBC membrane bending
−
.
×
J
rigidity
WBC membrane shear
. × − Ns/m
viscosity
,
Dissipative parameters
. × − , . × −
Exponent in POW
FENE coefficient
.
× −
, , ,
CGCM parameters
.
, .
, .
, .
� ,� ,
Repulsive paramters
.
, . , × −
�
Number of microvilli
Microvillus length
. μm
.
Microvillus extensioanl
N/μm
.
stiffness
Expermental microvillus
N/μm
. × −
flexural stiffness
,
,
.
Microvillus flexural stiffness
.
, . , . × −
-1
,
Unstressed reaction rates
.
× −
s
�
Bond spring constant
.
. × − N/m
Section 4.3.1:
Section 4.3.1: .
Transition state spring
. × − N/m
�
Section 4.3.2: .
constatn
Section 4.3.2:
. × − N/m
Section 4.3.1:
nm
Section 4.3.1: .
Equilibrium bond length
Section 4.3.2:
nm Section 4.3.2: .
Thermal energy at 300K
. × − J
.
× −
P-selectin site density
/μm2
Time interval for adhesion
μs
determination
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Subsequently, in order to study the effects of the flexural stiffness of microvilli of a WBC
=

or cell on adhesive dynamics, the flexural stiffness varies at three different levels of
.

,

, and

(see Table 6), where

=

pN/ m is taken from the

experimental data [132], while the extensional stiffness is fixed at

=

pN/ m, which is

adopted from Refs. [18,24], for all simulations in this and the next sections. In this way, the

attention is focused on bending deformation only, not on extension, which has been extensively
studies by others [19,20,22].
In reference to the angle of microvilli, an angular distribution function

of the

microvilli, those involved in adhesion, is defined and utilized to describe the probability of
finding a microvillus at an angle of

per unit angle, and it is written as

=
where

∑ (

−

,

),

(4.16)

is the total number of the microvilli that adhere to the substrate and

,

is the bending

angle of the th microvillus. The results of an ensemble average of the angular distribution
are displayed and compared in Figure 24. The results indicate that when the flexural
stiffness is the greatest, the angular distribution function has a high peak close to zero,
suggesting that most microvilli are oriented in the direction parallel to the angular baseline,
which connects the mass center of the cell to the microvillus base and extends to the outside of
the cell surface (see Figure 7). As the flexural stiffness is reduced to a lower level, the peak
becomes lower and wider, and shifts to a smaller angle around

= .

, implying that most

microvilli are oriented to the direction perpendicular to the angular baseline and flatter with the
substrate, as compared with the other two cases. Figure 25 show the snapshots of the cell in the
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simulations where the values of flexural stiffness of the microvilli are at .

and

,

respectively. In the area close to the substrate, as shown in Figure 25 (a), the leukocyte microvilli
are lying on the substrate in a prone position, whereas, as shown in Figure 25 (b), the microvilli

of WBC stand more erectly on the substrate.

Figure 24: The simulation results of the angular distribution of the microvilli at three different levels of the flexural
stiffness. Modified from Ref. [85] with permission from American Physical Society.
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and (b)
=
Figure 25: The snapshots of the simulations at two levels of the flexural stiffness of (a)
= .
. The green and red dots represent microvilli tips and the palces where the receptor-ligand bonds are formed.
Modified from Ref. [85] with permission from American Physical Society.

Next, receptor-ligand bonding forces are computed. Although a bonding force (direction
and magnitude) is varied depending on its location, the bonding force can be decomposed into
two components in a local coordinate; one is parallel to the direction of the angular baseline (see
Figure 7), and the other is perpendicular to it. The parallel force component of the total bond
force on the th bonded microvillus �∥

,

is responsible for the extensional deformation of the

microvillus, while the perpendicular force component of the total bond force on the th bonded
microvillus �⊥

,

is responsible for the bending deformation. Further, a total local coordinate-

based bond force is defined by
parallel component is defined by
defined by

⊥

= ∑ |�⊥

,

∥

,

= ∑ |�

= ∑ |�∥

| . Simultaneously, the corresponding total
,

| and the total perpendicular component is

| . The two force components represent the total extensional and

bending actions on all the bonded microvilli. The results are plotted in Figure 26, where

∥

significantly increases as the flexural stiffness decreases. This is consistent with the fact that the
bending angle significantly increases as the flexural stiffness decreases or the flexibility
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increases, since the flexibility is responsible for the bending deformation. However,

∥

remains approximately at the same level because the spring extensional stiffness is fixed at the
same level. The flexibility of microvilli is the key factor for how the perpendicular component
increase. The increase in the total local coordinate-based bond force results mainly from the
increase in the perpendicular component (see Figure 26).

Figure 26: The simulation results of the total local coordinate-based bond forces and their parallel and perpendicular
components at three different levels of the flexural stiffness. Modified from Ref. [85] with permission from
American Physical Society.

A receptor-ligand bond may be formed when a receptor and its ligand are very close to
each other. If the microvilli are more flattened, due to bending, with the cell surface, the entire
WBC will be closer to the substrate. Therefore, the PSGL-1 molecules on microvilli tips may
bind more easily with the P-selectin molecules on the substrate. Conversely, if the microvilli on
the cell bottom are erect, the microvilli tips are far away from the P-selectin on the substrate and
may not form additional bonds. To quantify the number of microvilli between the cell surface
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and substrate,

is defined as a ratio of the number of microvilli located within a critical height

to the total number of microvilli. The critical height is the distance above the substrate and
is set to the unstressed equilibrium receptor-ligand bond length,
used to evaluate the possible bonding. The larger the value of

=

=

nm. The ratio is

, the more likely that a larger

number of microvilli attach to and bind with the substrate, and vice versa. Figure 27 shows that
the ratio

increases as the flexural stiffness decreases (or as the flexibility increases) because

the microvilli are aligned with the substrate.

Figure 27: The simulation results of the ratio
at three different levels of the flexural stiffness. Modified from
Ref. [85] with permission from American Physical Society.

To inspect the rolling behavior of the WBC, we calculate the ensemble average of the
translational velocity, and the results are exhibited as a function of the flexural stiffness in Figure
28. The result shows that as the flexural stiffness decreases, the translational rolling velocity of
the WBC decreases due to the increase in the adhesive bonding force. Simultaneously, the
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ensemble average of the number of the receptor-ligand bonds is computed and is displayed as a
function of the flexural stiffness in Figure 29. It shows that as the flexural stiffness decreases, the
number of receptor-ligand bonds increases. It is clear that a decrease in the translational velocity
is attributed to an increase in the number of receptor-ligand bonds and in the perpendicular
component of the adhesive bonding force, due to the flexibility of the microvilli.

Figure 28: The simulation results of the average translational velocity at three different levels of the flexural
stiffness. Modified from Ref. [85] with permission from American Physical Society.
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Figure 29: The simulation results of the number of bonds at three different levels of the flexural stiffness. Modified
from Ref. [85] with permission from American Physical Society.

Finally, the cell deformation is probed. The deformation index is defined by the ratio of
cell length

to cell height

, as portrayed in Figure 23. The results of the deformation

index, as a function of the flexural stiffness, are given in Figure 30. The figure shows that the
deformation indices remain at the same level, suggesting that the cell deformation has no
significant change and is not affected by the flexural stiffness. Therefore, the changes in the
number of adhesion bonds and the perpendicular bonding force exerted on WBC are caused by
the flexural stiffness, as evidenced above, and are not caused by the bulk cell deformation.
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Figure 30: The simulation results of the deformation index (
/
) at three different levels of the flexural
stiffness. Modified from Ref. [85] with permission from American Physical Society.

4.3.2 At Shear Rates between

−

s-

We further investigate the study of microvillus flexibility in leukocyte rolling adhesion
under different shear rates. In this section, the WBC rolling processes in shear flow are simulated
at shear rates of
rates ranging from

−

to

s - . In order to compare our results with existing literature at shear
s- , we change the shear rate, number of PSGL-1 on each

microvillus tip, transition state spring constant of the receptor-ligand bond, and the initial length
of the receptor-ligand bond to be different from those in Section 4.3.1 (see Table 6). Figure 31
represents the average translational velocity compared with the simulation work reported by
Jadhav et al. [10] and experimental data produced by Ramachandran et al. [133].
/

Measurement of the deformation index

, defined the same as in Section 4.3.1,

and the contact area, between the WBC and selectin-coated substrate, are compared to numerical
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data produced by Jadhav et al. [10] in Figure 32 and Figure 33, respectively. Our results agree
with previously published data from other groups in this range of shear rates. The differences can
be ascribed to distinct numerical models used in simulations, various simulation constants, and
the stochastic nature of the receptor-ligand interaction.

Figure 31: The comparison between the average translational velocity in the present work and that in the previously
published data from other groups [10,133].
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Figure 32: The comparison between the deformation index (
previously published data from other groups [10].

/

) in the present work and that in the

Figure 33: The comparison between the contact area in the present work and that in previously published data from
other groups [10].
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The validation considers not only rolling velocity, deformation index, and contact area of
WBCs but also concerns their stop-and-go motion, which is one of the distinctive characteristics
of WBC rolling. The results of the instantaneous velocity of the WBC as a function of time are
shown in Figure 34 for the case of the shear rate of
the shear rate of

=

=

s- and in Figure 35 for the case of

s- , in which the stop-and-go behavior of the WBC rolling is observed.

The comparison between Figure 34 and Figure 35 indicates that shorter pause times and more

frequent peaks with increasing shear rate are consistent with the previous finding by Pappu and
Bagch [11].

Figure 34: The instantaneous velocity at shear rates of
s-1 . The partial enlarged drawing presents a . -second
segment of the instantaneous velocity in higher resolution.
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Figure 35: The instantaneous velocity at shear rates of
s-1 . The partial enlarged drawing presents a . -second
segment of the instantaneous velocity in higher resolution.

In order to study the effects of flexural stiffness of the microvilli of a WBC or cell on
adhesive dynamics, the flexural stiffness varies at three different levels, .

,

, and

, as the same in Section 4.3.1. In this section, the shear rate systematically varies at four

different levels:
stiffness.

=

s- ,

s- , 3

s- , and 4

s - at each of the given levels of flexural

First, the effects of flexural stiffness of microvilli on the WBC rolling velocity at
different shear rates are probed. The results of an ensemble average of the translational velocity
as a function of shear rate at different levels of flexural stiffness is plotted in Figure 36. It is
shown that both the flexural stiffness and shear rate have significant effects on the rolling
velocity.
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Figure 36: The simulation results of the average translational velocity at three different levels of microvillus flexural
stiffness at shear rates from
to
s-1 .

At each of the given levels of flexural stiffness, the rolling velocity increases as the shear
rate increases since a larger shear force drives cells to move faster and simultaneously induces a
larger number of bonds (see Figure 37) and an expanded contact area (see Figure 38). The bonds
and contact area dynamically respond to the external shear force. The results indicate that the
slopes of the rolling velocity curves are larger in the larger-shear-rate range than in the smallshear-rate range, revealing that the rolling velocity increases faster in the larger-shear-rate range
than in the small-shear-rate range. On the contrary, the slopes of curves of the number of bonds
and the contact areas are smaller in the larger-shear-rate range than in the small-shear-rate range.
As expected, the contact areas and the number of bonds are developed more slowly at the largeshear-rate range, so that the rolling velocity increases faster.
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Figure 37: The simulation results of the number of bonds at three different levels of microvillus flexural stiffness at
shear rates from
to
s-1 .

Figure 38: The simulation results of the contact area at three different levels of microvillus flexural stiffness at shear
rates from
to
s-1 .
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It is also observed that the degree of the increase in the rolling velocity due to the flexural
stiffness depends on the shear rate. The rolling velocity increases from .
at the shear rate of
.

=

m/s to .

s - , while the corresponding velocity increases from .

m/s at the shear rate of

=

the flexural stiffness is approximately

m/s

m/s and

s- . The amplitude of the rolling velocity increase due to
times larger at

although they have the same levels of flexural stiffness.

s - than at

=

=

s- ,

At a given shear rate, the rolling velocity increases as the flexural stiffness of microvilli
increases or as the flexibility of microvilli decreases, because the microvilli with a larger flexural
stiffness have a smaller bending deformation and are likely to be oriented more vertically on the
cell surface. Thus the contact area and number of bonds between the cell and the substrate all
become smaller, making the cell roll faster, as compared to cells with more flexible microvilli.
The results of the number of bonds and the contact areas are viewed in Figure 37 and Figure 38,
where the number of bonds and the contact areas dramatically decrease as the flexural stiffness
increases due to the same facts.
Next, the results of the deformation index as a function of the shear rate are given in
Figure 39. The figure shows that at each of the given levels of flexural stiffness, the deformation
index increases as the shear rate increases, an outcome which is consistent with the previous
findings by Jadhav et al. [10]. The deformation index increases by
rate increases from

s - to

% when the shear

s - . However, at each of the given shear rates, when the

flexural stiffness is largely varied from
has only

−

= .

to

=

, the deformation index

− % variation, illustrating that the cell bulk deformation is more sensitive to the

shear rate than the flexural stiffness. In other words, the bulk cell deformation strongly depends
on the shear rate and less significantly on the flexural stiffness.
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Figure 39: The simulation results of the deformation index at three different levels of microvillus flexural stiffness at
shear rates from
to
s-1 .

Subsequently, Figure 40, Figure 41, and Figure 42 illustrate the instantaneous velocity of
WBCs as a function of time at three different levels of the flexural stiffness of microvilli at the
shear rate of

s - . As the flexural stiffness increases, the time pause times become shorter,

peaks are higher, and the rolling velocity in the cases of

= .

experiences more

frequent fluctuations between peaks, due to more occurrences of bonding and de-bonding, as
compared to the velocities in the cases of

=

and
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=

.

at the shear rate of
s-1 . The
Figure 40: The instantaneous velocity at microvillus flexural stiffness of .
partial enlarged drawing presents a . -second segment of the instantaneous velocity in higher resolution.

at the shear rate of
Figure 41: The instantaneous velocity at microvillus flexural stiffness of
enlarged drawing presents a . -second segment of the instantaneous velocity in higher resolution.
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s-1 . The partial

at the shear rate of
s-1 . The
Figure 42: The instantaneous velocity at microvillus flexural stiffness of
partial enlarged drawing presents a . -second segment of the instantaneous velocity in higher resolution.

To inspect the receptor-ligand bonds, a total adhesive bond force is based on the global
coordinates of X, Y, and Z and defined by

�

= ∑� ,

(4.17)

where denotes the th bond.
In order to distinguish bending force from extensional force, a bond force can be
decomposed into two components in a local coordinate system associated with a microvillus: one
is parallel to the direction of the angular baseline, and the other is perpendicular to it. The
parallel component �
component �
microvillus.

⊥

∥

is responsible for the extensional deformation, and the perpendicular

is responsible for the bending deformation, where denotes the th bonded
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To consider the collective effects of the bond forces on all microvilli and to separate the
role of the bending force from that of extensional force, total parallel and perpendicular force
components based on the local coordinates are defined by

∥

= ∑|� ∥ |

(4.18)

⊥

= ∑|� ⊥ | ,

(4.19)

and

respectively. The corresponding total local coordinate-based bond force �

is defined by

= ∑|� | .
The total adhesive bond force �

its parallel component �

∥

(4.20)

, total local coordinate-based bond force �

and perpendicular component �

⊥

, and

are computed at three

different levels of flexural stiffness, and the results as a function of shear rate are displayed in
Figure 43, Figure 44, Figure 45, and Figure 46, respectively. At each of the given levels of the
flexural stiffness, the results of all the bond forces increase monotonically as the shear rate
increases. This occurs because the adhesive bond force should be balanced by the hydrodynamic
shear force, which drives the cell to move and induces a responding adhesive bond force. The
larger the shear rate, the larger the responding adhesive bond force. Significantly, the bond force
strongly depends on shear rates. In this section, the Reynolds number is Re ∈ [ .
−

, .

×

−

], and therefore the inertial effect can be neglected.
85

×

Figure 43: The simulation results of the adhesive bonding �
stiffness at shear rates from
to
s-1 .

Figure 44: The simulation results of the total bond force
levels of the flexural stiffness at shear rates from
to

at three different levels of microvillus flexural

in a local coordinate-based system at three different
s-1 .
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Figure 45: The simulation results of the parallel component
different levels of the flexural stiffness at shear rates from

∥

in a local coordinate-based system at three
to
s-1 .

Figure 46: The simulation results of the perpendicular component
different levels of the flexural stiffness at shear rates from
to
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⊥

in a local coordinate-based system at three
s-1 .

This study confirms that the bond force is influenced not only by the shear rate but also
by the flexural stiffness. At the given lowest shear rate of

s- , the result of the bond

=

force increases monotonically as the flexural stiffness decreases and arrives at a maximum at the
= .

lowest level of the flexural stiffness of

. This result is due to the largest bending

deformation of microvilli (see the next paragraph), which may result in a larger contact area and
a larger bonding probability. At the given highest level of the shear rate of
force increases first as the flexural stiffness decreases from

=

to

=

= .

decreases as the flexural stiffness continuously decreases to the level of

=

s - , the bond

and then

. The

maximum bond force occurs at an intermediate level of the flexural stiffness. A similar behavior
is observed at

=

s - and

=

the amplitude of the increase in �

flexural stiffness of

=

s- . It is observed that across the entire shear rate range,

and

is largest for the cases of the intermediate

. If the flexural stiffness is very small (

= .

) or the

microvilli are too flexible, the bending deformation is saturated even at the small shear rate and
lends to a negligible difference when compared to the large shear rates. Similarly, if the flexural
stiffness is vary large or the microvilli are too stiff, the bending deformation lends to a negligible
difference across all the shear rates. Importantly, the maximum amplitude of the increase of the
bond force occurs at the flexural stiffness of the experimental value of

=

. It is inferred

that an interplay of the roles between the flexural stiffness and flow shear rate determines the
final total bond force.
As shown in Figure 46, the perpendicular component forces are profoundly affected by
the flexural stiffness at each of the given shear rates. For example, at the lowest level of the shear
rate of

=

s - , the perpendicular component increases from
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pN to

pN, as the

=

flexural stiffness continuously decreases from
component just slightly changes from 122 pN to

change due to the flexural stiffness is

to

= .

, while the parallel

pN, as shown in Figure 45. The net force

times larger in the perpendicular component than in the

parallel component. This outcome can also be seen from the case of the shear rate of

=

s- . The perpendicular component increases from 331 pN to 518 pN, while the parallel

component changes only from 433 pN to

pN. Again, the increase in the perpendicular

component is much larger than the change in the parallel component due to the bending of

microvilli. In fact, the bending angle significantly increases as the flexural stiffness decreases or
as the flexibility increases, as discussed in the next paragraph.
Next, the results of an ensemble average of the angular distribution function

,

defined the same as in Eq. (4.16), are displayed and compared in Figure 47, where the red solid,
green dashed, and blue dash-dot lines represent the data sets corresponding to

, .

, and

. It is shown that the flexural stiffness has a great impact on the bending deformation of
microvilli. For example, for the case of the shear rate of

=

s - , three curves of the angular

distribution function are compared in Figure 47 (a). One sharp peak appears on the curve of the
largest flexural stiffness

=

. This peak value is as high as .

and is located near the

angle of zero, evidencing that most microvilli are oriented in the direction perpendicular to the
cell surface or along the angular baseline. As the flexural stiffness reduces to a lower level of
=

, two peaks are observed: one peak with a value of 0.18 is located near

the other with a similar value of 0.18 is located at
continuously reduces to the lowest level of
shifts to the right side closer to the angle of

= .

=

= , and

/ . As the flexural stiffness

, one wider and lower peak appears and

= / , indicating that as the flexural stiffness
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reduces, the bending angle increases, and the microvilli tend to be flattened on the cell surface. A
similar behavior is observed at every given shear rate. It is pointed out that for a given flexural
stiffness, the peak becomes lower and wider and shifts to the side of the angle of

= / as

the shear rate increases, suggesting that more microvilli are moved from the angular baseline
direction to their perpendicular direction.

Figure 47: The simulation results of the angular distribution of the microvilli at three different levels of the
microvillus flexural stiffness at shear rates of (a)
s-1 , (b)
s-1 , (c)
s-1 , and (d)
s-1 .

To closely monitor the process of bonding formation at the microscopic scale of a single
microvillus during cell rolling, four individual microvilli are selected, and their bending angles
as a function of time are recorded as a sample. Figure 48, Figure 49, Figure 50, and Figure 51
depict the angles of the four individual microvilli as a function of time, where the yellow solid
lines and blue dotted lines represent the duration involved in bonded and non-bonded states,
respectively. Each figure also includes both the side and bottom views of the WBC. For the
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bottom view, the red marker specifies the particularly selected single microvillus (e.g., microvilli
No. 1, 2, 3, and 4), and the black points denote the other microvilli. Microvillus No. 1 is initially
located near the center of the contact area, while No. 2 is initially located near the right edge of
the contact area. The same shear rate

=

s - is applied on microvilli No. 1 and 2. Microvilli

No. 3 and 4 are similar to No. 1 and 2, except that the smaller shear rate

Figure 48: The angle of microvillus No. 1 at the shear rate of
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s-1 as function of time.

=

s - is used.

Figure 49: The angle of microvillus No. 2 at the shear rate of 4

s-1 as function of time.

Figure 50: The angle of microvillus No. 3 at the shear rate of 1

s-1 as function of time.
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Figure 51: The angle of microvillus No. 4 at the shear rate of

s-1 as function of time.

The variation of the bending angle of microvillus No. 1 as it moves from the center to the
left edge of the contact area during the WBC rolling process is shown in Figure 48. In the initial
period ( < .

s , there is non-bonding involved (blue dotted line). The microvillus stands

vertically on the cell surface with a very small bending angle and then is quickly bent with a

large angle and flattened with the surface. Soon after that, a receptor-ligand bond is developed
and formed at = .

s. As the WBC continues to roll, the angle of the microvillus first

decreases and then increases. Finally, the bond is broken at

= .

s and the microvillus

becomes vertical again with a small bending angle that occurs when the microvillus moves to the
left edge of the contact area. This non-bonding, bonding, and de-bonding process corresponds to
the stop-and-go motion. The bending behavior of microvillus No. 2, moving from the right edge
to the center of the contact area during the rolling process, is shown in Figure 49. A bond is
formed on the vertical microvillus at = .

s. Unlike No. 1, the bending angle increases
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monotonically, and this microvillus becomes more flattened with the cell surface when it
migrates to the center of the contact area.
Over all, the behaviors of microvilli No. 3 and 4 in Figure 50 and Figure 51are similar to
No. 1 and 2. The major difference is that the bending angle of No. 3 and 4 are smaller, as
expected, due to the smaller shear rate
microvillus No. 1 only.

=

s - . The rupture of bonding is observed in

The angles of the four microvilli approximately approach their maximum angles (≈ .
shear rate of

s - and ≈ .

at the shear rate of 4

at the

s- ) when the microvilli are closest to

the middle of the contact area. In contrast, the angles are close to zero when the microvilli are on
the outside edge of the contact area.
Finally, existing numerical studies usually assume that adhesion molecules such as
PSGL-1 are located at the tips of microvilli[8,11]. Munn et al.[40], on the other hand, suggested
that when microvilli are flattened with the cell surface, the adhesion molecules at the bases of
microvilli can form additional receptor-ligand bonds, implying that the distribution of adhesion
molecules alters the dynamics of adhesion. Therefore, two types of the distribution of PSGL-1
are present in this study. The first one is (� �

��

−

−

, ��

−

)=

,

, where � �

−

and

denote the numbers of PSGL-1 at the base and tip, respectively, of a single microvillus.

This type of distribution has no PSGL-1 molecule at the microvilli bases, the same as most
existing studies. The second one is (� �

−

, ��

−

)=

,

, which has 2 PSGL-1

molecules at the base of a microvillus. The total numbers of PSGL-1 per WBC are kept the
same.
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The average translational velocity, number of bonds, and deformation index (

/

)

are calculated and shown in Figure 52, Figure 53, and Figure 54, respectively. The results

indicate that the rolling velocity of the WBC with PSGL-1 on the microvilli bases is slower than
that of the WBC without PSGL-1 on the bases, and that the number of bonds for the first type of
distribution is much greater than those for the second type. However, the difference of the
deformation index between the two types of distribution is not obvious, indicating that the level
of bulk cell deformation remains similar in different distributions.

Figure 52: The simulation results of the average translational velocity for two different distributions of adhesion
molecules at shear rates from
to
s-1 .
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Figure 53: The simulation results of the number of bonds for two different distributions of adhesion molecules at
shear rates from
to
s-1 .

Figure 54: The simulation results of the deformation index (
molecules at shear rates from
to
s-1 .
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/

) for two different distributions of adhesion

The results indicate that when

=

, at

=

s - , there is no significant

difference between the cases with and without adhesion molecules at the microvilli bases. It is
suggested that the microvilli stand erect under this condition, so the PSGL-1 at microvilli bases
are still too far away from the selectin-coated substrate to form adhesion bonds. However, when
the shear rate is

s - , most microvilli on the bottom are flattened, and therefore additional

bonds are formed, which leads to a decreasing rolling velocity. It is suggested that the effect
comes from the bending of microvilli instead of the cell deformation.

97

CHAPTER V
CONCLUSION
In this study, we have presented a 3D fluid-solid interaction solver: the lattice-Boltzmann
lattice-spring method (LLM). We have validated the LLM by solving four physical problems. In
addition, we have demonstrated the highly effective performance of CUDA-based LLM
implementation. Last, we have employed this method to investigate the effects of the bending
deformation of microvilli on the process of WBC rolling adhesion.

5.1

Performance of the CUDA Implementation
The LLM can be significantly accelerated by implementing a single GPU device with

CUDA, resulting in a maximum increase in the computational power for an Intel Xeon Processor
E5645 fitted with an NVIDIA Tesla K40 graphics card, which is 80-fold higher than the speed of
the same processor alone. First, we have implemented GPU with CUDA separately for the
CGCM, LSM, and IBM calculations, resulting in approximately 20-fold, 70-fold, and 90-fold
increases in the computational speed, respectively. We have validated the improved performance
using this CUDA implementation with the solution of two systems: RBC stretching and an
ellipsoid rotated under shear flow. To analyze the impact of threads on the computing
performance of this CUDA implementation in the CGCM, we have varied the number of threads
per block while keeping the total number of threads fixed. Through this analysis, we have
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demonstrated that the setting of 128 threads per block enable an NVIDIA Tesla K40 to perform
the best. In this GPU implementation in the IBM, we have used the threads with size of
× ×

for fluid supports, with the block indices projected to the solid boundary (surface)

particle indices. Shared memory is used in this CUDA-based IBM implementation to support the
improved computing performance, as compared to simulations using global memory only. In our
simulations, the entire IBM is launched in one kernel function only, in contrast with other studies
that require multiple kernel functions [123]. Finally, we have demonstrated that the speedups in
the two simulation models of LSM and IBM are linear functions respectively of the number of
solid grid particles and solid boundary particles. In other words, the speedup increases as the
number of solid particle increases. This GPU-accelerated FSI solver allows us to simulate real
engineering problems with an extremely large number of deformable solid gird particles
suspended in fluids.

5.2

The Role of Bending Deformation of Microvilli in the WBC Rolling Process
We have combined the LLM and AD simulations to examine the effects of the flexural

stiffness of microvilli. Such effects on the WBC rolling process at the low shear rate of
and at shear rates between

and

−

s - have been investigated. The results indicate that both

the shear rate and the flexural stiffness of microvilli alter the translational rolling velocity of

WBCs. The rolling velocity increases when the increase in either the flexural stiffness or the
shear rate. We have also examined the angles of bonded microvilli, finding that at a given shear
rate, microvilli with more flexibility are more likely to fatten, while those with less flexibility are
more likely to stand erect. The flattened microvilli shorten the distance between the adhesion
molecules at their tips and the selectin-coated substrate, causing the increase in the number of
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bonds, and a lower rolling velocity. In contrast, microvilli that stand erect cause the opposite
phenomenon. The bond forces exerted on the bound microvilli have been decomposed into two
local coordinated-based components, parallel and perpendicular, corresponding to the
extensional and bending deformation of the microvilli. The results show that both components
increase as the shear rate increases, and that the perpendicular component also increases when
the flexural stiffness increases. Although existing models usually assume that all PSGL-1 are
uniformly distributed at the tip of each microvillus, we have proposed a non-uniform distribution
of adhesion molecules, where fewer PSGL-1 molecules are located at the microvilli bases, and
we keep the amount of PSGL-1 on the WBC the same as the uniform distribution. Since most
microvilli are flattened at a high shear rate, the results show that for the distribution with fewer
adhesion molecules at microvilli bases, the rolling velocity is slower than the distribution where
all PSGL-1 are on the microvilli tips. These findings suggest that the bending of microvilli, shear
rate, and distribution of adhesion molecules can vary the number of receptor-ligand bonds as
well as the rolling velocity. This information can improve the efficacy of diagnoses and
treatments, especially within the realm of technological advances, such as the design of
microfluidic chips.

5.3

Future Work
The research described in this dissertation is focused on developing a high-performance

advanced cell model and investigating the influence of bending deformation of microvilli on the
process of cell rolling adhesion. We have proven that a minor factor of cells, such as the flexural
stiffness of microvilli, plays a crucial role in the entire process of cell adhesion. Therefore, we
suggest several potential projects as follows:
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•

A more sophisticated extensional model should be developed to address the
viscoelastic extension of microvilli.

•

The CUDA implementations in this study are only a single-GPU version. The
implementations of multi-GPUs can be developed to accelerate simulations even
faster to make simulations more complicated and realistic.

•

The synergistic effects between the extensional deformation and bending
deformation of microvilli can be examined based on the present method.

•

Different viscosities inside and outside of the cells should be addressed to explore
their effects.

•

Interaction among multiple cells can be investigated by using the present method:
for example, how different WBCs adhere with each other and how RBCs facilitate
WBC adhesion.

•

In this study, we have only implemented simple shear flow. Other types of flow
can also be investigated.

•

The vessel walls or the selectin-coated substrate have been assumed to be flat and
rigid in this study. However, in real human bodies, the endothelial cells (ECs) are
uneven. How the geometry affects the cell adhesion also deserves further
exploration.
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APPENDIX A
Transformation Matrix

Figure A. 1: The transformation matrix � of the D3Q19 model for the MRT LBM.

APPENDIX B
Relationship Between Flexural Stiffness and Angular Spring Constant

The definition of flexural stiffness

=
where

is the microvillus length, and

of a microvillus is given by

,

(B.1)

is the bending angle caused by the external force

acting on the microvillus. The external force is perpendicular to the microvillus length direction.
Assume that current bending angle is Θ, based on the energy conservation, the work done by the
external force is equal to the bending energy, as follows:

126

∫
Substituting

Θ

=

Θ .

(B.2)

by using Eq. (B.1) and integrating Eq. (B.2), then we have the relationship

between flexural stiffness

and angular spring constant

=

as follows:

.

APPENDIX C
CUDA-Based IBM Code
The CUDA-based implementation of the IBM is shown as follows.
__global__ void Computing_IBM_gpu(...)
{
//shared memory
__shared__ real
__shared__ real
__shared__ real
__shared__ real

partial_ux[125];
partial_uy[125];
partial_uz[125];
F_x, F_y, F_z;

//declare other variables
...
//step 1
//blockIdx.x corresponds to a solid boundary particle
bid = blockIdx.x;
p_id = surface_list_d[bid] - 1;
//access the position of the solid boundary particle
//sbp denotes "solid boundary particle"
sbp_x = sx_d[p_id];
sbp_y = sy_d[p_id];
sbp_z = sz_d[p_id];
//the position of
x0 = round(sbp_x)
y0 = round(sbp_y)
z0 = round(sbp_z)

the corner fluid support
- 2;
- 2;
- 2;
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(B.3)

//the position of fluid supports
//add the corner position and thread coordinate system
fs_x = x0 + threadIdx.x;
fs_y = y0 + threadIdx.y;
fs_z = z0 + threadIdx.z;
//step 2
//calculating delta function
...
//1D index for the 3D block of threads
tid = threadIdx.x + threadIdx.y*5 + threadIdx.z*5*5;
//global index of 1D fluid arrays
fidx = fs_x + fs_y*(nx+2) + fs_z*(nx+2)*(ny+2);
//partial_ux, partial_uy, partial_uz = 1D-shared memory array
partial_ux[tid] = delta*fnode_vx_d[fidx];
partial_uy[tid] = delta*fnode_vy_d[fidx];
partial_uz[tid] = delta*fnode_vz_d[fidx];
__syncthreads();
//step 3, multi-threads reduction technique
if (tid < 62)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+63];
partial_uy[tid] = partial_uy[tid] + partial_uy[tid+63];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+63];
}
__syncthreads();
if (tid < 31)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+32];
partial_uy[tid] = partial_uy[tid] + partial_uy[tid+32];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+32];
}
__syncthreads();
if (tid < 16)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+16];
partial_uy[tid] = partial_uy[tid] + partial_uy[tid+16];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+16];
}
__syncthreads();
if (tid < 8)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+8];
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partial_uy[tid] = partial_uy[tid] + partial_uy[tid+8];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+8];
}
__syncthreads();
if (tid < 4)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+4];
partial_uy[tid] = partial_uy[tid] + partial_uy[tid+4];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+4];
}
__syncthreads();
if (tid < 2)
{
partial_ux[tid] = partial_ux[tid] + partial_ux[tid+2];
partial_uy[tid] = partial_uy[tid] + partial_uy[tid+2];
partial_uz[tid] = partial_uz[tid] + partial_uz[tid+2];
}
__syncthreads();
if (tid < 1)
{
//End of step
u_star_x[tid] =
u_star_y[tid] =
u_star_z[tid] =

3, obtain un-forced velocity at thread #0
partial_ux[tid] + partial_ux[tid+1];
partial_uy[tid] + partial_uy[tid+1];
partial_uz[tid] + partial_uz[tid+1];

//step 4: perform Eq. (3.54)
//vx_d, vy_d, vz_d are velocities of solid boundary particles
F_x = (u_star_x[tid]-vx_d)*rho_f;
F_y = (u_star_y[tid]-vy_d)*rho_f;
F_z = (u_star_z[tid]-vz_d)*rho_f;
//add F_x, F_y, F_z to the force arrays of the solid boundary particles
...
}
__syncthreads();
//step 5
//calculating the body force
fx = -delta*F_x;
fy = -delta*F_y;
fz = -delta*F_z;
//add body force to the global arrays
atomicAdd(&body_force_x_d[fidx], fx);
atomicAdd(&body_force_y_d[fidx], fy);
atomicAdd(&body_force_z_d[fidx], fz);
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}

In addition, the cross-reference list of the variables in the equations of Section # and the
source codes, respectively. The memory types of the variable are also displayed in this table.
Table C. 1: The cross-reference list of the variable in the equations of Section 3.3.3 and the source codes,
respectively.
Variables in equations and its description
Variables in source codes
Memory type
Position of the fluid node,
fs_x, fs_y, fs_z
Register
sx_d, sy_d, sz_d
Global memory
Position of the solid boundary particle,
sbp_x, sbp_y, sbp_z
Register
delta
Register
The value in Eq. (3.51),
−
partial_ux
Shared memory
The partial un-forced velocity, ∗
−
partial_uy
Shared memory
partial_uz
Shared memory
The un-forced velocity,
The interaction force, �
The body force, � ,

∗

u_star_x
u_star_y
u_star_z
F_x, F_y, F_z
fx, fy, fz
body_force_x
body_force_y
body_force_z

,
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Register
Register
Register
Register
Register
Global memory
Global memory
Global memory

