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Abstract
This thesis presents the design, implementation and practical demonstration of an automatic attitude
and flight vector upset recovery system for a small fixed-wing unmanned aerial vehicle. The objective of
the recovery system is to recover the aircraft’s airspeed, flight path angle and bank angle to straight and
level flight, while minimising the altitude lost during the recovery. It is assumed that the aerodynamic
envelope of the aircraft has already been recovered by another recovery system, and that the inner-
and middle-loop controllers are available again to perform attitude and flight vector recovery.
The recovery problem was formulated as an optimal control problem, and solved using dynamic
programming. Dynamic programming is a decision making tool that uses a dynamic model discretised
in state and time, to consider all initial states and all trajectories to the desired terminal states.
The solution yielded the optimal state trajectories, and the sequence of control inputs from all initial
states for which trajectories could be found that do not exceed the aerodynamic or structural integrity
envelopes of the aircraft. The trajectories were pre-generated oﬄine, and implemented on the onboard
computer to be accessed as an optimal recovery trajectory planner when needed.
A combination of classical and acceleration based control was used to design inner- and middle-
loop controllers to control the states that must be recovered. These controllers receive references from
the optimal recovery trajectory planner. Four trajectory execution architectures were investigated
that use the inner-loop and middle-loop controllers in different configurations to control the aircraft
to practically execute the planned recovery trajectory. The recovery procedure is governed by a state
machine that identifies the upset condition and provides the control systems with the appropriate
references.
The attitude and flight vector recovery system was verified through extensive simulation and
practical flight testing. The results show that the trajectory planning generate kinematically feasible
recovery trajectories, and that the execution component successfully controls the aircraft to follow
the planned trajectories. The project demonstrated that an automatic upset recovery system can be
practically implemented on an unmanned aerial vehicle, and is able to successfully recover the vehicle
from upset conditions.
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Uittreksel
Hierdie tesis beskryf die ontwerp, implementering en praktiese demonstrasie van ’n outomatiese
orie¨ntasie en vlugvektor herstel stelsel vir ’n klein vastevlerk onbemande vliegtuig. Die doelwit van die
herstel stelsel is om die vliegtuig se lugspoed, vlugpadhoek, en rolhoek terug te kry na gelyke en reguit
vlug toe, terwyl die hoogteverlies tydens die herstelproses minimeer word. Daar word aanvaar dat die
vliegtuig se ae¨rodinamiese-omhullende reeds herstel is deur ’n ander herstel stelsel, en dat die binne-
en middel-lus beheerders weer beskikbaar is om die vliegtuig se orie¨ntasie-en-vlugvektor-omhullende
te herstel.
Die herstelprobleem is geformuleer as ’n optimale beheer probleem wat opgelos is deur gebruik
te maak van dinamiese programmering (“dynamic programming”). Dinamiese programmering is ’n
besluitnemings algoritme wat gebruik maak van ’n dinamiese model wat diskretiseer word in tyd en
toestand, om sodoende alle aanvanklike toestande en moontlike trajekte na die eindtoestande in ag
te neem. Die oplossing lewer die optimale toestandtrajekte en die reeks van beheer intrees van alle
aanvanklike toestande waarvoor trajekte gevind kon word, wat nie die vliegtuig se ae¨rodinamiese-
omhullende en strukturele-integriteits-omhullende oorskry nie. Die trajekte word vooraf gegenereer
en dan gestoor aanboord die vliegtuig, sodat die aanboord rekenaar toegang daartoe het, en dit kan
gebruik as ’n optimale trajekbeplanner wanneer nodig.
’n Kombinasie van klassieke beheer en versnellings-gebaseerde vlugbeheerwette was gebruik om
binne- en middel-lus beheerders te ontwerp vir die toestande wat herstel moet word. Hierdie beheerders
ontvang verwysings van die optimale trajekbeplanner. Vier trajek uitvoering argitekture is ondersoek
wat die binne- en middel-lus beheerders in verskillende konfigurasies gebruik om die vliegtuig te
beheer om die beplande trajekte prakties uit te voer. Die herstelprosedure word gefasiliteer deur
’n toestandsmasjien wat die aanvanklike vlugtoestand identifiseer en dan die toepaslike verwysings
voorsien aan die binne- en middel-lus beheerders.
Die orie¨ntasie en vlugvektor herstel stelsel is geverifieer deur middel van simulasies en praktiese
vlugtoetse. Die resultate toon dat die trajekbeplanning optimale trajekte genereer wat kinematies
gangbaar is deur die vliegtuig, en dat die trajek uitvoering suksesvol die vliegtuig beheer om die
trajekte te volg. Die projek demonstreer dat ’n outomatiese herstel stelsel prakties ge¨ımplementeer
kan word op ’n onbemande vliegtuig, en dat dit suksesvol die vliegtuig kan herstel vanuit ongewonde
vlugtoestande.
iii
Stellenbosch University  https://scholar.sun.ac.za
Acknowledgements
For getting me through this project, I would like to thank the following people:
 I would like to thank my supervisor, dr Japie Engelbrecht, for all your support, advice, motivation
and endless patience throughout my time in the ESL.
 Thank you to Michael Basson, for your patience and wit, and for always keeping the aircraft in
the air.
 Thank you to everyone I was able to convince to assist me in flight tests, and also to those I had
to bribe (Izaak). Sorry for the frozen toes early in the cold winter mornings.
 To all the other people I had the pleasure of sharing the ESL with, who always lightened the
mood. Thank you for the pranks, braais, pub lunches and inappropriate golf sessions.
 Thank you to my father and brother for always supporting me, and for encouraging me when I
needed it. Also thank you to my family, for all your support and prayers, for providing me with
the best accommodation and a cat.
 Most thanks to my soon-to-be wife, Adri, for your patience and understanding when I got grumpy
and distant. Thank you for supporting me and encouraging when I needed it most. Above all,
thank you for the coffee-walks, and the much needed prayers.
 To my God, for the help and endless grace.
iv
Stellenbosch University  https://scholar.sun.ac.za
Contents
Declaration i
Abstract ii
Uittreksel iii
Acknowledgements iv
Contents v
List of Figures ix
List of Tables xiii
Nomenclature xiv
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Project Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Primary Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Associated Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5.1 Aircraft Flight Envelope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5.2 Manual Upset Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5.3 Internal Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Project Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6.1 Definition of Flight Upset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6.2 Research Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6.3 Recovery Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Aircraft Dynamics 11
2.1 Reference Frames and Conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.1 Inertial Axis System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Body Axis System and Aircraft Notations . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Stability and Wind Axis System . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Equations of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.2 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Forces and Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Aerodynamic Forces and Moments . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Gravitational Forces and Moments . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.3 Thrust Forces and Moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
v
Stellenbosch University  https://scholar.sun.ac.za
Contents vi
2.4 Aircraft Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Linearised Aircraft Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Natural Modes of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Nonlinear Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.1 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.2 Hardware-in-the-Loop Simulations . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Controller Design 31
3.1 Control Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Longitudinal Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Airspeed Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2 Normal Specific Acceleration Controller . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Flight Path Angle Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Lateral Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.1 Lateral Specific Acceleration Controllers . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Roll Rate Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.3 Roll Angle Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4 Trajectory Planning 59
4.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Dynamic Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.1 Advantages and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Reduced-Order Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5 Optimal Trajectory Planner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.6 Optimal Control Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.6.1 Optimal Control Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6.2 Formulation of Optimal Control Problem . . . . . . . . . . . . . . . . . . . . . 66
4.7 Dynamic Programming Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7.2 Design Decisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.7.4 Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.7.5 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8 Dynamic Programming Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8.1 Algorithm Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8.2 Recoverable and Unrecoverable States . . . . . . . . . . . . . . . . . . . . . . . 82
4.8.3 Illustrative Example Recoveries . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Trajectory Execution 96
5.1 Attitude and Flight Vector Recovery System . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 Trajectory Execution Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.1 Feedforward Only Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.2 Feedback Only Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2.3 Feedback-Feedforward Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2.4 Compensated Feedback Only Architecture . . . . . . . . . . . . . . . . . . . . . 101
5.3 Lookup Table Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3.1 Practical Consideration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
vi
Stellenbosch University  https://scholar.sun.ac.za
Contents vii
5.4 Recovery State Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4.1 Re-Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5.1 Underspeed Upset Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5.2 Overspeed Upset Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.5.3 Steep Descending Flight Path Angle Upset Recovery . . . . . . . . . . . . . . . 115
5.5.4 Steep Descending Flight Path Angle, with Bank Angle and Overspeed Upset
Recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.5.5 Inverted Bank Angle Upset Recovery . . . . . . . . . . . . . . . . . . . . . . . . 120
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6 Practical Flight Tests 125
6.1 Flight Test Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2 Flight Control System Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2.1 Airspeed Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2.2 Flight Path Angle Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2.3 Roll Angle Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.3 Drag Characterisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.4 Automatic Upset Recovery System Verification . . . . . . . . . . . . . . . . . . . . . . 130
6.4.1 Flight Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.4.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
7 Conclusions and Recommendations 137
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.3 Recommendations for Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
Appendices 141
A Aircraft Model 142
A.1 Standard Flight Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
A.2 Airframe Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
A.3 Aerodynamic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
B Linearising the Aircraft Dynamics 147
B.1 Defining and Calculating Trim State Variables . . . . . . . . . . . . . . . . . . . . . . 147
B.2 Linearising About Trim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
B.2.1 Decoupling the Linear Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 149
B.2.2 Linearising . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
C Controller Robustness Verification 152
C.1 Longitudinal Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
C.2 Lateral Controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
D Additional Upset Recovery Results 155
D.1 Flight Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
D.1.1 Feedback Only Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
D.1.2 Feedback-Feedforward Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 163
D.1.3 Compensated Feedback Only Architecture . . . . . . . . . . . . . . . . . . . . . 165
vii
Stellenbosch University  https://scholar.sun.ac.za
Contents viii
Bibliography 172
viii
Stellenbosch University  https://scholar.sun.ac.za
List of Figures
1.1 Research vehicle: Phoenix Trainer 60 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 System diagram of the avionics package used . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Inertial North-East-Down axis system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Body axis system with aircraft notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Stability and wind axis systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Spherical coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Euler 3-2-1 parametrisation used to describe the orientation of the body axis relative to
the inertial axis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 Euler 3-2-1 rotation from the inertial to body axes . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Six-degrees-of-freedom equations of motion block diagram overview . . . . . . . . . . . . . 19
2.8 Block diagram of aircraft model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.9 Lift curve for a Clark-Y airfoil [1, 2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10 Longitudinal dynamic poles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.11 Lateral dynamic poles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.12 Overview of the nonlinear high-fidelity simulation environment . . . . . . . . . . . . . . . 28
2.13 Overview of the hardware-in-the-loop simulation architecture . . . . . . . . . . . . . . . . 30
3.1 Block diagram of the flight control system architecture . . . . . . . . . . . . . . . . . . . . 32
3.2 Airspeed controller block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Poles and zeroes and closed-loop step response of the airspeed controller . . . . . . . . . . 35
3.4 Admissible region for NSA pole placement, constrained by NMP upper bound and TSS
lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Normal acceleration control system block diagram . . . . . . . . . . . . . . . . . . . . . . 39
3.6 Pole-zero map and step response of the NSA controller applied to the reduced-order normal
acceleration dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7 Pole-zero map and step response of the NSA controller using the augmented linear model
of the NSA closed-loop dynamics and the full nonlinear simulation model . . . . . . . . . 43
3.8 Flight path angle control system block diagram . . . . . . . . . . . . . . . . . . . . . . . . 43
3.9 Root locus design and step response of the flight path controller . . . . . . . . . . . . . . 45
3.10 Bode plot for flight path angle system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.11 Overview of the directional control architecture . . . . . . . . . . . . . . . . . . . . . . . . 47
3.12 Root locus plot of Dutch roll mode dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.13 Damping improvement with Dutch roll damper . . . . . . . . . . . . . . . . . . . . . . . . 49
3.14 LSA open-loop pole-zero map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.15 Poles and zeroes for the open- and closed-loop LSA control system, and closed-loop linear
and HIL step responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.16 Lateral specific acceleration response to rudder impulse, with and without Dutch roll dam-
per and LSA controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.17 Overview of the roll rate control architecture . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.18 Poles and zeroes of open- and closed-loop roll rate system, and closed-loop step response
of the roll rate controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ix
Stellenbosch University  https://scholar.sun.ac.za
List of Figures x
3.19 Closed-loop roll rate controller with actuator delay step response . . . . . . . . . . . . . . 54
3.20 Block diagram of the roll angle control architecture . . . . . . . . . . . . . . . . . . . . . . 54
3.21 Root locus plot and step response of the closed-loop roll angle controller . . . . . . . . . . 55
3.22 Illustration of problematic roll angle error calculation . . . . . . . . . . . . . . . . . . . . 56
3.23 Roll angle axes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 Point mass translational dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Optimal attitude and flight vector recovery trajectory planner . . . . . . . . . . . . . . . . 65
4.3 Maps of recoverable and unrecoverable initial states at different initial airspeeds . . . . . 83
4.4 Underspeed recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Overspeed recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.6 Steep climb flight path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.7 Steep descent flight path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.8 Bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.9 Steep descent flight path angle and bank angle recovery . . . . . . . . . . . . . . . . . . . 92
4.10 Steep descent flight path angle, bank angle and overspeed recovery . . . . . . . . . . . . . 93
4.11 Steep climb flight path angle, bank angle and underspeed recovery . . . . . . . . . . . . . 94
5.1 Block diagram of the flight control system architecture . . . . . . . . . . . . . . . . . . . . 97
5.2 Feedforward only architecture for trajectory execution . . . . . . . . . . . . . . . . . . . . 99
5.3 Feedback only architecture for trajectory execution . . . . . . . . . . . . . . . . . . . . . . 100
5.4 Feedback-feedforward trajectory execution architecture . . . . . . . . . . . . . . . . . . . . 101
5.5 Compensated feedback only trajectory execution architecture . . . . . . . . . . . . . . . . . 101
5.6 Middle-loop controller output showing a staircase-effect with a slow sampling period, and
a smooth output with a faster sampling period. . . . . . . . . . . . . . . . . . . . . . . . . 103
5.7 Straight line interpolation between current and next states, and ZOH approximation . . . 103
5.8 Recovery state machine block diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.9 Underspeed upset recovery: airspeed and flight path angle vs. time . . . . . . . . . . . . . 110
5.10 Underspeed upset recovery: normal specific acceleration and thrust vs. time . . . . . . . . 111
5.11 Underspeed upset recovery: altitude change . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.12 Overspeed upset recovery: airspeed and flight path angle vs. time . . . . . . . . . . . . . 113
5.13 Overspeed upset recovery: normal specific acceleration and thrust vs. time . . . . . . . . 114
5.14 Overspeed upset recovery: altitude change . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.15 Deep descending flight path angle upset recovery: airspeed and flight path angle vs. time 115
5.16 Deep descending flight path angle upset recovery: normal specific acceleration and thrust 116
5.17 Deep descending flight path angle upset recovery: altitude change . . . . . . . . . . . . . 117
5.18 Steep descending flight path angle, with bank angle and overspeed upset recovery: airspeed,
flight path angle and bank angle vs. time . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.19 Steep descending flight path angle, with bank angle and overspeed upset recovery: thrust,
normal specific acceleration and roll rate vs. time . . . . . . . . . . . . . . . . . . . . . . . 119
5.20 Steep descending flight path angle, with bank angle and overspeed upset recovery: altitude
change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.21 Inverted bank angle upset recovery: airspeed, flight path angle and bank angle vs. time . 121
5.22 Inverted bank angle upset recovery: thrust, normal specific acceleration and roll rate vs.
time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.23 Inverted bank angle upset recovery: altitude change . . . . . . . . . . . . . . . . . . . . . 123
6.1 Airspeed controller response: flight test data versus HIL simulation . . . . . . . . . . . . . 126
6.2 Flight path angle controller response: flight test data versus HIL simulation . . . . . . . . 127
6.3 Roll angle controller response: flight test data versus HIL simulation . . . . . . . . . . . 128
6.4 Airspeed sweep with associated average throttle setting and parasitic drag estimate . . . . 129
6.5 Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
x
Stellenbosch University  https://scholar.sun.ac.za
List of Figures xi
6.6 Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.7 Practical vs. HIL altitude change during steep descending flight path angle recovery . . . 132
6.8 Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.9 Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.10 Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.11 Practical vs. HIL altitude change during steep ascending flight path angle with bank angle
recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.1 Aircraft modelled in AVL in accordance with Trainer 60 geometry . . . . . . . . . . . . . 144
C.1 Pole-zero map and step responses for the airspeed controller over range of airspeed values 152
C.2 Pole-zero map and step responses for the NSA controller over range of airspeed values . . 152
C.3 Pole-zero map and step responses for flight path angle controller over range of airspeed values153
C.4 Pole-zero map and step responses for the roll rate controller over range of airspeed values 153
C.5 Pole-zero map and step responses for the roll angle controller over range of airspeed values 153
D.1 Practical vs. HIL airspeed response and throttle command during underspeed recovery . . 155
D.2 Practical vs. HIL flight path angle and NSA responses during underspeed recovery . . . . 156
D.3 Practical vs. HIL altitude change during underspeed recovery . . . . . . . . . . . . . . . . 156
D.4 Practical vs. HIL airspeed response and throttle command for overspeed recovery . . . . . 157
D.5 Practical vs. HIL flight path angle and NSA responses during overspeed recovery . . . . . 157
D.6 Practical vs. HIL altitude change during overspeed recovery . . . . . . . . . . . . . . . . . 158
D.7 Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
D.8 Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
D.9 Practical vs. HIL altitude change during steep descending flight path angle recovery . . . 159
D.10 Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
D.11 Practical vs. HIL flight path angle and NSA responses during steep ascending flight path
angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
D.12 Practical vs. HIL altitude change during steep ascending flight path angle recovery . . . . 161
D.13 Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
D.14 Practical vs. HIL flight path angle and NSA responses during steep ascending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
D.15 Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
D.16 Practical vs. HIL altitude change during steep ascending flight path angle with bank angle
recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
D.17 Practical vs. HIL airspeed response and throttle command during underspeed recovery . . 163
D.18 Practical vs. HIL flight path angle and NSA responses during underspeed recovery . . . . 164
D.19 Practical vs. HIL altitude change during underspeed recovery . . . . . . . . . . . . . . . . 164
D.20 Practical vs. HIL airspeed response and throttle command during underspeed recovery . . 165
D.21 Practical vs. HIL flight path angle and NSA responses during underspeed recovery . . . . 166
D.22 Practical vs. HIL altitude change during underspeed recovery . . . . . . . . . . . . . . . . 166
D.23 Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
xi
Stellenbosch University  https://scholar.sun.ac.za
List of Figures xii
D.24 Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
D.25 Practical vs. HIL altitude change during steep descending flight path angle recovery . . . 168
D.26 Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.27 Practical vs. HIL flight path angle and NSA responses during steep ascending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
D.28 Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
D.29 Practical vs. HIL altitude change during steep ascending flight path angle with bank angle
recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
xii
Stellenbosch University  https://scholar.sun.ac.za
List of Tables
2.1 Standard aircraft notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Trim state and control variables for V¯T = 20 m/s . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Characteristics of the longitudinal modes of motion . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Characteristics of the lateral modes of motion . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1 Physical constants and admissible constraints . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2 Quantisation intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1 Controller time constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Recovery State Machine parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
A.1 Aircraft geometric parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
A.2 Force derivatives from AVL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
A.3 Moment derivatives from AVL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A.4 Trim state and control variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A.5 Full and simplified notation of the aerodynamic force components . . . . . . . . . . . . . . 146
A.6 Full and simplified notation of the aerodynamic moment components . . . . . . . . . . . . 146
xiii
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature
Acronyms
ABC Acceleration Based Control
AVL Athena Vortex Lattice
CAN Controller Area Network
CG Centre of Gravity
DCM Direction Cosine Matrix
DGPS Differential Global Positioning System
DP Dynamic Programming
FAA Federal Aviation Administration
FPA Flight Path Angle
ESL Electronic Systems Laboratory
GCS Ground station Control Software
GPS Global Positioning System
GSM Generic Transport Model
HIL Hardware-In-the-Loop
IAS Indicated Airspeed
IMU Inertial Measurement Unit
LHP Left Half Plane
LQR Linear Quadratic Regulator
LSA Lateral Specific Acceleration
LTSM Lookup Table State Machine
MAC Mean Aerodynamic Chord
MCT Moment Control Techniques
MIMO Multi-Input, Multi-Output
MSL Mean Sea Level
NASA National Aeronautics and Space Administration
NED North-East-Down
NLP Nonlinear Programming
NMP Non-Minimum Phase
NSA Normal Specific Acceleration
OBC On-Board Computer
PC Personal Computer
PI Proportional-Integral
PWM Pulse Width Modulation
QLC Quantitative Loss-of-Control
xiv
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature xv
RC Remote Control
RF Radio Frequency
RHP Right Half Plane
RPV Remotely Piloted Vehicles
SIL Software-In-the-Loop
SISO Single-Input, Single-Output
SQP Sequential Quadratic Programming
TAS True Airspeed
TSS Time Scale Separation
UART Universal Asynchronous Receiver and Transmitter
UAV Unmanned Aerial Vehicle
URSM Upset and Recovery State Machine
USB Universal Serial Bus
Aircraft Parameters
b Wing span
c¯ Standard Mean Chord
c¯ Mean aerodynamic chord
e Oswald efficiency constant
τe Engine time constant
lF Fin moment arm
lT Tailplane moment arm
m mass
A Aspect ratio
CL, CD Aerodynamic lift and drag coefficients
Cl, Cm, Cn Aerodynamic rolling, pitching and yawing moment coefficients
Cx, Cy, Cz Aerodynamic axial, lateral and normal force coefficienst
I Moment of inertia
Ixx Moment of inertia about roll axis
Iyy Moment of inertia about pitch axis
Izz Moment of inertia about yaw axis
Ixy Roll and pitch product of inertia
Ixz Roll and yaw product of inertia
Iyz Pitch and yaw product of inertia
xv
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature xvi
Aircraft Dynamics
α Angle of Attack
β Sideslip Angle
γ Flight path angle
q¯ Dynamic pressure
δa, δe, δr Aileron, elevator and rudders perturbations from trim
δA, δE , δR Aileron, elevator and rudder deflections
∆T Thrust perturbation from trim
φ, θ, ψ Roll, pitch and yaw angle perturbations
Φ,Θ,Ψ Roll, pitch and yaw angles
p, q, r Roll, pitch and yaw rate perturbations
u, v, w Axial, lateral and normal velocity perturbations
A,B,C Axial, lateral and normal specific accelerations
L,M,N Rolling, pitching and yawing moments
P,Q,R Roll, pitch and yaw rates
S Wing area
T Thrust magnitude
U, V,W Axial, lateral and normal velocities
V¯ Velocity magnitude
X,Y, Z Axial, lateral and normal forces
Control Systems
λ Eigenvalue
ωn Natural frequency
ζ Damping ratio
a Integrator pole location
p Pole location
zf Feedforward zero location
ωf Dutch roll damper filter cut-off frequency
τδA Aileron servo time constant
τδE Elevator servo time constant
VN , VE , VD North, East and Down velocity in inertial axis system
Optimal Control
x State vector
u Control input vector
f Nonlinear state dynamics vector function
J Total cost function
h Terminal state cost function
g Transition/path cost function
t0 Initial time
tf Final time
xvi
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature xvii
X Set of admissible states
Xf Sets of admissible final states
U Set of admissible control inputs
V¯min, V¯max Minimum and maximum admissible airspeeds
γmin, γmax Minimum and maximum admissible flight path angles
φWmin , φWmax Minimum and maximum admissible wind axis bank angles
CWmin , CWmax Minimum and maximum admissible normal specific acceleration inputs
PWmin , PWmax Minimum and maximum admissible wind axis roll rate inputs
Tmin, Tmax Minimum and maximum admissible thrust inputs
h Altitude
nL Normal load factor
Jh Cost function of total altitude lost during recovery
J V¯ Cost function of maximum airspeed reached during recovery
Jφ Cost function of bank angle recovery time
Dynamic Programming
x(k) Current state at sampling instant k
u(k) Control input at sampling instant k
x∗(k) Optimal state trajectory
u∗(k) Optimal control input signal
x(k + 1) Next state at sampling instant k + 1
x∗(k + 1) Optimal next state at sampling instant k + 1
∆h Altitude change during recovery
∆T Discrete time step
N Number of discrete time step
k Current time step index
i Index of quantised step at current time step k
j Index of quantised step at next time index k + 1
∆Jij Incremental path cost to transition from state with index i at time index k, to
state with index j at time index k + 1
Jj Total path cost from next state at index j to terminal state
Ji Total path cost from current state at index i to terminal state
Xq Array of quantised state vectors
Uq Array of quantised input vectors
V¯q Array of quantised airspeed values
Γq Array of quantised flight path angle values
Φq Array of quantised wind axis bank angle values
J∗i Optimal transitioning cost vector array
j∗ Optimal next state index array
u∗ Optimal control input array
∆V¯ ,∆γ,∆φ Airspeed, flight path angle and bank angle quantisation intervals
xvii
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature xviii
Trajectory Execution
xc(k) Vector containing current state commands
uc(k) Vector containing current control inputs
V¯c, γc, φc Airspeed, flight path angle and bank angle commands
CWc , Pc, Tc Total NSA, roll rate and thrust commands
CWcff , Pcff , Tcff Feedforward components of NSA, roll rate and thrust commands
CWcfb , Pcfb , Tcfb Feedback components of NSA, roll rate and thrust commands
n Processing cycle counter
fc Onboard controllers processing frequency
τx Time constant of controller regulating state x
τV¯ , τγ , τφ Time constants of airspeed, flight path angle, and roll angle controllers
∆tu Command update interval
nu Number of intermediate control command updates between two DP sampling
instances
xp Intermediate state vector
p Index indicating current intermediate step
NV¯q , NΓq , NΦq Number of airspeed, flight path angle and bank angle samples in DP lookup table
V¯0, γ0, φ0 First airspeed, flight path angle and bank angle entries in DP lookup table
Tu Time allowed for aircraft to reach upset
Tr Time allowed for aircraft to recover from upset
δV¯ , δγ , δφ Airspeed, flight path angle and bank angle upset thresholds
Dmin Minimum altitude before DP recovery must be aborted
Constants
ρ Air density 1.225 kg/m3
g Gravitational acceleration 9.81 m/s2
Subscripts
I Inertial axis system
B Body axis system
S Stability axis system
W Wind axis system
0 Initial
f Final
i Index of quantised step at current time step k
j Index of quantised step at next time index k + 1
q Quantised
c Command value
long Longitudinal
lat Lateral
ss Steady state
T Trim
xviii
Stellenbosch University  https://scholar.sun.ac.za
Nomenclature xix
min Minimum value
max Maximum value
Superscripts
T Transpose
A Aerodynamic
E Engine
G Gravitational
xix
Stellenbosch University  https://scholar.sun.ac.za
Chapter 1
Introduction
This thesis presents the design, implementation and practical demonstration of an automatic attitude
and flight vector recovery system for a small fixed-wing unmanned aerial vehicle (UAV). The objective
of the recovery system is to recover the aircraft’s airspeed to an acceptable range, the flight path angle
to level flight, and the bank angle to wings level. The upset recovery problem was presented as two
subproblems, namely the trajectory planning subproblem, and the trajectory execution subproblem.
The trajectory planning subproblem consists of generating optimal recovery trajectories by formulating
the recovery problem as an optimal control problem with a primary objective to minimise the altitude
lost during the recovery. The optimal control problem is then solved using dynamic programming
(DP) to pre-generate the optimal recovery trajectories oﬄine. The trajectory execution subproblem
consists of integrating the optimal recovery trajectories with conventional flight control systems, and
to implement the full integrated recovery system practically on a UAV.
This chapter begins by providing background and motivation for the project. Following the back-
ground, literature associated with aircraft upset and recovery is provided, which includes previous
upset recovery research done at Stellenbosch University. Thereafter, an overview is provided of the
approach taken to develop the automatic upset recovery system, and to successfully implement it on a
UAV. The approach provides the definition of flight upset specific to this thesis, includes information
about the research vehicle, the flight control architecture, and provides an overview of the different
design and implementation phases required to successfully demonstrate upset recovery practically.
Finally a brief overview of the contents and layout of the remainder of this thesis is provided.
1.1 Background
The need for automatic upset recovery of UAVs is driven by the increasing use of UAVs and the need
for autonomous UAVs to perform their own automatic upset recovery without requiring intervention
from a human pilot. An automatic upset recovery system would also be useful for remotely piloted
vehicles (RPVs), which are remotely piloted by human pilots. Without a human pilot physically
onboard the RPV, only data from the sensors can be interpreted to determine the aircraft’s attitude
and necessary control commands, and not its actual behaviour as would be experienced by a pilot.
This makes it more likely for the aircraft to enter into upset, and more difficult to successfully recover.
Aircraft upset has been attributed to a number of factors, for example the environment, failing
equipment and pilot factors. In the event of telemetry loss between the aircraft and ground control
station, the operator might have no knowledge of the aircraft’s attitude and trajectory, and can sub-
sequently issue undesired commands that could drive the UAV into upset. Certain missions warrant
the use of UAVs because they may involve scenarios that are considered too dull, dangerous or diffi-
cult for humans to attempt. Such scenarios include severe weather conditions, extreme manoeuvres,
long distance flights, warfare and natural disaster areas; all of which may see the UAV enter upset
conditions.
Conventional aircraft control systems are designed to operate within a specified flight envelope.
The flight envelope is the domain of flight conditions where the aircraft can safely be operated without
1
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exceeding its aerodynamic and structural limits. As an extension to its control systems, many aircraft
contain envelope protection systems to prevent control systems from driving the aircraft beyond these
envelope limits, in order to prioritise safety. Although these protection systems are implemented,
system anomalies, pilot error and severe environmental conditions can still cause an aircraft to enter
upset behaviour. The need for an automatic envelope recovery system therefore exists that would
allow the aircraft to automatically return to wings level flight within certain airspeed boundaries,
without exceeding the maximum airspeed and normal load factor limits.
1.2 Project Goal
This project seeks to develop an automatic upset recovery system that would recover the attitude
and flight vector envelopes of a fixed-wing UAV, while maintaining its aerodynamic and structural
integrity envelopes. It is assumed that the aerodynamic envelope has already been recovered by
another recovery system and therefore, the forces and moments produced by the control surfaces will
act linearly, allowing the recovery system to be based on conventional flight controllers and typical
sensor measurements found on UAVs.
1.3 Primary Contributions
The attitude and flight vector recovery system developed in this project follows the approach and
techniques proposed by Engelbrecht (the supervisor for this Master’s degree project) for his doctoral
dissertation [3]. However, Engelbrecht’s upset recovery system was developed for a large commercial
airliner, and not for a small fixed-wing UAV. The flight control system of a large commercial airliner
differs significantly from the flight control system of a small unmanned aerial vehicle. Large commercial
aircraft are typically equipped with angle of attack sensors, and their flight control systems include
inner-loop angle of attack controllers. Their flight control systems also include middle-loop flight path
angle controllers, in addition to climb rate controllers. Engelbrecht’s attitude and flight vector recovery
system was therefore designed to use an inner-loop angle of attack controller as well as a flight path
angle controller. Small fixed-wing UAVs are typically not equipped with angle of attack sensors, and
their flight control systems therefore do not include angle of attack controllers. Their flight control
systems also often do not include flight path angle controllers, and use climb rate controllers instead.
The attitude and flight vector recovery system therefore had to be adapted for this project to be
compatible with the flight control architecture of a small fixed-wing UAV. This required significant
changes to the trajectory planning algorithm, to the trajectory execution control architecture, and to
the flight control system of the fixed-wing UAV.
Furthermore, Engelbrecht only verified his approach using simulation, and not with practical flight
testing using a real aircraft. One of the objectives of this project was therefore to design, implement
and verify the attitude and flight vectory recovery system on a real fixed-wing UAV. This presented
its own challenges, which include the following:
 A high-fidelity flight mechanics model of the fixed-wing UAV was not available. The NASA GTM
aircraft used by Engelbrecht included an aerodynamic model that was extensively characterised
with wind-tunnel tests. In contrast, the aerodynamic model for the fixed-wing UAV was obtained
using aerodynamic modelling software and was not verified with wind tunnel tests. In particular,
the aerodynamic drag of the fixed-wing UAV could not be accurately modelled, due to the
limitations of the aerodynamic modelling software. Significant differences between the aircraft
model that was used to plan the upset recovery trajectories, and the real aircraft that would
execute the trajectories, were therefore expected.
 The potentially large lookup table generated by the dynamic programming algorithm would have
to be implemented on the onboard computer of the UAV so that the recovery trajectories from
any initial upset condition could be reconstructed in flight.
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The primary contributions of this research project therefore include:
 The research represents the first practical implementation and verification of Engelbrecht’s at-
titude and flight vector recovery system on a real aircraft.
 The trajectory planning was reformulated to use an inner-loop normal specific acceleration con-
troller (that uses feedback from acceleration sensors) instead of an inner-loop angle of attack
controller.
 A middle-loop flight path angle controller that uses an inner-loop normal specific acceleration
controller was developed and successfully implemented for the fixed-wing UAV. The flight path
angle controller calculates the flight path angle from the measured velocity in inertial coordinates
provided by the onboard DGPS sensor.
 A way was found to store the dynamic programming lookup table in the OBC of the fixed-wing
UAV so that the upset recovery trajectories can be generated in-flight from any initial upset
state.
 Four different architectures for executing the planned upset recovery trajectories were developed
and verified both in simulation and with practical flight testing.
1.4 Research Objectives
The following objectives were set as the aim of this thesis:
1. Design and implement an automatic upset recovery system that would recover a small UAV’s
airspeed to an acceptable range, its flight path angle to level flight, and its bank angle to wings
level.
2. Apply optimal control theory to design and implement an optimal control algorithm for attitude
and flight vector upset recovery, that minimises the altitude lost during the recovery.
3. Use dynamic programming to solve the optimal control recovery problem, similar to the work
done by Engelbrecht [3] to recover large transport aircraft.
4. Design and implement inner- and middle-loop flight control systems to ultimately control the
airspeed, the flight path angle, and the bank angle of a small fixed wing UAV, with limited
sensors typically found on UAVs.
5. Investigate and critically compare different architectures to integrate the optimal recovery tra-
jectories with the inner- and middle-loop flight control systems.
6. Verify the flight control systems and automatic upset recovery system in a high-fidelity simulation
environment.
7. Implement the automatic upset recovery system on a small fixed-wing UAV, and demonstrate
the recovery system with practical flight tests.
It is assumed that the UAV is fully functional, meaning that it does not suffer from any sensor failures,
actuator failures or physical damage.
1.5 Associated Literature
This section gives a brief overview of aircraft upset, what it entails, and how pilots are taught to
recover from each upset.
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1.5.1 Aircraft Flight Envelope
An aircraft operating at a significant deviation from its acceptable flight envelope is considered to be
in upset. The flight envelope is the domain of safe flying conditions where the aircraft can be operated
without exceeding its aerodynamic and structural limits. Outside of this envelope control commands
do not predictably alter the aircraft’s behaviour, and the forces and moments generated by the control
surfaces have nonlinear effects on the aircraft’s states. During upset, the aircraft is unable to maintain
its heading, altitude and wings level flight. The pilot therefore cannot successfully exercise control
over the aircraft. However, since conditions that are considered uncontrollable differ from pilot to
pilot, Wilborn and Foster [4] from The Boeing Company and NASA developed the quantitative loss-
of-control (QLC) metrics to better understand under which conditions loss-of-control occur. These
QLC metrics consist of five two-dimensional envelopes defined as:
1. Adverse aerodynamic envelope: angle of attack vs. sideslip angle.
2. Unusual attitude envelope: bank angle vs. pitch angle.
3. Structural integrity envelope: normal load factor vs. normalised air speed.
4. Dynamic pitch control envelope: dynamic pitch attitude vs. pitch control command.
5. Dynamic roll control envelope: dynamic roll attitude vs. lateral roll command.
The adverse aerodynamic envelope limits the aircraft’s angle of attack and sideslip angle. Outside
these limits the aircraft’s aerodynamics behaves nonlinearly and the control surfaces no longer predic-
tably alter the aircraft’s states. When the angle of attack limits are exceeded the aircraft is considered
to have stalled, and exceeding the sideslip angle may cause the aircraft to enter an uncontrolled roll.
The unusual attitude envelope limits the aircraft’s bank angle and the pitch angle. Although these
limits are aircraft specific, a generally accepted industry definition for transport aircraft defines these
limits as bank angles greater than ±45 degrees, and pitch angles greater than 25 degrees up, or less
than 10 degrees nose down [5].
The structural integrity envelope limits the aircraft’s normal load factor and airspeed. If these
limits are exceeded, the aircraft might experience great amounts of physical strain that could exceed
its structural strength, or vibrations that would compromise the aircraft’s structural integrity. The
normal load factor limits have been prescribed by aviation authorities within which different classes
of aircraft must operate without damage.
The dynamic pitch control envelope indicates the available pitch control authority for a given
pitch attitude. The dynamic pitch attitude is the expected pitch attitude after one second given the
current pitch and its expected change. The dynamic pitch control envelope indicates whether sufficient
actuator authority is available to cease the current pitching motion before the unusual attitude envelope
is exceeded.
The dynamic roll control envelope indicates the available roll control authority for a given roll
attitude. The dynamic roll attitude is the expected roll attitude after one second given the current
roll and its expected change. The dynamic roll control envelope indicates whether sufficient actuator
authority is available to cease the current rolling motion before the unusual attitude envelope is
exceeded.
When the aircraft exceeds any of these envelopes it is considered to be in upset. Returning the
aircraft to its envelopes would allow the pilot or autopilot system to regain control of the aircraft,
where after the aircraft’s behaviour can be anticipated by the control commands and successfully
returned to its desired trajectory [6].
1.5.2 Manual Upset Recovery
From the FAA Airplane Flying Handbook [5], the following recovery techniques are being taught to
pilots to manually recover from upset.
4
Stellenbosch University  https://scholar.sun.ac.za
Chapter 1. Introduction 5
1.5.2.1 Stall Recovery
During any upset it is crucial to first recover from stall before initiating attitude upset recovery
techniques, as the control surfaces are not able to predictably alter the aircraft’s state during stall.
To recover from stall, the angle of attack must be reduced below the critical angle of attack by
commanding a nose-down pitch, which must be maintained until the stall is recovered.
1.5.2.2 Nose High, Wings Level Recovery
If an airplane’s pitch angle is unintentionally greater than 25 degrees nose high and increasing, the
airspeed will be decreasing quickly, and thus also the ability to control the aircraft due to less control
authority by the actuators at lower airspeeds. During such an upset, the elevator should be used to
achieve the required nose down pitch rate. Additionally, the aircraft can be rolled to an angle where its
nose starts pitching downward if the elevator does not immediately recover the pitch angle and pitch
rate. Applying nose down elevator will keep the angle of attack as small as possible ensuring effective
roll control authority. If the control authority provided by the ailerons and elevator is ineffective, a
small amount of rudder deflection can be used to induce a rolling moment for recovery. As the nose
approaches the horizon, roll back to wings level and adjust the thrust and pitch as necessary.
1.5.2.3 Nose Low, Wings Level Recovery
If an airplane’s pitch angle is unintentionally more than 10 degrees nose down and decreasing, the
airspeed will be increasing. Nose-up elevator should be applied to avoid impact with the ground
and to decrease the airspeed. It is important to consider the load factor limits of the aircraft when
commanding great pitch rates. The stall angle of attack must also not be exceeded in the event of
applying great elevator commands.
1.5.2.4 High Bank Angle Recovery
The primary objective in a high bank angle upset is to roll the aircraft the shortest distance back to
near wings level. Recovery techniques for two situations are provided: one for nose-high, high bank
angle situations; and one for nose-low, high bank angle situations.
Nose High, High Bank Angle Recovery
Firstly reduce the nose-high pitch attitude by using the already high bank angle to produce a nose-
down pitch rate, while using the elevator to maintain a small angle of attack. Complete the recovery
by rolling the aircraft back to wings-level as the nose approaches the horizon.
Nose Low, High Bank Angle Recovery
In a nose low, high bank angle situation, altitude is rapidly being exchanged for airspeed and immediate
action is required. Apart from the immediate threat of the aircraft making impact with the ground,
the airspeed can increase beyond the aircraft’s design limits to compromise the structural integrity.
Ailerons must be used to roll the aircraft back to wings level. Use the elevator to reduce the angle
of attack to ensure effective roll application and to prevent the nose up load factor from exceeding
the aircraft’s design limits. Simultaneous adjustment of thrust may be necessary to avoid overspeed
conditions.
1.5.3 Internal Research
J.A.A. Engelbrecht [3] developed an automatic flight envelope recovery system for large transport
aircraft, where the flight envelope was defined to consist of the aerodynamic envelope, the attitude
envelope, the flight vector envelope, and the structural integrity envelope, which differs from the
envelope presented in Subsection 1.5.1 as it includes the flight vector envelope to impose boundaries
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on the airspeed and flight path angle. Two approaches were proposed of which the first approach was to
passively recover the aerodynamic envelope using the natural stability of the aircraft. Thereafter, the
attitude and flight trajectory envelopes were recovered by use of conventional flight control laws. The
second approach was to use Lyapunov-based inner-loop controllers to actively recover the aerodynamic
envelope, and then recover the attitude and flight trajectory envelopes. The structural integrity
envelope is maintained by including the aircraft’s physical limits as constraints in the trajectory
planning, and by using envelope protection systems to ensure that the flight controllers don’t exceed
the limits of the structural integrity envelope.
To recover the attitude and flight vector envelopes, optimal recovery state trajectories from all
recoverable initial state to desired terminal states were generated. To generate the trajectories, the
recovery problem was formulated as an optimal control problem and solved using dynamic program-
ming to generate a discrete closed-loop solution. The optimal recovery trajectories were provided to
the inner- and middle-loop controllers as references. A novel hierarchical cost function was introduced
to minimise the altitude lost as the primary objective, to minimise the maximum airspeed reached
during recovery as the secondary objective, and to recover the bank angle as quickly as possible as
a tertiary objective. The NASA Generic Transport Model (GTM) was used to verify the optimal
outer-loop recovery law and its solution with dynamic programming.
J.J.K. Engelbrecht [7] proposed using Sequential Quadratic Programming (SQP) to solve the
optimal control problem formulated by [3]. The SQP approach does not suffer from the curse of
dimensionality, the major drawback of DP, and can therefore use a more accurate and representative
model of the aircraft. It was concluded that the SQP and DP approaches generate the same manoeuvre
strategy to recover the aircraft’s trajectory back to wings level flight, but that SQP is computationally
more expensive online.
1.6 Project Approach
In this section the approach that was adopted to successfully develop and demonstrate an automatic
upset recovery system is discussed by firstly formulating a definition for the flight envelope used in
this project. Thereafter, the research vehicle used throughout the project is discussed, and finally, the
approach to automatically recover the aircraft from upset is given.
1.6.1 Definition of Flight Upset
The flight envelope defined for this project consists of four sub-envelopes that must each be addressed in
order to successfully achieve full upset recovery. These four sub-envelopes are defined, using the general
definition of flight envelopes discussed in Subsection 1.5.1 and the envelopes used by Engelbrecht [3].
It differs from the envelopes presented by [4], as it is defined to include a flight vector envelope, and
it excludes the dynamic roll control and dynamic pitch control envelopes. The four sub-envelopes are
defined as follow:
1.6.1.1 Aerodynamic Envelope
The aerodynamic envelope defines limits for the angle of attack and the sideslip angle where the
aircraft and flight controllers are designed to operate. When the aircraft exceeds these limits, its
aerodynamics exhibit nonlinear behaviour, and the forces and moments produced by the control
surfaces have unanticipated effects on the aircraft’s states. This prohibits the flight controllers from
adequately controlling the aircraft’s trajectory.
1.6.1.2 Attitude Envelope
The boundaries of the attitude envelope are defined by the limits imposed on the bank angle and the
pitch angle. Although the physical envelope limits are aircraft dependent, according to the Airplane
Upset Recovery Training Aid [5], prescribed by the FAA, bank angles greater than 45 degrees, and
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pitch angles greater than 25 degrees nose up, or 10 degrees nose down are generally considered out-
of-envelope.
1.6.1.3 Flight Vector Envelope
The flight vector envelope consists of limits imposed on the airspeed and the flight path angle. If
the thrust is insufficient, a large positive flight path angle may result in an underspeed condition and
eventually lead to stall. A large negative flight path angle may lead to the airspeed increasing beyond
the aircraft’s structural integrity limits, and may also lead to the aircraft making impact with the
ground.
Underspeed conditions may see the airspeed decrease to below the stall speed, causing the aircraft
to exceed the aerodynamic envelope, and stall. The stall speed is defined as the airspeed where the
aircraft can no longer produce sufficient lift to maintain flight. During low velocities the control
surfaces exhibit less control authority, making it more difficult to control or manoeuvre aircraft.
During overspeed conditions the aircraft will travel at airspeeds that may cause great vibrations,
compromising the structural integrity of the aircraft. During overspeed, small control surface deflecti-
ons can generate excessive moments that may exceed the allowable normal load factors, leading to
structural failure.
1.6.1.4 Structural Integrity Envelope
The structural integrity envelope limits the aircraft’s normal load factor and maximum operating
airspeed. During high normal load factors the aircraft may be experiencing forces that exceed its
structural strength. Aviation authorities have prescribed normal load factor limits for various cate-
gories of aircraft under which they must be able to operate without damage. The normal load factor
limits of the normal airplane category have been adopted for this project, which are from -1.52 to 3.8
[8]. The normal load factor also provides a good indication of the angle of attack for a given airspeed,
and can therefore be used to keep the angle of attack within the aerodynamic envelope boundaries.
However, to ensure the envelopes are not breached, the limits of the normal load factor were reduced,
as will be discussed later.
1.6.2 Research Vehicle
The research vehicle used in this project is a Phoenix Trainer 60 aircraft shown in Figure 1.1.
Figure 1.1: Research vehicle: Phoenix Trainer 60
It is the standard aircraft used for multiple previous projects in the Electronic Systems Laboratory
(ESL) at Stellenbosch University [9, 10]. The aircraft’s physical properties have therefore already been
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well characterised, giving confidence to the model used in simulation. Trainer aircraft are typically
more statically stable than aerobatic aircraft as a result of the dihedral configuration of the wing.
The avionics used in the aircraft have been developed in-house by the ESL. A systems diagram of
the avionics package is shown in Figure 1.2. The package consists of and on board computer (OBC),
Laptop
RC remoteServo board
OBC
Actuators
Pitot tube
Pressure sensor
Magnetmeter
DGPS
IMU
RF comm.
module
CAN Bus
Sensors
(GCS)
UART
Figure 1.2: System diagram of the avionics package used
sensors, communication modules and a servo board. The OBC receives data from the sensors, which it
processes before being sent to the ground station control software (GCS). When the autopilot system
is active, the processed data is also used by the control systems on the OBC to generate control
commands. The servo board receives and interprets inputs from the RC transmitter, issued by the
manual safety pilot, and sends it to the OBC. The OBC then generates PWM signals, based on either
the radio control (RC) inputs, or the above mentioned autopilot control commands, and sends it to
the servo board, from where it is sent to the relevant actuators.
The aircraft states are estimated with an extended Kalman filter (EKF), using the sensor measu-
rements and mathematical models of the aircraft environment. The estimator was also developed in
the ESL, and more information on the EKF can be found in [11] and [12]. The sensors on board the
aircraft are:
 Magnetometer, to measure the magnetic field to provide heading and attitude angles;
 Pressure sensor, to measure pressure which is used to calculate airspeed;
 Differential global positioning system (DGPS), for position and velocity measurements;
 A six-degree-of-freedom inertial measurement unit (IMU), to provide acceleration and angular
velocity measurements.
All sensors communicate with the OBC via a Controller Area Network (CAN) bus, except for the
DGPS, which uses a UART. The onboard kinematic state estimator uses the sensor measurements
to estimate the aircraft’s attitude, position and velocity, by propagating a kinematic dynamic model
based on the IMU measurement, and correcting the propagated states using the DGPS. The DGPS
uses a fixed base station to calculate the difference between its known fixed position and the position
indicated by the GPS system. These differences are sent to the onboard GPS module to correct GPS
measurement errors and thereby obtain a much more accurate position measurement. An external SD
card is used to log all the important flight data at variable logging rates, selectable on the GCS.
A radio frequency (RF) link is used to communicate between the OBC and GCS. The OBC
provides the GCS with telemetry data, allowing the operator to monitor the aircraft states, and to
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issue commands to the autopilot system. The GCS consists of a computer running the ground station
control software, an RF link to communicate with the aircraft, and the DGPS base station unit. The
ground station control software was also developed in-house by the ESL.
1.6.3 Recovery Approach
This project aims to recover the attitude and flight vector envelopes of an aircraft, while maintaining
the aerodynamic and structural integrity envelopes. It is assumed that the aerodynamic envelope has
already been recovered, meaning that the forces and moments produced by the control surfaces react
linearly on the aircraft, allowing for the implementation of conventional flight control laws, together
with their envelope protection systems. The flight envelope protection systems prevent the control
systems from driving the aircraft beyond the limits of the flight envelopes.
To successfully achieve the objectives set, the following steps were followed to systematically exe-
cute, and to determine the progress of the project:
1. Modelling: The nonlinear aircraft dynamics were obtained, together with stability and control
derivatives for the specific airframe, in order to develop a simulation environment that would
accurately describe the aircraft’s behaviour. The full aircraft dynamics were linearised about a
level flight trim condition. Using a symmetrical aircraft model allowed for the linearised longitu-
dinal and lateral dynamics of the aircraft model to be decoupled. For most flight manoeuvres of
interest, autopilots designed on the assumption of decoupled dynamics yield good performance,
which allowed for separate controllers to be designed for the longitudinal and lateral dynamics,
using linear control design and analysis techniques [13].
2. Control system design: The control architecture that was developed consists of inner- and
middle-loop controllers that are a combination of classic and acceleration-based control. The
proposed control architecture is based on the work done in numerous previous projects in the
ESL [9, 10, 14, 15]. Extensive nonlinear simulations were performed to verify the assumption
to linearise and decouple the flight dynamics. The behaviour of the aircraft in the nonlinear
simulations corresponded with the linear simulations, with few minor differences resulting from
the cross-coupling between the longitudinal and lateral dynamics.
3. Trajectory Planning: An optimal trajectory planner, based on optimal control theory and
solved using dynamic programming, provides the inner- and middle-loop controllers with refe-
rences to recover the aircraft to its attitude and flight vector envelopes, while minimising the
altitude lost. The dynamic programming solution produces pre-generated trajectories from each
recoverable initial state to the desired terminal states. The flight path angle is recovered to
level flight by using a middle-loop flight path angle controller with an inner-loop normal specific
acceleration controller. The bank angle is recovered to wings level by using a middle-loop roll
angle controller with an inner-loop roll rate controller. The airspeed is mainly recovered using
the flight path angle to exchange between potential and kinetic energy, while setting the throttle
to its constant trim setting.
4. Trajectory Execution: Four different architectures to integrate the optimal trajectory planner
with the inner- and middle-loop controllers were investigated to determine the architecture
that would cause the aircraft to follow the optimal recovery trajectories most accurately. The
execution also involved integrating the full automatic recovery system onboard the research
vehicle. Finally a state machine was developed to guide the aircraft from its current upset state
to trim flight conditions. The state machine captures the aircraft’s current relevant states and
then provides the inner- and middle-loop controllers with the pre-calculated recovery trajectories
stored in a lookup table. The lookup table was generated using DP and contains the optimal
next state and the optimal control commands for every state in a quantised state space to its
optimal next state.
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5. Verification: The control architecture and upset recovery system were thoroughly tested using
high-fidelity software-in-the-loop (SIL) and hardware-in-the-loop (HIL) simulations. This allo-
wed for the full nonlinear model of the aircraft to be tested with the control systems running on
the OBC. Finally the simulations were verified through practical flight tests, demonstrating the
entire upset recovery system.
1.7 Thesis Outline
Chapter 2 presents the aircraft notation used in this thesis, and presents the mathematical model of
the flight dynamics of a small fixed-wing UAV. It also presents the nonlinear simulation environment
that was used to develop and test the flight control systems and automatic upset recovery system.
Chapter 3 presents the design of the inner- and middle-loop flight control systems that will be
used to execute the recovery trajectories. For each controller, nonlinear HIL simulation results are
presented and compared to the responses of the linear systems used to design the controllers.
Chapter 4 presents the optimal recovery trajectory planning subproblem of the attitude and flight
vector upset recovery problem. The recovery problem is formulated as an optimal control problem. A
brief discussion of dynamic programming is provided, and the implementation of dynamic program-
ming as the solution to the optimal control problem is presented.
In Chapter 5, the trajectory execution subproblem of the attitude and flight vector recovery system
is presented. This consists of the practical implementation of the recovery system on the UAV and the
integration of the optimal trajectory planner with the inner- and middle-loop flight control systems
of Chapter 3. Four different architectures are investigated to integrate the trajectory planner with
the flight control system, and simulation results of upset recoveries using all the trajectory execution
architectures are provided and compared.
Chapter 6 discusses the practical flight test campaign and provides results from several practical
flight tests. The practical flight tests are used to verify the simulation results of the flight control
systems and the upset recovery system.
Chapter 7 provides a summary of the work presented in the thesis, and gives the final conclusions
made regarding the trajectory planning and trajectory execution architectures. Recommendations are
also provided that might contribute to future expansion of this project.
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Aircraft Dynamics
This chapter presents the mathematical model of the flight dynamics of the fixed-wing UAV, and gives
an overview of the simulation environment that was used to develop and test the flight control systems
and the upset recovery system for the UAV.
First, the appropriate reference frames are discussed, together with the standard aircraft notation
used for the mathematical modelling. Thereafter, the general six-degrees-of-freedom equations of
motion are presented in two parts: the kinetics, and the kinematics. This is followed by a discussion
of the forces and moments acting on the aircraft body, driving the equations of motion. Finally, the
nonlinear simulation environment that was used to test the controllers and the upset recovery system
is discussed.
2.1 Reference Frames and Conventions
This section discusses the reference frames and standard aircraft notation that were used for the
mathematical modelling of the aircraft, and for the flight control system design. The reference frames
discussed are the inertial, body, and wind and stability reference frames.
2.1.1 Inertial Axis System
The inertial axis system was chosen as the standard North-East-Down (NED) axis system, shown in
Figure 2.1, and is required to apply Newton’s laws of motion. The NED axis system assumes that the
earth’s surface is flat, and not rotating, a reasonable assumption for short ranges and duration of flight
[16]. The origin of the inertial axis system is chosen to coincide with a point on the earth’s surface—
typically the centre of the runway. The XI -axis points in the north direction, the YI -axis points in
the east direction, and the ZI -axis points vertically down to complete the right-hand orthogonal axis
system.
XI YI
ZI
N E
SW
Figure 2.1: Inertial North-East-Down axis system
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2.1.2 Body Axis System and Aircraft Notations
The body axis system, shown in Figure 2.2, is fixed to the aircraft body and therefore translates and
rotates with it. The origin of the body axis coincides with the aircraft’s centre of mass, with the XB-
axis in the plane of symmetry, pointing forward through the nose of the aircraft. The YB-axis points
through the aircraft’s right wing, and the ZB-axis points down relative to the cockpit to complete
the right-hand orthogonal axis system. The standard notations used for forces, moments and angular
rates coordinated in the body axis system, are shown in Figure 2.2 and defined in Table 2.1.
−δE
−δR
−δA
Y: Force
V: Velocity
YB-axis
M: Pitching Moment
Q: Pitch Rate
N: Yawing Moment
R: Yaw Rate
Z: Force
W: Velocity
L: Rolling Moment
P: Roll Rate
XB-axis
X: Force
U: Velocity
ZB-axis
Figure 2.2: Body axis system with aircraft notation
Table 2.1: Standard aircraft notation
Symbols Label Description
X,Y, Z Axial, lateral and normal forces Force vector components
L,M,N Roll, pitch and yaw moments Moment vector components
U, V,W Axial, lateral and normal velocities Velocity vector components
P,Q,R Roll, pitch and yaw rates Angular velocity components
δA, δE , δR Aileron, elevator and rudder control sur-
face deflections
Positive deflections are defined to produce
negative moments
2.1.3 Stability and Wind Axis System
Finally, the wind and stability axis systems are defined. Similar to the body axis system, both the
stability and wind axis systems have their origins at the aircraft’s centre of mass.
The stability axis system is obtained by rotating the body axis system about the YB-axis through
the angle of attack α, as shown in Figure 2.3a. Informally, the angle of attack is the angle at which
the incoming airflow strikes the aircraft from “below the wings”. More formally, the angle of attack
is the angle between the aircraft body XB-axis and the projection of the aircraft velocity vector into
the body XBZB plane. The aerodynamic stability and control derivatives are typically specified in
the stability axis.
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The wind axis system is obtained by rotating the stability axis system about its ZS-axis through
the sideslip angle β, as shown in Figure 2.3b. Informally, the sideslip angle is the angle at which the
incoming airflow strikes the aircraft from the “side”. More formally, the sideslip angle is the angle
between the aircraft velocity vector and its own projection into the body XBZB plane. The wind
axis system is similar to the body axis system, except that the XW -axis points in the direction of the
velocity vector, instead of in the direction of the aircraft’s nose. The ZW -axis lies in the aircraft’s
plane of symmetry pointing generally downwards through the underside of the aircraft, and the YW -
axis completes the right-handed, orthogonal axis system pointing generally in the direction of the
starboard wing.
α
XB-axis
XS-axis
ZB-axis ZS-axis
α
(a) Stability axis
β
XW -axis
XS-axis
YW -axis
YS-axis
β
(b) Wind axis
Figure 2.3: Stability and wind axis systems
The angle of attack α and sideslip angle β, together with the velocity magnitude V¯ , are defined in
spherical coordinates in terms of the body velocity vector. Figure 2.4 shows the velocity magnitude,
the angle of attack and sideslip angle, and their relationships to the body axis velocity components.
From 2.4, the velocity magnitude, angle of attack and sideslip angle are obtained as,
XB-axis
YB-axis
ZB-axis
U
V
W
V¯
XS-axis
α
β
Figure 2.4: Spherical coordinates
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V¯ =
√
U2 + V 2 +W 2, (2.1)
α = tan−1
(
W
U
)
, (2.2)
β = sin−1
(
V
W
)
. (2.3)
A vector in the body axis hB can be transformed to the stability axis by applying the following
rotation through the angle of attack:
hS = RαhB (2.4)
=

cosα 0 sinα
0 1 0
− sinα 0 cosα
hB. (2.5)
By further rotating the vector in the stability axis through the sideslip angle, the following vector in
the wind axis is obtained,
hW = RβRαhB (2.6)
=

cosβ sinβ 0
− sinβ cosβ 0
0 0 1
RαhB. (2.7)
Therefore, the total direction cosine matrix (DCM) that is used to rotate a vector from the body axis
to the wind axis is obtained by multiplying the two aforementioned rotation matrices, to yield
DCMB→W = RβRα =

cosα cosβ sinβ sinα cosβ
− cosα sinβ cosβ − sinα sinβ
− sinα 0 cosα
 . (2.8)
To relate a vector from the wind axis system to the body axis system, the inverse of the DCM in
Equation 2.8 is applied, which is also its transpose as the DCM in Equation 2.8 is an orthogonal
matrix. Therefore,
DCMW→B = (DCMB→W )−1 = (DCMB→W )T . (2.9)
2.2 Equations of Motion
A six-degrees-of-freedom rigid body model is used to model the motion of an aircraft. It effectively
describes the three translational and three rotational degrees of freedom of the body axis system
relative to the inertial axis system. Although most aircraft display structural flexibility, these modes
of motion are typically outside the bandwidth of conventional controllers, therefore the flexibility can
be ignored during modelling, allowing for the aircraft to be modelled as a single rigid body.
This section derives the equations of motion in two parts: firstly, the kinetic equations that relate
the forces and moments acting on the aircraft body to its linear and rotational motion, and secondly,
the kinematics that relate the aircraft’s various motion variables to each other over time. The material
presented in this section is mainly based on aircraft modelling theory in Flight Dynamics Principle
by Cook [16], and a summary thereof presented in [11]. Interpretations and application of this work
presented by [17, 14, 9] were also used to present the derivation of the equations of motion.
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2.2.1 Kinetics
Kinetics is the branch of mechanics that relate the forces and moments to an object’s translational
and rotational states. In this project, this relation was derived by applying Newton’s second law of
motion. Many different forms of kinetic equations exist, however, for this project the equations are
presented as vectors coordinated in the body axis.
In the remainder of this section, the kinetic equations are arranged according to the translational
and rotational motion.
2.2.1.1 Translational Motion
The translational motion describes the relation between the external forces acting on the aircraft and
the time rate of change of the aircraft’s linear velocity. According to Newton’s second law of motion,
all the external forces acting on a body must equal the time rate of change of momentum, in inertial
reference frame, expressed by,
FB =
d
dt
(mVB)
∣∣∣∣
I
(2.10)
with FB the body force vector and VB the body velocity vector, with respect to the inertial reference
frame. As the body axis system rotates with an angular velocity ωB with respect to the inertial space,
the Coriolis Equation can be used to relate the inertial time derivative to the body time derivative,
according to,
d
dt
(R)
∣∣∣∣
I
=
d
dt
(R)
∣∣∣∣
B
+ ωB ×R, (2.11)
where R is an arbitrary vector. Applying this relationship to the force vector in Equation 2.10 yields
FB =
d
dt
(mVB)
∣∣∣∣
B
+ ωB ×mVB. (2.12)
With the body axis velocity vector VB defined as,
VB = U iB + V jB +WkB, (2.13)
and the angular velocity ωB as,
ωB = P iB +QjB +RkB, (2.14)
the equations of the linear translational motion are obtained as,
FB = FxiB + FyjB + FzkB, (2.15)
where
Fx = m
(
U˙ +WQ− V R
)
(2.16)
Fy = m
(
V˙ + UR−WP
)
(2.17)
Fz = m
(
W˙ + V P − UQ
)
. (2.18)
2.2.1.2 Rotational Motion
The rotational motion describes the relation between the external moments acting on the aircraft and
the time rate of change of the aircraft’s angular velocity. According to Newton’s second law of motion,
all the external moments acting on a body must equal the time rate of change of angular momentum,
in inertial frame, expressed as
15
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2. Aircraft Dynamics 16
MB =
d
dt
(IBωB)
∣∣∣∣
I
, (2.19)
with IB the moment of inertia matrix,
IB =

Ixx 0 Ixz
0 Iyy 0
Ixz 0 Izz
 , (2.20)
for an aircraft symmetric about the XBZB-plane. In a similar manner as for the translational motion,
the Coriolis Equation is again used to relate the rotational motion to the body reference frame, as
MB =
d
dt
(IBωB)
∣∣∣∣
B
+ ωB × IBωB. (2.21)
Using Equation 2.14 to expand Equation 2.21, yields the rotational components of the equations of
motion as,
MB = LiB +M jB +NkB, (2.22)
where
L = P˙ Ixx − R˙Ixz +QR (Izz − Iyy)− PQIxz (2.23)
M = Q˙Iyy + PR (Ixx − Izz) +
(
P 2 −R2) Ixz (2.24)
N = R˙Izz − P˙ Ixz + PR (Iyy − Ixx) +QRIxz. (2.25)
2.2.2 Kinematics
Kinematics is the branch of mechanics concerned with the relation of the various motion variables,
such as the velocity, position and attitude, with each other, without being concerned with the forces
and moments causing the motion. In this section the position and orientation of the body axis system
relative to the inertial axis system is defined in order to describe the aircraft’s motion in the inertial
space. In this project, the Euler 3-2-1 attitude parameterisation was used, and is discussed in the
following subsection.
2.2.2.1 Euler Angles and Transformation Matrix
Euler angles are commonly used to describe the attitude of an aircraft as they are intuitive to work
with. Euler angles always produce a singularity in the attitude dynamics, which occurs at ±90 degrees
pitch for the Euler 3-2-1 representation, which is acceptable for this project as such great pitch angles
are not considered. The orientation of the body axis system relative to the inertial axis system is
performed by initially having the two axis systems aligned, and then rotating the body axis system
by the following predefined set of ordered rotations:
 Yaw the body axis system positively through the heading angle Ψ
 Pitch the body axis positively thought the pitch angle Θ
 Roll the body axis positively thought the roll angle Φ
Figure 2.5 graphically illustrate the rotations, with the yaw rotation shown in Figure 2.5a, the pitch
rotation shown in Figure 2.5b, and the roll rotation relative to the pitch plane, shown in Figure 2.5c.
The transformation of a coordinate vector from the inertial axis system to the body axis system
is shown in Figure 2.6. Given the coordinates of a vector V0 coordinated in the inertial axis system,
16
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ΘHorizon
Φ
Pitch Plane
North Ψ
(a) (b) (c)
Figure 2.5: Euler 3-2-1 parametrisation used to describe the orientation of the body axis relative to
the inertial axis
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(a) Yaw rotation
ZE
XE
X2
YE
Y1
Y2
Z2
Θ
Θ
(b) Pitch rotation
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XE
X2 XB
YE
YB
Y2
ZB
Φ
Φ
(c) Roll rotation
Figure 2.6: Euler 3-2-1 rotation from the inertial to body axes
V0 =

x0
y0
z0
 , (2.26)
the inertial axis system is first yawed about the ZI -axis through the yaw angle Ψ, as shown in Figure
2.6a, yielding an intermediate axis system f1 with the coordinates of V0 described in this intermediate
axis system as
V1 = RΨV0
x1
y1
z1
 =

cos Ψ sin Ψ 0
− sin Ψ cos Ψ 0
0 0 1


x0
y0
z0
 , (2.27)
with V0 and V1 representing the same vector, but coordinated in two different axis systems. Secondly,
f1 is pitched about the Y1-axis through the pitch angle Θ, shown in Figure 2.6b, to yield a second
intermediate axis system f2 such that the coordinates of V0 in f2 are described by,
V2 = RΘV1
x2
y2
z2
 =

cos Θ 0 − sin Θ
0 1 0
sin Θ 0 cos Θ


x1
y1
z1
 (2.28)
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with V1 and V2 representing the same vector, but coordinated in two different axis systems. Finally,
f2 is rolled about the X2-axis through the roll angle Φ, shown in Figure 2.6c, to yield a desired body
axis system, with the coordinates of V0 in the body axis system described by,
VB = RΦV2
xB
yB
zB
 =

1 0 0
0 cos Φ sin Φ
0 − sin Φ cos Φ


x2
y2
z2
 (2.29)
with V2 and VB representing the same vector, but coordinated in two different axis systems. By
multiplying the rotation matrices in Equations 2.27–2.29 together, a direction cosine matrix (DCM)
is obtained that relates the coordinates of a vector in the inertial axis system to its coordinates in the
body axis system:
DCMI→B = [RΦRΘRΨ]
=

cos Ψ cos Θ sin Ψ cos Θ − sin Θ
cos Ψ sin Θ sin Φ− sin Ψ cos Φ sin Ψ sin Θ sin Φ + cos Ψ cos Φ cos Θ sin Φ
cos Ψ sin Θ cos Φ + sin Ψ sin Φ sin Ψ sin Θ cos Φ− cos Ψ sin Φ cos Θ cos Φ
 . (2.30)
To transform the coordinates of a vector in the body axis system to its coordinates in the inertial axis
system, the inverse of the DCM in Equation 2.30 is used:
DCMB→I = (DCMI→B)−1 . (2.31)
It can be shown that DCMI→B is an orthogonal matrix, and therefore its inverse equals its transpose:
DCMB→I = (DCMI→B)T . (2.32)
Since both the body-to-wind DCM (Equation 2.8) and the inertial-to-body DCM (Equation 2.30) have
now been defined, a DCM to relate a vector coordinated in the inertial axis system to its coordinates
in the wind axis system can now be defined as the product of the two aforementioned DCMs, to be
DCMI→W = DCMB→WDCMI→B. (2.33)
2.2.2.2 Attitude Dynamics
With the DCM derived, it is necessary to obtain a set of differential equations that allow for the
calculation of the Euler angles. Intuitively it is expected that the rate of change of attitude would be
related to the body angular velocity ωB in some way. By applying the transformations discussed in
Section 2.2.2.1, the body axis angular velocity,
ωB = P iB +QjB +RkB, (2.34)
can be expressed as a vector sum of the Euler angle velocities,
ωB = Φ˙iΦ + Θ˙jΘ + Ψ˙kΨ, (2.35)
where iΦ is the unit vector along the XB-axis, jΘ the unit vector along the Y1-axis, and kΨ the unit
vector along the ZI -axis. The Euler 3-2-1 attitude dynamics is then expressed, in terms of the body
18
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2. Aircraft Dynamics 19
angular velocity, by 
Φ˙
Θ˙
Ψ˙
 =

1 sin Φ tan Θ cos Φ tan Θ
0 cos Φ − sin Φ
0 sin Φ sec Θ cos Φ sec Θ


P
Q
R
 . (2.36)
From the transformation in Equation 2.36, it is clear that a singularity occurs at Θ = ±90o. Alternative
parametrisation methods, like quaternions, do exists, that do not suffer from any singularities, but
they are mathematically more complex to work with and less intuitive. Despite the fact that this
project aims to recover from upset conditions, it was not envisioned that the aircraft would ever pitch
beyond ±90 degrees, and therefore it was decided to use Euler angles.
2.2.2.3 Position Dynamics
The position dynamics describe how the aircraft’s inertial position change over time as a function of
the body axis velocity VB. To achieve this, the DCM of Equation 2.31 is used to relate the velocity
vector coordinated in the body axis system, to a velocity vector coordinated in the inertial axis system:
P˙I =

N˙
E˙
D˙
 = (DCMB→I)

U
V
W
 . (2.37)
2.2.3 Summary
The full six-degrees-of-freedom equations of motion consist of the kinetic equations and the kinematic
equations connected as shown in Figure 2.7.
The kinetic equations accept the forces and moments acting on the body as inputs, and produce
the translational velocity and the angular rate of the body as outputs. The kinetic equations take the
mass and moment of inertia of the body as parameters. The translational velocity and the angular
rate feed back into the kinetic equations. Internally, kinetic equations relate the forces and moments
to the time rate of change of the aircraft’s velocity and angular rate, through its mass and moment of
inertia. The time rates of change are then integrated to propagate the aircraft’s velocity and angular
rate forward in time.
The kinematic equations accept the translational velocity and the angular rate of the body as
inputs, and produce the position and attitude of the body as outputs. The attitude feeds back into
the kinematic equations. Internally, the kinematic equations relate the velocity and the angular rate to
the time rates of change of the aircraft’s position and attitude, which are then integrated to propagate
the aircraft’s position and attitude forward in time.
Kinetic
Equations
Kinematic
Equations
FB = [X Y Z] VB = [U V W ]
ωB = [P Q R]
PI = [N E D]
e = [Φ Θ Ψ]MB = [L M N ]
m IB
Figure 2.7: Six-degrees-of-freedom equations of motion block diagram overview
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2.3 Forces and Moments
Up to this point, all the dynamic equations were applicable to any six-degrees-of-freedom body, without
any aircraft-specific modelling. This section focusses on modelling the forces and moments acting on
a specific aircraft. The forces and moments then serve as the inputs to the six-degrees-of-freedom
equations of motion, as shown in Figure 2.8. The forces and moments are divided into three categories,
namely aerodynamic, gravity and thrust, with the resultant force and moment equal to the vector sum
of the forces and moments from each category:
F = FA + FG + FE , (2.38)
M = MA + MG + ME , (2.39)
with the superscripts A, G and E denoting the aerodynamic, gravitational and engine components
respectively.
Forces and Moments Model Equations of Motion
Kinetics
Kinematics
Control
Surfaces
Forces
Moments
States
Aerodynamic Model[
FA MA
]
Gravitational Model[
FG MG
]
Engine Model[
FE ME
]
Figure 2.8: Block diagram of aircraft model
The force and moment model therefore consists of three underlying models, namely the aerodyna-
mic model, the gravitational model, and the engine model. Each one of these models will be presented
in more detail in the following sections.
2.3.1 Aerodynamic Forces and Moments
The aerodynamic model is concerned with the aerodynamic forces and moments produced by the
motion of the air relative to the aircraft, and introduce most of the uncertainty into the model. The
aerodynamic model is defined by,
FA =

XAB
Y AB
ZAB
 =

q¯SCXB
q¯SCYB
q¯SCZB
 , (2.40)
MA =

LAB
MAB
NAB
 =

q¯SbClB
q¯Sc¯CmB
q¯SbCnB
 , (2.41)
where XAB , Y
A
B and Z
A
B are the aerodynamic forces acting on the aircraft in the body axis in the
longitudinal, lateral and normal directions respectively. LAB, M
A
B , N
A
B are the moments acting on the
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aircraft in the body axis about the longitudinal, lateral and normal axes respectively. q¯ is the dynamic
pressure which is defined as
q¯ =
1
2
ρV¯ 2, (2.42)
where ρ is the air density, and V¯ the aircraft’s airspeed. S is the wing reference area, b is the wing
span, c¯ is the mean aerodynamic cord of the wing, and C(·) are the non-dimensional aerodynamic
force and moment coefficients. The aerodynamic coefficients are described in terms of the stability
and control derivatives, in the the form,
CAB ≡
∂CA
∂B′
, (2.43)
with
B′ = nB, (2.44)
and where is n the appropriate normalising coefficient of B, which is unity for the incidence angles
and control deflections, c¯/2V¯ for the pitch rate, and b/2V¯ for the roll and yaw rates. B represents
the variable with respect to which the partial derivative of the aerodynamic coefficient is taken to
obtain the particular stability or control derivative. The aerodynamic coefficients for typical subsonic,
pre-stall flight in the stability reference frame are given by [18] as,
CD = CD0 +
C2L
piAe
(2.45)
Cy = Cyββ + CyP
(
b
2V¯
)
PS + CyR
(
b
2V¯
)
RS + CyδA δA + CyδR δR (2.46)
CL = CL0 + CLαα+ CLQ
( c¯
2V¯
)
QS + CLδE δE (2.47)
Cl = Clββ + ClP
(
b
2V¯
)
PS + ClR
(
b
2V¯
)
RS + ClδA δA + ClδR δR (2.48)
Cm = Cm0 + Cmαα+ CmQ
( c¯
2V¯
)
QS + CmδE δE (2.49)
Cn = Cnββ + CnP
(
b
2V¯
)
PS + CnR
(
b
2V¯
)
RS + CnδA δA + CnδR δR, (2.50)
where the subscript D denotes the drag force, y denotes the side force, L the lift force, l the rolling
moment, m the pitching moment, n the yawing moment, and A is the wing aspect ratio. The Oswald
efficiency factor e accounts for induced drag produced by velocities induced by the wake, and by
increases in skin friction and pressure due to changes in angle of attack. The rotation matrix defined
in Equation 2.7 can be used to relate the angular rates in the stability axis system to those in the
body axis system:
PS = PB cosα+RB sinα, (2.51)
QS = QB, (2.52)
RS = −PB sinα+RB cosα, (2.53)
with PS , QS and RS representing the roll rate, pitch rate and yaw rate coordinated in the stability
axis system.
Finally, the aerodynamic coefficients are transformed to the body axis system using the inverse of
21
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2. Aircraft Dynamics 22
the rotation matrix defined in Equation 2.7, to become,
CXB = −CD cosα+ CL sinα (2.54)
CYB = CY (2.55)
CZB = −CL cosα− CD sinα (2.56)
ClB = Cl cosα− Cn sinα (2.57)
CmB = Cm (2.58)
CnB = Cn cosα+ Cl sinα (2.59)
The stability and control derivatives define the aerodynamic properties of a specific airframe.
Numerous methods can be used to obtain an airframe’s stability and control derivatives, and in many
cases a combination of methods is used. In this project Athena Vortex Lattice (AVL) was used,
together with the derivatives already determined by [14] through AVL and practical flight tests.
2.3.2 Gravitational Forces and Moments
The gravitational model is represented by a single inertially coordinated force, proportional to the
aircraft’s mass, acting in the down direction,
FGI =
[
0 0 mg
]T
. (2.60)
The gravitational force vector coordinated in the body axis system is obtained by applying the DCM
of Equation 2.30, to yield,
FGB = (DCMI→B) F
G
I (2.61)
=

− sin Θ
cos Θ sin Φ
cos Θ cos Φ
mg. (2.62)
Because the aircraft is modelled as a single rigid body in a uniform gravitational field, the centre
of mass can be assumed to coincide with the centre of gravity, and therefore no moments would be
produced by gravity, and,
MGB =
[
LGB M
G
B N
G
B
]T
=
[
0 0 0
]T
. (2.63)
2.3.3 Thrust Forces and Moments
The thrust generated by the propulsion system was modelled using a simple first-order lag system, as
it adequately captures the significantly band-limited nature of most propulsion systems. The thrust
model is described by
T˙ = − 1
τe
T +
1
τe
Tc, (2.64)
with T the thrust output, Tc the commanded thrust, and τe the engine lag constant. It is assumed
that the thrust is produced only along the XB-axis, and therefore the Y and Z components of the
force engine vector is zero. The engine vector is given by,
FEB =
[
T 0 0
]T
. (2.65)
22
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2. Aircraft Dynamics 23
As the thrust acts through the centre of mass, it can also be assumed that no moments are generated
by the propulsion system, therefore,
ME =
[
LEB M
E
B N
E
B
]T
=
[
0 0 0
]T
. (2.66)
2.4 Aircraft Analysis
This section briefly investigates the aircraft’s natural behaviour around an equilibrium flight state,
also referred to as the trim state. To study the natural behaviour, it is first necessary to linearise
the nonlinear aircraft dynamics about the equilibrium state, in order to obtain the natural modes of
motion. Studying the modes of motion, and their origins, provide insight to the aircraft’s natural
stability and responses to perturbations, that is ultimately required for control system design.
2.4.1 Linearised Aircraft Model
The linearisation process of the nonlinear aircraft dynamics is presented in Appendix B, with the
final linearised dynamics presented in this section.. The equilibrium state about which the aircraft
dynamics were linearised, was chosen to be straight and level flight, where the total force and moment
coordinates are zero. Because the aircraft is symmetrical about the XZ-plane, all lateral motion and
control variables are zero, and therefore only the airspeed, angle of attack, pitch angle, thrust and
elevator deflection must be obtained to perform the linearisation. Typically the airspeed is specified,
reducing the problem to solving the angle of attack, pitch angle, thrust and elevator deflection necessary
to maintain level flight at the specified airspeed.
The airspeed was arbitrarily chosen to be between the stall speed and the maximum speed that
the aircraft is expected to reach during the upset and recovery manoeuvres. According to [19], the
stall speed can be calculated from the coefficient of lift at the critical angle of attack CLmax , the wing
surface area S, the mass of the aircraft m, the gravitational acceleration g, and the air density ρ as,
V¯stall =
√
2mg
ρSCLmax
. (2.67)
Using the lift curve for a Clark-Y airfoil (the airfoil of the research vehicle), shown in Figure 2.9, the
maximum lift coefficient was obtained as CLmax = 1.25, which yielded a stall speed of
V¯stall = 10.8 m/s. (2.68)
During straight and level flight, the upper bound of the airspeed was measured to be 26 m/s.
However, it was found in simulation that the airspeed increased to 30 m/s during steep descending
flight path angles, therefore the upper bound was chosen as V¯max = 32 m/s. To this end, it was decided
to arbitrarily trim the aircraft at
V¯T = 20 m/s, (2.69)
as it falls well within the upper and lower bounds of the airspeed (higher than V¯stall and lower than
V¯max).
With the airspeed specified, the remaining trim state and control variables can be calculated, as
shown in Appendix B, and presented in Table 2.2. Because of the aircraft’s symmetry about the
XZ-plane, all lateral states and control variables are exactly zero for wings level trim flight.
The longitudinal and lateral dynamics were then decoupled, and the linearisation was performed
using a Taylor series approximation of the decoupled dynamics, following the approach described in
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Figure 2.9: Lift curve for a Clark-Y airfoil [1, 2]
Table 2.2: Trim state and control variables for V¯T = 20 m/s
State Value Unit
State variables
V¯T 20 m/s
αT 1.9683 degrees
ΘT 1.9683 degrees
βT 0 degrees
ΦT 0 degrees
Control variables
δET -3.3250 degrees
δAT 0 degrees
δRT 0 degrees
TT 25.0282 N
[20]. The decoupled linear dynamics are presented in state space form by
∆x˙long = Along∆xlong + Blongulong (2.70)
∆x˙lat = Alat∆xlat + Blatulat (2.71)
with the state and control vectors comprised of the perturbations from trim state variables:
∆xlong =
[
v¯ α q θ
]T
, ∆ulong =
[
δe ∆T
]T
, (2.72)
∆xlat =
[
β p r φ
]T
, ∆ulat =
[
δa δr
]T
, (2.73)
where v¯, q and θ are the perturbed airspeed, pitch rate and pitch angle respectively. p, r and φ are
the perturbed roll rate, yaw rate and roll angle respectively. The angle of attack α and sideslip angle
β are supposed to represent the perturbed angles, and not the full angles. However, the trim sideslip
angle is zero and therefore the sideslip angle perturbation is equal to the full angle. According to [20],
the angle of attack α can be approximated to be small enough such that the perturbed angle of attack
can be taken as the full angle of attack. The full longitudinal and lateral linear models, are given by
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Etkin and Reid [20] as,
˙¯v
α˙
q˙
θ˙
 =

ρV¯TSCXT
m
qTS
m
(
CLααT + CLT −
2CLT CLα
piAe
)
0 −g cos ΘT
−ρSCLTm − qTSmV¯T CLα 1−
qTS
mV¯T
c¯
2V¯T
CLQ − gV¯T sin ΘT
0 qTSc¯Iyy Cmα
qTSc¯
Iyy
c¯
2V¯T
CmQ 0
0 0 1 0


v¯
α
q
θ

+

0 1m
− qTS
mV¯T
CLδE 0
qTSc¯
Iyy
CmδE 0
0 0

 δe
∆T

(2.74)
and 
β˙
p˙
r˙
φ˙
 =

qTS
mV¯T
Cyβ
qTS
mV¯T
b
2V¯T
CyP
qTS
mV¯T
CyR − 1 gV¯T cos ΘT
qTSb
Ixx
Clβ
qTSb
Ixx
b
2V¯T
ClP
qTSb
Ixx
b
2V¯T
ClR 0
qTSb
Izz
Cnβ
qTSb
Izz
b
2V¯T
CnP
qTSb
Izz
b
2V¯T
CnR 0
0 1 tan ΘT 0


β
p
r
φ

+

qTS
mV¯T
CyδA
qTS
mV¯T
CyδR
qTS
Ixx
ClδA
qTS
Ixx
ClδR
qTS
Izz
CnδA
qTS
Izz
CnδR
0 0

δa
δr

(2.75)
The detailed derivation of the linearisation can be seen in Appendix B.
2.4.2 Natural Modes of Motion
The stability and dynamic response of a linear system is governed by the poles of the system. Analysing
these poles provides a better insight into the type of motion corresponding to a particular pole.
The poles are obtained from the eigenvalues of the A matrices in the previous section, Along and
Alat. The modes of motion provide some insight into the flight dynamics regarding particular flight
characteristics. This section provides a brief discussion of the different modes, with a more in-depth
discussion available in [16] and [21].
2.4.2.1 Longitudinal Modes of Motion
The poles from the longitudinal linear system yields two complex pole pairs, shown in Figure 2.10.
The high frequency pole pair is referred to as the short period mode, and the low frequency pole pair
as the phugoid mode. The natural frequencies and damping ratios of the longitudinal modes of motion
are shown in Table 2.3.
Phugoid Mode
The phugoid mode has a very low natural frequency, and is poorly damped. It is a kinematic mode of
motion that describes the potential and kinetic energy exchange when the aircraft is perturbed during
trimmed flight. When an aircraft experiences a perturbation in the velocity magnitude, an increase
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Table 2.3: Characteristics of the longitudinal modes of motion
Characteristic Short Period Phugoid
Natural frequency 11.5 rad/s 0.59 rad/s
Damping ratio 0.59 0.06
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Figure 2.10: Longitudinal dynamic poles
in velocity will result in additional lift, causing the aircraft to climb and gain potential energy. The
climb causes the airspeed to decrease, and therefore the aircraft loses kinetic energy. As the airspeed
decrease, the aircraft loses lift and pitches downwards, entering a descent and therefore gaining kinetic
energy and airspeed. This is behaviour is repeated, with the motion damped through aerodynamic
drag.
Short Period Mode
The short period mode is a stable, high frequency, well damped mode of motion. It describes the
aircraft’s tendency to realign itself with the velocity vector when disturbed. When an aircraft flying
at trim encounters a disturbance that suddenly changes the angle of attack, the restoring pitching
moment, quantified by Cmα , will cause the aircraft to rotate back to trim, producing an oscillation in
pitch. Damping is induced by the pitch rate motion, quantified by CmQ , to remove energy from the
system and result in stable oscillatory behaviour.
2.4.2.2 Lateral Modes of Motion
The poles from the lateral linear system, yields one complex pole pair and two real poles, as shown
in Figure 2.11. The complex pole pair is referred to as the Dutch roll mode, while the high frequency
real pole indicates the roll mode, and the low frequency pole indicates the spiral mode. The natural
frequencies and damping ratios of the lateral modes of motion are shown in Table 2.4.
Table 2.4: Characteristics of the lateral modes of motion
Characteristic Dutch Roll Roll Spiral
Natural frequency 3.7 rad/s 9.16 rad/s 0.05 rad/s
Damping ratio 0.16 1 1
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Figure 2.11: Lateral dynamic poles
Dutch Roll Mode
The Dutch roll mode can be thought of as the directional equivalent of the longitudinal short period
mode, as it describes the aircraft’s tendency to align itself with the oncoming airflow after having
been disturbed laterally. However, it is typically less damped than the short period mode as the
vertical stabiliser is aerodynamically less effective than the horizontal stabiliser [16]. When an aircraft
operating at trim encounters a small sideslip disturbance, the vertical fin will induce a restoring yawing
moment, quantified by Cnβ , to realign the aircraft’s tail with the airflow. The associated yaw rate,
quantified by CnR , then produces an opposing yawing moment proportional to the yaw rate, resulting
in a damped oscillatory motion. As the aircraft yaws, the forward-moving wing will experience more
lift, resulting in differential lift which causes a rolling motion 90 degrees out of phase with the yawing
oscillation. The rolling motion again causes differential lift and drag perturbations, proportional to
the roll rate and quantified by ClP and CnP , to damp the yaw rate motions further. The yaw and roll
oscillations result in the wingtips making elliptical orbits as the aircraft moves through the air.
The damping of the Dutch roll mode can be improved by increase the size of the fin, but could lead
to unstable spiral mode dynamics [16]. Often times dihedral, as present on the test vehicle, can be
used to improve the lateral stability, as the bottom wing will experience a greater angle of attack and
therefore more lift, reducing the rolling oscillation observed in the Dutch roll mode [22]. The Dutch
roll mode can also be actively damped, typically using the rudder.
Roll Mode
The roll mode describes the aircraft’s roll rate dynamics. When a rolling moment is applied, typically
using the ailerons, or when a rolling moment disturbance is experienced, the roll rate will initially grow
with the integral of the rolling moment. The natural roll damping provided by the wing, quantified
by ClP , will produce an opposing rolling moment proportional to the roll rate that quickly builds up
so that the aircraft reaches an equilibrium with a constant roll rate. The roll mode is typically very
fast, and disturbances or control moments such as aileron commands, almost immediately result in a
constant roll rate.
Spiral Mode
The location of the spiral mode pole is given as,
λ = 0.05 (2.76)
and is therefore unstable. The spiral mode describes the aircraft’s tendency to naturally restore itself
to wings level, or diverge from wings level, after it has experienced a lateral disturbance. When an
27
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aircraft is disturbed in roll angle, the sideslip induced by the turn will produce a rolling moment that
either supports or opposes the roll angle disturbance, depending on the sign of Clβ . If the sideslip-
induced rolling moment is in the same direction as the roll angle disturbance, the roll angle will increase
and the aircraft will tend to deviate from wings level. If the sideslip-induced rolling moment opposes
the roll angle disturbance, then the roll angle will decrease again, and the aircraft will tend to return
to wings level. Factors such as dihedral, wing sweep, high/low wing and high/low fin, contribute to
the sign of Clβ . The resultant turn produced by roll angle disturbances also cause differential lift
across the wings, quantified by ClR , which will amplify the roll angle disturbance.
2.5 Nonlinear Simulation
A high-fidelity nonlinear simulation environment was used to facilitate the design and verification of
the flight control systems and the automatic upset recovery system, and to support practical flight
testing. The simulation environment was developed in the Electronic Systems Laboratory (ESL), and
has been verified through numerous previous projects [9, 10, 14]. Nonlinear simulations are essential
to check the validity of approximations and assumptions made during the control design process, and
also to evaluate the performance of the flight control system and the upset recovery system. The
nonlinear simulation environment supports both software-in-the-loop (SIL) and hardware-in-the-loop
(HIL) simulation.
In SIL simulation, the flight control system and the upset recovery system are executed by the
simulation environment, along with a simulation of the aircraft with its onboard sensors and actuators.
SIL simulations are typically executed faster than real-time. In HIL simulation, the flight control
system and upset recovery system are executed in real time by the actual onboard computer and
avionics, which then interface with the simulation of the aircraft with its onboard sensors and actuators.
The real ground station hardware and the safety pilot remote control are also used. HIL simulations
are used to verify the proper functioning of the avionics hardware and the flight software in preparation
for practical flight testing, and significantly reduces the risk of unexpected behaviour during the actual
flight tests. It is important to note that the SIL and HIL simulations should provide similar results,
with little to no discrepancies.
The following subsections provide an overview of the simulation environment and of the architecture
of the hardware-in-the-loop simulation setup that was used.
2.5.1 Simulation Environment
A conceptual block diagram of the nonlinear simulation is shown in Figure 2.12.
Actuator
Model
Aircraft
Model
Runway
Model
Wind
Model
Sensor
Noise Model
Upset Recovery
and Controllers
States
Simulation Software Autopilot System
Control Vector from Autopilot: [δA δE δR Tc]
Figure 2.12: Overview of the nonlinear high-fidelity simulation environment
The simulation was developed in MATLAB and Simulink, and provides a platform where the flight
control systems and the upset recovery system can be tested and verified before attempting actual
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flight tests. The MATLAB real-time toolbox allow for the simulation to be executed in real time. The
simulation consists of the aircraft model, the actuator models, the sensor models and a wind model.
The aircraft model contains the aircraft’s equations of motions, discussed in Section 2.2, and
a forces and moments model, consisting of an aerodynamic model, a gravity model and a thrust
model that simulate the forces and moments acting on the aircraft, from Section 2.3. The gravity
model assumes a uniform gravitational field acting on the aircraft’s centre of mass, yielding a single
downwards force in the inertial axis, without any moments. The thrust model was modelled as a
simple first-order lag model, and only acts along the longitudinal component of the body axis, aligned
with the centre of mass, and therefore yields no moments. This thrust model does not take into
consideration the reduction of the propeller’s efficiency as airspeed increases—as the forward motion
of the propeller increase, the angle of attack made between the propeller blade and the oncoming
airflow becomes smaller, and therefore less force is produced. This thrust model has been used for
various previous projects, and was therefore considered suitable for this project.
In the actuator model the high-speed servo motors deflecting the aerodynamic control surfaces
were modelled as first-order delays, with saturation and backlash, to better represent the practical
behaviour and limitations.
Sensor measurements are simulated by adding the appropriate sensor noise to each of the sensors
models. The appropriate measurement delays are also included in the sensor models where necessary.
According to [9, 14], when using the GPS in differential mode, the drift is considered negligible, and
therefore only measurement noise and a 100 ms delay is added to the GPS sensor model. With the
GPS delay included, the simulation provides a more realistic representation of practical flight testing
with the specified DGPS module.
The simulation also includes a runway model. Although the runway model is most essential for
projects involving automatic take-off or landing of an aircraft, it is also essential for HIL simulations,
as the simulation is initiated with a stationary, grounded aircraft. Before the aircraft can take-off, the
on board computer (OBC) must first establish GPS lock, and the estimator must be initialised. More
information regarding the runway model can be found in [23].
Additionally, the simulation also contains a wind model that was developed in the ESL. The wind
model simulates wind gusts, wind shear, turbulence and static wind. The model was developed from
the guidelines provided by the U.S. Military Specifications MIL-F-8785C [24], and MIL-HDBK-1797
[25]. The wind model produces additional velocities and angular rates that are added to the aircraft
body velocities and angular rates. A more detailed discussion of the wind model can be found in
[9, 14].
2.5.2 Hardware-in-the-Loop Simulations
HIL simulations involve real-time testing of all the hardware on board the aircraft, and the necessary
ground hardware. HIL simulations are essential to ensure that all the hardware functions properly,
and that the embedded software is implemented correctly, and significantly reduces the risks of system
failure. Figure 2.13 provides an overview of the HIL architecture. During HIL simulations emulated
sensor measurements are parsed and transmitted to the OBC that runs the control and estimation
processes. The OBC is interfaced, via a HIL interface board, also developed in the ESL, to the full
nonlinear simulation environment running on a personal computer (PC). The HIL board receives the
simulated sensor measurements that are produced by the aircraft and sensor models in the simulation,
packs it according to what the OBC expects, and transmits it to the OBC, which is set to read from
the HIL board instead of the sensor board. The HIL board therefore emulates the sensor modules
during the HIL simulations. Note that all the simulated measurements are transmitted via a controller
area network (CAN) bus, expect for the GPS measurements which are transmitted via a serial port.
The estimator and the flight control systems running on the OBC use the sensor measurements to
generate the appropriate commands for the actuators. These control commands are then returned to
the simulation on the PC, via the HIL board, to alter the aircraft’s theoretical states in simulation,
and generate new sensor measurements so that the process can be repeated. The HIL board connects
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Figure 2.13: Overview of the hardware-in-the-loop simulation architecture
to the simulation computer via a high-speed serial link to communicate the sensor measurements and
actuator commands.
The ground hardware tested during HIL simulations consists of the ground control station (GCS)
and an RF module used to communicate between the GCS and the OBC. The GCS was also developed
in ESL throughout previous projects, with the necessary functionality required for upset recovery
added.
The HIL simulations also allow for the remote control (RC) pilot remote to be tested as it would
be used by the safety pilot. In simulation, when the autopilot controllers are not activated, the RC
remote is used to send commands to the servo board that drives the servo motors attached to the
actuators.
2.6 Summary
This chapter presented the mathematical model of the flight dynamics of the fixed-wing UAV, and gave
an overview of the simulation environment that was used to develop and test the flight control systems
and the upset recovery system for the UAV. With the aircraft model and simulation environment
established, the next chapter will present the design of the flight controllers for the aircraft.
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This chapter presents an overview of the inner- and middle-loop control architecture adopted for
this project, and presents a detailed design for each of the controllers. A combination of classic and
acceleration-based controllers were used to control the aircraft’s attitude [21, 26], as was used in
multiple previous projects in the ESL [10, 9, 14]. All aircraft model uncertainties are encapsulated
behind fast integrators which ensure that controller commands are quickly achieved.
This chapter starts by first discussing the full control architecture, which is followed by detailed
designs of the longitudinal and lateral controllers respectively. Linear and nonlinear HIL simulation
results are provided as verification of the control design and as validation of the approximations that
were made to facilitate the use of linear control techniques for the controller design. The responses
of the HIL simulations provide a good indication of what can be expected from the controllers in the
practical flight tests.
3.1 Control Architecture
The flight control architecture that was selected for this project is shown in Figure 3.1. In the
architecture, γc is the flight path angle reference command, CWc is the normal specific acceleration
reference command and BWc is the lateral specific acceleration reference command.
For most flight manoeuvres of interest, autopilots designed on the assumption of decoupled dyna-
mics yield good performance, and the decoupling simplifies the control system design procedures as it
allows for the use of successive loop closure, a technique typically used in autopilot design [13]. The
principle of successive loop closure is to close several simple feedback loops around the open-loop plant.
In this project there are inner-loop controllers directly controlling the aircraft’s control inputs, and the
inner-loop controllers are enclosed in the middle-loop controllers, which in turn get their commands
from the optimal trajectory planner.
The longitudinal flight control structure consists of the airspeed, normal specific acceleration
(NSA), and flight path angle controllers. The flight path angle γ is the vertical angle between the
aircraft’s velocity vector and the earth, and can be thought of the angle at which the aircraft is as-
cending or descending. The airspeed controller regulates the airspeed measured from the pitot tube,
by commanding the thrust generated by the propeller. The NSA controller is an acceleration-based
controller based on the design in [26]. Acceleration-based controllers (ABCs) typically offer advantages
such as attitude independence; it can be used throughout the entire 3D flight envelope; uncertainties
are encapsulated behind the typically high-bandwidth controllers, and therefore rejects disturbances
on an acceleration level before it manifests on the velocity and position levels. The NSA control-
ler regulates the aircraft’s normal specific acceleration by commanding an elevator deflection. The
middle-loop flight path angle controller controls the aircraft’s flight path angle by commanding the
NSA controller. In turn, the flight path angle controller receives a flight path angle reference from the
ground control station or from the optimal trajectory planner.
The lateral controllers consists of a roll rate controller, a roll angle controller and a lateral specific
acceleration (LSA) controller paired with a Dutch roll damper (DRD). The roll rate controller is an
31
Stellenbosch University  https://scholar.sun.ac.za
Chapter 3. Controller Design 32
V¯c
γc
φc
Airspeed
Controller
LSA Controller
+ DRD
Roll Rate
Controller
Inner-Loop
Flight Path Angle
Controller
Roll Angle
Controller
NSA
Controller
Middle-Loop
CWc
Pc
BWc = 0
Tc
δE
δA
δR
Figure 3.1: Block diagram of the flight control system architecture
inner-loop controller and commands the deflection angle of the ailerons. The roll angle controller loop
is closed around the roll rate controller, and generates the required roll rate commands. The aircraft’s
rudder is controlled by a high frequency DRD and a low frequency LSA controller to regulate the
sideslip angle to zero [15].
This chapter presents the design of the inner- and middle-loop controllers, while the optimal
trajectory planner used for optimal upset recovery, and the recovery state machine implemented will
be discussed in Chapters 4 and 5.
3.2 Longitudinal Controllers
This section provides the detailed design of the longitudinal controllers. First the airspeed controller
design procedures are shown, which is followed by the NSA and flight path angle controllers. The
flight path angle controller is equivalent to the climb rate controller that was previously implemented
in the ESL, as both give an indication of how fast the aircraft is ascending or descending. It was
decided to use the flight path angle controller instead of a climb rate controller, as the aircraft’s flight
path angle is one of the states that must be recovered by the recovery system. Linear simulation
results are provided for each controller, as well as the corresponding nonlinear HIL simulation results
to verify the designed closed-loop systems.
3.2.1 Airspeed Controller
An obvious coupling between the airspeed and climb rate cause for typical autopilot systems to make
use of multi-input, multi-output (MIMO) controllers to regulate both airspeed and climb rate. Ho-
wever, MIMO controllers typically use full state feedback, and would therefore require an estimator
to be implemented, to feed the full longitudinal dynamic model back to the controller, which would
include the airspeed V¯ , the angle of attack α, the pitch rate Q, and the pitch angle Θ. The software
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implementation of a MIMO controller would also require more processing power than for a single-
input, single-output (SISO) controller, which might introduce more risk to practical flight tests. It is
also more difficult to fine tune a MIMO controller on a practical system, whereas the fine tuning of a
classical SISO controller is much easier and much more intuitive. To this end, it was decided to rather
design and implement the airspeed and flight path angle controllers as two separate SISO controllers.
The disadvantage of two separate SISO controllers, is that they are typically not aware of the coupling
between them, and therefore the coupling would be regarded as disturbances.
The airspeed controller regulates the indicated airspeed by commanding the thrust produced by
the propeller. The airspeed controller receives an airspeed reference as input, and uses the airspeed
measured from the pitot tube and pressure sensor as feedback, to actuate the thrust command. Pro-
portional and integral control was used to reject external disturbances, to compensate for model
uncertainties and to ensure zero steady state error. Figure 3.2 shows a block diagram of the airspeed
controller structure.
+
KE
KV¯
1
s
Airspeed
Dynamics
V¯c
KN
V¯Tc
+
CV¯
Figure 3.2: Airspeed controller block diagram
3.2.1.1 Design
For this project, the thrust produced by the engine, given a certain thrust command, was modelled
as a first-order delay response, as follows:
T˙ =
[
− 1τe
]
T +
[
1
τe
]
Tc, (3.1)
where T is the engine thrust, Tc is the engine thrust command, and τe is the engine time constant.
According to small incidence angle simplification, the wind reference frame axial specific acceleration
can be written as follows [26]:
AW =
1
m
T − 1
m
D, (3.2)
where AW is the axial specific acceleration, T is the engine thrust, D is the aerodynamic drag, and m
is the mass of the aircraft. The aerodynamic drag D is related to the dynamic pressure q¯, the reference
surface area S, and the aerodynamic drag coefficient CD. The drag D is treated as a disturbance,
and is therefore omitted from the simplified plant model that is used for the control design, under
the assumption that the drag disturbance will be dealt with by the integral term introduced by the
controller [26, 15]. Assuming that the aircraft is flying level, having a zero vertical velocity component,
the effect of gravitational acceleration on the axial acceleration is zero, and that any perturbations
thereof will be captured by the integrator, the aircraft’s total axial acceleration can be taken as the
axial specific acceleration, yielding the following reduced-order airspeed dynamics:T˙
˙¯V
 =
− 1τe 0
1
m 0
T
V¯
+
 1τe
0
Tc. (3.3)
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As stated earlier, the system is augmented with an integrator to reject any disturbances from drag
and gravity in steady state. The plant model is therefore augmented with the following differential
equation:
E˙V¯ = V¯ − V¯c, (3.4)
where EV¯ is the integral of the airspeed error, V¯ is the airspeed, and V¯c is the airspeed reference. The
state space representation in Equation 3.3 is augmented with the differential equation in Equation
3.4, resulting in the following augmented state space representation:
T˙
˙¯V
E˙V¯
 =

− 1τe 0 0
1
m 0 0
0 1 0


T
V¯
EV¯
+

1
τe
0
0
Tc +

0
0
−1
 V¯c. (3.5)
The control law generates a throttle command Tc, and is defined as
Tc = −KEEV¯ −KV¯ V¯ +KN V¯c, (3.6)
where KV¯ is the proportional gain, KE is the integral gain, and KN is a feedforward gain from the
airspeed reference directly to the throttle command. Substituting the control law into Equation 3.5
and thereby closing the loop yields the closed-loop system as
T˙
˙¯V
E˙V¯
 =

− 1τe −
KV¯
τe
−KEτe
1
m 0 0
0 1 0


T
V¯
EV¯
+

KN
τe
0
−1
 V¯c. (3.7)
The closed-loop characteristic equation is then calculated to be
p(s) = s3 +
1
τe
s2 +
KV¯
mτe
s+
KE
mτe
. (3.8)
The characteristic equation defined to place the desired closed-loop poles is given by
αc(s) =
(
s2 + 2ζωns+ ω
2
n
)
(s+ a) . (3.9)
with a denoting the location of the closed-loop pole that corresponds to the open-loop integrator pole.
Comparing the coefficients of Equations 3.8 and 3.9 allows for a closed-form solution for the feedback
gains to be calculated as,
KV¯ = mτe
(
2ζωna+ ω
2
n
)
, (3.10)
KE = mτeω
2
na, (3.11)
where the natural frequency is first calculated using
ωn =
1− τea
2ζτe
. (3.12)
The feedforward gain can be calculated as a function of the desired location of the zero introduced by
the feedforward gain as,
KN = −KE
zf
, (3.13)
where zf is the location of the zero.
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3.2.1.2 Pole Placements and Simulation
From Equations 3.10 to 3.13, it is apparent that the design of the airspeed controllers involves choosing
a damping ratio ζ, the location of the closed-loop pole a that corresponds to the open-loop integrator
pole, and the location of the zero zf , introduced by the feedforward gain KN . The damping ratio
and integrator pole location selections were chosen such that the airspeed is controlled fast enough to
counter disturbances experienced from non-zero flight path angles, and not to use excessive throttle
commands. Typically the zero is placed exactly on top of the closed-loop pole that corresponds with
the open-loop integrator pole to remove its dynamic response from the reference input. However, by
placing the zero at a slightly lower frequency, a slightly faster system response can be obtained, with
an overshoot that is still acceptable for this application. The damping ratio, the closed-loop pole a,
and the zero locations were chosen as:
ζcl = 0.9, (3.14)
a = −0.62 rad/s, (3.15)
zf = −0.55 rad/s. (3.16)
Figure 3.3 shows the closed-loop poles and zeroes, and closed-loop step response of the airspeed
controller. From Figure 3.3b it is apparent that the fact that the zero was not placed exactly on the
closed-loop pole a, does not have a great effect on the overshoot, and was considered acceptable for
this application. It is also clear that the nonlinear HIL response is very similar to the linear response,
with only a slightly shorter settling time, giving great confidence in the airspeed controller. Due to
the strong coupling between the airspeed and flight path angle, it was necessary to also enable the
NSA and flight path angle controllers during the HIL test, so that the aircraft would continue flying
straight and level while executing the airspeed step in the nonlinear simulation.
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Figure 3.3: Poles and zeroes and closed-loop step response of the airspeed controller
During simulations it was found that the airspeed controller was prone to integrator windup,
especially during steep climbs or descents. This occurs when the throttle is saturated while an error
still exists between the airspeed command and the measured airspeed. For example, during a dive, the
throttle command will saturate at zero, but the airspeed will increase due to gravitational acceleration.
The integral term in the control law will keep on integrating the non-zero airspeed error. When this
occurs, the controller will attempt to decrease the airspeed even after it has exited its descent, which
will lead to under-speed. Integral anti-windup was implemented to prevent the integrator from winding
up whenever the controller commands a throttle output outside the physical range of the electrical
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motor. This was done by preventing the integrator from integrating the airspeed error if the integral
component of the airspeed control law, KEEV¯ , would cause the control command to the throttle to
exceed the allowed throttle boundaries.
In this project it was assumed that the amount of thrust generated does not vary with airspeed.
However, as the airspeed increases, the angle of attack on the fixed-pitch propeller blades decreases,
decreasing the propeller efficiency and therefore less thrust is generated for a certain propeller speed.
Although the integrator compensates for these discrepancies, differences might occur between the
practical flight tests and the simulation, as a first order delay is used to model the electrical motor in
the simulation.
3.2.2 Normal Specific Acceleration Controller
This section discusses the design and implementation of a pitching moment normal specific acceleration
(NSA) controller. The controller is based on the linear, decoupled rigid body rotational dynamics
as derived by Peddle [26]. The NSA controller is a high-bandwidth controller that operates at an
acceleration level, and therefore encapsulates all aircraft-specific uncertainties and rejects disturbances
before they are visible in the slower velocity and position dynamics. The NSA controller uses the
elevator to create a pitching moment that changes the aircraft’s angle of attack, and thereby adjusts
the lift generated by the wings, in what is referred to as pitching moment control. This method
of control forms part of what is called moment control techniques (MCT), and is typically used in
conventional aircraft control systems.
The controller receives the normal specific acceleration and pitch rate measurements as feedback
from the body-fixed accelerometer and gyroscope, and generates elevator commands. As with the
airspeed controller, the NSA controller is augmented with an integrator to ensure that the NSA
reference is robustly tracked in spite of any static lift and pitching moments treated as disturbances
during the design.
3.2.2.1 Design
This section discusses the design of the a pitching-moment-based NSA controller. As stated previously,
this controller regulates the normal specific acceleration by actuating the elevator. First, some ap-
proximations made regarding the NSA dynamics and the controller design are discussed, after which
a more detailed design procedure is given. The decoupled, simplified normal dynamics derived by
Peddle [26], are given as,α˙
Q˙
 =
− LαmV¯ 1− LQmV¯
Mα
Iyy
MQ
Iyy
α
Q
+
−LδEmV¯
MδE
Iyy
 δE +
− L0mV¯
M0
Iyy
+
 gV¯ eWI33
0
 , (3.17)
CW =
[
−Lαm −
LQ
m
]α
Q
+ [−LδEm ] δE + [−L0m ] , (3.18)
where CW is the normal specific acceleration, g is the gravitational acceleration, m is the aircraft mass,
V¯ is the airspeed magnitude, and δE is the elevator deflection. Lα, LQ, LδE , and L0 represent the
components of the lift force contributed by the angle of attack, pitch rate, elevator deflection, and the
lift produced at zero angle of attack respectively. Mα, MQ, MδE , and M0 represent the components
of the pitching moment due to the angle of attack, pitch rate, elevator deflection, and the pitching
moment produced at zero angle of attack respectively. The term eWI33 , is the element in the third
row and third column of the inertial-to-wind axis DCM (given by Equation 2.33 in Chapter 2), by
which gravity is coupled into the normal dynamics. The gravitational acceleration component acts as
an unwanted input to the system above. The simplified notation used for the stability and control
derivatives can be found in Appendix B.
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Typically pitch-moment-based controllers display non-minimum phase (NMP) behaviour, introdu-
ced by a small lift force generated by the elevator, acting in the wrong direction. While the moment
generated by the elevator adjusts the angle of attack in the desired direction, the force generated by
the elevator pushes the tail of the aircraft in the opposite direction. In a scenario where the desired
normal acceleration is upwards, the elevator must also rotate up to push the tailplane down and the-
reby create a nose-up moment around the aircraft’s centre of gravity, resulting in a greater angle of
attack and increased lift. However, by pushing the tailplane down, the aircraft experiences a small
downwards acceleration until the lift generated by the wings is greater than the force produced by the
elevator. This NMP nature prohibits Peddle’s [26] proposed dynamic inversion of the gravitational
acceleration component that couples into the normal acceleration dynamics through the flight path
angle. However, following a detailed investigation, Peddle [26] suggests defining a frequency upper
bound for the closed-loop system that allows the NMP nature of the system to be ignored. The upper
bound of the natural frequency is obtained from NSA design assumptions discussed by Peddle. It
is assumed that the effective length from the centre of gravity (CG) to the tailplane lT should be
similar in magnitude to the effective damping arm length lD. For most aircraft this assumption is
valid because the pitch damping arises from the horizontal stabiliser which is also typically where
the elevator is located. Following this assumption Peddle [26] calculated that if the frequency of the
system poles are within one third of the NMP right half-plane (RHP) zero’s frequency, the resulting
undershoot would be less than 5% of the final value, and therefore negligible. The upper frequency
bound is therefore calculated as,
ωn <
1
3
∣∣∣∣∣
√
Lα
Iyy
(lT − lN )
∣∣∣∣∣ , (3.19)
where lT and lN are the effective lengths from the aircraft’s CG to the tailplane and the neutral point
respectively, and Iyy is the moment of inertia about the pitch axis. Complying to this upper bound
allows for the lift force produced by the elevator to be ignored, therefore,
CLδE = 0. (3.20)
The lower frequency bound for the placement of the system poles is defined by the desired time
scale separation (TSS) that needs to exist between NSA dynamics and the slower velocity magnitude
dynamics. Typically, the normal dynamics bandwidth should be at least five times greater than the
velocity magnitude bandwidth [13, 26]. According to Peddle, the admissible region for the normal
specific acceleration controller must therefore lie within the constrained circular area, shown in Figure
3.4.
NMP upper bound
TSS lower bound
Re(s)
Im(s)
Admissible
pole region
Figure 3.4: Admissible region for NSA pole placement, constrained by NMP upper bound and TSS
lower bound
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Next, the static lift and pitching moments components, L0 and M0, can be ignored in the dynamics
as the proposed integrator will remove the steady state error they create.
Lastly, there is a high frequency left half-plane zero that originates from a lift force generated by
the pitch rate. As previously stated, the effective tailplane length and damping arm length is most
often very similar, and therefore, Peddle argues, that if it holds that∣∣∣∣ LQmV¯T
∣∣∣∣ 1, (3.21)
where V¯T is the trim airspeed, and LQ is the lift force due to the pitch rate, that the effect of this
force typically has little to no significance on the normal specific acceleration dynamics and can be
ignored. Therefore, the following approximation is made:
CLQ = 0. (3.22)
Applying the approximations discussed above, and conforming to the proposed frequency bound,
yields the following reduced normal dynamics for the design of a practically feasible NSA controller:α˙
Q˙
 =
− LαmV¯T 1
Mα
Iyy
MQ
Iyy
α
Q
+
 0
MδE
Iyy
 δE , (3.23)
CW =
[
−Lαm 0
]α
Q
+ [0] δE . (3.24)
Since the airspeed will be regulated by the airspeed controller, a constant trim airspeed and a constant
dynamic pressure was assumed in the plant model that serves as the basis for the design of the
NSA controller. The system is augmented with an integrator to reject any constant disturbances, to
compensate for modelling uncertainties, and to ensure zero steady-state tracking error. The plant
model is therefore augmented with the following differential equation:
E˙c = CW − CWc , (3.25)
where Ec is the integral of the normal specific acceleration error, CW is the normal specific acceleration,
and CWc is the normal specific acceleration reference. Taking the time derivative of Equation 3.24
and substituting it into Equation 3.23 produces the final normal specific acceleration dynamics used
for the design as, 
C˙W
Q˙
E˙c
 =

− Lα
mV¯T
−Lαm 0
− mLα MαIyy
MQ
Iyy
0
1 0 0


CW
Q
Ec
+

0
MδE
Iyy
0
 δE +

0
0
−1
CWc . (3.26)
Figure 3.5 shows the architecture for the NSA controller. The control law is defined with feedback
from all states, allowing for all closed-loop poles to be placed. A feedforward term from the normal
specific acceleration reference to the elevator input is used to introduce a closed-loop zero. The elevator
control law is given by,
δE = −KcCW −KQQ−KEEC +KNCWc , (3.27)
where KC is the proportional gain for the normal specific acceleration, KQ is the proportional gain
for the pitch rate, KE is the integral gain, and KN is the feedforward gain from the normal specific
acceleration reference to the elevator input. Substituting the control law into the NSA dynamics in
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KC KQ
Q
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+
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Figure 3.5: Normal acceleration control system block diagram
Equation 3.26 yields the following closed-loop system,
C˙W
Q˙
E˙c
 =

− Lα
mV¯T
−Lαm 0
− mLα MαIyy −
MδE
Iyy
Kc
MQ
Iyy
− MδEIyy KQ −
MδE
Iyy
KE
1 0 0


CW
Q
Ec
+

0
MδE
Iyy
KN
−1
CWc . (3.28)
By comparing the coefficients of the desired closed-loop characteristic equation
αc(s) =
(
s2 + 2ζωns+ ω
2
n
)
(s+ a) , (3.29)
where ωn is the natural frequency of the closed-loop poles, ζ is the damping ratio, and a is the location
of the closed-loop pole that corresponds to the open-loop integrator pole to that of the characteristic
equation obtained from the closed-loop system in Equation 3.28, the following closed-form solutions
for the controller feedback gains were calculated:
KC = − mIyy
LαMδE
(
2ζωna+ ω
2
n +
Mα
Iyy
− Lα
mV¯T
(
2ζωn + a− Lα
mV¯T
))
, (3.30)
KQ =
Iyy
MδE
(
2ζωn + a+
MQ
Iyy
− Lα
mV¯T
)
, (3.31)
KE = − mIyy
LαMδE
(
ω2na
)
. (3.32)
All the closed-loop poles can now be placed by choosing the location of the closed-loop pole that
corresponds to the open-loop integrator pole a, the damping ratio ζ, and the natural frequency ωn.
The feedforward gain can be calculated as a function of the location of the zero introduced by the
feedforward gain as,
KN = −KE
zf
, (3.33)
where zf is the location of the zero.
From Figure 3.5, it can be seen that the NSA command CWc , is the sum of the trim normal specific
acceleration command CWTc , and the incremental normal acceleration command ∆CWc , received from
the pilot or from the next control loop, (such as the flight path angle controller that will be discussed
in the next section). Thus,
CWc = CWTc + ∆CWc . (3.34)
The flight path angle rate is related to the normal specific acceleration and the gravitational accele-
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ration through the following equation:
γ˙ =
−CW cos Φ−BW sin Φ− g cos γ
V¯
, (3.35)
where γ is the flight path angle, γ˙ is the flight path angle rate of change, Φ is the bank angle, and
BW is the lateral specific acceleration. The flight path angle rate equals the vertical acceleration
perpendicular to the airspeed vector divided by the magnitude of the airspeed vector. The total
vertical acceleration perpendicular to the airspeed vector is the sum of the component due to the
normal specific acceleration, the component due to the lateral specific acceleration, and the component
due to gravity. Assuming that indeed the sideslip angle and lateral acceleration are being kept small
enough, which is part of the purpose of the lateral specific acceleration controller, the lateral dynamics
can be ignored in the flight path angle dynamics in Equation 3.35. Rearranging Equation 3.35 to make
the normal specific acceleration the subject of the equation, reveals the two components of the normal
specific acceleration, namely the trim component that would keep the flight path angle constant (with
a zero flight path angle rate), and the incremental component that produces a non-zero flight path
angle rate as,
CW = −g cos γ
cos Φ
− V¯ γ˙
cos Φ
. (3.36)
Therefore, an input bias of
CWTc = −g
cos γ
cos Φ
(3.37)
is constantly provided to the NSA controller to compensate for the gravitational acceleration. This
can be expected as the NSA controller attempts to regulate the normal specific accelerations, which
excludes gravitational acceleration, and therefore a compensation for gravity must be made. Although
the trim component could have been added by the flight path angle controller as it is part of the flight
path angle dynamics, it must be considered a part of the NSA controller as it is required for the NSA
controller to maintain straight and level flight, even if the flight path angle controller is disabled. It
will also form an important part of the upset recovery execution, in Chapter 5, where the trim input
will get different values, calculated by the dynamic programming solution.
3.2.2.2 Closed-Loop Pole Placements
Before designing the NSA controller gains, it must first checked that the aircraft satisfies the prerequi-
sites that allow Peddle’s simplifying assumptions to be made. Substituting the aircraft’s parameters
into Equation 3.22 produces the following result:∣∣∣∣ LQmV¯T
∣∣∣∣ = 0.0313 1, (3.38)
which indicates that the research vehicle clearly satisfies the prerequisite that the lift force contributed
by the pitch rate is not significant and can therefore be omitted from the model. Next, the frequency
upper bound for the closed-loop system is calculated so that the closed-loop poles can be placed at
locations that allow the non-minimum phase behaviour of the normal dynamics to be ignored in the
design of the control law. Substituting the aircraft’s parameters into Equation 3.19, the frequency
upper bound is calculated as,
ωnmax < 9.6451 rad/s. (3.39)
Given this information, the closed-loop poles were chosen to be as close as possible to their open-loop
counterparts to decrease the amount of control effort required, while still complying to the frequency
upper bound. The natural frequency and damping ratio of the open-loop poles were calculated as,
ωnol = 11.8 rad/s, (3.40)
ζol = 0.577. (3.41)
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The natural frequency of the open-loop poles is higher than the upper-frequency bound, and therefore,
it was decided that the natural frequency of the closed-loop poles should be just lower than the upper
frequency bound for maximum performance and stability throughout various flight conditions, with an
optimal damping ratio. The location of the real closed-loop pole was chosen to be just lower than the
frequency of the short period poles, but still high enough to comply with the time scale separation lower
frequency bound. The feedforward zero was placed on top of the real closed-loop pole to minimise its
effects on the transient response. However, considering the simplifying approximations made for the
design of the controller, the real closed-loop pole may not remain exactly under the feedforward zero,
as all the closed-loop poles move as a function of airspeed. The real-closed loop pole may therefore not
be cancelled completely by the feedforward zero, and may therefore have a more significant effect on
the transient response in nonlinear simulations and in flight testing on the real aircraft. By placing the
real closed-loop pole and the feedforward zero closer to the frequency of the complex closed-loop poles,
the controller bandwidth would be less limited by the slower integrator pole, especially during any
uncertainties about its exact position resulting from different airspeeds. The closed-loop specifications
were therefore chosen as:
ζcl = 0.707, (3.42)
ωncl = 9.45 rad/s, (3.43)
zf = a = 8.7 rad/s. (3.44)
Note that after evaluating the NSA controller’s robustness to airspeed variations (see Figure C.1, in
Appendix C), the damping ratio specification was marginally decreased to ensure that the NSA con-
troller exhibits satisfactory performance over the entire range of admissible airspeeds. The robustness
to airspeed variations was considered the most important variation the check, since the airspeed is
used to calculate the dynamic pressure, and the dynamic response is therefore mainly a function of
airspeed. Figure 3.6 shows the locations of the closed-loop poles and the feedforward zero, and the
closed-loop step response of the NSA controller. It is apparent that the design specifications were met,
and that the controller’s response is very fast.
-10 -8 -6 -4 -2 0
Real Axis
-10
-5
0
5
10
Im
a
g
in
a
ry
A
x
is
12
10
8
6
4
2
12
10
8
6
4
2
0.94
0.78
0.62 0.48 0.36 0.25 0.16 0.08
0.94
0.78
0.62 0.48 0.36 0.25 0.16 0.08
Closed-loop poles
Open-loop poles
(a) Open- and closed-loop poles and zeroes
0 0.2 0.4 0.6 0.8 1
Time [s]
0
0.2
0.4
0.6
0.8
1
1.2
N
o
rm
a
l
S
p
ec
ifi
c
A
cc
el
er
a
ti
o
n
[m
/
s2
]
NSA Reference
NSA
(b) Closed-loop step response
Figure 3.6: Pole-zero map and step response of the NSA controller applied to the reduced-order normal
acceleration dynamics
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3.2.2.3 Closed-Loop System
The NSA controller is now verified in simulation on the full nonlinear dynamic model of the aircraft.
The nonlinear simulations exhibited NSA step responses with greater overshoot and rise time than
what was designed for, resulting from the first-order lag dynamics of the elevator actuator model.
Although still within acceptable limits for this project, it was decided to include the actuator dynamics
in the closed-loop model of the NSA controller, with the elevator actuator dynamics being modelled
as,
˙δE =
[
− 1τδE
]
δE +
[
1
τδE
]
δEc , (3.45)
where δE is the elevator deflection, δEc is the commanded elevator deflection, and τδE is the elevator
time constant. The state space representation of the NSA closed-loop dynamics in Equation 3.28
was therefore augmented with the differential equation in Equation 3.45, resulting in the following
augmented state space representation for the NSA closed-loop dynamics that includes the effect of the
elevator actuator dynamics:
C˙W
Q˙
E˙c
˙δE
 =

− Lα
mV¯T
1− LQ
mV¯T
0 − LδE
mV¯T
− mLα MαIyy
MQ
Iyy
0
MδE
Iyy
1 0 0 0
− 1τδEKC −
1
τδE
KQ − 1τδEKE −
1
τδE


CW
Q
Ec
δE
+

0
0
−1
1
τδE
KN
CWc . (3.46)
Although this would have no effect on the NSA controller design, it allows for the actuator dynamics to
be taken into account during the design and evaluation of the middle-loop flight path angle controller.
The elevator actuator dynamics introduces an additional open-loop pole to the system which, together
with the open-loop integrator pole, results in a complex pole pair in the closed-loop system, as shown
in Figure 3.7a. This complex pole pair is not cancelled by the feedforward zero and therefore becomes
the dominant pole pair, replacing the higher frequency complex pole pair that was placed at the
natural frequency of the original short period mode. The new dominant pole pair has a lower natural
frequency and a lower damping ratio than the initial design, and explains the higher overshoot and
the longer settling time exhibited in simulation when using the full nonlinear aircraft model. The step
response of the augmented linear model of the NSA closed-loop dynamics compared to the nonlinear
HIL simulation is shown in Figure 3.7b. It is apparent that the linear and nonlinear responses agree well
and that the augmented actuator dynamics provide a good representation of the nonlinear behaviour.
The nonlinear HIL simulation response clearly shows a small increase in the overshoot. The overshoot
can be attributed to the fact that the body-axis normal specific acceleration, obtained from the
accelerometers, was used as feedback during the HIL simulation, whereas the wind-axis acceleration
derived from the aerodynamic forces was used during the design process.
3.2.3 Flight Path Angle Controller
This section presents the design of the flight path angle controller. The flight path angle is the
vertical angle made between the aircraft’s velocity vector and the ground, and represents the angle
at which the aircraft is ascending or descending. It is important to note that the flight path angle
is controlled with respect to the inertial reference frame. As with the design of the aforementioned
NSA controller, it is assumed that the airspeed is sufficiently maintained by the airspeed controller,
and thus the airspeed and flight path angle controllers were designed separately from one another,
despite the strong coupling that exists. The flight path angle controller forms part of the middle-
loop controllers, and generates acceleration commands for the inner-loop NSA controller. The NSA
controller encapsulates and provides robustness to the model uncertainties of the aircraft, and this
robustness is then inherited by the flight path angle controller.
The flight path angle controller uses the flight path angle, calculated from the DGPS velocity
measurement, coordinated in the inertial axis system, as feedback to actuate the normal specific
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Figure 3.7: Pole-zero map and step response of the NSA controller using the augmented linear model
of the NSA closed-loop dynamics and the full nonlinear simulation model
acceleration.
3.2.3.1 Design
The flight path angle controller is shown in Figure 3.8 and is a simple proportional controller that
commands an incremental normal specific acceleration proportional to the difference between the
flight path angle reference and the measured flight path angle. The natural integration from normal
acceleration to flight path angle makes the system type 1 (assuming that the airspeed remains constant)
which means that the proportional controller can provide zero steady-state tracking error.
+
Kγ
FPA
Dynamics
γc γ∆CW
Cγ
V¯
cos Φ
Figure 3.8: Flight path angle control system block diagram
In Section 3.2.2 it was already shown that the relationship between the flight path angle rate γ˙
and the incremental normal specific acceleration ∆CW is given by
γ˙ = −∆CW cos Φ
V¯
, (3.47)
where γ˙ is the flight path angle rate, Φ is the roll angle, V¯ is the airspeed magnitude, and ∆CW is
the incremental normal specific acceleration. This assumes that the NSA controller already includes
the trim normal specific acceleration command CWT as an input bias
CWT = −g
cos γ
cos Φ
, (3.48)
where g is the gravitational acceleration. It is desired for the flight path angle rate to be proportional
to the difference between the flight path angle command and the current flight path angle
γ˙ = Kγ (γc − γ) , (3.49)
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where Kγ is the proportional gain of the flight path angle controller, and γc is the flight path angle
command. Substituting Equation 3.47 into Equation 3.49, the following is obtained:
− ∆CW cos Φ
V¯
= Kγ (γc − γ) . (3.50)
Making ∆CW the subject of the equation, the flight path angle control law is obtained as,
∆CW = − V¯
cos Φ
Kγ (γc − γ) . (3.51)
This control law inherently adjusts the incremental normal specific acceleration to compensate for the
additional normal specific acceleration required when the aircraft is banked, and compensates for the
fact that the same normal specific acceleration produces different flight path angle rates at different
velocities.
The proportional gain Kγ can now be designed using Equation 3.49, which is independent of both
the velocity magnitude and the bank angle, since the control law in Equation 3.51 already compensates
for the effects of the velocity and the bank angle on the flight path angle rate. A root locus design
approach was used to calculate the proportional gain Kγ , and will be discussed in more detail in the
next section.
A state space representation of the flight path angle controller closed-loop dynamics can be obtained
by augmenting the NSA closed-loop dynamics in Equation 3.46 with Equation 3.47 that relates the
flight path angle rate to the incremental normal specific acceleration, and by substituting in Equation
3.51 that represents the flight path angle control law. The following state space representation for the
flight path angle controller closed-loop dynamics is then obtained:
∆C˙W
Q˙
E˙c
˙δE
γ˙

=

− Lα
mV¯T
1− LQ
mV¯T
0 − LδE
mV¯T
0
− mLα MαIyy
MQ
Iyy
0
MδE
Iyy
0
1 0 0 0 Kγ
− 1τδEKC −
1
τδE
KQ − 1τδEKE −
1
τδE
1
τδE
KNKγ
− 1
V¯T
0 0 0 0


∆CW
Q
Ec
δE
γ

+

0
0
−Kγ
1
τδE
KNKγ
0

γc. (3.52)
The flight path angle value used as feedback was calculated from the DGPS velocity vector mea-
sured in the inertial axis system, as follows:
γ = arctan
 −VD√
V 2N + V
2
E
 , (3.53)
where VN , VE and VD are the North, East and Down components of the aircraft velocity.
3.2.3.2 Root Locus Design and Simulation
The proportional gain for the flight path angle controller was calculated using root locus design. The
open-loop transfer function was obtained by converting the flight path angle state space representation
(Equation 3.52) to a transfer function with incremental normal acceleration command as the input
and flight path angle as the output. Figure 3.9a shows the root locus for the flight path angle system,
with the closed-loop poles. The proportional gain was selected to provide an adequate gain margin
of 10 dB, for stability. The Bode plot of the flight path angle system is shown in Figure 3.10 with
the desired gain margin. From the unit step response in Figure 3.9b it is clear that the flight path
angle controller has a fast response, with a rise time of about 0.5 seconds, and that the steady-state
tracking error is zero, as was expected because the system is type 1. It is also clear that the linear
and nonlinear responses behave exceptionally similar.
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Figure 3.9: Root locus design and step response of the flight path controller
Figure 3.10: Bode plot for flight path angle system
Despite the fact that the control law in Equation 3.51 inherently adjusts for the variations in
airspeed, a constant airspeed value was used for the implementation of the flight path angle controller,
and therefore there was no compensation to the NSA command for any changes in airspeed. However,
the flight path angle control law that was used practically, did compensate for the roll angle.
3.3 Lateral Controllers
This section presents the design procedure for the lateral controllers. The lateral-directional dynamics
of the aircraft can be approximated by the standard roll/Dutch roll dynamics [26], as
β˙
P˙
R˙
 =

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− 1
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+

0
YδR
mV¯
L¯δA
Ixx
L¯δR
Ixx
NδA
Izz
NδR
Izz

δA
δR
+

g
V¯
eWI23
0
0
 , (3.54)
[
BW
]
=
[
Yβ
m
YR
m
]β
R
+ [YδR
m
]
δR, (3.55)
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where m is the aircraft mass, g is the gravitational acceleration, Yβ, YR and YδR are the components
of the side force due to the sideslip angle, the yaw rate and the rudder deflection respectively. L¯β,
L¯P , L¯R, L¯δA and L¯δR are the components of rolling moment due to the sideslip angle, the roll rate,
the aileron deflection, and the rudder deflection respectively. Nβ, NP , NR, NδA and NδR are the
components of yawing moment due to the sideslip angle, the roll rate, the aileron deflection, and the
rudder deflection respectively. The term eWI23 , is the element in the second row and third column of
the inertial-to-wind axis DCM given by Equation 2.33 in Chapter 2, by which gravity is coupled into
the lateral dynamics. The moment of inertia about the rolling axis is Ixx, whereas Izz is the moment
of inertia about the yawing axis.
According to Peddle, under certain conditions, which are typically true for conventional aircraft,
the lateral-directional dynamics can be decoupled into lateral and directional dynamics. This allows
for two independent inner-loop controllers to be designed; the first to regulate the lateral specific
acceleration; and the second to regulate the roll rate about the velocity vector.
As previously discussed, the inner-loop controllers consist of a high frequency Dutch roll damper
and lower frequency lateral specific acceleration controller, both providing commands to the rudder in
order to minimise the sideslip angle and to keep the lateral acceleration as close to zero as possible. The
inner-loop architecture also includes a roll rate controller, commanding the ailerons, and is enclosed
by the roll angle middle-loop controller.
First the Dutch roll damper and lateral specific acceleration controller design procedures are dis-
cussed, which is then followed by the roll rate controller, and lastly the roll angle controller. The
design of each closed-loop system is verified by comparing the linear simulation results to the nonli-
near simulation results.
3.3.1 Lateral Specific Acceleration Controllers
Before the design of the lateral controllers can occur, the aforementioned lateral-directional dynamics
must first be decoupled, for which a number of conditions and constraints must be met. Firstly, the
side force due to roll rate and aileron deflections should be negligibly small,
YP = 0.799 N ≈ 0, (3.56)
YδA = 0.108 N ≈ 0. (3.57)
Secondly, the yawing moments due to roll rate and aileron deflection should be negligible when com-
pared to the yawing moments due to yaw rate, sideslip angle, and rudder deflection. Similarly, the
rolling moments due to yaw rate and rudder deflection should be significantly smaller than the rol-
ling moments due to roll rate, sideslip angle, and aileron deflection. Therefore, the lateral dynamics
should have little impact on the directional dynamics, and also vice versa. Peddle [26] has derived
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these conditions mathematically to be:∣∣∣∣CnPClP
∣∣∣∣ = 0.07057 0.5310 = ∣∣∣∣CnRClR
∣∣∣∣ , (3.58)∣∣∣∣CnPClP
∣∣∣∣ = 0.07057 0.6750 =
∣∣∣∣∣CnβClβ
∣∣∣∣∣ , (3.59)∣∣∣∣∣CnδAClδA
∣∣∣∣∣ = 0.0280 0.5310 =
∣∣∣∣CnRClR
∣∣∣∣ , (3.60)∣∣∣∣∣CnδAClδA
∣∣∣∣∣ = 0.0280 0.6750 =
∣∣∣∣∣CnβClβ
∣∣∣∣∣ , (3.61)∣∣∣∣CnPClP
∣∣∣∣ = 0.07057 54.3174 =
∣∣∣∣∣CnδRClδR
∣∣∣∣∣ , (3.62)∣∣∣∣ YRmV¯T
∣∣∣∣ = 0.0097 1. (3.63)
Assuming that these conditions are met, the lateral-directional dynamics may be decoupled to simplify
the design of the lateral controllers. It is important to note that even though the decoupling conditions
are met, the lateral-directional are not actually fully decoupled, as rudder deflections will induce
rolling moments, and aileron deflections will induce yaw. These manifestations are typically treated
as disturbances to the respective lateral controllers and therefore full decoupling is still assumed in
their design [26].
For the directional regulation, a design architecture proposed by Gaum [15] was implemented. The
purpose of this architecture was to attain two goals:
1. Damping the Dutch roll mode which primarily govern the yaw rate and sideslip angle. Typically
the Dutch roll mode poles are lightly damped, and adding to the damping will improve the
lateral specific acceleration response, and decrease the effects of the weak coupling between the
directional and lateral dynamics.
2. Keeping the lateral specific acceleration zero, to ensure that the conditions for the simplifying
assumptions are satisfied [15].
The block diagram of the directional controllers is shown in Figure 3.11. In this architecture, two
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1
s
Lateral
Dynamics
BWc
BWδR
CBW ,R R
s
s+ωf
KR
+
Figure 3.11: Overview of the directional control architecture
separate controllers are used in parallel to actuate the rudder deflection: a Dutch roll damper and a
lateral specific acceleration (LSA) controller. The Dutch roll damper adds artificial damping to the
Dutch roll mode (which is typically lightly damped), and contributes the high frequency portion of the
rudder command. The LSA controller regulates the lateral specific acceleration of the aircraft, and
contributes the low frequency portion of the rudder command. The reference command for the LSA
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controller is typically set to zero during conventional flight to enforce minimal sideslip perturbations.
The frequencies at which these controllers operate are set to be far apart such that a time scale
separation exists between the two controllers. Gravity is treated as an external disturbance to be
rejected by the controllers. The decoupled dynamics describing the lateral behaviour of the aircraft
are given by, β˙
R˙
 =
 YβmV¯ YRmV¯ − 1
Nβ
Izz
NR
Izz
β
R
+
 YδRmV¯
NδR
Izz
 δR, (3.64)
BW =
[
Yβ
m
YR
m
]β
R
+ [YδR
m
]
δR. (3.65)
3.3.1.1 Dutch roll Damper
The Dutch roll damper receives the yaw rate as feedback to generate a rudder command. The yaw
rate signal is first fed through a high-pass filter before being multiplied by the feedback gain KR, and
fed to the rudder. The high-pass filter allows the Dutch roll motions to pass through while blocking
low frequency yaw rates. This has the effect of providing damping when high frequency yaw rate
perturbations are experienced while at the same time providing no feedback that would oppose low
frequency yaw rates such as those experienced in constant turns [27]. The transfer function of the
high-pass filter is given by
D(s) =
KRs
s+ ωf
, (3.66)
where ωf is the filter’s cut-off frequency. The high-pass filter’s cut-off frequency was chosen to be one
third the frequency of the open-loop Dutch role mode poles, to ensure that the Dutch roll mode re-
sponse lies within the filter’s passband. The open-loop frequency was calculated from the characteristic
equation derived from the lateral dynamics to be,
ωol =
√
1
Izz
[
Yβ
mV¯
NR +
(
1− YR
mV¯
)]
. (3.67)
Next, the proportional gain for the Dutch roll damper KR was calculated using a root locus design.
As can be seen from Figure 3.12, the damping ratio of the open-loop Dutch roll mode poles is
ζol = 0.18. (3.68)
As the objective of the Dutch roll damper is to improve the damping ratio of the Dutch roll mode,
the gain has been selected such that the closed-loop Dutch roll mode poles have a damping ratio of
ζcl = 0.65. (3.69)
From Figure 3.12 it is apparent that the position of the real pole, indicating the roll mode, has
barely moved, validating the assumption that the Dutch roll damper has a negligible effect on the roll
dynamics. The characteristics of the closed-loop Dutch roll mode poles are,
ωncl = 3.732 rad/s, (3.70)
ζcl = 0.65. (3.71)
The Dutch roll mode responses before and after adding the Dutch roll damper are shown in Figure
3.13. The responses show that the Dutch roll damper clearly improves the damping of the Dutch roll
mode.
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Figure 3.12: Root locus plot of Dutch roll mode dynamics
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Figure 3.13: Damping improvement with Dutch roll damper
3.3.1.2 Lateral Specific Acceleration Regulation
As the high frequency damping component of the lateral dynamics has now been dealt with, the
second goal of the lateral controllers can be addressed which is to regulate the aircraft’s lateral specific
acceleration to zero in steady state. The LSA controller uses the lateral specific acceleration, measured
by the body-fixed accelerometers, as feedback to actuate the low frequency rudder commands. The
pole-zero map of the LSA dynamics, shown in Figure 3.14, shows a non-minimum phase zero, similar
to that of the NSA dynamics. However, the NMP zero is at a lower frequency than the Dutch roll
mode poles, and therefore, Peddle argues [26], it cannot simply be ignored, as its frequency is too
low. Peddle proposes making the LSA controller so slow that it will be time scale separated from the
Dutch roll dynamics.
If the closed-loop LSA poles are placed at a much lower frequency than the Dutch roll dynamics,
the plant for the LSA controller can be approximated by the following equation,
BW ≈ KssδRL , (3.72)
where δRL is the lower frequency rudder deflection commanded by the LSA controller, and Kss is the
steady-state gain of the plant transfer function from rudder input to LSA output. The plant gain Kss,
is derived by [15] as,
Kss =
YδRYβ
mIzz
(
Nβ
Yβ
− NδR
YδR
)
1
ω2n
. (3.73)
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Figure 3.14: LSA open-loop pole-zero map
The LSA controller is an integral controller that commands a rudder deflection proportional to the
integral of the difference between the measured lateral specific acceleration and the commanded lateral
specific acceleration. The integrator ensures that the lateral specific acceleration error is regulated to
zero in steady state. The control law is defined to be,
δRL = −KEEB, (3.74)
where KE is the integral gain, and EB is the integral of the lateral specific acceleration error, expressed
mathematically by the following differential equation,
E˙B = BW −BWc , (3.75)
where BW is the measured lateral specific acceleration and BWc is the commanded lateral specific
acceleration. The integral control will also improve the robustness of the LSA controller to parameter
uncertainty, especially to uncertainty in the approximated steady-state plant gain in Equation 3.73.
The LSA closed-loop system is obtained by substituting the control law into the approximated LSA
dynamics of Equation 3.72, which yields,
E˙B =
[
−KssKE
]
EB +
[
−1
]
BWc , (3.76)
and the closed-loop characteristic equation as,
s+KssKE = 0. (3.77)
Comparing its coefficients with the desired characteristic equation,
αc(s) = s+ a (3.78)
where a is the location of the closed-loop pole corresponding to the open-loop integrator pole, delivers
a closed-form solution for the integrator feedback gain as a function of location of the closed-loop pole
a as,
KE =
a
Kss
, (3.79)
To ensure an adequate time scale separation from the Dutch roll mode poles, the integrator pole is
now placed at a frequency at least five times lower than the natural frequency of the Dutch roll mode
poles placed by the Dutch roll damper,
ωncl = 3.732 rad/s. (3.80)
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Therefore,
a = 0.747. (3.81)
Figure 3.15 shows the open- and closed-loop poles and zeroes of the LSA controller, and the closed-
loop step response. Figure 3.15b compares the linear and nonlinear HIL step responses of the LSA
controller, from which it is clear that the responses agree very well.
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Figure 3.15: Poles and zeroes for the open- and closed-loop LSA control system, and closed-loop linear
and HIL step responses
The impulse responses of the lateral specific acceleration, with and without the Dutch roll damper
and the LSA controller, were simulated in nonlinear HIL simulations and are shown in Figure 3.16.
A rudder disturbance was superimposed on the control signal and then removed to allow the lateral
dynamics to recover. The open-loop impulse response without the Dutch roll damper and the LSA
controller is lightly damped, while the closed-loop impulse response with the Dutch roll damper and
LSA controller is well-damped and slightly faster than the open-loop response. The resultant behaviour
was considered acceptable for the project.
3.3.2 Roll Rate Controller
The roll rate controller is an inner-loop controller of the directional system. The block diagram of
the roll rate controller architecture is shown in Figure 3.17. The roll rate controller is a proportional
plus integral (PI) controller that receives a roll rate reference command and uses feedback from a
roll rate sensor to actuate the aileron deflection. The integral term is included to reject any constant
rolling moment disturbances, to compensate for parameter uncertainty, and to ensure zero steady-state
tracking error in roll rate.
3.3.2.1 Design
Following the discussion in the previous section regarding the decoupling of the lateral and directional
dynamics, the simplified model used for the design of the roll rate controller consists of a single high
frequency real pole (the roll mode pole),
P˙ =
[
L¯P
Ixx
]
P +
[
L¯δA
Ixx
]
δA. (3.82)
Augmenting the integrator pole,
E˙P = P − Pc, (3.83)
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Figure 3.16: Lateral specific acceleration response to rudder impulse, with and without Dutch roll
damper and LSA controller
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Figure 3.17: Overview of the roll rate control architecture
and applying the PI control law,
δA = −KP (P − Pc)−KEEP , (3.84)
where EP is the integral of the roll rate error, and KP and KE are the proportional and integral
control gains respectively, yields the following closed-loop system: P˙
E˙P
 =
 L¯P−L¯δAKPIxx − L¯δAIxx KE
1 0
 P
EP
+
 L¯δAIxx KP
−1
Pc. (3.85)
The closed-loop characteristic equation was calculated as
αc(s) = s
2 +
(
L¯δAKP − L¯P
Ixx
)
s+
L¯δA
Ixx
KE . (3.86)
Comparing the above coefficients to those of the desired characteristic equation, defined as,
αc(s) = s
2 + α1s+ α0, (3.87)
52
Stellenbosch University  https://scholar.sun.ac.za
Chapter 3. Controller Design 53
yields the closed-form solutions for the control gains as,
KP =
α1Ixx + L¯P
L¯δA
, (3.88)
KE =
α0Ixx
L¯δA
. (3.89)
3.3.2.2 Pole Placement and Simulation
It was decided to place the closed-loop roll rate pole p1, at its open-loop counterpart in order to
minimise the required control effort, and to place the closed-loop pole p2 that originates from the
open-loop integrator slightly slower, at approximately 75% the frequency of the roll rate pole p1:
p1 =
∣∣∣∣ L¯PIxx
∣∣∣∣
= 9.04 rad/s,
(3.90)
p2 = 0.75p1
= 6.78 rad/s.
(3.91)
Figure 3.18a shows the closed-loop pole-zero map for the roll rate control system. The pole-zero
plot shows that the closed-loop poles are located exactly at the desired locations, and that the PI
controller zero is located exactly on the closed-loop roll mode pole, at s = −9.04. Since the closed-
loop pole that corresponds with the open-loop integrator pole is the slower pole, it is the dominant
pole that determines the transient response. The simulated closed-loop unit step response of the
roll rate controller is shown in Figure 3.18b. The response shows that the roll rate controller has
a fast transient response with a time constant of 0.15 seconds (which corresponds to the dominant
closed-loop pole at s = −6.78) and a zero steady-state tracking error.
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Figure 3.18: Poles and zeroes of open- and closed-loop roll rate system, and closed-loop step response
of the roll rate controller
Similar to what was done for the NSA controller, it was decided to add the aileron actuator dynamics
to the closed-loop model of the roll rate controller so that a more realistic comparison can be made
between the linear response and the full nonlinear HIL simulation response. The closed-loop roll rate
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controller response of Equation 3.85 was therefore augmented with the following equation that models
the aileron actuator dynamics,
δ˙A = − 1
τδA
δA +
1
τδA
δAc . (3.92)
where δA is the aileron deflection, δAc is the aileron deflection command, and the τδA is the aileron
actuator time constant. The step response of the augmented linear model of the roll rate closed-
loop dynamics compared to the step response of the nonlinear HIL simulation is shown in Figure
3.19. The nonlinear response shows a slower rise time, and a marginally higher overshoot and longer
settling time. It is important to note that the LSA controller was enabled when the roll rate step
was commanded, and due to the inherent coupling that exists between the lateral and directional
dynamics, any irregularities in the LSA controller would influence the observed roll rate. Despite the
small discrepancies in the step responses, the linear and nonlinear responses are sufficiently similar,
and the performance of the roll rate controller in nonlinear simulation is satisfactory.
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Figure 3.19: Closed-loop roll rate controller with actuator delay step response
3.3.3 Roll Angle Controller
This section discusses the design of the roll angle controller. The roll angle controller is a middle-loop
controller that controls the bank angle of the aircraft using the roll rate controller as its inner-loop
controller. The block diagram of the roll angle controller architecture is shown in Figure 3.20.
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Figure 3.20: Block diagram of the roll angle control architecture
The roll angle controller is a proportional controller that receives a roll angle reference command and
uses the roll angle as feedback and actuates the roll rate reference for the inner-loop roll rate controller.
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3.3.3.1 Design
The roll angle controller is a simple proportional controller that commands a roll rate proportional to
the difference between the roll angle reference and the current roll angle, as follows
Pc = −KΦ(Φ− Φc) (3.93)
The natural integration from roll rate to roll angle makes the system type 1 which means that the
proportional controller can provide zero steady-state tracking error.
A root locus design can be performed to calculate the proportional gain for the roll angle controller.
The open-loop transfer function is obtained by augmenting the roll rate controller closed-loop dynamics
(Equation 3.85) with a roll angle state, and converting the augmented state space representation to a
transfer function with roll rate command as the input and roll angle as the output.
The following state space representation for the closed-loop system can then be obtained by sub-
stituting the proportional control law into the augmented state space representation of the open-loop
system, 
P˙
E˙P
Φ˙
 =

L¯P−L¯δAKP
Ixx
− L¯δAIxx KE
L¯δA
Ixx
KPKΦ
1 0 −KΦ
1 0 0


P
EP
Φ
+

L¯δA
Ixx
KPKΦ
−KΦ
0
Φc. (3.94)
3.3.3.2 Root Locus Design and Simulation
The following specifications were selected for roll angle controller: the transient response should be
well-damped and sufficiently fast, with minimal overshoot and a 2% settling time of less than two
seconds, and the steady-state tracking error should be zero.
To achieve this, root locus design was performed to calculate the required control gain KΦ. Figure
3.21a shows the root locus plot of the roll angle control system, with the settling time specification
clearly indicated. Figure 3.21b shows a comparison of the closed-loop step responses of the both
the linear model and the nonlinear HIL simulation. The linear and nonlinear responses match very
well, except for some small disturbances observed in the nonlinear response. (The same disturbances
are already present in the nonlinear roll rate response shown in Figure 3.19). The origin of these
disturbances may be coupling from the LSA dynamics into the roll dynamics and/or coupling from
the longitudinal dynamics into the lateral dynamics. Note that these coupling disturbances are not
modelled by the linear roll angle dynamics model, but they are present in the full nonlinear simulation
model.
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Figure 3.21: Root locus plot and step response of the closed-loop roll angle controller
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3.3.3.3 Practical Considerations
Since this project deals with upset recovery, the roll angle controller must be able to operate over the
entire range of bank angles from -180 degrees to +180 degrees, and may even wrap around from +180
degrees to -180 degrees, and vice versa. When the aircraft operates close to a roll angle of +/-180
degrees, the normal method of calculating the roll angle error for the roll angle controller,
eΦ = Φ− Φc, (3.95)
could result in undesirable behaviour, where eΦ is the roll angle error, Φc is the roll angle command,
and Φ is the current roll angle. Consider the scenario where the aircraft is flying at a roll angle of
+175 degrees and is then commanded to go to a roll angle of -175 degrees. The shortest path from
+175 degrees to -175 degrees would be to roll through +180 degrees, wrap around to -180 degrees and
to proceed to -175 degrees, traversing a total bank angle change of only 10 degrees. However, the roll
angle controller would calculate the roll angle error as
Φe = 175− (−175) = 350, (3.96)
and would then command a negative roll rate proportional to this positive bank angle error, as follows
Pc = −KΦΦe. (3.97)
The result would be that the aircraft would take the long way around from a roll angle of +175 degrees
to a roll angle of -175 degrees traversing a total roll angle change of 350 degrees, indicated by the
red roll angle trajectory in Figure 3.22. The roll angle would thus not follow the shortest trajectory
to the commanded value. The green roll angle trajectory in Figure 3.22, is the desired shortest roll
angle trajectory. To ensure that the roll angle controller always uses the shortest path between two
Φ = 175◦ Φc = −175◦
eΦ1 = 350
◦
eΦ2 = −10◦
z
y
Figure 3.22: Illustration of problematic roll angle error calculation
roll angles, the following alternative method for calculating the roll angle error is proposed: first a
new axes system was defined, with the z-component pointing in the direction of the body x-axis, as
is seen in Figure 3.23. Then two unity vectors were defined, zc and z, that describes the commanded
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Figure 3.23: Roll angle axes
roll angle and current roll angle respectively:
zc = cos Φci + sin Φcj (3.98)
z = cos Φi + sin Φj, (3.99)
and with eΦ the angle made between the vectors. Taking the dot-product of zc and z delivers the
cosine of the magnitude of the desired roll error,
zc · z = |zc| |z| cos eΦ
= cos eΦ,
(3.100)
as zc and z are both unity vectors. Next, to get the correct sign of the error, the cross-product of zc
and z were taken to yield,
zc × z = cos Φc sin Φ− sin Φc cos Φ
= sin eΦ.
(3.101)
Dividing the of cross-product with the dot-product, and taking its inverse tangent yields the desired
roll angle error to be used in the roll angle control law,
eΦ = tan
−1
(
zc × z
zc · z
)
. (3.102)
The proportional control law in Equation 3.93 should therefore be changed from
Pc = −KΦ (Φ− Φc) (3.103)
to
Pc = −KΦeΦ (3.104)
where eΦ is calculated using Equation 3.102.
3.4 Summary
This chapter described the flight control system that will be used to execute the upset recovery
trajectories provided by the automatic upset recovery system, and also presented the detailed design
and simulation verification of each individual controller.
The flight control system consists of a set of longitudinal controllers and a set of lateral flight
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controllers. The longitudinal flight controllers include an airspeed controller, an inner-loop normal
specific acceleration (NSA) controller, and a middle-loop flight path angle controller. The lateral flight
controllers consist of an inner-loop Dutch roll damper and later specific acceleration (LSA) controller,
an inner-loop roll rate controller, and a middle-loop bank angle controller. All of the longitudinal and
lateral flight controllers were designed with upset recovery in mind, and were verified and evaluated
using both linear and nonlinear simulations.
Now that the flight control system has been established and its flight controllers have been designed
and verified, the next chapter will present the trajectory planning algorithm that will generate the
optimal upset recovery trajectories to be executed by the flight control system.
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Trajectory Planning
The attitude and flight vector recovery problem was divided into two principle subproblems: trajectory
planning, and trajectory execution. This chapter focuses on the trajectory planning subproblem by
presenting an optimal attitude and flight vector upset recovery trajectory planner, while the next
chapter focusses on the trajectory execution subproblem. The optimal trajectory planner provides
references to the flight control systems developed in Chapter 3. The proposed trajectory planner
attempts to simultaneously recover the aircraft’s airspeed, bank angle and flight path angle from
upset conditions, while keeping the altitude lost during the recovery as little as possible.
The recovery problem is formulated as an optimal control problem and then solved using dynamic
programming (DP) following the method that was developed by Engelbrecht (the supervisor for this
Master’s degree project) for his doctoral dissertation [3]. However, Engelbrecht’s upset recovery system
was developed for a large commercial airliner, and not for a small fixed-wing UAV. The flight control
system of a large commercial airliner differs significantly from the flight control system of a small
unmanned aerial vehicle. Large commercial aircraft are typically equipped with angle of attack sensors,
and their flight control systems include inner-loop angle of attack controllers. Engelbrecht’s attitude
and flight vector recovery system was therefore designed to use an inner-loop angle of attack controller.
Small fixed-wing UAVs are typically not equipped with angle of attack sensors, and the attitude and
flight vector recovery system therefore had to be adapted for this project to be compatible with the
flight control architecture of a small fixed-wing UAV. This required the trajectory planning to be
reformulated to use an inner-loop normal specific acceleration controller (that uses feedback from
acceleration sensors) instead of an inner-loop angle of attack controller.
The dynamic programming algorithm generates the optimal state trajectories and the associated
sequence of control inputs to recover the aircraft from all recoverable initial states to straight and level
flight with minimum altitude loss, while adhering to the aerodynamic and structural constraints of the
aircraft. A hierarchical, multi-objective cost function that was also introduced by Engelbrecht is used
to minimise the altitude loss during the recovery as a primary objective, to minimise the maximum
airspeed reached as a secondary objective, and the recover the bank angle to wings level as quickly
as possible as a tertiary objective. Dynamic programming suffers from the “curse of dimensionality”,
limiting its application to lower-dimensional problems. Therefore, the aircraft dynamics are first
simplified to a reduced-order model that describes the slower point mass translational dynamics, while
the time scale separation between the slow point mass translational dynamics and the fast rigid body
rotational dynamics is exploited to abstract away the faster rotational dynamics. The reduced-order
model obtained through this time scale separation, allows the optimal control problem to be solved
with dynamic programming.
The dynamic programming algorithm generates a lookup table that contains the optimal state
trajectories and the optimal control sequences to recover the aircraft from all recoverable initial states
in a quantised state space. The dynamic programming lookup table is pre-generated oﬄine using
MATLAB, and stored on board the aircraft for the flight control system to access. Because the
changes in altitude are calculated beforehand, the dynamic programming table can predict how much
altitude will be lost during the recovery.
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The chapter starts by defining the objectives of the trajectory planner for attitude and flight vector
recovery, and then gives an overview of the approach. Next, the reduced-order model of the aircraft
on which the dynamic programming is applied is described. This is followed by some background
information on dynamic programming, including its history and its advantages and disadvantages.
Next, the requirements and conceptual design of the upset recovery trajectory planner are presented,
followed by a detailed formulation of the upset recovery problem as an optimal control problem. The
application of the dynamic programming algorithm to solve the optimal control problem and generate
the planned recovery trajectories is then described. Finally, the planned recovery trajectories produced
by the dynamic programming algorithm are then presented and discussed. The results include maps
of the recoverable and unrecoverable initial states, and some examples of typical recovery scenarios.
4.1 Objectives
The optimal attitude and flight vector recovery must recover the aircraft’s airspeed to an acceptable
range, the flight path angle to level flight, and the bank angle to wings level, while minimising the
altitude lost during the recovery as a primary objective. During the recoveries, the aircraft must not
exceed its aerodynamic envelope (angle of attack and sideslip angle) or its structural integrity envelope
(normal load factor limits and maximum airspeed limits), and it must adhere to the constraints on
the aircraft dynamics. The attitude and flight vector recovery system assumes that another recovery
system has already recovered the aerodynamic envelope, and therefore the inner- and middle-loop
controllers are again available to perform the attitude and flight vector recovery.
4.2 Approach
As dynamic programming is not suitable for high-dimensional problems, it is first necessary to obtain
a reduced-order model of the aircraft, so that dynamic programming can be used to solve the problem.
The reduced-order model only considers the slow point mass translational dynamics to describe the
aircraft’s behaviour. The time scale separation between the fast rigid body rotational dynamics and
the slow point mass translational dynamics was exploited to abstract away the rotational dynamics.
Engelbrecht [3] argues that because of the time scale separation, the rotational dynamics can be
neglected, and a reduced-order model consisting of only the point mass translational dynamics can be
used to describe the aircraft’s behaviour. The rigid body rotational dynamics describe the motion of
the aircraft body relative to its own velocity vector, mainly due to the aerodynamic moments acting
on the aircraft body. It includes states such as the incidence angles and the body angular rates,
and inputs from the aerodynamic control deflection surfaces. The rigid body rotational dynamics are
encapsulated by the high-bandwidth inner-loop controllers and change over time scales much shorter
than the slower point mass translational dynamics. The point mass translational dynamics describe
the aircraft velocity vector relative to the inertial reference frame, due to the forces acting on the
aircraft. It includes the aircraft’s airspeed, flight path angle, wind axis bank angle, with inputs such
as normal acceleration, roll rate, and thrust.
Secondly, the attitude recovery problem is formulated as an optimal control problem in order to
be solved with dynamic programming. Optimal control theory aims to find an admissible control law
that would cause a system to meet certain optimality criteria, typically specified by a cost function
that must be minimised. In this project, a hierarchical multi-objective cost function, introduced by
Engelbrecht [3], was adopted as the cost to be minimised in the optimal control problem. The cost
function has three objectives, of which the primary objective is to minimise the altitude lost by the
aircraft during the recovery, the secondary objective is to keep the maximum airspeed reached during
the recovery to a minimum, and the tertiary objective is to recover the bank angle to wings level as
quickly as possible.
Next, the problem is discretised in time and state. The discretisation in time defines the different
decision stages, whereas the discretisation in state defines a finite number of decisions to be made at
each stage. Transitioning from one state to another is constrained by sets of admissible control inputs
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to the inner-loop controllers, in order to prohibit the normal load factor, roll rate and airspeed from
exceeding the aerodynamic and structural integrity envelopes of the aircraft.
Finally, dynamic programming is used to solve the optimal control problem. Dynamic program-
ming is typically applied to optimisation problems in which a set of choices are made to arrive at an
optimal solution, and is discussed further in the following section.
4.3 Dynamic Programming
Dynamic programming is a numerical algorithm that was conceived to optimally plan multi-stage
processes. The field of numerical trajectory optimisation has experienced significant growth since
the 1960’s, resulting from the continuous increase of computational power and available memory.
Numerical methods can be categorised according to policy optimisation and trajectory optimisation
methods. Policy optimisation methods, which include dynamic programming, deals with closed-loop
solutions, and considers the entire state space to generate a solution for all the initial states, as
a function of the state. Trajectory optimisation deals with open-loop solutions, and are typically
suitable for high-dimensional problems. It considers single initial states from which to produce optimal
trajectories, to provide the single trajectory solution as a function of time [28].
Dynamic programming solves a complex problem by breaking it down into a collection of simpler,
overlapping subproblems, and finding and storing the solutions to these subproblems. The dynamic
programming algorithm pre-generates the optimal state trajectories and the control input sequences
oﬄine, which is stored in a lookup table, ready to be accessed online. The algorithm makes use of the
principle of optimality1 to solve each subproblem only once, storing its solution. When the subproblem
arises again, the algorithm already has access to the solution, and therefore saves time by not having to
recalculate it. This is an example of time-memory trade-off, where more memory is used to drastically
reduce the amount of calculations required to determine the optimal solution. In order for a problem
to be tractable to be solved using dynamic programming, two conditions must be satisfied: the first
condition is that the problem must contain optimal substructure, meaning that an optimal solution
to the problem must contain within it optimal solutions to its subproblems, so that the principle of
optimality would be applicable; and the second condition that the problem must contain is overlapping
subproblems, meaning that the space of subproblems must be small enough that a recursive algorithm
for the problem would repeatedly encounter the same subproblems, rather than always producing new
subproblems. Dynamic programming takes advantage of overlapping subproblems by solving each
subproblem once, and storing the solution in a table, ready to be accessed when needed [30, 31].
Dynamic programming produces optimal solutions for all possible initial states for which solutions
exist. This is achieved by the algorithm searching for optimal trajectories from every state in the
conceivable state space to the desired terminal states. A lookup table is produced that contains
the optimal trajectories from every state to the terminal states. The lookup table also contains
the necessary control inputs required for all the state transitions as well as the cost associated with
transitioning from each state to the final state [30, 32, 33].
4.3.1 Advantages and Limitations
Dynamic programming solutions have many advantages, but also limitations. The advantages of using
dynamic programming include:
 A drastically reduced number of calculations are required to determine the optimal solutions, as
the principle of optimality is used [32, 33].
 Optimal state trajectories and control input sequences for all recoverable initial states to the
desired terminal states are generated
1The principle of optimality states that if the optimal state trajectory from a given initial state to a terminal state
passes through an intermediate state, then the trajectory from that intermediate state to the terminal state is the optimal
trajectory from that intermediate state to the terminal state [29, 3].
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 A lookup table is produced that is computationally light to implement, in spite of the computa-
tionally intensive algorithm to produce the table.
 Specific to this project, the altitude lost during each recovery trajectory is calculated and stored.
However, dynamic programming also has some limitations. The main drawback of dynamic pro-
gramming is referred to as the “curse of dimensionality”, as first introduced by Bellman [32], who
also first developed dynamic programming. For high-dimensional systems, the algorithm’s memory
requirements become restrictive, prohibiting the inclusion of many, possibly necessary states to the
solution space.
By discretising the problem in state and time, discretisation errors may occur. The continuous
state space is descretised into a finite number of discrete states, representing a finite number of
decisions that can be made at each state. The time discretisation limits the optimal solution to a fixed
time interval between decision stages. By limiting the decisions and decision stages too much, the
dynamic programming algorithm may generate state trajectories that compare very poorly against
other optimal planning algorithms.
In spite of its limitations, dynamic programming remains a powerful tool that provides robust
solution to decision making problems.
4.4 Reduced-Order Model
This section describes the reduced-order model of the aircraft’s flight dynamics that will be used
by the dynamic programming algorithm to perform the optimal recovery trajectory planning. The
reduced-order model was obtained according to the work done by Engelbrecht [3] to simplify the
flight dynamics. As previously stated, the rotational dynamics are neglected on the basis that a time
scale separation exists between the slower point mass translational dynamics and the fast rigid body
rotational dynamics. The rigid body rotational dynamics are therefore abstracted away so that the
behaviour of the aircraft is described by just the point mass translational dynamics.
The reduced-order model of the aircraft’s point mass translational dynamics will be described with
the aid of Figure 4.1. The point mass translational dynamics describe the aircraft’s velocity vector
relative to the inertial reference frame, and is expressed in terms of the velocity magnitude V¯ , the
flight path angle γ, and the flight path heading angle ψW . The wind axis bank angle ΦW is used to
describe the aircraft’s rotation about the velocity vector [34]. The primary forces dictating the motion
of the point mass are the aerodynamic lift L, drag D, and side force Y , the thrust T produced by the
propeller, and gravity.
From Figure 4.1, the point mass translational dynamics can be presented by,
˙¯V =
T −D −mg sin γ
m
, (4.1)
γ˙ =
L cos ΦW − Y sin ΦW −mg cos γ
mV¯
, (4.2)
Φ˙W = PW , (4.3)
where m is the aircraft mass, g is the gravitational acceleration, PW is the wind axis roll rate,
˙¯V is
the airspeed rate of change, γ˙ is the flight path angle rate of change, and Φ˙W is the rate of change
of the wind axis bank angle. Note that the flight path heading angle ψW has been omitted from the
reduced-order model, as it does not couple back into any of the other states, and has no contribution
to the recovery cost functions as the heading angle is irrelevant from the viewpoint of upset recovery.
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Figure 4.1: Point mass translational dynamics
The aerodynamic lift L, side force Y , and drag D were modelled using the following simplified aero-
dynamic force equations:
L = −mCW , (4.4)
Y =
1
2
ρV¯ 2SCY (α, β), (4.5)
D =
1
2
ρV¯ 2S
[
CD0 +
C2L(α)
piAe
]
, (4.6)
where α is the angle of attack, β is the sideslip angle, m is the aircraft mass, CW is the normal
specific acceleration, ρ is the air density, S is the wing surface area, and CL, CY and CD0 are the
non-dimensional aerodynamic coefficients for lift, side force and parasitic drag respectively. A is the
wing aspect ratio and e is the Oswald efficiency factor. These simplified equations were obtained
on the basis that the aerodynamic lift, side force and drag, are mainly produced by the dynamic
pressure 12ρV¯
2, and the angle of attack and the sideslip angle, and that the angular rates and actuator
deflections have negligible contributions to these forces. The lift force L is set equal to the product of
the aircraft mass m, and the normal specific acceleration CW .
It is desired to use the thrust T , the wind axis roll rate PW , and the normal specific acceleration
CW as inputs to control the states of the reduced-order aircraft model, namely the airspeed V¯ , the
flight path angle γ, and the wind axis bank angle ΦW , presented by,
x =
[
V¯ γ ΦW
]T
. (4.7)
Therefore, the lift force L was presented in terms of the normal specific acceleration CW , so that the
normal specific acceleration can be used to control the flight path angle rate in of change in Equation
4.2, and eventually the flight path angle. The bank angle dynamics already include the wind axis
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roll rate PW to be used as control input, and the airspeed dynamics already include the thrust T as
control input. Therefore, the control input vector is,
u =
[
CW PW T
]T
. (4.8)
Even though the propeller is body-fixed, the approximation is made that the direction of the thrust
vector is aligned with the direction of the velocity vector, and that the thrust has no components in
the normal or lateral wind axis directions. As described in Chapter 2 (Aircraft Dynamics), the thrust
dynamics is modelled as,
T˙ =
[
− 1τe
]
T +
[
1
τe
]
Tc, (4.9)
where T is thrust, T˙ is the thrust rate of change, Tc is the thrust command, and τe is the engine time
constant. The aircraft’s normal specific acceleration and roll rate are controlled by the inner-loop
controllers with time constants very small compared to the time constants of the slow translational
dynamics. The lag dynamics of the wind axis roll rate and the normal acceleration therefore do
not need to be included, as they change over time scales sufficiently shorter than the point mass
translational dynamics, and are assumed to change instantaneously in response to their commanded
values.
4.5 Optimal Trajectory Planner
This section describes the optimal trajectory planner that generates the optimal recovery trajectories
to recover the aircraft from attitude and flight vector upset conditions to straight and level flight
with minimum altitude loss. The trajectory planner generates the optimal state trajectories in terms
of the airspeed, the flight path angle, and the bank angle, and the associated optimal sequence of
control inputs in terms of thrust command, normal specific acceleration command, and wind axis roll
rate command, from all recoverable initial state, to the desired terminal states. The optimal state
trajectories are provided as references to the middle-loop controllers, and the optimal control inputs
are provided as references to the inner-loop controllers.
4.5.1 Requirements
The following requirements are set for the optimal recovery trajectory planner:
 The aircraft must be recovered from high bank angles, high flight path angles, underspeed and
overspeed conditions, and combinations of these conditions.
 The aircraft must be recovered to an acceptable airspeed range, to a straight and level flight
path angle, and wing level bank angle.
 The aircraft must be recovered with minimum altitude lost during the recovery.
 During the recovery, the aircraft must not exceed its structural integrity envelope (maximum
speed, maximum load factor) or its aerodynamic envelope (maximum angle of attack, maximum
sideslip angle).
 The recovery must be performed within the dynamic constraints of the aircraft.
 The recovery must be performed within the limits of the normal specific acceleration commands,
the roll rate commands, and the thrust commands imposed by the inner-loop controllers and
the engine.
 The optimal trajectory planner must be compatible with the flight control system and sensors
that are typically available on a small fixed-wing UAV.
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 The optimal trajectory planner must be executed in real-time on the onboard computer of a
small fixed-wing UAV, and must therefore operate within its processing and memory limits.
4.5.2 Architecture
A conceptual block diagram of the optimal recovery trajectory planner is shown in Figure 4.2.
x∗(k) =
[
V¯ ∗, γ∗,Φ∗W
]
, k = 1, 2, · · · , N
Optimal Recovery
Trajectory Planner
optimal state trajectory
u∗(k) =
[
C∗Wc , P
∗
Wc
, T ∗c
]
, k = 1, 2, · · · , Noptimal control sequence
Jh∗predicted peak altitude loss
J V¯ ∗predicted peak overspeed
initial upset state
x(1) =
[
V¯ , γ,ΦW
]
Figure 4.2: Optimal attitude and flight vector recovery trajectory planner
When the recovery is activated, the trajectory planner uses the current state of the aircraft as the
initial state and generates the optimal input sequences (normal specific acceleration, roll rate, and
thrust) and the optimal state trajectories (airspeed, flight path angle, and bank angle) to recover the
aircraft. The trajectory planner also outputs the predicted maximum altitude loss and the predicted
maximum airspeed that will be reached during the recovery based on the initial state of the aircraft.
The optimal inputs are then supplied as references to the inner-loop controllers (thrust, normal spe-
cific acceleration control, and roll rate control), while the optimal state trajectories are supplied as
references to the middle-loop controllers (flight path angle control, and roll angle control). In Chapter
5, four different control architectures will be investigated that use the inner-loop controllers and the
middle-loop controllers in different configurations to control the aircraft to practically execute the
planned recovery trajectory.
The optimal state trajectories, optimal input sequences, predicted maximum altitude loss, and
predicted maximum airspeed from all initial aircraft states are pre-calculated oﬄine by the dynamic
programming algorithm and are efficiently stored as lookup tables in the onboard computer of the
aircraft. The lookup tables allow the state trajectories and control sequences from any initial state
to be reconstructed online very quickly and with very little computational effort. It is important
to note that the recovery trajectory is generated based on the initial state of the aircraft when the
recovery is activated, and that the trajectory is not updated or re-planned during the execution of
the recovery, even if the executed trajectory deviates from the planned trajectory. The motivation
for this approach is that the trajectory planner provides the optimal recovery trajectories as reference
trajectories to be followed, and that the flight control system must control the aircraft to follow these
planned reference trajectories. If the executed trajectory deviates from the planned trajectory, then
the flight control system should correct the executed trajectory, and the trajectory planner should not
re-plan the reference trajectory.
4.6 Optimal Control Problem
This section provides a brief summary of the optimal control theory necessary to appreciate the
objectives of optimal control and the formulation of an optimal control problem. This is then followed
by the mathematical formulation of the upset recovery problem as an optimal control problem that is
tractable to be solved using dynamic programming.
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4.6.1 Optimal Control Background
Optimal control theory aims to find a control law that would cause a given system to meet some
optimality criterion, which is often specified as a cost function that must be minimised. In this project
the optimal control problem is to find admissible control input sequences that would produce optimal
state trajectories to recover the aircraft from unusual attitude and flight vector upset conditions to
straight and level flight, while minimising the altitude lost during the recovery. The optimal state
trajectories and control inputs are subject to a set of dynamic constraints, a set of terminal state
constraints, and sets of state variable and control input constraints. Formally, a optimal control law
u∗ must be found such that the system [33, 35, 36]
x˙(t) = f (x(t),u(t)) (4.10)
follows an optimal state trajectory x∗ that minimises the cost function
J = h (x(tf ), tf ) +
∫ tf
t0
g (x(t),u(t)) dt, (4.11)
where f represents the set of nonlinear, time-variant differential equations that describe the behaviour
of the states x(t) under the influence of the control law u(t). h is the terminal state cost function, g is
the state transition cost function, and t is time. Then x∗ is the optimal state trajectory to a specified
terminal state, and u∗ is the optimal control input sequence. The state and input constraints are
defined by
x(t) ∈ X , (4.12)
u(t) ∈ U , (4.13)
where X and U are predefined sets of admissible states and control inputs respectively. The terminal
state constraint is defined as
x(tf ) ∈ Xf , (4.14)
where Xf is the set of admissible final states to which the system must eventually transition.
4.6.2 Formulation of Optimal Control Problem
In this section, the attitude and flight vector recovery problem is mathematically formulated as an
optimal control problem. The reduced-order model of the aircraft dynamics is used to define the
dynamic system. The states of the dynamic model are the airspeed, flight path angle, and wind-
axis bank angle, and the inputs of the model are the thrust command, normal specific acceleration
command, and roll rate command. The physical limits on the aircraft’s airspeed, flight path angle,
and bank angle are translated into a set of state constraints, while the limits on the control inputs
are translated into a set of input constraints. The requirements of the recovery system to recover
the aircraft to straight and level flight within an acceptable airspeed range, are translated to a set of
terminal state constraints. The multi-objective cost function is defined by translating the objectives
to minimise the altitude lost during the recovery, to minimise the maximum airspeed reached during
the recovery, and the recover the bank angle to wings level as quickly as possible, into a hierarchical
cost function. The hierarchical cost function causes the primary objective to take precedence over the
secondary and tertiary objectives, and subsequently also for the secondary objective to take precedence
over the tertiary objective.
The optimal attitude and flight vector recovery problem is now mathematically formulated as an
optimal control problem as follows.
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Dynamic Model
The dynamic system used has already been given by the reduced-order nonlinear differential equations
in Equations 4.1 to 4.3. The model is further simplified by assuming that the lateral controllers in
Chapter 3.3.1 adequately regulate the sideslip angle β and lateral acceleration BW to zero. Therefore,
the aerodynamic side force Y in Equation 4.2 may also be omitted. By approximating the aerodynamic
lift force as the product of the aircraft mass m and the normal specific acceleration CW ,
L = −mCW , (4.15)
the final dynamic model f is obtained as,
˙¯V =
T −D −mg sin γ
m
, (4.16)
γ˙ =
−mCW cos ΦW −mg cos γ
mV¯
, (4.17)
Φ˙W = PW . (4.18)
The normal specific acceleration can now be used as a control input to regulate the flight path angle
γ.
State Vector
The state vector x consists of the airspeed V¯ , the flight path angle γ, and the wind axis bank angle
ΦW , and is defined as
x =
[
V¯ γ ΦW
]T
. (4.19)
The states therefore describe the behaviour of the aircraft’s point mass.
State Constraints
The physical limits on the airspeed, flight path angle, and bank angle are translated into a set of state
constraints, defined as a set of admissible states X to which x must be constrained. The constraints
on the states are specified by the following sets of admissible states:
V¯ ∈ [V¯min , V¯max] , (4.20)
γ ∈ [γmin , γmax ] , (4.21)
ΦW ∈ [ΦWmin ,ΦWmax ] , (4.22)
where V¯min and V¯max are the minimum and maximum admissible airspeeds, γmin and γmax are the
minimum and maximum admissible flight path angles, and Φmin and Φmax are the minimum and
maximum admissible bank angles considered for the recoveries. The minimum admissible airspeed is
selected as the lowest airspeed from where the aircraft is expected to recover, and may include the
stall speed. The maximum admissible airspeed is defined by the structural integrity envelope’s upper
airspeed limit. The admissible flight path angle range and bank angle range are defined by the range
of flight path angles and bank angles from which the aircraft is expected to be recovered.
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Terminal State Constraints
The set terminal states Xf to which the aircraft must recover is defined by
V¯ (tf ) ∈
[
V¯fmin , V¯fmax
]
, (4.23)
γ(tf ) = 0
◦, (4.24)
ΦW (tf ) = 0
◦, (4.25)
where V¯fmin and V¯fmax are the minimum and maximum values of the acceptable range of airspeeds to
which the aircraft must be recovered. The constraints placed on the terminal states are translated from
the objectives of the automatic upset recovery system to recover the airspeed to an acceptable range,
the flight path angle to straight and level flight, and the bank angle to wings level flight. Therefore,
the terminal flight path angle and bank angle must be zero degrees.
Control Input Vector
The control input vector u consists of the normal specific acceleration CW , the wind axis roll rate PW ,
and the thrust T , and is defined by
u =
[
CW PW T
]T
. (4.26)
Control Input Constraints
Constraints are placed on the control inputs to represent physical command limits and to prevent
excessive commands from being given to the flight control systems. The control input limits on
normal specific acceleration command, roll rate command, and thrust commands are translated into
control input constraints, defined by the following sets of admissible control inputs:
CW ∈ [CWmin , CWmax ] , (4.27)
PW ∈ [PWmin , PWmax ] , (4.28)
T ∈ [Tmin , Tmax ] , (4.29)
where CWmin and CWmax are the minimum and maximum normal specific acceleration limits, PWmin
and PWmax are the minimum and maximum roll rate limits, and Tmin and Tmax are the minimum
and maximum engine thrust limits. The load factor limits of the normal airplane category, specified
by the Federal Aviation Administration (FAA) [8], were used to set the limits of the normal specific
acceleration inputs. The normal specific acceleration was related to the normal load factor as,
CW = −gnL, (4.30)
where nL is the normal load factor, and g is the gravitational acceleration.
The angle of attack constraint is incorporated by translating it into a state-dependent input con-
straint, where the set of admissible normal specific acceleration control inputs is constrained as a
function of the current airspeed state. The angle of attack constraint is given as
αmin < α < αmax, (4.31)
where the angle of attack is calculated as a function of the normal specific acceleration and current
airspeed,
α = − mCW1
2ρV¯
2SCLα
− CL0
CLα
, (4.32)
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where αmin and αmax are the minimum and maximum admissible angle of attack values allowed by the
aerodynamic envelope. The relationship between the angle of attack α, the normal specific acceleration
CW and the airspeed V¯ is derived as follows. First, a simplified equation for the aerodynamic lift force
L is obtained, namely
L =
1
2
ρV¯ 2S [CL0 + CLαα] , (4.33)
where ρ is the air density, S is the reference surface area, CL0 is the aerodynamic lift coefficient when
the angle of attack is zero, and CLα is the aerodynamic lift coefficient quantifying the lift force due to
angle of attack. The simplification was performed on the basis that the primary contribution to the
lift force is the angle of attack, and that the pitch rate and elevator deflection can be neglected. The
relationship between the lift force L, the aircraft mass m, and the normal specific acceleration CW ,
L = −mCW , (4.34)
is then substituted into the simplified lift equation, to obtain
−mCW = 1
2
ρV¯ 2S [CL0 + CLαα] , (4.35)
which is then rearranged to make α the subject of the equation, as follows
α = − mCW1
2ρV¯
2SCLα
− CL0
CLα
. (4.36)
Hierarchical Cost Function
Now that the system and all its constraints have been defined, the state transition terms g of the cost
function J to be minimised, given by Equation 4.11, can be defined. As previously stated, the cost
function has three hierarchical objectives: the primary objective is to minimise the altitude lost during
the recovery, the secondary objective is to keep the maximum airspeed reached during the recovery
to a minimum, and the tertiary objective is to return the bank angle to wings level as quickly as
possible. The cost function was developed such that the primary objective always takes precedence
over the secondary and tertiary objectives. The primary cost function is the total altitude lost during
the recovery, and is defined by Engelbrecht [3] as,
Jh =
∫ tf
t0
max(−h˙(t), 0)dt (4.37)
=
∫ tf
t0
max
(−V¯ (t) sin γ(t), 0) dt, (4.38)
where t0 is the initial time, tf is the final time, and h˙ is the time rate of change of the altitude.
Note that the cost function increases with negative flight path angles, but that it does not decrease
if the flight path angle is positive. If this check was not included, the recovery algorithm would be
allowed to lose any amount of altitude, as long as it compensates for it by gaining altitude in another
stage of the recovery. The cost function therefore represents the altitude lost, and not the change in
altitude. If more than one solution produces the same amount of altitude lost, the secondary objective
is considered, which is the maximum velocity reached during the recovery:
J V¯ = max
(
V¯ (t)
)
, t ∈ [t0, tf ] . (4.39)
In the case that more than one solution produces the same costs for both the primary and secondary
objectives, the tertiary objective is considered, which is the time integral of the absolute value of the
wind axis bank angle. This would ensure that the bank angle recovers to wings level as quickly as
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possible, and is defined as
JΦ =
∫ tf
t0
|ΦW (t)| dt. (4.40)
The primary objective of the cost function takes precedence over the secondary and tertiary ob-
jectives, because the altitude lost is considered to be most important and should not be traded to
minimise the peak airspeed reached or the time it takes to recovery the bank angle. This is achieved
by first minimising the primary cost function Jh first, without considering the secondary or tertiary
objectives of the cost function. If the algorithm finds multiple solutions that minimise the primary
cost function, the solution that also minimises the secondary cost function is selected. In the event
that more than one solution is found that minimise both the primary and secondary cost functions,
the solution is chosen that also minimises the tertiary cost function.
4.7 Dynamic Programming Solution
This section describes the dynamic programming algorithm that is used to solve the optimal control
problem posed in the previous section. This section is primarily based on the control theory in Optimal
Control Theory: An Introduction by Kirk [33], and an implementation by Engelbrecht [3] to optimally
recover large transport aircraft.
4.7.1 Overview
The dynamic programming algorithm uses a discrete model to generate a solution. It therefore requires
the problem to be discretised in time to represent the different decision stages, and the state values to
be quantised to create a finite number of decisions to be made at each time step. The algorithm starts
at the final stage in time, then steps back one discrete time step and iterates through all the quantised
states in the admissible state space. For each state it calculates the cost to transition from the state
to each terminal state in the final time step, and the control inputs required for the transition. If
the control inputs are within their limits, the state transition is considered valid, and the current
state becomes an admissible state, meaning that it can now be used as an intermediate state in the
trajectory from other states to the terminal states. After attempting to find trajectories from all
states to the final states for the specific time stage, the algorithm steps back another discrete time
step to iterate through all the states again. For each state, the algorithm determines the control input
that would transition the system to an admissible state in the next time step, while minimising the
total path cost from the current state to the terminal state. The total cost of the trajectory from the
current state is now the sum of the cost to transition from the current state to the intermediate state,
and the cost to transition from the intermediate state to the terminal state. The algorithm continues
to step back in time until optimal trajectories from all states to the terminal states have been found,
or until no new trajectories can be found. The solution is then packed into a lookup table containing
the state vector array, the next best state indexes in the table, the necessary control inputs and the
altitude loss for each trajectory. The solution table stores the optimal state trajectories and control
sequences efficiently and the state trajectories and control input sequences from any initial state can
be reconstructed online very quickly and with very little computational effort. The table can easily be
navigated by the onboard computer, which makes it more suitable for implementation on the onboard
computer of a small fixed-wing UAV.
4.7.2 Design Decisions
Before setting up and executing the dynamic programming algorithm, the following necessary design
decisions were made.
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Engine Thrust
It was decided that the engine throttle command would be kept constant at the trim setting for straight
and level flight. During the recovery, the flight path angle would be used to regulate the airspeed,
and once the recovery manoeuvre is completed, the airspeed controller would take over to regulate the
airspeed by actuating the propeller speed. This decision was made because the open-loop commands
given to the throttle introduce uncertainties regarding the amount of thrust produced during practical
flight, as the air density may differ, and because the propeller efficiency changes with airspeed. In [3],
longitudinal recoveries with constant throttle were compared to recoveries with variable throttle, and
it was found that the altitude losses were very similar.
Discretising Sampling Period
The translational dynamics were discretised in time using a sampling period of
∆T = 1 s. (4.41)
This sampling period was chosen because all the inner-loop controllers have time constants significantly
smaller than one second. This choice of sampling period therefore allows the dynamic programming
algorithm to assume that the reference commands supplied to the inner-loop controllers are followed
instantaneously, so that the dynamics of the inner-loop controllers can be omitted from the aircraft
model for the purposes of planning the upset recovery trajectories. It is also important to not make
the sampling period too long, as this would cause the trajectories generated by the trajectory planner
to be sub-optimal, as the decision stages would be too far apart, which would be unnecessarily long
to recover from various upset trajectories.
4.7.3 Implementation
The following steps are used to set up, execute, and finalise the dynamic programming algorithm that
is used to determine the solution to the optimal control problem:
1. Discretise the continuous set of admissible states X to create a finite array of quantised state
vector values Xq, representing a finite set of decisions at each decision stage.
2. Discretise the continuous-time differential equations f to obtain discrete-time difference equati-
ons that describe the state transition from one discrete time instant to the next.
3. Use the discrete-time difference equations to determine the equations for the control inputs to
transition from the current state to the next state.
4. Define the terminal states to which the aircraft must be recovered.
5. Discretise the state transition cost function g, and express the total cost of the trajectory J from
each state as the sum of the incremental cost to transition from the current state to the next
state, and the total path cost from the next state to a final state.
6. Initialise the algorithm by creating and populating the quantised state vector array Xq, the
optimal cost vector array J∗, the optimal next state index array j∗, the optimal control input
vector U∗, and assign each state’s initial cost, next state index, and the control input vector.
7. Execute the algorithm.
8. Finalise by storing the state trajectories and control inputs in a lookup table.
The following sections provide more detailed discussions on how each step is executed.
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4.7.3.1 Quantised State Vector
Discretise the set of admissible states X , to create a grid of quantised state vector values, that is
arranged into an array Xq, in the form
Xq = {x0,x1, · · ·xn}, (4.42)
with
xi =
[
V¯i γi ΦWi
]T
. (4.43)
This array is the Cartesian product of the state variable arrays,
Xq = V¯q × Γq ×ΦWq (4.44)
= {(V¯ , γ,ΦW ) | V¯ ∈ V¯q, γ ∈ Γq,ΦW ∈ ΦWq} (4.45)
and where the airspeed state variable array V¯q, flight path angle variable array Γq, and wind axis
bank angle variable array Φq, are defined as
V¯q = {V¯min : ∆V¯ : V¯max}, (4.46)
Γq = {γmin : ∆γ : γmax}, (4.47)
ΦWq = {ΦWmin : ∆ΦW : ΦWmax}, (4.48)
where ∆V¯ , ∆γ and ∆ΦW are the quantisation intervals of the airspeed, flight path angle, and wind
axis bank angle respectively. Recall that the minimum and maximum values of the state variables
were defined in the optimal control problem formulation in Section 4.6.2.
From this definition of the quantised state space, the aforementioned “curse of dimensionality”
becomes clear, as the length of the quantised state array is the product of the respective lengths of
the airspeed variable array, the flight path angle variable array, and the wind axis bank angle variable
array. The addition of a fourth state variable would exponentially increase the array size and the
number of decisions to be made at each time stage.
4.7.3.2 Discrete-Time Dynamic Model
The discrete-time difference equations describing the transition from the current state to the next state
during one discrete time step, are obtained by discretising the continuous-time differential equations
describing the point mass translational dynamics, stated in Equations 4.16 to 4.18. The discrete model
is now represented as
x(k + 1) = x(k) + f (x(k),u(k), k) ∆T, (4.49)
where ∆T is the discretising sampling period. The continuous-time differential equations from the
dynamic model (Equations 4.16 to 4.18), are discretised to become,
V¯j(k + 1) = V¯i(k) +
Ti(k)−Di(k)−mg sin γi(k)
m
∆T, (4.50)
γj(k + 1) = γi(k) +
−CWi(k) cos ΦWi(k)− g cos γi(k)
V¯i(k)
∆T, (4.51)
ΦWj (k + 1) = ΦWi(k) + PWi(k)∆T, (4.52)
where the drag term Di(k) is the aerodynamic drag obtained from Equation 4.6 as,
Di(k) =
1
2
ρV¯ 2i (k)S
[
CD0 +
C2Li(k)
piAe
]
, (4.53)
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where ρ is the air density, S is the wing surface area, CD0 is the aerodynamic drag coefficient when
the angle of attack is zero, CLi(k) is the aerodynamic lift coefficient, A is the wing aspect ratio, and e
is the Oswald efficiency factor. The aerodynamic lift coefficient CLi(k), was approximated by setting
the lift force L, equal to product of the aircraft mass m, and the normal specific acceleration CWi(k),
Li(k) = −mCWi(k) (4.54)
and then using the equation of aerodynamic lift,
Li(k) =
1
2
ρV¯ 2i S(k)CLi(k), (4.55)
to calculate the aerodynamic lift coefficient CLi(k), as a function of the current normal specific acce-
leration CWi(k), and the current airspeed V¯i(k) as,
1
2
ρV¯ 2i (k)SCLi(k) = −mCWi(k)
∴ CLi(k) =
−mCWi(k)
1
2ρV¯
2
i (k)S
.
(4.56)
4.7.3.3 Control Inputs
From the discrete-time difference equations derived in the previous section (Equations 4.50 to 4.52),
the control inputs necessary to transition from the current state to the next state can be calculated.
By doing so, it can be determined whether the calculated control inputs are in the set of admissible
control limits U , and by association whether the proposed state transition is admissible.
Taking the state at the current time instant k to be xi, and the next state, at time instant k + 1,
to be xj , the control input vector ui necessary to transition from xi to xj in a single time step ∆T is
defined as
ui =
[
CWi(k) PWi(k) Ti(k)
]T
, (4.57)
where the control input values are calculated with,
CWi(k) = −
V¯i(k)
γj(k+1)−γi(k)
∆T + g cos γi(k)
cos ΦWi(k)
, (4.58)
PWi(k) =
ΦWj (k + 1)− ΦWi(k)
∆T
, (4.59)
Ti(k) =
m
[
V¯j(k + 1)− V¯i(k)
]
∆T
+Di(k) +mg sin γi(k). (4.60)
Though the angle of attack does not appear as a control input, it is also considered as an additional
state-dependant input constraint to determine whether the proposed state transition does not exceed
the aerodynamic envelope. The angle of attack is calculated as
αi(k) = − mCWi(k)1
2ρV¯
2
i (k)SCLα
− CL0
CLα
, (4.61)
according to the relationship between the angle of attack α, the airspeed V¯ , and the normal specific
acceleration CW , according to Equation 4.32. The algorithm then checks whether the transition is
admissible, by checking that the calculated control inputs and the angle of attack are in the admissible
sets.
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Singularity at ±90 Degree Bank Angle
A singularity is present in the normal specific acceleration calculation, Equation 4.58, when the aircraft
bank angle is ±90 degrees. This is due to the fact that there is no normal acceleration component
pointing in the vertical direction when the bank angle is ±90 degrees. This singularity must be
addressed, as bank angles of ±90 degrees and greater are considered in the admissible state space. An
alternative method to calculate the control inputs is proposed by Engelbrecht [3] that keeps the thrust
and normal specific acceleration constant and then calculates what the next airspeed and next flight
path angle would be, based on these control inputs. To check whether the transition is admissible,
the propagated airspeed and flight path angle are compared to the airspeed and flight path angle of
the next state to which the dynamic programming algorithm is trying to transition. If the propagated
state is close enough to the next state, then the control inputs are deemed to be admissible. When
the current bank angle is ±90 degrees, then the control inputs are not calculated using Equations 4.58
to 4.60, but are instead calculated using the following equations:
CWi(k) = CWT (4.62)
PWi(k) =
ΦWj (k + 1)− ΦWi(k)
∆T
, (4.63)
Ti(k) = TT , (4.64)
where CWT is the trim normal specific acceleration setting, and TT is the trim thrust setting required
for straight and level flight. The airspeed and flight path angle are then propagated based on the
current state and the control input as follows:
V¯j(k + 1) = V¯i(k) +
Ti(k)−Di(k)−mg sin γi(k)
m
∆T, (4.65)
γj(k + 1) = γi(k) +
−CWi(k) cos ΦWi(k)− g cos γi(k)
V¯i(k)
∆T. (4.66)
If the propagated state is close enough to the next state, then the control inputs calculated with
Equations 4.62 to 4.64 are deemed to be admissible.
4.7.3.4 Terminal States
The final states to which the aircraft must recover are referred to as the terminal states. The terminal
states are a subset of the admissible quantised state space and are defined by
Xf = {(V¯ , γ,ΦW ) | V¯ ∈ {V¯fmin : ∆V¯ : V¯fmax}, γ = 0,ΦW = 0}. (4.67)
4.7.3.5 Hierarchical Cost Function
According to the optimal control theory, the total cost Ji of the trajectory from the current state
xi(k), to the terminal state through the next state xj(k + 1), is the sum of the incremental cost ∆Jij
to transition from the current state to the next state, and the total path cost Jj to transition from
the next state to the terminal state,
Ji (xi) = ∆Jij (xi,xj) + Jj(xj). (4.68)
Incremental State Cost Function
The incremental state transition cost ∆Jij to transition from the current state to the next state is
obtained by discretising the continuous-time transitional cost function g, from Equation 4.11 as,
∆Jij (xi,xj) ≈ g (xi(k),uij(k), k) ∆T, (4.69)
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where uij is the control input that would transition the system from the current state to the next
state in time one discrete time step ∆T .
The incremental state transition component of the cost function is obtained from discretising the
hierarchical continuous-time cost function discussed in the formulation of the optimal control problem
in Section 4.6.2. The primary objective of the hierarchical cost function, to minimise the altitude lost
(Equation 4.38), is discretised by Engelbrecht [3] as,
∆Jhij (xi(k),xj(k + 1)) = max
(−V¯avg sin γavg, 0)∆T, (4.70)
where the average airspeed V¯avg and average flight path angle γavg are just the averages of the airspeed
and flight path angles of the current and next states,
V¯avg =
V¯i(k) + V¯j(k + 1)
2
, (4.71)
γavg =
γi(k) + γj(k + 1)
2
. (4.72)
The secondary objective of the cost function, to minimise the maximum airspeed reached during
recovery, formulated in Equation 4.39, is discretised as,
J V¯ij (xi(k),xj(k + 1)) = max
(∣∣V¯i(k)∣∣ , J V¯ ∗ (xj(k + 1))) , (4.73)
where J V¯ ∗ (xj(k + 1)) is the maximum airspeed reached in the optimal trajectory from the next state
xj(k + 1) to a terminal state. The total secondary cost from the current state xi(k) is therefore the
greater between current state’s airspeed, and the peak airspeed along the trajectory from the next
state to the terminal state, to determine the peak airspeed from the current state to the terminal
state. The tertiary objective, attempting to roll the aircraft back to wings level as quickly as possible,
formulated in Equation 4.40, is discretised into
∆JΦij (xi(k),xj(k + 1)) =
∣∣ΦWavg∣∣∆T, (4.74)
where ΦWavg is the average of the current and next bank angles, calculated by
ΦWavg =
ΦWi(k) + ΦWj (k + 1)
2
. (4.75)
Terminal State Cost Function
The terminal state cost h(xi) is the cost of the recovery trajectory ending in state xi. However, the
terminal state constraints specify that the recovery trajectory may only end in admissible terminal
states (in other words, states that have a flight path angle of zero, a bank angle of zero, and an airspeed
that is within a specified acceptable range). By implication, the recovery trajectory may not end in
any states that are not in the set of admissible terminal state. The further implication is that only
admissible terminal states may be assigned a terminal state cost, and that the terminal state cost is
undefined for all other states. The terminal state cost function is therefore defined to be
h(xi) =
{
0, xi ∈ Xf
∞, otherwise. (4.76)
All admissible final states are assigned a terminal state cost of zero. This indicates that it would be
equally satisfying for the aircraft to recover to any state that has a flight path angle of zero, a bank
angle of zero, and an airspeed that is within the acceptable range. All states that are not admissible
final states are assigned a terminal cost of “infinity” to indicate that their terminal state costs are
undefined.
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Total Path Cost Function
The final hierarchical cost associated with each state is then the total cost to transition from that
state to a terminal state, given by
Ji (xi) =
[
Jhi (xi) J
V¯
i (xi) J
Φ
i (xi)
]T
, (4.77)
where Jhi (xi) is the total altitude cost, J
V¯
i (xi) is the total airspeed cost, and J
Φ
i (xi) is the total bank
angle recovery time cost from the current state to a terminal state. The total cost Ji of the trajectory
from the current state xi(k) to a terminal state through a next state xj(k + 1), is the sum of the
incremental cost ∆Jij to transition from the current state to the next state, and the total path cost
from the next state Jj to a terminal state. The total path costs are defined as,
Jhi (xi) = ∆J
h
ij (xi,xj) + J
h∗
j (xj) , (4.78)
J V¯i (xi) = ∆J
V¯
ij (xi,xj) + J
V¯ ∗
j (xj) , (4.79)
JΦi (xi) = ∆J
Φ
ij (xi,xj) + J
Φ∗
j (xj) . (4.80)
4.7.3.6 Initialisation
Before executing the dynamic programming algorithm, all the necessary data structures need to be
created and initialised. The initialisation is done by taking the following steps:
1. Create data structures for the quantised state vector array Xq, the optimal cost vector array J
∗,
the optimal next state index array j∗, and the optimal control input vector array U∗.
2. Populate the quantised state vector array Xq, with the Cartesian product of the quantised state
variable arrays, V¯q, Γq and Φq:
V¯q ← {V¯min : ∆V¯ : V¯max}
Γq ← {γmin : ∆γ : γmax}
Φq ← {Φmin : ∆Φ : Φmax}
i← 1
for l = 1 to length(V¯q) do
for m = 1 to length(Γq) do
for n = 1 to length(Φq) do
Xq(i)←
[
V¯q(l) Γq(m) Φq(n)
]T
i← i+ 1
end
end
end
3. Iterate through all the elements of the state vector array Xq, and for each state check if it is
in the set of admissible terminal states Xf . If it is an admissible terminal state, assign to it
zero termination costs in the total cost array J(i), and set its optimal next state index j∗(i) to
itself. This will ensure that the aircraft remains in a terminal state once it reaches that state.
If it is not a terminal state, set its termination costs to infinity and its optimal next state index
to unknown, by also assigning it a value of infinity. The optimal control vector array u∗(i) is
initialised with trim control values if the state is a terminal state, and undefined (infinity) if it
is not a terminal state:
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if V¯q(i) ∈
[
V¯fmin , V¯fmax
]
and Γq(i) = 0 and Φq(i) = 0 then
J∗(i) ← [0 0 0]T
u∗(i)← [CWT PWT TT ]T
j∗(i) ← i
else
J∗(i) ← [∞ ∞ ∞]T
u∗(i) ← [∞ ∞ ∞]T
j∗(i) ← ∞
end
where CWT , PWT and TT are the trim values for normal specific acceleration, roll rate and
thrust to maintain straight and level flight (zero flight path angle and zero bank angle) at the
airspeed of the terminal state. The normal specific acceleration is set equal to the negative of
the gravitational acceleration, the roll rate is set to zero, and the thrust is set equal to the drag
at the trim airspeed. The trim control values are calculated using the discretised control inputs
from Equations 4.58 to 4.60, when the current and next airspeed values are the trim airspeed,
and the current and next flight path angles and bank angles are zero, to be
CWT = −g m/s2, (4.81)
TT =
1
2
ρV¯ 2T S
CD0 + 1piAe
(
−mg
1
2ρV¯
2
T S
)2 , (4.82)
PWT = 0 rad/s. (4.83)
4.7.3.7 Execution
Now that all the necessary data structures have been created and all initial values have been assigned,
the dynamic programming algorithm can be executed. As previously discussed, the algorithm starts
at the final stage in time, then steps back one time instant and iterates through all the states in the
quantised state vector array. For each state in the current time stage xi(k), the control inputs ui(k)
required to transition to every state in the next time stage for which an admissible trajectory to a
terminal state has already been found, are calculated together with the associated cost Ji(xi), in order
to find the next state that would result in the lowest path cost from the current state to a terminal
state. Once all the states in the current time stage k have been iterated through, the algorithm steps
back another time step to repeat the process. This process is repeated until trajectories from all
initial states to the terminal states have been found, or until no new trajectories are found, or until a
specified number of time steps have been reached. The execution therefore comprises several nested
for-loops: one for the time steps, indicated by k, one for each next state, indicated by j, and one for
each current state, indicated by i.
The dynamic programming algorithm is executed as follows:
1. Initiate a for-loop that starts at the final time step N , and steps back one discrete discrete time
step. This forms the outermost for-loop of the three nested for-loops.
for k = N downto 1 do
2. Initiate a for-loop to iterate through all the next states xj(k + 1). To save computation time,
only next states that already have trajectories to a terminal state are considered. Therefore, a
condition is added to evaluate the state’s transition cost—if it is not infinity, it is an admissible
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next state.
for j = 1 to length(Xq) do
if not J(j) =∞ then
3. For the given next state xj(k+1), iterate through all current states xi(k) and calculate the control
inputs ui(k) required to transition from the current state xi(k) to the next state xj(k+1) in one
time step ∆T . Also calculate the angle of attack αi(k) that would result from the given control
input at the current state.
for i = 1 to length(Xq) do
CWi(k)← −
V¯i(k)
γj(k+1)−γi(k)
∆T + g cos γi(k)
cos ΦWi(k)
PWi(k) ←
ΦWj (k + 1)− ΦWi(k)
∆T
Di(k) ← 1
2
ρV¯ 2i (k)S
CD0 + 1piAe
(
−mCWi(k)
1
2ρV¯
2
i (k)S
)2
Ti(k) ←
m
[
V¯j(k + 1)− V¯i(k)
]
∆T
+Di(k) +mg sin γi(k)
αi(k) ← − mCWi(k)1
2ρV¯
2
i (k)SCLα
− CL0
CLα
4. Check that all the control inputs are in their respective admissible ranges, and that the angle of
attack is also in its admissible range. Note that because it was decided to use the trim thrust,
the admissible thrust values are no longer the entire range of thrust that can be produced, but
rather the trim thrust with a small tolerance δT . If the actual thrust required to transition
from the current airspeed to the next airspeed is within the tolerance δT from the trim thrust
setting that is used for the recovery procedure, then the airspeed state transition is considered
admissible.
if CWi(k) ∈ [CWmin , CWmax ] and
PWi(k) ∈ [PWmin , PWmax ] and
Ti(k) ∈ [TT − δT, TT + δT ] and
αi(k) ∈ [αmin, αmax] then
5. If the control inputs and resulting angle of attack are all admissible, continue the algorithm by
calculating the total costs from the current state xi(k) to the terminal state through the selected
next state xj(k + 1).
Jhi ← ∆Jhij + Jh∗j
J V¯i ← ∆J V¯ij + J V¯ ∗j
JΦi ← ∆JΦij + JΦ∗j
6. Compare the new total path cost Ji with the best total path cost J
∗
i so far, to see if the new
78
Stellenbosch University  https://scholar.sun.ac.za
Chapter 4. Trajectory Planning 79
path has a lower total path cost from the current state. Note that the primary cost function gets
priority over the secondary and tertiary cost functions, and so also the secondary cost function
over the tertiary cost function. Therefore, if the primary cost is lower, the secondary and tertiary
costs are not even considered.
if
(
Jhi < J
h∗
i (i)
)
or(
Jhi = J
h∗
i (i) and J
V¯
i < J
V¯ ∗
i (i)
)
or(
Jhi = J
h∗
i (i) and J
V¯
i = J
V¯ ∗
i (i) and J
Φ
i < J
Φ∗
i (i)
)
then
7. If the new total path cost Ji is less than the best total path cost J
∗
i so far, then a new best
next state for the current state has been found. This means that for the current state xi(k),
the calculated control input becomes the new best control input u∗i (k), the calculated total path
cost becomes the new lowest total path cost Ji(k), and the next state index j becomes the new
best next state index j∗i ,
u∗i ← [CWi(k) PWi(k) Ti(k)]
J∗i ←
[
Jhi J
V¯
i J
Φ
i
]
j∗i ← j
4.7.3.8 Finalisation
The dynamic programming algorithm continues until any of the following conditions are met:
 State trajectories from all initial states to the terminal states have been found.
 No new state transitions have been produced for an entire iteration of all the current states. This
means that no new state trajectories would be produced for the remainder of the iterations, and
that admissible trajectories from the states with infinite costs, will never be found.
 The maximum number of time steps has been reached.
When the algorithm is completed, lookup tables are produced that contain the optimal next state
index j∗, the optimal control inputs u∗, and the costs to transition to the terminal state J∗, from
every state in the quantised state space. The states that still have infinite costs after the algorithm
has completed are considered to be unrecoverable, meaning no admissible state trajectories could be
found from these states to a terminal state.
4.7.4 Optimisation
To reduce some computation time, a few optimisations have been implemented to keep the algorithm
from doing unnecessary work:
1. The algorithm only considers next states that already have admissible paths to any of the
terminal states. This means that if the state at the next time instant xj(k + 1) has an infinite
cost associated with it, it is not considered. This is done because if the cost from the next state
to a terminal state is infinite, then the cost from the current state through the next state will
also be infinite and will therefore not produce an admissible trajectory.
2. Because the bank angle is symmetrical, only the positive bank angles are considered, which
produce negative roll rate commands. During recovery, negative bank angles are addressed by
capturing the sign of the initial bank angle, and applying it throughout the recovery procedure.
Doing so reduces the size of the quantised state vector array.
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3. The next state was only considered if the total path cost of the next state was updated during the
previous time step iteration. This is an essential check to prevent the algorithm from repeating
calculations that were performed during previous iterations, which would ultimately yield the
same results. If the next state’s path cost was not updated during the previous complete time
step iteration, no new path was generated from that state, and transitions from all current states
to the next state have already been evaluated in a previous iteration.
4. Additional optimisations with less significance were also included: A check was included to pre-
vent the algorithm from evaluating the transition between two states if the considered next state
was already assigned as the current state’s next best state. The algorithm was also prevented
from calculating the transition from one state to itself. It was also prevented from trying to find
trajectories from the terminal states.
4.7.5 Application
Once the dynamic programming algorithm is completed, a lookup table is produced that contains the
quantised state vector array Xq, the best next state index array j
∗, the optimal control inputs array
u∗ and the altitude loss Jh∗ for each state. This table is stored on board the aircraft to be accessed
by the automatic recovery system. Given an initial state xi(1), the lookup table produces the index
j∗(1) of the best next state and the inner-loop control commands ui(1) to transition to the next best
state, for all the states from the initial state xi(1) to the final state xi(N).
k ← 1
i← i0
while i 6= j∗(i) and k 6= N do
x∗(k)← xi
u∗(k)← ui
i ← j∗i
k ← k + 1
end
The altitude that will be lost for each state transition is also accessible from the lookup table, and
therefore a prediction can be made of the total altitude that would be lost before the recovery is
performed.
When initial states are between the quantised states, nearest neighbour interpolation will be used
to navigate the lookup table. For small enough quantisations, the nearest neighbour approach will
produce very little deviation from the desired state trajectory. Alternative interpolation techniques,
such as multilinear interpolation, can be applied, however, for this project the nearest neighbour
method was considered good enough.
4.8 Dynamic Programming Results
In this section, the dynamic programming results obtained from the algorithm execution are discussed.
First, the setup of the algorithm pertaining to the aircraft parameters and admissible state and control
boundaries are discussed. Thereafter the recoverable initial states are distinguished from the unreco-
verable initial states and the conditions under which the aircraft cannot recover are discussed. Finally,
example recovery trajectories illustrating recoveries from various upset conditions are presented.
4.8.1 Algorithm Setup
The parameters and numerical constants required to execute the dynamic programming algorithm are
shown in Table 4.1. The physical constants belong to the research vehicle and are the values used
for the aircraft and environment simulation, given in Appendix A. The lower bound of the admissible
airspeed was chosen as 12 m/s, just higher than the stall speed calculated in Section 2.4.1. The
maximum airspeed that the aircraft could achieve during level flight when the throttle is set to its
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Table 4.1: Physical constants and admissible constraints
Parameter Symbol Value Units
Physical constants
mass m 6.35 kg
gravitational acceleration g 9.81 m/s2
air density ρ 1.225 kg/m3
wing area S 0.6975 m2
wing aspect ratio A 5.283 -
Oswald efficiency factor e 0.8579 -
parasitic drag coefficient CD0 0.1372 -
static lift coefficient CL0 0.243157 -
lift curve slope CLα 4.240906 -
engine time constant τe 0.25 s
Admissible states
airspeed
[
V¯min, V¯max
]
[12, 32] m/s
final airspeed
[
V¯fmin , V¯fmax
]
[20, 20] m/s
flight path angle [γmin, γmax] [-51, 30] deg
roll angle [ΦWmin ,ΦWmax ] [0, 180] deg
Admissible inputs
normal specific acceleration [CWmin , CWmax ] [-2.5g, g] m/s
2
thrust [Tmin, Tmax] [24.51, 28.51] N
roll rate [Pmin, Pmax] [-75,75] deg/s
Additional constraints
angle of attack [αmin, αmax] [-3, 8] deg
maximum, was determined to be 26 m/s, following measurements from practical flight tests. During
steep dives, however, it was observed that the aircraft accelerated to 30 m/s, and therefore it was
decided to make the maximum admissible airspeed 32 m/s. The minimum and maximum flight path
angles were chosen according to the Airplane Upset Recovery Training Aid [5], prescribed by the FAA,
which states that pitch angles greater than 25 degrees nose up, or 10 degrees nose down are generally
considered out-of-envelope. Assuming small angles of attack, the flight path angle would be similar to
the pitch angle, and therefore the limits of the admissible flight path angle set was chosen to include
these values. The final airspeed to which the aircraft must recover was chosen to be trim airspeed
for which the controllers were designed. The admissible normal specific acceleration range was chosen
to adhere to the normal load factor limits of the normal airplane category prescribed by [8], which
specifies the boundaries as -2.5 and 3.8. However, to ensure the normal load factor and angle of attack
never exceeded their boundaries, and to allow some tolerance for overshoot on the NSA responses, the
admissible NSA range was made smaller, as indicated in Table 4.1. The maximum attainable thrust
was determined by performing static thrust tests, during which the motor and propeller combination
was mounted to a load cell. However, because constant thrust is used to generate the optimal solution,
the allowable thrust limits were chosen to be 2 Newtons above and below the trim thrust. Finally,
the allowable roll rate limits were defined through measurements taken during fast rolling manoeuvres
performed by the safety pilot with the research vehicle.
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Quantisation Intervals
The quantisation intervals, shown in Table 4.2, were chosen while keeping in mind the size of the state
space, the middle-loop controller bandwidths, and the decision to use nearest neighbour interpolation.
The size of the quantised state space, and therefore the lookup table, is the Cartesian product of the
Table 4.2: Quantisation intervals
Parameter Symbol Value Unit
airspeed quantisation ∆V¯ 1 m/s
flight path angle quantisation ∆γ 3 deg
bank angle quantisation ∆ΦW 7.5 deg
three state variable arrays, and would therefore become very large with small quantisation intervals.
The airspeed controller has a relatively low bandwidth, and in the case where constant thrust is
used, the airspeed dynamics are even slower. Therefore, the airspeed quantisation had to be chosen
small. The flight path angle controller bandwidth is higher, but with greater deviations from the trim
airspeed and zero bank angle, the flight path angle responses become slower. Therefore, the flight path
angle quantisation had to be chosen relatively small. The roll angle controller has a relatively high
bandwidth, and is less affected by deviations from airspeed, allowing the bank angle quantisations to
be larger. Note that the nearest neighbour interpolation would work better with small quantisation
intervals, as the states would be very close to each other. Therefore, the quantisations were kept as
small as possible while keeping the previous considerations in mind.
4.8.2 Recoverable and Unrecoverable States
Due to the aircraft’s aerodynamic and physical limits, it is not able to recover from all initial upset
conditions. This section provides maps of the recoverable and unrecoverable initial states, and dis-
cusses the conditions under which recovery is not possible. The states which are considered to be
unrecoverable have infinite costs associated with them, which means that the dynamic programming
algorithm was unable to find an admissible trajectory to a final state without exceeding any of the
state constraints or control input constraints.
Figure 4.3 shows maps of the recoverable and unrecoverable initial states, in blue and orange
respectively. Recovery maps for all the combinations of flight path angle and bank angle states are
shown for different initial airspeed values. From the recovery maps it is apparent that the aircraft
struggles to recover from high initial bank angles with negative flight path angles, especially at low
initial airspeeds. This is because the necessary angle of attack to maintain lift at these low airspeeds
exceed the limits imposed on the angle of attack. At low airspeeds, states with high initial flight path
angles are also unrecoverable, regardless of the bank angle. This can also be attributed to the angle
of attack limits, as the aircraft would stall at such low airspeeds and high flight path angles.
As the airspeed increases, more states become recoverable. The angle of attack can remain small
because the higher airspeed values create enough lift for small angles of attack. At extreme airspeeds,
more states with great negative flight path angles become unrecoverable, regardless of the bank angle.
This is because the aircraft would need to pull up hard, which would cause the structural integrity
envelope to be exceeded at such high airspeeds.
For initial airspeeds close to the trim airspeed, in the range 18 to 22 m/s, the recoverable region
is larger and the aircraft can easily be recovered from most initial upsets conditions, except for high
bank angles with steep descending flight path angles. These conditions would again cause the angle
of attack to exceed its limits. When inverted, the aircraft would have to fly with a negative angle
of attack to maintain lift, and the normal specific acceleration would be pointing in the opposite
direction than for right side up flight. Negative angles of attack are undesirable to operate at, as
the aerodynamic coefficients vary more for negative angles of attack. The positive normal specific
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Figure 4.3: Maps of recoverable and unrecoverable initial states at different initial airspeeds
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acceleration, which would be required when the aircraft is upside down and wants to pull up, is
limited more to prevent the aircraft from pulling up when upside down, to prevent the aircraft from
exceeding both the aerodynamic and structural integrity envelopes.
It is apparent that the method discussed to address the singularity in the normal specific accelera-
tion when the bank angle is 90 degrees, successfully finds recovery trajectories from these conditions.
This allowed the dynamic programming algorithm to find trajectories from inverted bank angles.
4.8.3 Illustrative Example Recoveries
In this section example recovery trajectories from various upset conditions are shown and discussed.
The examples illustrate the state trajectories from the initial upset states to the final recovered states,
as well as the control input sequences required to produce the state trajectories. The examples attempt
to illustrate recoveries from all combinations of upset conditions, and include:
1. Underspeed upset
2. Overspeed upset
3. Steep climb flight path angle upset
4. Steep descent flight path angle upset
5. Bank angle upset
6. Steep descent flight path angle, with high bank angle upset
7. Steep descent flight path angle, with high bank angle, and overspeed upset
8. Steep climb flight path angle, with high bank angle, and underspeed upset
Note the ramp transitions between the states and the zero-order control inputs. The control inputs
directly affect the rates of change of the states, and eventually the states. A zero-order step input to
the rates of change, would therefore manifest as first-order ramp responses in the states, as the rates
of change are integrated to obtain the states.
4.8.3.1 Underspeed Recovery
For the underspeed recovery, shown in Figure 4.4, the aircraft is initialised at an airspeed of 12 m/s
with zero flight path angle and bank angle. The low airspeed causes insufficient lift to be generated
and therefore, to remain within the angle of attack and normal specific acceleration limits, a zero flight
path angle cannot be maintained until the thrust has recovered the airspeed. With the throttle being
kept constant, a negative flight path angle is used to increase the airspeed to its trim value. The flight
path angle is only negative for two seconds, during which time the airspeed recovers, indicating that
the recovery occurs very quickly. The altitude lost during this underspeed recovery is barely more
than 4 metres.
4.8.3.2 Overspeed Recovery
In the overspeed upset condition considered in Figure 4.5, the aircraft recovers from an airspeed of 32
m/s, with zero flight path angle and zero bank angle. Similar to the underspeed recovery, the dynamic
programming solution uses the flight path angle to recover the airspeed. For overspeed, a positive
flight path angle is commanded which recovers the airspeed very quickly. It is interesting to note that
a very small positive flight path angle is adequate to recover the airspeed, whereas the underspeed
recovery requires a larger negative flight path angle. This can be attributed to the higher drag aiding
the positive flight path angle in decreasing the airspeed. The higher drag values are a result of greater
angles of attack required to generate more lift to increase the flight path angle. Large changes in the
normal specific acceleration, as seen at t = 2 seconds, are also expected to produce more drag as the
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angle of attack would increase. As the airspeed approaches the trim airspeed, the flight path angle
returns to zero. During the overspeed recovery, about 8 metres of altitude is gained, and the cost
associated with the altitude lost will be zero, as the cost function penalises altitude loss, but does not
reward altitude gain.
4.8.3.3 Steep Climb Flight Path Angle Recovery
An initial positive flight path angle of 30 degrees is used to illustrate the steep climb upset recovery,
as shown in Figure 4.6. In this example the initial airspeed is 20 m/s and the bank angle is kept zero.
The dynamic programming predicts that the airspeed will greatly decrease because the thrust is set to
its trim value, which is less than the drag and axial gravitational force components during the steep
climb. In order to recover from the steep climb, a negative incremental normal specific acceleration
is commanded to reduce the lift and the flight path angle. Remember that a positive incremental
normal specific acceleration produces a negative “nose-down” flight path angle rate. Once the flight
path angle has been recovered, the dynamic programming enforces a negative flight path angle in order
to recover from the underspeed condition due to the positive flight path angle. During the recovery
the altitude increases, from the positive flight path angle, and then decreases during the recovery of
the airspeed, to have a total altitude gain of 7 metres.
4.8.3.4 Steep Descent Flight Path Angle Recovery
An initial negative flight path angle of -50 degrees is used to illustrate the steep descent flight path
angle recovery, shown in Figure 4.7. The aircraft was initialised with the airspeed and bank angle
at their trim values of 20 m/s and zero degrees respectively. A negative incremental normal specific
acceleration is commanded to increase the lift and produce a positive flight path angle rate. Remember
that a positive incremental normal specific acceleration produces a negative “nose-down” flight path
angle rate. The steep descending flight path angle causes the airspeed to increase rapidly, nearing
the upper limit of the admissible airspeeds. When the negative flight path angle has been recovered,
a small positive flight path angle is used to recover from the overspeed condition entered during the
negative flight path angle. The positive flight path angle allows the airspeed to be recovered using an
axial component of gravity that opposes the airspeed. The negative incremental normal acceleration
that is used to produce the positive flight path angle rate also increases the angle of attack, which
increases the drag resulting in a quicker airspeed recovery. During the steep descent recovery the
aircraft loses about 40 metres of altitude, which is what was expected because of the initial diving
condition.
4.8.3.5 Bank Angle Recovery
A bank angle recovery is shown in Figure 4.8. The aircraft was initialised with the bank angle at
130 degrees, the airspeed at 20 m/s, and a zero flight path angle. When the aircraft is upside down,
the normal specific acceleration must be positive to maintain flight, as oppose to negative when it is
right side up. Initially the aircraft starts to fall, as the lift produced at high bank angles is too small
to maintain flight level, especially when the aircraft rotates through 90 degrees, as is shown. As is
expected, the negative flight path angle causes the airspeed to increase. The dynamic programming
solution attempts to simultaneously recover the bank, flight path angle and airspeed, by commanding
a large negative roll rate to roll the aircraft back to wings level. When the aircraft is upside down,
the normal specific acceleration cannot recover the flight path angle without exceeding its limits, and
therefore just attempts to maintain as much lift as possible before the aircraft crosses 90 degrees.
Thereafter, the normal specific acceleration values are commanded to recover the flight path angle,
and accordingly, the airspeed. The aircraft loses about 9 metres altitude, as is expected from a bank
angle recovery.
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4.8.3.6 Steep Descending Flight Path Angle and Bank Angle Recovery
Figure 4.9 shows the optimal recovery from a steep descending flight path angle, combined with a
large bank angle upset. The dynamic programming solution first recovers the bank angle to below 90
degrees before it starts to simultaneously recover the flight path angle. This is because the flight path
angle cannot be recovered when the aircraft is upside down due to the limits on the normal specific
acceleration, as is shown for the first second where the flight path angle decreases even further. After
the flight path angle has been recovered, a positive flight path angle is used to decrease the airspeed
using gravity, and the negative incremental normal specific acceleration (used to produce the positive
flight path angle rate) also increases the drag, indirectly supporting the airspeed recovery. The initial
negative flight path angle causes a large altitude loss of more than 50 metres.
4.8.3.7 Steep Descent Flight Path Angle, Bank Angle, and Overspeed Recovery
Figure 4.10 shows the recovery of a steep descending flight path angle upset, combined with a high
bank angle and underspeed upset. Similar to the previous examples where the aircraft recovered from
high bank angles, a roll rate is applied to recover the bank angle as quickly as possible. Once the
bank angle is smaller than 90 degrees, a normal specific acceleration is applied to recover the flight
path angle and the airspeed, which initially increases because of the negative flight path angle. The
aircraft loses 50 metres altitude due to the negative flight path angle and overspeed, and due to the
lack of lift when rolling through 90 degrees.
4.8.3.8 Steep Climb Flight Path Angle, Bank Angle, and Underspeed Recovery
A combined upset of a steep climbing flight path angle, high bank angle and underspeed upset is shown
in Figure 4.11. For this recovery the bank angle is already below 90 degrees, but still considered out-
of-envelope. The bank angle is recovered immediately, using a high roll rate, and because the aircraft
is right-side-up a less negative normal specific acceleration (or positive incremental normal specific
acceleration) is immediately commanded to force a negative flight path angle so that the airspeed
can increase. Once the airspeed is recovered, a negative incremental normal specific acceleration is
commanded that pulls the aircraft up to recover the flight path angle. Despite the steep ascending
flight path angle, the altitude decreases by 2 metres, due to the negative flight path angle used to
recover the underspeed airspeed condition.
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Figure 4.4: Underspeed recovery
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Overspeed Recovery
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Figure 4.5: Overspeed recovery
88
Stellenbosch University  https://scholar.sun.ac.za
Chapter 4. Trajectory Planning 89
Steep Climb Flight Path Angle Recovery
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Figure 4.6: Steep climb flight path angle recovery
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Steep Descent Flight Path Angle Recovery
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Figure 4.7: Steep descent flight path angle recovery
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Bank Angle Recovery
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Figure 4.8: Bank angle recovery
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Steep Descent Flight Path Angle and Bank Angle Recovery
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Figure 4.9: Steep descent flight path angle and bank angle recovery
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Steep Descent Flight Path Angle, Bank Angle and Overspeed Recovery
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Figure 4.10: Steep descent flight path angle, bank angle and overspeed recovery
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Steep Climb Flight Path Angle, Bank Angle and Underspeed Recovery
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Figure 4.11: Steep climb flight path angle, bank angle and underspeed recovery
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4.9 Summary
This chapter described the trajectory planner to generate optimal recovery reference trajectories to
recover the aircraft from airspeed, flight path angle and bank angle upset conditions. The recovery
problem was formulated as an optimal control problem which was then solved using dynamic program-
ming. As dynamic programming is not suitable for high-dimensional problems, the aircraft dynamics
first had to be simplified to a reduced-order model to make it tractable to be solved using dynamic
programming. The aircraft flight dynamics were reduced to the slower point mass translational dyn-
amics by abstracting away the fast rotational dynamics through time scale separation. The aircraft
dynamics were reduced to three states namely, the airspeed, flight path angle, and wind axis bank
angle. An overview of dynamic programming was provided, together with its advantages and some
limitations. A hierarchical multi-objective cost function was used to minimise the altitude lost during
the recovery as a primary objective, minimise the maximum airspeed reached during the recovery as
a secondary objective, and to recover the bank angle to wings level as quickly as possible as a tertiary
objective. The cost function prioritises the altitude loss, and therefore does not trade altitude loss for
lower overspeed or faster recovery time. The procedure to execute the dynamic programming solution
was discussed in depth, and admissible state transitions were obtained by introducing constraints to
the allowable roll rate, normal acceleration and angle of attack, and therefore also providing protection
to the aerodynamic and structural integrity envelopes. Thereafter the recoverable and unrecoverable
states were shown and the conditions under which the aircraft cannot recover were discussed. Finally,
example upset recoveries were shown and the recovery strategies exhibited by the trajectory planner
for each recovery was discussed.
Now that the optimal recovery reference trajectories have been generated, the next chapter will
present the execution of the planned recovery trajectories, and how the optimal trajectory planner
will be integrated with the flight control system.
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In the previous chapter, the optimal recovery trajectory planning was performed, by formulating the
recovery problem as an optimal control problem, which was then solved using dynamic programming.
This chapter describes the trajectory execution subproblem of the recovery problem. The optimal
recovery trajectories and the optimal control input sequences are provided as references to the flight
control system that was designed in Chapter 3. The trajectory execution is governed by a state machine
that detects the initial upset condition, reads the optimal state trajectories and optimal control input
sequences from the lookup table that was produced by the dynamic programming algorithm and is
stored on the onboard computer, and then provides them as references to the inner- and middle-loop
flight controllers, which then control the aircraft to execute the planned recovery trajectory.
This chapter first presents the control architecture that gives an overview of how the optimal
trajectories are integrated with the flight control systems. Four different control architectures are
investigated that use the inner-loop and middle-loop controllers in different configurations to control
the aircraft to practically execute the planned recovery trajectory. Thereafter, the practical imple-
mentation of the dynamic programming lookup table on the onboard computer (OBC) is discussed,
and how the optimal state trajectories and control sequences are reconstructed online from the lookup
tables. This is followed by presenting the recovery state machine that facilitates the entire recovery
procedure. Finally, all four control architectures are implemented and verified in simulation using the
nonlinear simulation model of the fixed-wing UAV and its flight control system.
5.1 Attitude and Flight Vector Recovery System
The control architecture of the attitude and flight vector envelope recovery system integrated with the
flight control systems is shown in Figure 5.1. Depending on the configuration, the optimal recovery
trajectory generator provides references to the inner-loop controllers, or the middle-loop controllers,
or both the inner- and middle-loop controllers. The optimal recovery trajectory generator provides
the state command vector xc to the middle-loop controllers, and the control input vector uc to the
inner-loop controllers as feedforward commands. The state command vector is updated at each time
stage ∆T during the recovery procedure, and is defined as
xc(k) =
[
V¯c γc Φc
]T
, (5.1)
where V¯c is the airspeed reference, γc is the flight path angle reference, and Φc is the bank angle
reference. The state command vector xc contains the references provided directly to the respective
middle-loop feedback control systems and depends on the recovery trajectory, and the configuration
of the inner- and middle-loop controllers used for the recovery. The commands that the middle-loop
controllers supply to the inner-loop controllers, are referred to as the feedback commands, and are
denoted by the subscript fb in Figure 5.1. The flight path angle controller produces the feedback
normal specific acceleration command CWcfb , the roll angle controller produces the feedback roll rate
command PWcfb , and the airspeed controller produces the feedback thrust command Tcfb . These
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Figure 5.1: Block diagram of the flight control system architecture
feedback commands are added to the respective feedforward commands provided by the trajectory
planner, namely the feedforward normal specific acceleration command CWcff , the feedforward roll
rate command PWcff , and the feedforward thrust command Tcff , before they are supplied to the
inner-loop controllers:
CWc = CWcfb + CWcff , (5.2)
PWc = PWcfb + PWcff , (5.3)
Tc = Tcfb + Tcff , (5.4)
where CWc is the total normal specific acceleration command supplied to the NSA controller, PWc is
the total roll rate command provided to the roll rate controller, and Tc is the total thrust commanded
to the engine. Depending on the configuration, the feedforward commands can contain either the trim
inner-loop values that would be supplied to the inner-loop controllers during conventional flight, or
the control input values obtained from the dynamic programming lookup table which are considered
the new trim values for each time step. The feedforward commands are packed in the control input
vector uc, which consists of the control input values to transition from the state at the current time
step xi(k), to the state at the next time step xj(k + 1). The control input vector uc is updated at
every time stage ∆T during the recovery, and is defined as,
u∗c(k) =
[
CWcff PWcff Tcff
]T
. (5.5)
When the automatic recovery is activated, the recovery state machine reconstructs the planned
state trajectories and control sequences to provide the state command vector xc to the middle-loop
controllers and the control input vector uc to the inner-loop controllers at each time step until the
recovery is complete. The optimal recovery trajectory planner is not a feedback control loop, and
97
Stellenbosch University  https://scholar.sun.ac.za
Chapter 5. Trajectory Execution 98
does not update or re-plan the recovery trajectory or the control input sequence once the recovery
has started. The trajectory planner only provides the reference trajectory (based on the initial upset
state), and relies on the flight control system to control the aircraft to follow the planned trajectory.
If the executed trajectory deviates from the planned trajectory, then the flight control system should
correct the executed trajectory, and the trajectory planner should not re-plan the reference trajectory.
With the optimal recovery trajectory planning performed on the wind axis states and control
inputs, ideally the state trajectories and control inputs would have to be converted to the body axis
before providing them to the flight control systems. However, the wind axis is defined by the rotation
of the body axis through the angle of attack α and sideslip angle β. The research vehicle is not
equipped with sensors to measure the angle of attack or the sideslip angle as these are not typical
sensors found on small UAVs. However, as it is assumed that the aerodynamic envelope has already
been recovered by another recovery system, it was assumed that the angle of attack was small, and
that the lateral flight controllers kept the sideslip angle small. Under small incidence angles, the
body axis and wind axis are close to one another. The wind axis inner-loop commands are therefore
provided directly to the inner-loop controllers designed for the body axis system.
The following section describes four different trajectory execution architectures that use the inner-
loop and the middle-loop controllers in different configurations to control the aircraft to practically
execute the planned recovery trajectory.
5.2 Trajectory Execution Architectures
This section presents four different trajectory execution architectures to integrate the dynamic pro-
gramming trajectory planner with the flight control system. Each of the four trajectory execution
architectures integrates the optimal trajectory planner with the middle-loop and inner-loop control-
lers in a different configuration. Since the trajectory planner provides the optimal sequence of control
inputs that would produce the optimal state trajectory, the first obvious approach would be to simply
supply the optimal control inputs as references to the inner-loop controllers. However, this approach
does not provide disturbance rejection or robustness to model uncertainty, and the executed state
trajectory may therefore deviate from the planned state trajectory, since no state feedback is used.
Since the trajectory planner also provides the optimal state trajectory, another approach could be to
supply the optimal state trajectories as references to the middle-loop controllers. Since the middle-
loop controllers use state feedback, this approach would provide disturbance rejection and robustness
to model uncertainty, and would correct deviations between the planned and the executed state tra-
jectory. However, since no feedforward is used, the executed trajectory is expected to lag behind the
planned trajectory. Finally, a combination of feedforward and feedback could be used, with the opti-
mal control inputs supplied to the inner-loop controllers and the optimal state trajectories supplied to
the middle-loop controllers, to combine the benefits of both approaches. The following four trajectory
execution architectures are therefore proposed that use the the inner- and middle-loop controllers in
different configurations.
1. The feedforward only architecture: the optimal recovery trajectory planner provides just the
control inputs uc to the inner-loop controllers as feedforward references, that would ideally cause
the states to follow the desired state trajectory. The optimal state trajectories are not supplied
to the middle-loop controllers. The aircraft is therefore controlled to execute the optimal state
trajectories in an open-loop fashion.
2. The feedback only architecture: the trajectory planner provides only the optimal state trajecto-
ries to the middle-loop controllers, and the aircraft is therefore controlled to execute the optimal
state trajectories in a closed-loop fashion. The optimal control inputs are not provided as re-
ferences for the inner-loop controllers. The middle-loop feedback control laws provide explicit
disturbance rejection and robustness to model uncertainty, which the feedforward only architec-
ture cannot provide.
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3. The feedback-feedforward architecture: the trajectory planner provides the optimal state trajec-
tories as references to the middle-loop controllers, and the optimal control input sequences to the
inner-loop controllers as feedforward references. The aircraft is therefore controlled to execute
the optimal state trajectories in a closed-loop fashion, but with feedforward references to the
inner-loop controllers that anticipate the commands required to execute the trajectory.
4. The compensated feedback only architecture: The optimal state trajectories are supplied as
references to the middle-loop controllers, but the optimal inputs are not supplied as references
to the inner-loop controllers. Instead, the state references to the middle-loop controllers are
modified to account for the lag introduced by the middle-loop controller dynamics.
The references to the inner-loop controllers are provided as a sequence of step commands, while
the references to the middle-loop controllers are provided as a sequence of ramp commands. This is
because the input commands are assumed to be held constant for a sampling period, while the states are
assumed to gradually change from the current state to the next state over the duration of the sampling
period. The discrete-time optimal input sequence provided by the trajectory planner is therefore
converted to “continuous-time” references for the inner-loop controllers using a zero-order hold (ZOH)
operation. The discrete-time optimal state trajectory is converted to “continuous time” references
for the middle-loop controllers using a first-order hold (FOH) operation. (The inner- and middle-loop
controllers of the flight control system are actually not continuous-time controllers, but rather discrete-
time controllers that operate at a much higher sampling frequency than the trajectory planner.) The
ramp references to the middle-loop controllers were constructed on the onboard computer (OBC) by
creating a simple straight line between the current states xc(k) and the optimal next states x
∗
j (k+ 1),
along a single recovery time step ∆T , and then passing it to the state command vector.
The next subsections will discuss each of the four trajectory execution architectures in more detail.
5.2.1 Feedforward Only Architecture
The feedforward only architecture is shown in Figure 5.2. In this architecture, the trajectory planner
uc
Optimal Recovery
Trajectory Planner
and Recovery
State Machine
xc
Inner-Loop
Controllers
Aircraft
Figure 5.2: Feedforward only architecture for trajectory execution
provides the inner-loop controllers with the optimal control inputs uc generated by the dynamic
programming algorithm, as feedforward references that would cause the aircraft states to follow the
optimal trajectory. In this method, no commands are provided to the middle-loop controllers, and
the recovery system therefore performs open-loop control on the airspeed, flight path angle, and bank
angle.
The control input vector is read from the dynamic programming lookup table, and is defined as
ui(k) =
[
C∗Wj (k) P
∗
Wj
(k) T ∗j (k)
]T
, (5.6)
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where C∗Wj (k) is the optimal normal specific acceleration command, P
∗
Wj
(k) is the optimal roll rate
command, and T ∗j (k) is the optimal thrust command, to transition the aircraft from the current state
xi(k) to the next state xj(k+ 1) in one time step ∆T . The dynamic programming algorithm assumes
that the inner-loop controllers have very fast responses, and that their controlled variables follow
their commanded values almost instantaneously from the perspective of the translational dynamics.
However, at lower airspeeds the inner-loop controller responses are slower, and the executed state
trajectories deviate from the planned state trajectories.
5.2.2 Feedback Only Architecture
The feedback only architecture is shown in Figure 5.3. The trajectory planner uses the dynamic
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Figure 5.3: Feedback only architecture for trajectory execution
programming lookup tables to provide optimal state trajectories as references to the middle-loop
controllers. The optimal control input sequences are not used. The “feedforward” references to the
inner-loop controllers is therefore just the constant trim references uT , defined as,
uT =
[
CWT PWT TT
]T
, (5.7)
where CWT is the normal specific acceleration for straight and level flight, PWT is the roll rate for
wings level flight, and TT is the thrust required for the trim airspeed during straight and level flight.
The trim values are given by,
CWT = −g
cos γ
cos Φ
, (5.8)
PWT = 0
◦, (5.9)
TT = 25.0282 N, (5.10)
where g is the gravitational acceleration, and TT was calculated during the linearisation of the aircraft
dynamics in Chapter 2. It is important to note that the airspeed controller is not used in this method,
because the trajectory planning was performed with the constant trim thrust. The throttle setting is
therefore kept constant at the trim thrust setting TT . As no airspeed feedback is used to regulate the
airspeed trajectory, deviations are expected between the executed airspeed trajectory and the planned
airspeed trajectory.
The middle-loop controllers are typically type 1 systems that receive the state trajectory references
as ramp inputs. Therefore, a local steady-state error is expected during the recovery execution which
results in the executed trajectory lagging behind the planned trajectory. This motivates the investi-
gation of the feedback-feedforward and the compensated feedback only architectures to compensate for
the lag in the executed trajectory.
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5.2.3 Feedback-Feedforward Architecture
The feedback-feedforward trajectory execution architecture is shown in Figure 5.4. In the this archi-
Feedback
x(t)
uc
Optimal Recovery
Trajectory Planner
and Recovery
State Machine
xc
+
Middle-Loop
Controllers
+
Inner-Loop
Controllers
Aircraft
Figure 5.4: Feedback-feedforward trajectory execution architecture
tecture, the recovery system uses the dynamic programming lookup table to provide the optimal state
trajectories as references to the middle-loop controllers, and the optimal control input sequences as
feedforward references to the inner-loop controllers. State feedback is therefore performed to execute
the planned trajectory in a closed-loop manner, with the addition of the feedforward commands to
compensate for the lag introduced by the middle-loop controllers. The control input vector is obtained
from the dynamic programming lookup table, and replace the trim control input values to become,
ui(k) =
[
C∗Wj (k) P
∗
Wj
(k) T ∗j (k)
]T
, (5.11)
which changes after every recovery time step ∆T . The middle-loop regulation is now performed on
these new trim values. The state command vector is again a set of ramp references obtained by
constructing a straight line between the current states xc(k) and the optimal next states x
∗
j (k + 1),
along a single recovery time step ∆T , and then passing it to the state command vector.
The addition of the feedforward references to the inner-loop controllers compensate for the lag
introduced by the middle-loop control laws to decrease the tracking error of the state outputs. The
lag is compensated for because the inner-loop controllers no longer have to wait for the middle-loop
controllers to provide commands based solely on the state errors, but can immediately react to the
feedforward control inputs. The middle-loop feedback control laws provide the additional disturbance
rejection and robustness to model uncertainty to accurate track the references.
5.2.4 Compensated Feedback Only Architecture
The compensated feedback only trajectory execution architecture is shown in Figure 5.5. In this
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Figure 5.5: Compensated feedback only trajectory execution architecture
architecture, the optimal state trajectories are first compensated for the lag that will be introduced
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by the feedback control, before they are provide as references to the middle-loop controllers. The
compensated state trajectories therefore “lead” the planned state trajectories, so that the executed
state trajectories will coincide with the planned trajectories. Explained differently, the reference
trajectories provided to the middle-loop controllers are therefore not the optimal trajectories, but
rather compensated trajectories that cause the middle-loop controller errors to develop faster, resulting
in greater inner-loop control commands, as they are proportional to the middle-loop controller errors.
The greater inner-loop control commands therefore cause the inner-loop controllers to execute the
recovery faster, and thereby compensating for the lag introduced by the middle-loop controllers.
In the compensated feedback only architecture, the recovery state machine only provides references
to the middle-loop controllers, and therefore, “feedforward” references to the inner-loop controllers
are again just the constant trim references uT ,
uT =
[
CWT PWT TT
]T
. (5.12)
The trim control inputs are the same as were used for the feedback only architecture, and are given in
Equations 5.8 to 5.10.
5.2.4.1 State Trajectory Compensation
The compensated state trajectories are generated by using simplified models of the middle-loop con-
trollers’ closed-loop dynamics. The closed-loop responses of the middle-loop controllers are modelled
as first-order responses with the following general form,
x˙(t) = − 1
τx
x(t) +
1
τx
xc(t), (5.13)
where τx is the controller time constant, x(t) is the controlled state, xc(t) is the state reference
command, and x˙(t) is the derivative of the controlled state.
A zero-order hold (ZOH) discrete-time equivalent is obtained for the continuous-time differential
equation (Equation 5.13), using a sampling period ∆tu, referred to as the command update interval,
to obtain the discrete-time difference equation,
xj(k + 1) = e
−∆tu
τx xi(k) +
(
1− e−∆tuτx
)
xc(k), (5.14)
where xj(k + 1) is the optimal next state, xi(k) is the current state, and xc(k) is the state reference
command at the current time step. Rearranging the difference equation to make the state reference
command the subject yields an equation that calculates what the state reference command must be for
the state to transition from its current value xi(k), to the next value xj(k+1) in ∆tu seconds, assuming
that the controller has a time constant τx. The state reference command is therefore calculated as,
xc(k) =
xj(k + 1)− e
−∆tu
τx xi(k)
1− e−∆tuτx
. (5.15)
The compensated state trajectories are now obtained by applying Equation 5.15 to the optimal state
trajectories provided by the trajectory planner, using the time constant of the specific middle-loop
controller, and the selected command update interval ∆tu. However, if the discretisation sampling
period ∆tu is significantly longer than the middle-loop controllers’ time constants, a staircase-effect is
expected to manifest in the state responses, due to the current output signal settling at the commanded
value before the next command is provided, as illustrated by a general example in Figure 5.6a. To
avoid this staircase-effect, it was proposed that the state command vector xc be updated at an interval
much shorter than the shortest middle-loop controller time constant, so that the controllers would
attempt to follow the next state command value before it has settled at its current command. If the
command update interval is small enough, the state responses will appear smooth, as shown in Figure
5.6b where the update interval ∆tu is half the controller time constant. It was decided to make the
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Figure 5.6: Middle-loop controller output showing a staircase-effect with a slow sampling period, and
a smooth output with a faster sampling period.
command update interval ∆tu (and also the discretisation sampling period) a fraction of the dynamic
programming sampling time ∆T ,
∆tu =
1
nu
∆T, (5.16)
where nu is the ratio between the dynamic programming sampling time ∆T , and the command update
interval ∆tu. Because the state command vector must now be updated nu times in one time step ∆T ,
the state command vector cannot immediately command the next state x∗j (k + 1), but has to assume
intermediate state values between the current state and the next state, as shown in Figure 5.7 where
nu = 5. The intermediate states, denoted by the subscript p, are along the optimal state trajectory,
and are obtained by dividing the optimal state trajectory into nu intermediate steps of width ∆tu.
(Note that the intermediate states, indicated in green, leads the expected response, indicated by the
xp1
xp2
xp3
xp4
xp5
∆T
∆tu
xi(k)
x∗j (k + 1)
Optimal trajectory
Intermediate states
Expected response
Figure 5.7: Straight line interpolation between current and next states, and ZOH approximation
orange line, as the intermediate states are step inputs, and therefore need to be commanded at the
beginning of each time step). The intermediate states xp are calculated in real-time by the onboard
computer (OBC), by applying a straight line interpolation from the current states xi(k) to the next
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states x∗j (k + 1),
xp(p) =
x∗j (k + 1)− xi(k)
∆T
p+ xi(k), (5.17)
with
p =
floor
(
fc
nu
n+ 1
)
nu
∆T, n ∈ [0, 1, 2, · · · , fc∆T − 1] , (5.18)
where p is the index of the nu different intermediate steps that updates every ∆tu seconds, fc is the
frequency at which the onboard controllers are processed, and n is the counter value that incrementing
at each processing cycle of the onboard controllers. The counter n is reset at every recovery time period
∆T used in the dynamic programming algorithm. The difference equation stated in Equation 5.15 is
now used to produce the state command vector to transition between the intermediate state values
discussed above. The state command vector is thus given as
xc(p) =
x∗p(p+ 1)− e−
∆tu
τx xp(p)
1− e−∆tuτx
, (5.19)
and will update every ∆tu seconds.
5.2.4.2 Controller Time Constants
The time constants for each middle-loop controller is given in Table 5.1. The flight path angle controller
Table 5.1: Controller time constants
Parameter Symbol Value Units
airspeed controller time constant τV¯ 1 s
flight path angle controller time constant τγ 0.588 s
roll angle controller time constant τΦ 0.48 s
command update interval ∆tu 0.2 s
time constant was obtained from the middle-loop flight path angle control law,
γ˙ = −Kγ (γ − γc) , (5.20)
and therefore the time constant is the inverse of the flight path angle proportional control gain,
τγ =
1
Kγ
. (5.21)
In a similar manner, the roll angle controller time constant was obtained from the roll angle control
law
Pc = −KΦ (Φ− Φc) , (5.22)
and therefore the time constant is just the inverse of the roll angle controller gain,
τΦ =
1
KΦ
. (5.23)
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The airspeed controller was approximated as a first order system according to its step response
characteristics. The time at which the airspeed output reaches 63% of the final value was obtained as
τV¯ = 1 s. (5.24)
The proposed command update interval is only about half of the flight path angle controller time
constant, and the roll angle controller time constant. It is expected that no staircase effect will be
present in these responses, as they would not nearly have reached 63% and will definitely not have
started settling yet. As the commands that are calculated are typically greater than the expected state
values, making the command update interval too small would result in the commands becoming even
greater, to the point where the commands might cause the inner-loop control commands to exceed
the allowable input limits too often. For this reason, it was decided not to make the command update
interval any smaller.
5.3 Lookup Table Navigation
This section describes the dynamic programming lookup table that is used to execute the recoveries,
and how the optimal control trajectories are extracted from the table. It begins with an overview
of how the table was constructed in order to simplify navigation, which is followed by the process
to navigate the lookup table. It concludes by discussing how the lookup table is stored onboard the
aircraft, and how the onboard computer (OBC) accesses the table.
The lookup table is populated with all the state variable combinations in the quantised state
space, and each row in the table stores a possible aircraft state (airspeed V¯ , flight path angle γ, and
bank angle Φ), the index j∗ of the optimal next state from that state, and the optimal control inputs
(normal specific acceleration C∗W , roll rate P
∗, and thrust T ∗) to transition from the current state to
the next state.
The contents of the table were arranged as follows: Each state variable increments through its own
quantised linear space from its lowest value to its highest value. The bank angle entry increments at
every row index and therefore iterates through its linear space multiple times. The flight path angle
entry increments every time the bank angle entry wraps, and therefore also iterates through its linear
space multiple times, but at a lower rate than the bank angle entry. The airspeed entry increments
every time the flight path angle entry wraps, and therefore iterates through its linear space only once
and at the lowest rate. By arranging the contents of the lookup table in this way, the index i of a
given state in the lookup table can be calculated using
i =
(
V¯ − V¯0
) (
NΓq +NΦq
) 1
∆V¯
+ (γ − γ0)
(
NΦq
) 1
∆γ
+ (Φ− Φ0) 1
∆Φ
, (5.25)
where V¯0, γ0 and Φ0 are the first entries of the airspeed, flight path angle and bank angle in the lookup
table, and NΓq and NΦq are the number of samples of the quantised linear spaces into which the flight
path angle and bank angle ranges have been quantised respectively. This calculation is performed
when the recovery system is activated to obtain the index of the initial state. Given the initial state,
x0 =
[
V¯0 γ0 Φ0
]T
, (5.26)
with index i0, the optimal state trajectory
x∗(k) =
[
V¯ ∗ γ∗ Φ∗
]
k = 1, 2, · · · , N (5.27)
and the optimal control input sequence
u∗(k) =
[
C∗Wc P
∗
c T
∗
c
]
k = 1, 2, · · · , N (5.28)
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can be reconstructed by starting at the index i0 of the initial state and iteratively navigating through
the lookup table by following the optimal next state indexes, as follows
k ← 1
i← i0
while i 6= j∗(i) and k 6= N do
x∗(k)← xi
u∗(k)← ui
i ← j∗i
k ← k + 1
end
5.3.1 Practical Consideration
To give the onboard computer (OBC) access to the lookup table, it was stored in a file on the SD
card that is typically used to log the OBC flight data. The OBC reads and writes to and from the SD
card using a serial peripheral interface (SPI) bus. It was decided to use the SD card as the dsPIC32f
microcontroller used for the OBC does not have enough memory to store the lookup table. The PIC
microcontroller utilises a file system called the Microchip’s Memory Disk Drive (MDD) library that
supports the FAT16 file system of the SD card. FAT16 file systems support a maximum of 2 GB of
disk space, far greater than the lookup table which is typically smaller than 200 KBs. The lookup
table was stored as a binary file, constructed in the format discussed in the previous subsection, to
easily read from the file without having to convert string data into numeric data, as would have been
required when a text file was used [37].
The file containing the lookup table is opened once, following a command from the ground control
station (GCS), and gets accessed once every ∆T seconds to read a single line from the table, to obtain
the optimal next states, the optimal control input values and the index of the optimal next state.
Accessing the lookup table and reading the data into the various variables takes 3.2 ms. Accessing
the lookup table at such a low frequency, with this small duration, had no significant effect on the
processing time, and the OBC’s execution time of one cycle remained within the specified bounds.
5.4 Recovery State Machine
This section describes the Upset and Recovery State Machine (URSM) that was used to control the
different modes of operation of the automatic upset recovery system and to guide the aircraft through
the different states of the recovery. When the automatic recovery is activated, the state machine
captures the initial state of the aircraft, reconstructs the optimal state trajectories and control input
sequences from the lookup table, and provides them as references to the flight control system. It was
decided that the state machine should also include a mode to intentionally drive the aircraft into a
specified upset state in a controlled manner, so that specific upset recovery scenarios could be flight
tested safely.
The block diagram of the upset and recovery state machine is shown in Figure 5.8. The state
machine is comprised of five states to drive the aircraft into upset, and then through recovery and
back to cruising flight. As seen from Figure 5.8, when the state machine enters the Recovery state, a
secondary state machine is entered to read from the lookup table.
The flight controllers are initialised in the Pilot Flight state, where the safety pilot has full control
over the aircraft. By toggling a switch on the safety pilot’s remote, the state machine is initialised
into the Cruising Flight state, where the airspeed is set to its trim value and the flight path angle
reference is set to zero degrees; at this point the bank angle is still under the control of the safety pilot.
From here, the aircraft transitions to the Enter Upset state following the upset flag being activated
on the ground station. During this state the roll angle controller is activated and the aircraft is driven
into upset according to the desired upset conditions specified on the ground station. The aircraft will
remain in this state until each state measurement has reached predefined thresholds specified for each
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Figure 5.8: Recovery state machine block diagram
state: δV¯ , δγ and δΦ for the airspeed, flight path angle and bank angle respectively. As soon as the
desired upset state is reached, the state machine automatically and immediately switches from the
Enter Upset state to the Upset Recovery state, without any action required from either the safety
pilot or the ground station operator. In the Upset Recovery state a secondary state machine is used
to read the optimal next state and the optimal control input from the lookup table at every sampling
time instant and provide them as references to the middle-loop and inner-loop controllers. Once the
secondary state machine has iterated through the optimal state trajectory, the recovery is considered
to be completed, and the state machine switches back to the Cruising Flight state. Note from Figure
5.8 that throughout the entire execution of the state machine the altitude is monitored—if the aircraft
goes below the predefined altitude bound Dmin, the manoeuvre will automatically be aborted, and
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the aircraft will enter the Emergency state. If the altitude remains more than the specified minimum
altitude Dmin, in other words, the Decision 6 is false, the state machine continues with its normal
execution. To prevent the aircraft from attempting to reach the upset thresholds indefinitely, and
possibly crashing, a time period Tu, referred to as the “upset time”, has been defined after which the
aircraft must automatically recover, regardless of its current state. A similar method was adopted for
the recovery, except that when the so-called “recovery time”, Tr, elapses the state machine defaults
to the Emergency state, from where new control inputs must be provided to the flight control system
or the safety pilot must be instructed to take over control of the aircraft. Furthermore, if the aircraft
moves beyond the boundaries of the quantised state space, and therefore also the boundaries of the
lookup table, the state machine will automatically transition to the Emergency state. Once the state
machine has entered the Emergency state, the middle-loop controllers receive the trim airspeed, and
zero flight path angle and bank angle as references, to attempt to recover the aircraft without following
the optimal recovery trajectories, if possible. However, during the Emergency state the safety pilot
must be instructed to take over control, in order to ensure minimal risk of crashing. Decision 4 is
also continuously monitored throughout the execution of the state machine. If the safety pilot at any
moment decides to take control of the aircraft, he toggles the switch on the flight remote that sets the
RCswitch value high, that will cause the state machine to abort, and it must reset. If the RCswitch
value remains low, the state machine continues its normal execution.
The Upset Recovery state houses a second state machine, referred to as the Lookup Table State
Machine (LTSM), comprising three states, to read from the lookup table and command the controllers.
When the Upset and Recovery State Machine enters the Upset Recovery state, the Lookup Table State
Machine is initialised into the Initial Condition state that determines the aircraft’s current state, from
where the recovery must be executed. Once the initial condition is known, the state machine transitions
to the Read Table state that acquires the necessary information from the lookup table, and then to
the Control Commands state where the variables of the state command vector xc, and the control
input vector uc, are calculated according to the selected trajectory execution architecture, and are
then supplied to the controllers. From here on the state machine cycles between the Read Table and
Control Commands states at every sampling instant using a sampling period equal to the sampling
period ∆T of the trajectory planner, until the recovery is completed or the recovery time has elapsed.
The recovery is completed when the index of the optimal next state equals the index of the current
state, meaning that the lookup table is referenced at the same location; this activates the recovered
flag, prompting the Recovery State Machine to transition to the Cruising Flight state, and therefore
exiting the Lookup Table State Machine.
The typical parameters used for the recovery state machine are shown Table 5.2. The state
Table 5.2: Recovery State Machine parameters
Parameter Symbol Value Units
airspeed threshold δV¯ 2 m/s
flight path angle threshold δγ 2
◦
bank angle threshold δΦ 5
◦
upset time Tu varies s
recovery time Tr 10 s
altitude bound Dmin 20 m
thresholds were chosen to be close to the quantisation intervals, so that the recovery will at least
occur from a condition close to the desired upset condition. Without the state thresholds, the aircraft
would attempt to the reach the upset conditions until the upset time has elapsed, as sensor noise and
disturbances make it very unlikely that all the specified upset conditions would be reached exactly.
Instead of entering recovery when the measurements are close enough to the desired upset conditions,
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waiting for the upset time to elapse may also cause the aircraft to lose great amounts of altitude if
the time is set too long. If the upset time is set too short, the aircraft might not reach the desired
upset condition at all. Therefore the upset time varies for each upset condition. The recovery time
was set to 10 seconds, as this is the time for which the dynamic programming solution was generated
for. The minimum altitude was chosen to be 20 metres, as this would allow the safety pilot to still
take over and recover the aircraft before it crashes.
5.4.1 Re-Planning
It was decided not to include any re-planning of the recovery trajectories, meaning that if the responses
do not follow the optimal state trajectories, they recovery system would not re-initialise the recovery
procedure from new initial upset conditions. As the recovery trajectories reach the trim conditions
after a very short time duration, the middle-loop state feedback controllers will regulate the states to
eventually achieve the trim condition.
For practical implementations, in industry, it is proposed that the recovery state machine would
always monitor the aircraft’s states to detect upset. Once upset is detected, the recovery system
would enter a recovery state to return the aircraft to trim. Once the state machine has completed the
recovery, it would return to the upset detection state from where a recovery can be activated again if
the previous recovery was not successful.
5.5 Simulation Results
In this section, simulation results for various upset scenarios are provided. For each upset, results of
all four different trajectory execution architectures are compared. The simulations were performed
in a software-in-the-loop (SIL) simulation environment, as it is easier to reproduce the exact upset
condition for each of the architectures than it would be in hardware-in-the-loop (HIL) simulations.
The upset conditions considered are:
1. Underspeed
2. Overspeed
3. Steep descending flight path angle
4. Steep descending flight path angle, with high bank angle and overspeed
5. Inverted bank angle
For each recovery, the airspeed and flight path angle responses are provided, and the bank angle
response where bank angle recovery is performed. After the relevant states are provided, the inner-
loop control responses are provided and discussed, and finally, the minimum altitude losses achieved
by each trajectory execution architecture are compared.
In the following recovery examples, the normal flight controllers were not activated once the reco-
very had been completed, and therefore shows steady state errors in several feedforward only examples.
It was decided not to activate the controllers, to illustrate the effectiveness of the feedforward only
architecture to follow the recovery trajectory, without the normal flight controllers performing the
last segment of the recovery. In practical flight however, the normal flight controllers would have
been activated and the aircraft would not have continued under open-loop state control, as in the
simulations.
It is important to note that constant thrust was used to perform the recoveries when using the
feedforward only, the feedback only and the feedback-feedforward architectures, and therefore the thrust
command is kept constant, and the airspeed controller is not used for these architectures. The compen-
sated feedback only architecture uses the airspeed controller to actuate the thrust in order to regulate
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the airspeed. The control commands provided to the airspeed controller are the compensated con-
trol commands generated by the state trajectory compensation in order to compensate for the lag
introduced by the airspeed controller.
5.5.1 Underspeed Upset Recovery
For the underspeed upset recovery, the aircraft recovered from an upset condition of[
V¯ γ Φ
]T
t=0
=
[
13 0 0
]T
. (5.29)
The aircraft was therefore initialised with a low airspeed, but with a level flight path angle and a
wings level bank angle. The airspeed and flight path angle trajectory responses during the recovery
are shown in Figure 5.9, and the normal specific acceleration and thrust control inputs are shown in
Figure 5.10. The altitude change that occurred during the recovery is seen in Figure 5.11.
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Figure 5.9: Underspeed upset recovery: airspeed and flight path angle vs. time
The results show that the aircraft’s airspeed followed the optimal airspeed trajectory quite well,
for all the architectures except for the feedforward only architecture (shown in light blue), where
just the control input sequences were provided to the inner-loop controllers to perform open-loop
control on the aircraft states. Note that for all the trajectory execution architectures, except for the
compensated feedback only architecture, the thrust is kept constant and that the airspeed was therefore
mostly recovered using flight path angle. The compensated feedback only architecture uses the airspeed
controller to provide additional regulation of the aircraft’s airspeed.
For the feedforward only architecture, the airspeed clearly never recovers to the desired terminal
state. This is because of a combination of the constant thrust and the fact that the flight path angle
neither followed its predicted trajectory, nor settled to zero. This can be attributed to the increased
response time of the NSA controller due to the lower airspeed. This problem could be addressed by
applying nonlinear control design on the NSA controller, for example, using gain-scheduling based on
the airspeed. As the normal specific acceleration fails to follow the commanded value, the flight path
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Figure 5.10: Underspeed upset recovery: normal specific acceleration and thrust vs. time
angle also does not recover. The feedforward only architecture attempts to follow the optimal state
trajectory in an open-loop manner, but the trajectory deviates from the planned trajectory because
the actual aircraft response differs from the modelled response, and state feedback is not used to
correct the deviation of the executed trajectory from the planned trajectory.
The feedback only architecture (shown in green) attempts to follow the reference trajectory in a
closed-loop manner, but the executed trajectory lags behind the planned trajectory because no feed-
forward commands are provided to the inner-loop NSA controller, and the NSA command produced
by the flight path angle controller develops slowly. The deviation of the executed trajectory from the
planned trajectory is limited because the state feedback attempts to correct the deviation. Although
the executed trajectory lags behind the planned trajectory, it does eventually follow it with zero
steady-state error. From the normal specific acceleration response in Figure 5.16, it is clear that the
actual normal specific acceleration takes much longer to reach the values calculated by the dynamic
programming algorithm. The airspeed lag is somewhat smaller because the thrust is immediately
increased to the trim thrust from the initial lower value that was used to drive the aircraft into upset,
causing the airspeed to increase faster. It is important to note that the feedback only architecture does
not use the airspeed controller, but rather a constant thrust setting. The benefits of state feedback
are therefore not provided for the airspeed state.
Using the feedback-feedforward architecture (shown in red), the control input sequence provided to
the inner-loop controllers as feedforward commands, anticipates the inner-loop references required to
follow the optimal state references, compensating for the middle-loop controller lag as expected. The
trajectory executed by the feedback-feedforward architecture therefore follows the planned trajectory
with minimal lag due to the feedforward commands to the NSA controller. The state feedback used
by the middle-loop controllers still limits the deviation of the executed trajectory from the planned
trajectory, and provides disturbance rejection and robustness to model uncertainty. The feedback-
feedforward architecture therefore combines the advantages of the feedforward only and the feedback
only architectures. It is important to note that the feedback-feedforward architecture does not use the
airspeed controller, but rather a constant thrust setting. The benefits of state feedback are therefore
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not provided for the airspeed state. Between t = 2.5 and t = 3.5 seconds, the airspeed starts to settle
before it reaches the terminal airspeed value due to the flight path angle becoming positive during this
time. The flight path angle deviation can be attributed to the normal specific acceleration becoming
more negative than the optimal control sequence, creating more lift. The normal specific acceleration
deviation is a result of the flight path angle controller generating greater negative NSA commands in
order to decrease the flight path angle error. The normal specific acceleration deviations are therefore
not attributed to overshoot, but rather to the flight path angle controller generating normal specific
acceleration commands that deviate from the optimal normal specific acceleration input sequence.
Using the compensated feedback only architecture (shown in purple), the compensated state trajec-
tory provided to the middle-loop controllers as reference commands effectively compensates for the lag
introduced by the middle-loop controllers. The trajectory executed by the compensated feedback only
architecture therefore follows the planned trajectory with minimal lag by only using the compensated
state references that anticipate the middle-loop controller lag, without using any feedforward com-
mands. The deviation of the executed trajectory from the planned trajectory is limited by the state
feedback used by the middle-loop controllers. The compensated feedback only architecture therefore
produces similar trajectory execution performance as the feedback-feedforward architecture. The air-
speed controller receives the compensated optimal airspeed as reference, while the trim throttle setting
is still provided as feedforward to the throttle. From around t = 2 seconds, the flight path angle dips
below the optimal flight path angle trajectory due to the flight path angle command generated by the
state trajectory compensation being more negative between t = 1 and t = 2 seconds to compensate for
the lag. This is then followed by the aircraft pulling up hard to recover the flight path angle, resulting
in the flight path angle overshooting the optimal trajectory, before returning back to zero, causing
the airspeed to settle below the terminal airspeed. This can also be attributed to the compensated
flight path angle commands generated by the state trajectory compensation. Because the airspeed is
lower, the flight path angle controller loop gain is higher, and greater NSA commands than required
are generated. This results in the flight path angle response following the compensated flight path
angle trajectory more closely than expected.
The altitude changes, shown in Figure 5.11, clearly shows how the feedforward only architecture
completely deviates from the altitude change predicted by the dynamic programming algorithm. This
is because the airspeed never recovers, and the flight path angle remains positive while the aircraft
again approaches an underspeed condition. Clearly the aircraft fails to recover from severe underspeed
Figure 5.11: Underspeed upset recovery: altitude change
conditions when implementing the feedforward only architecture. For all the other trajectory execu-
tion architectures, the changes in altitude corresponds well with the predicted altitude change. All
responses, except for the response from the feedforward only architecture, were considered satisfactory.
The results from this test clearly shows how sensitive the feedforward only architecture is to model
uncertainty, and how essential the addition of the middle-loop controllers is to the automatic recovery
system.
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5.5.2 Overspeed Upset Recovery
For the overspeed upset recovery, the aircraft was recovered from an upset condition of[
V¯ γ Φ
]T
t=0
=
[
26 0 0
]T
. (5.30)
The aircraft was therefore initialised with a high airspeed, but with a level flight path angle and a
wings level bank angle. Although other recovery examples shows the airspeed exceeding this value,
and is therefore considered greater overspeed upset conditions, 26 m/s is the highest airspeed reachable
with the aircraft’s propeller and motor, while keeping the flight path angle zero. The airspeed and
flight path angle responses during the recovery are shown in Figure 5.12, and the normal specific
acceleration and thrust responses are shown in Figure 5.13.
0 1 2 3 4 5 6 7
Time [s]
-5
0
5
10
F
li
gh
t
P
at
h
A
n
gl
e
[◦
]
Figure 5.12: Overspeed upset recovery: airspeed and flight path angle vs. time
From the airspeed responses is seen that the airspeed recoveries for all trajectory execution architec-
tures, except for the compensated feedback only architecture, are very similar: the airspeed decreases
slowly and eventually approaches 20 m/s around t = 6 seconds. To drive the aircraft into the over-
speed upset, the throttle is set to its maximum value, and when the recovery is then enabled and the
throttle set to its trim value, the actual thrust produced first has to reach that value, which takes
approximately 1 second based on the time constant approximated for the engine motor. Therefore the
thrust is initially higher than the trim thrust, causing the difference between the predicted and actual
airspeed, and also in the airspeed rate of change, which affects the value at which the airspeed settles.
With the feedforward only architecture, the flight path angle is negative from t = 2 seconds, causing
the airspeed to recover more slowly. The flight path angle settles at this negative value because the
normal specific acceleration does not change immediately as assumed by the dynamic programming
algorithm, causing a small transient response in the normal specific acceleration responses. This
transient response results in the flight path angle rate of change to not be zero immediately from t = 2
seconds, causing the negative flight path angle. From about t = 2.5 seconds, the trim normal specific
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Figure 5.13: Overspeed upset recovery: normal specific acceleration and thrust vs. time
acceleration is commanded, causing the flight path angle rate of change to be zero, and therefore the
flight path angle remains at this negative value.
With the feedback only architecture the flight path angle again lags the optimal flight path angle
trajectory, resulting in the airspeed recovering slowly to the terminal value. It is important to note
that the airspeed controller is not used for this architecture, and the executed airspeed trajectory is
therefore not corrected with feedback control, and the executed airspeed trajectory is therefore allowed
to deviate from the planned airspeed trajectory.
With the feedback-feedforward architecture, the flight path angle trajectory is very similar to the
feedforward only architecture. However, the additional robustness provided by the flight path angle
controller marginally improves the trajectory tracking accuracy, and recover the state trajectories to
the desired terminal states. The airspeed recovers slowly due to the flight path angle overshoot at t = 2
seconds, causing a negative flight path angle. The airspeed controller is also not used to correct or
limit the executed airspeed trajectory deviations, and steady-state tracking is therefore not provided
to the airspeed trajectory. By providing the optimal control references to the inner-loop controllers,
the lag introduced by the middle-loop controllers is clearly compensated for.
The airspeed for the compensated feedback only architecture reduces faster than expected, as the
state trajectory compensation that was performed to compensate for the airspeed controller lag is
unaware of the positive flight path angle trajectory produced by the dynamic programming algorithm
to regulate the airspeed. The airspeed is therefore being reduced by both the airspeed controller,
and the positive flight angle trajectory, resulting in the airspeed reducing faster than predicted. The
flight path angle response show good trajectory tracking until about t = 1.5 seconds, where the flight
path angle response becomes less than the optimal trajectory before it recovers to zero. The state
trajectory compensation clearly compensates for the lag produced by the middle-loop controllers.
The altitude changes, shown in Figure 5.14, correspond well with the predicted altitude changes,
except for the feedforward only architecture. This is because the flight path angle settles at -2 degrees,
while the airspeed slowly approaches its final value. The combination of flight path angle and airspeed
result in continuous altitude loss. In practical tests, however, this would be avoided, as the normal
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airspeed and flight path angle controllers would be activated at t = 4 seconds. All other discrepancies
can again be attributed to the deviations in airspeed and flight path angle.
Figure 5.14: Overspeed upset recovery: altitude change
5.5.3 Steep Descending Flight Path Angle Upset Recovery
This example shows the recovery execution from a steep descending flight path angle, with the following
initial state values [
V¯ γ Φ
]T
t=0
=
[
23 −39 0]T . (5.31)
The aircraft is initialised with a normal airspeed, a steeply descending flight path angle of -39 degrees,
and a wings level bank angle. The airspeed and flight path angle responses that the aircraft followed
during the recovery are shown in Figure 5.15 and the normal specific acceleration and thrust responses
are shown in Figure 5.16. The altitude change during the recovery can be seen in Figure 5.17.
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Figure 5.15: Deep descending flight path angle upset recovery: airspeed and flight path angle vs. time
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Figure 5.16: Deep descending flight path angle upset recovery: normal specific acceleration and thrust
The executed flight path angle trajectories follow the planned flight path angle trajectories much better
than the executed airspeed trajectories follow the planned airspeed trajectories. This means that
the flight path angle response of the aircraft is modelled more accurately than its airspeed response,
(because the drag is poorly modelled), which is why the actual flight path angle response agrees better
with the modelled flight path angle response. The middle-loop flight path angle controller corrects
deviations in the executed flight path angle trajectory, while the middle-loop airspeed controller is not
used, which is why deviations in the airspeed trajectory are allowed, and not corrected.
For the feedforward only and feedback-feedforward architectures, the executed airspeed trajectory
roughly follows the planned airspeed trajectory, as the actual flight path angle follows the commanded
flight path angle trajectory well. The slight leading behaviour exhibited by the airspeed responses can
be attributed to the uncertainties introduced by the drag calculations and also to the initial thrust
being much lower than the trim thrust. At t = 4 seconds, the flight path angle response overshoots
and the flight path angle becomes negative for a time, causing the aircraft to recover from overspeed
more slowly than expected. The normal specific acceleration follows its commands quickly, as expected
from the high-bandwidth controller, validating the assumption of time scale separation between the
fast rigid body rotational dynamics and the slower point mass translational dynamics that was made
to solve the optimal control problem with dynamic programming. When comparing the feedforward
only and feedback-feedforward architectures, it can be seen that providing the optimal flight path
angle trajectory to the middle-loop flight path angle controller limits the deviation of the executed
trajectory from the planned trajectory and eliminates the steady-state error of the flight path angle
response.
For the feedback only architecture, there is a significant deviation from the predicted airspeed due
to the flight path angle response lagging the commanded flight path angle. The middle-loop flight path
angle controller first has to wait for the error to develop before providing the necessary commands to
the NSA controller. This behaviour is observed in Figure 5.16, where it is clear that the actual normal
specific acceleration takes much longer to reach the values calculated by the dynamic programming
algorithm. The flight path angle controller is a type 1 controller that receives ramp references during
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the recovery, and therefore a local steady-state error is expected. Because the airspeed is greater than
predicted, the actual flight path angle system effectively has a lower loop gain than the theoretical
system, and therefore the steady-state error might be slightly larger than expected. However, the
flight path angle response from the feedback only architecture is very close to what was expected,
and therefore considered acceptable. The lag observed in the flight path angle behaviour is also
the reason for the airspeed deviation. The flight path angle stays negative for longer, causing the
aircraft to increase for a longer period. When comparing the feedback only and feedback-feedforward
architectures, it can be seen that by providing the normal specific acceleration as a feedforward input
command to the inner-loop NSA controller, the actuation of the actual flight angle occurs much earlier,
and it therefore successfully compensates for the lag introduced by the flight path angle control law.
With the compensated feedback only architecture, it is important to note that the airspeed con-
troller is activated and a constant throttle setting is no longer used. The airspeed controller receives
the compensated optimal airspeed as reference, while the trim throttle setting is still provided as
feedforward to the throttle. From Figure 5.15 can be seen that the airspeed reduces more rapidly
in the executed airspeed trajectory than in the optimal airspeed trajectory, as the state trajectory
compensation that was performed to compensate for the airspeed controller lag, was unaware of the
increasing flight path angle trajectory produced by the dynamic programming algorithm to decrease
the airspeed. The airspeed is therefore being reduced by both the airspeed controller, and the positive
flight angle, resulting in the airspeed reducing faster than predicted. The state trajectory compensa-
tion therefore may have compensated too much for the airspeed controller lag during this recovery.
Just after the recovery is activated, between t = 0 and t = 1 seconds, the actual airspeed does not
track the commanded airspeed as desired. It was expected that the airspeed controller would increase
the throttle setting beyond the trim throttle setting to increase the airspeed, but as seen from Figure
5.16, the thrust is lower than expected. It could be that the integrator in the airspeed control law
causes the throttle command to be lower than desired, or it could be that the flight path angle couples
into the airspeed causing the airspeed controller to reduce the throttle setting. Eventually the actual
airspeed tracks the commanded airspeed more closely, and successfully recovers the airspeed at the
end of the recovery.
The altitude changes during each of the recoveries are shown in Figure 5.17. For each recovery the
Figure 5.17: Deep descending flight path angle upset recovery: altitude change
altitude changes are very similar to the expected altitude change predicted by the dynamic program-
ming solution, except for the feedback only architecture. This can be attributed to the airspeed being
higher than predicted for the greater part of the recovery, while the flight path angle was negative for
a longer duration. The feedforward only architecture also displays marginally more altitude losses as
a result of the flight path angle being slightly more negative than the predicted flight path angle, and
because it settles to a negative flight path angle.
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5.5.4 Steep Descending Flight Path Angle, with Bank Angle and Overspeed
Upset Recovery
The steep descending flight path angle, high bank angle and overspeed recovery was initiated from[
V¯ γ Φ
]T
t=0
=
[
23 −39 50]T . (5.32)
The airspeed, flight path angle and bank angle responses are shown in Figure 5.18, while the corre-
sponding thrust, normal specific acceleration and roll rate responses are shown in Figure 5.19.
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Figure 5.18: Steep descending flight path angle, with bank angle and overspeed upset recovery: air-
speed, flight path angle and bank angle vs. time
From the results shown, it is clear that the feedback-feedforward and compensated feedback only
architectures performed the best, as it tracked the reference trajectories most accurately. The initial
airspeed deviation observed for the feedback-feedforward architecture can be attributed to the initial
thrust being much lower than the planned trim thrust, and also to the flight path angle being less nega-
tive than commanded between t = 0 and t = 2 seconds. This is because the normal specific acceleration
stays too low as it attempts to follow the NSA command provided by the dynamic programming. The
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Figure 5.19: Steep descending flight path angle, with bank angle and overspeed upset recovery: thrust,
normal specific acceleration and roll rate vs. time
required normal specific acceleration calculated by the dynamic programming algorithm is a function
of the cosine of the bank angle. At high bank angles, greater negative normal specific acceleration is
required to ensure that the vertical lift component is sufficient for the desired flight path angle rate.
The dynamic programming algorithm therefore generates a greater NSA command to compensate for
the decreased lift. However, at around t = 0.5 seconds, the bank angle has recovered to a lower bank
angle, and the compensated normal specific acceleration is no longer necessary to adjust the flight
path angle. At this point, the middle-loop flight path angle controller reduces the NSA command
to follow the commanded flight path angle trajectory. The NSA command to recover the flight path
angle, after the bank angle has been recovered to zero, is only commanded from t = 1 second, whereas
the actual desired NSA value changes at about t = 0.5 seconds.
The bank angle recovery occurs quickly, as expected, from the high bandwidth roll angle and roll
rate controllers. It is again observed that the feedback only architecture again produces the expected
delay from the middle-loop roll angle controller, and that the addition of the feedforward control
input to the roll rate controller successfully compensates for the delay in the feedback-feedforward
architecture. It is clear that the state trajectory compensation performed for the roll angle controller
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also successfully compensates for the lag. During the feedforward only architecture, the bank angle
travels from the upset condition, through zero to a negative value. This is a result of the overshoot
observed in the roll rate response.
The altitude changes during the recovery can be observed in Figure 5.20. The predicted altitude
Figure 5.20: Steep descending flight path angle, with bank angle and overspeed upset recovery: altitude
change
loss for all the recoveries correspond well with the predicted altitude loss. As in the previous examples,
the altitude loss is less for most methods, as the airspeed is lower than expected. The altitude loss
for the feedback only architecture is more than predicted because the flight path angle is negative for
a longer period of time, while the airspeed is higher than predicted.
5.5.5 Inverted Bank Angle Upset Recovery
To illustrate a recovery from an inverted bank angle, the aircraft was driven to an upset condition of[
V¯ γ Φ
]T
t=0
=
[
20 −11 135]T . (5.33)
The aircraft was therefore initialised with an acceptable airspeed, a slightly descending flight path
angle, and a inverted bank angle. The aircraft’s airspeed, flight path angle and bank angle during
the recovery is given in Figure 5.21, and the thrust, normal specific acceleration and roll rate control
inputs are shown in Figure 5.22.
Similar to the previous examples, it can be seen that the feedback-feedforward and compensated
feedback only architectures caused the recovery trajectories to be followed most accurately, while the
feedback only architecture successfully recovered the aircraft, but produced the most altitude loss.
The feedforward only architecture performed the poorest, as the aircraft did not successfully recover
to the terminal state. For all implementations, the airspeed is higher than predicted between t = 0
and t = 1.5 seconds, because the thrust to produce the upset condition is still a lot higher than the
trim thrust value.
With the feedforward only architecture, the airspeed quickly decreases as the flight path angle is
less negative than predicted. The flight path angle deviation can be attributed to the NSA command
staying constant for the entire sampling period between t = 0 and t = 1 seconds, where it should have
experienced a sign change at around t = 0.75 seconds, where the aircraft rolled through 90 degrees.
The NSA command from the dynamic programming does not take into consideration the recovering
bank angle between two time steps, but instead plans the NSA command for an entire time period
according to the bank angle at the beginning of the time step. As the bank angle recovers, the NSA
command should change as a function of the cosine of the bank angle to maintain the correct the
vertical component of the NSA. When the aircraft is again right side up, the slope of the flight path
angle response is very similar to the predicted flight path angle slope, as the bank angle has a smaller
effect on the NSA. The recovery was initiated as the aircraft was still rolling, and therefore the initial
120
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Figure 5.21: Inverted bank angle upset recovery: airspeed, flight path angle and bank angle vs. time
roll rate is not zero, explaining why the roll angle response in Figure 5.21 first increases, before it
starts to recover. The roll rate response shows significant overshoot, causing the bank angle to recover
more quickly than predicted. The overshoot also causes the bank angle to move beyond zero degrees.
It is clear that although the feedforward only architecture brought the states closer to the terminal
state values, it does not successfully recover the aircraft without any state feedback controllers.
In spite of the slower responses, the feedback only architecture successfully recovered the states to
the terminal states. The airspeed increases beyond the predicted airspeed from t = 3 seconds due
to the flight path angle that remains below its commanded value from t = 1.5 seconds. The NSA
response clearly shows how the flight path angle controller changes the sign of NSA command when
the aircraft rolls through 90 degrees, as it spikes around t = 1.5 seconds.
With the feedback-feedforward architecture the airspeed tracks the predicted airspeed well under
constant throttle. Around t = 1 second, the flight path angle becomes less negative than commanded
as the aircraft rotates through 90 degrees, and the NSA commands experience sudden changes. This
causes the airspeed to be lower than predicted from t = 1.5 to t = 3 seconds. As the aircraft turns right
side up, the flight path angle starts following its reference trajectory well, until t = 5 seconds, where
it goes negative unexpectedly, causing the airspeed to decrease slower. The bank angle is recovered
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Figure 5.22: Inverted bank angle upset recovery: thrust, normal specific acceleration and roll rate vs.
time
quickly, and follows the reference trajectory well.
The compensated feedback only architecture produced a lower airspeed than commanded from
t = 2 seconds, as a result of the state trajectory compensation. It is clear that the active airspeed
control is very effective in regulating the airspeed, as the airspeed recovers more quickly than with
the the constant throttle. The quicker airspeed recovery can be attributed to the state trajectory
compensation that was performed to compensate for the airspeed controller lag, which was unaware
of the increasing flight path angle trajectory produced by the dynamic programming algorithm to
decrease the airspeed. The airspeed is therefore being reduced by both the airspeed controller, and
the positive flight angle, resulting in the airspeed reducing faster than predicted. The flight path angle
tracks the commanded flight path angle exceptionally well. This is also true for the bank angle. It is
clear that the state trajectory compensation successfully compensates for the roll angle controller lag.
The altitude changes, provided in Figure 5.23, show that the compensated feedback only architecture
produced very similar altitude changes to what was predicted. The feedback-feedforward produced
less altitude losses because of the flight path angle deviation when the aircraft was banked around
90 degrees. The feedback only architecture produced more altitude loss as the recovery took a longer
time to execute, leaving the flight path angle negative for longer. The feedforward only architecture
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Figure 5.23: Inverted bank angle upset recovery: altitude change
failed to recover the aircraft, and therefore its altitude loss is not relevant.
5.6 Conclusions
The simulation results in the previous section verify that the optimal recovery trajectory planner
(from Chapter 4) can be successfully integrated with the acceleration-based flight control architecture
of the fixed-wing UAV (designed in Chapter 3). The automatic attitude upset recovery system can
successfully recover the aircraft’s attitude envelope to trim flight, with near-minimum altitude loss,
while adhering to the structural limitations of the aircraft. The assumption to utilise the time scale
separation between the slower point mass translational dynamics, and the fast rigid body rotational
dynamics, in order to reduce the aircraft model to just the point mass dynamics, is also validated
by the simulations. The decision to provide the wind axis roll rate and bank angle command to the
body axis roll rate and roll angle controllers, is also validated as the aircraft recovered to the terminal
states.
Of all the different architectures to integrate the dynamic programming solution with the flight
control system, the feedforward only architecture performed the poorest. The simulation results show
that the feedforward only architecture only successfully recovered the aircraft from the certain upset
conditions. This architecture attempts to execute the planned state trajectory in an open-loop man-
ner, but because the actual aircraft response differs from the modelled response, the executed state
trajectory deviates from the planned state trajectory, and because state feedback is not used to correct
the deviation of the executed state trajectory from the planned state trajectory. The feedforward only
architecture provides no disturbance rejection and no robustness to model uncertainty for the state
trajectory.
The feedback only architecture attempts to follow the planned trajectory in a closed-loop manner,
by providing the optimal state trajectory to the middle-loop controllers. The executed state trajec-
tory lags behind the planned state trajectory because no feedforward commands to the inner-loop
controllers are used. However, the deviation of the executed state trajectory from the planned state
trajectory is limited because the state feedback attempts to correct the deviation. Although the exe-
cuted trajectory lags behind the planned trajectory, it does eventually follow it with zero steady-state
error. The feedback only architecture provides disturbance rejection and robustness to model uncer-
tainty for the execution of the flight path angle and bank angle trajectories. It should be noted that
this architecture does not use the middle-loop airspeed controller, and instead the engine is just given
a constant throttle setting. The executed airspeed trajectory is therefore not corrected with feedback
control, and the executed airspeed trajectory is therefore allowed to deviate from the planned airspeed
trajectory. The feedback only architecture produced acceptable trajectory execution results, and was
able to recover the aircraft from all the given upset scenarios. However, due to the lag in the executed
state trajectory, the altitude loss was often sub-optimal.
The trajectory executed by the feedback-feedforward architecture follows the planned trajectory
with minimal lag due to the feedforward commands to the inner-loop controllers, and limits the
deviation of the executed trajectory from the planned trajectory due to the feedback control provided
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by the middle-loop controllers. The executed trajectory also eventually follows the planned trajectory
with zero steady-state error. The feedback-feedforward architecture therefore combines the advantages
of the feedforward only and the feedback only architectures. It should be noted that the feedback-
feedforward architecture also does not use the middle-loop airspeed controller, and instead the engine
is just given a constant throttle setting. The executed airspeed is therefore allowed to deviate from the
planned airspeed trajectory. However, the feedback-feedforward architecture does provide disturbance
rejection and robustness to model uncertainty for the execution of the flight path angle and bank angle
trajectories. The feedforward-feedback architecture produced the best trajectory execution results,
and was able to recover the aircraft from all the given upset scenarios with minimal lag, and with the
altitude loss close to what was predicted by the trajectory planning algorithm.
The compensated feedback only architecture produced trajectory execution results that were almost
as good as the feedback-feedforward architecture results. The executed trajectories follow the planned
trajectories with minimal lag due to the modified state references that are provided to the middle-
loop controllers to compensate for the anticipated lag. The deviations of the executed trajectories
from the planned trajectories are also limited due to the state feedback provided by the middle-loop
controllers. Unlike the feedback only and the feedforward-feedback architectures, the compensated
feedback only architecture uses the middle-loop airspeed controller. The compensated feedback only
architecture therefore provide disturbance rejection and robustness to model uncertainty, as well as
zero steady-state tracking error, for all the state variables (flight path angle, bank angle and airspeed).
5.7 Summary
This chapter described the trajectory execution component of the attitude and flight vector upset
recovery system. The trajectory execution component consists of the complete implementation of the
automatic recovery system on the onboard computer (OBC) of the UAV and the full integration of the
optimal recovery lookup table with the flight control systems. Four different architectures to integrate
the optimal recovery lookup table with the flight control systems were presented and described. The
lookup table format was discussed, and how the OBC navigated the lookup table to reconstruct the
optimal state trajectories and the control input sequences. The optimal recovery lookup table was
stored on an SD card communicating with the OBC via an SPI bus. The recovery state machine was
presented and discussed. The recovery state machine was used to drive the aircraft into a specified
upset condition, and then govern the automatic recovery process. After the entire upset recovery
system was implemented on the OBC, simulation results of example upset recovery executions were
provided. The simulations were performed in a nonlinear software-in-the-loop (SIL) simulation envi-
ronment, to validate the assumptions made to generate the optimal recovery solutions, and to compare
the different architectures to integrate the optimal recovery law with the flight control system. The
four trajectory execution architectures were evaluated, and it was concluded that the feedforward only
architecture produced the poorest results, that the feedback only architecture produced acceptable
results, and that the feedback-feedforward architecture produced the best results. The compensated
feedback only architecture produced results that were almost as good as the feedforward-feedback ar-
chitecture, without using feedforward commands to the inner-loop controllers. Overall, the simulation
results verified that the planned optimal recovery trajectories are realistic, and that the aircraft can
be controlled to execute the recovery trajectories using the acceleration-based flight control system.
With the recovery system fully implemented on the OBC, and with successful simulation results,
the full flight control system integrated with the automatic recovery system is now ready to be verified
with practical flight testing. The following chapter presents the practical flight test campaign, and
the results of practical flight tests that were performed to verify the ability of the attitude and flight
vector recovery system to recover the real fixed-wing UAV from different upset scenarios.
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Practical Flight Tests
This chapter describes the flight tests that were performed to practically verify the automatic attitude
and flight vector recovery system on the actual fixed-wing UAV. First, flight tests were performed to
practically verify the responses of the inner-loop and middle-loop controllers of the acceleration-based
flight control system for the UAV (that was designed in Chapter 3). Next, flight tests experiments
were performed to characterise the drag of the fixed-UAV aircraft so that a more representative model
of the point mass translational dynamics could be used for the trajectory planning. Finally, flight tests
were performed to practically verify the ability of the automatic upset recovery system to generate
and execute the optimal recovery trajectories to recover the aircraft from different upset scenarios.
6.1 Flight Test Overview
The purpose of the flight tests is to practically verify the flight control system and the automatic upset
recovery system, and to validate the simulation environment. The flight tests were conducted using
the aircraft and avionics discussed in Chapter 1, which was assembled by De Bruin [14] during his
Master’s degree project.
Due to the risks involved with testing experimental flight control systems, practical flight tests can
only be performed under favourable wind conditions. Although the flight tests were planned for days
with little wind predicted, unfortunately some wind was always present. In total, ten flight tests were
conducted, starting with a maiden flight where the safety pilot flew the aircraft to verify the aircraft’s
functionality as a whole. During this test, the aircraft states were logged and analysed after the flight,
to verify that the sensors and onboard state estimator functioned correctly. Following the maiden flight,
the acceleration-based flight control system was tested systematically, by first enabling the airspeed
controller, then the flight path angle controller with the inner-loop normal specific acceleration (NSA)
controller, and finally the lateral controllers. The performance of the middle-loop controllers were
evaluated by observing their responses to step inputs. Tests were also performed to characterise the
aircraft’s drag, as the amount of throttle required in the practical flight tests differed significantly
from the simulations.
Once confidence in the flight control system was established, the automatic upset recovery system
was finally tested. The upset recovery tests started with simple underspeed and overspeed recoveries,
and systematically became more ambitious, as steep descending flight path angles were tested, followed
by combinations of flight path angles with high bank angles. First several recoveries were performed
with the feedback only architecture, then with the feedback-feedforward architecture, and finally with
the compensated feedback only architecture.
In his Master’s degree project, De Bruin [14] performed aileron, elevator and rudder doublets to
excite the aircraft’s natural modes of motion in order to verify the aircraft model that was used for
the design and simulations. Therefore there was no need to repeat these tests, since the aircraft had
already been used in a previous project to successfully conduct many flight tests, and confidence in
the model and hardware had already been established.
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For each flight test, formal flight test documentation was produced for the ground station operator
and safety officer, that detailed the purpose and plan for each test. The documentation proved essential
to ensure that the airframe integrity and estimator behaviour were continually checked, and that the
flight tests were conducted according to plan.
6.2 Flight Control System Verification
This section presents and discusses the results of the flight tests that were performed to verify the
correct operation of the flight control system. The middle-loop controllers (airspeed, flight path angle,
roll angle) were tested by practically measuring the controller step responses in flight tests. The
step response obtained from the flight tests were then compared to the controller step responses in
hardware-in-the-loop (HIL) simulations. The inner-loop controllers (normal specific acceleration, roll
rate, and lateral specific acceleration) were not tested by measuring their step response, since the
aircraft’s translational motion would not be stable with only the inner-loop controllers active, and it
was therefore deemed too risky for flight testing. Instead the inner-loop controllers’ responses were
measured while the middle-loop controllers were also active, and the practically measured inner-loop
responses were compared to the simulated inner-loop responses reproduced in HIL simulation.
6.2.1 Airspeed Controller
To test the airspeed controller, the safety pilot was instructed to take off and fly the aircraft to
an altitude with which he was comfortable. The longitudinal controllers (airspeed, normal specific
acceleration, and flight path angle) were then activated from the ground station, and commanded
to regulate the airspeed to 19 m/s and the flight path angle to 0 degrees. The lateral controllers
(lateral specific acceleration, roll rate, and roll angle) were not activated, and instead the ailerons and
rudder were controlled manually by the safety pilot, who was instructed to keep the wings level. A
step command was given to the airspeed controller from the ground station, to increase the airspeed
to 20 m/s. The airspeed controller response measured in the flight test compared to the simulated
airspeed controller response in HIL simulation is shown in Figure 6.1. Figure 6.1a shows the airspeed
(a) Airspeed step response
HIL Simulation
Flight Test
T
h
ro
tt
le
C
om
m
an
d
[N
]
Time [s]
0 1 2 3 4 65
5
10
15
40
35
25
20
30
(b) Throttle command
Figure 6.1: Airspeed controller response: flight test data versus HIL simulation
step command and airspeed step response, while Figure 6.1b shows the associated throttle actuation.
It is clear that the airspeed response measured in the flight test agrees exceptionally well with the
simulated response. The measured throttle actuation also agrees well with the simulated actuation
and remains within practical limits.
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Although some disturbances are visible in the airspeed measurements, the underlying airspeed step
response reveals that the closed-loop response is overdamped with a time constant of about 1 second,
which agrees with the design specifications of the airspeed controller.
6.2.2 Flight Path Angle Controller
The flight path angle controller was tested after the airspeed controller had been activated and com-
manded to regulate the airspeed at 20 m/s. The lateral controllers (lateral specific acceleration, roll
rate, and roll angle) were not activated, and instead the ailerons and rudder were controlled manually
by the safety pilot, who was instructed to keep the wings level. A step command was given to the
flight path angle controller from the ground station, to increase the flight path angle to 5 degrees.
The flight path angle controller response measured in the flight test is shown in Figure 6.2 and is
compared to the simulated responses. Figure 6.2a shows the flight path angle step command and the
flight path angle step responses, while Figure 6.2b shows associated NSA responses, and the associa-
ted elevator actuation. It is apparent that the flight path angle response measured in the flight test
agrees exceptionally well with the simulated response. The measured NSA response and measured
elevator actuation also agree well with their simulations. The 10 Hz update rate of the DGPS is clearly
visible in the flight path angle measurement, and carries over to the NSA command. The practical
(a) Flight path angle step response (b) NSA and elevator responses
Figure 6.2: Flight path angle controller response: flight test data versus HIL simulation
NSA response and the simulated NSA response exhibit similar lag relative to the NSA reference. The
excellent agreement between the practical NSA response and the simulated NSA response also verifies
the correct operation of the NSA controller.
Although some disturbances are visible in the flight path angle measurements, the underlying flight
path angle step response reveals that the closed-loop response is fast, with a rise time of about 0.5
seconds, which agrees with the linear response of the flight path angle controller. The response also
shows zero steady-state tracking, which was expected from the type 1 controller.
The practical elevator deflection and simulated elevator deflection also agree exceptionally well.
The responses have realistic amplitudes, and remain well within their physical limits.
6.2.3 Roll Angle Controller
After the longitudinal controllers were successfully verified, flight tests were performed to verify the
correct operation of the roll angle controller. For the roll angle controller tests, the longitudinal
controllers were activated to maintain a constant airspeed and a zero flight path angle. The Dutch
roll damper and the lateral specific acceleration controller were also activated to regulate the lateral
specific acceleration to zero and to keep the side slip angle as small as possible. The roll angle
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controller was given a step command of 15 degrees from the ground control station, and the measured
response is shown in Figure 6.3. Figure 6.3a shows the roll angle step command and the roll angle step
response, while Figure 6.3b shows associated roll rate response and the associated aileron actuation. It
(a) Roll angle step response (b) Roll rate and ailerons responses
Figure 6.3: Roll angle controller response: flight test data versus HIL simulation
is apparent that the practical flight data of the roll angle, roll rate and aileron command, correspond
well with the data obtained from the HIL simulations. The practical roll angle response reveals that
the closed-loop response is well damped, it has a time constant of about 0.5 seconds, and that it reaches
its 2% settling time at 2 seconds, which agrees with the controller design specifications from Chapter
3. The response also reveals zero steady-state tracking error, according to the design specifications.
The practical roll rate response shows similar behaviour to the simulated roll rate response, which
also verifies the correct working operation of the roll rate controller. The practical and simulated
aileron deflections have realistic amplitudes and remain well within their physical limits.
6.2.4 Summary
Through the practical flight tests, all the longitudinal and lateral controllers were successfully verified
and the practically measured responses agreed well with the corresponding simulated responses. The
responses also revealed that the closed-loop responses agreed well with the design specifications of
each controller. Therefore, confidence in the flight control system and in the high-fidelity simulation
environment had been established.
6.3 Drag Characterisation
Before continuing to the verification of the automatic upset recovery system, it was decided to first
perform flight test experiments to better characterise the parasitic drag of the aircraft. One of the
limitations of the aerodynamic modelling software that was used to obtain the aerodynamic stability
and control derivatives, is that it provides a poor estimate for the parasitic drag coefficient CD0 . The
aerodynamic modelling software calculated a value of CD0 = 0.0336, which was used initially in the
HIL simulations. However, when the longitudinal controllers were practically verified with flight tests,
a much higher throttle setting was observed in practice than in simulation. A flight test procedure
was therefore designed to determine the parasitic drag coefficient experimentally. To experimentally
determine the parasitic drag, the longitudinal controllers were used to trim the aircraft in straight and
level flight at various constant airspeeds, ranging from 14 m/s to 23 m/s. At each airspeed, once the
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airspeed had more or less settled, the total drag coefficient CD was calculated using
CD =
m ˙¯V − T +mg sin γ
1
2ρV¯
2S
, (6.1)
where T is the “measured” steady-state thrust, 12ρV¯
2 is the dynamic pressure measured by the pitot
sensor, ˙¯V is the rate of change of the airspeed (which is considered to be zero at steady-state, since it
changes very little), and γ is the flight path angle (which is also regulated to zero for straight and level
flight). Since the thrust could not be directly measured in flight, it was estimated from the throttle
setting commanded by the airspeed controller. As the efficiency of the aircraft’s propeller decreases
with increasing airspeed, the relationship between thrust produced and throttle setting at various
airspeeds was modelled using the propeller efficiency data provided by the propeller manufacturer.
Given the total drag CD calculated with Equation 6.1, the parasitic drag CD0 was then calculated by
rearranging the aerodynamic drag model for the aircraft (Equation 2.45) as follows,
CD0 = CD −
C2L
piAe
, (6.2)
where the total lift coefficient CL is estimated from the measured normal specific acceleration CW ,
using
CL = − mCW1
2ρV¯
2S
. (6.3)
The results of the drag characterisation flight test experiment are shown in Figure 6.4. Figure 6.4a
shows the “airspeed sweep” as a function of time, where the airspeed reference is incremented every
few seconds and the airspeed is allowed to settle to a steady-state. Figure 6.4b shows the average
throttle setting measured for each airspeed, and Figure 6.4c shows the parasitic drag coefficient CD0
calculated for each airspeed.
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Figure 6.4: Airspeed sweep with associated average throttle setting and parasitic drag estimate
The parasitic drag coefficient is a constant value, as it represents the drag experienced at zero lift.
Taking the average of the values provided in Figure 6.4c yields
CD0 = 0.1372. (6.4)
The experimentally determined value for the parasitic drag coefficient is therefore four times larger
than the value produced by the aerodynamic modelling software, which explains why the throttle
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setting was significantly higher in the practical flight tests than in the simulations. After updating
the HIL simulation with the new value for the parasitic drag coefficient obtained from the flight
tests, the simulated throttle command corresponded very well with the throttle command observed
in practical flight tests, as can be seen in the airspeed controller response which was shown in Figure
6.1. (The simulated airspeed response shown in Figure 6.1 used the updated value for the parasitic
drag coefficient.) Before proceeding to the flight tests to verify the automatic upset recovery system,
the dynamic programming algorithm was executed again using updated value for the parasitic drag
coefficient and the lookup tables for the optimal recovery trajectory planner were updated on the
onboard computer.
6.4 Automatic Upset Recovery System Verification
This section describes the flight tests that were performed to practically verify the automatic attitude
and flight vector recovery system on the actual fixed-wing UAV aircraft.
During these flight tests, after the safety pilot had taken off, the longitudinal controllers were
activated to regulate the airspeed and flight path angle. The ailerons and rudder remained under the
control of the safety pilot in order to fly the aircraft in a circuit. Once the aircraft was on a straight leg,
the Upset and Recovery State Machine was activated with a specified upset condition and trajectory
execution architecture. The flight control system then took over full control of the aircraft to execute
the manoeuvre to enter the desired upset condition, and then to execute the optimal recover trajectory.
During the upset and the upset recovery, all the lateral controllers were activated, taking away control
of the ailerons and rudder from the safety pilot. Once the automatic recovery was completed, the
lateral controllers were deactivated again and control of the ailerons and rudder was returned to the
safety pilot. However, the longitudinal controllers remained active, to be ready for the next upset
recovery test.
All of the trajectory execution architectures were practically verified with flight tests, except for the
feedforward only architecture, as it executed the recoveries poorly in simulation and were considered
too risky for flight testing. Since the aircraft model still contained a significant amount of model
uncertainty, it was decided to only flight test the trajectory execution architectures that employed the
middle-loop controllers, since they would limit the deviation of the executed state trajectories from
the planned state trajectories, even in the presence of significant model differences. For this reason,
only the feedback only, the feedforward-feedback, and the compensated feedback only architectures were
flight-tested.
The following section presents the flight tests results for the automatic upset recoveries from two
interesting upset scenarios, namely a steeply descending flight path angle, and a steeply descending
flight path angle with a high bank angle. The results obtained for each of the four trajectory execution
architectures (except for the feedforward only architecture) are then discussed and evaluated.
6.4.1 Flight Test Results
A large number of flight tests were performed to test the automatic upset recovery using the feedback
only, the feedforward-feedback, and the compensated feedback only trajectory execution architectures
in different upset scenarios, including
 Underspeed
 Overspeed
 High Bank Angle
 Steep Descending Flight Path Angle
 Steep Ascending Flight Path Angle
 Steep Descending Flight Path Angle with High Bank Angle
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However, only two flight tests are presented and discussed in this section, with more flight test
results with their discussions are included in Appendix D. The flight test results for each trajectory
execution architecture are similar to the results obtained in simulation, and the observations and
discussions are therefore also similar. The presentation and discussion of all the flight test results
therefore become repetitive and tedious. For this reason, only the flight test results for the feedback-
feedforward architecture are presented, and only for the two more interesting upset scenarios, namely
the steep descending flight path angle, and the steep descending flight path angle with high bank
angle.
Note that it was not useful to plot the flight test results for the different trajectory execution
architectures on the same plot (as was done for the simulations), because in the practical flight tests
the recoveries could not be initiated from exactly the same upset conditions, and therefore their
respective recovery trajectories could not be directly compared.
6.4.1.1 Steep Descending Flight Path Angle Upset Recovery
This section presents the flight test results for a steep descending flight path angle upset recovery
using the feedback-feedforward architecture, with initial conditions[
V¯ γ Φ
]T
t=0
=
[
20 −40 0]T . (6.5)
The recovery was therefore initiated with an acceptable airspeed, wings level bank angle, and a flight
path angle of -40 degrees. During the HIL simulations, the states as obtained from the estimator
running on the OBC are shown, and not the actual states from the simulation environment, in order
to better emulate the flight test setup and compare the state responses.
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Figure 6.5: Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery
The flight test results show that the automatic upset recovery system successfully recovers the
aircraft from a steep descending flight path angle. The executed flight path angle trajectory follows
the planned flight path angle trajectory very well. The executed airspeed trajectory does not follow
the planned airspeed trajectory as well, but does follow a similar shape. (Remember that the feedback-
feedforward architecture uses a middle-loop flight path angle controller, but not a middle-loop airspeed
controller.) The executed airspeed trajectory observed in the flight test does match the simulated
airspeed trajectory very well, though.
The airspeed, plotted in Figure 6.5a, shows that, although the responses from the simulation and
the practical flight never increase to the value calculated by dynamic programming, the two responses
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Figure 6.6: Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle recovery
Figure 6.7: Practical vs. HIL altitude change during steep descending flight path angle recovery
agree well with each other. The deviation from the dynamic programming airspeed can be attributed to
the difficulty experienced with accurately characterising the aircraft’s drag, compromising the dynamic
programming result. As the magnitude of the NSA, observed in Figure 6.6b, is in many cases higher
than expected from the dynamic programming solution, the drag is also more, causing the airspeed
to increase more slowly. The airspeed recovers much faster than when compared to a similar recovery
using the feedback only architecture, as the flight path angle responses are much faster, and the flight
path angle tracking is more accurate.
The flight path angle and NSA responses in Figure 6.6 also show very good agreement between the
simulation data en the practical flight data, and that the responses follow the dynamic programming
commands very well. The deviation observed between the NSA responses and the dynamic program-
ming command around t = 3 seconds can be attributed to the flight path angle controller generating
a less negative NSA command to correct the flight path angle overshoot at that time. From the
responses it is clear that providing the optimal control input sequence to the inner-loop controllers,
successfully compensates for the lag introduced by the middle-loop controllers, and that the responses
occur much faster.
Figure 6.7 compares the altitude changes from the practical flight to that of the HIL simulation.
It is clear that the responses correspond very well with each other, and with the altitude change
predicted by the trajectory planner. The slight altitude “bump” observed in both responses at t = 3.5
seconds is a result of the overshoot observed in flight path angle responses at that time. The altitude
then decreases again as the flight path angles become negative and settle at zero degrees.
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6.4.1.2 Steep Descending Flight Path Angle with Bank Angle Upset Recovery
This section presents the flight test results for an automatic upset recovery from a steep descending
flight path angle with a high bank angle using the feedback-feedforward architecture. The aircraft was
recovered from an initial upset condition of[
V¯ γ Φ
]T
t=0
=
[
20 −42 60]T . (6.6)
During the HIL simulations, the states as obtained from the estimator running on the OBC are shown,
and not the actual states from the simulation environment, in order to better emulate the flight test
setup and compare the state responses.
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Figure 6.8: Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle with bank angle recovery
(a) Flight path angle (b) Normal specific acceleration
Figure 6.9: Practical vs. HIL flight path angle and NSA responses during steep descending flight path
angle with bank angle recovery
The flight test results show that the automatic upset recovery system successfully recovers the
aircraft from a steep descending flight path angle with a high bank angle. The results are similar to the
previous recovery example, but also include the effects of lateral upset on the recovery procedure. The
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(a) Bank angle
(b) Roll rate
Figure 6.10: Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery
Figure 6.11: Practical vs. HIL altitude change during steep ascending flight path angle with bank
angle recovery
airspeed responses, in Figure 6.8a, show that the airspeed measured during practical flight corresponds
well with that of the simulation, even though neither responses ever increase to the airspeed calculated
by the dynamic programming algorithm. This deviation can be attributed to the flight path angle
being less negative than the commanded flight path angle from t = 1 to t = 2 seconds. The flight path
angle deviation is a result of the recovering bank angle, which makes the required NSA less negative
than commanded. The dynamic programming commands do not consider this change in the bank
angle between two discretisation points, but only when the NSA command is updated from the next
time steps. Therefore, the NSA command produced by the dynamic programming solution should
become less negative between two update points, as the bank angle becomes smaller, which would
cause the flight path angle responses to better track the commanded flight path angle. From the NSA
responses, it can be seen that flight path angle controller attempts to correct for this behaviour, but
not fast enough to keep up with the feedforward inputs to NSA controller. Despite the deviations,
the practical flight path angle compares well with the simulation flight path angle, except for the
overshoot observed from t = 3 seconds. As the other flight tests compare well with the simulation
flights, these deviations are attributed to atmospheric disturbances not present in the simulation; on
the day that the feedback-feedforward architecture tests were conducted, there was more wind present
than was anticipated during the preparation for this flight test. Despite the noise, and additional
atmospheric disturbances, the practical NSA response compares well to the simulated NSA response.
The bank angle and roll rate comparisons, in Figure 6.10, show that the bank angle recovers
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quickly, and follows the dynamic programming trajectory well. The simulated bank angle recovers
marginally quicker than the practical bank angle, as a result of an initial roll rate spike observed in the
simulation data. The result of this spike is also visible in the bank angle, as it dips much faster around
t = 0.5 seconds. The massive spike in the practical roll rate, at t = 2 seconds, can be attributed
to the middle-loop roll angle controller attempting to quickly force the bank angle to zero when it
recovers slower at t = 1.5 seconds. Despite the noisy practical roll rate response, the practical flight
data compares well to the simulation data, as similar behaviour is observed in the bank angle and roll
rate responses.
The altitude changes are compared in Figure 6.11, where it is clear that the practical altitude
change agrees very well with that of the simulation. The practical flight experienced slightly less
altitude loss, as the practical airspeed was lower when the flight path angle was negative. It also
experienced more altitude gain resulting from the overshoot observed in the practical flight path
angle, as discussed above.
6.4.2 Observations
6.4.2.1 Feedback Only Architecture
Using the feedback only architecture, six different upset scenarios were tested: underspeed, overspeed,
high bank angle, steep descending flight path angle, steep ascending flight path angle, and steep
descending flight path angle combined with a high bank angle. From the practical flight tests, and
their comparisons to the simulation data, was found that by using the feedback only architecture, the
responses are similar to what was observed and discussed in Chapter 5. The lag introduced by the
middle-loop control laws is clearly visible in the measured responses, and the airspeed recovered over
a longer time period than predicted, as a result of the lag observed in the flight path angle response
and constant throttle setting. Although the airspeed took a longer time to recover, it most often
reached the maximum value predicted by the dynamic programming algorithm. This behaviour was
not observed for the feedback-feedforward architecture.
6.4.2.2 Feedback-Feedforward Architecture
Using the feedback-feedforward architecture, four different upset scenarios were tested: underspeed,
high bank angle, steep descending flight path angle, and steep descending flight path angle combined
with a high bank angle. From the practical flight tests, and their comparisons to the simulation data,
was concluded that by using the feedback-feedforward architecture, the responses are similar to what
was observed and discussed in Chapter 5. As expected, providing the inner-loop controllers with the
optimal control sequence as feedforward commands, successfully compensates for the lag introduced by
the middle-loop controllers. The flight path angle and bank angle responses occur quickly, and follow
the optimal state trajectories more accurately. The airspeed, however, does not reach the maximum
value predicted by the dynamic programming solution, but recovers more quickly to the final value.
Remember that the feedback-feedforward architecture uses the middle-loop flight path angle and bank
angle controllers, but not the middle-loop airspeed controller, which explains the good tracking for
flight path angle and roll angle, compared to airspeed.
6.4.2.3 Compensated Feedback Only Architecture
Using the compensated feedback only architecture, four different upset scenarios were tested: under-
speed, high bank angle, steep descending flight path angle, and steep descending flight path angle
combined with a high bank angle. The middle-loop controllers regulated the states as expected using
the compensated control commands, as the practical flight corresponds well with the simulation re-
sponses, and also with the planned trajectories calculated by the dynamic programming algorithm.
Subsequently, the inner-loop responses also agree very well. However, it was found that the practical
flight throttle command deviated significantly from the simulation command, but in both cases the
airspeed regulation was more accurate. In some cases it was found that the flight path angle responses
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followed the compensated commands too well, and deviated from the desired trajectory which can
be attributed to the large airspeed deviations from trim. Nevertheless, the flight tests adequately
verified that the proposed state trajectory compensation approach successfully compensates for the
lag introduced by the middle-loop control laws.
6.5 Conclusions
From the practical flight test results it was concluded that the developed upset recovery system success-
fully recovered the aircraft from various different upset conditions to trim flight. The recoveries also
prove that the dynamic programming optimal trajectory planner can successfully be integrated with
the acceleration-based control architecture. The state machine successfully used the state estimates to
obtain the correct location of the initial upset condition in the lookup table, and provided the correct
optimal state trajectory and optimal control sequence as references for the middle-loop and inner-loop
controllers.
The practical flight data agrees very well with the simulation data, and therefore the flight tests
successfully validated the simulation environment. The approximation of small incidence angles, and
therefore assuming that the wind and body axes are aligned, allowing the regulation of the body axis
states, proved to work well in practical flight. The drag characterisation also seemed to have produced
results that allows for the successful planning and simulation of the optimal recovery trajectories.
The feedback-feedforward and compensated feedback only architectures successfully compensated
for the middle-loop controller lag, and it was concluded that the feedback-feedforward architecture
produced the best results.
6.6 Summary
This chapter provides and overview of the entire flight test campaign, and discusses the progression
of the flight tests. Step responses from the middle-loop controllers were critically analysed and com-
pared to simulation data to evaluate system performance and gain confidence in the controllers and
simulation. As far as possible, the discrepancies observed in the comparisons were explained. Flight
test results from the different trajectory execution architectures that were used to execute the opti-
mal recovery trajectories provided trajectory planner were discussed and compared to corresponding
simulation data. It was concluded that the feedback-feedforward architecture performed the best, as
it produced measured state trajectories that followed to planned state trajectories most accurately.
In general, the recorded flight data corresponds well with the simulation data, and therefore the
simulation results are considered valid. Finally, the flight tests practically verified the ability of the
automatic upset recovery system to successfully recover the real fixed-wing UAV aircraft from different
upset scenarios.
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Conclusions and Recommendations
This thesis presented the design, implementation and demonstration of an automatic attitude and flight
vector upset recovery system for a small fixed-wing UAV, using pre-generated recovery trajectories
to optimally recovery the aircraft’s airspeed, flight path angle and bank angle, while minimising the
altitude lost. This chapter provides a final summary of the research performed during this project and
discusses the results that were obtained. The main conclusions on the implementation of the recovery
system are provided, and finally, recommendations that might contribute to future expansion on this
project are given.
7.1 Summary
The recovery system was developed for a standardised aircraft model, specified according to the
physical aircraft parameters of a Phoenix Trainer 60 aircraft discussed in Chapter 1. The mathematical
model of the aircraft was presented and served as the basis for the development of the flight control
system and the upset recovery system, and as the basis for the simulation environment that supported
the development and testing.
A high-bandwidth, attitude-independent inner-loop control architecture was developed and verified
through high-fidelity, nonlinear simulations that include the effects of sensor noise. The design strategy
adopted for the control system was to ensure that the the inner-loop controllers remained stable
and exhibited acceptable transient response over the range of airspeeds that were expected to be
encountered. Successive loop closure was performed to design the middle-loop controllers, allowing the
middle-loop controllers to benefit from the robustness of the high-bandwidth inner-loop controllers.
The control architecture was developed while keeping in mind that the goal of this project was to
recover the aircraft’s airspeed to a reasonable range, the flight path angle to level flight, and the bank
angle to wings level. Therefore, the middle-loop controllers were chosen to regulate the airspeed, flight
path angle and bank angle.
Once the control architecture was designed and verified, an optimal upset recovery system was
developed. The upset recovery problem was divided into two principle subproblems, namely trajec-
tory planning and trajectory execution. The trajectory planning was concerned with finding optimal
recovery state trajectories from all the recoverable initial states to the recovered terminal states, while
minimising the altitude lost during the recovery. The planning was performed by formulating the
recovery problem as an optimal control problem, which was then solved using dynamic programming.
The dynamic programming algorithm pre-generated optimal state trajectories for the airspeed, flight
path angle, and bank angle, from all recoverable initial states to the desired recovered states. The
algorithm also produced the optimal control input sequences for normal specific acceleration, roll rate
and thrust so that the aircraft would execute the optimal state trajectories. The state trajectories
and control input sequences were stored in a lookup table available to be accessed by the onboard
computer (OBC). Example planned optimal recovery trajectories from different upset scenarios were
presented and discussed.
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The trajectory execution subproblem consists of the entire implementation of the upset recovery
system on the UAV, and the integration of the optimal trajectory planner with the flight control
systems. Four different architectures were investigated to integrate the optimal trajectory planner with
the flight control systems, namely the feedforward only architecture, the feedback only architecture,
the feedback-feedforward architecture, and finally the compensated feedback only architecture. Each
architecture used a different combination of the optimal state trajectories and the optimal control
input sequences as commands to the flight control systems, in order to recover the aircraft.
A state machine was developed that captures the aircraft’s initial upset condition, and facilitates
the recovery procedure according to the selected trajectory execution architecture, by providing the
appropriate references to the middle-loop and inner-loop controllers.
The flight control system and the attitude and flight vector recovery system was verified through
extensive simulation and practical flight testing. The results showed that the trajectory planning
generate kinematically feasible recovery trajectories, and that the trajectory execution successfully
controls the aircraft to follow the planned trajectories. The project demonstrated that an automatic
upset recovery system can be practically implemented on an unmanned aerial vehicle, and is able to
successfully recover the vehicle from upset conditions.
7.2 Conclusions
From the work done throughout this project, it was concluded that the optimal trajectory planner
can successfully be integrated with the acceleration-based control architecture, to produce a practical
automatic upset recovery system suitable to be used on fixed-wing UAVs. From simulations and
numerous practical flight tests it was observed that the recovery system successfully recovered the
aircraft while adhering to the aerodynamic and structural integrity envelopes of the aircraft.
Trajectory Planning
The dynamic programming solution to the optimal recovery problem produced recovery trajectories
for all possible recoverable initial states that would not exceed the imposed physical and aerodynamic
constraints. The dynamic programming solution successfully minimised the altitude loss during the
recoveries, and the results obtained from simulations and practical tests strongly agreed with the
predicted altitude losses. The assumptions regarding the time scale separation between the slower
point mass dynamics and fast rotational dynamics were successfully verified in simulation and practical
flight. Though the dynamic programming algorithm is computationally intensive, it is executed oﬄine
to producing a simple online implementation that only indexes the lookup table.
From the trajectory planning results (presented in Chapter 4), it was found that at very low
airspeeds, the aircraft could not recover from high flight path angles, or from bank angles exceeding
±90 degrees while the flight path angle was negative. As the airspeed increased, the amount of
unrecoverable states became fewer. However, at extremely high airspeeds, more states with greatly
negative initial flight path angles became unrecoverable.
Trajectory Execution
The feedforward only architecture provides the optimal control input sequences to the inner-loop
controllers, to perform open-loop control on the airspeed, flight path angle and bank angle states
without using the middle-loop controllers. Though the trajectory execution occurs with minimal lag,
the executed state trajectory deviates from the planned state trajectory because the actual aircraft
response differs from the modelled response, and because state feedback is not used to correct the
deviation of the executed trajectory from the planned trajectory. The feedforward only architecture
provides no disturbance rejection and no robustness to model uncertainty for the state trajectory. The
feedforward only architecture produced the poorest trajectory execution results, and for some upset
scenarios failed to recover the aircraft at all.
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The feedback only architecture disregards the optimal control input sequences and instead provides
the middle-loop controllers with the optimal state trajectories, to execute the recoveries in a closed-
loop manner. Because no feedforward is used to anticipate the inner-loop controller commands, the
executed state trajectory lags behind the planned state trajectory. However, the deviation of the
executed state trajectory from the planned state trajectory is limited because the state feedback
attempts to correct the deviation. The middle-loop controllers provide disturbance rejection and
robustness to model uncertainty for the execution of the flight path angle and bank angle trajectories.
The feedback only architecture does not use the middle-loop airspeed controller, and instead the engine
is just given a constant throttle setting. The executed airspeed trajectory is therefore not corrected
with feedback control, and the executed airspeed trajectory is therefore allowed to deviate from the
planned airspeed trajectory. The feedback only architecture produced acceptable trajectory execution
results, and was able to recover the aircraft from all the given upset scenarios. However, due to
the lag in the executed airspeed and flight path angle state trajectories, the altitude loss was often
sub-optimal.
The feedback-feedforward architecture enjoys the advantages of both the feedforward only and
feedback only architectures to recover the aircraft states with minimal lag (due to the feedforward
commands to the inner-loop controllers), while limiting the deviation of the executed trajectory from
the planned trajectory (due to the feedback control provided by the middle-loop controllers). The
executed trajectory also eventually follows the planned trajectory with zero steady-state error. The
feedback-feedforward architecture also does not use the airspeed controller, but instead just provides
the engine with a constant throttle setting and therefore the airspeed state does not benefit from the
advantages provided by state feedback. The executed airspeed is therefore allowed to deviate from the
planned airspeed trajectory. The feedback-feedforward architecture provides disturbance rejection and
robustness to model uncertainty for the execution of the flight path angle and bank angle trajectories.
The feedforward-feedback architecture produced the best trajectory execution results, and was able to
recover the aircraft from all the given upset scenarios with the altitude loss close to what was predicted
by the trajectory planning algorithm.
The compensated feedback only architecture compensates for the middle-loop controller lag by
providing compensated commands to the middle-loop controllers that account for the middle-loop
controller lag. No feedforward commands are given to the inner-loop controllers to compensate for
the lag. The compensated commands in turn cause the inner-loop controllers to react more quickly,
reducing the lag. The middle-loop controllers still limit the deviation of the executed trajectory from
the planned trajectory due to the feedback control provided by the middle-loop controllers. Unlike the
feedback only and the feedforward-feedback architectures, the compensated feedback only architecture
uses the middle-loop airspeed controller to execute the optimal airspeed state trajectories. The com-
pensated feedback only architecture therefore provides disturbance rejection and robustness to model
uncertainty, as well as zero steady-state tracking error, for all the state variables (flight path angle,
bank angle and airspeed). The compensated feedback only architecture produced trajectory execution
results that were almost as good as the feedback-feedforward architecture results, with altitude loss
close to what was predicted by the trajectory planning algorithm.
Though nonlinear control techniques would have yielded better results, the simulation and practi-
cal test results showed that the fixed-gain control architecture executed the recovery trajectories
adequately. Using fixed-gain controllers also emphasises the importance of investigating the different
trajectory execution architectures, as the effects of airspeed was less noticeable for some architectures
than others.
Using an SD card to store the lookup table onboard the aircraft proved to be a suitable method to
make the large lookup table accessible to the onboard computer (OBC). The method that was used
to navigate the lookup table also worked well, as the correct initial conditions were always located
in the table, and the correct trajectories from the initial conditions to the final terminal state were
successfully reconstructed online.
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7.3 Recommendations for Future Work
This section provides recommendations for future expansion on this project.
Airframe and Avionics
 The 2.4 GHz MaxStream data link used for RF communication between the GCS and OBC
was significantly limiting during practical flight tests, especially when the aircraft flew high to
demonstrate flight path angle upset recoveries. The communication was also extremely suscep-
tible to interference when other pilots and aircraft were present. As the monopole antenna has
already been replaced with a directional Yagi antenna, it is recommended that the 2.4 GHz
MaxStream data link be upgraded to higher-power data link modules.
 The backlash on the elevator that manifests in the flight path angle measurements should be
mitigated. The servo motor used to deflect the elevator can either be moved closer to the elevator
to reduce the length of the steel rods in the mechanical linkage, or the flexibility of the steel rods
can be reduced.
Trajectory Planning
 Interpolation methods other than nearest neighbour interpolation, such as multilinear interpola-
tion, could be investigated to determine the optimal trajectory if an initial upset condition does
not fall on a quantised state.
Trajectory Execution
 Gain scheduling can be implemented on the NSA controller, which is most susceptible to the air-
speed deviations from the trim airspeed. To achieve this, the equations derived for the controller
gains in Chapter 3 can be used to calculate controller gains for various airspeeds. The controller
can then interpolate between the values, depending on the current airspeed measurement.
 The effect of airspeed on the efficiency of the throttle could be further investigated to establish a
thrust model that incorporates the efficiency reduction. The propeller and motor manufacturers
provide data regarding the efficiency reduction, and work done by [38] provides the required
calculations for thrust as a function of airspeed. Introducing such a model will deliver more
reliable simulation results, especially where the throttle command is kept constant while the
airspeed changes.
 Despite the optimal trajectory planning using constant throttle, the airspeed controller can be
activated for all trajectory execution architectures that implement state feedback. In simula-
tion and practical flight, as the airspeed approached the final recovered airspeed, the airspeed
recovered very slowly, which could be improved by using the airspeed controller.
 The effects of the bank angle and airspeed can be included in the planning of the flight path
angle commands when using the compensated feedback only architecture.
 The feedforward NSA commands can be adapted continuously in order to provide the constant
vertical NSA that the dynamic programming planning assumes between to sampling instances
when using the feedforward only and feedback-feedforward architectures. The dynamic program-
ming planning uses the bank angle at the beginning of the time period to calculate the constant
NSA command for the entire period. The NSA command could be adapted as a function of the
cosine of the first order bank angle change between the current and next time instances.
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Aircraft Model
A.1 Standard Flight Conditions
This section provides the standard flight conditions, used for the analysis of the linear aircraft model
and the design of the control systems.
Air Density
The air density is largely dependant on the air temperature and humidity. Although air density is
inversely proportional to altitude, it was approximated as a constant because of the relatively small
altitude ranges considered during the practical flight tests. The aircraft will never exceed an altitude
of 100 metres. The airfield where the practical flight tests are conducted, the Helderberg Radio Flyers
Club, is close to sea level and flight tests typically occur early in the morning. Therefore, the air
density at sea level, with air temperature of 15◦C was adopted, as
ρ = 1.225 kg/m3 (A.1)
Trim Airspeed
The trim airspeed, at which all the controllers were designed, was selected as
V¯T = 20 m/s. (A.2)
A.2 Airframe Specifications
This section discusses the aircraft’s physical parameters.
Mass
The aircraft’s total mass, comprising the airframe, avionics, actuators and batteries, is
m = 6.35kg. (A.3)
Moment of Inertia
The moments of inertia was determined by [14], by means of the double pendulum method, as described
by [26]. This is achieved by suspending the aircraft by two equally long strings parallel to axis for
which the moment of inertia is calculated. The aircraft is then perturbed, and the period of oscillation
is used to calculate the moment of inertia using [39]
I =
mgd2
4pi2l
T 2, (A.4)
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with m the aircraft mass, d, the distance between each string and the axis in concern, l the length of the
strings, and T the period of oscillation in seconds. This method produces the principle components,
calculated by [14], as
I =
0.722 0 00 0.514 0
0 0 0.925
 . (A.5)
Engine Parameters
The maximum thrust that could be generated by the electric motor and propeller combination was
measured obtained from static thrust tests, and found to be
Tmax = 40 N. (A.6)
The time constant, measured from when the command was provided to where 63% of the com-
manded thrust was generated, is
τe = 0.25 s. (A.7)
Airframe Geometric Properties
According to Nita et al. [40], the Oswald efficiency factor can be estimated from basic aircraft geometry
parameters. In [40], an empirical diagram is obtained from flight data, allowing the Oswald efficiency
factor to be calculated with
e =
1
Q+ PpiA
, (A.8)
where A is the wing’s aspect ratio, and P and Q being are constant values of 1.05 and 0.007 respectively.
The Oswald efficiency factor, together with the remainder of the aircraft’s geometric properties are
summarised in Table A.1.
Table A.1: Aircraft geometric parameters
Parameter Symbol Value Unit
root chord cr 0.373 m
tip chord ct 0.333 m
mean chord c¯ 0.363 m
wing span b 1.918 m
wing area S 0.6975 m2
aspect ratio A 5.28 -
Oswald efficiency factor e 0.858 -
A.3 Aerodynamic Properties
The aircraft’s non-dimensional stability and control derivatives were obtained using Athena Vortex
Lattice (AVL). Figure A.1 shows the model of the aircraft in AVL, with the wing modelled as Clark-Y
airfoil, and the horizontal and vertical stabilisers as NACA 0004 airfoils. By the suggestion of [14] and
[9], a flat fuselage was modelled, in order to obtain better estimations for the side force derivatives.
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Figure A.1: Aircraft modelled in AVL in accordance with Trainer 60 geometry
Aerodynamic Coefficients
The stability and control derivatives generated by AVL for the specified trim airspeed, are provided
in Tables A.2 and A.3.
Table A.2: Force derivatives from AVL
Lift force Value Side Force Value Drag Force Value
CL0 0.243200 Cy0 0.000000 CD0 0.033600
CLα 4.240906 Cyα 0.000000
CLβ 0.000000 Cyβ -0.211019
CLP 0.000000 CyP 0.108287
CLQ 7.046092 CyQ 0.000000
CLR 0.000000 CyR 0.150403
CLδA 0.000000 CyδA 0.000780
CLδE 0.419064 CyδE 0.000000
CLδR 0.000000 CyδR 0.115794
Although AVL produced the parasitic drag coefficient of
CD0 = 0.0336, (A.9)
after flight tests, a new drag coefficient was estimated to be
CD0 = 0.1372. (A.10)
Trim
The trim state and control derivatives, according to the specified trim airspeed and aerodynamic
coefficients in Tables A.2 and A.3, under the standard flight conditions, are provided in Table A.4.
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Table A.3: Moment derivatives from AVL
Roll moment Value Pitch moment Value Yaw moment Value
Cl0 0.000000 Cm0 -0.031100 Cn0 0.000000
Clα 0.000001 Cmα -0.864255 Cnα 0.000009
Clβ -0.060435 Cmβ 0.000001 Cnβ 0.040747
ClP -0.414460 CmP 0.000002 CnP -0.034068
ClQ 0.000000 CmQ -7.387185 CnQ 0.000004
ClR 0.136337 CmR -0.000001 CnR -0.070245
ClδA -0.257158 CmδA 0.000002 CnδA 0.007271
ClδE 0.000000 CmδE -0.928991 CnδE 0.000000
ClδR 0.000736 CmδR 0.000000 CnδR -0.050348
Table A.4: Trim state and control variables
Parameter Symbol Value Unit
angle of attack αT 2.687
◦
aileron deflection δAT 0
◦
elevator deflection δET -3.476
◦
rudder deflection δRT 0
◦
thrust TT 23.81 N
Stability and Control Derivative Notation
The simplified notation for the stability and control derivatives used in this thesis, is defined in the
form,
AB ≡ q¯SlCABn, (A.11)
where q¯ is the dynamic pressure, and CAB represents the various stability and control derivatives.
The length l is given by c¯ for pitching moment derivatives, and b for the rolling and yawing moment
derivatives, and unity for force derivatives. The normalising coefficient n is unity for incidence angles
and actuator deflection angles, c¯
2V¯
for the pitch rates, and b
2V¯
for the roll and yaw rates. The stability
and control derivatives for the aerodynamic forces and moments are presented in Tables A.5 and A.6.
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Table A.5: Full and simplified notation of the aerodynamic force components
Full notation Simplified notation
Lift force
q¯SCL0 L0
q¯SCLα Lα
q¯S c¯
2V¯
CLQ LQ
q¯SCLδE LδE
Side force
q¯SCyβ Yβ
q¯S b
2V¯
CyP YP
q¯S b
2V¯
CyR YR
q¯SCyδA YδA
q¯SCyδR YδR
Table A.6: Full and simplified notation of the aerodynamic moment components
Full notation Simplified notation
Pitching moment
q¯Sc¯Cm0 M0
q¯Sc¯Cmα Mα
q¯Sc¯ c¯
2V¯
CmQ MQ
q¯Sc¯CmδE MδE
Yawing moment
q¯SbClβ L¯β
q¯Sb b
2V¯
ClP L¯P
q¯Sb b
2V¯
ClR L¯R
q¯SbClδA L¯δA
q¯SbClδR L¯δR
Rolling moment
q¯SbCnβ Nβ
q¯Sb b
2V¯
CnP NP
q¯Sb b
2V¯
CnR NR
q¯SbCnδA NδA
q¯SbCnδR NδR
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Linearising the Aircraft Dynamics
Although the full nonlinear aircraft dynamics are useful for simulation, they are difficult to deal with
for the purpose of system analysis.
B.1 Defining and Calculating Trim State Variables
The full nonlinear rotational dynamics above get linearised about trim condition, defined as a straight
and level equilibrium trajectory, with constant airspeed, and no lateral motion. Therefore, it is defined
as the conditions where all the force and moment coordinates acting on the aircraft are zero:∑
FI = F
A
I + F
G
I + F
E
I = 0 (B.1)∑
MI = M
A
I + M
G
I + M
E
I = 0 (B.2)
For symmetrical aircraft, trimmed about symmetrical flight, all lateral motion and control variables
(β, P,R, φ, δA, δR) are exactly zero, and obtaining the trim state variables reduces to finding the trim
longitudinal variables
(
V¯ , α,Q, θ, δE , T
)
T
, with the T subscript denoting the trim condition. Typically
the desired trim velocity is specified, and at trim the pitch rate must be zero, and the pitch angle
equal to the angle of attack,
QT = 0 (B.3)
θT = αT . (B.4)
Therefore, only the trim angle of attack αT , the trim elevator deflection δET , and the trim thrust TT ,
for a certain airspeed must be calculated. Substituting the forces and moments derived in Section 2.3
into Equations B.1 and B.2, yield nonlinear dynamic equations that, when solved, yields values for
the state variables required for a specified trim condition. From this substitution, the forces in the
body X-axis and Z-axis directions, and the pitching moment are constrained as follows:
(−qTSCDT cosαT + qTSCLT sinαT ) + TT −mg sin θT = 0 (B.5)
(−qTSCLT cosαT − qTSCDT sinαT ) +mg cos θT = 0 (B.6)
qTSc¯CMT = 0 (B.7)
Although iterative numerical methods, like the Newton-Raphson method, exist to simultaneously
solve the three equations above in order to obtain the desired trimmed state variables, two simplifying
assumptions can be made that hold well, in order to obtain a closed-form solution. The assumptions
are,
1. The trim angle of attack, and therefore also the pitch angle, is small
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2. The lift is an order of magnitude greater than the drag at trim
By applying these simplifying assumptions, Equations B.5 to B.7 simplifies to
(−qTSCDT cosαT + qTSCLT sinαT ) + TT −mg sin θT = 0 (B.8)
−qTSCLT +mg = 0 (B.9)
qTSc¯CMT = 0 (B.10)
By substituting the aerodynamic lift and pitching moment coefficients from Equations 2.47 and 2.49
into Equations B.9 and B.10, the trim angle of attack and elevator deflection can be written as,αT
δET
 =
CLα CLδE
Cmα CmδE
−1  mgqTS − CL0
−Cm0
 . (B.11)
Substituting this result into Equation B.8, yields the trim thrust value as
TT = qTSCDT cosα− qTSCLT sinαT +mg sinαT . (B.12)
B.2 Linearising About Trim
As the trim conditions are now defined, and the trim state and control variables calculated, the aircraft
dynamics can now be linearised about this trim condition. To achieve this, the equations of motion
from Equations 2.18 to 2.25 are rewritten so that the state derivatives become the subjects of the
equations. Aditionally, the pitch and roll dynamics, of Equation 2.36 are included, such that the state
vector becomes,
x˙ = f (x,u) , (B.13)
where,
x =
[
U V W P Q R Φ Θ
]T
(B.14)
u =
[
δA δE δR T
]T
(B.15)
and f represents the respective dynamic equations in Equations 2.18 and 2.25. Note that the states Ψ,
N , E and D are not included in the state vector, as they are kinematic results of the primary aircraft
dynamics, and do not re-couple back into the dynamics [11].
The state and control variables can be written as the sum of its trim value and a perturbation
about trim as,
x = xT + ∆x (B.16)
u = uT + ∆u (B.17)
with
∆x =
[
u v w p q r φ θ
]
(B.18)
∆u =
[
δa δe δr ∆T
]
(B.19)
Taking the Taylor series expansion of Equation B.13 about the trim condition yields,
x˙ ≈ f (xT ,uT ) + ∂f
∂x
∣∣∣∣
T
(x− xT )
1!
+
∂f
∂u
∣∣∣∣
T
(u− uT )
1!
+ h.o.t. (B.20)
148
Stellenbosch University  https://scholar.sun.ac.za
Appendix B. Linearising the Aircraft Dynamics 149
If it is assumed that the deviations from trim are small, the higher order terms h.o.t. can be ignored,
allowing for the dynamics to be approximated by the linearised sensitivities about trim,
∆x˙ ≈ ∂f
∂x
∣∣∣∣
T
∆x +
∂f
∂u
∣∣∣∣
T
∆u, (B.21)
where it has been noted that at trim,
x˙T = f (xT ,uT ) = 0. (B.22)
For convenience, Equation B.21 is rewritten as
∆x˙ ≈ AT∆x + BTu, (B.23)
where
AT =
∂f
∂x
∣∣∣∣
T
(B.24)
BT =
∂f
∂u
∣∣∣∣
T
(B.25)
B.2.1 Decoupling the Linear Dynamics
For symmetrical aircraft, the longitudinal and lateral dynamics are often decoupled to simplify the
model. The coupled dynamics of Equation B.23 are decoupled to become∆x˙long
∆x˙lat
 =
AT11 AT12
AT21 AT22
∆xlong
∆xlat
+
BT11 BT12
BT21 BT22
∆ulong
∆ulat
 (B.26)
where
∆xlong =
[
u w q θ
]T
(B.27)
∆xlat =
[
v p r φ
]T
(B.28)
∆ulong =
[
δe ∆T
]T
(B.29)
∆ulat =
[
δa δr
]T
(B.30)
As the aircraft is symmetrical about the XZ-plane, AT21 and BT21 is exactly zero. In general, if the
deviations from trim are small, as required by the linearisation process, then AT12 and BT12 can also be
approximated at zero. Even though this project involves recoveries from large deviations from the trim
conditions, it was decided to implement this assumption, as the goal is not to maintain flight at these
large deviations, but to rather transition away from these conditions. Applying the assumption, and
therefore the full decoupling, also contributes to process of analysing the aircraft’s modes of motion,
in order to determine its rate responsiveness. Therefore, the decoupled linear dynamics become
∆x˙long = AT11∆xlong + BT11∆ulong (B.31)
∆x˙lat = AT22∆xlat + BT22∆ulat (B.32)
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B.2.2 Linearising
The linearisation process can now be executed by determining the vector partial derivatives of Equa-
tions B.31 and B.32 as,
u˙
w˙
q˙
θ˙
 =

∂U˙
∂U
∂U˙
∂W
∂U˙
∂Q
∂U˙
∂Θ
∂W˙
∂U
∂W˙
∂W
∂W˙
∂Q
∂W˙
∂Θ
∂Q˙
∂U
∂Q˙
∂W
∂Q˙
∂Q
∂Q˙
∂Θ
∂Θ˙
∂U
∂Θ˙
∂W
∂Θ˙
∂Q
∂Θ˙
∂Θ


u
w
q
θ
+

∂U˙
∂δE
∂U˙
∂T
∂W˙
∂δE
∂W˙
∂T
∂Q˙
∂δE
∂Q˙
∂T
∂Θ˙
∂δE
∂Θ˙
∂T

 δe
∆T
 (B.33)
and 
v˙
p˙
r˙
φ˙
 =

∂V˙
∂V
∂V˙
∂P
∂V˙
∂R
∂V˙
∂Φ
∂P˙
∂V
∂P˙
∂P
∂P˙
∂R
∂P˙
∂Φ
∂R˙
∂V
∂R˙
∂P
∂R˙
∂R
∂R˙
∂Φ
∂Φ˙
∂V
∂Φ˙
∂P
∂Φ˙
∂R
∂Φ˙
∂Φ


v
p
r
φ
+

∂V˙
∂δA
∂V˙
∂δR
∂P˙
∂δA
∂P˙
∂δR
∂R˙
∂δA
∂R˙
∂δR
∂Φ˙
∂δA
∂Φ˙
∂δR

δa
δr
 (B.34)
Instead of working with the axial, normal and lateral velocity perturbations (u, v, w) in the state
vector, in many cases it is more common to work with the velocity magnitude, angle of attack and
sideslip angle perturbations (v¯, α, β). From the relationships between the wind and body axes, ex-
pressed in Equations 2.1 to 2.3, the following approximations can be made for small angles of attack
and sideslip, and for small deviations from trim:
U = V¯T cosα cosβ ≈ V¯T (B.35)
V = V¯T sinβ ≈ V¯Tβ (B.36)
W = V¯T sinα cosβ ≈ V¯Tα (B.37)
Substituting these approximations into the vector partial derivatives of Equations B.33 and B.34,
yields 
˙¯v
α˙
q˙
θ˙
 =

∂U˙
∂U V¯T
∂U˙
∂W
∂U˙
∂Q
∂U˙
∂Θ
1
V¯T
∂W˙
∂U
∂W˙
∂W
1
V¯T
∂W˙
∂Q
1
V¯T
∂W˙
∂Θ
∂Q˙
∂U V¯T
∂Q˙
∂W
∂Q˙
∂Q
∂Q˙
∂Θ
∂Θ˙
∂U V¯T
∂Θ˙
∂W
∂Θ˙
∂Q
∂Θ˙
∂Θ


v¯
α
q
θ
+

∂U˙
∂δE
∂U˙
∂T
1
V¯T
∂W˙
∂δE
1
V¯T
∂W˙
∂T
∂Q˙
∂δE
∂Q˙
∂T
∂Θ˙
∂δE
∂Θ˙
∂T

 δe
∆T
 (B.38)
and 
β˙
p˙
r˙
φ˙
 =

∂V˙
∂V
1
V¯T
∂V˙
∂P
1
V¯T
∂V˙
∂R
1
V¯T
∂V˙
∂Φ
V¯T
∂P˙
∂V
∂P˙
∂P
∂P˙
∂R
∂P˙
∂Φ
V¯T
∂R˙
∂V
∂R˙
∂P
∂R˙
∂R
∂R˙
∂Φ
V¯T
∂Φ˙
∂V
∂Φ˙
∂P
∂Φ˙
∂R
∂Φ˙
∂Φ


β
p
r
φ
+

1
V¯T
∂V˙
∂δA
1
V¯T
∂V˙
∂δR
∂P˙
∂δA
∂P˙
∂δR
∂R˙
∂δA
∂R˙
∂δR
∂Φ˙
∂δA
∂Φ˙
∂δR

δa
δr
 (B.39)
By evaluating the above equations using the dynamics of Equations 2.18 to 2.25, together with
the forces and moments equations derived in Section 2.3, the linearised dynamics can be obtained.
However, this process is very lengthy and prone to mistakes. Therefore, the MATLAB Symbolic
Toolbox was used to solve the partial differential equations, and verified through work done by Etkin
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and Reid [20]. The linear model, as given by Etkin and Reid [20] is shown given as,
˙¯v
α˙
q˙
θ˙
 =

ρV¯TSCXT
m
qTS
m
(
CLααT + CLT −
2CLT CLα
piAe
)
0 −g cos ΘT
−ρSCLTm − qTSmV¯T CLα 1−
qTS
mV¯T
c¯
2V¯T
CLQ − gV¯T sin ΘT
0 qTSc¯Iyy Cmα
qTSc¯
Iyy
c¯
2V¯T
CmQ 0
0 0 1 0


v¯
α
q
θ

+

0 1m
− qTS
mV¯T
CLδE 0
qTSc¯
Iyy
CmδE 0
0 0

 δe
∆T

(B.40)
and 
β˙
p˙
r˙
φ˙
 =

qTS
mV¯T
Cyβ
qTS
mV¯T
b
2V¯T
CyP
qTS
mV¯T
CyR − 1 gV¯T cos ΘT
qTSb
Ixx
Clβ
qTSb
Ixx
b
2V¯T
ClP
qTSb
Ixx
b
2V¯T
ClR 0
qTSb
Izz
Cnβ
qTSb
Izz
b
2V¯T
CnP
qTSb
Izz
b
2V¯T
CnR 0
0 1 tan ΘT 0


β
p
r
φ

+

qTS
mV¯T
CyδA
qTS
mV¯T
CyδR
qTS
Ixx
ClδA
qTS
Ixx
ClδR
qTS
Izz
CnδA
qTS
Izz
CnδR
0 0

δa
δr

(B.41)
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Controller Robustness Verification
C.1 Longitudinal Controllers
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Figure C.1: Pole-zero map and step responses for the airspeed controller over range of airspeed values
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Figure C.2: Pole-zero map and step responses for the NSA controller over range of airspeed values
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Figure C.3: Pole-zero map and step responses for flight path angle controller over range of airspeed
values
C.2 Lateral Controllers
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Figure C.4: Pole-zero map and step responses for the roll rate controller over range of airspeed values
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Figure C.5: Pole-zero map and step responses for the roll angle controller over range of airspeed values
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Additional Upset Recovery Results
D.1 Flight Tests
D.1.1 Feedback Only Architecture
D.1.1.1 Underspeed Upset Recovery
For the underspeed upset recovery, the aircraft was driven to an upset condition of[
V¯ γ Φ
]T
=
[
13 0 0
]T
. (D.1)
Figure D.1 shows the airspeed and the commanded throttle setting during the recovery, and Figure
D.2 shows the flight path angle and associated normal specific acceleration.
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Figure D.1: Practical vs. HIL airspeed response and throttle command during underspeed recovery
During this test can be seen that the flight path angle from the practical flight first increases before
decreasing in an attempt to follow the commanded trajectory, different to what is seen from the HIL
simulation data. This deviation can be attributed to an atmospheric disturbance that was not present
during the HIL simulation, as the underspeed recovery with the feedback-feedforward architecture, from
the same initial condition, shown later in Figure D.18a, shows that the practical and HIL simulation
data correspond much better. This deviation in the flight path angle causes the airspeed to also first
decrease before increasing to the desired final value, slightly slower than expected when comparing
to the HIL simulation airspeed. As this recovery is performed using a constant throttle value, it can
be seen that the throttle setting is set to the trim value, and after the recovery has completed, at
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Figure D.2: Practical vs. HIL flight path angle and NSA responses during underspeed recovery
t = 4 seconds, the airspeed controller varies the throttle command to regulate the airspeed. The
large deviations observed in the NSA comparison can be attributed to the flight path angle controller
generating bigger NSA commands as a result of the increasing tracking error in the flight path angle
measurements.
From the altitude changes observed in Figure D.3 is seen that, although the practical and HIL
simulation altitude changes occur later than predicted by the dynamic programming prediction, they
correspond well with each other and the altitude loss is similar to the predicted losses. Despite the
deviations in the states, the recovery was considered successful.
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Figure D.3: Practical vs. HIL altitude change during underspeed recovery
D.1.1.2 Overspeed Upset Recovery
To illustrate the overspeed upset recovery, the upset condition was specified as[
V¯ γ Φ
]T
=
[
26 0 0
]T
. (D.2)
From the comparative HIL simulation and practical flight airspeed responses and throttle commands
shown in Figure D.4, is seen that the airspeed successfully recovered to the final desired value, and at
t = 3 seconds, the recovery is completed, and the airspeed controller resumes control of the airspeed.
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The airspeed recovery occurs slower than expected, which is a result of the flight path angle response,
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(b) Throttle command
Figure D.4: Practical vs. HIL airspeed response and throttle command for overspeed recovery
shown in Figure D.5a, lagging the commanded flight path angle. The measured flight path angle also
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Figure D.5: Practical vs. HIL flight path angle and NSA responses during overspeed recovery
never reaches the peak commanded flight path angle, and therefore reducing the airspeed even slower.
It is clear that the practical flight and HIL simulation normal specific acceleration responses, seen in
Figure D.5b, agree exceptionally well.
The altitude comparison, in Figure D.6, shows that the practical and HIL simulation responses
correspond very well, and that both seem to lag the predicted altitude change equally.
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Figure D.6: Practical vs. HIL altitude change during overspeed recovery
D.1.1.3 Steep Descending Flight Path Angle Upset Recovery
For the steep descending flight path angle upset, the recovery was initiated from[
V¯ γ Φ
]T
=
[
22 −40 0
]T
. (D.3)
From Figure D.7a can be observed that the airspeed takes longer to recover than predicted by the
dynamic programming solution. This deviation can be attributed to the flight path angle that remains
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(b) Throttle command
Figure D.7: Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery
negative for longer than commanded, causing the airspeed to decrease at a slower rate. The airspeed
from the practical flight compares well to that of the HIL simulation.
The flight path angle and NSA responses shown in Figure D.8 also shows that the flight data and
HIL simulation correspond very well. The flight path angle response lags the commanded flight path
angle by about 0.7 seconds, similar to what was observed from the simulation results discussed in
Section 5.5.
The altitude response, in Figure D.9, show that, as expected, the practical flight data corresponds
exceptionally well with the simulation data. The slight deviation can be attributed to the simulation
airspeed leading the flight airspeed, and the small discrepancy in the flight path angle responses.
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Figure D.8: Practical vs. HIL flight path angle and NSA responses during steep descending flight
path angle recovery
0 1 2 3 4 5 6 7 8
Time [s]
-40
-30
-20
-10
0
A
lt
it
u
d
e
C
h
an
ge
[m
]
Planned Trajectory
Nonlinear HIL Simulation
Flight Data
Figure D.9: Practical vs. HIL altitude change during steep descending flight path angle recovery
D.1.1.4 Steep Ascending Flight Path Angle Upset Recovery
For the steep ascending flight path angle upset recovery, the aircraft was driven to an upset condition
of [
V¯ γ Φ
]T
=
[
19 25 0
]T
. (D.4)
The recovery shows the airspeed decreasing, in Figure D.10a, as a result of the greatly positive flight
path angle. The discrepancy between the two airspeed responses can be explained by referring to the
flight path angle responses in Figure D.11a, where it is seen that initially, the flight path angle from
the simulation increases before it decreases. This causes the simulation airspeed to decrease slower
than the practical airspeed, whereas the slight flat response from the simulation flight path angle,
between t = 1.5 and t = 2.5 seconds, causes the simulation airspeed to decrease further than the
practical airspeed. However, since the simulation flight path angle now remains negative for a longer
period, the simulation airspeed reaches a higher peak around t = 5 seconds, when it has recovered.
The flat flight path angle response can be attributed to the simulation NSA response being much more
negative than intended by the dynamic programming solution, around t = 2 seconds. The deviation
of the airspeed responses to the airspeed predicted by the dynamic programming solution can also be
attributed to the difficulty experienced with characterising the drag.
When considering the normal specific acceleration responses in Figure D.11b, it is clear the practical
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(b) Throttle command
Figure D.10: Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle recovery
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Figure D.11: Practical vs. HIL flight path angle and NSA responses during steep ascending flight
path angle recovery
flight NSA yields a similar response to the simulation response, and also to what was calculated by
the dynamic programming solution.
The altitude responses, shown in Figure D.12, shows that the practical flight data corresponds
well with the simulation data. The effect that the aforementioned flat measurement observed in the
simulation flight path angle response can clearly be seen in the altitude response, as the simulation
flattens out, and decreases later than the practical flight altitude data. Despite the discrepancies
observed in comparing the simulation data with the practical flight data, it is clear that HIL simulation
delivers data very similar to the practical flight data.
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Figure D.12: Practical vs. HIL altitude change during steep ascending flight path angle recovery
D.1.1.5 Steep Descending Flight Path Angle with Bank Angle Upset Recovery
The steep descending flight path angle, with high bank angle recovery was initiated from[
V¯ γ Φ
]T
=
[
20 −39 50
]T
. (D.5)
From the airspeed responses in Figure D.13a can be seen that the airspeed measured during the
practical flight test corresponds well with simulation airspeed. Both responses accelerates to approx-
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(b) Throttle command
Figure D.13: Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle with bank angle recovery
imately what was predicted by the dynamic programming solution, and show a similar deceleration
occurring at a slower rate than expected. The slower deceleration can be attributed to the flight path
angle responses, shown in Figure D.14a, being negative for longer than commanded, and therefore the
acceleration experienced from gravity is greater than desired.
The flight path angle response measured during the practical flight corresponds well with that
of the simulation. It is seen from the the normal specific acceleration responses in Figure D.14b,
that the NSA measured during the practical flight seem a lot more noisy than the simulation NSA.
Nevertheless, the two responses follow a similar trajectory, which corresponds well with the normal
specific acceleration produced by the dynamic programming.
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Figure D.14: Practical vs. HIL flight path angle and NSA responses during steep ascending flight
path angle with bank angle recovery
Figure D.15a compares the practical flight bank angle with that of the simulation. The responses
0 2 4 6 8
Time [s]
-10
0
10
20
30
40
50
60
B
an
k
A
n
gl
e
[o
]
Planned Trajectory
Nonlinear HIL Simulation
Flight Data
(a) Bank angle
0 2 4 6 8
Time [s]
-50
-40
-30
-20
-10
0
10
20
30
R
ol
l
R
at
e
[o
/s
]
Optimal Input
Nonlinear HIL Simulation
Flight Data
(b) Roll rate
Figure D.15: Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery
agree well, as both first increase, because of the momentum to reach the upset condition, before it
decreases to zero degrees. The rate of change of the bank angle responses are very similar, in spite
of the noisy roll rate response measured during the practical flight, shown in Figure D.15b. However,
apart from the noise, the two roll rates follow a similar trajectory, that corresponds with the dynamic
programming roll rate sequence.
The change in altitude response, shown in Figure D.16, indicates that the practical flight altitude
loss is less than the simulation flight, as a result of the practical airspeed being lower than the
simulation airspeed when the flight path angle is negative. The two responses also differ immediately,
from t = 0 seconds, because the flight path angle from the practical flight is less negative than
the simulation flight path angle. Despite the discrepancies observed between the practical flight
data and the simulation data, the correspondence is considered satisfactory, especially in the state
measurements, giving confidence to the simulation results.
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Figure D.16: Practical vs. HIL altitude change during steep ascending flight path angle with bank
angle recovery
D.1.2 Feedback-Feedforward Architecture
To illustrate the underspeed recovery, the aircraft was driven to[
V¯ γ Φ
]T
=
[
13 0 0
]T
. (D.6)
Figure D.17a compares the airspeed responses from a practical flight test, to that of a HIL simulation.
D.1.2.1 Underspeed Upset Recovery
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Figure D.17: Practical vs. HIL airspeed response and throttle command during underspeed recovery
It is clear that the responses agree very well with each other, and also to the airspeed trajectory
obtained from the dynamic programming solution. The slight bump observed in both airspeed respon-
ses, beyond the dynamic programming value, just after t = 1.5 seconds, can be attributed to the flight
path angle responses, in Figure D.18a, dipping below the commanded flight path angle, causing the
airspeed to increase quicker. The flight path angle dip occurs because the flight path angle controller
attempts to follow the extremely steep negative flight path angle command, between t = 0 and t = 1
seconds, when the command suddenly changes, to quickly for the controller to immediately follow the
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Figure D.18: Practical vs. HIL flight path angle and NSA responses during underspeed recovery
command. At this time, the flight path angle controller quickly adjusts the NSA command to so that
the flight path angle will follow the commanded trajectory again, as seen in Figure D.18b, where the
NSA command is significantly more negative than the dynamic programming NSA command, causing
the aircraft to pull up much quicker. When compared to the underspeed recovery when using the feed-
back only architecture, it is clear that the airspeed recovers much quicker and better, as the flight path
angle responses are faster, and they follow the commanded flight path angle better. The combination
of the feedforward control inputs to the middle-loop controller therefore successfully compensates for
the middle-loop controllers’ lag.
From the altitude changes observed in Figure D.19, it is clear that the change in altitude experien-
ced during the practical flight agrees well with the altitude change from the simulation, and also with
the altitude change calculated by the dynamic programming solution. The slightly higher altitude loss
from the tests can be attribute to the aforementioned flight path angle deviation. At t = 3 seconds,
the flight path angle from the simulation increases higher than expected, yielding the unexpected
altitude gain observed.
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Figure D.19: Practical vs. HIL altitude change during underspeed recovery
Feedback-Feedforward Architecture Conclusion
From the practical flight tests, and their comparisons to the simulation data, was concluded that
by using the feedback-feedforward architecture, the responses are similar to what was observed and
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discussed in Chapter 5. As expected, providing the inner-loop controllers with the optimal control
sequence as feedforward commands, successfully compensates for the lag introduced by the middle-loop
controllers. The responses occur quickly, and follow the optimal state trajectories more accurately.
D.1.3 Compensated Feedback Only Architecture
This section tests the compensated feedback only architecture, and compares its flight test results to
simulation results. However, from the responses provided it is noticeable that the implementation
differs from the discussion of the compensated feedback only in Chapter 5, and its simulation results.
When the flight tests were conducted, the dynamic programming solution was generated using a
sampling period of ∆t = 0.25 seconds, instead of ∆t = 1 second, as discussed. In the implementation
discussed in Chapter 5, the original dynamic programming plan, with ∆t = 1 second, was used, and
then sub-sampled at a period of 0.25 seconds. Therefore, the middle-loop control commands were
updated every 0.25 seconds, for both cases, and the same middle-loop planning was performed to
compensate for the controller lag. Because the planning was done in a similar way, and the control
command update intervals were the same, the results were expected to be very similar.
The reason that the implementation was changed, was because it was realised that when performing
the planning using ∆t = 0.25 seconds, the time scale separation that was exploited to reduce the
aircraft model to just the slower point mass translational dynamics, is no longer valid, as the inner-
loop controller bandwidths are too low to properly regulate the fast rotational dynamics before the
next inner-loop commands are provided.
At the time of this realisation, the simulations were re-executed, but it was decided that the time
and effort necessary to perform the flight tests would be too long and unnecessary, as similar results
are expected. As one of the main objectives of the flights tests is to verify the simulation results, this
section still compares the flight data with the simulation data, and discusses what was observed.
D.1.3.1 Underspeed Upset Recovery
The initial states for the underspeed upset recovery were chosen to be[
V¯ γ Φ
]T
=
[
13 0 0
]T
. (D.7)
Figure D.20a compares the practical airspeed measurement with that obtained during the simulation.
It is clear that the responses agree exceptionally well, and also with the airspeed commanded by the
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Figure D.20: Practical vs. HIL airspeed response and throttle command during underspeed recovery
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dynamic programming solution. Note that the airspeed controller remains constantly enabled during
the course of the recovery, aiding in the airspeed command tracking.
The flight path angle and NSA responses in Figure D.21, also show exceptional correlation between
the two responses. Despite the deviations observed in the flight path angle responses, they track
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Figure D.21: Practical vs. HIL flight path angle and NSA responses during underspeed recovery
the commands much more accurately with the middle-loop planning performed. The flight path
angle deviation between t = 1 and t = 2 seconds can be attributed to the middle-loop controller
generating NSA less negative commands causing the rate of change in the flight path angle to be
greater than desired. These NSA commands are a results of the flight path angle only beginning to
change from about t = 0.5 seconds, causing the flight path angle error to grow and therefore also the
NSA commands.
The altitude responses in Figure D.22, agree well with each other, and also with the altitude change
calculated by the dynamic programming algorithm.
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Figure D.22: Practical vs. HIL altitude change during underspeed recovery
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D.1.3.2 Steep Descending Flight Path Angle Upset Recovery
The steep descending flight path angle upset condition was specified as[
V¯ γ Φ
]T
=
[
22.5 −40 0
]T
. (D.8)
The airspeed responses in Figure D.23a exhibit very similar behaviour, as they rise to a similar value,
and decrease at a similar rate. In both responses the airspeed takes longer to recover than the dynamic
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Figure D.23: Practical vs. HIL airspeed response and throttle command during steep descending flight
path angle recovery
programming commands it to, as a result of the negative flight path angle. The thrust cannot be
adjusted fast enough to recover the airspeed quicker. The throttle commands, in Figure D.23b exhibit
somewhat similar behaviour, but not exceptional. This example emphasises the uncertainty regarding
the throttle dynamics, which contributes to the design decision to rather use a constant throttle value.
From flight path angle responses, compared in Figure D.24a, it is clear the the practical flight
measurement agrees exceptionally well with the simulation data. The flight path angle deviation
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Figure D.24: Practical vs. HIL flight path angle and NSA responses during steep descending flight
path angle recovery
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Figure D.25: Practical vs. HIL altitude change during steep descending flight path angle recovery
observed at t = 3 seconds, where the responses rise higher than the command, can be attributed to
the slower flight path angle controller providing the desired NSA command later than required. The
NSA responses in Figure D.24b also show that the simulation and practical flight data correspond
well.
As expected, the altitude changes in Figure D.25 show that the simulation and practical produce
similar altitude losses. The altitude loss is less than calculated by the dynamic programming because
the airspeed is lower during the negative flight path angle.
D.1.3.3 Steep Descending Flight Path Angle with Bank Angle Upset Recovery
An initial condition of [
V¯ γ Φ
]T
=
[
22.5 −44 60
]T
(D.9)
was specified to illustrate a steep descending flight path angle, with high bank angle upset recovery.
The airspeed, in Figure D.26a indicate similar responses for the simulation and practical flight. As
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Figure D.26: Practical vs. HIL airspeed response and throttle command during steep ascending flight
path angle with bank angle recovery
with previous recovery examples, the airspeed takes longer to recover, as the airspeed controller cannot
reduce the thrust enough to compensate for the negative flight path angle. The throttle commands in
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Figure D.26b again emphasises the uncertainties associated with the throttle dynamics, contributing
to the design decision to use a constant throttle setting.
The flight path angle responses shown in Figure D.27a indicates that the practical and simulation
executions agree exceptionally well. At t = 3 seconds, the simulation flight path angle increases to
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Figure D.27: Practical vs. HIL flight path angle and NSA responses during steep ascending flight
path angle with bank angle recovery
around 5◦before recovering to zero. This deviation can be attributed to the slower flight path angle
controller producing a slightly slower NSA command at that time. The practical flight flight path
angle and NSA responses behaved very much as was desired, according to the dynamic programming
commands.
Figure D.28a compares the bank angle measured in practical flight to that of the simulation. The
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Figure D.28: Practical vs. HIL bank angle and roll rate responses during steep ascending flight path
angle with bank angle recovery
responses agree exceptionally well, as both follow the dynamic programming trajectory, and roll past
zero, before finally settling at zero degrees. The roll rate responses in Figure D.28b also show very
similar behaviour, which also agree with the dynamic programming input sequence.
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Figure D.29: Practical vs. HIL altitude change during steep ascending flight path angle with bank
angle recovery
From the altitude changes in Figure D.29, it is apparent that the practical and simulation responses
correspond very well, with the simulation altitude slightly increasing from t = 3 seconds, where the
flight path angle was positive.
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Compensated Feedback Only Conclusions
Even though this section discusses a different approach toward compensated feedback only architecture
than was discussed in Chapter 5, it still served the purpose of verifying the simulation with practical
flight data. Additionally, the architecture tested in practical flight still tests the proposed middle-
loop planning approach to compensate for the lag introduced by the middle-loop control laws, as it
is performed with the same middle-loop planning architecture. To that end, it was decided that it
would be unnecessary to conduct the flight tests again, as similar results would be expected. From this
section, it was concluded that the proposed middle-loop planning approach successfully compensates
for the lag introduced by the middle-loop control laws.
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