: Overview of explored hyperparameter values when performing a random grid search during model training. Multiplier score between parentheses indicates the frequency of random values created. For example, 0.001 -5.000 (100x) means that there are 100 random values explored between 0.001 and 5.000. Description for each of the hyperparameters can be found in the Scikit-learn documentation at https://scikit-learn.org/.
Other hyperparameter values not listed here were kept to there default value as can additionally be found in the Scikit-learn documentation. SVM = support vector machine, ADA = adaptive, MLP = multi-layer perceptron 10-100 (steps of 10) Cross-validation 10-fold 10-fold 10-fold 10-fold 10-fold Classifiers created 400,000 20,000 160 2,000 400 Table S3 : Hyperparameter values that provided the highest F1 score (see Table S2 for obtained F1 scores) for each of the four used classifiers (SVM, logistic regression, decision trees, and ADA boost 
Non-wear algorithm Hyper-parameter description Explored values
Hecht (1100) -The VMU threshold 1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95 , 100 -Number of spikes (artificial movement) allowed in window 1, 2, 3, 4, 5
Troiano (9900) -Minimum length of an episode 1, 20, 40, 60, 80, 100, 120, 140, 160, 180, 2, 3, 4, 5, 6, 7, 8, 9, Table S5 : Classification performance as a result of hyperparameter tuning with 10-fold cross validation (cv) on training data (70%) and test data (30%). Additionally, and as a comparison to using cross validation, the 'all data' column shows the classification result of hyperparameter tuning on all the data (100%). Note that when using all data, thus 100%, we did not perform cross-validation. ± indicate the 95% confidence interval 
