In this paper, we consider a time varying analogue of the Erdős-Rényi graph, which we refer to as the dynamic Erdős-Rényi graph, and study the topological variations of its clique complex. The dynamics of this graph are determined by the edges, which independently evolve as a continuous time on/off Markov chain. Our main result is that if the edge probability is of the form p = n α , where n is the number of vertices and α ∈ (−1/k, −1/(k + 1)), then the normalized k−th Betti number process of the dynamic Erdős-Rényi graph converges weakly to the stationary Ornstein-Uhlenbeck process as n → ∞.
1. Introduction
Motivation
Traditionally, changes in network configurations were treated as unnatural faults and were assumed to be either finite in number or finite in duration or both. However, with the advent of mobile nodes, wireless links, peer-to-peer networks, etc., naturally occurring dynamic networks, in which links between nodes appear sporadically are now ubiquitous, often under the name of 'Intermittently Connected Mobile Networks' (ICMNs) [21, 22] . This has given rise to many interesting and challenging new questions. While issues such as temporal connectivity [3, 6] and dynamic community detection [5] have already seen significant developments, there has been little work on understanding the topological traits of dynamic graphs. We address this in the current paper and, to the best of our knowledge, we believe this is the first such attempt to do so. The specific case that we will study is a time varying analogue of the Erdős-Rényi random graph, which we will refer to as the dynamic Erdős-Rényi graph, and the topological descriptors that we will use are the Betti numbers of its associated clique complex.
The reasons for working with the dynamic Erdős-Rényi graph over real world dynamic networks is similar to why many researchers prefer the Erdős-Rényi graph over real world random graphs. Recall that the Erdős-Rényi graph is a random graph formed by placing edges between vertices, where each edge appears or not independently of the others. While this model is an oversimplification of most 'real' random graphs (i.e., graphs that appear in subject matter applications), it has the major advantage of being mathematically tractable, while still exhibiting quite complex behaviour. As such, it plays much the same role in the theory of random graphs as mean field models do in Statistical Mechanics, with a rich mathematical theory that points the way to universal phenomena that also arise in more complex scenarios.
The dynamic Erdős-Rényi graph that we introduce here is similarly simple, but analytically tractable, and is based on allowing each edge to evolve between 'on' and 'off' states according to a simple Markov chain. Hence, it is an example of a continuous time 'Edge Markovian Evolving Graph' (EMEG) -the class of dynamic models that has been found to be a good choice for approximating some of the real world dynamic networks, including ICMNs [5, 6, 19] . Our main result will establish convergence to an Ornstein-Uhlenbeck process of a (normalised) random process determined by the Betti numbers of the dynamic Erdős-Rényi graph. We believe that this result is archetypical, in the sense that more sophisticated models of random graphs, along with more complicated dynamics, will most likely exhibit similar limit behaviour, albeit with a wider class of diffusion limits for the evolving Betti number topology.
We now turn to describing things somewhat more formally.
On the topology of static Erdős-Rényi graphs
The topological study of static random graphs, beyond the classical issues of connectivity and degree, has been the subject of much recent research; see [1, 11, 13, 17, 14, 18, 20] for some of this and [15] for a detailed survey and motivation. We briefly overview the developments pertaining to topology of the clique complex of the static Erdős-Rényi graph.
Recall that the Erdős-Rényi graph G(n, p) is a random graph on n vertices where each edge appears with probability p, independently of the others. As the pioneering result in random graphs, the Erdős-Rényi theorem [8] established a sharp threshold for connectivity of Erdős-Rényi graphs. Theorem 1.1. (Erdős and Rényi.) Let > 0 be fixed. If p ≥ (1 + ) log(n)/n, then P{G(n, p) is connected} → 1 as n → ∞.
On the other hand, if p ≤ (1 − ) log(n)/n, then P{G(n, p) is disconnected} → 1 as n → ∞.
Extending this result, it seems reasonable that if p is chosen significantly larger than log(n)/n, then, instead of merely containing paths between any two vertices, G(n, p) may contain as sub-graphs, interesting patterns made up of cliques of different sizes.
A k−clique, recall, is a collection of k vertices with all edges present. Figure 1 shows some examples of patterns that may arise.
A formal study of such patterns typically requires two steps. The first step is to build the clique complex X (n, p) ≡ X (G(n, p)) over G(n, p). Recall that the clique complex X (G) of an undirected graph G is the abstract simplicial complex formed by the sets of vertices in the cliques of G. (Since any subset of a clique is itself a clique, this family of sets meets the requirement of an abstract simplicial complex that every subset of a set in the family should also be in the family.)
Having defined X (n, p), the second step is to examine its topology, i.e., to look at the various cycles formed using cliques and study the resulting homology groups with a special attention to Betti numbers. The k−th Betti number of X (n, p) is denoted β n,k . For a formal definition of these terms, see [7, 10] . Intuitively (albeit somewhat of an oversimplification) if a (k + 1)−clique is thought of as a k−dimensional solid object, then a k−cycle is a sub-graph made up of only (k + 1)−cliques the union of which is topologically equivalent to the k−sphere S k . A k−cycle that cannot be expressed as a boundary of any collection of higher dimensional cliques represents a (k + 1)−dimensional hole. The k−th Homology group of X (n, p) is the collection of all 'independent' (k + 1)−dimensional holes in X (n, p) while the k−th Betti number is the number of generators of this group; i.e., the number of such holes. The zeroth Betti number is separately taken to be one less than the number of connected components which is as per the convention used in defining 'reduced' homology groups. In the left graph of Figure 1 , for example, cycle a represents a 2−dimensional hole while cycle b and the other 3−cliques do not as they can be expressed as the boundary of the triangle(s) they bound. Hence, the first Betti number of left graph is only 1. Similarly, its zeroth Betti number is 21 while the second and higher Betti numbers are zero.
Fix k ≥ 1. With small and large temporarily being qualifiers that depend on k, the above interpretation suggests that both small values as well as large values of p are bad for β n,k . A small p inhibits the formation of k−cycles, while with a large p, a k−cycle more often than not borders higher dimensional cliques. For β n,k to be significant, p needs to lie somewhere between small and large. The following result from [14, Theorem 1.1] (see also the discussion below [16, (1) ]) gives a rigorous version of this intuition.
Having settled the issue of the non-triviality of Betti numbers, one turns to questions on the limiting distribution of β n,k . 
where N (0, 1) is standard Gaussian and ⇒ denotes convergence in distribution.
With the brief overview of static Erdős-Rényi graphs done, we now turn to the main scenario of this paper, the dynamic case.
Dynamic Erdős-Rényi topology
We start with a formal definition of the dynamic Erdős-Rényi graph.
, and λ > 0. The dynamic Erdős-Rényi graph {G(n, p, t) : t ≥ 0} is a time-varying graph on n vertices with the following properties.
• For t ≥ 0, each edge independently evolves as a continuous time on/off Markov chain; 'on' denotes edge is present while 'off' denotes edge is absent. The waiting time in the states 'off' and 'on' is exponential respectively with parameters λp and λ(1 − p).
• The initial configuration of each edge at t = 0 is determined independently by a Bernoulli random variable which takes the 'on' state with probability p and 'off' state with probability 1 − p.
Consider an arbitrary edge e of the dynamic Erdős-Rényi graph and let e(t) denote its state at time t. Then, using Definition 1.1, it is straightforward to check that for any non-negative times t 1 and t 2 ,
and
From this, it follows that, for any t ≥ 0,
Definition 1.1 and the above facts put together show that {G(n, p, t) : t ≥ 0} is a stationary reversible Markov process and, for each t ≥ 0, it is the usual Erdős-Rényi graph on n vertices with edge probability p.
and let β n,k (t) be the k−th Betti number of X (n, p, t). Let p be as in Theorem 1.2.
Then, it follows from Theorem 1.3 that the normalized Betti number
is asymptotically Gaussian for each t. Combining this with stationarity of the dynamic Erdős-Rényi graph, one might expect that the sequence {{β n,k (t) : t ≥ 0} : n ≥ 1}
would weakly converge to some stationary Gaussian process. This turns to be indeed true and is the key contribution of this paper.
For λ > 0, let {U λ (t) : t ≥ 0} denote the stationary Ornstein-Uhlenbeck process
Theorem 1.4. Fix k ≥ 1 and let λ be as in Definition 1.
Essence of Theorem 1.4
It is well known that {U λ (t) : t ≥ 0}, in addition to being stationary and Gaussian, is also Markov. Combining this with Theorem 1.4, it follows that as n → ∞ the distribution of the stationary process {β n,k (t) : t ≥ 0} is also approximately Gaussian and Markov. While the asymptotic Gaussianity is to expected, the Markov property is not obvious since {β n,k (t) : t ≥ 0}, for finite n, is not Markov. We now provide an example to support this last claim.
Recall that the dynamic Erdős-Rényi graph {G(n, p, t) : t ≥ 0} is a stationary 
, where
is continuous in t. Assume that lim t→0 P (t) = I, the identity matrix. Let ψ be a given function on the state space 1, . . . , m and let Y (t) = ψ(X(t)). The states i of the original process {X(t) : t ≥ 0} where ψ equals some fixed constant are collapsed into a single state of the new process {Y (t) : t ≥ 0}. Call these collapsed sets of states S j , j = 1, . . . , r, r ≤ m. Then {Y (t) : t ≥ 0} is Markovian, whatever be the initial distribution of {X(t) : t ≥ 0}, if and only if, for each j = 1, . . . , r, either
constant that depends only on S j , S j , and t.
The required example is the following. Consider the dynamic Erdős-Rényi graph with n = 4, arbitrary p ∈ (0, 1), and arbitrary λ > 0. At any given time t, each of its 6 edges, say e 1 , . . . , e 6 , can be either in 'on' or 'off' state. Thus, G(4, p, t) has m = 64 possible configurations. On the other hand, the process {β 4,1 (t) : t ≥ 0} can only take r = 2 values, i.e., zero or one. Further, β 4,1 (t) = 1 if and only if G(4, p, t) is in one of the configurations given in Figure 2 . Hence, using (1.1) and (1.2), it follows that
is in one of the above configurations. Note that there is no vertex at the intersection of the cross edges.
while
Clearly, for a generic p and t, the above two equations are unequal. But β 4,1 (r) = 0
when either e 1 (r) = · · · = e 6 (r) = off, or e 1 (r) = · · · = e 6 (r) = on. These facts along with Theorem 1.5 show that the process {β 4,1 (t) : t ≥ 0} is not Markov.
On the proof of Theorem 1.4
Since working directly with Betti numbers is not easy, we adopt an approach developed in [12, 17] . To describe this, we require some definitions. Let f n,k (t) denote the number of k−dimensional faces, or, equivalently (k + 1)−cliques in the clique complex X (n, p, t). Let
denote the Euler-Poincaré characteristic of X (n, p, t). Alternatively, and equivalently, (e.g. [7] [p101]) we have that
To establish the weak convergence for Betti numbers, we first show that a corresponding result holds true for the process {f n,k (t) : t ≥ 0}. Using (1.5), we then establish weak convergence for {χ n (t) : t ≥ 0}. Finally, Theorem 1.4 is proven using (1.6) and Theorem 1.2.
Structure of the paper
In Section 2, we collect a number of standard results needed for the proofs. In Section 3, we discuss some preliminary results concerning the mean and variance of f n,k (t), χ n (t), and β n,k (t). The covariance functions of the processes {f n,k (t) : t ≥ 0}, {χ n (t) : t ≥ 0}, and {β n,k (t) : t ≥ 0} are derived in Section 4. Knowing these covariances is key for the convergence of the finite dimensional distributions of the process {β n,k (t) : t ≥ 0}, which we prove in Section 5. In Section 6, we establish tightness for the process {β n,k (t) : t ≥ 0}, and complete the proof of Theorem 1.4.
Mathematical Background
We first describe the normal approximation theorem from [2] useful for establishing central limit theorems for a sequence of dissociated or partially dependent real valued random variables. We then recall from [9] sufficient conditions for a sequence of stochastic processes to converge to the stationary Ornstein-Uhlenbeck process.
Normal approximation theorem
We first define the notion of the L 1 −Wasserstein metric for real valued random variables.
Definition 2.1. The L 1 −Wasserstein metric between two real valued random vari-
where the sup is over all functions ψ : R → R with sup y1 =y2
The normal approximation theorem from [2] (see Theorem 1 and (2.7)) is stated next. Theorem 2.2. Let {X n (t) : t ≥ 0} be the n−th element of a sequence of (
Convergence to stationary Ornstein-Uhlenbeck process
valued stochastic processes that satisfy the following conditions.
• Convergence of Finite Dimensional Distributions: For any t 1 , . . . , t m ≥ 0, as
• Tightness: The sequence {{X n (t) : t ≥ 0} : n ≥ 1} is tight or alternatively the following conditions hold true.
For each T > 0, there exist constants Υ 1 > 0, Υ 2 > 1, and K > 0 such that, for each n,
Then {X n (t) : t ≥ 0} ⇒ {U λ (t) : t ≥ 0} as n → ∞.
Preliminary Results
Here we obtain results on the limiting behaviour of Var[f n,k (t)], Var[χ n (t)], and
, where f n,k (t), χ n (t), and β n,k (t) are as in Section 1. Note that because of stationarity the above three variances are independent of t. We will henceforth use
[n] := {1, . . . , n} to denote the vertex set of the dynamic Erdős-Rényi graph.
Let
[n]
k+1 denote the collection of all subsets of [n] of size k + 1. Of course, n k+1 is the usual binomial coefficient. For A ∈
[n] k+1 , let 1 A (t) = 1 if A is a (k + 1)−clique in G(n, p, t) and zero otherwise. Using these notations, we have
Hence, it follows that
The below result gives the behaviour of Var[f n,j (t)] as n → ∞.
Proof. The first statement trivially follows since the number of vertices equals n. So we discuss only the remaining statements.
Hence, to prove the desired result, it suffices to obtain bounds for
]. Since α < 0, note that φ is a convex function. Hence, one of φ(2) or φ(j + 1) maximizes φ(i) for i ∈ {2, . . . , j + 1}. When conditions in Statement 2. of the lemma hold, it is easy to check that φ(2) ≥ φ(j + 1). Similarly, when conditions of Statement 3. hold, it is easy to check that φ(j + 1) ≥ φ (2) . Further, at α = 1 k+0.5 , φ(2) = φ(j + 1). The desired result now follows easily.
The following two results are now immediate from Lemma 3.1.
Proof. From (1.5), we have
The desired result now follows from Corollary 3.2.
Proof. By adding and subtracting f n,k (t), we get
Hence it follows that
The desired result now follows from Lemma 3.2.
In a similar spirit to the above two results, Lemmas 3.4 and 3.5 compare the limiting behaviour Var[χ n (t)] with Var[β n,k (t)].
Covariance
Here we investigate the asymptotic covariance of the processes {f n,k (t) : t ≥ 0}, {χ n (t) : t ≥ 0}, and {β n,k (t) : t ≥ 0}. This will be needed in Section 5 to show that finite dimensional distributions of {β n,k (t) : t ≥ 0} converge to those of the stationary Ornstein-Uhlenbeck process.
Proof. Fix arbitrary t 1 , t 2 ≥ 0, and let L := e −λ|t1−t2| . We need to show that
Using (1.1) and (3.1), note that
Combing this with (3.2) and (3.3), it is easy to see that
. Now using the fact that
By expanding terms inside the square brackets and cancelling out
. Now observe that the term corresponding to i = 2 inside the summation in both the numerator as well as denominator is the same. Hence,
To prove the desired result, it suffices to show that Z n,k → 0 as n → ∞. If k = 1, then Z n,k = 0 for each n and hence lim n→∞ Z n,k = 0 trivially. Suppose that k ≥ 2.
Observe that expansion of the term inside the inner sum of the numerator of Z n,k will result in a linear combination of 1, 1/p, . . . , 1/p j−1 . Hence, by multiplying the numerator and denominator of Z n,k by p ( k+1 2 )−1 , one can rewrite Z n,k as
for some real constants {w ij } and {ξ ij }. Since
to show lim n→∞ Z n,k = 0 one only needs to show that lim n→∞ Z n,k = 0, where
Since p = n α , the power of n in the summand of numerator as well as denominator of Z n,k is of the form
Because α < 0, we have arg max
Further, the restriction that α > −1/k shows that, for each i ≤ k,
From (4.2) and (4.3), it follows that the largest power of n in the numerator of Z n,k is
while, in the denominator, it is
Because k ≥ 2 and consequently α ≥ −1/2, it follows that the term in (4.5) is larger than the term in (4.4). This shows that lim n→∞ Z n,k = 0 as desired. This completes the proof.
Proof. We need to show that
However, since Lemma 3.3 holds, it suffices to show that
= e −λ|t1−t2| .
But the term inside limit on the left hand side equals
Lemma 4.1 shows that the first term converges to e −λ|t1−t2| as n → ∞. The remaining three terms converge to zero because of Lemma 3.2. The desired result thus follows.
Proof. Because of Lemma 3.5, it suffices to show that
Lemma 4.2 shows that the first term converges to e −λ|t1−t2| as n → ∞. The remaining three term converge to zero because of Lemma 3.4. The desired result thus follows.
Convergence of Finite Dimensional Distributions
In this section we show that the finite dimensional distributions of {β n,k (t) : t ≥ 0} converge to those of the stationary Ornstein-Uhlenbeck process. We establish this result by first showing that the finite dimensional distributions of {f n,k (t) : t ≥ 0}, and consequently {χ n (t) : t ≥ 0}, converge to that of the stationary Ornstein-Uhlenbeck process.
Note that for two real valued random variables X and Y , we will write
indicate that X and Y have the same distribution. Further, we will use a 12 to denote the number of vertices common to sets A 1 and A 2 .
. Then, for any m ∈ N and any t 1 , . . . , t m , as n → ∞,
Proof. Fix m ∈ N, arbitrary t 1 , . . . , t m ≥ 0, and arbitrary ω 1 , . . . , ω m ∈ R. As a consequence of the Cramér-Wold theorem, to prove the desired result it suffices to show that, as n → ∞,
But, by definition, {U λ (t) : t ≥ 0} is a zero mean Gaussian process with Cov[U λ (t i ), U λ (t j )] = e −|ti−tj | . Hence,
Further, Lemma 4.1 shows that
Hence, it follows that to prove (5.1) one only needs to show that, as n → ∞,
Let S n,k,m denote the cartesian product
denote the dependency neighborhood of 1 A1 (t i ). For each n, it follows from (1.7) and (3.1) that
Theorem 2.1, we have
we have
.
Combing this with (5.2), and defining
it follows that to establish (5.3) one only needs to show that
Fix arbitrary t ≥ 0 and let
k+1 : a 12 ≥ 2}. In [17] , as part of proof of Claim 2.5 (ii), it was shown that lim n→∞ R n,k = 0. In the remaining part of this proof, we will show that
This is clearly sufficient to establish (5.5).
Recall from (3.3) that Var[f n,k (t)] is independent of t. Hence, it follows that the denominators in R n,k and R n,k are identical. Now using (1.1) and (1.3) and the fact that p + (1 − p)e −τ ≤ 1 for any τ ≥ 0, observe that
2 )−(
From this and the definition of R n,k , (5.6) follows easily. The desired result thus follows.
Proof. As in the proof of Lemma 5.1, it suffices to show that for arbitrary ω 1 , . . . , ω m ∈ R, as n → ∞,
⇒ N (0, 1).
Since Lemmas 4.1 and 4.2 hold, it in fact suffices to show that
From Lemma 3.2 and the Cauchy-Schwarz inequality, note that, for all i,
as n → ∞. Using the above estimate and again applying the Cauchy-Schwarz inequality, we get
as n → ∞. Combining the above result with Slutsky's theorem and Lemma 5.1, (5.7) follows and so does the proof.
Proof. The arguments are similar to those used in the proof of Lemma 5.2. Firstly, using Lemma 3.4, it follows that for any ω 1 , . . . , ω m ∈ R,
Then using Lemma 4.2 and Theorem 4.1, the desired result follows.
Tightness
In this section, we show that the sequence {{β n,k (t) : t ≥ 0} : n ≥ 1} is tight. By Theorem 2.2, it suffices to establish the two conditions C C C 1 and C C C 2 for this sequence.
. Then, for the sequence {{β n,k (t) : t ≥ 0} : n ≥ 1}, condition C C C 1 holds true with Υ = 2, i.e.,
Proof. Clearly,
Now using 4.1, we have that
The desired result is immediate.
Arguing as above, note that {{f n,k (t) : t ≥ 0} : n ≥ 1} and {{χ n (t) : t ≥ 0} : n ≥ 1} also satisfy condition C C C 1 . We now work towards showing that condition C C C 2 holds true for {{β n,k (t) : t ≥ 0} : n ≥ 1}. Our approach will be to first establish this result for the sequences {{f n,k (t) : t ≥ 0} : n ≥ 1} and {{χ n (t) : t ≥ 0} : n ≥ 1} and from this conclude the same for the sequence {{β n,k (t) : t ≥ 0} : n ≥ 1}.
. Then, for the sequence {{f n,k (t) : t ≥ 0} : n ≥ 1}, condition C C C 2 holds with Υ 1 = Υ 2 = 2, i.e., for any T > 0,
This follows from the next result and hence we prove only that.
. Then, for the sequence {{χ n (t) : t ≥ 0} : n ≥ 1}, condition C C C 2 holds with Υ 1 = Υ 2 = 2, i.e., for any T > 0, there exists K χ > 0 such that for all n ≥ 1,
We first establish some notations and lemmas that will be useful in proving the above main result. Fix arbitrary n, k ≥ 1 and let p be as in Lemma 6.3. Also fix i and j such that 0 ≤ i, j ≤ n − 1 and let
, let a q denote the number of vertices in A q , a qr the number of vertices common to both A q and A r , and so on. Note that inequalities such as a 1234 ≤ a qrs ≤ a qr ≤ a q for any q, r, s ∈ {1, . . . , 4} hold trivially.
Let τ (Ā) = (a 1 , . . . , a 4 , a 12 , . . . , a 34 , a 123 , . . . , a 234 , a 1234 ),
Here τ (Ā) denotes the intersection type ofĀ, while ver(Ā) and pair(Ā) denote respectively the sum of vertices and maximum possible edges in A 1 , . . . , A 4 with common vertices and edges counted only once. Terms of the form g(h;Ā) appear in the expansion of ξ ij (h) and hence will be useful later.
2 , we will sayĀ ∼B if there exists a permutation π of the sets inB such that τ (Ā) = τ (π(B)). Clearly, ∼ is an equivalence relation.
under ∼, where [Ā] denotes the equivalence class ofĀ. Since each a qr , a qrs , and a 1234 (11 variables in total) is a number between 0 and max{i + 1, j + 1} ≤ (i + j + 1), it is easy to see that the number of equivalence classes in Γ ij satisfies
We will sayĀ ∈
has an independent set if there exists q ∈ {1, 2, 3, 4}
such that a qr ≤ 1 for all r = q. That is, there exists a special set among A 1 , . . . , A 4 which shares at most one vertex with the remaining three sets. Clearly, the indicator associated with this special set is independent of the indicator associated with the other three sets. Based on this description, let
Lemma 6.4. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j
If [Ā]
∈ Γ ij \S ij , then there exists some universal constant γ ≥ 0 (independent ofĀ, i, j, k, and n) such that
Proof. The first statement is trivial. So we discuss only the second one.
ConsiderĀ ∈ φ (h;Ā), (6.8) where, for each , Now using (6.8), (6.9), (6.10), and the fact that both ((1−p)e −h +p) and ((1−p)e −2h +p) are bounded from above by 1 for h ≥ 0, it is not difficult to see that there exists some universal constant γ 1 ≥ 0 (independent ofĀ, i, j, k, and n) such that
Combining this with (6.8) and (6.11), it follows that
The desired result follows by using this inequality in (6.7).
Lemma 6.5. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j
Proof. Consider Statement 1. Note from (6.6) that, sinceĀ ∈ Γ ij \S ij , one of the following cases must necessarily be true.
Case A: Either a 12 , a 34 ≥ 2, or a 13 , a 24 ≥ 2, or a 14 , a 23 ≥ 2.
Case B: There exists q ∈ {1, . . . , 4} such that a qr ≥ 2 for all r = q.
In both cases, using the same arguments as those used to arrive at (8) in [16] , it is easy to see that
which proves the desired result. The only differences in the two arguments being the following.
• There (i.e., in [16] ) one dealt with intersection of three sets while here we need to deal with intersection of four sets. In both cases, however, note that independent sets are absent, i.e., each set has at least two vertices in common with one of the remaining sets.
• There an upper bound for n ver(Ā) p pair(Ā) , with ver(Ā) and pair(Ā) appropriately Using these two relations and fact that α ∈ −
Consequently, to prove the desired result, it suffices to show that for i + j ≥ 16k + 15,
(6.12)
Now observe that if i + j = 16k + 15, then
Suppose that for i and j with (i + j ) ≥ 16k + 15, the desired result holds. Now consider i and j satisfying (i + j) = (i + j ) + 1. Clearly,
where inequality follows because (i + j ) ≥ 16k + 15. By induction, (6.12) follows and hence the desired result.
Lemma 6.6. Fix arbitrary n, k ≥ 1, and let p be as in Lemma 6.3. Also fix i and j such that 0 ≤ i, j ≤ n − 1. Let ξ ij (h) be as in (6.1) and γ as in Lemma 6.4.
Proof. From (6.1) and (6.4), it is easy to see that
Segregating terms based on their equivalence classes under ∼, it follows that
Applying Lemma 6.4 gives
Now note from (6.2) and (6.3) that, ifĀ ∼B, then ver(Ā) = ver(B) and pair(Ā) = pair(B). Further, the cardinality of the set
Using Statement 1. of Lemma 6.6, and the fact that the cardinality of the set {(i, j) :
i, j ≥ 0, i + j = } is + 1, it is easy to see that
where
Note that K 1 is a constant independent of n and 0 ≤ h ≤ 1. Similarly, using Statement 2. of Lemma 6.6, we obtain
Clearly K 2 (n) is finite for each n > 1 and is monotonically decreasing. Consequently, if we let K χ := γ(K 1 + K 2 (2)) 2 , then the desired result follows.
. Then, for the sequence {{β n,k (t) : t ≥ 0} : n ≥ 1}, condition C C C 2 holds with Υ 1 = Υ 2 = 2, i.e., for any T > 0, there exists K β > 0 such that ,for all n ≥ 1,
for all 0 ≤ t ≤ T + 1 and 0 ≤ h ≤ t.
Proof. From Lemmas 3.3 and 3.5, and Corollary 3.1, we have
Consequently, as discussed in Lemma 6.3, to prove the desired result it suffices to show that there exists K β > 0 such that
for all n ≥ 1 and 0 ≤ h ≤ 1.
Now fix an arbitrary h ∈ [0, 1] and consider the event
Then, observe that
Clearly,
and hence which take the 'on' state with probability p and 'off' state with probability 1 − p. Let Similarly, if we let S h,2h denote the total arrivals across edges in (h, 2h], then |β n,k (2h) − β n,k (h)|1 P h ≤ 2n k+2 S h,2h ,
where P h denotes the event that no arrivals happened at time h. Since 1 P0 and 1 P h are almost sure events, the above inequalities combined with (6.17) show that
Now using (6.14), note that 1 E c ≤ 1 {(−1) k χn(0) =β n,k (0)} + 1 {(−1) k χn(h) =β n,k (h)} + 1 {(−1) k χn(2h) =β n,k (2h)} .
Consequently, we have
Term 2 ≤ 16n 4k+8 E S However, for any t ≥ 0, note that 1 {(−1) k χn(t) =β n,k (t)} is a function of only G(n, p, t)
which in turn is a function of only {I e ie(t) }, where i e (t) := min{i : T e i ≤ t < T e i+1 }.
Since for each e, the i.i.d. sequence {I e i } and the sequence {T e i } are independent, it is not difficult to see that ∪ e {I e ie(t) } is independent of ∪ e {T e i }. So, S 0,h , S h,2h ,(both of which depend only upon ∪ e {T e i }) and 1 {(−1) k χn(t) =β n,k (t)} (which depends only upon ∪ e {I e ie(t) }) are mutually independent for any t ≥ 0. Since S Putting Lemma 6.1 and Theorem 6.1 together shows that the sequence of processes {{β n,k (t) : t ≥ 0} : n ≥ 1} is tight. Combining this with Theorem 5.1 completes the proof for Theorem 1.4 as desired. Note that along the way we have also proved that if p = n α with α ∈ (−1/k, −1/(k+1)), then the sequences of processes {{f n,k (t) : t ≥ 0} :
n ≥ 1} and {{χ n (t) : t ≥ 0} : n ≥ 1} converge in distribution to the stationary Ornstein-Uhlenbeck process.
