Abstract-In this paper, feature selection and parameters determination in SVM are cast as an energy minimization procedure. The problem of feature selection and parameters determination is a very difficult problem where the number of feature is very large and where the features are highly correlated. We define the problem of feature selection and parameters determination in SVM as a combinatorial problem and we use a stochastic method that, theoretically, guarantees to reach the global optimum. Several public datasets are employed to evaluate the performance of our approach. Also, we propose to use the DNA Microarray Datasets which are characterized by the large number of features. To validate our approach, we apply it to image classification. The feature descriptors of the images were extracted by using the Pyramid Histogram of Oriented Gradients. The proposed approach was compared with twenty feature selection methods. Experimental results indicate that the classification accuracy rates of the proposed approach exceed those of other approaches.
I. INTRODUCTION
Supervised learning is a machine learning technique that has proven its importance in many applications. One of the most popular methods and more efficient is the Support Vector Machine (SVM) that solves the problems of classification (determining the class of an observation) by finding an optimal separating hyperplan [1] . The advantage of the SVM method resides on the one hand, in the fact that it is independent of the input vector, and on the other hand, its performance in learning and its generalization ability [2] , [3] . Unfortunately, the practical use of SVM is limited because the quality of SVM models and the classification accuracy rate heavily depends on a proper setting of SVM hyper-parameter C and SVM kernel parameters. Several studies have been conducted in the domain of the parameters determination: Grid Search [4] , [5] is the most widely used to determine the parameters of SVM and kernel function. Other approach defined by Pai and Hong [6] that combine genetic algorithm and the SVM to generate a set of parameters values for SVM. Also, Pain and Hong in [7] , [8] presented a Simulated Annealing approach to obtain parameters values of SVM and tested their approach on real data set. Ren and Bai [9] developed an approach to determine the optimal SVM parameters by using genetic algorithm and particle swarm optimization. In [10] , the authors develop a novel method based on simulated annealing and SVM to determine the optimal parameter value without feature selection. These studies focused only on the determination of the parameters.
Moreover, the parameter C and the kernel function parameter are not the only factors that influence the quality of the SVM model and the classification accuracy rate, but feature selection plays an important role in the classification. The main purpose of feature selection is to find the smallest feature subset that increases the classification accuracy rate and reduces the space dimension and the computational time. This optimal features subset is obtained by eliminating the redundant, noisy and irrelevant features.
The optimal features subset is not unique; it may be possible to achieve the same accuracy rate using different subsets of feature, because if two features are correlated one can be replaced by other. Therefore, remove a relevant feature can reduce the classification accuracy rate.
Many researchers are interested in developing of a new feature selection method [11] , [12] , [13] , [14] . The feature selection methods can be categorized as: Filter, Wrapper and Embedded methods. In [15] , Chen and Hsien developed a latent semantic analysis (LSA) and web page for feature selection (WPFA), combined with the SVM to screen features. Gold et al. [16] developed a Bayesian viewpoint of SVM classifiers to adjust the parameters values in order to determine the irrelevant features. Chapelle et al. in [17] presented an automatically tuning multiple parameters and used the principal components to obtain features for the SVM technique. In [18] , the authors adopted the accuracy rate of the classifier as the performance measure. Shon et al. [19] , use genetic algorithm for screening the features of a dataset.
Bouguila et al. [20] , [21] , [22] , [23] , [24] , [25] , [26] has extensively studied the selection of relevant features in the pattern analysis field by proposing a Bayesian approach for identifying clusters of proportional data based on the selection of relevant feature. The general idea is based on the generalization of Dirichlet mixture models.
In this study, we propose to improve the quality of SVM model and the classification accuracy rate by modeling the feature selection and parameters determination problem as a combinatorial optimization problem. We use a stochastic method to solve the combinatorial problem. We also propose to select the relevant and the good instances that constitute the learning set to build a strong SVM model. The paper is organized as follows: Section II describes the proposed approach. In Section III, experimental results are compared with those of existing approaches. In Section IV, we give the conclusion of this work and some perspectives.
II. THE PROPOSED SA-SVM APPROACH
The purpose of our approach is to reformulate the problem of feature selection and parameter determination (the parameter C and the Gaussian kernel parameter σ) as a combinatorial optimization problem. We define the problem as follows:
Consider the dataset D = {f1,…,ft} with fi represents the features (attributes) of the dataset.
We define the vector V = {V1,…,Vt}, Vi = {0,1} and the pair set P = {( f1,V1) ,…,( ft,Vt )} such that:
If Vi = 1 the feature fi is selected and will be used for learning, else, if Vi = 0 the feature fi is not selected and will not be used for learning.
On the other hand, we define a lower and upper bound for C and σ:
C∈ [lbc,upc ] ,σ∈ [lbσ,upσ] Finally, the decision variable has the following form:
The energy function (cost function) E(X), represents the classification error rate (classification error rate=1-classification accuracy rate) obtained by SVM. The goal is to minimize E(X) which is the objective function i.e. minimizing the error classifying in the testing set. In this type of problem, the space is not well understood and not smooth. The aim is to find in the space at which real valued energy function is minimized (finding the optimum). Nevertheless, to solve this problem, stochastic search techniques are used.
Simulated Annealing (SA) is a minimization technique that gives a good result in a large space. It has the fundamental property of finding the global minimum regardless of the initial configuration, but, this is theoretically guaranteed. While this has been shown as an asymptotic convergence towards the global minimum in infinite time, no experimental benchmarking has been achieved either to evaluate the quality of the solution or to verify that a strong minimum is reached in finite time.
Metropolis et al. [27] proposed an algorithm to simulate the behavior of the system as the Boltzmann distribution at temperature T: The simulated annealing uses this iterative procedure to achieve a state of thermal equilibrium. Kirkpatrick et al. [28] proposed to adapt this algorithm to solve optimization problems. The energy function is replaced by the objective function to minimize. The following algorithm presents the simulated annealing procedure: fig.1 illustrates the operation process of the proposed approach SA-SVM.
Initially, the algorithm chooses arbitrarily a solution (Xk) from the feasible region (it takes C = 1, σ = 1 and it uses all the features of the dataset Vi = 1 ∀i = 1,…,t). In each iteration, the algorithm generates a random solution (Xk+1) and randomly selects a new learning set. At this step, it calculates E(Xk) and E(Xk+1) the values of energy function for both solutions. ∆E denotes the difference between E(Xk) and E(Xk+1). The acceptation or the rejection of a new solution is conditioned by the metropolis procedure exp(-∆E/T) and the value of ∆E. If ∆E or exp(-∆E/T)>rand, the new solution is accepted else is rejected. In the output, the algorithm provides the optimal parameters values, the subset of relevant features and the better learning set. 
III. EXPERIMENTAL RESULTS

A. Application in UCI Datasets
In this section, we will show the performance of the proposed approach SA-SVM through the quality of the classification accuracy rate. We used a datasets taken from UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/) to evaluate the performance of the proposed SA-SVM. The table 1 represents the datasets used for our study. In the table 1, the first column represents the name of datasets used for experimentation. The second column of the table 1 contains the number of classes for each dataset. The third column represents the number of instances for each dataset. The last column is the number of features that constitute each dataset.
To calculate the classification error rate, the number of instances for the learning set and testing set must be determined. In this study, 60% of instances are considered for the learning phase and 40% of the remaining instances are used for the testing phase. A portion of the test set is considered for the validation phase. Table 2 describes the number of instances used for learning and testing phases for each dataset. In the table 2, the first column represents the name of the dataset and the second contains the number of missing instances. The third and the last column contain the number of instances used in learning and testing phase respectively.
The parameters used in the proposed SA-SVM approach are set as follows: The starting temperature T0 is set to 1000. Choosing high value of T0 allows the algorithm to avoid falling into a local minimum. We use the geometric cooling schedule with schedule parameter α = 0.97. Having a value around 1 allows a slow cooling.
The interval parameter of SVM model C and the kernel function parameter σ are:
C∈ [1, 5000] and σ∈[0.01,50] The SA-SVM stops when the value of energy function reaches 0 (classification error rate = 0) or when the energy function will stop evolving after a certain number of iterations. These parameters have proven to give good results. In the table 4, we show the classification accuracy rate obtained by our approach SA-SVM and the twenty other methods. In our study, we have conducted experiments for 4 variants of SA-SVM:
SA-SVM without FS and without LSS: This first variant use the SA-SVM for only parameter determination by using all the features and without learning set selection. We use a single learning set and testing set over all the steps of the algorithm SA-SVM.
SA-SVM with FS and without LSS: In this variant, we use the SA-SVM for parameter determination and feature selection, and without learning set selection.
SA-SVM without FS-with LSS: In this variant, the SA-SVM is used for parameter determination without feature selection (all the features are used) and by using the learning set selection technique.
SA-SVM with FS-with LSS: This last approach, we propose to use the SA-SVM with feature selection and learning set selection. In the output, the SA-SVM provides: the optimal parameters values C and σ; the subset of relevant features and the better learning set which give good SVM model.
The analysis of the results shows that the proposed approach SA-SVM exceeded those obtained by the other approaches. We record an advantage for the SA-SVM with FS and with LSS. The classification accuracy rate improved significantly when we use the learning set technique.
The columns of table 4 contain the datasets and the rows represent the methods.
In addition, we remark that the SA-SVM with FS and with LSS provides the optimal parameter value, find the relevance features subset and select the better training set without decreasing the classification accuracy rate.
In the 
B. Application in DNA Microarray Gene Expression Dataset
To validate the results obtained by the approach SA-SVM with FS and with LSS, we conduct experiments by using the DNA microarrays datasets, where there are many thousands of features, and a few tens to hundreds of samples. We propose to use the datasets describe in the following table which are widely studied in the literature and issued of microarray experiments [45] [46] [47] [48] .
These datasets were taken from the public Kent Ridge Bio-medical Data Repository with url http://sdmc.lit.org.sg/GEDatasets/ Datasets.html. The first column represents the name of the datasets used to evaluate the proposed approach. The second column contains the classification accuracy rate obtained by our approach. The third column represents the number of selected features provides by the SA-SVM with FS and with LSS approach. The last column is the initial number of features in each dataset.
The analysis results clearly show that we have achieved a high classification accuracy rate with our approach. In the Leukemia, Colon Cancer and the DLBCL, we have reached 100% of classification accuracy rate.
Finally, we compare our results obtained by the SA-SVM approach with other approaches which has used the DNA Microarray datasets. The 
C. Real Application-Application in Image Classification
In this section, we evaluate the performance of our SA-SVM with FS and with LSS in image classification. The objective of this experimentation is classifying images by the object categories they contain and to select the smallest relevant subset of feature descriptors that represents the relevant information in images. We use the Caltech-101 dataset (collected by Fei-Fei et al. [54] ) that consists of images from 101 object categories. All the images are medium resolution about 300×300 pixels.
We use 3 binary classifications to validation the performance of the proposed approach SA-SVM:
The airplane images (800 images) VS The faces images (435 images). The dataset is split into 3 (691 images for training, 295 images for testing and 249 images for validation phase).
The cougar face images (69 images) VS The cougar body images (47 images). 57 images for training, 24 images for testing and 35 images for validation.
The water lilly images (37 images) VS The sun flower images (85 images). 61 images for training, 25 images for testing and 36 images for validation. The feature descriptors of each image are extracted by using the Pyramid Histogram of Oriented Gradients (PHOG) [55] . We use the following parameters for the PHOG algorithm: the number of bins on the histogram is 8 with angle = 360 and 3 pyramid levels over the entire Image (region of interest is the entire image). The PHOG method provides 680 feature descriptors for each image.
The goal is to obtain a high classification accuracy rate with the smallest relevant feature descriptors subset. The results are summarized in the table 9. The results show that the SA-SVM provides satisfactory result. The SA-SVM approach reaches 100% classification accuracy rate on data validation and reduces the number of feature descriptors to 358 feature descriptors for the classification of airplanes VS faces In this paper, we cast the problem of feature selection and parameter determination in SVM as an energy minimization problem. We modeled the problem as a combinatorial optimization problem, and we propose the simulated annealing algorithm to solve the problem. We also have proposed four variants of the proposed approach SA-SVM by integrating the learning set selection technique. The proposed SA-SVM approach optimizes the parameter of SVM model and the kernel parameter, and obtains a subset of beneficial features, also provides the good instance which can build a perfect SVM model.
Experimentations were performed on both UCI machine learning repository datasets and DNA microarrays datasets. While the results on the UCI machine learning repository datasets are satisfactory, the results obtained in DNA microarrays datasets is a very good. Also, we have conducted experimentations on the image classification to validate our proposed approach. The feature descriptors of the images were extracted by using the PHOG. The results obtained show that our SA-SVM approach gives a very good result on the one hand in term of classification, and on the other hand, it reduces the number of feature descriptors and selects the smallest relevant feature descriptors subset.
We have compared our approach with twenty feature selection method. The comparison of the obtained results with other approaches demonstrates that the proposed approach SA-SVM with FS and with LSS provides a very high classification accuracy rate. Future perspectives are the integration of the correlation term in the energy function to improve the quality of results around the quality of the selected feature and the classification accuracy rate.
