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ABSTRACT

An electrophysiological assessment of norma) and abnormal binocular
function was investigated by studying the binocular interactions from monocular
and binocular visual evoked potentials (VEP) recorded under varying stimulus
conditions. The amplitude and phcse of the steady state visual evoked potentials,
which

were

obtained

with

sinusoidal

gratings

temporally

modulated

in

counterphase, were measured with synchronous narrowband filtering techniques.
Binocular

interactions were investigated as functions of several stimulus

determinants, including spatial frequency, temporal frequency and contrast.
Detailed

sampling

and

testing

within

each

stimuli

domain

revealed an

unprecedented degree of VEP specificity upon which the binocular interactions
were highly dependent.

The range of binocular interactions which could be

recorded from observers with normal binocular vision was from zero summation
to dramatic .facilitation.

For those observers suffering from some type of

binocular disorder, such as amblyopia, the range of binocular interactions was
extended and included binocular inhibition as well.
Once a particular binocular interaction, such as suppression, summation or
facilitation was identified and was found to be robust and reliable, this
interaction was explored in terms of its relation to the neural mechanisms
subserving binocular function. Electrophysiological correlates of rivalry, fusion
and sfereopsis were thus obtained.
The facilitatory binocular interactions, revealed by careful spatial and
temporal stimulus manipulations, were related more to the electrophysiological
results of single unit research than to previous evoked potential work.

The

relationship

between

the specificity and

narrow

tuning of

the binocular

interactions recorded with visual evoked potential techniques and those recorded
with single unit techniques is discussed.

x

CHAPTER I.
INTRODUCTION

A.

Historical Background

Over a century ago, Caton (1875) discovered evidence of electrical
activity in the brains of living animals and was convinced that the cortical
electrical fluctuations he observed were related to functional activity of the
brain. Confirmation of Caton's work by his contemporaries (Fleishl von Marxow.,
1890, 1893; Beck, 1890) became shadowed in disbelief with later suggestions that
the cortical fluctuations recorded were actually the result of pulsation of blood
in the blood vessels (Tchiriev, 1904).

It took the development of improved

recording instruments and almost 40 years after Caton's first

report

for

investigators (Kaufman, 1912; Neminski, 1913; Cybulski and Macieszyna, 1919) to
firmly establish that the cortical electrical activity was related to nervous
function, rather than the suggested mechanical processes, of blood pulsation,
respiration, or the like.
In 1924, Hans Berger, a German neuropsychiatrist, successfully recorded
the electrical activity of the human brain which he then proceeded to correlate
with psychic phenomena (see Gloor, 1969).
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B.

The Spontaneous Electroencephalogram

Berger's exciting discovery of the human electroencephalogram (BEG) and
further improvements in recording instrumentation and methodology brought
forth a. new era of electrophysiology and a corresponding flurry of interest and
research efforts. Many investigators (Loomis, Harvey and Hobart, 1935; Bagchi,
1937; Travis, 1937; Davis and Davis, 1936, 1939; Lindsley, 1936, 1938, 1939;
Smith, 1937, 1930, 1939;

Hoagland,

1936) began seeking behavioral

and

physiological correlates of the EEG in human electrophysiological studies while
others (Fisher, 1932; Kommuller, 1932; Bartley and Bishop,: 1932, 1933; Travis
and Herren, 1931; Adrian, 1936; Gerald, Marshall and Saul, 1936) became
interested in identifying the source and nature of the EEG and in the possibility
of using electrophysiological procedures for studying the functional anatomy and
physiology of the central nervous system.
The spontaneous EEG proved useful in attempts to correlate or monitor
psychological and physiological changes associated with variations in conscious
states, such as sleep (Davis, Davis, Loomis, Harvey and Hobart, 1938; Knott,
Henry and Hadley, 1939), attention (Bremer, 1938; Klaue, 1937; Janzen, 1939;
Gruttner and Bonkalo, 1940) or hypnosis (Loomis, Harvey and Hobart, I 93b) and
with variations resulting from cortical pathology, such as epilepsy (Lennox, Gibbs
and Gibbs, 1939; Fisher, 1933), brain trauma (Savitsky and Marmour, 1940; Glaser
and Sjaardema, 1940) or hematomas (Gibbs, Munro and Wegner, 1941; Williams
and Gibbs, 1938).

These early clinical investigations provided the foundation

upon which modern-day EEG work is based.

Today the EEG is a widely used

practical and common clinical tool for the electrophysiological assessment of
neurological disorders.
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!n addition,

the EEG is used extensively as an investigative tool.

Experimental psychologists, for example, continue to rely upon EEG recordings
to study brain function during wakefulness, sleep and arousal. The EEG is also
used in biofeedback training techniques, a field of interest which has led to
widespread popularity of spontaneous brain rhythms among nonscientists, as well.
One of the major uses of the EEG for physiologists, particularly during the
I960 r s, was for the assessment of the rate of neuronal discharge along sensory
pathways.

By measuring the spontaneous activity in the visual cortex, for

example, investigators (Baumgartner, Eichin and Schulz,. 1964; Herz, Creutzfeldt
and Foster, 1964; Jung, 1964) found that the rate of ongoing or maintained
neuronal discharge diminishes with each synaptic relay as one ascended up
through the visual system from the optic nerve to the cortex.

Today

physiologists and other researchers in general have found a myriad of uses for the
EEG, the range of which is too broad and too varied for delineation and
enumeration here.

C.

Massed Unit Potentials

As early as 1912, Kaufman was able to prove that the electrical potentials
from the cortex could be modified by external sensory stimulation. Although the
frequency spectra and amplitude of the EEG can be changed by manipulation of
external

stimuli,

the

EEG,

nonetheless

proved

inadequate

as

an

electrophysiological tool for studying the functional anatomy and physiology of

4

the

central

nervous

system.

Early

investigators

were

keen

to

use

electrophysiological techniques to trace the origin of responses at the receptor
level to higher order cortical processes. To do so, better and more direct control
of the stimulus response parameters was required. Greater control was initially
achieved by recording a mass cortical response evoked by direct and time-locked
stimulation at the receptor level or along the sensory pathways.

The stimulus

was typically electric shocks, except in those cases where controlled auditory or
visual stimuli could be applied.

Recordings of the mass unit responses at the

cortical level were typically obtained directly from the cortical surface (e.g.,
3art ley and Bishop, 1933; Bartley, O'Leary and Bishop, 1937).

These invasive

procedures ethically precluded their use in human observers.

Nonetheless, a

great deal of information was amassed regarding somatic (Adrian, 1940); auditory
(Woolsey and Walzl, 1942); and visual (Talbot, 1942) sensory receptive areas of
the cerebral cortex.

The technique of recording evoked cortical responses

proved to be a great success for studying functional anatomy for it allowed
investigators (e.g., Talbot and Marshall, 1941; Thompson, Woolsey and Talbot,
1950) to map out sensory areas of the rabbit, cat and monkey. The results of
these studies are now the foundation of our knowledge in this area.

D.

Evoked Cortical Responses in Humans

Evoked potential Studies of the human brain finally became feasible
around 1950 when scientists realized that the techniques developed in the 1940s
to detect radar signals from noise could be adapted to the problem of detecting

1
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evoked cortical potentials from ongoing EEG fluctuations. This important step
was based on two basic assumptions that were applicable both to radar and to
electrophysiological signals:

I) a repetitive stimulus produces a repetitive

response, whereas 2) nonrelated activity or noise produces a random response.
Signal averaging of time-locked events was thus developed from these correct
assumptions and became the key methodological advancement for recording
human evoked cortical potentials.

The technological developments which

followed led signal averaging from early photographic superposition techniques to
today's space age computer-aided recordings and sophisticated mathematical
analyses.
Although

evoked

potential

recording

gained

great

popularity,

this

electrophysiological method and indeed the field of research it represented began
to cultivate a rather poor reputation amongst traditional psychophysicists,
neurophysiologists, and other scientists. Human evoked potential studies were
not yielding a better understanding of the physiological processes which underlie
sensory perception.

One of the major difficulties encountered was that many

studies were contaminated by artifacts resulting from inadequate stimulus
control; models and theories based on these studies were thus indecisive. The
literature was fraught with conflicting reports and the resulting confusion led
many to conclude that the electrical activity recorded from scalp evoked
cortical potentials was an irrelevant epiphenomenon.

A comment by Bnndley

(1970) is representative of the negative sentiments which prevailed:

In the

principal European and American journals for the years 1964 to 1969 there are at
least sixty papers devoted to averaged photically evoked activity recorded from
the scalp, but 1 can find among them only one discovery that increases knowledge

of how the visual pathway works."

The discovery to which Brindley referred

involved suppression of the cortical electrical response under conditions of
binocular rivalry (Cobb, Morton and Ettlinger, 1967: Mackay, 1968). Remnants of
this sentiment in the conventional wisdom remain as evidenced by the relegation
of evoked potentials (particularly visual evoked potentials) to a peripheral
position amid mainstream physiological research activities. How is. it that this
promising research tool came to be looked upon with such disdain? The answer
to this question lies in the neural complexities of the brain itself and in the
overwhelming stimulus response specificity its neuronal populations can exhibit.
Early evoked potential investigators had little understanding of this specificity,
an appreciation of which came about not by studying the overall response of
populations of neurons, but rather by studying the response properties of single
nerve cells.

E.

Single Cell Responses; Microelecfrode Recording

The

development

of

microelectrode

techniques

for

recording

the

electrical activity of a single cortical neuron ushered in a new phase of
e!ectrophysiology that resulted in an explosion of information about cortical
systems and their functional organization.
the visual cortex

were done

in

The first single neuron recordings in

1952 by Jung and his associates (Jung,

von Baumgarten and Baumgartner, 1952; von Baumgarten and Jung, 1952) who
found fhat, contrary to retinal neurons, half the cortical neurons they recorded

from did not respond to diffuse illumination.

Hubel and Wiesel extended this

work (Hubel and Wiesel, 1959, 1962, 1963a) finding that most cortical cells
respond only as a result of specific pattern stimulation.

During this period,

microelectrode techniques were also applied to the somatic sensory cortex
(Mountcastle, 1957; Powell and Mountcastle, 1959).

The results from these

studies further emphasized that this new research tool was indeed a powerful one
allowing investigators to analyze the exact conditions which could excite or
inhibit nerve cell activity. Microelectrode procedures led neuronal physiology in
mcny directions^ subsequent discussions here, however, will be restricted to
research efforts concerned with vision, particularly single binocular vision and
stereopsis. Discoveries within the last few decades relevant to this report are.
I) the influence of visual experience on cortical development (Hubel and Wiesel,
1963b; Wiesel and Hubel, 1963, 1965; Blakemore and Cooper, 1970, 1971; Hirsch
and Spinelli, 1970, 1971), and 2) the existence of disparity-detecting neurons and
their relation to binocular depth mechanisms (Barlow, Blakemore and Pettigre.v,
1967; Pettigrew, Nikara and Bishop, 1968).

Early investigations revealed a

preponderance of cortical cells which could be driven oy stimulation of
eye (Hubel and Wiesel, I 962, 1968; Bishop, Coombs and Henry, 1973). These ceils
were labeled binocular cells and were found to be present at birth
Wiesel, 1963b; Wiesel and Hubel, 1974).

Abnormal early visual experience,

however, as discussed in more detail below (Chapter 111, Section G) was sno
affect

these cells dramatically.

paradigms, such

For

example,

as alternating occlusion,

which

visual deprivation
pronibits synchro

correlated binocular vision can produce a severe loss of these binocular
corresponding cortical reorganization (Hubel and Wiesel, 1.65, Blake,

r

Q
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and Hirsch, 1974).

The importance of binocular neurons and normal visual

experience for their maintenance and proper development was evidenced by
further studies which examined these cells in terms of binocular interactions.
Neurophysiology ts discovering the existence of narrowly tuned disparity-specific
binocular neurons (also discussed in more detail below, Chapter ill, Section G)
were able to demonstrate how the inputs from each of the two eyes interact.
Neuronal facilitation, summation and occlusion were investigated in the cortex
of cats and monkeys; the physiological mechanisms subserving single binocular
vision and stereopsis had been tapped.

Although binocular neurons hcd been

shown to exist at birth, the fine disparity tuning of these cells was found to
require normal visual experience (Pettigrew, 1972; Blakemore, 1976). Binocular
interactions of young or inexperienced neurons were shown to be less precise and
to lack inhibitory components.

The importance of visual experience was

reemphasized.
The existence of binocular cells in the animal cortex and the role played
by visual experience commanded the interests of psychologists battling the
nature/nurture controversy, of psychophysicists studying depth perception and of
clinicians involved with the abnormal binocular vision of patients suffering from
strabismus or various forms of amblyopia ex anopsia.
For the first time in almost three hundred years, a definitive answer could
be put to the famous Molyneux question which lay at the heart of the
nature/nurture debate.

This question which appeared in the 1693 edition of

John Locke's Essay Concerning Human Understanding is reproduced here in part:

'Suppose a man born blind, and now adult, and taught by his touch
to distinguish between a cube and a sphere of the same metal, and

9

nigh 1 y of the same bigness, so as to tell when he felt one and the
other, which Is the cube, which the sphere. Suppose then the cube,
and sphere placed on a table, and the blind man made to see:
query, whether by his sight, before he touched them he could now
distinguish and tell which is the globe, which the cube?'

Although one could now rally support for an eclectic position between
natavism and empiricism with respect to visual development, neurophysiological
studies at the single unit level did not yet explain the whole story of binocular
vision, and many questions, some of which have remained unanswered, were thus
generated. There were those, for example, who wondered about the applicability
of

enlisting the

understanding of

results of

animal

the neural

binocular vision in humans.

single unit

recordings to aid

in

the

mechanisms subserving normal and abnormal

Recent psychophysical studies have attempted to

address such questions by demonstrating the existence of binocular cells,
particularly disparity-specific cells, in humans (Felton, Richards and Smith, 1972;
Blakemore and Hague, 1972; Mitchell and Baker, 1973). In addition, in order to
establish a relationship between psychophysical data in humans and analogous
results in the animals used in electrophysiological studies, behavioral correlates
of stereopsis in the cat and monkey have also been demonstrated (Bough, 1970;
Sarmiento, 1975).

These psychophysical and behavioral studies together with

microelectrode recording procedures have brought researchers closer to an
understanding of

the actual neural

mechanisms of depth perception than

heretofore possible, but the major question remains as to how
information

disparity

processing at the single unit level yields a complete three

dimensional view of the world.

n
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To study the neural mechanisms involved in the synthesis of a visual scene
from information between small elements of the two retinal images, recording
conditions which can "listen" to the electrical activity of populations of cells,
rather than a single cell are preferable. The technique which allows this is the
visual evoked potential.

With this macrorecording technique and with a better

understanding of the single unit mechanisms in lower species, one can now study
the electrophysiological correlates of single binocular vision and stereopsis
directly in humans.

F.

Visual Evoked Potentials and Binocular Function

jj-, e electrophysiological assessment of normal and/or abnormal binocular
function has been studied extensively with the use of visual evoked potential
(VEP) recording techniques (Harter, Seiple and Salmon, 1973; Ciganek, 1971;
Martin, 1970; Srebro, 1978; Harter, Seiple and Musso, 1971; White and Bonelli,
1970; Perry, Childers and McCoy, 1968; White and Hansen, 1975; Cobb, Morton
and Ettlinger, 1967; Perry, Childers and Dawson, 1969; Kawasaki, Hirose,
Jacobsen and Cordelia, 1970; Lehmann and Fender, 1968; Mackay, 1968; Harter,
Towle and Musso, I 976; Inoue, I 966; Bartlett, Eason and White, 1968; Lansing,
1964; et al.). Normal binocular function is typically assessed by investigating the
binocular

interaction from

monocular and corresponding binocular evoked

responses obtained under varying recording conditions (for o discussion of the
conventional

procedures used

to assess abnormal

binocular

function, see

Chapter lit, Section G).

Unfortunately, most binocular interaction evoked

potential studies have been plagued with the same difficulties of previous human
evoked potential studies, i.e., the results are typically inconclusive, incorrect or
uninformative. The major problem of the binocular evoked potential studies is
that variations across laboratories both in the recording techniques and in the
stimulus conditions have resulted in conflicting reports as to the degree and type
of binocular interactions which exist.

As a result, the range of binocular

interactions reported in the literature is from zero summation (Inoue, 1966) to
some facilitation (Cigdnek, 1970; Srebro, 1978), with most authors reporting at
least partial summation (Perry, Childers and McCoy, 1968; White and Bonelli,
1970; Harter, Seiple and Salmon, 1973; Gouras, Armington, Kropel and Gunkel,
1964). Furthermore, the infrequent binocular facilitation observed in the visual
evoked potentials is in strong contrast to the frequent binocular facilitation
revealed with single unit research (Pettigrew, Nikara and Bishop, 1968; Barlow,
Blakemore

and

Pettigrew,

1967;

von der Heydt,

Adorjani,

Hanny

end

Baumgartner,. 1978; Poggio and Fisher, 1977).
In a recent investigation, the stimulus determinants of the visual evoked
response were studied in great detail (Tyler, Apkarian and Nakayama, 1978). The
results suggested an unprecedented degree of specificity and tuning as a function
of both spatial and temporal frequency. This specificity was found to be more
similar to that of single neurons in cat and primate cortex (Campbell, Cooper and
Enroth-Cugeli, 1969; Maffel and Fiorentini, 1973; Shiller, Finiay and Volman,
1976) than to the more broadly tuned psychophysical functions (Campbell and
Robson, 1968).

It has further been suggested (Nakayama, Apkarian and Tyler,

1978) that the VEP specificity observed is a reflection of

the resoncnce

12

characteristics of relatively small subsets of cortical neurons.

The ability to

record such isolated neuronal population is the direct result of the appropriate
manipulation of stimulus parameters.
The electrophysiological study of

the neural

mechanisms of single

binocular vision and stereopsis requires a basic understanding of the stimulus
determinants involved in generating a specific binocular interaction. Once these
determinants are identified, further exploration of

the underlying neural

mechanisms may then proceed. This has been the course of action taken for the
normal and abnormal binocular interaction VEP research presented here.
The discrepancies within the VEP literature, as well as between evoked
potential and single unit recordings are due, in part, to the high degree of VEP
stimulus specificity. This report represents an extensive study of binocular and
monocular responses in relation to a full range of spatiotemporal frequency and
contrast conditions which were introduced in order to determine the exact
degree of stimulus selectivity throughout these domains.

By taking this

selectivity into account, narrow regions of dramatic binocular facilitation have
been identified and explored in terms of underlying stereoscopic mechanisms. It
is hoped that the results of this study will help to shed new light on the
relationship between binocular interactions in evoked potentials and single unit
neurophysiology.

13

G.

Binocular Interaction Terminology

The inconsistent terminology used to describe various types of binocular
interactions has resulted in additional conflict within the VEP literature. Before
proceeding with any further binocular interaction discussions and to avoid
unnecessary confusion, clarification of the binocular interaction terminology
used in this study is outlined below.
We

define

three

regions of binocular

summation delinated by

two

boundaries, each of which may indicate different underlying processes (see later).
These regions are based on the empirically validated assumption of the absence
of electrical summation due to temporal phase differences in the responses from
the two eyes (see Fig. 20).
The levels of binocular interaction are expressed numerically In terms of
the binocular amplitude (B) in relation to the mean monocular response (M).
1.

Inhibition. (B < M)

The amplitude of the binocular response is

less than the mean of the two monocular responses.

This situation is

typically restricted to observers with unequal binocular vision. It represents
inhibition of the response from one eye by stimulation of the other.
2.

Zero summation. (B = M) The binocular response should be equal

to the mean monocular response in normal observers in situations of
binocular rivalry, where the output represents the response from each eye
alternately. In nonrivalrous situations, another possible mechanism for this
result Is suppression of the monocular responses by the stimulation of a
separate binocular mechanism.

Depending on the relative strength of the

mechanisms, zero summation could result.

This level of summation is

therefore inconclusive as to the underlying interactions.
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3.

Partial summation. (M < 8 < 2M)

Here again, the failure to

exhibit full summation implies the absence of independence between the two
eye responses, but little more.

A binocular system, for example, could

saturate or the degree of interaction could be. a more complex function,
given the existence of both monocular and binocular mechanisms.
4.

Summation. (B = 2M) The binocular response will equal the sum

of the two monocular responses if the two eyes are stimulated in different
regions of retina, or are otherwise independent.

It is also possible to

envisage a binocular/monocular mechanism which could produce the same
result with corresponding retinal stimulation.
5.

Facilitation. (B > 2M)

The binocular response can be greater

than the sum of the monocular responses only if there is some kind of
facilitatory binocular interaction. This could be in the form of a binocular
mechanism in addition

to the monocular

mechanism, or

some other

preferential response to binocular stimulation. We. presume that binocular
facilitation has some relationship to the presence of a neural stereoscopic
depth mechanism (von der Heydt, Adorjani, Hanny and Baumgartner, 1978).

CHAPTER

II.

METHODS

The electronic equipment consisted of a visual display, a synchronous
filter from the EEG and either a digital counter for discrete output or an XY plotter for analog output.

The digital counter was used for ell discrete

recording conditions while the X-Y plotter was used for all continuous recording
conditions, both of which are described in more detail below.

A.

Stimulus

Stimulus patterns were presented on the face of a Hewlett-Packard
cathode ray tube (CRT) display (Model I332A, P3I
modified

method

of

that

employed

Phosphor) following a

by Schcde (1956) and

Campbell and

Green (1965). Among the displays that could be generated were a stationary sine
wave grating, a counterphase flickering sine wave grating, a counterphasemodulated uniform field, and a steady uniform field.

For the continuous or

sweep method, the grating was counterphase-modulated at a high temporal
frequency and continuously varied in spatial frequency at a slow rate.

The

display appeared as flickering bars either continually increasing or decreasing in
size.
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A free running I MHz triangle wave generated the fast sweep on the
CRT's vertical axis.

The horizontal or X sweep was generated by a ramp

function triggered by a master clock locked to the alternation rate of the
stimulus pattern.

Z-axis modulation was produced by a triggered burst of the

modulating waveform synchronized with the start of each X-axis sweep.
Asynchronous horizontal and vertical sweep waveforms were used to avoid
interference patterns which might appear due to synchronous system noise. For
discrete conditions, the synchronized Z-axis modulation produced a stationary
grating which could be varied over a wide range of spatial frequencies.

For

continuous conditions, the voltage controlled frequency input (VCr) of the Z-axis
generator was driven by a ramp function from on Exact 507 lin/log sweep
function generator which continually varied the spatial frequency of the grating.
Flexibility within the function generators allowed a linear or logarithmic sweep
over a range of up to 1000:1 with no change in other stimulus parameters, such as
luminance or contrast.
Z-axis signal

inversion flickered the grating in counterphase.

The

counterphase alternation rate (rps) could be set at any rate between 8 end
200 reversals per second.

During recording sessions, the selected temporal

frequency was monitored with a digital counter to allow for the immed.at..
correction of any frequency deviation.
To avoid interframe switching discontinuities, the alternation rate of the
stimulus pattern was phase locked to an integral submultiple (16) of the
horizontal sweep frequency.
Linearity of

the intensity modulation was determined by measuring

luminance as a function of Z-axis voltage (Fig. I). During the initial stages of

Figure I.

Trace of CRT brightness as a function of Z-axis
input voltage for HP Model I332A display unit.
Brightness modulation was obtained by a manually
controlled input voltage from a power supply to
provide the drive signal to the Z-axis which
controls the CRT intensity level. Voltage input
was increased manually and the CRT brightness
was measured with a selenium photocell fixed to
the CRT scope face.
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this study, all light measures, including those of contrast, were made with either
a selenium photocell or a Spectra Pritchard photometer (Model 1980A).

The

photocell was operated in the photovoltaic mode, driving a very low impedence
(virtucl ground) to insure a linear response over at least 5 decades. Long-term
stability

of

the

photocell

output

was

periodically

tested

cgair.st

a

100 ft. I. Gamma Scientific (Mode! 220) standard source. The mean luminance of
the 10 x 13 cm display screen was set at the midpoint of the measured linear
operating range; this setting allowed for contrast modulation of up to 0.90 as
shown in Figure 2.

To increase or decrease the mean luminance, appropriate

neutral density filters were utilized.

The space average luminance was kept

2
constcnt at 46 cd/m , unless otherwise indicated.

Contrast (C) was measured

according to the standard Michelson (1927) definition:

Q

_ Lmax - Lmin
Lmax + Lmin

where Lmax is the maximum and Lmin is the minimum luminance (of the bright
and of the dark bars, respectively).
Light measurements were made prior to each experimental session.

To

insure proper calibration for those studies in which contrast modulation was a
variable, contrast as a function of the Z-axis step attenuator dial setting was
determined. For speed and convenience, contrast was plotted against dial setting
(Figs. 3 and 4), rather than the direct Z-axis input voltage, as plotted in Figure 2.
initial investigations employed a log step attenuator which varied the contrast in
0.1 log unit steps (Fig. 3).

For later studies, greater resolution was required,

particularly for high confrast values, and the step attenuator was converted to
allow linear contrast modulation in steps as small as 1% (Fig. 4).
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Figure 2.

Percent contrast as a function of peak-to-peak Zaxis input- Lmax and Lmin were measured, with a.
Spectra Pritchard Photometer, Model 1980-WB.
Note linearity of contrast modulation across the
range of contrast levels measured.

P e a k t o Peak Z - A x i s Input (Volts)
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Figure 3.

Contrast as a function of step attenuator switch
position for Z-axis modulation.
The step
attenuator was calibrated to modulate contrast in
0.1 log unit steps. For example, dial setting #15
yielded a contrast of 40%, #18 therefore yielded a
contrast of 80%.
Crosses and filled circles
represent measurements taken on two separate
occasions.
Solid line represents the linear
extrapolation. Note use of log scale for vertical
axis.

1—I—1—1—I—I—I—I—I—I—I—I—I—I—I—I—1—I—I—I—I
0 2
6
10
14
18 20
S t e p Attenuator S t e p s (Dial Setting)

2k

Figure 4.

Contrast in linear coordinates as a function of step
attenuator switch position for Z-axis modulation.
The step attenuator was calibrated to modulate
contrast in I % (or 0.09 db) steps. Measurements
shown here (in step intervals of 5% or greater) fall
along
the linear extrapolation (solid
line).
Different symbols represent measurements taken
on separate occasions.

Step Attenuator (Dial Setting)
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The stimulus patterns which

were typically vertical gratings were

reflected onto a front surface mirror and viewed directly by the observer during
all studies except those involving stereopsis. During the latter studies, one eye
viewed the mirror image of either a vertical or horizontal grating through a dove
prism which was properly aligned to insure zero stimulus disparity, while the
fellow eye viewed the image directly.

The decrease in optical path length

introduced by the dove prism was only 1.9 cm or 3.3% of fhe viewing disfance.
Horizontal gratings under binocular viewing conditions were obtained by rotating
the CRT display 180°. For dichoptic viewing, i.e., horizontal to one eye, vertical
to the other, the dove prism was rotated ^5°. Care was taken to insure optical
alignment about the center of rotation.

8.

Electrode Placement

Steady state visually evoked potentials were recorded with a bipolar
electrode placement based an the optimum position for pattern-evoked potentials
determined by many previous authors (Harter and White, 1970;. Cobb, Morton and
Ettlinger, 1967; Jeffreys and Axford, 1972).

Unless stated otherwise, the

recording electrodes (Grass E5GH gold-plated cup) were placed 3 cm above the
inion (the reference electrode) and 3 cm above and lateral (the active electrode);
the ear served as ground. Electrode impedance (following an alcohol skin surface
preparation) was measured with a 20,000 ohm/volt volt-ohm meter.
scalp resistance values obtained were 5 to 7 kilohms.

Typical

Electrode polarization
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from the direct current passed by the meter was avoided or compensated for by
inducing

reverse

polarization

when

necessary

until

all

electrode

lead

combinations yielded equal resistance values.

C.

Recording and Doto Analysis

The cortical potentials were differentially amplified with a Grass PIS
capacitively coupled AC preamplifier (3-300 Hz). To attenuate 60 cycle pickup,
the output of the preamplifier was passed through a Mentor (Model F-60) line
frequency filter. The frequency response of this notch filter, calibrated with a
0.8 mv sinewave input, was measured and plotted (Fig. 5).

Across the 5 to

100 Hz range tested, three distinct response regions were identified:

(I) a flat

frequency response region below 50 Hz, for which the response attenuation is
negligible; (2) a notch region at 60 Hz with roll-off beginning at 50 Hz; and (3) a
second flat frequency region between 76 and 100 Hz with approximately 4 6
response attenuation. Because of fhe high frequency response attenuation and a
negligible degree of the fundamental harmonic of 60 Hz pickup during recording
sessions, the notch filter was only used for stimulus frequencies below 50 Hz.
To improve the signai-to-noise ratio of the steady state evoked potential,
the EEG was analyzed by means of a synchronous narrow-band filtering technique
(see Fig. 6) basically similar to those employed by Van der Tweel, Sem-Jacobsen,
Kamp., Van Leeuwen and Verings (1958) and Fricker (1962).

The amplified EEG

signals were first preffitered through a Krohn-Hite (Model 330-M) 24 db/octave
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Figure 5.

Frequency response of Mentor (Model F-60) line
frequency filter was calibrated with a 0.8 mv sine
wave input. The sine wave voltage output was
produced by an Exact (Model 507) sweep function
generator and was input directly to the notch filter
connected in series to the recording system. The
input frequency was phase-locked with the center
frequency of the commutating filter. Each point
represents the mean of at least two response
measures.
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Figure 6_

Block diagram of apparatus for narrow-band
filtering of VEP using a sinusoidal grating
alternating in counterphase at a given temporal
frequency and for a given spatial frequency. A
digital counter is included for discrete output of
the filtered VEP amplitude.
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bandpass filter with cutoff frequencies set at 0.1 log unit below and above the
stimulus alternation rate, eliminating harmonics of the fundamental response
frequency. Steady state visual evoked potentials were obtained with two types
of recording conditions:
(I)

Under

discrete

recording

conditions

(Fig. 6),

one

spatial

frequency at a time was presented for 10 sec. The prefiltered EEG signals
were passed through the synchronous narrow-band (0.03 Hz) commutating
filter centered on the stimulus reversal frequency.

The bandwidth (3w)

which remains constant at any selected temporal frequency is a function of
the value of the passive components in the filter.

The -3db bandwidth is

expressed by:

Bw 3db

=

2
2 tt NRC

Hz

where the resistance (R) is 1.0 megohms, capacitor (C) is 1.088 pf

and

the

number (N) of capacitors is 8. The frequency response of this filter, plotted
in Figure 7, shows that the response at synchronous frequencies is virtually
identical across the 5 to 200 Hz frequency range tested. The filter output
was full-wave rectified and integrated, over a 10-sec recording epoch; the
integrator was reset to zero at the beginning of each epoch (rig. 8).

A

digital counter summed the output of a voltage to frequency converter
which is driven by the rectified filter output. For a constant counting period
(epoch), the counter total is proportional to the integrated response during
this epoch. The digital output of integrator was calibrated to read directly
in nanovolts (± 2%) for a 10 sec integration period, thus simplifying the
conversion to an evoked potential amplitude.

The output of the digital
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Figure 7.

The frequency response of the synchronous narrow
band (±0.03 Hz)
commutating
filter.
For
calibration details, see Figure 5.
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Figure 8.

Raw EEG (upper trace), filter output (second
trace), integrated output (third trace) and
recording epoch (bottom trace) as monitored on
line with a Beckman (Type R41 I) dynograph
recorder.
The bottom trace represents the
recording epoch of 10 seconds, as well as the
stimulus onset, duration and offset.
The first
epoch represents a noise trial in which the stimulus
was a homogeneous stationary field. The stimulus
in the second and third epoch consists of a
counterphase
grating (alternated at 20 rps)
presented at varying spatial frequencies.
The
uppermost trace is the unfiltered or raw EEG. It is
of interest to note that the evoked response for
this particular and exceptional observer (DS) was of
high enough amplitude to be observed within the
ongoing spontaneous activity directly. The EEG
output prefiltered and passed through the narrow
band filter is presented in the second trace from
the top. The third trace represents the output of
the voltage to frequency converter, the transitions
of which are counted to provide an integrated
amplitude response for each stimulus epoch. It
should be noted that the filter bandwidth for fhis
response was 0.3 Hz, rather than the 0.03 Hz
bandwidth used under discrete recording conditions
in this study.

rrt •

II

D.S., Temporal Frequency 1 20 rps
Raw EEG

Filtered EEG
Integrated (20 rps)

Noise
10 sec

1 c/degree
H

10 sec

-I

.53 c/degree
10 sec

H

37

counter was measured and calibrated frequently (a sinusoidal voltage set at
the center frequency of the filter and of a known amplitude was applied to
the input of the prefiiter).

Linearity of the digital output was obtained

between input values from 20 to 5000 nv (Fig. 9) and remained thus across
temporal frequency as well.
(2)

Under continuous recording conditions (Fig. 10), a range of

counterphase spatial frequencies was swept across the visual display over
10 to 20 sec.

In this condition, the sweep method, recently described by

Tyler, Apkarian, Levi and Nakayama (1979), the signals passed through a
filter of approximately 0.57 Hz bandwidth, the output of which wcs rectified
and plotted on the Y axis of an X-Y plotter. The X position was determined
by the ramp producing the frequency sweep.

In Figure I I are plotted the

calibration measurements of the analog output which was found to have a
gain of 3.2 x 10^, i.e., 320 nv input equals a I volt output. Linearity of the
analog output was obtained for input values of less than 3 pv. This linearity
was constant across temporal frequency.
Cortical potentials were analyzed at twice the stimulating frequency,
because we have found, as have several authors (e.g., Spekreijse, 1966; Cobb,
Morton and Ettlinger, 1967) that the major frequency component of the evoked
potentials produced is equal to the phase alternation or stimulus reversal rate,
rather than the fundamental stimulus frequency which is ft the phase alternation
rate. To distinguish between the stimulus frequency and the stimulus alternation
rate, cycles per second (Hz) are used to denote the former, while reversals per
second (rps) are used to denote the latter.
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Figure 9 .

Calibrated response measures of the integrated
digital output. The output of the digital counter
was measured by applying a sinusoidal voltage, set
at the center frequency of the filter and of a
known amplitude, to the input of the prefilter. The
system gain was adjusted ta give a scale factor of
one count per nanovolt (ref. ta input of preamp.).
For calibration details, see Figure 5.

Input Voltage (nv, Ref. t o Input of Preamp)
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Figure 10. Abbreviated block diagram of apparatus for
narrow-band filtering of the VEP using a sinusoidal
grating alternating in counterphase at a given
temporal frequency and for continuously increasing
or decreasing spatial frequencies. The X-Y plotter
schematic represents the analog output of this
sweep method recording condition.
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Figure II. Calibration measures for the analog output of the
Y-axis of the HP Moseley Autograf (Model 2D-2M)
X-Y recorder. The conversion from the voltage
output of the plotter to evoked potential amplitude
was obtained with values taken from the linear
extrapolation (solid line).
Different symbols
represent measures obtained on two separate
occasions.
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D.

Noise Analysts

Unlike most previous authors using a synchronous filter technique, we felt
it important to distinguish carefully under all conditions the neural activity
evoked by the stimulus from the uncorrelated background activity at the stimulus
frequency. The evoked potential amplitudes are therefore expressed in signal-fonoise ratios. The average level of the noise (uncorrelated background activity) is
obtained by recording the response to a homogeneous stationary field at random
intervals during each recording session. The ratio of the mean signal amplitude
for each stimulus condition to this empirically determined noise amplitude is
then taken as the response measure.
The average physiological noise level as a function of temporal frequency
is plotted for 2 observers in Figure 13. An extensive degree of as much as a log
unit attenuation of the physiological noise can occur within the range of
temporal frequencies tested. Similar noise amplitude and frequency data have
previously been described (Spekreijse, 1966).

The physiological noise data

presented here have been fitted by inspection with a theoretical filter function
which has a slope of -I over most of the frequency range.
To determine the contributing values of system noise, particularly because
of the extremely low signal amplitudes which are recorded at higher temporal
frequencies, careful measurements of possible noise artifact originating from the
equipment (e.g., multistage amplifier noise) were obtained.
The average level of system noise was recorded under the seme conditions
used for physiological noise measurements.

Shorting: the preamplifier output

yielded extremely low system noise of approximately 3 to 5 nv which remained
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constant across temporal frequency.

This value is negligible relative to the

preamplifier noise obtained by shorting the preamplifier input (Figs. 12a, b). At
low to midrange temporal frequencies, the electronic system noise contributes a
negligible proportion relative to the physiological noise response.
at very High

Nonetheless,

temporal frequencies, the response amplitudes obtained are

relatively low and the subsequent effects of system noise become more apparent.
These effects can be minimized by vector subtraction of the system noise at high
temporal frequencies from the total noise to obtain the average physiological
noise or:

where N^. is the recorded physiological noise, including contributing system noise.
N is the system noise obtained by shorting the preamplifier input.
s

N

p

is the

resultant physiological noise level used in signal/noise ratio calculations.

This

procedure, however, was unnecessary for the data presented within this text.
The physiological noise is produced by two factors: (i) intrinsic noise in
the neural channel which is generating the VEP signal, and (ii) other (extrinsic)
noise of cortical, extracortical and non-neural origin (as discussed by Perry end
Childers, 1969, and others). The information transmitted by the neural channel
we are measuring has a fundamental limitation determined by the intrinsic noise
in that channel.

Our measurements of this limit are contaminated by the

extrinsic noise, but the measured noise amplitudes place an upper bound on the
magnitude of the noise in the VEP channel. Thus, the measured signai-to-noise
ratio may be regarded as the minimum available signal information in the V«_P
frequency channel. Since the data can show noise levels as low as 30 nv at high

Figure 12. Level of preamplifier noise as a function of
temporal frequency in logarithmic coordinates
obtained by shorting the Grass (Model 15) AC
preamplifier input and recording the integrator
output. Low and high frequency cutoffs were set
to 0.1 Hz and I KHz, respectively. Each point
represents the mean of at least three response
measures. The solid curved lines have been fit to
the data by inspection.
a. Noise values obtained with 60-line filtering.
b. Noise values
bypassed.

obtained

with

the

notch

filter

200-,

A.

k3

Figure 13. Level of physiological noise as a function of
temporal frequency in logarithmic coordinates
obtained
by recording the response to a
homogeneous stationary field. Each datum point
represents the- mean of at least 3 response
measures. These data, which conform to a slope of
-I (solid lines) across the frequency range tested,
correspond to the Fourier spectrum of the resting
EEG.
a. Level of physiological noise for observer CWT
obtained under discrete recording conditions.
b. Level of physiological noise for observer AH
obtained under continuous recording conditions.
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temporal frequencies, the signal-to-noise ratio approach allows measurement of
extremely low signal amplitudes.
One concern with plotting the signal in relation to the noise is that
statistical fluctuations in noise level would appear as changes in the signal.
However, their resultant contribution can be empirically determined and have
been found under our recording conditions to exhibit no sudden amplitude
fluctuations across the whole temporal frequency range.

Thus, the smooth

attenuation observed in our noise data indicates the narrow pecks in the VEP
spatiotemporal specificity, which are presented in the Results chapter, are not
contaminated by spurious noise fluctuations or attenuation.
evoked

potential .amplitudes

in signal-to-noise

By expressing the

ratios, comparisons across

temporal frequency can be made in a way that takes account of the amount of
information that is obtainable from higher frequency stimulation.

Since the

evoked potential amplitude attenuation across temporal frequency is of the order
of 1 decade, it is clearly of great importance to compensate for it.

E.

Procedure

Paid

volunteers

and

laboratory

personnel

participated

in

these

experiments; data presented here are from 5 observers.
The observers, resting comfortably in a supine position, viewed an
overhead mirror image of

the 10° x 13° CRT display which appeared at a

distance of 57 cm, unless otherwise specified. (Initial studies employed a smaller

5!

fIetd size os specified in text.) For those studies which involved stereopsis, a
circular surround subtending 10° in diameter was placed in front of the
rectangular display. Observers were instructed to fixate a central 0.30 star or
equal size black spot.
Background EEG activity was monitored continuously to insure observer
vigilance during each recording epoch.

The slightest EEG distortion,, muscle

artifact, or ohserver disturbance was cause for ccncellGtion of the trial and
additional readings were then obtained. Recording was continued only when the
normal and appropriate baseline noise level was attained.
For discrete recording conditions, a counterphase vertical sinewave
grating of a given temporal frequency was randomly varied in spatial frequency
from trial to trial and presented in a counterbalanced fashion for left eye, right
eye or binocular viewing.

Such testing was repeated across several temporal

frequencies. Monocular responses were obtained by total occlusion of the fellow
eye.
For continuous recording conditions, the same procedures described above
were followed, except that the counterphase sinusoidal grating was swept in
spatial frequency and thus appeared to increase (or decrease) in size within the
10 or 20 sec recording epoch.

CHAPTER HI.
RESULTS AND DISCUSSION

A-

Binocular Interactions and Spatial Frequency

The binocular and mean monocular visual evoked responses as a function
of spatial frequency at 30 rps for observer DS are plotted in Figure 14. These
data show the typical multiple and narrow spatial frequency tuning functions (see
Tyler, Apkarian and Nakayama, 1978) with peak responses occurring here at
approximately 1.75 c/deg and 4.73 c/deg.

In all normal observers tested in our

continuing studies, we rarely find a significant difference in either the phase or
amplitude between the right eye (OD) and the left eye (OS) responses (see, e.g.,
Figs. 20, 22-25) and have, therefore, plotted the monocular response as the mean
of OD and OS to simplify the data presentation for this figure.
Examination of the binocular function (Fig. 14a) reveals a dramatic low
frequency response peak which is not present with stimulation of only one eye
(Fig. 14b). The binocular response in this spatial frequency region is greater than
one might expect from the summed monocular inputs (Fig. 15b, dashed line),
indicating a spatial frequency range where binocular facilitation is thus apparent.
At the higher spatial frequency peak facilitation is absent end, in fact, there is
only partial summation. We have previously reported (Apkarian, Nakayama and
Tyler, 1977) that in normals the degree of binocular summation may vary
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Figure 14a.

b.

Binocular spatial frequency tuning at 30 rps for
observer DS. The viewing distance was 57 cm.
The stimulus field was 7 x 6 . Mean luminance
= 6.4 cd/m 2 , contrast = 0.68.
Each
point
represents a mean response (N - 2).
Mean monocular spatial
Otherwise, same as above.-

frequency

tuning.

Spatial Frequency (c/deg)
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Figure 15a.

Binocular and monocular ratio. For stimulus and
recording details, see Figure !4.

b.

Data used to obtain the binocular interaction
ratios (see above).
Solid line represents
binocular spatial frequency
tuning as in
Figure 14a. Dashed line represents the summed
monocular responses. The mean response for the
left eye at a given frequency has been summed
with the mean response at the same spatial
frequency for the right eye.

Spatia! Frequency (c/deg)
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between one and at [east 4 times the mean monocular response, depending upon
the spatial and temporal characteristics of the stimulus. In order to compute the
degree of binocular interaction we take the sum of the monocular responses
(Fig. 15b, dashed line), on the assumption that if the response to each eye is
generated separately, the binocular response should be the linear sum. The solid
iine in Figure 15b is the binocular response of Figure 14a replotted for ease in
binocular to summed monocular comparisons.
In order to clarify the monocular to binocular comparisons, we have
plotted the ratio of two times the. binocular to the summed monocular responses
(qq ^ Qg) as a function of spatial frequency in Figure 15a.

It is immediately

apparent that great variations occur in the degree of binocular interaction,
ranging from zero summation (8 = M) to binocular facilitation (B = 3M).

As

is

usual in observers with normal vision (Amigo, Fiorentini, Pirchio and Spinelli,
1978), no binocular inhibition (B < M) is seen here.
Because of the high dependence of binocular interactions on spatial
frequency, identifying and isolating particular regions of inhibition, summation,
or facilitation for clinical or research purposes could be cumbersome and time
consuming. This can be offset by a technique which can rapidly sample different
spatial

frequencies such

as the continuous recording or sweep technique,

described in Chapter ii, Methods. Binocular interaction data at 28 rps obtained
with the spatial frequency sweep are presented in Figures I6a-e for another
observer HS. Each raw trace represents the response to a complete range of
spatial frequencies and is obtained in 20 sec.

The lower traces give the raw

output for 2 sweeps for the right eye, Figure 16d, and the left eye, Figure I6e.
Directly above is the sum of two monocular responses (OD + OS), Figure loc.
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Figure 16a-

Binocular to monocular ratio of the digitized
sweep data for observer HS at 28 rps computed
from data presented below. Viewing distance
was 37 cm; stimulus field was 20 x 15 ;
contrast, 0.8.

b-

Raw binocular response (OU) as a: function of
spatial frequency. Each trace was obtained in
20 seconds and represents the continuous analog
sweep output. For details, see 16a.

c.

Computed mean right eye plus mean left eye
responses.
The monocular responses were
digitized and means were obtained for the right
eye and left eye responses.
The average
monocular responses were then summed.

d.

Right eye (OD) responses as a function of spatial
frequency.

e.

Left eye (05) responses as a function of spatial
frequency.

Spatial Frequency (c/deg)
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igure 16b shows the raw binocular responses to the same stimulus as the
monocular responses.

It is immediately clear that the binocular response is

considerably larger than its monocular components although it has the same
general form.

The ratio of

the binocular to the monocular responses in

Figure 16a shows a range of interactions from zero summation (B = M) to dramatic
binocular facilitation (B = 5M). Again, no binocular inhibition is seen, but there
are two narrow regions of facilitation, around 0.3 c/deg and 3.0 c/deg.
It is noteworthy that the binocular facilitation does not seem to be
associated with particular peaks in the monocular responses, which occur around
I c/deg and around 5.0 c/deg.

This is consistent with the notion that under

binocular stimulation, the mechanisms that produce the monocular responses
respond, but with some degree of either inhibition or rivalry with each other,
while an additional binocular mechanism produces the "facilitation" response, in
addition to the remainder of the monocular responses.

Similar results are

common in normal observers, although numerical facilitation is not always seen.

B.

Electrode Localization

Evoked potential studies over the past 20 years have stressed the
importance of electrode location on the form of the transient evoked potential.
While a comprehensive study of electrode placement v/as not attempted here, it
was important to establish whether nearby electrodes would have similar or
radically different

spatiotemporal

frequency

response characteristics, and
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whether these similarities or differences would be reflected in the corresponding
binocular interactions.
Therefore, two sets of STF tunings for observer BC were obtained with
two different electrode montages.

The first set (Fig. 17a) was obtained under

the recording conditions described above while the second set (Fiq.. 17b) was
obtained with the active electrode 3 cm vertically above the reference electrode
on the midline.

It should be noted that for each spatial frequency tuning,

responses to each electrode montage were recorded under counterbalanced
conditions. It v/as necessary to alternate between the two rather than record the
responses from both electrode placements concurrently as only one-channel
recording was available. Examples for a few temporal frequencies are selected
for direct comparison between the two electrode positions.
It is immediately obvious that a small (4.2 cm) shift in electrode position
can have a radical effect on the 5TF specificity of the steady-state evoked
response. Although in many cases the spatial frequency tuning is quite similar
for the two electrode placements (Fig. 17), different peaks often appear, and a
healthy response at one electrode may be essentially absent at the other
(Fig. 18).
Figure 19 shows an example of the binocular interactions which can be
obtained between the two electrode positions when comparable binocular and
corresponding

monocular

spatial

frequency

tunings are selected

for

the

comparison. These data show similar degrees of binocular interaction, but this
does not rule out the occurrence of dissimilar binocular interactions from similar
spatial frequency tunings from yet another electrode location comparison or for
a different temporal frequency.

Figure 17a.

Spatial frequency tuning as a function of
temporal frequency (rps) for observer BC. Each
curve is plotted from a baseline at its frequency
specified on the ordinate. Most are down to the
amplitude of the noise (above the baseline) by
20 c/deg as depicted for 50 rps. Note the high
degree of stimulus specificity in spatial and
temporal frequency of response.

b.

Spatial frequency tuning for observer BC at a
slightly different electrode configuration (3 cm
and 6 cm above the inion). Note the radical
differences compared with 17a.

u

Figure 18. Direct comparison of effect of horizontal versus
vertical electrode placement at the two temporal
frequencies of 2^ rps (lower graphs) and 48 rps
(upper graphs). Error bars represent standard error
of the mean.
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Figure 19. Direct comparison of binocular interactions at
2'4 rps for two electrode configurations. Binocular
(solid lines, lower panels) and summed monocular
(dashed lines) spatial frequency tunings for the
vertical electrode placement (leftmost) and
horizontal electrode placement (rightmost). Upper
panels depict binocular interaction ratios.
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C.

Zero Binocular Summation in Normal Observers

in general, we find, as do several authors (Campbell and Maffei, 1970:
Cigc'nek, 1970; White and Boneili, 1970; Harter, Seiple and Salmon, 1973; Arden,
Bernard and Mush in, 1974), that the binocular response is greater than either
monocular response.

However, it is important to realize that

there are

exceptions to this generalization in normal as well as in abnormal observers.
Figure 20 is presented as one example of zero summation (B = M)
observer.

in

a

normal

The topmost plot (Fig. 20a) represents the binocular to monocular

ratios from the binocular responses of Figure 20b and the monocular responses of
Figure 20c. Both the right eye and left eye responses have been included here
rather than the mean monocular response to reemphasize the equality between
the two eyes typically obtained with normal observers.
This equality is aiso seen in the monocular and binocular temporal phase
responses (Fig. 20d), and is an important control against the presence of
electrical, summation in the binocular VEP due to temporal phase differences in
the responses from the two eyes.

If the phase of each monocular response is

equal for a given spatial frequency the responses must add from an electrical
standpoint, since electrical subtraction occurs only for phase differences near
180°.

In addition,

temporal

phase can show that subtractive electrical

interactions are also not occurring between different neural populations and that
the double-peaked nature of spatial frequency tunings is therefore the product of
some as yet undetermined type of neural mechanism (Tyler, Apkarian and
Nakayama, 1978).
Section D.

An example of this is most clearly seen in Figure 22a,

6?

Figure 20a*

Binocular to monocular ratio at 20 rps for
observer DL. The viewing distance was 37 cm;
stimulus field, !3°x 14°.

b.

Binocular spatial frequency tuning. Error bars
represent standard error of the mean (N ^ 2).
Uniform field flicker response plotted as zero on
the ordinate. For details, see 20a.

c.

Right eye (open circles) and left eye (open
squares) spatial frequency tuning. For details,
see 20a.

d.

Temporal phase as a function of spatial
frequency for binocular (closed circles), right eye
(open circles) and left eye (open squares)
responses. For other details, see 20a.
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Zero summation (B = M) is present, in this case, across approximately a
3 octave range of spatial frequencies. This lack of summation is then flanked by
partial summation (B < 2M). Facilitation (B > 2M) is present here, but only for
the uniform field flicker response which is plotted, at 0 spatial frequency (see
Fig. 20, far left). Uniform field flicker responses are obtained (Figs. 20, 22-25)
with a. homogeneous field that flickers at half the contrast reversal rate. Under
this condition, the second harmonic response to uniform field flicker Is recorded.
The luminance response amplitudes shown here are less than the peak amplitudes
of the pattern responses.
complexity of

pattern

This difference helps to rule out explanations of the
responses based on

interactions between

a

single

iuminance response and a single pattern response.
We have found several conditions under which zero summation in a normal
observer can occur in the absence of binocular rivalry.

First, zero summation

most frequently occurs at trough spatial frequencies as seen here and in
Figures 16, 22-25. The nature of this loss : in binocularity between regions of peok
responses is not yet understood. Secondly, zero summation can occur, although
infrequently, within a spatial frequency regicn not associated with a reduced VEP
response (Figs. 20, 28).

Third, zero summation can occur for uniform field

flicker responses (Figs. 21, 23-25), and fourth, zero summation can occur at low
contrast values (Figs. 21-25).
It is clear from these data that the binocular response in observers with
normal binocular vision is not Giways greater than the corresponding monocular
responses.

This fact places severe [imitations on the recently described

(Fiorentini, Maffei, Pirchio and Spinel 1 i, 1978; Amigo, Fiorentini, Pirchio and
Spinel!i, 1978) clinical use of the binocular VEP amplitude as an indicator of or as
a screening technique for abnormal binocular vision.
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D.

Binocular Interactions and Contrast

Binocular interactions can also vary as a function of contrast. Binocular
(closed circles, Figs. 21a, b) and mean monocular (open circles, Figs. 21c, d)
responses as a function of contrast were obtained at the two binocular peak
spatial

frequencies of

1.7 c/deg

(Figs. 21a, c) and

4.3 c/deg (Figs. 2!b, d)

obtained for the spatial frequency tuning curve of Figure 14a. The dashed lines
of Figures 21a and b represent the summed monocular responses.

If perfect

summation (B = 2M) is present, the binocular response would equal this linear
sum.

Perfect summation as such is present for the low spatial frequency

contrast function at very high contrast values and around C = 0.4.

Partial

summation (M < B < 2M) appears from C = 0.06 to C = 0.30. Facilitation (B > 2M)
is most clearly evident for contrast values greater than C = 0.50, but less than
C = 0.80, with maximum facilitation occurring between C = 0.60 and C = 0.70. It
is of interest to note that this contrast function does not saturate.
saturation

is

dependent

upon

several

stimulus

and

recording

Although
conditions

(Spekreijse, Van der Twee! and Zuidema, 1973; Kulikowski,. 1977), the lack of
saturation at this mean luminance (6.4 cd/m^) and at this low spatial frequency
does not conform with previously reported findings.
For the contrast function at the higher spatial frequency (rightmost plots,
Figs. 21b, d), typical saturation as such is again absent.

The sharp response

attenuation seen at the high contrast values is greater than one might expect
from saturation alone and thus has been labelled "supersaturation".

Linear

summation is also more apparent for this contrast function though de/.ations
from B = 2M are clearly evident.

As with the lower spatial frequency, partial

summation occurs most dramatically at lower contrast values.
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Figure 21a.

Binocular contrast function (solid line) obtained
at 1.7 c/deg for observer DS at 30 rps. Each
point equals the mean of at least two responses.
Dashed line represents the summed monocular
responses.
Arrow indicates contrast value of
0.68. Mean luminance = 6.4 cd/m 2 .
Same as above (21 a), except for 4.3 c/deg.

c.

Monocular contrast functions for 1.7 c/deg. All
other conditions same as above (21a).
Monocular contrast function for 4.3 c/deg.
other conditions same as above (21a).

All
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In general, these results show that the low spatial frequency facilitation
of Figure 21a and the high spatial frequency partial summation of Figure 21b for
contrast values of approximately 68% (see arrow) are in direct accord with the
spatial frequency tuning results obtained at this value (see Fig. 14).

However,

these data do not follow the simple linear monocular and binocular relationship
of VEP amplitude to log contrast described by Campbell and Maffei (1970).
Campbell and iVLaffei showed a linear relationship between VEP amplitude and log
contrast with monocular and binocular responses of the same observer sharing a
common slope.

They reported that the binocular response was simply shifted

along the contrast axis so that the extrapolated threshold was lower by v 2 than
the monocular threshold. While it could be argued that the data of Figure 2!a
and b could be fit with a straight line over some range of contrast values, the
relationship of monocular to binocular responses seen here clearly differs from
that described in previous reports. We therefore studied the effect of contrast in
more detail.
Binocular and monocular contrast functions at four different temporal
frequencies for observer DL (Figs. 22-25) are excmples of the more complex
contrast functions which can be obtained. To the left of each series of contrast
functions are the binocular and monocular (the monocular tuning for 20 rps is
absent) spatial frequency tuning functions for each temporal frequency.

The

multiple spatial frequency peaks and the change in peak response as a function of
temporal frequency have been described above and in more detail elsewhere
(Tyler, Apkarian and Nakayama, 1978). Binocular and corresponding monocular
contrast functions for each temporal frequency were obtained at the spatia.
frequencies indicated by the arrows above each tuning curve.

The spatial
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Figure 22a.

Binocular spatial frequency tuning (upper panel)
at 20 rps for observer DL. Note increase in
stimulus field size (20 x 1 5 ). Vi ewing distance,
37 cm. Arrows indicate the spatia! frequency of
each contrast function plotted to the right.
Temporal phase of this function is presented in
the lower panel. Error bars indicate standard
error of the mean.

b.

Contrast
function
(upper
panel)
and
corresponding temporal phase (lower panei) at
0.81 c/deg for binocular (closed circles), right
eye (open circles) and left eye (open squares).
Dashed line represents the summed monocular
responses. For other details, see 22a.

c.

Same as in 22b, except for 1.52 c/deg.

d.

Same as in 22b, except for 4.0 c/deg.
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Figure 23a.

Binocular (closed circles), right eye_(open circles)
and left eye (open squares) spatial frequency
tunings at 16 rps for observer DL. For other
details, see Figure 22.

b.

Contrast function for uniform field flicker for
binocular (closed circles), right (open circles) and
left eye (open squares). Dashed line represents
the summed monocular responses. For other
details, see 23a.

c.

Same as in 23b, except for i.O c/deg.

d.

Same as in .23b, except for 1.74 c/deg.

e.

Same as In 23b, except for 5.66 c/deg.
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Figure 24a.

Binocular (closed circles), right eye (open circles)
and left eye (open squares) spatial frequency
tunings for 32 rps for observer DL. Fcr other
details, see Figure 22.

b.

Contrast function for uniform field flicker for
binocular (closed circles), right eye (open circles)
and left eye (open squares).
Dashed line
represents the summed monocular responses..
For details, see 24a.

c.

Same as in 24b, except for 1.0 c/deg.

d.

Same as in 24b, except for 2.0 c/deg.

e.

Same as in .24b, except for 4.0 c/deg•
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Figure 25a.

Binocular (closed circles), right eye (open circies)
and. left eye (open squares) spatial frequency
tunings for 48 rps for observer DL. For other
details, see Figure 22.

b.

Contrast function for uniform field flicker for
binocular (closed circles), right eye (open
circles), and left eye (open squares). Dashed line
represents the summed monocular responses.
For details, see 25a.

c.

Same as in 25b, except for 0.57 c/deg.

d.

Same as in 25b, except for 4.0 c/deg.
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frequencies were selected at the peaks or troughs of the spcticl frequency
tunings.
Binocular and monocular temporal phase has been included for three
contrast functions (Fig. 22). The left eye and right eye phase plots are similar
and the binocular phase is comparable to the monocular phase under the same
stimulus conditions.

Variation in temporal phase with contrast is most clearly

shown with contrast functions obtained ct the peak spatial frequencies (Figs. 22b,
d).

Here, the phase lag decreases as contrast increases.

Phase at the trough

spatial frequency (Fiq. 22c) is variable and difficult to determine because of the
low responses in this region.

These results are therefore inconclusive.

The

binocular phase for the corresponding spatial frequency funing (Fig. 21, leftmost
and bottom) does not differ from the binocular phase of Figure 20d obtained at
the same temporal frequency (20 rps), but with a smaller field size.

It is of

interest to note that a 40% increase in stimulus area resulted in an overall
increase in response amplitude, particularly at the low spatial frequency region.
This particular set of contrast data (Figs. 22-25) generally exhibits partial
and complete summation, rather than dramatic facilitation.

Our purpose in

including these data In this discussion is to emphasize the complicated nature of
the VEP contrast response and the way in which this may influence binocular
interactions.

While the log/linear VEP amplitude to contrast relationship is

frequently reported (Campbell and Maffei, 1970; Campbell and Kulikowski, 1972;
Fiorentini and Maffei, 1973; Kulikowski, 1977; Spekreijse, Van der Tweei and
Zuidema, 1973; Spekreijse, Estevez and Reits, I 977), we have observed a number
of departures from this relationship. Six points of interest may be noted.
I.

The overall shcpe (including saturation) and therefore the slope

of the linear regression lines fitted to the binocular and corresponding
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monocular contrast functions can vary dramatically with both spGtial and
temporal frequency (Figs. 22-25).

This variation presumably reflects the

underlying evoked potential specificity for these stimulus determinants.
.2.

Contrast functions frequently can be fit by more than one linear

regression line.

For example, in Figures 24b and c, the evoked potential

amplitude peaks at a low contrast modulation depth, appears to saturate,
and then peaks cgain at a higher modulation depth. Results similar to these
have been

reported by Regan and Beverly (1973) who obtained their

nonmonotonic contrast functions with a sinusoidally modulated homogeneous
disc of light.

In addition to contrast function nonlinearity, as a result of

saturation (Spekreijse, Estevez and Reits, 1977), e.g., Figures 23c-e, other
stimulus determinants, including field size, pattern size and

temporal

frequency, as discussed by several authors (Campbell and Maffei, 1970;
Kulikowski, 1977; Bain and Kulikowski, 1976), also contribute to the complex
structure of these functions.

According to Campbell and Maffei, two

regression lines best fit contrast data obtained with large stimulus fields
(5° x 4°) and with low spatial frequencies (<3 c/deg).

Although we present

several examples of complex contrast functions, we have nonetheless
recorded, several monotonic functions (e.g., Fig. 25). That these functions
can be fitted with a single linear regression line is, however, contrary to the
results of Campbell and Maffei as they were obtained under large field and
low spatial frequency conditions.
3.

For those contrast functions which can be fitted by a single

linear regression line, zero voltage extrapolation of the evoked potential
amplitude to psychophysical threshold is not always possible, particularly
when higher rates of stimulation are used (Figs. 22a; 23b, e; 24e; 25c, a).
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Psychophysical

threshold values obtained under the same counterphase

flickering spatial and temporal frequency conditions as those employed to
obtain extrapolated evoked potential contrast thresholds reveal substantially
greater sensitivity, i.e., lower threshold values.
mismatch

between

psychophysical

measures

The contrast threshold

and

linear

zero

voltage

extrapolation can be as much as 1.5 log units. At low temporal frequencies,
the relation between log contrast and VEP amplitude has been fitted with
two linear regression lines by Bain and Kulikowski (1976).

According to

these authors, the low contrast linear regression extrapolates to pattern
threshold, whereas the high extrapolates to movement threshold. While we
have not evaluated the latter psychophysical to VEP correlation, we have
found that the former correlation is difficult to obtain.
4.

The early VEP saturation at relatively low contrasts and for

comparable luminance levels reported by Spekreijse (1977) and Srebro (1978)
is seen infrequently.

Instead, the contrast functions presented here often

increase monotonically to high contrast before showing supersaturation as
described above.

Supersaturation can occur in both the binocular and

corresponding monocular contrast functions (e.g., Figs. 21b, 24b, 25b), in the
binocular function alone (e.g., Fig. 24e), or in only the monocular function
(e,g., Fig. 23c).

This dramatic response attenuation appears at contrasts

from 0.5 - 0.75 and can result in a response decrease of as much as 50%
without change in the temporal phase.
5.

The slope of the linear regression lines (fitted to the contrast

data when possible) can markedly increase when two eyes rather than one
are stimulated (e.g., Figs. 22b, dj 23b, e; 24; 25). The dramatic change in
slope

with

binocular viewing conditions suggests

that

the

binocular

37

mechanisms stimulated when both eyes view the stimulus are summed with
the mechanisms when each eye views the stimulus. Although conditions can
be found in which the binocular and monocular slopes are not significantlv
different (Figs. 23c, d), it is important to note that in general, the log
contrast intersect of the monocular and binocular zero voltage extrapolation
is

frequently

the

same,

rather

than

the VT difference

described

bv

-Campbell and /vlaffei (1970).
6.

A lack of binocularity is apparent for the contrast functions of

trough spaticl frequencies (e.g., Figs. 22c,. 23d, 2Td).

The most prominent

departures from complete summation seem to occur at the low response or
trough regions as seen in both the contrast functions and spatial frequency
tunings. Binocular summation (B = 2M) or greater (B > 2M) is shown at peak
spatial frequency contrast function, whereas partial summation (M < B < 2IVI)
and zero summation (B = M) typically occur at the troughs and for uniform
field flicker responses.

E.

Binocular Interactions and Temporal Frequency

Srebro, in a recent article (1978), reported some binocular re.po
amplitudes which were approximately 30% (B = 2.o M) larger than the
monocular responses.

This facilitation was obtained at low contras.s

and at a normalized peak temporal frequency

i u7)

The oeck temporal

frequency was obtained by averaging the temporal frequency respo
the results of four norma! observers.
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Srebro attributes the facilitation obtained to persistence in uncovering it,
as well as to the large number of subjects tested. We agree with the former, but
find that a. large sample of observers is usually unnecessary when individual
response specificity is taken into account.
Although Srebro found facilitation at one normalized peck temporal
frequency, we find that binocular interactions, in general, are specific to
temporal frequency, as well as to spatial frequency and contrast, and that
facilitation, specifically, can occur at a temporal frequency which does not
necessarily yield the greatest response in a given individual's spatiotemporal
frequency map.

In addition, we find that observers can exhibit dissimilar

temporal frequency peak responses. A temporal peak response for one observer
can, for example, be the trough for another.
We therefore measured the binocular and monocular spatial frequency
tuning as a function of temporal frequency for observer AH.

The response

amplitudes, obtained under continuous recording conditions (see Chapter II,.
Methods), were digitized and converted to signal-to-noise ratios. Because of the
high resolution end wide range of temporal and spatial frequency responses
tested (12 to 72 rps and 0.2 to 20 c/deg), these data have been presented in the
form of spatiotemporal frequency (STF) contour maps (e.g., Fig. 26).

The

summed monocular (OD + OS) responses are shown in Figure 27, the resultant
binocular to monocular ( Q |^~ QC ;) interactions in Figure 27b.

The temporal

frequency axis is expanded by a factor of '4 to facilitate presentation of the data.
The typical features of the VEP as a function cf spatial and temporal
frequency are evident for both the binocular and monocular STF maps.

The

narrow temporal frequency tuning observed can show a dramatic response
amplitude attenuation with less than a IQ% change in temporal frequency. For
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Figure 26. Contour mop of the binocular spatial and temporal
frequency tunings for observer AH obtained by the
sweep method. Note that the temporal frequency
ordinate is expanded by a factor of 4- relative to
the abscissa, so the oblique lines represent
spatiotemporal reciprocity. Amplitude is expressed
in signal-to-noise ratio indicated by shades of grey
with dark regions representing higher amplitudes.
Contrast, 0.8; distance, 37 cm; stimulus field,
20° x I 5°.

Spatial Frequency (c/deg)

Figure 27a.

Contour map of the summed monocular spatiai
and temporal frequency tunings. Details are the
same as in Figure 26, except that equivalent
shades of grey represent twice the signal-tonoise ratio (OD + OS).

b.

Contour map of the binocular interactions of
Figures 26 and 27a. Shades of grey represent
binocular to monocular ratio values. Hatched
areas represent facilitation. For other details,
see Figure 26.
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example, the narrow peak at 48 rps for approximate!/ 4 c/deg drops more than
6 db from 48 to 52 rps. (The width of the temporal tuning is actually narrower
than it appears due to expansion of the temporal frequency axis.) In addition to
the narrow and multiple temporal frequency tuning, narrow and multiple spatial
frequency tuning is also shown.
In the STF maps obtained thus far in our continuing studies, all observers
show a tendency toward spatial-temporal reciprocity (Tyler, Apkarian and
Nakayama, 1973).

That is, at higher temporal frequency regions, there is a

tendency for the pattern response to shift toward the lower spatial frequencies.
Spatiotemporal reciprocity occurs under both binocular (Fig. 26) and monocular
(Fig. 27a) conditions (full line).
For the summed monocular (OD + OS) STF map (Fig. 27a), a number of
peaks of spatial and temporal frequency responses can be seen throughout, e.g.,
approximately at 18 rps (3 c/deg), 30 rps {6 c/deg), 38 rps (0.6 c/deg), 42 rps
(4 c/deg), 58 rps (I c/deg). It is important to note that the regions of facilitation
(8 > 2M) seen in Figure 27b (hatched regions) generally occur at the temporal and
spatial frequencies for which there is a corresponding absence of peak monocular
responses.

This lack of correspondence between binocular facilitation and

monocular peak responses which was described in two other observers as well
(Figs. 15, 16) further corroborates the notion that binocular mechanisms can
occur independently of the underlying monocular responses.

The four most

robust and reliable regions of binocular facilitation for this observer occur
between approximately

14 and

18 rps

at

0.3

to 0.6 c/deg

and

between

approximately 20 and 34 rps at 0,2 to 0.6, at 0.4 to 1.4, ond at 1.6 to 4 c/deg. In
the observers tested thus far, facilitation is typically most predominant in the
lower temporal and lower spatial frequency regions as seen here.-
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F.

Relationship to Stereopsis

As stated previously, we presume that binocular facilitation has some
relationship to the mechanism of stereopsis because the binocular response can
be greater than the sum of the monocular responses only if there is some kind of
faciiitatory binocular interaction. This facilitatory interaction could, however,
be a property of the binocular fusion system.

To test whether binocular

facilitation is a property of the stereoscopic system, rather than the binocular
fusion system, we expanded the experimental paradigm to three conditions of
grating

orientation:

I) binocular

vertical,

2) binocular

horizontal,

and

3) dichoptic with a horizontal grating in one eye and a vertical grating in the
other.
By appropriate spatial and temporal tuning with a counterphase binocular
vertical grating stimulus, we obtained, in two different observers, a robust and
reliable region of facilitation, as seen in Figure 28, In this figure, the two lower
panels depict the summed monocular (dashed lines) and the binocular (solid lines)
responses across a spatial frequency range of 0.2 to 20 c/deg. The upper panels
depict the binocular interaction ratios. Note the areas of facilitation between
0.3 and I c/deg for observer CWT (B = 3M)

at

21.5 rps

and

between

0.8 and

2 c/deg for observer TR (8 > 3M) at 20 rps.
It is well known (Hering, 1978; Tschermak, 1931) and most recently
investigated by Westheimer (1978) that stereoscopic depth arises only from
horizontal retina! disparities.

Westheimer reported that horizontal disparities,

whether accompanied by vertical disparities or not, induced the appearance of
depth, whereas vertical disparities did not.

He also reported that vertical

Figure 28. Binocular (solid line, lower panels) and summed
monocular (dashed line, lower panels) spatial
frequency tunings with vertical gratings for
observer CWT (leftmost) at 21.5 rps and for TR
(rightmost) at 20 rps.
Upper panels depict
binocular interaction ratios.

Spatia! Frequency (c/deg)
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d i s p a r i t y d e t e c t i o n is, a t m o s t , o n e - t e n t h a s s e n s i t i v e a s h o r i z o n t a l d i s p a r i t y
detection.
In a c c o r d w i t h W e s t h e i m e r ' s r e s u l t s is a r e c e n t i n v e s t i g a t i o n of s i n g l e
units

in

the

cat striate cortex

B a u m g a r t n e r (1978).

by

von der Heydt,

Aaorjani,

Hanny

and

T h e y found t h a t t h e p r e f e r r e d o r i e n t a t i o n of d i s p a r i t y

s e n s i t i v e c e l l s w a s v e r t i c a l a n d t h a t d i s p a r i t y ceils, w i t h h o r i z o n t a l p r e f e r r e d
o r i e n t a t i o n w e r e less f r e q u e n t .

T h e y a l s o found t h a t t h e d r a m a t i c f a c i l i t a t i o n

which t h e y r e c o r d e d (B > J6M) w a s c r i t i c a l l y d e p e n d e n t upon d i s p a r i t y .

The

p r e f e r r e d a n d o p t i m a l v e r t i c a l o r i e n t a t i o n s , t h e d i s p a r i t y s e n s i t i v i t y , and t h e f a c t
t h a t t h e s e d i s p a r i t y u n i t s r e s p o n d e d b e s t t o d i s p a r i t i e s in d i f f e r e n t p a r t s of t h e
f i e l d , led v o n d e r H e y d t , e t a i . t o c o n c l u d e t h a t t h e s e u n i t s s e r v e a s t e r e o s c o p i c
function.
A v e r t i c a l g r a t i n g s t i m u l u s c o n t a i n s d i s c r e t e h o r i z o n t a l d i s p a r i t i e s of z e r o
a n d a l l m u l t i p l e s of t h e b a r w i d t h , w h e r e a s a h o r i z o n t a l g r a t i n g s t i m u l u s d o e s
not, since a horizontal grating can only contain vertical disparities.

If t h e

r e g i o n s o f f a c i l i t a t i o n s e e n in F i g u r e 2 8 r e f l e c t a n u n d e r l y i n g s t e r e o s c o p i c
m e c h a n i s m , t h e n p r e s e n t i n g a binocular h o r i z o n t a l g r a t i n g s t i m u l u s should r e s u l t
in t h e a b o l i t i o n of t h e f a c i l i t a t i o n i n d u c e d b y t h e b i n o c u l a r v e r t i c a l g r a t i n g
stimulus.

F i g u r e 2 9 s h o w s t h e r e s u l t s of

just s u c h a m a n i p u l a t i o n .

The

f a c i l i t a t i o n u n d e r t h e b i n o c u l a r v e r t i c a l g r a t i n g c o n d i t i o n is n o w a b s e n t u n d e r t h e
b i n o c u l a r h o r i z o n t a l g r a t i n g c o n d i t i o n ( F i g . 29).

In f a c t , t h e r e s p o n s e s f r o m t h e

p r e v i o u s r e g i o n s of f a c i l i t a t i o n a r e now a p p r o x i m a t e l y equal t o t h e s u m of t h e
m o n o c u l a r r e s p o n s e s (B = 2M) a s m i g h t b e e x p e c t e d f r o m a s t i m u l u s c o n d i t i o n
which favors binocular summation rather than facilitation.
We have presumed that stimulation with a horizontal grating produces
a c t i v i t y i n t h e b i n o c u l a r fusion s y s t e m ( F i g . 29). If this a s s u m p t i o n is v a l i d , t h e n

98

Figure 29. Binocular (solid line, lower panels) and summed
monocular (dashed line, lower panels) spatial
frequency tunings with horizontal gratings for
observer CWT (leftmost) at 21.5 rps and for TR
(rightmost) at 20 rps.
Upper panels depict
binocular interaction ratios.

Observer: TR

Spatial Frequency (c/deg)
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Figure 30. Binocular (solid line, lower panels) and summed
monocular (dashed line, lower panels) spatial
frequency
tunings
under
dichoptic
stimulus
conditions with a vertical grating to one eye and a
horizontal to the fellow eye for observer CWT
(leftmost) at 21.5 rps and for TR (rightmost) at
20 rps. Upper panels depict binocular interaction
ratios.

Spatial Frequency (c/deg)
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a condition of rivalry should disrupt the fusion induced by the horizontal grating
induced fusion. Rivalry was induced by presenting a vertical grating to one eye
and a horizontal grating to the other. Under these conditions, observers reported
seeing a single flickering grating which alternated from horizontal to vertical.
This condition of rivalry reduced the binocular summation response to near zero
summation (3 = M) (Fig. 30).

The regions of binocular summation for each

observer (Fig. 29) which had previously shown facilitation (Fig. 28) were now
roughly equal to the amplitude of a single monocular response (Fig. 30).
Binocular suppression in the absence of rivalry as discussed previously
occurs under the vertical grating condition for observer TR (Fig. 28) in the high
spatial frequency region.

Zero summation as such is absent for the same area

under horizontal viewing conditions (Fig. 29).

As a tentative explanation, we

would like to suggest that a binocular mechanism stimulated by the vertical
grating condition is actively suppressing the separate monocular responses. Note
that this mechanism is not present for the horizontal grating condition and,
therefore, cannot produce monocular suppression.

G.

Clinical Aspects of Binocular Interactions

Electrophysiological assessment of binocular interactions in observers
with visual abnormalities has been largely ignored until most recently (Apkarian,
Brown and Tyler, 1978; Amigo, Fiorentini, Pirchio and Spinelli, 1978; Fiorentini,
Maffei, Pirchio and Spinelli, 1978)..

The typical clinical paradigm involves
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comparisons of the visual evoked potentials between each separately stimulated
eye. As previously discussed, the right eye and left eye responses of a normal
observer are not significantly different (Fig. .20).

The visual evoked potential

reflects the function of the central pathways of vision.

Lesions, therefore, at

the macula or any point proximal to this may alter the VEP amplitude or latency
to varying stimulus determinants of one eye as compared to that of the fellow
eye.

These alterations are often a heipful indicator of underlying visual

pathology.

Monocular VEP comparisons have been made in patients with

mccular, optic nerve or optic tract diseases (Fishman and Copenhaver, 1967;
Tyler, Apkarian, Levi and

Nakayama,

1979; Copenhaver and Perry,

1964;

Jacobsen, Hirose and Suzuki, i968; Behrman, Nissim and Alden, 1972; Hailiday,
McDonald and Mushin, 1973) and in patients with higher order or cortical
pathologies, such as those involved with various types of amblyopia

(Sokol and

Bloom, 1973; van Balen and Henkes, 1962; Lombroso, Duffy and Robb, 1969;
Lawwiil, Cox, Tuttle, Meur and Burian, 1973; Tsutsui, Nakamurn, Takenaka and
Fukai, 1973; Shipley, 1969; Levi and Harwerth, 1978; Levi and Walters, 1977;
Nawratzki, Auerbach and Rowe, 1966; Spekreijse, Khoe and Van der Tweel,
1972).

Comparing the evoked response from one eye with that of the fellow,

allows the patient to act as his/her own control.
Information obtained from the normal eye, then,, provides a baseline with
which to examine the pathology of the fellow eye.

'

Two basic considerations,

Amblyopia is a condition in which there is a decrease in visual acuity .hat
cannot be improved by optical correction. Because no organic cause can be
detected by the physical examination of the eye, amblyopia is presumed to e
a central deficit.
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however, must be taken into account when monocular comparisons such as those
described above are made. First, the normal eye can only be used as a baseline
upon which to make absolute judgment regarding the pathology in the fellow eye
when the particular ocular disorder is strictly uniocular.
Uniocular disorders, however, do not usually occur in isolation.

The

particular disease state, e.g., multiple sclerosis (Regan, Milner and Heron, 1977)
is likely to contaminate the VEP baseline of the normal eye as well. Pathologies
affecting both eyes could, therefore, easily go unnoticed with VEP comparisons
between each eye. Because the visual evoked potential is extremely sensitive to
individual differences, comparisons of this type Ggainst a normal population also
would not be helpful.
Secondly, it is important to note that by stimulating each eye separately,
only the underlying monocular cortical mechanisms can be evaluated.

This is

particularly limiting for those visual disorders which involve abnormal binocular
vision.
Evidence for the existence of binocular mechanisms and the important
role which they play in the development and maintenance of normal binocular
function has been clearly shown in the visual cortex of cat and monkey (Baker,
Grigg

and

Van Sluyters,

von Noorden,
1975).

1974;

Hubel

Neurophysiological

and

Wiesel,

1965;

studies which

Blakemore

and

involve single unit

recording techniques have shown that the majority of cortical neurons are
binocular (Hubel and Wiesel, 1962, 1968).

Binocular neurons can be driven by

stimulation of either eye or by simultaneous stimulation of both eyes.

A most

remarkable feature of these neurons is that some of them respond best when
corresponding retinal regions of each eye are simultaneously stimulated, while
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others respond maximally when disparate retinal regions are simultaneously
stimulated.

The existence of binocular neurons, particularly those which are

sensitive to receptive field disparities, has been crucial to a better understanding
of the neural mechanisms involved with single binocular vision and stereopsis. It
is well known, for example, that the neural organization and function of these
binocular cells is highly dependent upon normal binocular experience during the
early or

sensitive

Pettigrew, 1972).

periods

of

development

(3arlow

and

Pettiqrew,

1971;

In the cat and monkey, normal properties of the binocular

neural mechanisms have been found to exist at birth (Hubei and Wiesel, 196.3b,
1974). Proper functioning of these mechanisms, however, require fine tuning by
early visual experience. Any restricted visual environment that does not allow
normal binocular input (e.g., rearing an animal with a high power lens placed
before one eye, Eggers and Blakemore., 1978) will result in dramatic cortical
disruption. Particularly relevant here are those visual deprivation paradigms in
which

the

animal

is

reared

with

artificially

induced strabismus or

with

alternating occlusion (HubeI and Wiesel, 1965; Blake, Crawford and Hirsch, 1974,
van Noorden, 1973; von Noorden and Dowling, 1970; von Noorden, Dowling ana
Ferguson, 1970; Maffei and Bisti, 1976).

Under either of these conditions, a

substantial number of neurons can be driven by either eye, but the proportion of
binocular neurons is drastically reduced.

Recent psychophysical experiments

establishing the existence of binocular cells in humans have attracted ,he
interest of both clinicians and researchers regarding the clinical implications of
restricted animal rearing experiments, such as those described above. Evidence
for the existence of binocular cells, particularly disparity-specific neurons in
humans, has come primarily from several kinds of psychophysical experiments
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(Felton, Richards and Smith, 1972; Blakemore and Hague, 1972; Mitchell and
Baker, 1973), including those of interocular transfer (Mitchell and Ware, 1974;
Movshon, Chambers and Blakemore, 1972; Ware and Mitchell, i 973; Wade, 1975).
In normal observers visual after-effects, such as those produced by adaptation to
spatial frequency (Blakemore and Campbell, 1969; Blakemore and Sutton, 1969),
tiit (Gibson, 1933; Kohler and Wallach, 1944; Campbell and Maffei, 1971) and
motion (Wohlgemuth, 1911) transfer from one eye to the other (if they are of
cortical origin),, whereas in stereoblind observers, little or no transfer is seen.
According to several investigators (Blakemore and Sutton, 1969; Coltheart,
1971), a large proportion of visual adaptation results from prolonged excitation
of binocular neurons.
authors to suggest

The selectivity to pattern adaptation has led several

that this selectivity

is subserved by disparity-specific

mechanisms and that these mechanisms mediate stereopsis as well. Failure to
exhibit interocular transfer in stereoblind humans has led several investigators
(Movshon, Chambers and Blakemore, 1972; Ware and Mitchell, 1973) to assume,
therefore, that these individuals are lacking in binocular cells. Further support
of this hypothesis comes from case records of several stereoblind observers
which reveal histories of abnormal binocular vision during the first few years of
life (Hoimcnn and Creutzfeldt, 1975; Banks, Aslin and Letson, 1975).
Because early abnormal binocular vision frequently results in amblyopia,
we expected that the pattern of

binocular visual evoked

amblyopes would differ from those of normals.

responses from

An ambiyope, for example,

presumably deficient in binocular cells, should exhibit no binocular facilitation as
facilitation is most probably produced by binocular mechanisms (see Chapter 111,
Section A). We also hoped that studying the binocular interactions in amblyopes
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might enable us to gain a better understanding of the cortical mechanisms
subserving this clinical condition.
To our surprise, our predictions were not bourne out. Although definite
anomalies were seen, such as inequalities between ecch eye (OD t OS) end
binocular inhibition (B < M), the rcnge of normal binocular interactions, including
facilitation, was also observed, in Figure 31 are monocular and binocular evoked
responses as a function of spatial frequency for five amblyopes. Three of these
observers had strabismic amblyopia and two had anisometropia amblyopia. All of
them had varying degrees of visual acuity loss. The visual acuities, deviation and
fixation are presented above each raw trace. These tunings were obtained under
continuous recording conditions (see Chapter II, Chapter C) with each raw trace
obtained in 20 sec. It is of interest to note the remarkable repeatability of these
traces, particularly as all of the observers, except BB, were completely naive to
visual experimentation.
those found in normals.

It is evident that the responses are quite equivalent to
Marked facilitation is found at several points in the

traces and the general range of binocular interaction at this contrast level
(C = 0.8) is very similar to normal responses (see Chapter 111, Chapter A).
Although a caveat regarding normal and fellow eye comparison was given
above, we initially found that the major anomalies seem to appear within the
monocular VEP traces.

The monocular VEP's show significant differences

between the two eyes. These differences often appear as a downward shift in
peak spatial frequency responses of the amblyopic eye relative to the normal
eye. We have observed such abnormalities in other amblyopes (Tyler, Apkaricn,
Levi and Nakayama, 1979) and similar changes have been reported by Sokoi and
Shaterian (1976).

As can be seen for observers 8B and JK, the amblyopic eye
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Figure 31. Binocular (leftmost), right eye (center) and left eye
(rightmost) spatial frequency tunings for five
amblyopic observers.
Three observers had
strabismic amblyopia (top three rows), two
observers had anisomefropic amblyopia (bottom
two rows).
Responses were obtained under
continuous recording conditions with each trace
obtained in 20 seconds. Dashed line indicates the
recorded physiological noise level.
Note that
although the detail differs from each observer,
narrow and multiple spatial frequency tuning is
prevalent.

3 2

Subject: J.K., OD 20/20, OS 20/80, OS lO^ET, 1*hypertropia, J°unsteady nasal 4 inferior EF

2.41.6-

I

i

8-j

fixation

Subject: D.L., 0 0 20/70+. OS 20/20. 0 0 ET 5°, 1° unsteady nasal EF

Subject: S L , 0 0 20/40, OS 20/20. OD micro ET. central fixation

20 CL2

20 0.2

Spatial Frequency (c/deg) -

NO

often has a larger response than the normal eye at low spatial frequencies. The
amplitude increases in the amblyopic eye at particular spatial frequency regions
are suggestive of some kind of functional reorganization in the pathways of the
amblyopic eye. Two passible processes are suggested by the data. In most cases,
the response increases appear as a downward shift of the peak seen in the normal
eye to lower spatial frequencies for the amblyopic eye.

Thus, if the peak is

produced by some kind of resonant response to specific spatial and temporal
frequencies, the space/time constants of the neuronal population may change to
some larger value, resulting in a peak shift.
The other possibility is that the response is derived from some active
inhibitory or suppressive mechanisms.

In this case, the presence of a response

might reflect the suppression of function, rather than the presence of some
function. This kind of process is exhibited in the ubiquitous alpha-rhythm, which
appears when overall visual function is under suppression. Certain pattern VEP
peaks could correspond to similar or related processes operating specifically on
the suppressed (amblyopic) eye;.

We have not tested between these two

hypotheses as yet.
The pathological monocular responses and the corresponding apparently
normal binocular interactions seem to suggest a definite independence between
the underlying monocular and binocular neural mechanisms. We felt, however,
that our inability to detect binocular abnormalities was due, in part, to our
general test procedures.

We, therefore, decided to test the stability of this

"normal" binocular interaction as a function of stimulus strength.

This was

accomplished by obtaining a series of tunings over a wide range of stimulus
contrasts as shown in Figure 32 for observer JK. In the leftmost column are the

Figure 32. Binocular (leftmost), right eye (center) and left eye
(rightmost) spatial frequency tunings as a function
of contrast for observer JK at 20 rps. Responses
were
obtained
under
continuous
recording
conditions with each trace obtained in 20 sec.
Note the binocular interaction stability across
contrast with the exception of the lower spatial
frequency binocular responses obtained at C = 0.3.
The contrast ratio values in ascending order from
lowest trace to top trace are from 0.2 to 0.8 in
10% steps. Arrows above topmost traces indicate
the spatial frequencies for which contrast functions
and binocular interaction ratios were computed.

ou

OD

Spatial Frequency (c/deg)

OS

I 13

binocular spatial frequency tunings; the right eye and left eye tunings are
presented in the middle and rightmost columns. With the exception of the lower
spatial

frequency

binocular

responses

obtained

at

C = 0.3,

interactions across contrast appear to remain relatively stable.

the

binocular

Tnis is more

clearly seen in Figures 33 to 35, which show the computed contrast functions for
the spatial frequencies indicated by the arrows above the binocular spaticl tuning
in Figure 32. The contrast functions for 3.4 and 6.4 c/deg further emphasize the
binocular interaction stability, the degree of which is highly consistent across all
levels of contrast from C = 0.1 to 0.8.

The contrast functions at these two

spatial frequencies are also fairly typical in form, showing a linear rise with log
contrast and then tending to saturate at higher contrasts (Spekreijse,. 1966; Lev!
and Harwerth, 1979).
The range of binocular interaction as summarized in the binocular to
monocular ratio plots (Figs. 33 to 35, topmost curves) for 3.4, 6.4 and 1.75 c/deg
as well, is from binocular inhibition (B < M) to dramatic facilitation (B > 3M). The
range of binocular interactions of normal observers typically does not extend
below zero summation (B = M, see Chapter III, Section B), whereas a tendency for
binocular inhibition (B < M) is more apparent at the low (Fig. 33) and high
(Fig. 35) spatial frequency contrast functions seen here for the amblyopic
observer, JK.

Close examination of the contrast spatial frequency tuning series

(Fig. 32) and the computed contrast functions for the lower spatial frequency of
1.7 c/deg (Fig. 33) reveals that the binocular inhibition and zero summation
present across more than 3 octaves of contrast values is followed by the most
dramatic facilitation (B > 3M) present in this series. This low spatial frequency
region of robust binocular facilitation which occurs at C = 0.8 is not present of
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Figure 33c.

Binocular to monocular ratio as a function of
contrast of the digitized spatial frequency sweep
data (Figure 32) for observer JK at 20 rps for
1.7 c/deg.

b.

Binocular contrast function (solid line). Dashed
line represents the summed monocular responses.
For details, see above (33a).

c.

Right eye (20/20) contrast function. For details,:
see above (33a).

d.

Left eye (20/30) contrast function. For details,
see above (33a).

1 16

Figure 34a.

Binocular to monocular ratio as a function of
contrast of the digitized spatial frequency sweep
data (Figure 32) for observer JK at 20 rps for
3.4 c/deg.

b.

Binocular contrast function (solid line). Dashed
line represents the summed monocular responses.
For details, see above (34a).

c.

Right eye (20/20) contrast function. For details,
see above (34a).

d.

Left eye (20/80) contrast function. For details,
see above (34a).

Figure 35a.

Binocular to monocular ratio as a function of
contrast of the digitized spatia! frequency sweep
data (Figure 32) for observer JK at 20 rps for
6 A c/deg.

b.

Binocular contrast function (solid line). Dashed
line represents the summed monocular responses.
For details, see above (35a).

c.

Right eye (20/20) contrast function. For details,
see above (35a).

d.

Left eye (20/80) contrast function. For details,
see above (35a).

L

Contrast Ratio

/ L max -1 min
—
\ L max +L mm
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contrasts measured below this value. Although a complete contrast series was
not obtained for DL who also showed binocular facilitation (Fig. 31, second from
bottom), a binocular tuning, nonetheless, at C - 0.4 was obtained as seen in
Figure 36. The absence of facilitation at a lower contrast level is observed for
DL as well.
The sharp acceleration of the binocular response at contrast values
greater than C = 0 .6 suggests that the high contrast, spatially-tuned stimulus
used here may have been of sufficient strength and specificity to activate
binocular mechanisms of the ambiyope which are usually silent due to abnormal
neural connectivity. The facilitation seen here may indicate that binocular cells
are indeed present in amblyopia, but that they have an abnormally high threshold
to activation.

Comparable contrast functions in normal observers (see Fig. 21,

Chapter III, Section D) also show a rather steep slope within the higher contrast
facilitory regions, but the transition from summation to facilitation is much
more gradual and at lower contrasts than that observed here.
Psychophysical support for a stimulus-tuned activation of a normal
binocular response in amblyopes comes from a recent binocular threshold
investigation by Lema and Blake (1977) who studied binocular summation in
normal and stereoblind humans. These authors found a genercl lack of binocular
summation for their stereoblind observers and concluded that the absence of
binocular summation was due to a reduced population of binocular cells. For one
stereoblind observer, however, evidence for binocular summation was found at
the two highest spatial frequencies tested.

These results led the authors to

further conclude that the reduction of binocular neurons may be selective for
spatial frequency.

Figure 36. Binocular spatial frequency tunings for observer DL
at C = 0.8 (upper traces) and C = 0.4 (lower traces)
at 20 rps under continuous recording conditions.
Each trace was obtained in 20 sec. Dashed line
indicates the physiological noise level.

Spatial Frequency ( c / d e g )
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Because normal suprathreshold binocular interactions are highly specific
to many stimulus determinants (as described in detail above), and because
evidence for such specificity has also been seen for normal threshold binocular
interactions (Blake and Levinson, 1977), we suggest rather a threshold to
activation hypothesis.

That is, the stereoblind observer may well have a full

population of binocular ceils, contrary to previous assumptions, but they may
have become suppressed or deactivated due to the amblyopic process, thus
requiring stimulation of

sufficient and greater

than

normal

strength

for

activation. Once activated, however, the resultant binocular response is normal.
In the case reported by Lema and Blake, the two spatial frequencies which
produced binocular summation in a stereoblind observer may well have contained
the necessary stimulating properties for activation of the binocular mechanism.
Although the threshold to activation hypothesis is a plausible explanation
for the existence of

normal

binocular interactions in amblyopia, another

explanation must be considered.
According to several authors (Duke-Elder and Wybar, 1973; Kirschen,
1978; Thomas, 1978), abnormal visual function, including reduced visual acuity
and contrast sensitivity in amblyopia is generally restricted to central retinal
regions, whereas visual
unaffected.

Ikeda

function

and

Wright

in the peripheral
(1975)

have

retina

confirmed

remains

largely

these

results

neurophysiologically by measuring the visual acuity of lateral geniculate neurons
in kittens raised with surgically-induced convergent strabismus. They found that
LGN cells receiving inputs from the central retina of the amblyopic eye showed
poorer visual acuity than those receiving inputs from the central retina of the
normal eye.

No difference in visual acuity of cells receiving inputs from the
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peripheral retina of the amblyopic and normal eye was found.

In a recent series

of psychophysical dichoptic masking studies by Levi (1979), however, cmblyopes
showed normal spatial frequency-specific binocular interactions for centrally
viewed stimuli, as well as for stimuli viewed in other restricted retinal regions,
including the amblyopic suppression zone.

The binocular Interactions obtained

were not significantly different from those found under the same, stimulus
conditions for normal observers.

These psychophysical results suggest that the

relatively normal electrophysiological binocular interactions reported here for
our amblyopic observers are not due to normal peripheral retina responses
contaminating or suppressing abnormal central retina-evoked responses.

Recent

pilot studies in our laboratory, for example, show no tendency for facilitation to
be restricted to the periphery. Further retinal location, as well as threshold-toactivation investigations are in progress.
section

on

clinical

aspects

of

The overall results presented in this

binocular

interactions

suggest

that

the

electrophysiological assessment of abnormal binocular function for practical
clinical purposes, including diagnosis and treatment monitoring must await the
results of future laboratory research efforts.

CHAPTER IV.
CONCLUSIONS

This detailed exploration of binocular

function using visual evoked

potential recording techniques suggests that the discrepant reports of binocular
interactions in the VEP literature can, in port, be explained by the high degree of
VEP specificity to varying stimulus determinants. The stimulus specificity upon
which the range of binocular interactions is dependent includes spatial frequency,
temporal frequency, contrast and orientation.

During the course of this study,

these four stimulus parameters have been examined in fine detail, but it is
probably that other variables, such as luminance, retinal location, field size, and
the like can also be contributing factors.
Although specificity and narrow tuning of receptive field responses at the
single unit level has been known for several years, the information has not been
properly appreciated by evoked potential investigators.

It appears as though

previous VEP researchers attempting to study binocular interactions have failed
to realize the full potential of macroelectrode recording procedures. A general
lack of stimulus control or inappropriate experimental methodology has led to
the erroneous presumption that evoked potential recordings did not or could not
reflect the specificity found
recordings.

with single cell activity

by

microeiectrode

The results from this report, however, suggest that fine stimulus

tuning techniques may in fact allow recordings from isolated and limited classes
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of specifically tuned cortical neurons, rather than large heterogeneous neural
populations.

Optimization techniques which rely upon fine tuning procedures

here, for example, allowed the identification and study of high degrees of VEP
binocular facilitation. These facilitation results, as well as the VEP specificity
described here, are more akin to single unit specificity than to previous evoked
potential results. It is hoped that the techniques described here will allow the
visual evoked potential to serve as a tool for further human electrophysiological
investigation of stereopsis, fusion and rivalry, both in normal and in clinical
populations.
It is important to realize that the visual evoked potential is but a window
through which we may view the neural mechanisms of the human visual cortex.
The onus is upon the researchers in this field to provide an understanding of these
mechanisms ond to do so with experimental techniques which generate clarifying
facts and new information about how we see.
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