Abstract. Assuming only that the spectra of A and B are disjoint as opposed to the more restrictive assumption previously used, we obtain a bound in all unitarily invariant norms on the solution to the structured Sylvester equation AX − XB = A 1/2 EB 1/2 . This bound is the first of its kind in all unitarily invariant norms under only the disjointedness assumption. An application of the bound to the relative perturbation theory for scaled Hermitian eigenvalue problems is given.
The operator (matrix) equation AX − XB = S, known as the Sylvester equation, appears frequently in the studies of operator theory, stability, and numerical linear algebra; see Bhatia and Rosenthal [6] and references therein for a history of it and its applications. The equation plays a unique role in eigenspace variations as illustrated by Davis and Kahan [7] , where it was shown that the singular values of an associated Sylvester equation are the sines of angles between an eigenspace and its perturbation, and consequently, theorems, now known as the Davis-Kahan sin θ and sin 2θ theorems, were obtained.
Let A and B be Hermitian, and λ( · ) denote the spectrum of a matrix. It can be proved that for the Frobenius norm
|ω − γ|. (1) This holds under the most mild assumption, i.e., λ(A) ∩ λ(B) = ∅ as in Figure 1 . But to derive bounds for other norms, Davis and Kahan [7] imposed a restriction on how λ(A) and λ(B) are relatively distributed; see Figure 2 . With that restriction Davis and Kahan proved that |||X||| ≤ |||S||| /δ (2) for all unitarily invariant norms ||| · ||| [3, 14] , including the spectral (operator) norm
It remained open what kinds of bounds we may have for |||X||| under the situation of Figure 1 until Bhatia, Davis, and McIntosh [4] extended (2) to cover the situation of Figure 1 and proved
(In [4] , the constant π/2 was not given explicitly; see [6] for details.) (a)
Spectrum of A Spectrum of B Interestingly, Li [13] , in creating a relative perturbation theory for eigenvectors (see also [10] ), showed that the sines of angles between an eigenspace and its perturbation are the singular values of an associated structured Sylvester equation AX − XB = S in the sense that S takes one of the following forms:
where E and F are some error matrices. Bounds on the norms of X that are inversely proportional to relative gaps between λ(A) and λ(B) measured by one of
as opposed to the absolute gap δ measured by |ω − γ|, are therefore obtained. (Here A 1/2 can be taken to be any one of A's many square roots. Usually for a positive semidefinite A, it is defined to be the unique square root that is also positive semidefinite.) This was done for the Frobenius norm under the situation of Figure 1 , but for all other unitarily invariant norms, a restriction similar to Figure 3 , either the spectrum of A or that of B has to scatter around the origin. This is for a good reason: the absolute difference is shift invariant while the relative differences are shift varying; see Li [13] for more discussions. For a sample bound, let S = A 1/2 EB 1/2 , then under the condition of Figure 3 ,
A natural question arises: under the condition of Figure 1 , can we have, e.g., for
2 It was proved that
is a metric on the set of real numbers in [12] which also conjectured that it might even be a metric on the set of complex numbers. The conjecture was confirmed by Day [8] for p = ∞ and recently by Barrlund [2] for all 1 ≤ p ≤ ∞. While we are not able to give a complete answer to this question, in this note we shall prove something that is very much like it. However, we have no answers for S being of any other forms in (4). 
and thus the topological equivalence of | ln(ω/γ)| to any of the measures in (5) is easily established. Proof of Theorem 1. Without loss of generality, we may assume that both A and B are positive definite; we can always handle the singular case by the often used continuity argument. Our proof relies on the following inequality:
due to Kosaki [11] ; see [5] for another proof. It follows from the equation
|||E||| ≥ |||(ln A)X − X(ln B)||| .
Now we apply (3), a result of Bhatia, Davis, and McIntosh [4] , to complete the proof. Now let us briefly discuss how Theorem 1 can be applied to the relative perturbation theory. From now on, we shall assume A = S * HS is an n × n matrix, perturbed to A = S * HS, where S is a scaling matrix and usually diagonal. But this is not necessary to the theorem below. S * is the complex conjugate transpose of S. The elements of S can vary wildly. H is nonsingular and usually better conditioned than A itself. Set ∆H def = H − H, and assume H −1 2 ∆H 2 < 1. Let A and A admit eigendecompositions (10)
are unitary, and
Notice that
= BD, where Pre-and post-multiply the equations by U * 2 and U 1 , respectively, to get
a structured Sylvester equation for U *
