A generalization of functional law of the iterated logarithm for (r,p)-capacities on the Wiener space  by Wang, Wensheng
Stochastic Processes and their Applications 96 (2001) 1–16
www.elsevier.com/locate/spa
A generalization of functional law of the iterated logarithm
for (r; p)-capacities on the Wiener space
Wensheng Wanga;b; 1
aDepartment of Mathematics, Zhejiang University, Hangzhou 310028, People’s Republic of China
bDepartment of Mathematics, Hangzhou Teachers College, Hangzhou 310012,
People’s Republic of China
Received 29 November 1999; received in revised form 8 October 2000; accepted 11 November 2000
Abstract
In this paper, we obtain a sharpening of the functional modulus of continuity and large in-
crements in terms of (r; p)-capacities on the Wiener space. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction and results
Let (B;H; ) be an abstract Wiener space. The capacity is a set function on B
with the property that it sometimes takes positive values even for -null sets, while
a set of capacity zero has always -measure zero. Therefore, an interesting, and often
important problem is to 8nd out what property holds not only almost everywhere but
also quasi-everywhere; namely except on a set of capacity zero. Many basic properties
of Wiener processes such as L;evy’s Ho˝lder continuity, the functional law of iterated
logarithm, the modulus of non-di?erentiability, the large (or small) increments and so
forth have been shown that they hold quasi-everywhere by Fukuskima (1984), Takeda
(1984) and Yoshida (1993). In this paper, we take up this problem in connection
with the functional modulus of continuity and large increments. We generalize the
Strassen-type functional law of the iterated logarithm in terms of (r; p)-capacities (see
Yoshida, 1993).
Notation. We shall use standard notation and concepts in di?erential and integral calcu-
lus on the abstract Wiener space (B;H; ) (see, Ikeda and Watanabe, 1989;
Watanabe, 1984), including the H -derivative D; its adjoint D∗ and the Ornstein–
Uhlenbeck operator L = −D∗D: For 16p¡∞ and r¿0; the Sobolev space Dr;p
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is de8ned by
Dr;p = (1− L)−r=2Lp
and the norm ‖ · ‖r;p on Dr;p by
‖F‖r;p = ‖(1− L)r=2F‖p;
where, Lp denotes the Lp-space of real-valued functions on (B; ) and ‖ · ‖p its norm.
Then, for an open set O⊂B; the (r; p)-capacity is de8ned by
Cr;p(O) = inf{‖F‖pr;p; F ∈ Dr;p; F¿1 -a:e: on O}
and for any set A; by
Cr;p(A) = inf{Cr;p(O); O is open and O⊃A}:
For basic properties of the capacity, see Fukuskima (1984).
Let F :B → R be a Borel function which represents an element MF in Lp: We set
(TtF) (z) =
∫
B
F(e−tz +
√
1− e−2ty) dy:
The TtF is a quasi-continuous version of etL MF; where (etL)t¿0 is the Ornstein–Uhlenbeck
semigroup acting on Lp.
We shall consider the following classical Wiener space (Wd; H; W ) (see Deuschel
and Stroock, 1989, pp. 8–25):
Wd:=
{
w ∈ C([0;∞); Rd); w(0) = 0; lim
t→∞ ‖w(t)‖=t = 0
}
;
‖w‖W = sup
t¿0
‖w(t)‖
1 + t
;
H :=
{
h ∈ Wd; h(t) =
∫ t
0
h˙(s) ds where h˙ ∈ L2([0;∞); Rd)
}
|h|H = ‖h˙‖L2([0;∞); Rd)
and
W := the Wiener measure on Wd;
where ‖ ·‖ is the usual norm in Rd. b(t)=b(t; w) will denote the tth coordinate of w ∈
Wd. “Cr;p-q:e:” means “except on a set of Cr;p-capacity 0”. Under the Wiener measure
W ; b(t) is a d-dimensional standard Wiener process. We set K = {h ∈ H ; I(h)61=2};
where
I(h) =
{
|h|2H =2 if h ∈ H;
∞ otherwise: (1.1)
Yoshida (1993) proved the functional law of the iterated logarithm in terms of
(r; p)-capacities, who asserted that,
lim
T→∞
inf
 ∈K
‖(2T log log T )−1=2b(T ·)−  (·)‖W = 0 Cr;p-q:e: (1.2)
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and, for each  ∈ K;
lim inf
T→∞
‖(2T log log T )−1=2b(T ·)−  (·)‖W = 0 Cr;p-q:e: (1.3)
Our main results are Theorems 1.1 and 1.2, which state that the functional modulus
of continuity and large increments hold not only for W -a:s: but also for the sense
of Cr;p-q:e:; respectively. Theorems 1.1 and 1.2 below are the extensions of Theorem
2:3:1 of Chen (1998), Theorem 1 of Mueller (1981) and Theorems 1 and 2 of R;ev;esz
(1979) in terms of capacity. Introduce the following notations:
Mt;h(x) = (Mt;hw)(x) =
b(t + hx; w)− b(t; w)√
2h log h−1
; x¿0; 06t61− h;
&T = {2aT (log(Ta−1T ) + log log T )}−1=2; (1.4)
Yt;T (x) = (Yt;Tw)(x) = &T (b(t + aT x; w)− b(t; w)); x¿0; 06t6T − aT ;
where aT is a positive function of T . De8ne the set
Vh := {Mt;h ∈ Wd; 06t61− h}:
The main results are as follows:
Theorem 1.1. Let (r; p) ∈ [0;∞)× (1;∞). Then; for any )¿ 0; with Cr;p-q:e:; there
exists a h0 = h0()) such that
Vh⊂K) (1.5)
and
K ⊂V )h (1.6)
if h6h0; where the following notation is used:
E) :=
{
+ ∈ Wd: inf
g∈E
‖+− g‖W ¡)
}
:
An equivalent result is the following:
Theorem 1.1*. For (r; p) ∈ [0;∞)× (1;∞);
lim
h→0
sup
06t61−h
inf
 ∈K
‖Mt;h −  ‖W = 0; Cr;p-q:e:; (1.7)
and; for each  ∈ K;
lim
h→0
inf
06t61−h
‖Mt;h −  ‖W = 0; Cr;p-q:e: (1.8)
Corollary 1.1. Let (r; p) ∈ [0;∞)× (1;∞): Then
lim
h→0
sup
06t61−h
-(Mt;h) = sup
 ∈K
-( ); Cr;p-q:e: (1.9)
for any continuous function - :Wd → R. In particular; the d-dimensional Wiener
process has the following L:evy’s modulus of continuity:
lim
h→0
sup
06t61−h
‖b(t + h)− b(t)‖√
2h log h−1
= 1; Cr;p-q:e: (1.10)
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Theorem 1.2. Let aT (0¡aT6T ) be a positive function of T for which (i) aT and
Ta−1T are monotonically non-decreasing.
Then; for (r; p) ∈ [0;∞)× (1;∞);
lim
T→∞
sup
06t6T−aT
inf
 ∈K
‖Yt;T −  ‖W = 0; Cr;p-q:e: (1.11)
and; for each  ∈ K;
lim inf
T→∞
inf
06t6T−aT
‖Yt;T −  ‖W = 0; Cr;p-q:e: (1.12)
If we also assume that aT satis;es condition
(ii) lim
T→∞
log(Ta−1T )
log log T
=∞;
then (1:12) can be replaced by ( for each  ∈ K);
lim
T→∞
inf
06t6T−aT
‖Yt;T −  ‖W = 0; Cr;p-q:e: (1.13)
From this theorem, let us mention that it says that except on a slim set:
(a) For all T big enough and for every 06t6T − aT the function Yt;T (x) (x¿0) can
be approximated by a suitable element  (x) ∈ K ;
(b) For any  (x) ∈ K (x¿0); there exist in8nitely many T and a 06t6T − aT such
that Yt;T (x) will approximate the given  (x).
If we also assume that aT satis8es the condition (ii), then the statement in (b) can
be replaced by:
(c) For all T big enough and for any  (x) ∈ K (x¿0) there exists a 06t6T such
that Yt;T (x) will approximate the given  (x).
Remark 1.1. If aT =T , then Theorem 1.2 implies Theorem 4:1 of Yoshida (1993) (or
see (1.2) and (1.3) above).
Corollary 1.2. Let (r; p) ∈ [0;∞)× (1;∞). Then
lim sup
T→∞
sup
06t6T−aT
-(Yt;T ) = sup
 ∈K
-( ); Cr;p-q:e: (1.14)
for any continuous function - :Wd → R. If we also assume that condition (ii) is
satis;ed; then “lim sup” on the left-hand side of (1:14) can be replaced by “lim”.
In particular; the d-dimensional Wiener process has the following large increments
property:
lim sup
T→∞
sup
06t6T−aT
&T‖b(t + aT )− b(t)‖= 1; Cr;p-q:e: (1.15)
If we also assume that condition (ii) is satis;ed; then “lim sup” on the left-hand side
of (1:15) can be replaced by “lim”.
Remark 1.2. The modulus of continuity and the large increment results of the d-
dimensional Wiener processes were established by CsTorgo˝ and Shao (1993,
Theorem 5:1) for W -a.s. Here (1.10) and (1.15) show that they hold also in the
sense of Cr;p-q.e.
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2. Proofs
The proofs of the theorems need some lemmas.
The following lemma is due to Yoshida (1993).
Lemma 2.1. Let (B;H; ) be the abstract Wiener space. Let {S)})¿0 be a family of
bijective; continuous linear operators on B such that
(S−1) A) = ()
−1=2A)
for all Borel subset A⊂B and )¿ 0. Then; for any A⊂B and (r; p) ∈ [0;∞)×(1;∞);
it holds that
− inf
A0
I6 lim inf
)↓0
) logCr;p(S−1) A)6 lim sup
)↓0
) logCr;p(S−1) A)6− infMA I; (2.1)
where the function I :B → [0;∞] is de;ned as in (1:1).
In what follows, c(· · ·) or c::: stands for a positive constant which may di?er from
line to line as far as it depends only on the quantities indicated in “ · · · ”.
Lemma 2.2. Let (B;H; ) be the abstract Wiener space. Let 16q0 ∈ Z and q1; q2 ∈
(1;∞) be given so that 1=pq0 = 1=q1 + 1=q2. Then; there exists a constant c =
c(q0; p; q1)¿ 0 such that for any 0 ∈ (0; 1);
Cq0 ;p
(
n⋂
i=1
{z; ai ¡F∼i (z)¡bi}
)1=p
6c(n=0)q0
(
1 + max
16i6n
‖Fi‖q0 ;q1
)q0

(
n⋂
i=1
{z; ai − 0¡Fi(z)¡bi + 0}
)1=q2
;
(2.2)
for any Fi ∈ Dq0 ; q1 and −∞¡ai ¡bi ¡∞; where F∼i denotes a quasi-continuous
modi;cation of Fi (see; Fukuskima and Kaneko, 1985; Mallianvin, 1982).
Proof. It is Proposition 3:1 of Yoshida (1993).
Lemma 2.3. Let q0; p; q1; q2 be as in Lemma 2:2; (Wd;H; W ) be the classical Wiener
space in Rd and b(t) = b(t; w) be the tth coordinate of w ∈ Wd. For any  ∈ K; and
any number k¿3; we de;ne
F˜
(i)
) (b) = sup
1=k6s6k
1
1 + s
‖)(b(ti + shi)− b(ti))=
√
hi −  (s)‖;
where −∞¡ti ¡∞; hi ¿ 0; i = 1; 2; : : : ; n; and )¿ 0: Then; there exists c= c
(q0; k; p; q1; d;  ) such that for any 0 ∈ (0; 1] and ) ∈ (0; 1];
Cq0 ;p
(
n⋂
i=1
{z; ai ¡ F˜ (i)) (z)¡bi}
)1=p
6c0−2q
2
0−q0nq0W
(
n⋂
i=1
{z; ai − 0¡ F˜ (i)) (z)¡bi + 0}
)1=q2
: (2.3)
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Proof. For any w ∈ Wd; put |w|k =sup1=k6s6k ‖w(s)‖=(1+ s): Note that for any q¿ 0,
each F˜
(i)
) ()¿ 0; i=1; : : : ; n) represents an element in L
q with the following estimate:
‖F˜ (i)) ‖q6)‖| · |k‖q + | |k6cq(1 + | |k):
We see that each TtF˜
(i)
) (t ¿ 0; )¿ 0; i=1; : : : ; n) represents an element in
⋂∞
l=1D
l;q
with the following estimate:
‖TtF˜ (i)) ‖2q0 ;q1 = et‖(1− L)q0e−t(1−L)F˜
(i)
) ‖q1
6 c1et t−q0‖F˜ (i)) ‖q1 ; c1 = c1(q0; q1)¿ 0:
By the de8nition of F˜
(i)
) ; we have
F˜
(i)
) (e
−tz +
√
1− e−2ty)6 e−t F˜ (i)) (z) +
√
1− e−2t F˜ (i)) (y)
+ (e−t +
√
1− e−2t − 1)| |k
and so
TtF˜
(i)
) (z) =
∫
Wd
F˜
(i)
) (e
−tz +
√
1− e−2ty)W dy
6 e−t F˜
(i)
) (z) +
√
1− e−2t‖F˜ (i)) ‖q + (e−t +
√
1− e−2t − 1)| |k
6 e−t F˜
(i)
) (z) + cp;d
√
1− e−2t(1 + | |k)
6 e−t F˜
(i)
) (z) + cp;d;k;  
√
1− e−2t :
Similarly,
TtF˜
(i)
) (z)¿e
−t F˜
(i)
) (z)− cp;d;k;  
√
1− e−2t :
Hence, by applying Lemma 2.2, we obtain
Cq0 ;p
(
n⋂
i=1
{z; ai ¡ F˜ (i)) (z)¡bi}
)1=p
6Cq0 ;p
(
n⋂
i=1
{z; e−tai − cp;d;k;  
√
1− e−2t ¡TtF˜ (i)) (z)
¡ e−tbi + cp;d;k;  
√
1− e−2t}
)1=p
6c0
(
2n
0e−t
)q0 (
1 + max
16i6n
‖TtF˜ (i)) ‖q0 ;q1
)q0
W
(
n⋂
i=1
{
z; e−tai − cp;d;k;  
√
1− e−2t − 0
2
e−t ¡ TtF˜
(i)
) (z)
¡ e−tbi + cp;d;k;  
√
1− e−2t + 0
2
e−t
})1=q2
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6c0
(
etn
0
)q0
(et t−q0 + 1)q0
(
1 + max
16i6n
‖F˜ (i)) ‖q1
)q0
W
(
n⋂
i=1
{
z; ai − 2cp;d;k;  
√
e2t − 1− 0
2
¡F˜
(i)
) (z)
¡bi + 2cp;d;k;  
√
e2t − 1 + 0
2
})1=q2
;
where c0 = c0(q0; p; q1)¿ 0: Let 2cp;d;k;  
√
e2t − 1 = 0=2, namely, t = 12 log
(1+(0=4cp;d;k;  )2). Noting that for any A¿0; there exists CA¿0; such that CA6log(1+
x)=x61 for x ∈ (0; A]; we obtain (2.3), and complete the proof of Lemma 2.3.
Remark 2.1. It is easy to 8nd that (2.3) is also true if we replace F˜
(i)
) by
G˜
(i)
) (b) := minAi6l6Bi
sup
1=k6s6k
1
1 + s
‖)(b(tl(i) + shi)− b(tl(i)))=
√
hi −  (s)‖;
where −∞¡tl(i)¡∞; Ai ¿ 0; Bi ¿ 0; hi ¿ 0; i = 1; 2; : : : ; n; )¿ 0; k¿3, and
 ∈ K .
Lemma 2.4. Let (Wd;H; W ) be the classical Wiener space in Rd; and b(t) = b(t; w)
be the t-th coordinate of w ∈ Wd: Then; for all closed subset F ⊂Wd; it holds that
lim sup
)↓0
)
{
logCr;p
( ⋃
06t6T−h
{√
)
h
(b(t + h·)− b(t)) ∈ F
})
+ log
h
T
}
6− inf
F
I (2.4)
for every T ¿ 0 and 0¡h6T; where the function I :Wd → [0;∞] is given by (1:1).
Proof. Fix an integer j¿3. For any positive number t, let tj := h[t · 2j=h]=2j. For any
0¿ 0; let
F0 :=
{
w ∈ Wd; inf
+∈F
‖w − +‖W ¡0
}
: (2.5)
We write
Cr;p
( ⋃
06t6T−h
{√
)
h
(b(t + h·)− b(t)) ∈ F
})
6Cr;p
( ⋃
06t6T−h
{√
)
h
(b(tj + h·)− b(tj)) ∈ F0
})
+2Cr;p
( ⋃
06t6T−h
{√
)
h
‖b(t + h·)− b(tj + h·)‖W¿02
})
= : I1 + I2: (2.6)
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Put tj(l) := lh=2j; l¿1: By the countable subadditivity of (r; p)-capacity (see
Fukuskima, 1984), we get
I16Cr;p

 ⋃
16l6[2jTh−1]+1
⋃
tj(l−1)6t¡tj(l)
{√
)
h
(b(tj + h·)− b(tj)) ∈ F0
}
6
[2jTh−1]+1∑
l=1
Cr;p
(√
)
h
(b(tj(l− 1) + h·)− b(tj(l− 1))) ∈ F0
)
: (2.7)
For each l¿1; put (6j;lw)(x) :=
√
()=h)(b(tj(l − 1) + hx; w) − b(tj(l − 1); w)); x¿0.
Note that 6j;l :Wd → Wd is bijective continuous linear mapping with the property:
W (6−1j; l dw)=
W ()1=2dw). Thus, we can apply Lemma 2.1 to 6j;l: Therefore, by (2.7)
and Lemma 2.1, we can get
lim sup
)↓0
)
(
log I1 + log
h
T
)
6− inf
F20
I: (2.8)
Put
7)(b) := sup
tj(l−1)6t¡tj(l)
√
)
h
‖b(t + h·)− b(tj(l− 1) + h·)‖W :
Noting that 7)(b) ∈ Lq for any q¿ 0; we can see that (2.3) is true if we replace F˜ (i))
by 7). Therefore, we get (by (2.3) with ai ≡ 0=2, bi ↑ ∞)
I26 2
[2jTh−1]+1∑
l=1
Cr;p
(
sup
tj(l−1)6t¡tj(l)
√
)
h
‖b(t + h·)− b(tj(l− 1) + h·)‖W¿02
)
6 c
[2jTh−1]+1∑
l=1
0−2p([r]+1)
2−p([r]+1)
W
(
sup
tj(l−1)6t¡tj(l)
√
)
h
‖b(t + h·)− b(tj(l− 1) + h·)‖W¿04
)p=q2
=
cT
h
0−2p([r]+1)
2−p([r]+1)W
(
sup
06t¡2−j
‖b(t + ·)− b(·)‖W¿ 04√)
)p=q2
6
cT
h
0−2p([r]+1)
2−p([r]+1)W
(
sup
06t¡2−j
sup
x∈[1=x0 ;x0]
‖b(t + x)− b(x)‖
1 + x
¿
0
8
√
)
)p=q2
(where x0 ¿ 0 is a suWciently large number)
6
cT
h
0−2p([r]+1)
2−p([r]+1)W
(
sup
06t¡2−j
sup
x∈[0;x0]
‖b(t + x)− b(x)‖¿ 0
8
√
)
)p=q2
6
cT
h
0−2p([r]+1)
2−p([r]+1)2jx0 exp
{
− 0
22j
128)
}
; (2.9)
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where in obtaining the last inequality we used the following basic inequality (see, e.g.,
Cs;aki et al., 1992):
W
(
sup
06s6T ′−h′
sup
06t6h′
‖b(s+ t)− b(s)‖¿x
√
h′
)
6
cT ′
h′
exp
{
− x
2
2 + 
}
for every T ′¿ 0; 0¡h′6T ′ and any ¿ 0; x¿ 0: Here, and in the sequel, c stands
a positive constant, whose value is irrelevant.
By (2.9), we get
lim sup
)↓0
)
(
log I2 + log
h
T
)
6− 0
22j
128)
: (2.10)
By (2.6), (2.8) and (2.10), we get
lim sup
)↓0
)
(
log(I1 + I2) + log
h
T
)
6
(
lim sup
)↓0
) log
(
I1
h
T
))
∨
(
lim sup
)↓0
) log
(
I2
h
T
))
6
(
− inf
F20
I
)
∨
(
− 0
22j
128)
)
6− inf
F20
I (2.11)
for j large enough, where a ∨ b=max{a; b}:
Letting 0 → 0; we get (2.4) from (2.11), and complete the proof of Lemma 2.4.
With the above lemmas, we can now prove our main theorems.
Proofs of Theorems 1.1 and 1:1∗. For any # ∈ (1; 2) and integer n¿1, let hn :=#−n.
First of all, we show that
lim
n→∞ sup06t61−hn+1
inf
 ∈K
‖Mt;hn+1 −  ‖W = 0 Cr;p-q:e: (2.12)
For any )¿ 0 and 0¡¡ 1; by Lemma 2.4,
Cr;p
(
sup
06t61−hn+1
inf
 ∈K
‖Mt;hn+1 −  ‖W¿)
)
6Cr;p

 ⋃
06t61−hn+1
{Mt;hn+1(·) ∈ (K))comp}


6
c
hn+1
exp
{
−2(1− ) inf
 ∈(K))comp
I( ) log h−1n+1
}
6 c#−(2(1−) inf  ∈(K))comp I( )−1)n
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for n large enough, where (K))comp is the complement of K) and K) is de8ned as in
(2.5). Take  small enough such that
9 := 2(1− ) inf
 ∈(K))comp
I( )¿ 1:
Therefore, by the 8rst Borel–Cantelli lemma (see Fukuskima, 1984), we get (2.12).
For all h ∈ (0; 1); there exists an integer n such that hn+16h6hn. Let :h :=
(2h log h−1)−1=2. Then we have
sup
06t61−h
inf
 ∈K
‖Mt;h −  ‖W
6 sup
06t61−hn+1
inf
 ∈K
‖Mt;hn+1 −  ‖W
+ sup
hn+16h6hn
sup
06t61−hn+1
:−1hn+1:h
∥∥∥∥Mt;hn+1
(
h
hn+1
·
)
−Mt;hn+1(·)
∥∥∥∥
W
+ sup
hn+16h6hn
sup
06t61−hn+1
|:−1hn+1:h − 1| ‖Mt;hn+1‖W
= : J (n)1 + sup
hn+16h6hn
J (n)2; h + sup
hn+16h6hn
J (n)3; h= : J
(n)
1 + J
(n)
2 + J
(n)
3 : (2.13)
It follows from (2.12) that
Cr;p
(
lim
n→∞ J
(n)
1 ¿ 0
)
= 0: (2.14)
Since ‖ ‖W61 and∥∥∥∥ 
(
h
hn+1
·
)
−  (·)
∥∥∥∥
W
6
(
h
hn+1
− 1
)1=2
6(#− 1)1=2
for all  ∈ K; we see that sup06t61−hn+1‖Mt;hn+1‖W62 and
sup
06t61−hn+1
∥∥∥∥Mt;hn+1
(
h
hn+1
·
)
−Mt;hn+1(·)
∥∥∥∥
W
64
(
h
hn+1
− 1
)1=2
64(#− 1)1=2
for n large enough. Combining these, we can conclude that
Cr;p
(
lim
n→∞{J
(n)
2 + J
(n)
3 }¿ 0
)
= 0 (2.15)
since # ∈ (1; 2) is arbitrary. Therefore,
Cr;p
(
lim
n→∞{J
(n)
1 + J
(n)
2 + J
(n)
3 }¿ 0
)
6Cr;p
(
lim
n→∞ J
(n)
1 ¿ 0
)
+ Cr;p
(
lim
n→∞{J
(n)
2 + J
(n)
3 }¿ 0
)
= 0; (2.16)
which implies that (1.7) holds.
Next, we show that (1.8) holds for each  ∈ K .
Set < := {w; limh→0 sup06t61−h inf  ∈K‖Mt;hw −  ‖W = 0}. We now know that
Cr;p(<) = 1. Note that for any w ∈ < and  ∈ K ,
lim
k→∞
sup
h61
sup
06t61−h
sup
x∨(1=x)¿k
1
1 + x
(‖Mt;h(x)‖+ ‖ (x)‖) = 0: (2.17)
W. Wang / Stochastic Processes and their Applications 96 (2001) 1–16 11
Thus, for proving (1.8), it is enough to show that for each k¿3 and  ∈ K;
lim
h→0
inf
06t61−h
sup
x∈[1=k; k]
1
1 + x
‖Mt;h(x)−  (x)‖= 0; Cr;p-q:e: (2.18)
For any # ∈ (1; 2); let hn :=#−n; n¿1: Let ti := ikhn; i=1; : : : ; =hn := [k−1h−1n ]; k¿3:
At 8rst, we show that for each k¿3 and  ∈ K;
lim
n→∞ min06i6=hn
sup
x∈[1=k; k]
1
1 + x
‖Mti;hn(x)−  (x)‖= 0; Cr;p-q:e: (2.19)
To prove (2.19), we let q0 = [r] + 1; q1; q2 ∈ [1;∞) such that 1=pq0 = 1=q1 + 1=q2 in
Lemma 2.3. For any 0¡)¡ 1; by applying Lemma 2.3 with ai ≡ 2); bi↑∞ we get
Cr;p
(
min
06i6=hn
sup
x∈[1=k; k]
1
1 + x
‖Mti;hn(x)−  (x)‖¿2)
)
6c(=hn + 1)
p([r]+1)W
(
min
06i6=hn
sup
x∈[1=k; k]
1
1+x
‖Mti;hn(x)− (x)‖¿)
)p=q2
6c(=hn+1)
p([r]+1)
(
1−W
(
sup
x∈[1=k; k]
1
1+x
‖M0; hn(x)− (x)‖¡)
))p(=hn+1)=q2
6c(=hn + 1)
p([r]+1)(1− W (‖M0; hn −  ‖W ¡)))p(=hn+1)=q2 : (2.20)
Put 0(#; n) := (2 log h−1n )
−1 and
O( ; )) := {w ∈ Wd; ‖w −  ‖W ¡)}: (2.21)
Since | |H61=2; we have infO( ; )) I ¡ 1=2: Therefore, by Lemma 2.1,
lim inf
n→∞ 0(#; n) log 
W (‖M0; hn −  ‖W ¡))
= lim inf
n→∞ 0(#; n) log 
W (0(#; n)−1=2O( ; )))
¿− inf
O( ; ))
I ¿− 1=2;
which implies that there exist a ∈ (0; 1) and n0 ¿ 0; such that
W (‖M0; hn −  ‖W ¡))¿exp
{
− a
20(#; n)
}
for n¿n0: (2.22)
Thus, the right-hand side of (2.20) is not greater than
c(=hn + 1)
p([r]+1)
(
1− exp
{
− a
20(#; n)
})p(=hn+1)=q2
6c#p([r]+1)n exp{−c#(1−a)n}:
Therefore, the sum (2.20) is 8nite. By the 8rst Borel–Cantelli lemma (see Fukuskima,
1984), we obtain (2.19).
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For all h ∈ (0; 1); there exists an integer n such that hn+16h6hn. Then, for each
 ∈ K and k¿3;
inf
06t61−h
sup
x∈[1=k; k]
1
1 + x
‖Mt;h(x)−  (x)‖
6 min
06i6=hn
sup
x∈[1=k; k]
1
1 + x
‖Mti;hn(x)−  (x)‖+ sup
hn+16h6hn
(J (n−1)2; h + J
(n−1)
3; h )
=:J (n)4 + J
(n)
5 ; (2.23)
where J (n−1)2; h and J
(n−1)
3; h are de8ned as in (2.13).
It follows from (2.19) that
Cr;p
(
lim
n→∞ J
(n)
4 ¿ 0
)
= 0: (2.24)
Similar to the arguments for J (n)2 and J
(n)
3 ; it is easy to show that
Cr;p
(
lim
n→∞ J
(n)
5 ¿ 0
)
= 0: (2.25)
Combining (2.23)–(2.25), we obtain (2.18) and complete the proof of (1.8). Therefore,
the proof of Theorem 1.1∗ is completed. It implies completing the proof of Theorem
1.1.
Proof of Theorem 1.2. The proof of (1.11), which is very similar to that of (1.7), is
omitted.
Now we show that for each  ∈ K; (1.12) holds. By similar to the argument of
(2.17), it is enough to show that for each k¿3 and  ∈ K;
lim inf
T→∞
inf
06t6T−aT
sup
x∈[1=k; k]
1
1 + x
‖Yt;T (x)−  (x)‖= 0; Cr;p-q:e: (2.26)
At 8rst, we show that (2.26) holds for the case of aT =T → =¡ 1=k; T →∞:
For any # ∈ (1; 2), let Tn := en# ; n¿1. Let ti := ikaTn ; i¿1; p(1)Tn := [Tn−1=(kaTn)] and
p(2)Tn := [Tn=(kaTn)]: Then, it suWces to show that for each k¿3 and  ∈ K;
lim
n→∞ minp(1)Tn6i6p
(2)
Tn
sup
x∈[1=k; k]
1
1 + x
‖Yti;Tn(x)−  (x)‖= 0; Cr;p-q:e: (2.27)
Now we show (2.27). For any ) ∈ (0; 1); put
U (t)k;n; ) :=
{
sup
x∈[1=k; k]
1
1 + x
‖Yt;Tn(x)−  (x)‖¿)
}
and
U∼k;n; ) :=


⋂
p(1)Tn6i6p
(2)
Tn
U (ti)k;n; )

 :
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Since {U∼k;n; )}∞n=1 and {U (ti)k;n; )}
p(2)Tn
i=p(1)Tn
are two independent sequences, by applying
Remark 2.1 with ai ≡ 2); bi ↑ ∞; we get
Cr;p
(
M⋂
n=m
U∼k;n;2)
)
6 cM ([r]+1)pW
(
M⋂
n=m
U∼k;n; )
)p=q2
= cM ([r]+1)p
{
M∏
n=m
W (U∼k;n; ))
}p=q2
= cM ([r]+1)p


M∏
n=m
p(2)Tn∏
i=p(1)Tn
W (U (ti)k;n; ))


p=q2
= cM ([r]+1)p


M∏
n=m
p(2)Tn∏
i=p(1)Tn
(1− W ((U (ti)k;n; ))comp))


p=q2
6 cM ([r]+1)p exp
{
− p
q2
M∑
n=m
(p(2)Tn − p
(1)
Tn )
W ((U (0)k;n; ))
comp)
}
:
(2.28)
Similar to the argument of (2.22), we get that the right-hand side of (2.28) is not
greater than
cM ([r]+1)p exp
{
− p
q2
M∑
n=m
Tn − Tn−1
kaTn
exp{−a(log(Tna−1Tn ) + log log Tn)}
}
(where a ∈ (0; 1): Noting that (Tn − Tn−1)=(kaTn) ∼ Tn=(kaTn)
for n large enough)
6cM ([r]+1)p exp
{
−c
M∑
n=m
(
Tn
kaTn
)1−a
(log Tn)−a
}
6cM ([r]+1)p exp
{
−c
M∑
n=m
n−a#
}
6cM ([r]+1)p exp{−c(M 1−a# − m1−a#)}: (2.29)
Take # ∈ (1; 2) small enough such that a#¡ 1: By (2.28) and (2.29) we have
Cr;p
( ∞⋃
m=1
∞⋂
n=m
U∼k;n;2)
)
= lim
m↑∞
Cr;p
( ∞⋂
n=m
U∼k;n;2)
)
6 lim sup
m↑∞
lim inf
M↑∞
Cr;p
(
M⋂
n=m
U∼k;n;2)
)
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6 c lim sup
m↑∞
lim inf
M↑∞
Mp([r]+1) exp{−c(M 1−a# − m1−a#)}
= 0; (2.30)
which implies that (2.27) holds. Therefore, (2.26) holds for the case of aT =T →
=¡ 1=k; T →∞:
Next, we show that (2.26) holds for the case of aT =T → =¿1=k; T →∞:
If ==1, by the functional law of the iterated logarithm (see (1.2) and (1.3)), (2.26)
holds. Therefore, it suWces to consider the case 1=k6=¡ 1.
For any # ∈ (1; 2); let Tn := en# ; n¿1: Then Tn+1 − aTn+1¿Tn + (k − 1)aTn : Note
that {U (Tn−aTn )k;n; ) }∞n=1 is an independent sequence. Following the lines of the arguments
of (2.28) and (2.29) we get
Cr;p
( ∞⋂
n=m
U (Tn−aTn )k;n;2)
)
6 cM ([r]+1)pW
(
M⋂
n=m
U (Tn−aTn )k;n; )
)p=q2
6 cM ([r]+1)p exp
{
−c
M∑
n=m
(
aTn
Tn log Tn
)a}
6 cM ([r]+1)p exp
{
−c
M∑
n=m
n−a#
}
6 cM ([r]+1)p exp{−c(M 1−a# − m1−a#)}
for some a ∈ (0; 1): Take # ∈ (1; 2) small enough such that a#¡ 1: Similar to the
argument of (2.30) we get (2.26) for the case of 1=k6=¡ 1: This completes the proof
of (2.26). Therefore, (1.12) holds.
Now we show (1.13). It is enough to show that for each k¿3 and  ∈ K;
lim
T→∞
inf
06t6T−aT
sup
x∈[1=k; k]
1
1 + x
‖Yt;T (x)−  (x)‖= 0; Cr;p-q:e: (2.31)
Choose the sequence Tn such that Tna−1Tn =n; and put ti := ikaTn+1 ; i=1; 2; : : : ; pTn :=
[Tn=(kaTn+1)]: Similar to the proof of (2.19), we can show that
lim
n→∞ min06i6pTn
sup
x∈[1=k; k]
1
1 + x
‖Yti;Tn(x)−  (x)‖= 0; Cr;p-q:e: (2.32)
Let
log(Ta−1T )
log log T
= @(T );
and recall that @(T )↑∞ by condition (ii). Then Tn = exp{n1=@(Tn)}: It is easy to verify
that (also by condition (i)),
16
aTn+1
aTn
6
Tn+1
Tn
6exp{n1=@(Tn)=n} → 1 as n →∞: (2.33)
For all T¿3, there exists integer n such that Tn6T6Tn+1. Then,
inf
06t6T−aT
sup
x∈[1=k; k]
1
1 + x
‖Yt;T (x)−  (x)‖
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6 min
06i6pTn
sup
x∈[1=k; k]
1
1 + x
‖Yti;Tn(x)−  (x)‖
+ sup
Tn6T6Tn+1
sup
06t6Tn+1−aTn+1
{&−1Tn &T‖Yt;Tn(a−1Tn aT ·)− Yt;Tn(·)‖W
+ |&−1Tn &T − 1| ‖Yt;Tn‖W}
=: J (n)6 + J
(n)
7 : (2.34)
It follows from (2.32) that
Cr;p
(
lim
n→∞ J
(n)
6 ¿ 0
)
= 0: (2.35)
Similar to the arguments for J (n)2 and J
(n)
3 , by (2.33) it is easy to see that
Cr;p
(
lim
n→∞ J
(n)
7 ¿ 0
)
= 0: (2.36)
Combining (2.34)–(2.36), we get (2.31) and complete the proof of (1.13).
The proof of Theorem 1.2 is now completed.
Proofs of Corollaries 1.1 and 1.2. The proofs are similar to that of Corollary 4:3
of Yoshida (1993), then omitted. Therefore, the proofs of Corollaries 1.1 and 1.2 are
completed.
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