The Finite-time Ruin Probabilities of a Bidimensional risk model with
  Constant Interest Force and correlated Brownian Motions by Yin, Chuancun et al.
ar
X
iv
:1
31
0.
79
95
v1
  [
ma
th.
PR
]  
30
 O
ct 
20
13
The Finite-time Ruin Probabilities of a
Bidimensional risk model with Constant Interest
Force and correlated Brownian Motions
Chuancun Yin ∗
School of Mathematical Sciences, Qufu Normal University
Shandong 273165, China
ccyin@mail.qfnu.edu.cn
Kam C. Yuen
Department of Statistics and Actuarial Science
The University of Hong Kong Pokfulam, Hong Kong, China
kcyuen@hku.hk
Ming Zhou
China Institute for Actuarial Science
Central University of Finance and Economics
39 South College Road, Haidian, Beijing 100081, China
mzhou.act@gmail.com
October 9, 2018
∗Corresponding author.
1
Abstract We follow some recent works to study bidimensional perturbed compound
Poisson risk models with constant interest force and correlated Brownian Motions. Several
asymptotic formulae for three different type of ruin probabilities over a finite-time horizon
are established. Our approach appeals directly to very recent developments in the ruin
theory in the presence of heavy tails of unidimensional risk models and the dependence
theory of stochastic processes and random vectors.
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1 Introduction
Consider a bidimensional insurance risk process perturbed by diffusion, in which the
bidimensional surplus process ~U(t) = (U1(t), U2(t))
τ is described as
Ui(t) = uie
rt +
∫ t
0
er(t−s)dCi(s)−
∫ t
0
er(t−s)dSi(s) + σi
∫ t
0
er(t−s)dBi(s), t ≥ 0, (1.1)
where ~u = (u1, u2)
τ stands for the initial surplus vector, ~C(t) = (C1(t), C2(t))
τ for the
total premium accumulated up to time t, r ≥ 0 for the interest rate, (S1(t), S2(t)) =
(
∑N1(t)
i=1 X1i,
∑N2(t)
i=1 X2i) for the total amount of claims vector up to time t. Here
~Xi =
(X1i, X2i)
τ , i = 1, 2, · · · , denote pairs of claims whose arrival times constitute a counting
process vector { ~N(t), t ≥ 0}, where ~N(t) = (N1(t), N2(t)). The process {Ni(t), t ≥ 0} is a
Poisson process with intensity λi > 0 and { ~Xi, i = 1, 2, · · · } is a sequence of independent
copies of the random pair ~X = (X1, X2)
τ with joint distribution function F (x1, x2) and
marginal distribution functions F1(x1) and F2(x2). All vectors ~Xi’s and ~C consist of
only nonnegative components, ~C(0) = (0, 0)τ . Moreover, each Ci(t) is a nondecreasing
and right-continuous stochastic process. The vector ~B(t) = (B1(t), B2(t))
τ denotes a
standard bidimensional Brownian motion with constant correlation coefficient ρ ∈ [−1, 1],
while σ1 ≥ 0 and σ2 ≥ 0 are constants. The random processes { ~Xi, i = 1, 2, · · · },
{N1(t), t ≥ 0}, {N2(t), t ≥ 0}, {C1(t), t ≥ 0}, {C2(t), t ≥ 0} and { ~B(t), t ≥ 0} are all
mutually independent. To avoid the certainty of ruin in each class, we assume that the
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following safety loading conditions hold when r = 0:
ECi(t)− λiEXi1 > 0, i = 1, 2.
The study of bidimensional or multidimensional insurance risk models has received grow-
ing interest in recent years. Various assumptions have been considered on the claim arrival
processes and the claim amount distributions. See e.g. Chan, Yang, Zhang (2003), Yuen,
Guo and Wu (2006), Li, Liu and Tang (2007), Cai and Li (2007), Avram, Palmowski and
Pistorius (2008a, 2008b) and Chen, Yuen and Ng (2011). Most recent papers see, among
others, Hu and Jiang (2013), Chen, Wang and Wang (2013), Casta˜ner, Claramunt and
Lefe´vre. (2013) and the references therein.
In this paper, as in Chan et al. (2003) and Chen et al. (2011), we consider the
following four types of ruin probabilities: For finite-horizon T > 0, we define
ψmax(~u, T ) = P (Tmax ≤ T |~U(0) = ~u), (1.2)
where
Tmax = inf{t > 0|max{U1(t), U2(t)} < 0};
ψmin(~u, T ) = P (Tmin ≤ T |~U(0) = ~u), (1.3)
where
Tmin = inf{t > 0|min{U1(t), U2(t)} < 0};
and
ψsum(~u, T ) = P (Tsum ≤ T |~U(0) = ~u), (1.4)
where
Tsum = inf{t > 0|U1(t) + U2(t) < 0};
ψand(~u, T ) = P (Tand ≤ T |~U(0) = ~u), (1.5)
where Tand = max{T1, T2} and
Ti = inf{t > 0|Ui(t) < 0 for some 0 ≤ t ≤ T ), i = 1, 2,
with inf ∅ =∞ by convention.
We remark that the probability in (1.2) denotes the probability of ruin occurs that both
U1(t) and U2(t) are below zero at the same time within finite time T > 0, the probability
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in (1.3) denotes the probability of ruin occurs that at last one of {Ui(t), i = 1, 2} is below
zero within finite time T > 0, the probability in (1.4) denotes the probability of ruin
occurs that the total of U1(t) and U2(t) is negative within finite time T > 0, whereas the
probability in (1.5) denotes the probability of ruin occurs that both U1(t) and U2(t) are
below zero, not necessarily at the same time, within finite time T > 0. Tand represents
a more critical time than Tmax and the ruin probability defined by Tsum will be reduced
to that in the unidimensional model. The following relation holds between the four ruin
probabilities defined above:
ψmax(~u, T ) ≤ ψand(~u, T ) ≤ ψmin(~u, T ), ψsum(~u, T ) ≤ ψmin(~u, T ),
and
ψmin(~u, T ) + ψand(~u, T ) = P (T1 ≤ T |U1(0) = u1) + P (T2 ≤ T |U2(0) = u2). (1.6)
The present work is concerned with the finite-time ruin probabilities for several bidi-
mensional risk models. We remark that the extension to multidimensional models is
straightforward but more complicated. The rest of this paper consists of three sections.
In Section 2 we review the related results after briefly introducing some preliminaries
about heavy tailed distributions. We present our main results in Section 3 and prove
them in Section 4.
2 Review of related results
Throughout the paper, all limits relations are for (u1, u2) → (∞,∞) unless stated oth-
erwise. For two positive functions a(·, ·) and b(·, ·), we write a . b if lim sup a/b ≤ 1;
a & b if lim sup a/b ≥ 1; and a ∼ b if both. Denote by F1 ∗ · · · ∗ Fn the convolution of
distributions F1, · · · , Fn and by F
∗n the n-fold convolution of a distribution F .
In this section, we recall various definitions and properties which are useful in our
subsequent analysis. We shall restrict ourselves to the case of heavy-tailed claim size
distributions. A r.v. X or its d.f. F (x) = 1−F (x) satisfying F (x) > 0 for all x ∈ (−∞,∞)
is called heavy-tailed to the right, or simply heavy tailed, if E[eγX ] =∞ for all γ > 0. We
recall here some important classes of heavy-tailed distributions as follows. A distribution
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F is said to be long tailed, written as F ∈ L, if the relation
lim
x→∞
F (x− t)
F (x)
= 1
holds for some (or, equivalently, for all) t > 0. Note that the convergence is uniform over
t in compact intervals. A distribution F on (0,∞) is said to be subexponential (written
as F ∈ S) if the relation
lim
x→∞
F ∗n(x)
F (x)
= n
holds for some (or, equivalently, for all) n = 2, 3, · · · , where F ∗n denotes the n-fold
convolution of F . A distribution F is said to be dominatedly varying tailed, written as
F ∈ D, if the relation
lim sup
x→∞
F (tx)
F (x)
<∞
holds for some 0 < t < 1. A distribution F is said to be consistently varying tailed,
written as F ∈ C, if the relation
lim
t↓1
lim inf
x→∞
F (tx)
F (x)
= 1, or, equivalently, lim
t↑1
lim sup
x→∞
F (tx)
F (x)
= 1
holds. A distribution F is said to be extended regularly varying tailed, written as F ∈
ERV(−α,−β) for some 0 ≤ α ≤ β <∞, if
s−β ≤ lim inf
x→∞
F (sx)
F (x)
≤ lim sup
x→∞
F (sx)
F (x)
≤ s−α,
for all s ≥ 1.
It is well known that
ERV(−α,−β) ⊂ C ⊂ D ∩ L ⊂ S ⊂ L.
For more details of these classes of heavy-tailed distributions and their applications to
insurance and finance, we refer the readers to Bingham et al. (1987), Cline and Samorod-
nitsky (1994), Tang and Tsitsiashvili (2003), Asmussen and Albrecher (2010), among
others.
The asymptotic behavior of the finite-time ruin probability of bidimensional or mul-
tidimensional risk models has been investigated in the recent literature. Liu, Wang and
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Long (2007) proved that, under the conditions F1, F2 ∈ S, N1(t) = N2(t), σ1 = 0, σ2 = 0
and the claim vector ~X consist of independent components,
ψmax(~u;T ) ∼
λ(λ+ 1
T
)
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy, as (u1, u2)→ (∞,∞).
Under the conditions F1, F2 ∈ S, r = 0, N1(t) = N2(t), Ci(·) are deterministic linear
functions and both the claim vector ~X and the bidimensional Brownian motion ~B consist
of independent components, Li, Liu and Tang (2007) obtained that, for each fixed time
T > 0,
ψmax(~u;T ) ∼ λT (1 + λT )F1(u1)F2(u2), as (u1, u2)→ (∞,∞).
Chen, Yuen and Ng (2011) investigated the uniform asymptotics of ψand(~u, T ) and ψmin(~u, T )
for an ordinary renewal risk model with the claim amounts belonging to the consis-
tently varying tailed distributions class for large T . Zhang and Wang (2012) considered
model (1.1) with r = 0 and assumed that all sources of randomness, {X1k, k = 1, 2, · · · },
{X2k, k = 1, 2, · · · }, {N1(t) = N2(t), t ≥ 0}, {B1(t), t ≥ 0} and {B2(t), t ≥ 0} are mutu-
ally independent. They obtained that if F1, F2 ∈ EVR(−α,−β) for some 0 < α ≤ β <∞,
then, for each fixed time T ≥ 0,
ψmax(~u;T ) ∼ λT (1 + λT )F1(u1)F2(u2), as (u1, u2)→ (∞,∞).
The analogous result for multidimensional risk model can be found in Asmussen and Al-
brecher (2010, P.441) and Manger (2013). Most recent paper Chen, Wang and Wang
(2013) considered uniform asymptotics for the finite-time ruin probabilities of two kinds
of nonstandard bidimensional renewal risk models with constant interest forces and dif-
fusion generated by Brownian motions, two classes of claim sizes are both upper tail
asymptotically independent and their distributions belong to the intersection of the long-
tailed distribution class and the dominatedly-varying-tailed distribution class, and the
inter-arrival times follow a widely lower orthant dependence structure. The two Brown-
ian motions {B1(t), t ≥ 0} and {B2(t), t ≥ 0} are assumed to be mutually independent.
In each model, they obtained three kinds of uniform asymptotics for the finite-time ruin
probabilities, respectively.
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3 Main results
In this paper, we establish similar results for the finite-time ruin probabilities. Unlike
above-motioned papers, we assume that the two Brownian motions {B1(t), t ≥ 0} and
{B2(t), t ≥ 0} are correlated with constant correlation coefficient ρ ∈ [−1, 1]. The follow-
ings are the main results of this paper.
Theorem 3.1. Consider the insurance risk model introduced in Section 1. Assume that
N1(t) = N2(t) = N(t), ρ ∈ (−1, 0], r = 0 and {X1k, k = 1, 2, · · · }, {X2k, k = 1, 2, · · · },
{C1(t), t ≥ 0}, {C2(t), t ≥ 0}, {N(t), t ≥ 0}, {(B1(t), B2(t)), t ≥ 0} are mutually inde-
pendent.
(a) If F1, F2 ∈ S, then, for each fixed time T ≥ 0,
ψmax(~u;T ) ∼ λT (1 + λT )F1(u1)F2(u2), as (u1, u2)→ (∞,∞), (3.1)
ψmin(~u;T ) ∼ λT
(
F1(u1) + F2(u2)
)
, as (u1, u2)→ (∞,∞). (3.2)
(b) If F1 ∗ F2 ∈ S, then, for each fixed time T ≥ 0,
ψsum(~u;T ) ∼ λT
(
F1(u1 + u2) + F2(u1 + u2)
)
, as u1 + u2 →∞. (3.3)
Remark 3.1. Letting {Ci(t) = cit, i = 1, 2 and ρ = 0 in Theorem 3.1, we get Theorem
4.1 in Li, Liu and Tang (2007).
Theorem 3.2. Consider the insurance risk model introduced in Section 1. Assume that
N1(t) = N2(t) = N(t), ρ ∈ (−1, 0], r > 0 and {X1k, k = 1, 2, · · · }, {X2k, k = 1, 2, · · · },
{C1(t), t ≥ 0}, {C2(t), t ≥ 0}, {N(t), t ≥ 0}, {(B1(t), B2(t)), t ≥ 0} are mutually inde-
pendent.
(a) If F1, F2 ∈ S, then, for each fixed time T ≥ 0,
ψmax(~u;T ) ∼
λ(λ+ 1
T
)
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy, as (u1, u2)→ (∞,∞), (3.4)
ψmin(~u;T ) ∼
λ
r
(∫ u1erT
u1
F1(y)
y
dy +
∫ u2erT
u2
F2(y)
y
dy
)
, as (u1, u2)→ (∞,∞). (3.5)
(b) If F1 ∗ F2 ∈ S, then, for each fixed time T ≥ 0,
ψsum(~u;T ) ∼ λT
∫ 1
0
F1 ∗ F2(e
rTz(u1 + u2))dz, as u1 + u2 →∞. (3.6)
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In particular, if there are two positive constants l1 and l2 such that F i(x) ∼ liF (x),
i = 1, 2. Then
ψsum(~u;T ) ∼ λT
(∫ 1
0
F1(e
rTz(u1 + u2)) +
∫ 1
0
F2(e
rTz(u1 + u2))
)
, as u1 + u2 →∞.
(3.7)
Remark 3.2. Letting {Ci(t) = cit, i = 1, 2, ρ = 0 σ1 = 0, σ2 = 0 in Theorem 3.2, we get
the result in Liu, Wang and Long (2007).
Theorem 3.3. Consider the insurance risk model introduced in Section 1. Assume that
ρ ∈ (−1, 0], r = 0 and {X1k, k = 1, 2, · · · }, {X2k, k = 1, 2, · · · }, {C1(t), t ≥ 0}, {C2(t), t ≥
0}, {Ni(t), t ≥ 0}, i = 1, 2, {(B1(t), B2(t)), t ≥ 0} are mutually independent.
(a) If F1, F2 ∈ S, then, for each fixed time T ≥ 0,
ψmax(~u;T ) ∼ λ1λ2T
2F1(u1)F2(u2), as (u1, u2)→ (∞,∞), (3.8)
ψmin(~u;T ) ∼ T
(
λ1F1(u1) + λ2F2(u2)
)
, as (u1, u2)→ (∞,∞). (3.9)
(b) If FξX11+(1−ξ)X21 ∈ S, where ξ is a random variable independent of {X1k, k = 1, 2, · · · }
and {X2k, k = 1, 2, · · · }, and P (ξ = 1) = 1− P (ξ = 0) =
λ1
λ1+λ2
, then, for each fixed time
T ≥ 0,
ψsum(~u;T ) ∼ T
(
λ1F1(u1 + u2) + λ2F2(u1 + u2)
)
, as u1 + u2 →∞. (3.10)
Theorem 3.4. Consider the insurance risk model introduced in Section 1. Assume that
ρ ∈ (−1, 0], r > 0 and {X1k, k = 1, 2, · · · }, {X2k, k = 1, 2, · · · }, {C1(t), t ≥ 0}, {C2(t), t ≥
0}, {Ni(t), t ≥ 0}, i = 1, 2, {(B1(t), B2(t)), t ≥ 0} are mutually independent.
(a) If F1, F2 ∈ S, then, for each fixed time T ≥ 0,
ψmax(~u;T ) ∼
λ1λ2
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy, as (u1, u2)→ (∞,∞), (3.11)
ψmin(~u;T ) ∼
1
r
(
λ1
∫ u1erT
u1
F1(y)
y
dy + λ2
∫ u2erT
u2
F2(y)
y
dy
)
, as (u1, u2)→ (∞,∞).
(3.12)
(b) If FξX11+(1−ξ)X21 ∈ S, where ξ is defined as in Theorem 3.3, then, for each fixed time
T ≥ 0,
ψsum(~u;T ) ∼
1
r
(
λ1
∫ (u1+u2)erT
u1+u2
F1(y)
y
dy + λ2
∫ (u1+u2)erT
u1+u2
F2(y)
y
dy
)
, as u1 + u2 →∞.
(3.13)
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4 Proofs of main results
4.1 Lemmas
Before giving the proofs we first give some lemmas in this section.
Lemma 4.1. If F ∈ S, then for each ε > 0, there exists some constant Cε > 0 such that
the inequality
F ∗n(x) ≤ Cε(1 + ε)
nF (x)
holds for all n = 1, 2, · · · and x ≥ 0.
Proof. See Lemma 1.3.5 of Embrechts et al. (1997).
Lemma 4.2. Let G1 and G2 be two distribution functions. If G1 ∈ S and G2(x) =
o(G1(x)), then we have G1 ∗G2(x) ∼ G1(x) as x→∞.
Proof. See Proposition 1 of Embrechts et al. (1997).
Lemma 4.3. Consider a unidimensional risk model
Ui(t) = ui + Ci(t)− Si(t) + σiBi(t), t ≥ 0, i = 1, 2. (4.1)
If Fi ∈ S, then the ruin probability with finite-horizon T satisfies that
ψi(ui;T ) = P (Ui(t) < 0 for some t ≤ T |Ui(0) = ui) ∼ λTFi(ui), ui →∞.
Proof. Clearly, on the one hand,
ψi(ui;T ) ≥ P (Si(T ) ≥ ui + Ci(T ) + σi sup
0≤t≤T
Bi(t))
=
∫ ∞
0
P (Si(T ) ≥ ui + Ci(T ) + σiz)dP ( sup
0≤t≤T
Bi(t)) ≤ z)
= P (Si(T ) ≥ ui)
∫ ∞
0
∫ ∞
0
P (Si(T ) ≥ ui + li + σiz)
P (Si(T ) ≥ ui)
dP ( sup
0≤t≤T
Bi(t)) ≤ z)
×dP (Ci(T ) ≤ li)
∼ P (Si(T ) ≥ ui), (4.2)
9
where we have used the fact that P (Si(T ) ≥ ui + li + σiz) ≤ P (Si(T ) ≥ ui) and the
dominated convergence theorem.
On the other hand,
ψi(ui;T ) ≤ P (Si(T ) + σi sup
0≤t≤T
(−Bi(t)) ≥ ui)
∼ P (Si(T ) ≥ ui), (4.3)
where we have used Lemma 4.2 and the fact that
P (σi sup
0≤t≤T
(−Bi(t)) ≥ ui) = o(P (Si(T ) ≥ ui)).
By Lemma 4.1 and dominated convergence theorem, we have
P (Si(T ) ≥ ui) ∼ Fi(ui)
∞∑
n=1
nP (N(T ) = n) = λTFi(ui), as ui →∞.
The result follows from (4.2) and (4.3).
Lemma 4.4. Consider a unidimensional risk model
Ui(t) = uie
rt +
∫ t
0
er(t−s)Ci(ds)−
∫ t
0
er(t−s)dSi(s) + σi
∫ t
0
er(t−s)dBi(s), t ≥ 0, i = 1, 2.
If Fi ∈ S, then the ruin probability with finite-horizon T satisfies that
ψi(ui;T ) = P (Ui(t) < 0 for some t ≤ T |Ui(0) = ui) ∼
λ
r
∫ uierT
ui
Fi(y)
y
dy, ui →∞.
Proof. Just modify the proof of Lemma 4.3 we have
ψi(ui;T ) ∼ P

N(T )∑
j=1
Xije
−rτj ≥ ui

 ∼ λ ∫ T
0
P (Xi1e
−rz > ui)dz, ui →∞,
where the in the last step we have used (4.14) in Tang (2005). Here τj are the arrival
times of Poisson process N(t). Upon a trivial substitution, implies the required result.
Defination 4.1 Two processes {X1(t); t ≥ 0} and {X2(t); t ≥ 0} are said to be
positively (negatively) associated if
Cov(f(X1(t1), X2(t2)), g(X1(t1), X2(t2))|X1(0) = x1, X2(0) = x2) ≥ (≤)0,
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for all non-decreasing real valued functions f and g such that the covariance exists, all
t1, t2 ≥ 0, and all x1, x2 ∈ R.
Defination 4.2 Two processes {X1(t); t ≥ 0} and {X2(t); t ≥ 0} are said to be
positively (negatively) quadrant dependent if
P (X1(t1) > y1, X2(t2) > y2|X1(0) = x1, X2(0) = x2)
≥ (≤)P (X1(t1) > y1|X1(0) = x1)P (X2(t2) > y2|X2(0) = x2), (4.4)
all t1, t2 ≥ 0, and all y1, y2, x1, x2 ∈ R.
It is well known that (cf. Ebrahimi (2002)) (X1(t), X2(t)) is positively (negatively)
associated implies X1(t) and X2(t) are positively (negatively) quadrant dependent.
Let ~B(t) = (B1(t), B2(t))
τ be a standard bidimensional Brownian motion with con-
stant correlation coefficient ρ ∈ [−1, 1]. For notional convenience, for t ≥ 0, write
Bi(t) = inf0≤s≤tBi(s), Bi(t) = sup0≤s≤tBi(s), i = 1, 2. It is well known that, for x > 0,
P (Bi(t) < −x) = P (Bi(t) > x) = 2P (Bi(t) > x). The next lemma is essential to prove
our main results. Moreover, it is of independent interest.
Lemma 4.5. For any x1 > 0, x2 > 0, if ρ ∈ [0, 1], then
P (B1(t) > x1, B2(t) > x2) ≥ P (B1(t) > x1)P (B2(t) > x2), (4.5)
and
P (B1(t) < −x1, B2(t) < −x2) ≥ P (B1(t) < −x1)P (B2(t) < −x2); (4.6)
If ρ ∈ [−1, 0], then
P (B1(t) > x1, B2(t) > x2) ≤ P (B1(t) > x1)P (B2(t) > x2) (4.7)
and
P (B1(t) < −x1, B2(t) < −x2) ≤ P (B1(t) < −x1)P (B2(t) < −x2). (4.8)
Proof. For any t1, t2 ≥ 0, we have Cov(B1(t1), B2(t2)) = ρmin{t1, t2}. It follows from
the Theorem in Pitt (1982) that ρ ≥ 0 is the necessary and sufficient for (B1(t), B2(t))
τ
to be positively associated since (B1(t1), B2(t2))
τ is bivariate normal (degenerate when
ρ = 1), which implies that (B1(t), B2(t))
τ is positively quadrant dependent. Thus (4.5)
11
holds. To prove (4.6), we use (4.5) and the facts that − sup0≤s≤tBi(s) = inf0≤s≤t(−Bi(s))
and (−B1(t),−B2(t))
τ is also a standard bidimensional Brownian motion with correlation
coefficient ρ. Inequalities (4.7) and (4.8) can be proved similarly. This completes the proof.
For r > 0, consider a bidimensional Gaussian process (
∫ t
0
e−rsdB1(s),
∫ t
0
e−rsdB2(t))
τ ,
where ~B(t) = (B1(t), B2(t))
τ is a standard bidimensional Brownian motion with constant
correlation coefficient ρ ∈ [−1, 1]. For t ≥ 0, write
∆i(t) = inf
0≤s≤t
∫ t
0
e−rldB1(l), ∆i(t) = sup
0≤s≤t
∫ t
0
e−rldB2(l), i = 1, 2.
The following lemma is an extension of Lemma 4.5.
Lemma 4.6. For any x1 > 0, x2 > 0, if ρ ∈ [0, 1], then
P
(
∆1(t) > x1,∆2(t) > x2
)
≥ P
(
∆1(t) > x1
)
P
(
∆2(t) > x2
)
,
and
P (∆1(t) < −x1,∆2(t) < −x2) ≥ P (∆1(t) < −x1)P (∆2(t) < −x2);
If ρ ∈ [−1, 0], then
P
(
∆1(t) > x1,∆2(t) > x2
)
≤ P
(
∆1(t) > x1
)
P
(
∆2(t) > x2
)
,
and
P (∆1(t) < −x1,∆2(t) < −x2) ≤ P (∆1(t) < −x1)P (∆2(t) < −x2);
Remark 4.1. Several distributions of interest are available in closed form (see, e.g. He,
Keirstead and Rebholz (1998)). These include the joint distributions of (X1(t), X2(t)),
(X1(t), X2(t)), (X1(t), X1(t)), and so on. But those closed-form results can not applicable
to our proofs to the main results. The results of Lemmas 4.5 and 4.6 can not be obtained
by the results in Shao and Wang (2013).
Lemma 4.7. Let {N(t), t ≥ 0} be a Poisson process with arrival times τk, k = 1, 2, · · · .
Given N(T ) = n for arbitrarily fixed T > 0 and n = 1, 2, · · · , the random vector
(τ1, · · · , τn) is equal in distribution to the random vector (TU(1,n), · · · , TU(n,n)), where
U(1,n), · · · , U(n,n) denote the order statistics of n i.i.d. (0,1) uniformly distributed random
variables U1, · · · , Un.
Proof. See Theorem 2.3.1 of Ross (1983).
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Lemma 4.8. Let X and Y be two independent and nonnegative random variables. If X is
subexponentially distributed while Y is bounded and nondegenerate at 0, then the product
XY is subexponentially distributed.
Proof. See Corollary 2.3 of Cline and Samorodnitsky (1994).
The following result due to Tang (2004).
Lemma 4.9. Let X and Y be two independent random variables with distributions FX
and FY . Moreover, Y is nonnegative and nondegenerate at 0. Then
FX−Y ∈ L ⇔ FX ∈ L ⇔ FX−Y (x) ∼ FX(x).
4.2 Proofs of Theorems
Proof of Theorem 3.1. First we establish the asymptotic upper bound for ψmax(~u;T ).
Clearly,
ψmax(~u;T ) ≤ P

N(T )∑
i=1
~Xi −
(
σ1B1(T )
σ2B2(T )
)
> ~u


=
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
~Xi −
(
σ1B1(T )
σ2B2(T )
)
> ~u
)
=
∞∑
n=0
P (N(T ) = n)
∫ ∞
0
∫ ∞
0
P (
n∑
i=1
~Xi ∈ d~z)
×P
(
~z −
(
σ1B1(T )
σ2B2(T )
)
> ~u
)
. (4.9)
Since ρ ∈ [−1, 0], using (4.8) one has
P
(
~z −
(
σ1B1(T )
σ2B2(T )
)
> ~u
)
≤ P (z1 − σ1B1(T ) > u1)P (z2 − σ2B2(T ) > u2). (4.10)
Using the independence of {X1k, k = 1, 2, · · · } and {X2k, k = 1, 2, · · · } one has
P
(
n∑
i=1
~Xi ∈ ~z
)
= P
(
n∑
i=1
X1i ∈ dz1
)
P
(
n∑
i=1
X2i ∈ dz2
)
. (4.11)
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Substituting (4.10) and (4.11) into (4.9) and using the dominated convergence theorem,
we get
ψmax(~u;T ) ≤
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
X1i − σ1B1(T ) > u1
)
P
(
n∑
i=1
X2i − σ2B2(T ) > u1
)
∼
∞∑
n=0
P (N(T ) = n)n2F1(u1)F2(u2)
= λT (1 + λT )F1(u1)F2(u2), as (u1, u2)→ (∞,∞), (4.12)
where in the second step we have used Lemma 4.2 and the fact that
P
(
σj sup
0≤t≤T
(−Bj(t)) ≥ uj
)
= o
(
P (
n∑
i=1
Xji ≥ uj)
)
, j = 1, 2.
Next, we establish the asymptotic lower bound for ψmax(~u;T ). Clearly,
ψmax(~u;T ) ≥ P

N(T )∑
i=1
~Xi − ~C(T )−
(
σ1B1(T )
σ2B2(T )
)
> ~u


=
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
~Xi −
(
σ1B1(T )
σ2B2(T )
)
− ~C(T ) > ~u
)
≡
∞∑
n=0
P (N(T ) = n)I1, (4.13)
where I1 can be written as
I1 =
∫ ∞
0
∫ ∞
0
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2)J1J2. (4.14)
Here
J1 = P
(
n∑
i=1
X1i − C1(T )− σ1y1 > u1
)
,
and
J2 = P
(
n∑
i=1
X2i − C2(T )− σ2y2 > u2
)
.
For large constants a > 0 and b > 0, we further write I1 as
I1 =
(∫ a
0
∫ b
0
+
∫ a
0
∫ ∞
b
+
∫ ∞
a
∫ b
0
+
∫ ∞
a
∫ ∞
b
)
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2)J1J2
≡ k1 + k2 + k3 + k4. (4.15)
First, we consider k1. Then by Lemma 4.9, it holds uniformly for all y1 ∈ [0, a] that
J1 ∼ nF 1(u1), as u1 →∞ (4.16)
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and it holds uniformly for all y2 ∈ [0, b] that
J2 ∼ nF 2(u2), as u2 →∞. (4.17)
Using Lemma 4.1 and the dominated convergence theorem, we get
k1 ∼ n
2F 1(u1)F 2(u2)
∫ a
0
∫ b
0
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2), as (u1, u2)→ (∞,∞).
Thus
lim
(a,b)→(∞,∞)
lim
(u1,u2)→(∞,∞)
k1
n2F 1(u1)F 2(u2)
= 1. (4.18)
Now consider k2. Using (4.16), Lemma 4.1 and the dominated convergence theorem,
k2 ∼ nF 1(u1)
∫ a
0
∫ ∞
b
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2)J2
≤ nF 1(u1)P
(
n∑
i=1
X2i − C2(T )− σ2b > u2
)∫ a
0
∫ ∞
b
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2)
∼ n2F 1(u1)F 2(u2)
∫ a
0
∫ ∞
b
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2), as (u1, u2)→ (∞,∞).
Thus
lim
(a,b)→(∞,∞)
lim
(u1,u2)→(∞,∞)
k2
n2F 1(u1)F 2(u2)
= 0. (4.19)
Likewise,
lim
(a,b)→(∞,∞)
lim
(u1,u2)→(∞,∞)
k3
n2F 1(u1)F 2(u2)
= 0. (4.20)
Finally we deal with k4.
k4 ≤ P
(
n∑
i=1
X1i − C1(T )− σ1a > u1
)
P
(
n∑
i=1
X2i − C2(T )− σ2b > u2
)
×
∫ ∞
a
∫ ∞
b
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2)
∼ n2F 1(u1)F 2(u2)
∫ ∞
a
∫ ∞
b
P (B1(T ) ∈ dy1, B2(T ) ∈ dy2), as (u1, u2)→ (∞,∞),
from which we get
lim
(a,b)→(∞,∞)
lim
(u1,u2)→(∞,∞)
k4
n2F 1(u1)F 2(u2)
= 0. (4.21)
From (4.14) and (4.18)-(4.21) we obtain
lim
(u1,u2)→(∞,∞)
I1
n2F 1(u1)F 2(u2)
= 1. (4.22)
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Now, it follows from (4.13), (4.22) and the dominated convergence theorem we find that
lim
(u1,u2)→(∞,∞)
ψmax(~u;T )
λT (1 + λT )F1(u1)F2(u2)
≥ 1,
from which and (4.12) we obtain (3.1).
Note that
ψand(~u;T ) ≤ P

N(T )∑
i=1
X1i − σ1B1(T ) > u1,
N(T )∑
i=1
X2i − σ2B2(T ) > u2

 ,
from which, (4.9) and (4.12) we have
lim
(u1,u2)→(∞,∞)
ψand(~u;T )
F1(u1) + F2(u2)
≤ lim
(u1,u2)→(∞,∞)
λT (1 + λT )F1(u1)F2(u2)
F1(u1) + F2(u2)
= 0.
The relation (3.2) follows from (1.6) and Lemma 4.3.
Next, we prove relation (3.3). Using Theorem 7.2 in Ikeda and Watanabe (1981, P.
85) (see also Yin et al. (2013)) one has, for all t ≥ 0,√
σ21 + σ
2
2 + 2ρσ1σ2W (t)
d
= σ1B1(t) + σ2B2(t),
where ‘
d
=’ denotes equality in distribution, W is a standard Brownian motion independent
of {X1k, k = 1, 2, · · · }, {X2k, k = 1, 2, · · · }, {C1(t), t ≥ 0}, {C2(t), t ≥ 0} and {N(t), t ≥
0}. Thus, for all t ≥ 0, U1(t) + U2(t) can be written as
U1(t) + U2(t)
d
= u1 + u2 + C1(t) + C2(t)−
N(t)∑
i=1
(X1i +X2i) +
√
σ21 + σ
2
2 + 2ρσ1σ2W (t).
Applying Lemma 4.3 to this model, we get that if F1 ∗ F2 ∈ S, then
ψsum(~u;T ) ∼ λTF1 ∗ F2(u1 + u2) ∼ λT (F1(u1 + u2) + F2(u1 + u2)), u1 + u2 →∞,
where, in the last step we have used the fact in Embrechts and Goldie (1980) (see also
Geluk and Tang (2009)) which states that
F1 ∗ F2 ∈ S if and only if P (X1 +X2 > x) ∼ F1(x) + F2(x).
This ends the proof of Theorem 3.1.
Proof of Theorem 3.2. We write ψmax(~u;T ) as
ψmax(~u;T ) = P (e
−rtUi(t) < 0, i = 1, 2 for some 0 < t ≤ T |~U(0) = ~u).
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For t ∈ [0, T ] and each i = 1 or 2, we have
ui −
∫ t
0
e−rsdSi(s) + σi
∫ t
0
e−rsdBi(s) ≤ e
−rtUi(t) ≤ ui +
∫ T
0
e−rsdCi(s)
−
∫ t
0
e−rsdSi(s) + σi
∫ t
0
e−rsdBi(s).
It follows that ψmax(~u;T ) satisfies
ψmax(~u;T ) ≤ P

N(T )∑
i=1
~Xie
−rτi −
(
σ1∆1(T )
σ2∆2(T )
)
> ~u

)
≤
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
~Xie
−rτi −
(
σ1∆1(T )
σ2∆2(T )
)
> ~u
∣∣N(t) = n
)
≤
∞∑
n=0
P (N(T ) = n)
∫ ∞
0
∫ ∞
0
P
(
n∑
i=1
~Xie
−rTUi ∈ d~z
)
×P
(
~z −
(
σ1∆1(T )
σ2∆2(T )
)
> ~u
)
. (4.23)
where we have used Lemma 4.7 in the last steps. Since ρ ∈ [−1, 0], using Lemma 4.6 one
has
P
(
~z −
(
σ1∆1(T )
σ2∆2(T )
)
> ~u
)
≤ P (z1 − σ1∆1(T ) > u1)P (z2 − σ2∆2(T ) > u2). (4.24)
Using independence of {X1k, k = 1, 2, · · · } and {X2k, k = 1, 2, · · · }, we have
P
(
n∑
i=1
~Xie
−rTUi ∈ d~z
)
=
∫ 1
0
· · ·
∫ 1
0
P
(
n∑
i=1
X1ie
−rTvi ∈ dz1
)
P
(
n∑
i=1
X2ie
−rTvi ∈ dz2
)
×
n∏
j=1
P (Uj ∈ dvj). (4.25)
Substituting (4.24) and (4.25) into (4.23), and using the following
P
(
n∑
i=1
X1ie
−rTvi − σ1∆1(T ) > u1
)
∼ P
(
n∑
i=1
X1ie
−rTvi > u1
)
, u1 →∞,
and
P
(
n∑
i=1
X2ie
−rTvi − σ2∆2(T ) > u2
)
∼ P
(
n∑
i=1
X2ie
−rTvi > u2
)
, u2 →∞,
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uniformly for (v1, · · · , vn) ∈ [0, 1]
n, we obtain
ψmax(~u;T ) .
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
X1ie
−rTUi > u1,
n∑
i=1
X2ie
−rTUi > u2
)
≡
∞∑
n=0
P (N(T ) = n)k5. (4.26)
We apply Proposition 5.1 of Tang and Tsitsiashvili (2003), which says that, for i.i.d.
subexponential random variables {Xk} and for arbitrarily a and b, 0 < a ≤ b < ∞, the
relation
P
(
n∑
i=1
ciXi > x
)
∼
n∑
i=1
P (ciXi > x)
holds uniformly for (c1, · · · , cn) ∈ [a, b]×· · ·×[a, b]. Hence, by conditioning on (U1, · · · , Un)
we find that where
k5 ∼ n
2P
(
X11e
−rTU1 > u1
)
P
(
X21e
−rTU1 > u2
)
. (4.27)
Substituting (4.27) into (4.26), and using the dominated convergence theorem, we get
lim sup
(ui,u2)→(∞,∞)
ψmax(~u;T )
λ(λ+ 1
T
)
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy
≤ 1. (4.28)
Next, we establish the asymptotic lower bound for ψmax(~u;T ). Clearly,
ψmax(~u;T ) ≥ P

N(T )∑
i=1
~Xie
−rτi −
∫ T
0
e−rsd ~C(s)−
(
σ1∆1(T )
σ2∆2(T )
)
> ~u

 (4.29)
=
∞∑
n=0
P (N(T ) = n)P
(
n∑
i=1
~Xie
−rTUi −
(
σ1∆1(T )
σ2∆2(T )
)
−
∫ T
0
e−rsd ~C(s) > ~u
)
≡
∞∑
n=0
P (N(T ) = n)I2, (4.30)
where, for some positive constants c and d,
I2 =
(∫ c
0
∫ d
0
+
∫ c
0
∫ ∞
d
+
∫ ∞
c
∫ d
0
+
∫ ∞
c
∫ ∞
d
)
P (∆1(T ) ∈ dy1,∆2(T ) ∈ dy2)J3J4.
Here,
J3 = P
(
n∑
i=1
X1ie
−rTUi −
∫ T
0
e−rsdC1(s)− σ1y1 > u1
)
,
and
J4 = P
(
n∑
i=1
X2ie
−rTUi −
∫ T
0
e−rsdC2(s)− σ2y2 > u2
)
.
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By Lemma 2.8 we know that
∑n
i=1Xjie
−rTUi ∈ S, j = 1, 2, since all Xji ∈ S. Then invoke
Lemma 4.9, we get
J3 ∼ nP (X11e
−rTU1 > u1), as u1 →∞, J4 ∼ nP (X21e
−rTU1 > u2) as u2 →∞
uniformly for all y1 ∈ [0, c] and y2 ∈ [0, d], respectively. Now, using the same argument
as leads to (4.22), we have
lim
(u1,u2)→(∞,∞)
I2
n2P (X11e−rTU1 > u1)P (X21e−rTU1 > u2)
= 1. (4.31)
Now, it follows from (4.30), (4.31), Lemma 4.1 and the dominated convergence theorem
that
lim
(ui,u2)→(∞,∞)
ψmax(~u;T )
λT (1 + λT )P (X11e−rTU1 > u1)P (X21e−rTU1 > u2)
≥ 1,
or, equivalently,
lim
(ui,u2)→(∞,∞)
ψmax(~u;T )
λ(λ+ 1
T
)
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy
≥ 1,
from which and (3.28) we obtain (3.4).
The relation (3.5) follows from (1.6) and Lemma 4.4 since, as above,
lim(u1,u2)→(∞,∞)
ψand(~u;T )∫ u1erT
u1
F1(y)
y
dy +
∫ u2erT
u2
F2(y)
y
dy
≤ lim
(u1,u2)→(∞,∞)
λ(λ+ 1
T
)
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy∫ u1erT
u1
F1(y)
y
dy +
∫ u2erT
u2
F2(y)
y
dy
= 0.
Next, we prove relation (3.6). Similarly, we have, for all t ≥ 0,
U1(t) + U2(t)
d
= (u1 + u2)e
rt +
∫ t
0
er(t−s)d(C1(s) + C2(s))
−
∫ t
0
er(t−s)d
N(s)∑
i=1
(X1i +X2i)
+
√
σ21 + σ
2
2 + 2ρσ1σ2
∫ t
0
er(t−s)dW (s), (4.32)
where {W (t), t ≥ 0} is a standard Brownian motion independent of {X1k, k = 1, 2, · · · },
{X2k, k = 1, 2, · · · }, {C1(t), t ≥ 0}, {C2(t), t ≥ 0} and {N(t), t ≥ 0}. Now, the statement
(3.6) follows from Lemma 4.4. The result (3.7) follows from (3.6) and Lemma 3.1 in Hao
and Tang (2008). This ends the proof of Theorem 3.2.
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Proof of Theorem 3.3. The proof is similar to that of Theorem 3.1, so we only give
the main steps. First we establish the asymptotic upper bound for ψmax(~u;T ). Clearly,
ψmax(~u;T ) ≤ P
((∑N1(T )
i=1 X1i∑N2(T )
i=1 X2i
)
−
(
σ1B1(T )
σ2B2(T )
)
>
(
u1
u2
))
=
∫ ∞
0
∫ ∞
0
P

N1(T )∑
i=1
X1i ∈ dz1

P

N2(T )∑
i=1
X2i ∈ dz2


×P
((
z1
z2
)
−
(
σ1B1(T )
σ2B2(T )
)
>
(
u1
u2
))
. (4.33)
Since ρ ∈ [−1, 0], using (4.8) one has
P
((
z1
z2
)
−
(
σ1B1(T )
σ2B2(T )
)
>
(
u1
u2
))
≤ P (z1 − σ1B1(T ) > u1)P (z2 − σ2B2(T ) > u2). (4.34)
Substituting (3.34) into (3.33) we get
ψmax(~u;T ) ≤ P

N1(T )∑
i=1
X1i − σ1B1(T ) > u1

P

N2(T )∑
i=1
X2i − σ2B2(T ) > u1


∼ λ1λ2T
2F1(u1)F2(u2), as (u1, u2)→ (∞,∞), (4.35)
where in the last step we have used Lemma 4.3.
Next, we establish the asymptotic lower bound for ψmax(~u;T ). Clearly,
ψmax(~u;T ) ≥ P
((∑N1(T )
i=1 X1i∑N2(T )
i=1 X2i
)
−
(
C1(T )
C2(T )
)
−
(
σ1B1(T )
σ2B2(T )
)
>
(
u1
u2
))
=
∞∑
n=0
P (N1(T ) = n)
∞∑
m=0
P (N1(T ) = m)I3, (4.36)
where
I3 = P
((∑n
i=1X1i∑m
i=1X2i
)
−
(
C1(T )
C2(T )
)
−
(
σ1B1(T )
σ2B2(T )
)
>
(
u1
u2
))
.
Using the same arguments as proving (4.22), we get
lim
(u1,u2)→(∞,∞)
I3
nmF 1(u1)F 2(u2)
= 1,
which, together with (4.36), we have
lim
(u1,u2)→(∞,∞)
ψmax(~u;T )
λ1λ2T 2F1(u1)F2(u2)
≥ 1.
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The proof of (3.9) is straightforward and thus we omit it. Next, we prove (3.10). Using
the properties of two independent compound Poisson processes and two independent
Brownian motions, we have, for all t ≥ 0,
U1(t) + U2(t)
d
= u1 + u2 + C1(t) + C2(t)−
N0(t)∑
i=1
(ξX1i + (1− ξ)X2i)
+
√
σ21 + σ
2
2 + 2ρσ1σ2W (t),
where {W (t), t ≥ 0} is a standard Brownian motion, {N0(t), t ≥ 0} is a Poisson process
with intensity λ1 + λ2, ξ is a Bernoulli random variable with P (ξ = 1) = 1 − P (ξ =
0) = λ1
λ1+λ2
. Moreover, ξ, {W (t), t ≥ 0}, {N0(t), t ≥ 0}, {X1k, k = 1, 2, · · · }, {X2k, k =
1, 2, · · · }, {C1(t), t ≥ 0}, {C2(t), t ≥ 0} and {N(t), t ≥ 0} are independent. Applying
Lemma 4.3 to this model, we get
ψsum(~u;T ) ∼ (λ1 + λ2)TF ξX11+(1−ξ)X21(u1 + u2), u1 + u2 →∞,
and the result (3.10) follows since (c.f. Kaas et al. 2008)
P (ξX11 + (1− ξ)X21 > u1 + u2) =
λ1
λ1 + λ2
F 1(u1 + u2) +
λ2
λ1 + λ2
F 2(u1 + u2).
This ends the proof of Theorem 3.3.
Proof of Theorem 3.4. As in the proof of Theorem 3.2, we have
ψmax(~u;T ) ≤ P
((∑N1(T )
i=1 X1ie
−rτi∑N2(T )
i=1 X2ie
−rτi
)
−
(
σ1∆1(T )
σ2∆2(T )
)
> ~u
)
≤
∞∑
n=0
P (N1(T ) = n)
∞∑
m=0
P (N2(T ) = m)
×P
((∑n
i=1X1ie
−rτi∑m
i=1X2ie
−rτi
)
−
(
σ1∆1(T )
σ2∆2(T )
)
> ~u
)
.
∞∑
n=0
∞∑
m=0
nmP (N(T ) = n)P (N2(T ) = m)P
(
X11e
−rTU1 > u1
)
P
(
X21e
−rTU1 > u2
)
= λ1λ2T
2P
(
X11e
−rTU1 > u1
)
P
(
X21e
−rTU1 > u2
)
.
It follows that
lim sup
(ui,u2)→(∞,∞)
ψmax(~u;T )
λ1λ2
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy
≤ 1.
The asymptotic lower bound for ψmax(~u;T ) can be established similarly.
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The relation (3.12) follows from (1.6), Lemma 4.4 and the fact
lim(u1,u2)→(∞,∞)
ψand(~u;T )
λ1
∫ u1erT
u1
F1(y)
y
dy + λ2
∫ u2erT
u2
F2(y)
y
dy
≤ lim
(u1,u2)→(∞,∞)
λ1λ2
r2
∫ u1erT
u1
F1(y)
y
dy
∫ u2erT
u2
F2(y)
y
dy
λ1
∫ u1erT
u1
F1(y)
y
dy + λ2
∫ u2erT
u2
F2(y)
y
dy
= 0.
Finally, we prove (3.13). Using the same arguments as above, we have
U1(t) + U2(t)
d
= (u1 + u2)e
rt +
∫ t
0
er(t−s)d(C1(s) + C2(s))
−
∫ t
0
er(t−s)d
N0(t)∑
i=1
(ξX1i + (1− ξ)X2i)
+
√
σ21 + σ
2
2 + 2ρσ1σ2
∫ t
0
er(t−s)dW (s), t ≥ 0, (4.37)
where ξ, {W (t), t ≥ 0}, {N0(t), t ≥ 0} are the same as in the proof of Theorem 3.3. It
follows from Lemma 4.4 that
ψsum(~u;T ) ∼
λ1 + λ2
r
∫ (u1+u2)erT
u1+u2
F ξX11+(1−ξ)X21(y)
y
dy, u1 + u2 →∞,
and the result (3.13) follows since
F ξX11+(1−ξ)X21(y) =
λ1
λ1 + λ2
F 1(y) +
λ2
λ1 + λ2
F 2(y).
This completes the proof of Theorem 3.4.
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