We have used the multiquadric (MQ) approximation scheme for the solution of elliptic partial differential equations with Dirichlet and/or Neumann boundary conditions. The scheme has the advantage of using the data points in arbitrary locations with an arbitrary ordering. Two-dimensional Laplace, Poisson, and biharmonic equations describing the various physical processes have been taken as the test examples. The agreement is found to be very good between the computed and exact solutions. The method also provides an excellent approximation with a curved boundary.
INTRODUCTION
In general, the mathematical description of physical processes leads to partial differential equations (PDEs). In some cases, an exact solution of PDEs can be obtained using analytical tools such as reflection methods and superposition, separation of variables and integral transforms, etc. The approximate analytical solution of PDEs can be found by using perturbation methods [1] [2] [3] , the method of successive approximation [4] , and orthogonal functions [5] .
The solution of equations that more closely model experimental and practical situations is possible by the methods of numerical analysis. The equations can be solved by using low order finite difference, finite element and boundary element methods. When the boundary conditions and domains are irregular, the finite difference scheme becomes complex; it can be overcome to a greater extent by using the method of finite elements. The length scale, A, varies as h = If/Vf[. In very steep gradient regions, low-order schemes require appropriately fine discretization that in higher dimensions can be costly to process. Also, such schemes require nearly uniform mesh spacings to minimize the introduction of spatial truncation errors to avoid wave distortions, etc.
It is difficult to use finite difference methods on arbitrarily scattered data points. In 1968, Hardy [6] introduced the multiquadric (MQ) method for the construction of approximate two-dimensional surfaces of field data. The importance and usefulness of the MQ method is recognized by its successful applications in geology, geography, geophysics, hydrology, mapping, surveying, photogrammetry, remote sensing and signal processing, and digital terrain models. Hardy [6] has presented an excellent review summary on the various applications of the MQ method since 1968.
Based on a comparison of different scattered data schemes, Franke [7] has concluded that MQ performs the best in accuracy and ease of implementation even against various finite element schemes. Kansa [8] has explored MQ scattered data schemes for interpolation of data points to approximate surfaces and estimating partial derivatives. Kansa [9] has pointed out that the interpolation scheme is intimately connected with the solution of PDEs, and he successfully applied this novel technique for the solution of PDEs in computational fluid dynamics.
Several theoretical papers have been written showing the theoretical justification of the excellent performance of MQ in interpolation and approximation. First, Micchelli [1] showed that when polynomial terms are appended to the MQ expansion, the set of linear equations that arise are conditionally positive definite and always have a solution for distinct knots. Baxter [11] showed that as the MQ shape parameter goes to infinity, the univariate MQ interpolant tends toward a sinc function, thus showing the relation between MQ and a class of well-known spectral methods. Madych and Nelson [12] [13] [14] showed that MQ interpolation converges exponentially as the density of the knots increases and is based upon a variational principle whose solution has minimal semi-norm error.
Dubal et al. [15] and Dubal [16] have used the MQ scheme for the solution of a three-dimensional, highly nonlinear elliptic partial differential equation describing the initial state of the collision of two black holes. The papers of Dubal first pointed out the numerical observation that MQ, in the solution of PDEs, does indeed converge exponentially as the density of the knots increases. Although MQ has been proven to be exponentially convergent for interpolation and approximation, no theoretical studies have yet been developed for PDEs.
The MQ method replaces the classical finite difference and finite element spatial discretization schemes by a exponentially convergent, grid-free scattered data approximation scheme. Finite difference and finite element methods use low-order polynomial basis functions. MQ in contrast is very high order [17] . They have discussed the advantages/disadvantages associated with finite difference, finite element, and MQ methods. In the present paper, we have applied the MQ scheme to solve the two-dimensional elliptic Laplace; Poisson, and biharmonic equations have been taken as the test examples. The method is also applied successfully to a problem with a curved boundary.
APPLICATION OF THE MQ METHOD
Consider an elliptic PDE over the interior domain, (t2/F), of the form.
where V 2 is the Laplacian operator, x is the spatial position s is a known function of x, and f is the unknown function of x. Equation (1) is subject to Dirichlet and/or Neumann boundary conditions over the boundary, F
where n is the outward unit normal, F1 and F 2 are the boundaries of the domain, f l and f 2 Are known functions of x.
It is assumed that in an MQ approximation, any function can be expanded as a finite series of MQ basis functions [6, 9] . The expansion used in the Hardy expansion with an appended constant, i.e.,
where N is the total number of data points under consideration, a's are the coefficients and the functions g are defined by,
where
and (x -Xj) 2 is the square of the Euclidean distance in ~~ (d > 0) and R~ > 0 is the shape parameter of the flh basis function.
Carlson and Foley [18] have used a constant value of(Rj) 2 in (5) and obtained a heuristic recipe for its value for different functions. They observed that the root mean squared errors of many of the bivariate functions [7] were reduced several orders of magnitude when the optimal shape parameter was used. Kansa [8, 9] has found numerically that the following power law function increases accuracy up to five orders of magnitude for many monotonic functions.
)]
( 0 where R n and R m are input parameters. Later, Hagen and Kansa [19] studied the role of the parameter (Rj) 2 in the multiquadric function using a simple two-parameter optimization procedure developed by Marquadt [20] . Very recently, Golberg et al. [21] used the method of cross-validation to estimate the optimal shape parameter of elliptic PDE problems in two and three dimensions and observed exponential convergence.
Spatial partial derivatives of the function in (3) are obtained by differentiating the spatial basis functions. Substitution of (3) and its partial derivatives in (1), together with the boundary conditions (2a and b), yields a system of linear algebraic equations which can be solved for the coefficients, We illustrate the method for a two-dimensional problem. The derivatives at ( x~, Y i ) are given by 
Substituting the expansion of f, (3) and its derivatives (7), in the twodimensional version of (1), we find for each of the interior nodes, i,
for2_<j_<N, (9) and the source terms are represented as
If a point i lies on the boundary, F, it may satisfy either a Diriehlet or a Neumann boundary condition.
Case I: With the Dirichlet condition f=f l , the matrix elements for the i-th equation (9) will be P a = 1,
Case II: Neumann condition n • Vf = f 2 .
(a) If the point / lies on F where the norm is in the x direction, the matrix elements for (9) are given by
(b) If the point i lies on F where the norm is in the y direction, the matrix elements for (9) are given by
For all the knots (9) forms a system of linear algebraic equations of the form
where P = {p o} is a square matrix of order N, and A = (a l ,a 2 ,.,., a~) Nonlinear PDEs are solved by replacing (3) everywhere with a nonlinear expansion of f in the governing set of PDEs, Dubal [15] solved for the expansion coefficients of the MQ expansion, (3), by Picard iteration, and Makroglou [22] solved for the expansion coefficients by a combination of Picard and Newton-Raphson schemes. Here we have solved the linear PDEs, (14) , successfully using the Gauss elimination method with total pivoting.
The mean square error ( E) is computed from
Z{f,-lf (15) where f is the computed value of f using the MQ method and f is the known value of f at the point i. It may be known either analytically or computationally by means of some other methods such as finite differences, finite elements etc. We have used the double precision FORTRAN on ICL 3980 computing machine at IIT Delhi.
EXAMPLES
In the following, we present the various examples for determining the solution of elliptic PDEs using the MQ method.
Laplace Equation in a Square
Consider the Laplace equation, /« + /" = 0 (16) in a unit square domain 1~(0<x<1,0<y<1) with the conditions (i) f= 0 along the edges: x = 0; y = 1 and x = 1,
In (16), subscripts " xx" and " yy" denote the second partial derivatives with respect to x and y, respectively. T O is a constant (16) , with the boundary conditions in (17) , describes the steady-state temperature distribution in a square plate, one side of which is maintained at a constant temperature T o , while the other three sides are maintained at 0. An analytical solution of (16) 
The problem described in (16) , with the boundary conditions, (17) , becomes a particular case of (1-2) with s(x, y) = 0 and f=T o , with only Dirichlet conditions. We use the MQ method discussed in a previous section. The computation has been performed with T O = 100 for different number of knots (N). For 81 knots at a uniform spacing h x = A y = 0.125, we found the mean square error = 0.682 with a maximum error 13.4411.
In the next case, we have removed the knots lying on the lines y = 0.375 and y = 0.625, resulting in N = 63. Further, the knots are reduced to 49 in the domain by deleting the points on the vertical lines x = 0.375 and y = 0.625. By removing the additional knots from the line y = 0.75, we have 42 points in the domain. The deletion of these points does not seriously degrade the accuracy of the MQ solution.
Also, we have obtained the solution for scattered data points 30, 33, and 35, respectively, and for 25 (i.e., 5x5) uniform knots. Table 1 provides the information about the number of boundary points, number of interior points, the value of the input parameters R m and R~, mean square error and the maximum absolute error for each of the test run. Table 1 shows that mean square errors are not significantly different in all the cases. As an illustration, the computed results for N = 42 are given in Table 2 . Referring to Fig. 1 , there is a reasonably good agreement between the computed and exact values, considering that over the unit square the values varying 0 to 100, except at two points where the maximum error is about I3.688[.
The maximum error is relatively higher and is introduced at the grid point near the point of intersection of the sides temperatures T o = 100 and T = 0. Thus, the large error is caused by the discontinuity in temperatures T O = 100 and T = 0. It remains of the same order even with the increase in the number of knots, see Table 1 .
Poisson Equation in a Elliptic Domain
Consider the Poisson equation, '2 (19) in an ellipse with major and minor semiaxes a and b. Equation (19) is subject to the condition that f vanishes on the surface of the ellipse.
Since the solution of (19) with (20) is expected to be symmetric with respect to x and y, it is sufficient to solve (19) in the first quadrant of the ellipse and accordingly, we consider (19) with the following Neumann and Dirichlet boundary conditions
Equation (19) provides a function f from which the angle of twist of a cylindrical shaft of an elliptical cross-section under torsion can be calculated [24] . An analytical solution of (19) with (20) 
The solution of (19) with (21) can be found as a particular case of (1-2) with s(x,y) = -2, /j = 0 and f 2 = 0 -F°r a = 10, b = 8, and N = 28 ( Figure  2) , the results are presented in Table 3 . Figure 3 is a representation of the knots used in the curved boundary problem. The function varies from 39 to 0 in domain with E= 2,92 X 10-s . The maximum error is found to be 3.574 x 10 -4 which is 0.0025% of the exact functional value. The computed values are close to the exact values of the function. The MQ method provides accuracy up to five significant decimal places.
Computations have also been done with different sets of data points and the results are found to be very good. For N = 87, the maximum error is found to be [6.68 X 10 -5 1 which is 0.00027~. For a = 2, b = 1, the function varies from 0.8 to 0. Again, we obtain an accurate solution with N = 28, not only at the interior points, but also on the boundary points with E = 2.96 X 10 -1° and maximum error = |4.8 X 10 -~[ . The MQ method provides an excellent approximate solution. The curved boundary is accounted for in this method in a natural way through the location of the boundary point, whereas, in the finite difference method, an interpolation technique is required for expressing boundary points in terms of knots. 
Poisson Equation in a Rectangle with a Constant Right-hand Side
Consider the Poisson equation
where Q is a constant. Equation (23) describes the steady state transport of oxygen in a slab of tissue with a constant oxygen consumption rate [25] . This also governs the steady state temperature distribution in a rectangular region with heat loss (production) at a constant rate Q(-Q) [23] .
If Q = q/D where D is the flexural rigidity of a thin plate subject to a normal load q per unit area, (34) arises by splitting a biharmonic equation (see example 3.5)) into two successive Poisson equations. 
An analytical solution of (23-24) is given by Carslaw and Jeager [23] .
f(x, y) = {16Qa 2 /qr a }~{(-1)"cos}(2n + 1)rrx/2a}
The solution of (23) with (25) Table 4 . Table 5 shows that the computed solution compares well with the exact solution for 35 scattered data points with E= 2.03 X 10 -~. The function varies from -0.11 to 0. The maximum error is found to be 1.35 X 10 -3 , which is less than 2.3%. We have also obtained a good solution with N = 35 for q = 1. 
Poisson Equation in a Rectangle with Right Hand as a Function of Space Coordinates
where g is a known function of x and y. Important applications occur (a) in fluid dynamics with f = stream function and g = vorticity, (b) in electrostatics, with f= electric potential and g represents the ratio of charge density to dielectric constant, (c) in heat transfer, with f = temperature and g is the loss/generation of heat, (d) in mass transfer with f = concentration and g is the source/sink term.
Here we considere g of the form of (26) . Equation (27) arises as the second Poisson equation in the splitting of the biharmonic equation (see, example (E)) describing the transverse deflection of a thin plate. Again, with the boundary conditions, (24) , the solution of (27) is expected to be symmetric in x and y and thus, we consider the region (0 < x < a, 0 < y < b) with the boundary conditions (25) . An analytical solution of (27) with boundary conditions (24) is obtained in the form
y) = (Qla)E[(-1)
n l(a n )~]{2 + a n y{sinh aJcoshha n b} -[2 + a n b[{sinh{a n b} /cosh{a n b}]cosh{a n y/}cosh{a n b}.
We normalize the domain to a unit square with a and b. The values of q, D, a, and b are the same as in the previous example. Table 6 contains the values of the input parameters, mean square error, and maximum absolute error for q = 20 and q = 1 with different values of N. The results presented in Table 7 for q = 20 with N = 35 are very good, considering the points are scattered. In most of the runs (Table 6) is less than 1%. Table 8 shows that the computed values are closed to the analytical values for q = 1 with N = 30. The maximum error is approximately 0.02% of its analytical value. Thus, the MQ method provides an accurate solution to (27) with the boundary conditions (24) . 
Biha~monic Equation
The transverse deflection (f) of a thin rectangular plane with sides 2a and 2b, of flexural rigidity D, subject to a normal load q per unit area is governed by, (a < x < a, -b < y < b).
(29)
Equation (29) is subject to the boundary conditions f = 0 and fu n = 0 along its four edges, where ~? denotes the normal to the boundary. By introducing the variable u = V 2 f, (29) amounts to solving Poisson's equation twice in succession
with u = 0 along the four edges, and
with f = 0 along the four edges x = + a and y = + b.
Notice that (30) and (31) are similar, but not identical, to (23) and (27) . In order to obtain f from (31), the solution (30) will be used as the input. The relation (28) is the analytical solution of the biharmonic equation, (29) . The values of q, D, a and b are the same as given in Examples 3.3 and 3.4.
As in the previous cases, the domain was normalized to a unit square with reference to a and b. The values of the input parameters, mean square error and the maximum absolute error for different values of N and q are given in Table 9 . The solution of the biharmonic equation, (29) for q = 20 is presented in Table 10 for 35 scattered data points. There is a good agreement between the computed and analytical values ( Table 9) .
The computed values are found to be close, see Table 11 , to the exact values for q = 1 with 25 uniform knots. Notice that the accuracy of the solution of biharmonic equation computed in two stages using (30 and 31) and in a single stage from (27) is found to be almost same. 
DISCUSSION
We have successfully applied the MQ method to compute the solution of elliptic partial differential equations with Dirichlet and/or Neumann boundary conditions. The data points in arbitrary locations with an arbitrary ordering allows us to obtain an accurate solution. The method is shown to work well for the Laplace, Poisson and biharmonic equations. When comparing the MQ computed values with the exact solution, the agreement is found to be very good. For the summation of the series in (18) , (26) , and (28), sufficiently large number of terms ( n) are considered such that the absolute value of nth term is less than or equal to .
In the first example, the error was relatively higher on the knots near the point of intersection of the sides with different temperature because of the discontinuity at the boundary. The MQ method performs well for the problems with a curved boundary. The curved boundary is accounted here in a natural way through the location of the data points, unlike the finite difference method in which an interpolation technique is required to express a boundary point in terms of knots. Dubal [15, 16] also pointed out the advantages of using MQ to solve a highly nonlinear Poisson equation representing the three-dimensional initial states of black hole collisions since MQ permits boundary points to be placed exactly on the boundary of the event horizons with great ease.
CONCLUSION
Because the papers published dealing with the applications of MQ to the solutions of PDEs have been primarily exploratory studies, the MQ method lacks the technical maturity of the well-studied finite difference, finite element, finite volume, or pseudo-spectral methods that have been studied for many years by many people. This lack of technical maturity is a hinderance to immediate production code applications. Like so many of the mature schemes, MQ or other radial basis functions require studies to exploit its many advantages.
We will highlight the areas of exploration that will enable a powerful tool like MQ radial basis functions to be applied in production codes. Some of the areas in which further research is required are 1. Minimization of the computational effort and potential ill-conditioning; 2. Selection of the shape-parameters and knots; 3. Selection of distance metrics; 4. Solution of PDE problems for which no analytic solution exists.
Minimization of the Computational Effort and Potential Ill-conditioning
We have shown that MQ is an excellent approximation scheme for solving the biharmonic equation. The solution of this equation obtained in two stages is approximately the same as obtained in a single stage. Dubai et al. [16] have suggested the use of the singular value decomposition [26] for solving the resulting system of algebraic equations. However, we have observed that in the examples considered here, Gaussian elimination with total pivoting gives better results than the singular value decomposition.
Because the coefficient matrix is full, Kansa [19] has suggested domain decomposition and blending. Foley [27] later presented a general formulation of the map and blend technique and applied it over the spherical earth. Dubal [28] showed that domain decomposition is straightforward to implement, the computational effort is considerably decreased, and problems of ill-conditioning are alleviated.
5.2.
Selection of the Shape-parameters and Knots Quite often, a slight variation in R~ and R m may significantly change the mean square errors. Further, there is no systematic way to determine the choice of R n and R m like the finite difference methods where for consistent and stable approximation scheme, a decrease in the grid spacing yields to a more accurate results. More research is required to determine whether this sensitivity is due to ill-conditioning, which is probably the most likely cause of the observed sensitivity. The drawback of finite difference methods is the expensive mesh refinement required in steep gradient regions which can become prohibitive in three dimensions. Thus, it is necessary to develop a suitable procedure for estimating R n and R m in terms of function values, N, and the location of knots.
The study by Carlson and Natarajan [29] showed that sparse approximates of MQ interpolation can be obtained if one permits a small arbitrary error in the interpolation using the greedy algorithm. Franke et al. [30, 31] have applied the greedy algorithm in selecting a minimum number of knots in optimizing accuracy. Relatively few knots are required using MQ interpolation if the locations of the knots can be optimally chosen.
We believe that the problem of minimum knots and shape-parameter selection are somewhat connected to the curvature of a function, the loci of the extrema, and inflection points. Franke [7] showed in his example with the Franke function 1, over a 25-point data set, that if the region near an extremum was undersampled, neither MQ, or any other interpolation scheme could properly predict the behavior of the interpolated function; when a data set such as the 33 point or 100 point data set was used which properly sampled the function, the results with MQ were significantly improved. The optimal location of knots was further explored by Kansa and Carlson [32] who showed that very rapidly varying univariate functions could be accurately interpolated with just seven knots if these knots in the interior of the domain were optimally located.
Kansa [8, 9] has shown that the power law seems to work very well. Hagen and Kansa [9] use the Brent algorithm to find the optimum constant r or the shape parameters R~ and R m . We have also made an attempt to obtain these shape parameters using the nonlinear optimization technique suggested by Marquardt [25] by choosing these values by experimentation. Quite often, the solution is very sensitive to and a slight variation in Rã nd R m (ill-conditioning) may change significantly the mean square errors.
However, Golberg et al. [21] have developed systematic way to determine the choice of the shape parameter by cross-validation that guarantees very good predictive capabilities.
5.3.
Selection of Distance Metrics Another area of exploration is a generalization of the form that the MQ basis function regarding the distance metric. In most applications, the distance in the MQ basis function is assumed to be the Euclidean distance, but other metrics are also possible. A possible form of a generalized MQ basis function is 
where t is a rank two-tensor. If, for certain values of x, the basis function becomes imaginary, g is set to zero. Such transformation was explored by Kansa and Carlson [32] and Girosi [33] to obtain better MQ interpolants and approximations. By using only the real projection of the hyperboloids, the MQ basis function, centered at different knots, can have either global or local support. Note, that form of (32) has much in common with wavelets; this connection to wavelets has been partially explored theoretically by Buhmann [34] . It quite trivial to obtain an orthonormalized basis set using the Gram-Schmidt procedure. The connection among the optimization of the knot locations, shape parameters, and metric tensor will be discussed in the next paragraph.
Solution of PDE Problems for which No Analytic Solution Exists
In many previous exploratory studies of MQ approximation in the numerical solution of PDEs, the determination of the parameters such as shape parameters, knots, metric, and amount of rotation relied heavily upon an a priori knowledge of the exact solution. These studies relied upon collocation methods that obtained solutions at a specified set of knots. Recently, Galperin and Zheng [35] and Galperin [36] have recommended a method based on global optimization techniques which may be used in case the exact solution is not known. Their technique is very general and can be applied to finite difference, finite volume, finite element, spectral, or radial basis functions to solve a general set of PDEs. They do not rely upon collocation, but rather globally minimizing errors over the domain and boundaries.
Any linear or nonlinear PDE problem can be cast in the following form L( f) = 0 (33) subject to boundary condition constraints, a(f)=O, (34) and if, appropriate, initial condition constraints,
•(f)=O.
One choice of cost-functions, recommended by Galperin and Zheng [35] is the minimization of the integral of the PDE over each subdomain having the following form for elliptic PDEs
C(f) = qeQmin{ f L(f) dv + vfr(r(f) dSI (36)
where C is the cost function, q is a vector of parameters (shape function, knot location, tensor parameters, and expansion coefficient) from the space of admissible parameters, Q; dv and dS represent the differential volume and surface elements, respectively. Galperin and Zheng [35] showed that the minimization of (36) can yield very accurate results with very few MQ basis functions. Hence, they believe that the excellent convergence properties of MQ make it very competitive with familiar low order finite difference and finite element schemes, especially in higher spatial dimension PDE problems.
