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a  b  s  t  r  a  c  t
This  work  considers  the  estimation  of  transition  probabilities  associated  with  populations  moving  among
multiple  spatial  locations  based  on numbers  of  individuals  at each  location  at two  points  in  time.  The
problem  is  generally  underdetermined  as  there  exists  an  extremely  large  number  of  ways  in which  indi-
viduals  can move  from  one  set  of locations  to another.  A  unique  solution  therefore  requires  a constraint.
The  theory  of optimal  transport  provides  such  a constraint  in the  form  of  a  cost function,  to be  minimized
in  expectation  over  the  space  of possible  transition  matrices.  We  demonstrate  the  optimal  transport
approach  on  marked  bird  data  and  compare  to the  probabilities  obtained  via  maximum  likelihood  esti-
mation  based  on  marked  individuals.  It is shown  that by  choosing  the  squared  Euclidean  distance  as
the  cost,  the  estimated  transition  probabilities  compare  favorably  to those  obtained  via maximum  like-
lihood  with  marked  individuals.  Other  implications  of  this  cost  are  discussed,  including  the  ability  to
accurately  interpolate  the population’s  spatial  distribution  at unobserved  points  in time  and  the  more
general  relationship  between  the  cost  and  minimum  transport  energy.
© 2017  Elsevier  B.V.  All  rights  reserved.
1. Introduction
Movement of individuals from one subpopulation to another
is a key determinant of population dynamics and a cornerstone of
metapopulation theory (Hanski, 1998, 1999; Turchin, 1998). In ani-
mal  ecology, inferences about rates and underlying probabilities of
movement are typically based on studies of marked individuals. In
some cases the marks are radio transmitters, and animal location
can be determined very frequently and at will (White and Garrott,
1990; Patterson et al., 2007). For other individual marks, animal
location cannot be determined remotely, and must be assessed
via recapturing or resighting marked individuals. These sampling
methods admit nondetection of marked animals that are present
in sampled areas, and require multistate capture-recapture mod-
els (e.g., Arnason, 1972, 1973; Brownie et al., 1993; Schwarz et al.,
1993; Lebreton et al., 2009) for inference about movement. Both
types of study require substantial effort and expense.
An alternative approach to inference about movement can be
based on aggregate data in which the identity of individual ani-
mals is not available (e.g., Willekens, 1977; Willekens et al., 1981;
Cooch and Link, 1999). For example, consider a certain number of
∗ Corresponding author.
individual animals that are present in our system at both times t
and t + 1. We  do not know the identities of each individual at each
time period, but we  instead have counts of how many of them are
at each of N locations at both times. Depending on the number of
individuals involved, there can be a large number of possible indi-
vidual movements that produce any set of location-specific counts
at t + 1, given the counts at t (Gail and Mantel, 1977). Hence, infer-
ences about actual rates of movement are not possible without
constraints on the problem. Cooch and Link (1999) used an entropy
maximization approach to inference but concluded that the requi-
site assumptions were sufficiently restrictive to limit utility of the
approach for ecological systems.
Here we present a different approach to this problem of infer-
ence about rates of movement using only aggregate data. The
approach derives from the theory of optimal transport (Villani,
2008), in which the requisite constraint takes the form of a cost
function to be minimized. Although the development of optimal
transport theory has taken place in disciplines other than ecology,
its underlying conceptual framework is closely related to ideas in
metapopulation theory and landscape ecology. For example, ecol-
ogists are frequently concerned about fragmented landscapes that
reduce animal movement, using the term “connectivity” to refer to
“the degree to which the landscape facilitates or impedes move-
ment of organisms among source patches” (e.g., Taylor et al., 1993;
Tischendorf and Fahrig, 2000). Connectivity is typically expressed
http://dx.doi.org/10.1016/j.ecolmodel.2017.06.003
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as some function of the cost required to move between patches,
and the cost is usually either squared Euclidean distance or some
function of it (Moilanen and Hanski, 2001; Adriaensen et al., 2003).
In addition, the very theory of optimal transport is based on the
underlying principle of work minimization in physical processes,
whereas the process of natural selection tends to maximize fitness
and associated behaviors of biological organisms (e.g., Fisher, 1930;
Clark and Mangel, 2000).
In what follows we provide a brief description of optimal trans-
port theory as it pertains to the problem at hand: namely the
estimation of transition probabilities governing movement based
only on aggregate summary statistics at two different times. Sec-
tion 2 describes the basic optimal transport problem, while Section
3 discusses the cost of movement and how that cost is related to
system dynamics. Section 4 then provides an illustrative numerical
example, and Section 5 applies the theory to a real-world exam-
ple, comparing the method to a more conventional approach based
on maximum likelihood estimation with marked individuals. We
discuss the implications of the analysis in Section 6.
2. Problem formulation
The basic optimal transport problem is to minimize the expected
cost EXY[c(x, y)] of moving a unit “mass” from one spatial location,
x, to another, y. The distribution of mass at the starting and ending
locations is characterized by the probability functions PX(x) and
PY(y); these are considered known at the problem outset (In our
notation we use capital letters, e.g., X, to denote random variables
and lower case, e.g., x, to denote the values they are used to model).
Moreover, the random variables X, Y will be defined on the problem
domain ,  taken here as the subset of R2 describing the particular
patches of earth on which our populations are distributed.
What is unknown is the joint probability distribution PXY(x, y),
defined on  × ,  describing the fraction of mass at each location in
x that must move to each location in y. This distribution is referred
to as the “optimal transport plan” in the sense that it minimizes
expected cost via
K (PX (x) , PY (y)) = minPXY (x,y)
∫
X×Y
c (x,  y)dPXY (x, y) . (1)
subject to the constraint that PXY(x, y) admits PX(x) and PY(y) as
marginals.
Eq. (1) is known in optimal transport theory as the Kantorovich
distance. Remarkably, (1) has a unique minimizer despite the infi-
nite number of possible transport plans that are consistent with
both PX(x) and PY(y) as marginals. The only practical requirement is
that the cost function return a positive, real valued number (Villani,
2008). While the roots of the minimization problem (1) extend back
a hundred or more years (see again Villani (2008) or Bogachev and
Kolesnikov (2012) for historical treatment), a tremendous volume
of recent work (last 10-15 years) has explored the theoretical and
computational aspects of this minimization problem.
In an ecological context, one can think of PX(x) and PY(y) as
population distributions at times t and t + T respectively while
each location in  is specified by two coordinates, x = (x1, x2),
y = (y1, y2), defining a position on the earths’ surface relative
to a user-defined origin. We  will correspondingly denote as N
and M the number of such locations associated with the start-
ing and ending distributions respectively. The ith such location
will be denoted xi ≡ (x1,i, x2,i). The distributions we consider are
discrete, e.g., PX (xi) =
∫
X
BX (i)
BT
ıX (x − xi)dx, i = 1. . .N and PY (yj) =∫
Y
BY (j)
BT
ıY (y − yj)dy, j = 1. . .M, where ı(·) is the Dirac delta func-
tion. Here we will use BT to denote the total number of individuals
present at both times, t and t + T, while BX(i), i = 1 . . . N, BY(j),
j = 1 . . . M represent population counts at spatial sites xi, yj respec-
tively.
The discrete, joint distribution for which we are solving, PXY(xi,
yj), tells us how many individuals at location xi at time t move to
location yj at time t + T. The discrete version of (1) is therefore given
by Kolouri et al. (2016)
K(PX (xi), PY (yj)) = minPXY (xi,yj)
N∑
i=1
M∑
j=1
c(xi, yj)PXY (xi, yj)
s.t.
M∑
j=1
PXY (xi, yj) = PX (xi),
N∑
i=1
PXY (xi, yj) = PY (yj)
PXY (xi, yj) ≥ 0, i = 1. . .N, j = 1. . .M
(2)
and can be used to solve for the N × M matrix of transport proba-
bilities, PXY(xi, yj), i = 1 . . . N, j = 1 . . . M.
This information is typically estimated by tracking a repre-
sentative subset of individuals in the population from t to t + T.
The minimizer (2) affords the possibility of obtaining this same
information, but without tracking individuals; rather the desired
probabilities are obtained by supplying the appropriate cost func-
tion with marginals as constraints and solving (2). Note, that (2) is a
linear program (albeit a potentially high-dimensional one) and can
be solved using standard numerical methods.
While the number and locations of the monitoring sites can be
different at times t and t + T, in what follows we will assume a fixed
number of monitoring sites so that M = N and yi = xi, i = 1 . . . N. This is
likely to be the more typical situation in practice (Spendelow et al.,
1995; Martin et al., 2006; Sanderlin et al., 2012). See Fig. 3, Section
5 for a graphical picture of the relevant quantities and associated
notation for our example study system.
3. Choice of cost
Defining an appropriate cost of movement has been discussed
previously in the ecological literature, and may  be a direct function
of Euclidean distance or instead modified by features such as ele-
vational gradient, habitat, etc. (Adriaensen et al., 2003; Bonte et al.,
2012; Etherington, 2016). Frequently, the cost is taken as simply
the distance over which members of the population must travel,
i.e., longer distances equate with higher cost. In fact, we will show
that by choosing c(x, y) = ‖y − x‖22, the solution to (1) produces a
transport plan that minimizes the kinetic energy associated with
movement. In doing so we  will review the well-defined connection
between “cost” and “energy” of optimal transport. In our view, this
relationship underscores the potential power of optimal transport
in studying metapopulation dynamics.
3.1. Cost as an energy minimizer
In mechanics, the principle of energy minimization guides the
derivation of equations governing the dynamics of many types of
systems (e.g., structural dynamics, fluid mechanics, thermodynam-
ics, etc.). In short, the principle states that of all possible paths
describing the evolution of a dynamical system, nature will take
the one associated with the least energy (least work).
Denote the time-dependent state of a system by the vector
 t ∈ Rd and its time derivative ˙ t . The Lagrangian of a dynam-
ical system, denoted L( t , ˙ t , t), quantifies the work associated
with non-dissipative (conservative) forces and can be written as
the difference between the system kinetic and potential energy
(Nichols and Murphy, 2016). Solutions  t that minimize the total
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work performed over time,
∫ t2
t1
L( t , ˙ t , t)dt, can be shown through
the calculus of variations to obey (Meirovitch, 1997)
d
dt
{∇ ˙ t L( t , ˙ t)}− ∇ t L( t , ˙ t) = 0, (3)
where ∇ t takes the gradient with respect to the vector  t. Forming
the Lagrangian and then substituting into (3) therefore provides the
governing equations for the system state  t along the minimum
energy path.
We can use this same basic principle to select the cost of optimal
transport. Specifically, we can set the cost function in (1) to be the
minimum work
c(x, y) = inf
∫ T
0
L( t , ˙ t)dt (4)
associated with the system transiting from 0 = x to T = y. Using
this approach to setting cost, solving (1) yields the transport plan
associated with the minimum expected work, a reasonable goal.
However, there is additional predictive power that comes with
setting the cost function in accordance with system dynamics. Not
only is the path  t the action-minimizing curve between t = 0 and
t = T, but it provides a unique, dynamic optimal coupling between
PX(x) and PY(y) (see Villani, 2008, Chapter 7, Theorem 7.21).
To explain what is meant by this statement, consider that the
coordinates describing the system state can be written as a function
of the starting and ending locations (a property we demonstrate
by example in the next section). Specifically, we  denote  t = ft(x,
y) ≡ ft where ft is a function that takes realizations of X ∈ ,  Y ∈ 
and returns a new set of spatial coordinates that can be mod-
eled with the random variable t ∈  (i.e., the function ft maps
 ×  → ).  This additional notation is required to distinguish
between the mapping, ft, and the spatial coordinates  t. Now, just as
 t is the action-minimizing curve, the associated probability func-
tion Pt ( t), is known to be a minimizing path between PX(x) and
PY(y) (a dynamic optimal coupling) in the space of probability mea-
sures (see again Villani, 2008 Chap. 7). In principle, this allows us to
describe the system probability distribution at interim times and
locations where no observations were made!
Additionally, we can readily obtain this distribution as a projec-
tion of our optimal transference plan PXY(x, y). Specifically, it can be
stated that the optimal transference plan will evolve along the action
minimizing curve so that the population distribution at any time t ∈ [0,
T] is given by
Pt ( t) = ft#PXY (x, y) . (5)
The “push forward” operator # projects the probability measure
given by the joint density onto the probability measure associated
with the interpolated spatial coordinates  t. Here, the function ft is
being used to “push” the joint probability measure PXY(x, y) onto the
desired coordinates giving, Pt ( t). Formally, the notation ft#PXY(x,
y) denotes PXY
(
f −1t ( t)
)
. Note that the marginals are contained in
this notation, e.g. f0#PXY(x, y) = PX(x).
To summarize, the result (5) states that if we  select our cost
function according to (4) and solve (1) to get PXY(x, y), we  can use
the energy minimizing dynamical path encoded in the function ft
to find the population distribution at any interim time t ∈ [0, T].
The function ft tells us where the probability is located while the
transport plan tells us the associated probability measure.
This is a potentially powerful result as it formally ties the pop-
ulation distribution to dynamics derived via energy methods. In
fact, a recent manuscript by Kondratyev et al. (2016) applied opti-
mal  transport theory to the evolution of population dynamics using
a model based on the non-conservative continuity equation (see
e.g., Cosner, 2005 for the “conservative” version of this class of
model). It was shown therein how a different criterion for opti-
mality (analogous to Eq. (1)) could be used to study transport for
that class of model. Solutions of (1) have also been interpreted as
solutions to transport problems in fluid mechanics (Benamou and
Brenier, 2000), systems governed by mechanical potentials (Lee and
McCann, 2011)), and even biological “swarm” dynamics (Wu  and
Slepcˇev, 2015).
3.2. Example: squared Euclidean cost
The notation associated with optimal transport is based in mea-
sure theory and can be intuitively difficult to follow. In this section
we attempt to better explain the notation, and the mechanics of
implementing optimal transport, by way  of example. For a graph-
ical interpretation of the notation, see Section 5, Fig. 3. At the end
of the section we provide a simple algorithm for implementing
the above-described approach to evolving a discrete population
distribution forward in time.
Consider the common situation where the
Lagrangian describes a system comprised of K particles,
L( t,1,  t,2, . . .,   t,K , ˙ t,1, ˙ t,2, . . ., ˙ t,K , t) =
∑K
k=1
1
2 ˙
2
t,k, for
k = 1 . . . K. In the ecological context each “particle” represents
a collection of some number of individuals moving together with
velocity ˙ t,k in two-dimensional space, i.e., d = 2. In the discrete
transport problem, the index is more accurately written k(i,
j) : k → (i, j) as each interpolated location k must be mapped to an
element in the transport plan (i, j). This mapping plays the role
of the function ft of the preceding section. Note also the number
K and the fraction of individuals populating the K locations are
determined when estimating PXY(xi, yj). The largest K can be
at any point in time will be the number of non-zero entries in
the transition matrix, while at the marginals (t = 0) we have by
definition, K = N.
By (3) we  have the system of governing equations ¨ t,k(i,j) =
0 for each k so that by integration we  have  t,k(i,j) = C1t + C2
for constants C1, C2. Invoking the starting and endpoint condi-
tions yields C2 = xi, i = 1 . . . N and C1 = (yj − xi)/T, i, j = 1 . . . N giving
 t,k(i,j) = (yj − xi)t/T + xi as the energy minimizing path.
The Lagrangian associated with this optimal path is then
1
2 ˙
2
t,k(i,j) = 12T2 (yj − xi)
2∀k(i, j). Integrating w.r.t. time from t = 0
to t = T gives simply c(xi, yj) = 12T (yj − xi)
2, i, j = 1. . .N.  In other
words, using the squared Euclidean distance as the cost function in
(2) is consistent with minimum energy transport for a system with
Lagrangian 12 ˙
2
t,k(i,j) (thereby proving our earlier assertion).
Moreover, we  can linearly interpolate to give the population
distribution at any time t. Keeping with our discrete formula-
tion, the estimated joint density PXY(xi, yj) tells us the fraction
of individuals that moved from site i to site j while the function
 t,k(i,j) = (yj − xi)t/T + xi tells us where the individuals are located at
time t.
The mechanics of this modeling procedure are described in
Algorithm (1). First, we  solve (2) for PXY(xi, yj). Then, for a given
t ∈ [0, T], find the set of points defining the support of the interpo-
lated probability measure:  t,k(i,j) = (1 − t)xi + tyj, i, j = 1 . . . N. These
N2 values define the locations at which the desired probability
measure will be placed. The probability values placed at these loca-
tions are given by the corresponding values in the transport plan,
Pt
(
 t,k(i,j)
)
= PXY
(
xi, yj
)
.
Note that some of the locations specified in the set  t,k(i,j)
may  be repeat values, in fact this is guaranteed to be the
case for the marginals. For example, at t = 0, the index j still
runs from j = 1 . . . N, hence there will be N identical values of
0,k(i,1) = 0,k(i,2) = · · · = 0,k(i,N). Thus, to get the total probability
measure for t = 0 and location xi, we  must sum the joint mea-
sure over j i.e., we  compute the marginal P0
(
0,k(i,j)
)
= PX (xi) =∑N
j=1PXY
(
xi, yj
)
. In short, for any repeated location in the list  t,k(i,j)
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(multiple pairs (i, j) yield the same  t,k(i,j)) we sum the correspond-
ing probability measures in PXY(xi, yj) to give Pt ( t,k(i,j)).
Algorithm 1. Constant velocity dynamic transport plan
Input: marginals PX(xi), PX(yj), cost function c(xi, yj) = ‖yj − xi‖22, and timestep t
Solve linear program (2) to obtain PXY(xi , yj), i, j = 1 . . . N.
Set t = 0
repeat
k = 1
repeat
i = mod(k-1,N)+1; j = ceil(k/N)
 t,k = (yj − xi)t/T + xi
Pt (k) (k) = PXY
(
xi, yj
)
k = k + 1
until k = N2
Find sets of repeated indices ωk′ =
{
k :  t,k =  t,k′
}
.
Assign Pt (k
′) =
∑
k ∈ ω
k
′
Pt (k)
t = t + t
until t = T
Output locations t,k′
Associated probability mass Pt (k
′)
An algorithm for obtaining the transport plan and performing
the associated interpolation is given above. Note that many of the
N2 location values will contain zero probability measure. This can
be understood as a natural consequence of solving the linear pro-
gram (2). The solution to (2) has at most 2N − 1 non-zero elements
(Kovacevic and Pichler, 2015), hence for large N storing only the
non-zero elements of PXY(xi, yj) can result in considerable savings.
This has potentially profound implications in the study of popu-
lation movement. By choosing the cost function in accordance with
(4), not only can we estimate PXY(xi, yj), but we have a means of
dynamically interpolating the system distribution between X and Y
to predict the system state at unobserved times.
4. Numerical example
As a simple numerical example, consider a population dis-
tributed on  = [0, 1] over N = 3 spatial locations x1 = (0.1,
0.1), x2 = (0.1, 0.9), x3 = (0.9, 0.1). At time t = 0 the population
counts are BTPX(x) = 55ı(x − x1) + 25ı(x − x2) + 15ı(x − x3). At time
t = 1 we consider the same spatial locations, y = x, but with
BTPY(x) = 20ı(y − y1) + 50ı(y − y2) + 25ı(y − y3). Hence, using our
established notation we have BT = 95, while the counts are given by
BX(1) = 55, BX(2) = 25, BX(3) = 15 and BY(1) = 20, BY(2) = 50, BY(3) = 25
respectively.
For the cost function we take the square of the Euclidean dis-
tance,
c(xi, yj) = (y1,j − x1,i)2 + (y2,j − x2,i)2, i = 1. . .3, j = 1. . .3  (6)
which we have shown minimizes the kinetic energy associated
with animal movement. Fig. (1) shows the unique solution to (2)
along with the intermediate distributions predicted by the con-
stant velocity paths. At times t = 0 and t = T we have K = N = 3 unique
coordinates on which all of the probability is located i.e., the known
marginals given at the problem outset. For intermediate times vary-
ing fractions of the population begin to move, and we  have K = 5
unique spatial coordinates created by the interpolation. Note again
that this could be expected as the linear program (2) admits at
most 2N − 1 =5 non-zero entries (see again, Kovacevic and Pichler,
2015). Certain fractions of the population remain fixed while oth-
ers move to accomplish the twin goals of matching the marginal
PY(yj), j = 1 . . . N, but doing so in a manner that minimizes the system
energy.
We could also modify the cost function to largely prevent move-
ment between locations 1 and 3. In this case we simply multiplied
the squared Euclidean distance between these locations by a factor
of 10. It is important to note that in doing so our cost function is
Fig. 1. Interpolated population distributions between state 1 (t = 0) and state 2 (t = 1)
along with the predicted intermediate distributions. The cost function was taken as
the  squared Euclidean distance. The sizes of the filled circles indicate the probability
of  occupying the associated location. In this example, individuals are moving from
site  1 to sites 2 and 3.
no longer minimizing the expected work for a system where the
Lagrangian contains only kinetic energy. Rather, one has to con-
struct a potential energy function such that movement is “resisted”
along that particular path (see McRae et al., 2008 for an ecological
example).
One way  to accomplish this is the simple linear potential V( t) =
1
2R
2
t . This same potential was  recently studied in the context of
optimal transport in Lee and McCann (2011). The resulting inter-
polating function is more complicated (oscillatory), however by
creating a large enough resistance R we  can create the effect of
prohibiting movement in that direction and yielding a cost function
matrix with a single, high cost path. This is but one possible way
to block movement in a manner consistent with a true, dynamic
optimal coupling.
The result can be observed in Fig. 2. Population movement
results in the same final distribution as that depicted in Fig. 1, but
does so in a different way. Rather than transit directly between sites
1 and 3, the optimal plan is for individuals to move “around” the
resistive path (via site 2) to attain the desired result.
One could envision different potentials designed to either
encourage or discourage movement based on resources, likelihood
of predation, etc. This result also suggests an alternative way to use
optimal transport theory. Given an estimate of the transition prob-
ability matrix (obtained via standard methods), one could use Eq.
(2) to instead estimate the parameters associated with the cost of
transport, e.g., R.
Note that forcing the cost to obey Eq. (4) is not required to esti-
mate the transition probabilities, however it is clearly useful in that
it (1) allows predictions of the distribution at unobserved times and
locations and (2) provides a path to a physically meaningful cost
that could, in principle, be estimated using the framework we have
developed. While there are no guarantees that a biological system
will seek to minimize energy, there is certainly some evidence to
suggest this might be the case (see e.g., Clark and Mangel, 2000;
LaRue and Nielsen, 2008). If one accepts this premise, the solution
to (2) provides a unique estimate of PXY(xi, yj), i, j = 1 . . . N that does
not require the practitioner to track individual animals, but rather
only requires the starting and ending population counts (i.e., the
constraints on the marginals in Eq. (2)).
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Fig. 2. Interpolated population distributions between state 1 (t = 0) and state 2
(t  = 1) along with the predicted intermediate distributions. The cost function in this
example has been modified to significantly increase the cost (factor of 10 above
the  squared Euclidean distance) of moving between locations 1 and 3. The sizes of
the filled circles indicate the probability of occupying the associated location. The
starting and ending distributions are the same as in Fig. 1, however the paths the
individuals take to realize these distributions are quite different.
In what follows we demonstrate this approach on data obtained
from counts of individual Roseate Terns, Sterna dougallii, at 2 dif-
ferent times during the postbreeding period at 5 locations on Cape
Cod, Massachusetts. Results are compared to those obtained via
direct counts of individual movements. We  show that even a simple
application of optimal transport theory can yield unique solutions
for the transition probability matrix that are quite close to those
obtained via standard estimation methods.
5. Application
In this section we apply the transport-based approach to esti-
mating the transition probability matrix and compare the results to
those obtained using individual movements via the method of max-
imum likelihood. The sample data used for illustrative purposes
here were taken from a larger (June-September 2015) dataset col-
lected as part of a collaborative study of geographic and temporal
variation in the use of staging sites by endangered Roseate Terns
from different parts of the breeding range and some of the potential
factors that may  be affecting tern use of these sites (e.g., Althouse
et al., 2016). This “Staging Site Study” (SSS) research is part of a
long-term ongoing study of Roseate Tern metapopulation dynamics
(Spendelow et al., 1995, 2008, 2016; Lebreton et al., 2003).
Other colorbanding schemes have been used in the past
Spendelow et al. (1995, 2008, 2016), but starting in 2011 most
Roseate Tern chicks and many adults from the endangered North-
east Atlantic breeding population have been given a standard U.S.
Geological Survey (USGS) Bird Banding Laboratory (BBL) hard metal
(incoloy) band on one leg and an engraved 3-character colored plas-
tic field-readable (PFR) band on the other leg. The PFR bands can
be read with a spotting scope at distances of up to 50 m.  In 2015,
surviving individuals from previous cohorts and young Hatch Year
birds from nine colony sites in Nova Scotia, Maine, New Hampshire,
Massachusetts, New York, and Connecticut were identified at sev-
eral staging sites in the “Cape Cod & Islands” area of southeastern
Massachusetts, with the bulk of the fieldwork being conducted at
beaches within the boundaries of the U.S. National Park Service’s
Cape Cod National Seashore. Descriptions of the various methods
used to approach and identify these staging terns are given by
Spendelow (2015) and Althouse et al. (2016).
Fig. 3 shows the geographic region of interest along with the
locations of the various staging sites. Also provided in the figure are
the definitions of the relevant mathematical quantities required of
our analysis. Specifically, we  show the beginning (t = 0) and end-
ing (t = T) locations along with a sample entry to the cost function
matrix (c(x1, y3)) and a sample interpolation function ( t,k(4,5))
For this example we  picked five staging sites located at various
distances from one another that were visited one or more times
within two 3-day periods two weeks apart (21–23 August and 4–6
September 2015) by Spendelow and other members of the SSS
crew. Of the more than 900 different Roseate Terns with PFR bands
that were identified between 21 August and 6 September, only the
65 individuals seen at least once at one or more of those five staging
Fig. 3. Notation used in this paper mapped to the spatial domain of interest. N = 5 different monitoring sites are distributed along the eastern coast of Massachusetts. These
sites  are fixed for all time so that the locations yi = xi , i = 1 . . . N are given by the filled red circles on both plots. We are ultimately interested in using (2) to estimate the
transition probability matrix associated with animal movement from xi , i = 1 . . . N at time t = 0 to yi = xi , i = 1 . . . N at time t + T. Formulating this as an optimal transport problem
allows  for a unique solution given only the discrete marginals PX(xi), i = 1 . . . N, PY(xj), j = 1 . . . N and a cost function, c(xi , yj), i, j = 1 . . . N. (For interpretation of the references
to  color in this figure legend, the reader is referred to the web  version of this article.)
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Table  1
Population transition matrix between times t = 0 (August 21–23, 2015) and t + T (September 4–6, 2015) for banded, adult Roseate Terns observed during both sampling periods
at  5 staging sites on Cape Cod, Massachusetts. The table entries should be interpreted as moving “from” columns “to” rows.
Location PWE  PHH PRPN ENM CNB
∑
X = BY(j)
PWE  0 0 0 0 0 0
PHH  3 21 18 0 8 50
PRPN  0 0 0 0 0 0
ENM  1 1 0 1 2 5
CNB  0 4 1 1 4 10∑
Y = BX(i) 4 26 19 2 14 65
sites in both periods were used for this example. Some individuals
were seen at more than one site within each 3-day period. In such
cases the individual was assigned to the site where first seen or
where seen the most times if observed three or more times.
The recorded population counts BX(i), BY(j), i, j = 1, . . . 5 at times
t = 0 and t = T are given by the final row/column of Table (1). The
other tabulated values (individual table entries) represent the num-
ber of individuals that moved from site i to site j during the elapsed
time and will be denoted by BXY(i, j), i, j = 1 . . .5. In this data set, the
total number of individuals is BT = 65.
Given these population counts, it is first interesting to estimate
the number of possible transportation plans consistent with these
marginals. Using the independently derived approximations of Gail
and Mantel (1977) and Barvinok (2009), the marginals of table
(1) admit >1010 possible transportation plans! This, of course, is
why one typically tracks individual members of the population
as it allows for a unique solution (albeit through direct enumer-
ation). However, as we have described in Section 2, by defining the
cost of movement a unique solution is readily available even with
aggregate data.
Again, defining the cost as the squared Euclidean distance, we
estimated the transition matrix to be that given in Table (2). It is
important to remember that the results in Table (2) presumed no
knowledge of the individuals, only the marginal counts given in
the last row (t = 0) and column (t = T) in the table. It is also worth
noting the constraint on the number of non-zero values that are
permissible in solving the linear program (2). In this case, for N = 5,
we can model at most 2N − 1 =9 non-zero values in the table. This
particular data set is therefore not formally amenable to transport
analysis as there are 12 non-zero values in the table. Nonetheless,
the predictions are in many ways similar to what is observed.
The minimum energy solution suggests one of the individuals
at site ENM moved to PHH, while the other remained, to be joined
by 4 individuals from CNB. The analysis is also fairly accurate in
predicting the number of individuals that moved to PHH from PWE
and PRPN.
The glaring exception is the 8 individuals from CNB that tra-
versed a very long distance to arrive at PHH (see Table 1). This is
not predicted by transport theory which assigns too high a cost to
such a move. Clearly there are other factors motivating movement;
these could perhaps be accounted for in an appropriately designed
potential function, e.g., low food resources at a site creating a cost
to staying.
To visualize the solution, we applied the same interpolation pro-
cedure as in the numerical example. The results are shown in Fig. 4.
Again, our selection of cost results in energy minimizing paths that
are straight lines. Hence, the number of individuals associated with
this transition matrix can be “pushed” onto these paths to predict
population distributions at interim times.
Ecological interest is often in the transition probability matri-
ces defined by transition counts such as those of Tables 1 and 2.
Maximum likelihood estimates of transition probabilities for
non-zero transitions between locations i and j can be obtained
as PˆXY
(
xi, yj
)
= BXY (i, j)/BX (i), with associated standard error
Fig. 4. Interpolated population distributions between initial and final population
distributions of Roseate Terns among five sites on Cape Cod, Massachusetts, August-
September 2015. The cost function is taken as the squared Euclidean distance, hence
the resulting paths minimize the total system kinetic energy.
SˆE(PˆXY (xi, yj)) =
√
PˆXY . Estimates of transition probabilities based
on the observed movements of Table 1 and the transport-estimated
movements of Table 2 are presented in Tables 3 and 4, respectively.
Note, these two tables are derived directly from the population
counts in Tables 1 and 2, hence the qualitative differences can be
similarly explained.
6. Discussion
In short, we  are proposing the theory of optimal transport as a
means of generating unique estimates of the transition probability
matrix governing the movement of animal populations over time.
Specifically, we define a non-negative cost to movement and then
minimize that cost in expectation, subject to the constraint that we
know the population distribution at the starting and ending points,
i.e., we  know the marginals. Despite the incredibly large number of
transition matrices that obey this constraint, the solution obtained
by minimizing expected cost is unique, provided the cost function
returns a positive number.
Moreover, if we further restrict the cost function to be the min-
imum work associated with movement we  can guarantee a unique
movement model over points in time and space at which no obser-
vations were made. This is made possible by some powerful results
in the theory of optimal transport that state the population distri-
bution is transported along the path of least work. Knowing the
path tells us where the probability is located, while knowledge of
the transition probability matrix tells us how much probability is
there.
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Table  2
Estimated population transition matrix using transport theory for adult Roseate Terns observed during both sampling periods times t = 0 (August 21–23, 2015) and t + T
(September 4–6, 2015) at 5 staging sites on Cape Cod, Massachusetts. The table entries should be interpreted as moving “from” columns “to” rows.
Location PWE  PHH PRPN ENM CNB
∑
X = BY(j)
PWE  0 0 0 0 0 0
PHH  4 26 19 1 0 50
PRPN  0 0 0 0 0 0
ENM  0 0 0 1 4 5
CNB  0 0 0 0 10 10∑
Y = BX(i) 4 26 19 2 14 65
Table 3
Maximum likelihood estimates of transition probabilities and associated standard errors (parentheses) for the observed Roseate Tern movements of Table 1.
Location PWE  PHH PRPN ENM CNB
PWE  0 0 0 0 0
PHH  0.75(0.217) 0.81(0.077) 0.95(0.051) 0 0.57(0.132)
PRPN  0 0 0 0 0
ENM  0.25(0.217) 0.04(0.038) 0 0.50(0.354) 0.14(0.094)
CNB  0 0.15(0.071) 0.05(0.051) 0.50(0.354) 0.29(0.121)
Table 4
Maximum likelihood estimates of transition probabilities and associated standard errors (parentheses) for the estimated (by transport theory) Roseate Tern movements of
Table 2.
Location PWE  PHH PRPN ENM CNB
PWE  0 0 0 0 0
PHH  1.0(-) 1.0(-) 1.0(-) 0.50(0.354) 0
PRPN  0 0 0 0 0
ENM  0 0 0 0.50(0.354) 0.29(0.121)
CNB  0 0 0 0 0.71(0.121)
In this work we used the results to estimate the transition
matrix, and to predict animal movement under the assumption that
members of the population will try and minimize kinetic energy
which was shown to coincide with minimizing distance traveled.
The estimate of the transition matrix obtained via optimal transport
was quite similar to that obtained via the more standard maximum
likelihood estimator. However, unlike the standard approach, opti-
mal  transport requires only knowledge of the starting and ending
probability distributions as opposed to tracking the location of each
individual over time.
While we explored the connection between energy and cost,
we did so only in the context of a particular description of system
energy (kinetic). Other descriptions that include various potential
functions would certainly be interesting to explore and may  yield
better estimates. For example, the nature of the habitat matrix
between sites may  vary (e.g., long grass vs. bare ground for small
mammals, Skvarla et al. 2004), producing different costs of moving
between equidistant sites. Similarly, the potential fitness differen-
tial between two sites may  influence ultimate movement costs,
with movement being more likely if the potential fitness (e.g., as
reflected by food resources, likelihood of predation, etc.) at one des-
tination site is greater than the other. We  envisage development of
model sets that include only Euclidean distance as a null hypothe-
sis model, and models adding other potential costs as more general
alternatives.
We also noted that by construction, the solution of the optimal
transport problem admits only sparse solutions where the transi-
tion probability matrix is comprised of only 2N − 1 < N2 non-zero
entries. While this may  at first seem a significant restriction on the
applicability of the approach, it turns out that many “real-world”
estimates of transition matrices are indeed sparse (e.g., Sanderlin
et al. (2012)). In fact, one could argue that these prior works are
actually justification that real populations do indeed try and mini-
mize expected cost.
To our knowledge, the substantial amount of recent work on
optimal transport theory has not included much consideration
of uncertainty, and we view this as an important area for future
development. One kind of consideration involves the optimization
itself. When applied to animal movement, the described approach
essentially assumes perfect knowledge by animals of the cost func-
tion associated with travel between any two points. In the case of
imperfect knowledge expressed probabilistically, a stochastic opti-
mization approach may  be more appropriate (e.g., Williams and
Nichols (1984)).
Another kind of consideration of uncertainty is sampling vari-
ation associated with the optimal transport approach. One  way to
deal with such uncertainty would be to view the elements of col-
umn  i of a transition matrix computed via optimal transport theory
as multinomial random variables, conditional on the column total,
BX(i) (as described for Tables 3 and 4 at the end of Section 5). In
this case, the variance of each transition probability could be esti-
mated as ˆvar
[
PˆXY
(
xi, yj
)]
= PˆXY
(
xi, yj
)[
1 − PˆXY
(
xi, yj
)]
/BX (i).
As with past efforts to draw inferences about transition probabil-
ities using aggregate data (e.g., Willekens, 1977; Willekens et al.,
1981; Cooch and Link, 1999), our development and example used
direct counts of animals. Although such counts will be available
in some cases, the more typical ecological situation will be one in
which the site-specific counts are estimated, BˆX (i) and BˆY (j), with
corresponding variance estimates, ˆvar[BˆX (i)] and ˆvar[BˆY (j)]. In such
cases, a parametric bootstrap approach could be used to incorpo-
rate this additional uncertainty into estimates of var
[
PˆXY
(
xi, yj
)]
,
and analytic expressions could be explored as well.
In our described treatment, we  assume the usual optimal trans-
port problem with equal numbers of individuals at the two time
periods, B0 = BT. This specification corresponds to the sampling of
closed populations in the terminology of ecological sampling (e.g.,
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Williams et al. (2002)). The more general case of open populations
includes the possibility of gains to and/or losses from the popula-
tion between times t = 0 and t = T. Without additional constraints,
it may  be that the optimal transport approach cannot be used for
such open systems. However, with some additional information
about rates of gain, loss or movement (e.g., from studies of sub-
sets of marked individuals, Williams et al. (2002). Lebreton et al.
(2009)), it is possible that optimal transport can be extended to deal
with such system change. In this case, available data might be the
aggregate counts or estimates of site-specific abundance, as well
as some detailed information on marked individuals, combined in
an integrated modeling approach (e.g., Besbeas et al., 2002, 2003;
Buckland et al., 2004; Abadi et al., 2010).
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