Abstract-Coherent optical links enable high-density constellations and, consequently, a higher throughput. However, the phase noise associated with the transmitter and the receiver lasers is a challenging issue in coherent lightwave systems. The authors present an approach that relies on using digital signal processing techniques to compensate for the laser phase-noise effects. The proposed approach exploits the digital processing power to address the problems arising from optical imperfections. The authors present an adaptive filtering scheme that reduces the effect of the laser phase noise and, consequently, relaxes the laser linewidth requirement. The proposed approach shows how the signal processing techniques can be exploited to compensate for the optical impairments by utilizing the continuing scale down in size and power in very large scale integration (VLSI) technology.
I. INTRODUCTION

C
OHERENT optical links enable high density constellations [such as 64 quadrature amplitude modulation (QAM)] and, consequently, a higher throughput. However, the phase noise associated with the transmitter and receiver lasers is a challenging issue in coherent lightwave systems [1] , [2] . In a coherent receiver, a local oscillator (LO) is required to down convert the received signal. In general, the LO will have random phase fluctuations relative to the transmitter oscillator. The distortion due to the transmitter laser and receiver LO phase noise will then appear as a random rotation of points in the received constellation, as shown in Fig. 1 . An optical coherent detection requires the coherent combination of the optical signal with a continuous optical field provided by an LO before it falls on the photodetector.
For the coherent receiver in Fig. 2 , either homodyne or heterodyne synchronous demodulation schemes can be used, both requiring certain kind of phase locking loop. In the heterodyne case, the phase-locked loop (PLL) is used to recover the intermediate frequency (IF) carrier. PLLs reduce the final phase-noise variance through the loop filter [3] - [6] . However, there are limits on the PLL loop bandwidth, delay and, consequently, the achievable phase-noise variance due to other Manuscript system tradeoffs such as the loop locking range. In this paper, we show how digital signal processing techniques can be used to relax such tradeoffs and reduce the final phase-noise variance in the system. In this paper, we present a compensation scheme that is implemented in the digital domain (after the analog to digital converters) in order to reduce the effect of phase noise on the bit error rate (BER) performance. An adaptive tracking scheme is implemented to track and compensate for the phase variations. The training is performed in a decision-directed fashion to avoid the need for a training sequence and a transmission overhead. In this paper, we focus on a receiver that uses the LO in an optical PLL. It is shown that a standard adaptive filter (such as least mean squares (LMS) algorithm) cannot function properly in the decision-directed mode; so instead, a constrained adaptive filter is proposed. The simulation results show a significant improvement in the BER results when the proposed scheme is applied. Such an improvement in the BER curves can significantly relax the requirements on the laser linewidth specifications used in the coherent links.
The paper is organized as follows. The next section describes the phase-noise models and its effect on the recovered data. The adaptive-compensation scheme is presented in Section III. The simulation results are shown in Section IV, and conclusions are given in Section VI.
II. SYSTEM FORMULATION
In this section, we formulate a coherent optical link in the presence of a transmitter and a receiver phase noise. We present the equivalent baseband model, assuming that the received signal has been down converted from the optical carrier to the baseband before being digitally processed. Let s i denote the transmitted signal at time instant i, generally from a QAM constellation. The received baseband complex signal y i can be written as follows:
where h is the channel gain (in general a complex number), n i is the additive complex Gaussian noise at the receiver with variance σ 2 n , and the link signal-to-noise ratio (SNR) is calculated
The effects of the additive noise sources are lumped into σ 2 n , including the receiver noise, the relative intensity noise, the quantization noise, etc. Furthermore, φ ni is a random variable that represents the effect of laser phase noise. It is known that φ ni can be modeled as a Gaussian random process; its power spectral density (PSD) and variance will strongly depend on the laser linewidth. Assuming that the laser-frequency fluctuations exhibit a white Gaussian distribution with a single-sided PSD [7] , [8] 
where ∆ν is the laser linewidth. The PSD of the phase noise is then
This results in a Lorentzian laser-field spectrum centered at an optical carrier frequency f c
Assuming that a laser with the above characteristics is used for optical transmission and down conversion, the equivalent baseband phase-noise characteristics can be derived. Let us consider the case where the LO laser is used in the PLLs. The simplest form of PLL is shown in Fig. 3 . The closed-loop transfer function can be written as follows:
where 
A. First-Order Loop
A first-order loop has F (s) = 1. We have the closed-loop transfer function from (5) where the open-loop gain K is equal to the angular frequency of zero decibel loop gain denoted by ω L . After corrected by PLL, the phase noise PSD can be expressed as follows:
where f L = ω L /2π is a measure of loop bandwidth, and the phase-noise variance can be consequently calculated as follows:
B. Second-Order Loop
For a second-order PLL, the closed-loop transfer function becomes [9] 
where ω n is the loop natural frequency, and η is the damping factor. The residual phase noise PSD (when η = 0.707) can be calculated as follows: where f L = ω n /2π is a measure of the loop bandwidth, and the phase-noise variance can be consequently calculated as follows:
We will provide simulation results for both the above scenarios.
III. ADAPTIVE COMPENSATION
We use an adaptive filter [10] to compensate for phasenoise effects. The adaptive filter is intended to track the phase variations and compensate them. Although we will only discuss an LMS filter in this paper, other filters, such as recursive least squares (RLS), can be used as well. Due to the fast rate of the variation in the phase noise, a training-based compensation is not feasible since it would require a constant stream of training. Instead, we train the adaptive filter in a decisiondirected fashion, where the estimated data is passed through a slicer 1 and directed back to the filter for adaptation-see Fig. 4 . With a relatively low BER, these estimates are sufficient for training purposes. The adaptive tracking is implemented as follows. Denoting the estimate for the transmitted sample s i bŷ s i , then [10] 
where w i is the filter coefficient to be estimated recursively, and slicer(ŝ i ) is the closest point in the constellation to the estimated sampleŝ i , as shown in Fig. 4 . A problem with the decision-directed approach is the ambiguity in the phase at the receiver. If the coefficient w i is phase rotated by a multiple of π/2, then the receiver has no means of correcting for it. This is due to the fact that a rotated (by a multiple of π/2) QAM constellation would still be observed and processed as if there was no rotation from the receiver point of view. Note that such undesired rotations are likely to occur since we need to use relatively large step sizes in order to track the rapid phase variations closely. Therefore, if during an update iteration the phase of w i is mistakenly rotated by more than π/2 due to a large error signal or a large step size, the filter no longer will be able to correct for it, and all information bits received afterward will be lost. One solution would be to use known pilot bits in order to adjust (calibrate) the phase of the recovered constellation. However, this would result in a transmission overhead and would require changes in transmitted packets.
To address this issue, we suggest a constrained-adaptive scheme, which prevents large incidental changes in the phase without any degradation in performance, i.e., still using a relatively large step size. The constraint would block an update to w i that could potentially change the slicer's output and could consequently lead to the ambiguity issue. Different conditions and schemes can be used to constrain the update equations. A simple yet effective scheme is as follows:
for some positive relatively small α, e.g., 0.1. In other words, any update suggested by the standard LMS algorithm is performed only if the update does not cause a dramatic change in the slicer's output. The programmable parameter α used in the algorithm is basically a design parameter and should be chosen based on the system parameters. The only limitation with the constrained-adaptive algorithm is the possibility that the convergence of the tracking scheme might be degraded, since some updates are discarded. This is not a limiting factor, since this constraining condition is exercised very infrequently while it prevents the undesired rotations in the phase very effectively.
IV. SIMULATIONS
A coherent single mode fiber (SMF) link is simulated to evaluate the performance of the proposed phase noise compensation scheme. A 10-Gsps coherent optical link is simulated with different transmission constellation densities (quadrature phase shift keying (QPSK) to 64 QAM). The simulations are performed for both the PSD functions (7) and (10), corresponding to the first and second order transfer functions. Packets of data are transmitted through the fiber, where different received SNR values are modeled through different fiber loss values. To better illustrate the performance of the proposed algorithm, other nonideal effects such as nonlinearity and dispersion are not included in the simulations. The phase noise φ i is generated to have a Gaussian distribution with a power spectrum density defined by (7) or (10). This is done by generating a white Gaussian random process and passing it through a filter that has a frequency response equal to the square root of the desired phase noise PSD model. The packet at the transmitter is then modulated over a QAM constellation, up converted, and transmitted through the fiber. At the receiver, an additive white Gaussian noise is added to the received signal to model the effects of thermal noise, relative intensity noise, and quantization noise. The effect of phase noise at the LO is added to the received signal. The received signal is then processed by the proposed structure shown in Fig. 4 . The recovered data is then compared to the original transmitted data for BER calculation. The above process is repeated over many packet realization and for different received SNR values. Information bits are grouped into packets: enough to form 8000 64-QAM symbols per packet transmission (equivalent to a total of 8000 × 6 = 48 000 randomly generated information bits). Each BER point in the plots is the average result of 100 packet transmissions.
A. Standard Versus Constrained LMS
We simulated the performance of the modified LMS algorithm versus the standard LMS in avoiding the undesired phase rotations that are multiples of π/2. As seen in Figs. 5 and 6, a standard LMS in a decision-directed mode has resulted in a phase rotation of −π/2 due to lack of a pilot sequence, while the constrained scheme helped avoiding it. The simulation parameters are 16-QAM constellation, ∆ν = 100 KHz, µ LMS = 0.8, and SNR = 30 dB.
B. BER Versus SNR
We simulate the performance of the compensation scheme compared to an ideal system, as well as a system with no compensation scheme. The BER versus SNR links are plotted for different system parameters as follows. We simulated two scenarios: one assuming the phase-noise PSD given by (7) corresponding to a first-order transfer function and the other assuming the phase-noise PSD given by (10) corresponding to a second-order transfer function. The results in Figs. 7-9 are conducted using the phase-noise PSD given by (7), while the results in Fig. 10 are conducted using the phase-noise PSD given by (10). In Fig. 7 , the laser linewidth is ∆ν = 50 KHz, the loop bandwidth is f L = 5 MHz, the transmit constellation is 64 QAM, and the LMS step size is µ LMS = 0.1. In Fig. 8 , the laser linewidth is ∆ν = 500 KHz, the loop bandwidth is f L = 50 MHz, the transmit constellation is 64 QAM, and the LMS step size is µ LMS = 0.1. In both cases, the ratio between ∆ν and f L is the same (equal to 0.01), and consequently, the phase-noise variance given by (∆ν/2f L ) is the same. This explains why the BER curves for a system with no compensation is the same in both plots, for two different values of laser linewidth. In order to illustrate the relative improvement in BER floor, a simulation was conducted for a system with a relatively large laser linewidth, such that the BER floor is observable at around 10 −6 . In Fig. 9 , the laser linewidth is ∆ν = 300 KHz, the loop bandwidth is f L = 5 MHz, the transmit constellation is 64 QAM, and the LMS step size is µ LMS = 0.1. These parameters result in a very poor BER floor of 10 −2 if no compensation is performed. Using the proposed compensation scheme, the BER floor is reduced to less than 10 −6 -see Fig. 9 . As seen in the plots, the proposed scheme achieves an acceptable performance for both values of the laser linewidth. The reason for the poor performance of the proposed scheme at relatively low SNR values (15 dB) is the degradation in the decision-directed loop, since more estimation errors are likely to happen. However, this is not a limiting factor, since the practical optical links operate at high SNR values (25 dB and above for 64-QAM constellation), where the proposed scheme is performing well. Furthermore, it can be seen that the adaptive tracking scheme is able to compensate for the phase noise in both cases (first-and second-order transfer functions) to an acceptable degree. (7) is used in the simulation. The system parameters are the transmit constellation of 64 QAM, an LMS step size of µ LMS = 0.1, a laser linewidth of ∆ν = 500 KHz, and a PLL bandwidth of f L = 50 MHz. Fig. 9 . Uncoded BER versus the SNR for a coherent link with an LO in the PLL mode. The PSD corresponding to a first-order transfer function given by (7) is used in the simulation. The system parameters are: the transmit constellation of 64 QAM, an LMS step size of µ LMS = 0.1, a laser linewidth of ∆ν = 300 KHz, and a PLL bandwidth of f L = 5 MHz. Note that due to the relatively large phase-noise variance corresponding to these parameters, the BER floor achieved by the compensation scheme is observed within the simulated BER range.
C. BER Versus Laser Linewidth
To illustrate the gain achieved in terms of laser linewidth requirements, the BER versus laser linewidth (∆ν) at SNR = 25 dB are plotted for a fixed loop bandwidth (f L = 5 MHz) in Fig. 11 . A 64-QAM constellation is used with the LMS step size in the range of µ LMS = 0.05−0.20. As can be seen from the plot, the laser linewidth requirement to achieve a target BER is significantly relaxed when the compensation scheme is used.
V. ANALOG-TO-DIGITAL CONVERSION
High-speed analog-to-digital converters (ADCs) are required in a gigabit-per-second fiber-optic link to convert the continuous-time signal into a discrete-time form. Depending on the required SNR (for a target BER), a certain number of bits are needed for digital conversion. The number of bits in the ADC is chosen such that the quantization noise is below (by some margin) the maximum noise level allowed for the system to operate. The required effective number of bits (ENOB) can be calculated as ENOB = (SNR(dB) − 1.76)/6.02 [11] . Considering the toughest ADC requirement for the systems simulated in this section (10 Gb/s, 64-QAM link), five ENOB at 1.67-Gsps ADC is required to support 25-dB SNR with about a 6-dB margin. Note that for systems with a lower link throughput or lower-density constellations (e.g., 16 QAM), the ADC requirement is significantly relaxed.
VI. CONCLUSION
The proposed approach in this paper relies on using signal processing techniques to compensate for the laser phase noise in the digital domain. An adaptive tracking scheme is presented that reduces the effect of the laser phase noise and, consequently, relaxes the laser linewidth requirement. The proposed approach shows how signal processing techniques can be exploited to compensate for the optical impairments by utilization of the continuing scale-down in VLSI technology.
