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The absorption of solar radiation by atmospheric species and the corre-
sponding photoinduced processes, define the chemistry of a planet’s atmo-
sphere. While many of these photoinduced processes and their effects are
well- known, even in Earth’s atmosphere there are gaps in our understand-
ing. The focus of this thesis is the theoretical study of the absorption of
sunlight by some important atmospheric species where no or minimal ex-
perimental results are available. We simulate electronic absorption spectra
of atmospherically relevant sulfur-containing molecules, including sulfuric
acid, which is present in Earths’ atmosphere and OSSO, which was recently
identified in the atmosphere of Venus. We also simulate electronic absorp-
tion spectra for a series of N2O complexes thought to be present in Earth’s
atmosphere, namely Ar-N2O, N2O-N2, O2-N2O and H2O-N2O. We consider
how complexation affects the absorption cross section of N2O monomer in
these complexes and also undertake photodissociation dynamics simulations
for the H2O-N2O complex. Where possible, we compare and validate our
theoretical results with experiment, and in the absence of experimental data,
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of two examples of O2-N2O complex with non-physical ge-
ometries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.1 The percentage of trajectories at different N-O bond distances




ADC(2) Second order algebraic diagrammatic construction
BO Born-Oppenheimer
CASSCF complete active space self-consistent field
CASPT2 Complete active space Møller- Plesset perturbation theory
CBS Complete basis set
CC Coupled cluster
CCS Coupled cluster including single excitations
CCSD Coupled cluster including single and double excitations
CCSD(T) Coupled cluster including single, double and perturbative triple excitations
CC2 Coupled cluster including single and perturbative iterative double excitations





CISD Configuration interaction singles and doubles
CN Condensation nuclei
DFT Density functional theory
f Oscillator strength
EOM-CCSD Equation of motion coupled cluster including single and double excitations
FC Franck-Condon
FCI Full configuration interaction
GWP global warming potential
HF Hartree-Fock
HWHM Half width at half maximum
LR Linear response
MCSCF Multiconfigurational self-consistent field
MO Molecular orbital
MPPT Møller- Plesset perturbation theory
MP2 Møller-Plesset perturbation theory of the second order
MP3 Møller-Plesset perturbation theory of the third order
MP4 Møller-Plesset perturbation theory of the forth order
MRCI Multireference
ODP Ozone depleting potential
ODS Ozone depleting substance
RAS Restricted active space
RF Radiative forcing
RI-CC2 Resolution of the identity second order approximate coupled cluster
SR Single reference
SCF self-consistent field
TDDFT Time dependent density functional theory






The chemistry of Earth’s atmosphere is driven by sunlight. Absorbed pho-
tons break molecules apart to produce reactive radicals that initiate most
of the chemical reactions that occur in the Earth’s oxidizing atmosphere.
These reactions and how light is absorbed by the atmospheric constituents,
not only define atmospheric chemistry but also affect its temperature pro-
file and therefore, define the district layers of the atmosphere, including the
troposphere, stratosphere, mesosphere and thermosphere from low to high
altitude, respectively [1].
The interaction of light and the atmospheric species drives all the vital
atmospheric phenomena that we know, such as the greenhouse effect and
the formation and depletion of ozone. The Earth’s atmosphere is largely
transparent to visible light. This light when absorbed and re-emitted back
to space in the infrared region, is then absorbed by atmospheric molecules.
This so-called greenhouse gas effect, has stabilized the Earth’s climate. An-
other example of the interaction of light with the molecules in Earth’s atmo-
sphere, is the stratosphere ozone layer. Ozone is naturally formed through
photochemical reactions where oxygen molecules are broken apart by ab-
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sorbing light and then, these reactive atomic oxygens react with available
oxygen molecules to produce ozone. The formation of ozone is balanced by
its deconstruction through absorbing light and reacting with stratospheric
species. The ozone layer protects life on Earth by absorbing the light of
hazardous shorter wavelengths.
1.1 Composition of the Earth’s atmosphere
The main constituents of the Earth’s atmosphere are N2 (78%), O2 (21%)
and Ar (1%). With a variable concentration up to 3%, water vapour is the
next most abundant atmospheric constituent. All the other atmospheric
species are referred to as trace gases with lower concentrations, typically
much less than 1 ppm, compared to concentration of these main species.
Although existing in small amounts, trace gases can play vital roles in the
chemistry and evolution of the atmosphere, including absorbing light. For
example, the mixing ratio of ozone at its peak concentration is not more
than 12 ppm [2].
The increase in the concentration of greenhouse gases and the lowering
of the ozone concentration in Antarctica, are two examples of how trace
gases have changed in recent history. Figure 1.1 shows the change in the
concentration of some of major greenhouse gases, that are responsible for
radiative forcing (RF), over a 40-year period of time since 1975 [3].
Some trace gases are uniformly distributed, while others are only found
at distinct altitudes. This may be due to either the production of a trace gas
e.g. that forms only at high altitude by absorption of high energy photons,
or perhaps because the trace gas is very reactive, being consumed in the
lower troposphere.
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Figure 1.1: Concentration of the main greenhouse gases from 1975 to 2015
from NOAA Earth system research laboratory. [3]
1.2 Solar radiation and light absorption
The Sun radiates wavelengths over the entire electromagnetic spectrum from
low frequency to Cosmic Rays. As light travels through the atmosphere, its
wavelength distribution and intensity are attenuated [2]. Figure 1.2 shows
the solar actinic flux (photons cm−2 s−1 nm−1) in the visible and UV regions
at different altitudes [4]. This attenuation is due to radiation scattering and
also radiation absorption by atmospheric species. In higher altitudes, the
radiation below 300 nm is absorbed by atomic and molecular oxygen and
only radiation with wavelengths longer than this can reach the Earth and
are available for tropospheric photochemical reactions [2].
About 30% of the Sun’s light is reflected back to the atmosphere by the
Earth’s surface. Some of the trace gases in the atmosphere can capture and
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Figure 1.2: Solar actinic flux at different altitudes from DeMore et al. [5].
hold this radiated energy that keeps the surface of the Earth warm. Without
these greenhouse gases, most radiated heat would be lost into space and the
surface of the Earth would be much cooler. This natural phenomenon which
acts like a blanket around the Earth, is essential for life and is referred to
as the greenhouse effect. Increasing emissions of greenhouse gases due to
human activities is leading to trap more of the energy radiated from the
Earth and as a result, to the net global warming.
When solar radiation is absorbed by an atmospheric species, it can be
electronically excited. The electronically excited molecule may go through
one of the possible scenarios [2]:
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absorption A + hv → A∗
dissociation A∗ → B1 + B2
direct reaction A∗ + B → C1 + C2
fluorescence A∗ → A+hv
collisional deactivation A∗ + M → A + M
ionization A∗ → A+ + e
The quantum yield of each of the processes above is calculated as the
ratio of the number of excited molecules that undergo a specific process to
the number of photons absorbed. The sum of the quantum yields of all the
possible processes is equal to one. Quantum yield, Φ(λ), is used in equation
1.1 to calculate the photodissociation rate constant, J, where I(λ) is the flux
of photons of a given wavelength and σ(λ) is the absorption cross-section,




Background information about the trace gases that are studied in this
thesis are described in the following sections.
1.3 Sulfur-containing molecules
Although having a concentration of less than 1 ppm in the Earth’s atmo-
sphere, sulfur-containing molecules strongly influence atmospheric chemistry
and climate. Atmospheric sulfur molecules have both natural and anthro-
pogenic sources. The majority of sulfur molecules are initially emitted to the
atmosphere in the form of sulfur oxides, such as sulfur dioxide (SO2), sulfur
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trioxide (SO3) and sulfuric acid (H2SO4) [6,7]. The primary natural sources
of sulfur-containing molecules to Earth’s atmosphere are volcanic activity
(hydrogen sulfide, H2S, and SO2), marine microorganisms (dimethyl sulfide,
DMS) and decomposition of organic matter (H2S). The main anthropogenic
source of the sulfur-containing molecules to Earth’s atmosphere is combus-
tion of fossil fuels, which is primarily in the form of SOx molecules. Some
of the other main sulfur-containing molecules in the atmosphere are carbon
disulfide (CS2) and carbonyl sulfide (OCS) [2].
Sulfur-containing molecules with lower oxidation numbers are chemically
reactive and are oxidized rapidly in Earth’s atmosphere, which gives them
a short atmospheric lifetime. In general sulfur-containing molecules with
higher oxidation numbers are of higher water solubility [2]. In the Earth’s
atmosphere, SO2 has the highest concentration with SO3 and H2SO4 being
the second and third most abundant sulfur molecules [8]. Among the other
atmospheric trace sulfur molecules such as H2S, CS2 and OCS, only OCS
with a lifetime of 6 years can reach the stratosphere, where it is eventually
oxidized to SO2 and H2SO4 and incorporated into sulfate aerosol [2].
Sulfuric acid is found in different forms depending on altitude. In lower
altitudes (about 15 to 35 km) and where water exists, H2SO4 is found in the
form of sulfate aerosol, and in higher altitudes (above 35 km) it exists mostly
in the gas phase [9]. Sulfur-containing molecules and their important role
in forming aerosol and the condensation nuclei (CN) layer have been the
subject of many atmospheric studies [10–13]. In the Earth’s atmosphere,
heterogeneous chemical reactions, found to be responsible for ozone layer
depletion in polar regions in spring time, happen on the surfaces of aerosols
[10, 13]. These particles can also scatter sunlight and affect the Earth’s
climate [10].
Introduction 7
A significant enhancement is observed in the aerosol layer in the polar
springtime, which is resulted from photodissociation of H2SO4 [10, 12, 13].
This photodissociation was first thought to happen by absorption of photons
in the UV region. Later, Vaida et al. [10], on the basis of previous studies
by Grim et al. [14, 15] suggested that photodissociation of H2SO4 occurs
by absorbing photons in the visible region of energy via an OH-stretching
overtone mechanism through an overtone photodissociation reaction.
The absorption spectra of most of the atmospherically-important sulfur-
containing molecules are well-known [16–22]. However, despite the crucial
role of H2SO4 in the Earth’s atmosphere, its experimental spectrum is not
yet available due to some inherent technical challenges. All of the previ-
ous experimental attempts to record the electronic absorption spectrum of
H2SO4 have only led to some upper limits [9, 17] of the absorption cross
section. There have been several theoretical studies of the electronic ex-
cited states of H2SO4, but most of these were undertaken using low level
methods [17, 23, 24]. In the most recent theoretical study, Lane et al. [25],
applied a hierarchy of coupled cluster response functions and augmented cor-
relation basis sets to calculate electronic transitions of H2SO4 [26]. These
calculated electronic transitions were empirically convoluted using differ-
ent Gaussian half width at half maximum (HWHM) values to generate
the absorption spectrum [25]. This empirically convoluted spectrum was
in general agreement with the previously reported experimental upper lim-
its and confirmed the contribution of Lyman-α photons in photodissociation
of H2SO4 [9, 10,17,25].
Sulfur-containing molecules are also abundant in the atmosphere of other
planets such as Venus [27–33]. Absorption spectra of the atmosphere of
Venus showed strong absorption in the 320 to 400 nm region [34,35]. Com-
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paring the spectra recorded at day and night time indicated that there was
an unknown absorber with a short lifetime. This absorption, for which many
possible molecules have been suggested [35–44], was found to be correlated
with the concentration of SO2 [45–47]. The concentration of sulfur monoxide
(SO) is high in the atmosphere of Venus, which means that molecules with
equal S+O content, e.g. S2O2 and SO dimer, may also exist. The chemical
pathways of sulfur molecules in the atmosphere of Venus are shown in Figure
1.3. Some computational studies have suggested that S2O2 isomers can exist
in the Venusian atmosphere [48–52]. In 2012, Kransnopolsky reported the
trigonal S2O2 as the lowest energy conformer of S2O2 that could be formed
in the atmosphere of Venus [53]. Recently, Frandsen et al. suggested that
the lowest energy conformers of (SO)2 are cis and trans-OSSO [54]. They
also suggested that these two conformers could be the unknown absorber in
the 320 to 400 nm region of the Venus’ absorption spectra [54]. Frandsen
et al. proposed that the two OSSO conformers act as sulfur oxide reservoir
at night time and are photodissocited by absorbing light during day time.
However, these OSSO conformers do not have any experimental spectra yet.
It follows that an accurate ab initio cross section of these two species could
help future experimental investigation and identification of OSSO.
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Figure 1.3: Different abundant SOx and their chemical pathways in the
atmosphere of Venus [54].
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Figure 1.4: Atmospheric Concentration of N2O [3].
1.4 N2O monomer and complexes
Nitrous oxide is a greenhouse gas, an ozone depleting substance and a major
source for stratospheric nitrogen oxides. Soils and oceans are the most im-
portant natural sources of N2O, where it is emitted as a result of bacterial
denitrification [55]. Anthropogenic emissions of N2O primarily come from
the agriculture sector and to a much lesser extent from industrial activi-
ties and fossil fuel combustion. [55, 56] Agricultural activities increase the
amount and availability of nitrogen in the soil, which increases the rate of
bacterial denitrification and as a consequence, more N2O is emitted to the
atmosphere [55]. The global concentration of N2O in the Earth’s atmosphere
is increasing steadily, as shown in Figure 1.4.
According to a recent united nations environment program (UNEP) syn-
thesis report, 60% of global N2O is due to direct emission from agricultural
activities and if no action is taken towards N2O mitigation by 2050, the
global N2O emissions are projected to increase by 83% [57]. In New Zealand,




Figure 1.5: Global and New Zealand greenhouse gas profiles with different
greenhouse gases’ contribution to the radiative forcing [59].
of fertilizers to the soil [58].
Nitrous oxide with a global warming potential (GWP100) of 298
a [60]
is the most significant anthropogenic climate forcing agent after CO2 and
CH4 [60–62]. Figure 1.5 shows the global and New Zealand greenhouse gas
profiles. While CO2 makes 76% of global greenhouse gas emission, in New
Zealand with an agricultural sector, N2O and CH4 together make up 54%
of greenhouse gas emission. In the US with much fossil fuel consumption
by vehicles and industry, the proportion of CO2 is more than the global
average.
aA certain mass of N2O is 298 times more potent in trapping heat compared to the similar
mass of CO2 with GWP of 1.
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Figure 1.6: ODP-weighted emission of different ODSs from 1975-2010 and
projected to 2100. [63]
Nitrous oxide is also a so-called ozone depleting substance (ODS), cat-
alyzing the breakdown of ozone in the stratosphere. Different ozone de-
pleting substances have different capacities in destroying ozone molecules,
with CFC-11 being the reference molecule with an ozone depletion potential
(ODP) of 1. Figure 1.6 shows the comparison of ODP from 1975-2010 and
projected to 2100. From this figure, it is clear that N2O is now the domi-
nant ozone depleting substance and it is predicted to remain the single most
important ozone destructive substance for the foreseeable future [63].
Although the ozone depleting effect of N2O has been known for several
years [64]; even before discovering the ozone hole and destructive effects of
CFCs on ozone layer, N2O is not yet regulated as an ODS [63]. While N2O
has recently attracted some attention, our understanding of its atmospheric
chemistry requires much more research so that policy and decision makers
can develop more effective actions to take. Therefore, improving our under-
standing of the atmospheric chemistry of N2O, sometimes referred to as the
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forgotten gas [65], is of high importance.
To the best of our knowledge, investigations into the atmospheric chem-
istry of N2O have been restricted to N2O monomer only. However, it is
well established that weakly bound complexes play an important role in the
Earth’s atmosphere. For example, water clusters are known to be good ab-
sorbers of solar and terrestrial radiations [66, 67]. Therefore, weakly bound
complexes containing water molecule/s are able to change the chemistry
and radiative evolution in the atmosphere [67, 68]. Also, previous studies
have shown that the formation of the oxygen dimer (O2-O2) and ozone wa-
ter (O3-H2O) complexes cause a perturbation to the absorption spectra of
the respective monomers (O2 and O3), which in turn affects the photodis-
sociation dynamics [69, 70]. In the case of (O3-H2O), the atmospherically
important hydroxyl radical (OH) is produced as the major product instead
of atomic oxygen [70].
Recently, the abundances of a series of complexes involving N2O and
the major atmospheric components, namely nitrogen (N2-N2O), oxygen
(O2-N2O), argon (Ar-N2O) and water (H2O-N2O), were investigated in the
Earth’s atmosphere [71]. In addition, this recent research also showed that
the vibrational modes of N2O in the N2-N2O, O2-N2O, Ar-N2O and H2O-
N2O complexes, are perturbed as compared to those of N2O monomer [71].
This result is significant as, the absorption cross section of N2O in the atmo-
spherically important 180-230 nm region is strongly dependent on coupling
to the vibrational modes [72–74]. Given N2O undergoes a direct photodis-
sociation process [72, 75], it follows that the photodissociation rate of N2O
is also expected to be affected by complex formation. This effect has been
previously observed across various isotopologues of N2O, which have slightly
different vibrational frequencies, and correspondingly, different photodisso-
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ciation rates [72]. An accurate understanding of photodissociation process of
N2O while being aggregated with other atmospheric species can reveal valu-
able information about this atmospheric molecule and improve our knowl-
edge about its chemistry and interaction with solar radiation. Investigating
the photodissociation of N2O complexes, can improve our understanding of
the factors that affect the rate of N2O photodissociation. This is particularly
important, as most atmospheric models use this to estimate the amount of
N2O emitted to the atmosphere [76,77].
1.5 Scope of this study
In chapter 2, we provide an overview of the theoretical methods used in
simulating absorption spectra and photodissociation dynamics, and explain
the specific methods and approaches used in this work.
In chapter 3, we simulate the absorption spectra of some sulfur-containing
molecules, namely SO2, H2S, CS2, OCS, and SO3, and validate our results
against their experimental spectra.
In chapter 4, we apply the theoretical approach developed in chapter 3 on
two atmospherically relevant sulfur-containing molecules, H2SO4 and OSSO,
where their experimental electronic absorption spectra are unknown. For
H2SO4, we then use the simulated spectra to calculate the photodissociation
rates (J -values) of H2SO4 in Earth’s atmosphere.
In chapter 5, we investigate if formation of weakly bound complexes af-
fects the electronic absorption spectrum of N2O. We first simulate the elec-
tronic absorption spectrum of N2O monomer and then, we simulate spectra
of the Ar-N2O, N2-N2O, O2-N2O and H2O-N2O complexes.
In chapter 6, we investigate the photodissociation dynamics of H2O-N2O
using ab initio molecular dynamics simulations to show if complex formation
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can open up new exit channels. For example:
N2O−O2 + hv → N2 + O3 (1.2)




In this chapter, we outline the theoretical methods that are used in chap-
ter 3-7. These methods include absorption spectrum and photodissociation
dynamics simulations.
Although the experimental absorption spectrum and dynamics studies
of many molecules are available, the cross section and dissociation process
of some molecules are yet to be determined due to various reasons. This can
be due to technical challenges e.g. H2SO4, or because of the unknown role
of recently identified molecules.
We also can simulate the cross section of molecules with available ex-
perimental results for benchmarking and method validating purposes. The
validated approaches can be applied later on the two previous cases where
there is no experimental cross section or where the previous simulated spec-
trum needs to be improved.
In addition to spectral simulation, simulating the photodissociation pro-
cesses of atmospheric species can help understanding the complex photo-
chemistry of the Earth’s atmosphere.
We first discuss and explain the methods and approaches that theo-
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reticians use to simulate the absorption cross section and photodissociation
dynamics in sections 2-1 to 2-4 and the specific approaches and packages
used in this study are explained in section 2-5 of this chapter.
2.1 Electronic structure theory
It is extremely difficult to find the exact solution to the Schrödinger equation
and almost impossible for most of problems. The computational complex-
ity of solving the Schrödinger equation increases exponentially with the in-
crease of number of particles of the system. Therefore, approximations have
been introduced in computational methods to make solving the Schrödinger
equation feasible and reduce the computing cost. Although applying the
approximations is essential to solve the problem, they should be defined
carefully not to lose the accuracy in results. Several standard models have
been developed in computational quantum chemistry to describe the elec-
tronic wave functions. These models can be as simple as a single Slater
determinant or as complex as defining the wave function as a superposition
of all the determinants in Fock space. These models and approximations
change in cost, flexibility, errors and accuracy. In Figure 2.1 the systematic
approach to the exact solution of Schrödinger equation is illustrated.
A wide variety of methods are available for electronic ground state prob-
lems and depending on the size of the system and required level of accuracy,
a suitable method can be selected. This variety of appropriate procedures
is largely coming from one of the most basic and fundamental approxima-
tion, Born-Oppenheimer (BO) approximation [78, 79], where the motion of
the electrons and nuclei of an atom can be separated which leads to a sig-
nificant simplification of the wave function. In this main approximation in
quantum mechanics the motions of electrons and nuclei can be separated.
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Figure 2.1: The systematic approach to the exact solution of Schrödinger
equation.
This separation of nuclei and electrons wave functions, has greatly helped
us to understand the electronic properties of molecules.
Ψ = Ψelectrons ×Ψnuclei (2.1)
The starting point of describing the electron distribution in quantum me-
chanics is the time independent Schrödinger equation (Equation 2.2) where
it is solved for electronic problems.
ĤΨ = EΨ (2.2)
To solve this equation for systems of more than one electron, approx-
imations must be applied. Therefore to find an approximate solution for
more complicated systems, the N-electron molecular electronic wave func-
tion is defined as a linear combination of Slater determinants of one-electron
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orthonormal orbitals. These Slater determinants satisfy the anti-symmetry
requirement (Equation 2.3).
Ψ(x1, x2) = −Ψ(x2, x1) (2.3)
As another approximation, a single Slater determinant of the N lowest
spin orbitals can be used to describe the ground state of a system in Hartree-
Fock method. Hartree-Fock is used as the starting point to produce more
accurate models in quantum chemistry. In the following subsections Hartree-
Fock and other main standard models of electronic structure theory are
explained.
2.1.1 Hartree-Fock
The spin orbitals in most systems of chemical interest are not separable
due to the electron-electron repulsion term in the Hamiltonian. However,
applying this approximation introduces the Hartree-Fock theory (HF), the
computationally simplest model that results in reasonably accurate results.
In HF theory electrons are treated as independent particles and consequently
the specific interaction between them is neglected. The HF wave function is
written as
|HF〉 = exp(−k̂)|0〉 (2.4)
Where |0〉 is the reference configuration and exp(−k̂) is the unitary trans-
formation operator. In HF approach each electron moves independently in
an average field of all other electrons and the nuclei.
In Unrestricted Hartree-Fock (UHF) wave function there are no restric-
tions on the spatial orbitals. If each of spatial orbitals are limited to two
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electrons with one α and one β spin orbital the wave function is known
as Restricted Hartree-Fock (RHF). The spin orbital restriction can be also
defined in open shell system; known as Restricted Open-shell Hartree-Fock
(ROHF), where the restriction is applied to doubly occupied orbitals [80]
and the singly occupied orbitals are for unpaired electrons. Electron corre-
lation, Equation 2.5, is defined as the difference between the exact energy
and the HF energy of the electronic state. Eexact and EHF (usually the
energy of RHF) are both calculated in a complete basis set. It can be also
solved for a given basis set. In this case Ecorr usually increases with the size
of basis set [81].
Ecorr = Eexact − EHF (2.5)
The HF approach covers about 99% of the total energy [80]. The remain-
ing energy matters in many chemical processes where drastic rearrangements
happen in electron structures. In these cases HF approach only gives a qual-
itative agreement.
2.1.2 Configuration interaction theory
Configuration-interaction (CI) is the first and and conceptually the simplest
model with the ability of recovering the dynamical correlation. In the CI






where the Ci are determined by a variational optimization. The determi-
nants in (full configuration interaction) FCI wavefunction are characterized
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as single (S), double (D), triple (T), quadruple (Q), quintuple (5), sextuple
(6), etc. Thus the wave function is written as
|FCI〉 = C0|Ψ0〉+ CS |S〉+ CD|D〉+ CT |T 〉+ CQ|Q〉+ C5|5〉+ ... (2.7)
where Ψ0 is the HF determinant and |S〉 represents the single excitations,
|D〉 represents the double excitations and so on [82]. In principle, FCI can
provide the exact solution to the problem but for most of the systems it is not
computationally possible to carry out the FCI calculations. Consequently, a
truncated model is introduced to reduce the number of excited determinants
in the CI expansion. The contribution of different excitations are not the
same and the double excitations contribute most to the correlation energy.
Therefore the first truncated CI with a balanced correlation energy coverage
is the CI singles-and-doubles (CISD) wave function which contains all singles
and doubles configurations [80–82].
2.1.3 Coupled-cluster theory
As mentioned in the previous subsection, the CI model suffers from two
shortcomings: the lack of size-extensivity as a consequence of linear parametriza-
tion and slow convergence towards the full configuration interaction limit.
To achieve the size-extensivity, the wave function in coupled-cluster wave
function is a product model compared to the linear model in CI wave func-
tion. The coupled-cluster wave function is defined as
|CC〉 = exp(−T̂ )|HF〉 (2.8)
where T̂ is the cluster operator (Equation 2.9).
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T̂ = T̂1 + T̂2 + ... (2.9)
where T̂1 and T̂2 are the single and double and higher-order excitations
operators. The simplest CC model is coupled-cluster singles-and-doubles
(CCSD) model by excluding higher than singles and doubles excitations
from the cluster operator. By keeping the triple excitations term in the
cluster operator the (CCSDT) wave function is created. Although the CC
model can provide considerably more accurate results compared to previ-
ously discussed models, applying it to degenerate or nearly degenerate sys-
tems is difficult. For these systems MCSCF and MRCI wave functions work
better. The CCSD(T) is an approximate method derived from CCSDT by
applying perturbation theory arguments [80, 83]. The more recent coupled
cluster method is the explicitly correlated coupled cluster singles and dou-
bles and perturbative triples CCSD(T)-F12, from the so-called explicitly
correlated methods [84–87], that was found to give significant accuracy in
geometry optimization calculations when used with the associated VXZ-
F12 basis sets [88–92]. In developing the F12 methods, the inter-electronic
distance is applied to explicitly expand the wave function. The CCSD(T)
and CCSD(T)-F12 methods are used in geometry optimization of the sulfur
containing molecules discussed in chapters 3 and 4.
2.1.4 Perturbation theory
The principle idea behind the perturbation theory is breaking the problem
into solvable and perturbation parts where the perturbation part is added
as a small term to the exactly solvable unperturbed part to make the whole
problem mathematically solvable. In Møller- Plesset perturbation theory
(MPPT); introduced by Møller and Plesset in 1934 [93], the unperturbed
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part is the Hartree-Fock function. In MPPT the Hamiltonian is written as
Ĥ = f̂ + Φ̂ + hnuc (2.10)
where f̂ is the Fock operator which represents the zero-order operator,
Φ̂ the fluctuation potential which represents the perturbation and hnuc is
the nuclear-nuclear term [81]. By adding the second-order correction, the







MP + hnuc (2.11)
MP2 model provides a helpful and size extensive correlation energies with
balance between cost and accuracy although limited to single configuration
systems. Therefore it is not applicable to degenerate or near degeneracy
systems. For these systems multiconfigurational perturbation theory is more
suitable.





MP3 and MP4 models are generated at greater cost but less compromise of
accuracy compared to MP2.
2.1.5 Density functional theory
In 1964, Hohenberg and Kohn showed that in a molecule with nondegener-
ate ground state, the energy of the electronic ground state is determined by
the ground state probability density using functionals [94]. Later Kohn and
Sham proved their variational theorem which was developed later by Kohn
and Sham [95] where exchange and correlation effects were also included
to make density functional theory (DFT) an accurate enough model to be
used in computational chemistry. DFT has a significant lower cost which is a
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result of significantly less number of coordinates compared to the wave func-
tion based models. The main difference between different DFT methods is
the choice of functional. Functionals are chosen depend on the properties un-
der investigation. Hybrid functionals, functionals with dispersion and long
range corrected functionals are some of the most common types of function-
als used in DFT calculations. The hybrid exchange-correlation functional
CAM-B3LYP introduced by Yani et al. [96],combines the long-range cor-
rection and B3LYP hybrid qualities which makes it perform well for charge
transfer excitations that is underestimated by B3LYP functional. At short
range, the CAM-B3LYP functional consists of 0.19 HF and 0.81 Becke 1988
(B88) exchange interaction, and 0.65 HF and 0.35 B88 at long range [96].
Zhao and Truhlar introduced a new hybrid meta exchange-correlation class
of functionals , M06-class, in 2008 [97,98]. The M06 functional with 27% HF
exchange, is a meta-GGA exchange-correlation functional and a reoptimized
functional form of M05, a global hybrid function with 28% HF exchange.
has a broad applicability in thermochemistry, thermochemical interactions
and excited states.The M06 functional performs well for applications where
noncovalent interactions are involved [98]. The long-range corrected hybrid
density wB97XD functional with damped atom-atom dispersion correction
includes 100% long-range exact exchange and 22% short-range exact ex-
change. This functional is recommended for non-covalent interaction appli-
cations and was introduced by Chai et al. [99].
The functionals used in this work are wB97XD, a functional including
dispersion, CAM-B3LYP, a long range corrected functional, M06, a hybrid
functional. In some cases like chapter 6 where we simulate the photodisso-
ciation dynamics of N2O molecule and H2O-N2O complex more than one
functional are used to ensure that the results from the chosen functionals
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are consistent. The functionals used in dynamics simulation in chapter 6
are CAM-B3LYP and M06. In other cases like simulating the absorption
spectrum of N2O in chapter 5, the functional with better description of our
system of interest is chosen for benchmarking purposes and comparing the
effectiveness of wave function methods and DFT methods.
Despite recent developments in DFT by altering the functionals and the
possibility of adding terms to them to produce satisfying results [100–103],
it still has difficulties describing intermolecular interactions, for example
dispersion forces.
2.2 Excited states problems
Most of the properties related to the interaction of light and molecules,
spectroscopic and photochemical, happen in the excited states of molecules.
Molecules when in their excited states, behave differently than their ground
state and this has made studying the excited states properties a very chal-
lenging task. A wide variety of methods are available for electronic ground
state problems and depending on the size of the system and required level of
accuracy, a suitable method can be selected. As it was discussed in section
2.1 this separation of nuclei and electrons wave functions, has greatly helped
us to simplify the ground state problems and develop a variety of methods
to understand the properties of molecules.
For excited states problems, the situation is very different as the elec-
tronic excited states calculations are not as straightforward as those of the
ground state due to different behavior of molecules in the excited states. The
main approximation for excited state problems is the Franck-Condon (FC)
principle that considers that electronic transition is instantaneous compared
with the time scale of changes in the position of the nuclei. The Franck-
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Condon principle is formulated as the square of the overlap between the
vibrational wavefunctions of the states involved in the transition. Even in
the Franck-Condon (FC) excitations, there are varieties in the character of
excited states. In excited state problems like direct photodissociation, where
the wave packet immediately leaves the FC region the overlap with the wave
packet at zero time decays to zero and it is very unlikely that the wave packet
is back to its origin.Therefore, depending on the nature of the excited state
problem under investigation, a suitable method is chosen. In some cases such
as spectral simulation, some of the developed single reference methods such
as TDDFT, CC2, EOM-CCSD, etc., can be applied while in other excited
state problems where bonds are broken and formed, e.g. photodissociation
dynamics, multireference approaches give more reliable description.
In the next section we explain how these excited state problems are dealt
with and what the suitable procedures are to describe them.
2.2.1 Multiconfigurational self consistent field (MCSCF)
The two MCSCF and CI approaches have many common features, with
the same staring point, equation 2.6. In CI the focus is on optimizing the
coefficients, Ci, while in MCSCF the focus is on optimizing both the co-
efficients and the molecular orbitals. The MCSCF approach can be used
both as a method itself for calculating electronic states or can be used to
create the molecular orbitals (MOs) needed for multireference calculations.
When all the possible configurations for the given orbitals and electrons are
considered, it leads to complete active space self-consistent field (CASSCF)
approach [104] and is specified as CAS (n, m), where n is number of elec-
trons and m is the number of orbitals. As CAS has a factorial cost increase
with the number of active orbitals, a restricted active space (RAS) has been
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introduced [105]. The RAS space is usually divided in three spaces, RAS1,
contains a given number of holes, RAS2, contains all of the possible allowed
occupations and RAS3, contains number of electrons up to a specified num-
ber. Several techniques and approximations have been developed recently
to improve the size and speed of CASSCF calculations [83].
2.2.2 Multireference perturbation theory
Another framework in which excited states can be calculated in multiref-
erence situation is many body perturbation theory (MBPT). In this ap-
proach the nondynamical electron correlation is treated as a perturbation
to Hamiltonian of the ground state. However it is a challenging task to
develop nondegenerate MBPT for the multireference situation [83]. The
common MBPT methods are active space perturbation theory (CASPT2)
[106, 107], the second-order multireference Møller-Plesset perturbation the-
ory (MRMP2) [108–110] and N -electron valence state perturbation theory
(NEVPT) [111]. Among these methods CASPT2 is the most popular. How-
ever CASPT2 is a successful approach for studying the spectroscopy and
photochemical processes, it has its own disadvantages. The CASPT2 ap-
proach can be applied to only small and medium-sized systems due to high
computational cost and in some cases shows a very small energy difference
between the energies of doubly occupied wave function and the energy of
the zeroth-order wave function [112].
The main difference between these methods, is how the zeroth-order
wave function and Hamiltonian are defined [83].
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2.2.3 Configuration Interaction theory
As previously discussed in section 2.1, in the CI method the wave function of
the electronic states are written as as linear combinations of many-electron
basis functions, equation 2.6. This method is able to cover the dynamic
contribution of electron correlation associated with the correlation density
for electrons [80,81]. By truncating the space, single reference (SR) methods
like SR-CIS, SR-CISD, SR-CISD and SR-CISDT are introduced. The HF
determinant is a good assumption as the reference. In bond breaking pro-
cesses where excitations happen in a region away from FC region, one single
configuration cannot describe the excited states. To have a more accurate
description of a particular reaction and long bond distances multireference
configuration interaction (MRCI) where an MCSCF wave function is chosen
as the reference compared to SR-CI where the reference is a single determi-
nant. The MRCI wave functions with many configurations in the MCSCF
can generate very accurate wave functions, but computationally very expen-
sive at the same time. If only the singles and doubles excitations from each
reference configuration are involved, it results in multi reference singles-and-
doubles CI (MRSDCI). If all the possible configurations are included, the
space is named complete active space (CAS) [83]. In untruncated treat-
ment, (un-MRCI [113]), where the excitation can happen from each of the
reference configuration, the excited state calculation is straightforward. The
truncated CI or MRCI have two main disadvantages, lack of size-extensivity
and very slow convergence [114].
|MRCI〉 = C0|Ψ0〉+ CS |S〉+ CD|D〉+ ... (2.12)
The second way to reduce the computational cost of MRCI calculations
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is the local correlation treatment (LC) where the orbitals are localized in the
space and are restricted to excitations only between the orbitals in spatial
proximity [83,115–118].
Using explicitly correlated multireference onfiguration interaction (MRCI-
F12), is another way reducing the cost where significant improvement in ba-
sis set convergence is achieved resulting from introducing electron-electron
distance [119].
2.2.4 Coupled cluster theory
The CC method, equation 2.8, can be approximated by truncating the clus-
ter operator, equation 2.9, to a hierarchical set of CCD, including only
doublets [120], CCSD including singles and doublets [121], CCSDT includ-
ing singles, doublets and triplet excitations [122]. By applying perturbation
theory arguments, other approximate approaches have been introduced such
as CC2 [123], CCSD(2) [124], CCSD(T) [125] and CC3 [126].
As this approach is a single reference like SRCI, it cannot generally de-
scribe the excited states. To generalize these approaches to describe the
excited states, the equation of Motion (EOM) [127,128] and the Linear Re-
sponse (LR) ways [129]. In EOM-CC and CC-LR approaches, the excited
states are defined as a linear combination of ground state wave functions [83].
These two extended single reference methods are able to treat several ex-
cited states problems with high accuracy thanks to their multideterminantal
description and as well as treating equivalently the excited states from the
same type such as singles [83]. Also an exponential part is defined for the
ground state which helps to treat the differential correlations [83,130].
It is possible to have a hierarchical set of truncated methods from EOM-
CC and CC-LR such as EOM-CCSD [130, 131] or CCSD-LR [132]. They
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are based on CCSD ground state but the single and double excitations are
included in the diagonalization of the Hamiltonian [83]. By using the pertur-
bation arguments it is possible to develop methods like CC2-LR [123], EOM-
CCSD(2) [124] and Algebraic Diagrammatic Construction (ADC) [133–135]
family of methods are developed when doublets are approximated itera-
tively [83]. When only double excitations are included in the equations,
only states with dominant single excitations can be correctly described and
to include triple excitations CC3-LR and EOM-CCDSDT-3 methods should
be used [83]. However the CC methods are powerful in describing the ex-
cited states specially for the problems where the excitations happen around
the FC region [136], they fail if the excited states cannot be well described
by the CC wave function [83].
Generalizing the CC theory to a multideterminantal case is not as straight-
forward as it is in CI theory. The most challenging part is defining a reference
to classify the occupied and virtual orbitals in CC approach. The attempts
to tackle this problem have led to two approaches, JM ansatz [137] and
the second approach is basically internal contraction (IC) [138, 139]. Third
MRCC approach is using SR-CC with higher excited excitation included.
This approach despite benefiting from properties like size extensivity of SR-
CC theory, can describe a certain class of excitations [83]. However many
attempts were put on MRCC methods they do not have yet found routine
applications [83].
2.2.5 Time-dependent density functional theory
Several approaches based on the single reference DFT have been developed
to treat the nondynamical electron correlation [140]. To investigate the
dynamics of many body systems, an extension of density functional theory
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(DFT) was developed. Time-dependent density functional theory (TDDFT)
[141,142] method is used to calculate excitation energies, frequency-dependent
response properties and absorption spectra. However, this method cannot
describe the strong coupling regions between the ground state and the first
excited state. This method has been recently developed to TDDFT with
tight-binding approximation (TD-DFTB) to tackle some the problems re-
lated to the regular TDDFT [143]. Despite great success of these approaches,
they are not able to describe some the excited states.
2.3 Basis sets
In quantum chemistry the wave functions are generated from antisymmetric
products of the molecular orbitals (MOs). These MOs can be expanded as
a set of known functions or basis sets and an approximation is introduced
if the basis sets are not complete [114]. The size and type of the chosen
basis set can affect the accuracy and cost of the calculations. An expansion
of basis sets where each single function can better represent the physics of
the system, fewer basis functions are necessary to achieve to a certain level
of theory. On the other side a larger basis set can give better results and
represent the wave function more accurately. Therefore it is important to
achieve a level of satisfying accuracy and efficiency as well. Different types
of the basis sets have been introduced and in following subsections the main
basis sets in quantum chemistry are introduced.
2.3.1 Gaussian type basis sets
Equation 2.13 shows the Gaussian type orbitals (GTO) [144].





where N and Yl,m are normalization constants and spherical harmonic
functions respectively. GTOs can not describe the tail of the wave function
well and they represent poorly its behavior near the nucleus. It means that
more GTOs are needed to achieve a certain level of theory but GTOs have
computational efficiency. The smallest number of functions to make the
wave function is the minimum basis set. For example, for hydrogen the
minimum basis set is a single s-function. At the next step, the basis set can
be improved by doubling all of the basis sets to produce a double zeta (DZ).
In the case of hydrogen, a double zeta basis set includes two s-functions. By
involving three, four and five times as many functions as the minimum basis,
triple zeta (TZ), quadruple zeta (QZ) and quintuple zeta (QZ) basis sets are
produced.There is other type of DZ type basis that only doubles the number
of valance orbitals to produce a split valence basis. Again, by saving the
core orbitals and splitting the valence orbitals their split valence equivalent
are produced. In the next step, higher angular momentum functions are also
involved which are defined as polarization functions. For example, adding
p-functions on hydrogen an d-functions on heavy atoms to the DZ basis set
produces a double zeta plus polarization (DZP) type basis [80].
2.3.2 Contracted basis sets
After deciding on the number of basis functions, the values of the exponents
are chosen variationally. The energy of these optimized basis sets primarily
depend on the inner-shell electrons. Therefore the basis set is more opti-
mum for the core electrons and less for the valance electrons. The valence
electrons are of chemical importance while core electrons are energetically
important. To tackle this problem and involve the valance electrons, energy
optimized basis set are augmented with diffuse functions which are functions
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with small exponents. Diffuse functions are necessary to better describe a
system with loosely bond electrons for example anions and excited states.
To prevent spending most of the computational effort on the less chemically
important orbitals, the variational coefficients in the inner shell are consid-
ered as constants and therefore they are no longer parameters and the core
orbitals are described by a fixed linear combination of basis functions. By
doing this; known as contraction, the number coefficients to be calculated
variationally is reduced. Contraction of the primitive GTOs results in the
contracted GTOs (CGTOs).
2.3.3 Pople style basis sets
Pople et al. designed the split valance k-nlmG basis sets [145]. For example
6-31G is a split valence basis where six PGTOs construct the core orbitals
and three PGTOs are used to build the inner part of the valence orbitals
and one PGTO for the outer part. Diffuse and polarized functions can
be added to these basis. By adding diffuse and polarized functions to the
previous example the split valence basis 6-31+G(d) is produced where one
set of diffuse sp-functions and one d-type polarization are added on heavy
atoms [80].
2.3.4 Dunning type basis sets
Dunning has used the Huzinaga primitive uncontracted energy optimized
Gaussian type basis sets (PGTOs) and contracted them resulting in Dunning-
Huzinaga (DH) type basis sets [146]. In Dunning-Huzinaga contracted basis
sets the exponents for the s- and p-functions do not have to be equal alike
Pole style basis sets. This makes the Dunning-Huzinaga more flexible but
at the same time computationally more expensive [80].
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Also due to slow convergence of correlation methods with one electron
basis sets, auxiliary basis sets (ABS) were developed to be used with F12
explicitly correlated methods [147–149].
2.3.5 Basis sets for excited state problems
In photochemical processes excitation happen in the region far a way from
FC region. These processes involve bond breaking and more loosely bound
electrons compared to the ground state situations. To be able to describe
processes like photodissociation or other photoinduced reactions, a proper
description of highly excited states, so-called Rydberg states, is required.
To tackle this problem, one approach is augmenting the basis sets with
diffuse functions to have a better description of highly excited states [80,150].
2.4 Simulation approaches
Absorption spectra and photodissociation processes of molecules are of great
importance in characterizing material and their chemistry. In theoretical
chemistry, characterization of the absorption spectrum of molecules is re-
stricted to vertical excitations and transitions dipole moments. A schematic
illustration in Figure 2.2 shows the difference between vertical excitation
energy, in which the excited state has the same geometry as the ground
state, and the adiabatic excitation energy, in which the excited state is in
its lowest energy.
In the literature, the band maxima of experimental results are often
compared with the calculated vertical excitations. This comparison, how-
ever valid for checking the general quality of the calculations, can be also
misleading as the experimental band maxima are normally red shifted com-
pared to vertical excitations. This while using the spectrum simulation
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Figure 2.2: Vertical and adiabatic excitation energy and the absorption
spectrum.
these shifts are also calculated and more accurate theoretical values can be
provided to be compared with the experimental results [151].
2.4.1 Simulating spectra
To simulate the spectrum these transitions are empirically convoluted to
produce the spectrum. These approaches, however helpful in assigning the
measured spectra, are very simplistic. The spectra of the molecules in this
thesis involve direct photodissociation, where the wave packet immediately
leaves the FC region, and therefore the conventional FC overlap approaches
do not work as there are no bound vibrational states for the excited states.
Hence, a full simulation of the spectrum is much more complicated than
just simply calculating the vertical excitations. It demands very expensive
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procedures like propagating the excited state nuclear wave packets or de-
termining the FC factors. These full spectrum simulations are restricted by
nuclear degrees of freedom and number of excited states [151].
Some methods have been recently developed to simulate the spectrum.
One method with increasing popularity is the nuclear ensemble approach
(NEA), where it is assumed that the ground state nuclear geometry deter-
mines the shape of the spectral band. If this assumption is fulfilled, the
simulated spectrum from this approach can provide good results. Also in
this approach, all the degrees of freedom are included and there is no re-
striction on the number of excited states [151]. Despite the simple concept
behind this approach and relatively low computational cost, which makes
this approach popular and routine, there are barriers such as dependence on
arbitrary parameters.
Historically, the first application of the nuclear ensemble approach goes
back to 1980s when Heller et al. simulated the absorption spectrum based
on the molecular dynamics results [152]. Saven et al. have also improved the
nuclear ensemble approach by providing a better description of homogeneous
and heterogeneous broadening and the transition between them [153].
In the nuclear ensemble approach, a distribution of nuclear phase is
constructed in the electronic ground state. This distribution will be then
projected to the excited states. There are two main ways to prepare the
initial conditions, by either a ground state trajectory simulation or by a
probabilistic sampling. In the latter case which is mainly used in this thesis,
a classical phase space contribution is constructed using a Wigner distri-
bution to sample the normal modes coordinates for the quantum harmonic
oscillator [75,154]. This sampling approach, results in a total energy broadly
distributed around harmonic zero point energy (ZPE). The distribution is
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projected to the excited state, by calculating the cross section at the first
order of time-dependent perturbation theory [155]. In the cross section
calculation, the integration over quantum states is replaced by a classical
average over the ensemble in terms of oscillator strengths and and transition
energies. Finally a line shape is used to normalize the intensity peaked at the
transition energy and broadened by phenomenological broadening constant
δ. The choice of the line shape depends on the nature of the problem under
investigation. For collisions or thermal broadening, a Gaussian shape is used
and for finite lifetime or natural decay, a Lorentzian shape is used [155].
One advantage of the nuclear ensemble approach is that different contri-
butions of the full spectrum can be analyzed. There are previous works on
analyzing different contributions like diabatic contributions [155], symmetry
contributions [156], isomeric contributions [157] and electronic density con-
tributions [151]. Other main advantage of the nuclear ensemble approach
is that the geometries displaced form the equilibrium geometry are involved
in the simulation and the vibronic contributions of these geometries are
considered. This makes the nuclear ensemble approach a naturally post-
FC approximation [151]. Thank to this advantage, even describing the
dark transitions in the absorption spectrum is possible [158]. In a previ-
ous work by Crespo-Oteroi et al. the absorption spectra of benzene, furan,
and 2-phenylfuran in gas phase were simulated using the nuclear ensemble
approach and good performance were reported and several features of this
approach were discussed [151]. The main limitation of the current nuclear
ensemble approach is that the vibrational resolution is missed from the sim-
ulated spectra [151] .
In the last section of this chapter, we will discuss the simulation param-
eters from the arbitrary parameters to the electronic structure methods in
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more details where we explain the parameters and methods used in simu-
lating the absorption spectrum of our molecules of interest.
2.4.2 Simulating photodissociation dynamics
In photodissociation one or several bonds are broken after absorbing the
light. In a single photodissociation, where the bonds are broken by absorbing
a single photon, the molecule is promoted to an excited from its ground state
which is schematically showed in Figure 2.3. In a direct photodissociation,
where immediate dissociation occurs, the molecule leave the Franck-Condon
(FC) region. In indirect photodissociation, the molecule is trapped by a
barrier before it gains enough energy for dissociation and bond breaking [75].
In photodossociation studies, the molecular dynamics of the molecule and
its lifetime in excited state, breaking bonds and possible exit channels are
studied.
High quality potential energy surface which is the key quantity for a
realistic understanding of molecular processes like photodissociation is the
bottleneck in dynamics studies [75]. The challenges in nonadiabatic time-
dependent processes like photodissociation, were dealt with using on-the-fly
calculation of surfaces. To be able to move between the surfaces transition
surface hopping (TSH) is used. In the TSH approach, the time evolution
of a wave packet in the branching region of the PES is approximated by
an ensemble of semi-classical trajectories which are distributed among the
branches [159]. In the TSH method the dissociation process is treated by
a mixed quantum-classical approach (MQCD). In nonadiabatic phenomena
where branching of population occur, a stochastic algorithm is used and the
exchange in the electronic states is allowed. This approach is schematically
shown in Figure 2.4.
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Figure 2.3: Schematic illustration of photodissociation by Schinke [75].
Figure 2.4: Adiabatic (solid) and nonadiabatic potential energy curves of
the ground state and the first excited state of a molecule with avoiding
crossing (a) wave packet propagation and (b) trajectory surface hopping
approach [159].
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The main difference among different TSH models comes from the transi-
tion probability calculations. The fewest approach proposed by Tully [160]
in 1990s is probably the most common model which extended TSH ap-
proach to arbitrary number of states [159]. Initial condition used in TSH
approach should naturally represent the initial state of the system of inter-
est. For example, for photochemical processes the molecule is prepared in
the ground state by either running a long ground state trajectory simulation
and then taking snapshots of this trajectory for the initial conditions in the
excited states or by sampling using defined distribution such as Wigner dis-
tribution [155]. The ground state is then projected to one or more excited
states. The fewest-switches TSH model is based on on-the-fly electronic
structure calculations, where the time-independent Schrödinger equation is
solved for energies, energy gradients and nonadiabatic coupling terms for a
specific nuclear frame, which determines the cost of the whole procedure.
Consequently, the number of trajectories in the ensemble also dominates the
computational cost. This number is thousands with available analytical sur-
faces and is reduced to few hundreds and less than one hundreds when semi-
empirical and ab initio methods are applied consecutively [159,161,162].
The electronic structure method should be able to provide reasonably
accurate results for distorted geometries, where the nonadibatic couplings
are strong. At the same time these methods should be fast enough as there
are hundreds to thousands of points in the simulations. As it was discussed
in the electronic structure methods section, there is no method that can meet
these two requirements. For example, mutireference methods are among the
best methods for dynamics simulations but the computational cost for these
methods are often very high, therefore, they can only be applied to small
molecules.
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Single reference methods, both wave function based and density func-
tional theory based, are also commonly used for dynamics simulations.
The main problem with these methods, is that the crossing between the
ground state and the first excited state cannot be well described, however
the crossings between excited states are normally described [159]. In the
cases of molecules with interaction between them or solid state matter, time-
dependent density functional method (TDDFT) works very efficiently. In
TDDFT method the Kohn-Sham orbitals are directly propagated [163,164].
This approach is much less expensive compared to full quantum wave packet
propagation. Thanks to the local character of TSH approach, there is no
need to determine the multidimensional PES and states’ energies and nona-
diabatic couplings are calculated by means of the on-the-fly calculations.
As the trajectories are independent, the trivial parallelization calculations
of calculations is allowed. However, there are some cases that this approach
cannot work well, such as treatment of tunneling effect and zero point energy
and propagating trajectories for more than few picoseconds [159].
Photoinduced processes, both photophysical and photochemical processes,
are the field where TSH has been applied the most. Figure 2.5 shows the
basic concept of this process, where it is considered that at the time of pho-
toexcitation, the molecule is in its ground state. The molecule either return
to the ground state (T1) or forms a new product (T2). Photodissociation is
one of the main photochemical processes studied by the TSH method and
is studied in chapter 6 of this study for H2O-N2O complex.
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Figure 2.5: Adiabatic (solid) and nonadiabatic potential energy curves of
the ground state and the first excited state of a molecule. Trajectory T1 un-
dergoes a photophysical process producing A, while trajectory T2 undergoes
photochemical process producing B [159].
2.5 Summary of the simulation methods used in
this work
In this study, we simulate both absorption cross section and dynamics. The
absorption spectrum is simulated for a range of molecules using nuclear
ensemble approach as their spectra involve direct photodissociation. The
molecules under investigation in this thesis are mostly atmospheric species,
for which we simulate the spectra in chapters 3-5, and dynamics simula-
tion of an atmospheric complex, H2O-N2O, is studied in chapter 6. The
molecules for which we simulate the spectrum, were chosen for several pur-
poses such benchmarking, validating and introducing new approximation
approaches, providing the first simulated spectrum, improving the current
simulated spectrum or investigating the changes on the simulated spectrum
upon processes like complex formation.
For geometry optimization and vibrational frequency calculations, de-
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pending on the system under investigation and the required level of the-
ory, we use different electronic structure packages. For MRCI calculations,
Molpro [165], for RASSCF calculations, MOLCAS [166], for CCSD(T) cal-
culations, CFOUR [167] and for the rest of methods used in this work to
calculate the equilibrium geometry and vibrational frequencies, Gaussian
09 [168] was used.
In chapter 3, we simulate the absorption cross section of some sulfur
molecules, namely SO2, H2S, CS2, OCS and SO3. For these simulations, we
use Newton-X program [169] for nuclear ensemble approach. Depending on
the electronic structure method used to calculate the vertical excitations,
either Gaussian 09 [168] for EOM-CCSD method or Turbomole [170] for
RI-CC2 and ADC(2) methods are used interfaced with Newton-X [169].
In chapter 4 and for two conformers of H2SO4 and OSSO, we simulate
the absorption cross section in Newton-X program [169] using EOM-CCSD
method in Gaussian 09 [168] and RI-CC2 and ADC(2) methods in Turbo-
mole [170]. The simulation approach is the same as the approach used in
chapter 3, i.e. nuclear ensemble.
In chapter 5, we simulated the absorption spectra of monomeric N2O
and some of its atmospheric complexes. A variety of electronic structure
methods, both wave function and density functional, implemented in Gasus-
sian 09 [168] are used to simulate the cross section of N2O monomer and
complexes, namely Ar-N2O, N2-N2O, O2-N2O and -H2O-N2O complexes in
Newton-X [169]. In the electronic structure calculations, different Pople and
Dunning type basis sets are applied.
Photodissociation dynamics simulation is investigated in chapter 6, where
we simulate the dissociation dynamics of monomeric N2O and N2O-H2O
complex in stratosphere using transition surface hopping approach as im-
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plemented in Newton-X [169]. The on-the-fly electronic structure calcula-
tions are done using a hybrid exchange-correlation functional, CAM-B3LYP
and a Minnesota functional, M06, with aug-cc-pVDZ basis set in Gaussian
09 [168]. For the monomeric N2O, the RASSCF photodissocition dynamics





In this chapter, we simulate the electronic absorption spectra of some small
atmospherically relevant sulfur-containing molecules, where there are known
experimental spectra. We benchmark the accuracy of a range of different
theoretical methods to determine an appropriate balance between cost and
accuracy. The molecules considered are SO2, H2S, CS2, OCS and SO3,
which are relatively small in size and similar in structure to the molecules
in chapter 4, where the experimental spectra are unknown.
In section 3.1, we provide a description of the theoretical details used
in this chapter. In section 3.2, we first benchmark our theoretical results
for SO2, and compare this with the experimental cross section to validate
our simulation parameters. In section 3.3, we then test the recommended
combination from SO2 on the other molecules with known spectra (H2S,
CS2, OCS and SO3). The findings from this chapter are then used in chapter
4 to simulate the electronic absorption spectra of H2SO4 and OSSO. The
benchamrking results were recently published in paper [171].
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3.1 Theoretical details
We first optimize the geometry of SO2, H2S, CS2, OCS and SO3 at the
CCSD(T)/aug-cc-pV(T+d)Z level of theory. The mass-weighted vibrational
frequencies of the optimized geometries are also calculated at the same level
of theory. The nuclear ensemble approach is used to generate the electronic
absorption spectra from an ensemble of geometric structures sampled from
the ground vibrational state of the ground electronic state. Vertical exci-
tation energies and oscillator strengths are calculated for each geometric
structure using the EOM-CCSD, RI-CC2 and ADC(2) methods, with dif-
ferent correlation consistent basis sets.
It was previously shown by Lane et al. [25] that adding three sets of
very diffuse functions to the center of mass of the sulfur-containing systems
can describe their Rydberg states better. However, because of limitations
with Newton-X, we place these very diffuse functions on the central atom
of the molecule, i.e. S in SO2 and C in CS2, rather than the center of mass.
To check that this does not significantly affect the results, we investigate
this for SO2 and present the results in Table 3.1. We find that the vertical
excitation energies and oscillator strengths change negligibly when moving
the diffuse functions from the center of mass to the central atom.
3.2 SO2
Sulfur dioxide (SO2) is one of the smallest sulfur-containing atmospheric
molecules where the experimental absorption spectrum is well-known [16].
At atmospheric SO2 emissions come from both natural, e.g. volcanic erup-
tion, and anthropogenic, e.g. fossil fuel combustion, sources. Sulfur dioxide,
is oxidized to sulfate aerosol which plays an important role in the forma-
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tion of condensation nuclei (CN) layer and acid rain. The formation of
aerosol layer can significantly influence the global climate and chemistry of
the atmosphere. Sulfur dioxide has attracted high attention in fundamental
sciences and astronomical and environmental studies [16].
The availability of SO2 experimental spectra, its relatively small size
and similar structure to the sulfur-containing molecules studied in chapter
4, make this molecule a good candidate for benchmarking purposes. This
allows us to investigate a wider range of theoretical parameters than could
be done for the larger sulfur molecules in chapter 4.
3.2.1 Newton-X parameters benchmark
In this section, parameters affecting the simulated electronic absorption
spectra are studied and the calculated results are compared with the ex-
perimental spectra. The simulation parameters that we benchmark in this
section are: sampling approach, number of geometries in the ensemble, the
phenomenological broadening of the spectrum (δ) and the band shape.
The first parameter that we consider, is the sampling type where we
try three distributions, classic harmonic oscillator (distribution 1), Wigner
distribution (distribution 2) and correlated quantum harmonic oscillator
(distribution 3). We compare spectra simulated using these three distri-
butions in Figure 3.1. These spectra are obtained using EOM-CCSD/aug-
cc-pV(D+d)Z+3 electronic transitions, with an ensemble of 2000 geometries,
convoluted with δ= 0.1 eV. We find that the three spectra simulated from
the different sampling types, yield spectra that are similar near the band
maxima but very different in between. This difference is much more signifi-
cant in the lower energy region, below 8.0 eV.
In Figure 3.2, we plot the difference between the two S-O bond distances
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Figure 3.1: EOM-CCSD/aug-cc-pV(D+d)Z+3 simulated spectra of SO2
from 2000 points and δ of 0.1 eV using three distributions, Classic har-
monic oscillator (distribution 1), Wigner distribution (distribution 2) and
correlated quantum harmonic oscillator(distribution 3) and the experimen-
tal spectrum at 293 K from Manatt et. al. [172].
of each geometry in the ensemble from its equilibrium. We find that the S-O
bond distances from the Wigner samples are distributed in a slightly wider
range compared to those from the other two approaches.
This suggests that the Wigner distribution can generate an ensemble of
geometries that is a better representative of the molecule under investiga-
tion and as a result produces the simulated spectrum in closest agreement
with experiment. It also suggests that it is convenient to assume that the
motion of the ground state is harmonic and to use a Wigner distribution to
sample the normal coordinates for the quantum harmonic oscillator [173].
This result is consistent with previous studies of the electronic absorption
spectrum of benzene, furan and 2-phenylfuran which also found that the
Wigner distribution performed best [151]. Hence, we will use a Wigner dis-
tribution when constructing an ensemble for the spectral simulations in this
thesis and all the molecules are assumed to be in their ground vibrational
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Figure 3.2: Three distributions, Classic harmonic oscillator (distribution
1), Wigner distribution (distribution 2) and correlated quantum harmonic
oscillator(distribution 3).
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state.
An ensemble with more geometries is a more realistic representation of
the system; however, the more geometries that are included in the ensem-
ble, the more CPU-demanding the overall spectrum is. Therefore, the least
number of sampled geometries which gives results with reasonable accuracy
is needed. Figure 3.3 shows the EOM-CCSD/aug-cc-pV(D+d)Z+3 absorp-
tion cross section and the numerical integration error associated with the
cross section calculation for ensembles of 100, 1000, 2000 and 5000 geome-
tries. As expected, the numerical integration error reduces as the number of
points in the ensemble increases. While the 5000 point ensemble shows the
smoothest spectrum, the results obtained from an ensemble of 2000 points
is also smooth enough, and is 2.5 times less expensive to simulate.
The next parameter to be considered is the band shape used for convolut-
ing each transition to construct the spectra. To benchmark this parameter,
we convolute the calculated electronic transitions with a Lorentzian or a
Gaussian function using the fact that the width of these functions is re-
lated to the excited state lifetime [173]. The results are presented in Figure
3.4. Again we use the underlying EOM-CCSD/aug-cc-pV(D+d)Z+3 results,
simulated from 2000 geometries and δ of 0.1 eV. There is not a clearly best
band shape to use, with the Gaussian the cross section is often underes-
timated and with the Lorentzian, the cross section is often overestimated.
However, the Lorentzian gives an unphysical convergence to a cross section
of approximately 10−19 cm2 molecule−1 at 3.0 eV. In chapter 4, we are
particularly interested in the lowest energy region and the Gaussian gives
noticeably better results for SO2 here and hence, we choose the Gaussian
band shape over the Lorentzian.
The last simulation parameter that is benchmarked, is the phenomeno-
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Figure 3.3: EOM-CCSD/aug-cc-pV(D+d)Z+3 absorption cross sections
convoluted to a Gaussian band shape of 0.1 eV, and error bars for 100,
1000, 2000 and 5000 points included in the ensemble for SO2.
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Figure 3.4: EOM-CCSD/aug-cc-pV(D+d)Z+3 absorption cross sections of
SO2 from 2000 points and δ of 0.1 eV with the two Gaussian and Lorentzian
band shapes compared with the experimental spectrum at 293 K from Man-
att et. al. [172].
logical broadening of the spectrum (δ), full-width half maximum (FWHM).
The SO2 spectra simulated from different δ values from 0.01 eV to 0.2 eV are
presented in Figure 3.5 and compared with the experimental cross section
from Manatt et al [172]. We find that the spectra simulated from 0.1 and
0.2 eV broadenings are the closest to the experimental spectrum and hence,
we choose the narrower 0.1 eV broadening to use later in spectra simulation.
The most balanced combination of Newton-X parameters is achieved by
an ensemble of 2000 geometries, sampled with a Wigner distribution, with
the electronic transitions convoluted with a Gaussian band shape of 0.1 eV.
3.2.2 Electronic structure parameters benchmark
In this section, we benchmark the ab initio method and basis set, to find the
most balanced combination for simulating the electronic absorption spectra.
These parameters can significantly affect the overall computational cost of
the simulated spectra.
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Figure 3.5: SO2 absorption cross sections convoluted to the Gaussian band
shape and from four phenomenological broadening of the spectrum values
(eV), for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level of theory
compared with the experimental spectrum at 293 K from Manatt et. al.
[172].
In Figure 3.6, the generated spectra of SO2 from different ab initio meth-
ods, EOM-CCSD, RI-CC2 and ADC(2), with the aug-cc-pV(D+d)Z+3 basis
set are presented and compared. We find that while in lower energy regions
the calculated cross sections from the three ab initio methods are not very
different, the RI-CC2 and ADC(2) methods are poor in describing the higher
energy bands. For these, the shape of the high energy bands are reasonable
but the position is too low in energy. Among the investigated methods,
EOM-CCSD shows the best agreement with the experimental spectrum.
The other electronic structure parameter that we benchmark in this sec-
tion is the basis set. We pick the best ab initio method from previous
comparison, i.e. EOM-CCSD, and benchmark different basis sets and com-
pare the results with the experimental spectra in Figure 3.7. The chosen
basis sets are aug-cc-pV(X+d)Z+3, where X=D, T and Q. Comparing the
simulated spectra from these three basis sets with the experimental results in
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Figure 3.6: SO2 simulated spectra from EOM-CCSD, RI-CC2 and ADC(2)
methods with aug-cc-pV(D+d)Z+3 basis set and the experimental spectrum
at 293 K from Manatt et. al. [172].
Figure 3.7, shows that both aug-cc-pV(T+d)Z+3 and aug-cc-pV(Q+d)Z+3
spectra exhibit better agreement with the experiment than the cross sec-
tion calculated from the aug-cc-pV(D+d)Z+3 results. Also, we see good
convergence in calculated energies with increasing size of the basis set. The
aug-cc-pV(Q+d)Z+3 cross section is not very different from the aug-cc-
pV(T+d)Z+3; however, the computational cost of the spectrum simulated
from the aug-cc-pV(Q+d)Z+3 energy results is significantly higher; 17 hours
versus 72 hours of CPU time per point for aug-cc-pV(T+d)Z+3 and aug-
cc-pV(Q+d)Z+3, respectively.
Considering the two electronic structure benchmark results, i.e. ab initio
method and basis set, we find EOM-CCSD/aug-cc-pV(T+d)Z+3 level of
theory as the most balanced electronic structure parameter combination,
which can generate cross sections in close agreement to the experimental
results.
In a previous work by Crespo-Otero et al. [151], absorption spectra of
benzene, furan and 2-phenylfuran, were benchmarked using the nuclear en-
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Figure 3.7: EOM-CCSD simulated cross sections of SO2 from three aug-
cc-pV(D+d)Z+3, aug-cc-pV(T+d)Z+3 and aug-cc-pV(Q+d)Z+3 basis sets
and the experimental spectrum at 293 K from Manatt et. al. [172].
semble approach and different Newton-X and electronic structure param-
eters. For furan, an ensemble of 350 geometries was used and the cross
sections were convoluted to the Gaussian band shape with a phenomeno-
logical broadening of 0.05 eV. For benzene and 2-phenylfuran, an ensemble
of 500 and 850 geometries were used to simulate the spectra and the cross
sections were convoluted to the Gaussian band shape of broadening of 0.05
eV. These simulated spectra were shown to be in reasonable agreement with
the experimental spectra especially for the bright bands [151].
3.2.3 Approximation approach
Calculating excited states energies and oscillator strengths at EOM-CCSD/aug-
cc-pV(T+d)Z+3 level of theory for 2000 geometries in the ensemble can be
very cost demanding for medium size molecules and almost impossible for
large molecules with many electrons. To achieve reasonably good accuracy
close to EOM-CCSD/aug-cc-pV(T+d)Z+3 but at much lower cost, we in-
troduce an approximate approach in this section and validate our results
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Figure 3.8: Approximated EOM-CCSD/ aug-cc-pV(T+d)Z+3 cross section
of SO2 from approaches 1 and 2 compared with EOM-CCSD calculated cross
section from aug-cc-pV(T+d)Z+3 and aug-cc-pV(D+d)Z+3 basis sets.
against the fully calculated SO2 results. We consider two separate but re-
lated approaches to do this.
In approach 1, we take the ground state geometry optimized at the
CCSD/aug-cc-pV(D+d)Z+3 and CCSD/aug-cc-pV(T+d)Z+3 levels of the-
ory. Then we calculate the vertical excitations and oscillator strengths
with the EOM-CCSD method using the aug-cc-pV(D+d)Z+3 and aug-cc-
pV(T+d)Z+3 basis sets, respectively and compare the results rigorously to
identify any ordering switches. The absolute difference in the vertical exci-
tation energies and the percentage change of the oscillator strengths of each
state are calculated. The energies and intensities of each individual state
of each of the 2000 EOM-CCSD/aug-cc-pV(D+d)Z+3 geometries in the en-
semble, are then shifted applying the differences in the vertical excitation
energies and oscillator strengths from comparing the energies and oscilla-
tor strengths of EOM-CCSD/aug-cc-pV(D+d)Z+3 and EOM-CCSD/aug-
cc-pV(T+d)Z+3 results. These individually corrected vertical excitations
and oscillator strengths are later summed over the states to produce the
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final approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum of SO2 (ap-
proach 1).
In approach 2, we randomly pick 10 geometries from the previously dis-
tributed 2000-point ensemble. We run two EOM-CCSD excited states en-
ergy calculations on each of these 10 geometries using aug-cc-pV(D+d)Z+3
and aug-cc-pV(T+d)Z+3 basis sets, respectively. We compare the excited
states energies and oscillator strengths from the two levels of theory and
calculate the averaged absolute vertical excitation difference and the per-
centage change of the oscillator strengths for each individual state. Similar
to approach 1, these averaged vertical excitation differences and oscillator
strength percentage changes are then applied to the 2000 EOM-CCSD/aug-
cc-pV(D+d)Z+3 vertical excitation energies and oscillator strengths of the
individual states. These corrected electronic transitions are then summed
over the states to produce the second approximate EOM-CCSD/aug-cc-
pV(T+d)Z+3 spectrum of SO2 (approach 1).
The approximate spectra generated from these two approaches are pre-
sented and compared with the full uncorrected EOM-CCSD/aug-cc-pV(D+d)Z+3
and EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra in Figure 3.8. To more clearly
distinguish between the two approaches, the differences between these two
approximate spectra and the full uncorrected EOM-CCSD/aug-cc-pV(T+d)Z+3
spectra are plotted and shown in Figure 3.9. This comparison shows a
smaller difference between the spectrum simulated from approach 2 and
the original calculated EOM-CCSD/aug-cc-pV(T+d)Z+3, compared to that
simulated from approach 1. This means that the EOM-CCSD/aug-cc-pV(T+d)Z+3
spectra is more accurately approximated with approach 2, where 10 random
points in the ensemble are used for correcting the vertical excitations and
oscillator strengths. In other words, correcting with 10 random points can
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Figure 3.9: The difference graphs of the approaches 1 and 2 spectra from
the calculated EOM-CCSD/ aug-cc-pV(T+d)Z+3 spectrum of SO2.
sample the ensemble better than correcting with just one equilibrium geom-
etry.
Finally and in Figure 3.10, we present our approximate EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum of SO2 with the calculated EOM-CCSD/aug-cc-
pV(D+d)Z+3 and experimental spectrum from Manatt et. al [172]. This
approximate spectrum is in good agreement with the fully calculated EOM-
CCSD/aug-cc-pV(T+d)Z+3 spectrum, but computationally costs much less.
In our SO2 cross section calculation, it takes 17 hours of CPU time to calcu-
late the EOM-CCSD electronic transitions of each geometry in the ensemble
with the aug-cc-pV(T+d)Z+3 basis set and 2 hours for the same calculation
with the smaller aug-cc-pV(D+d)Z+3 basis set. This means that the fully
calculated aug-cc-pV(T+d)Z+3 spectrum takes approximately 34000 hours
whereas the approximate spectrum calculated with approach 2 takes only
4170 hours. This is a significant reduction that would be even larger for
molecules with more electrons due to the formal N6 scaling of EOM-CCSD.
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Figure 3.10: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 cross section of SO2 compared with
the experimental results at 293 K from Manatt et. al. [172].
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3.3 Testing a molecule: H2S, CS2, OCS and SO3
A thorough investigation of the individual parameters is given in appendices
(A.2-A.24 ) and a brief comparison for each parameter is given in the related
subsection for each molecule. As the trends in the mentioned benchmarking
graphs are almost the same as those presented and discussed for SO2, they
are not discussed in detail here.
3.3.1 H2S
Hydrogen sulfide (H2S), with astronomical and atmospheric importance is a
reduced form of sulfur found in the atmosphere of the Earth and some other
planets like Jupiter [174] and IO [175] as well as in interstellar medium [176]
and star forming regions [177]. It plays an important role in the global
cycle of sulfur and it is mainly emitted to the atmosphere by volcanic erup-
tion and biogenic emissions. The experimental absorption cross section of
H2S has been extensively studied [19, 178–181]. The absorption spectrum
of H2S recorded by Feng et al. [19], is shown in Figure 3.11. The main
features of the experimental spectrum of H2S are an absorption contin-
uum from 5.2-7.7 eV and a series of sharp Rydberg transitions from about
8.0 to 9.0 eV [19]. The most intense peak in this experimental spectrum
is at about 8.9-9.0 eV. In Figure 3.12, we compare our final approximate
EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum with the full calculated EOM-
CCSD/aug-cc-pV(D+d)Z+3 spectrum and the experimental spectrum of
Grosch et. al [20] (5.0-6.3 eV) at 294.8 K, Wu and Chen [182] (6.3-7.7 eV) at
295 K and Feng et al. (7.7-9.6 eV) [19]. Our approximate EOM-CCSD/aug-
cc-pV(T+d)Z+3 shows good agreement in terms of band position, however
compared to the experimental spectrum, it is less structured as we do not
simulate the vibrational fine structures.
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Figure 3.11: Experimental absorption cross section of H2S from Grosch et.
al [20] (5.0-6.3 eV) at 294.8 K, Wu and Chen [182] (6.3-7.7 eV) at 295 K
and Feng et al. (7.7-9.6 eV) [19].
Figure 3.12: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 cross sections of H2S compared
with the experimental results from Grosch et. al [20] (5.0-6.3 eV) at 294.8 K,
Wu and Chen [182] (6.3-7.7 eV) at 295 K and Feng et al. (7.7-9.6 eV) [19].
For H2S, we include the 18 lowest energy electronic excited states in
our spectra simulations. The full benchmarking results can be found in
the appendices, including the number of points in the ensemble (A.1), the
phenomenon broadening width (A.2), and the electronic structure method
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(A.3).
We compare the calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum
for H2S and the experimental spectrum which shows a good agreement (Fig-
ure A.4). We also compare the calculated EOM-CCSD/aug-cc-pV(D+d)Z+3
and EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra. This comparison shows a
clear shift in the bright band of the spectrum (Figure A.5). In Figure
A.5, the two approximate spectra are also compared and found to be in
good agreement with the full calculated EOM-CCSD/aug-cc-pV(T+d)Z+3
spectrum. We calculate the difference between the two approximate spec-
tra and the full EOM-CCSD/aug-cc-pV(T+d)Z+3 and compare the cal-
culated surface under the two difference graphs. We find approach 2 to
produce spectrum 1.2 times closer to the full calculated EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum, showing the two approximate approaches yield
similar results (Figure A.6).
3.3.2 CS2
Carbon disulfide (CS2), is also an atmospheric sulfur compound with indirect
greenhouse gas effect that can contribute to CO2 production [183]. It can
also react with OH and produce SO2 [184]. The absorption spectrum of CS2
is quite structured and shows both valence and Rydberg characters [22].
The 5.5-7.0 eV region shows richly structured bands which are assigned to
valence transitions. The weak bands in the 7.0-7.6 eV region belong to a
dipole forbidden (X1 Σg
+ → 1Π) and the region between 7.6-8.1 eV belong
to Rydberg transitions [22].
For CS2, we include the 18 lowest energy electronic excited states in
our spectra simulations. The full benchmarking results can be found in
the appendices, including the number of points in the ensemble (A.7), the
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Figure 3.13: Experimental absorption cross section of CS2 from Grosch et.
al [20] (3.3-6.0 eV) at 294.8 K, Sunanda et. al [22] (6.0-6.7 eV) at 298 K
and Rabalais et. al [185] (6.7-8.2 eV) at 298 K.
phenomenon broadening width (A.8), and the electronic structure method
(A.9). In Figure 3.14, we compare our final approximate EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum of CS2 with the experimental spectrum from
Grosch et. al [20], Sunanda et. al [22] and Rabalais et. al [185]. While the
agreement with the experimental spectrum in lower energy region is gener-
ally good, in the region of forbidden bands and higher energy region, some
structures of the spectrum are missed from the calculated spectrum. The
experimental spectrum has an unreasonable background absorption of 10−16
cm2 molecule−1. This is not noticeable on a linear scale but is evident on a
log scale.
We compare the calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum
for CS2 and the experimental spectrum from Grosch et. al [20] and Sunanda
et. al [22] which shows a good agreement in terms of band position (Figure
A.10). We also compare the calculated EOM-CCSD/aug-cc-pV(D+d)Z+3
and EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra. This comparison shows that
the two calculated spectra are similar in lower energy regions and they show
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a clear shift in the higher energy bands (Figure A.11). Also in Figure A.11,
the two approximate spectra are compared and found to be in good agree-
ment with the full calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum.
We calculate the difference between the two approximate spectra and the full
EOM-CCSD/aug-cc-pV(T+d)Z+3 and compare the calculated surface un-
der the two difference graphs. We find approach 2 to produce spectrum 2.7
times closer to the full calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spec-
trum, showing approach 2 yields much closer results to EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum (Figure A.12).
Figure 3.14: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 cross sections of CS2 compared
with the experimental results from Grosch et. al [20] (3.3-6.0 eV) at 294.8
K, Sunanda et. al [22] (6.0-6.7 eV) at 298 K and Rabalais et. al [185]
(6.7-8.2 eV) at 298 K.
3.3.3 OCS
Carbonyl sulfide (OCS) is another sulfur molecule with important role in
global cycle of sulfur [186] and has both natural [187] and anthropogenic
sources [21,188]. The experimental absorption spectrum of OCS, presented
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in Figure 3.15, shows three bands around its three excitations and are cen-
tered at about 5.5, 7.4 and 8.1 eV [21]. Also a series of Rydberg transitions
are observed in this spectrum from about 9.0 eV The first weak structureless
band is due to the dipole forbidden transition.
In Figure 3.16, we compare our final approximate EOM-CCSD/aug-cc-
pV(T+d)Z+3 spectrum of OCS with the experimental spectrum from Feng
et. al.
Figure 3.15: Experimental absorption cross section of OCS from Molina et
al. [189] (4.1-4.8 eV) at 295 K and Limao-Vieira et al. [190] (4.8-9.3 eV) at
298 K.
For OCS, we include the 18 lowest energy electronic excited states in
our spectra simulations. The full benchmarking results can be found in
the appendices, including the number of points in the ensemble (A.13), the
phenomenon broadening width (A.14), and the electronic structure method
(A.15).
We compare the calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum
for OCS and the experimental spectrum from Molina et al. [189] (4.1-4.8 eV)
at 295 K and Limao-Vieira et al. [190] (4.8-9.3 eV) at 298 K which shows
a an excellent agreement (Figure A.16). We also compare the calculated
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EOM-CCSD/aug-cc-pV(D+d)Z+3 and EOM-CCSD/aug-cc-pV(T+d)Z+3
spectra. This comparison shows that the simulated spectrum of OCS is
not as sensitive as that of H2S to the basis set, resulting in similar spec-
tra with aug-cc-pV(D+d)Z+3 and aug-cc-pV(T+d)Z+3 basis sets (Figure
A.17). Also in Figure A.17, the two approximate spectra are compared and
found to be in good agreement with the full calculated EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum. We calculate the difference between the two
approximate spectra and the full EOM-CCSD/aug-cc-pV(T+d)Z+3 and
compare the calculated surface under the two difference graphs. We find
approach 2 to produce spectrum 2.1 times closer to the full calculated EOM-
CCSD/aug-cc-pV(T+d)Z+3 spectrum, showing approach 2 yields closer re-
sults to EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum (Figure A.18).
Figure 3.16: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 cross sections of OCS compared
with the experimental results from Molina et al. [189] (4.1-4.8 eV) at 295 K
and Limao-Vieira et al. [190] (4.8-9.3 eV) at 298 K.
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3.3.4 SO3
Sulfur trioxide (SO3) the most abundant sulfur compound after SO2 , re-
acts quickly with water to produce sulfate aerosol layer in lower altitude
and where water exists [6]. It was also found to be an intermediate in the
oxidation of SO2 to H2SO4 [18]. In higher altitudes where water vapor is
not available, SO3 undergoes photodissociation by absorbing photons in the
UV region [18]. There are some technical challenges in recording the absorp-
tion cross section of SO3 due to the interfere of SO2 absorption [18]. The
experimental spectra recorded by Burkholder et al. [10, 18] are presented
in Figure 3.17 with an intense peak at about 8.5 eV. We compare our fi-
nal approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum of SO3 with
the experimental spectra Burkholder et al. in Figure 3.18. In the regions
where the experimental results are available, good agreement is observed
between our simulated spectrum and the experimental results. However,
this agreement is better in the lower energy region and worse for the intense
peak.
Figure 3.17: Experimental absorption spectra of SO3 from Burkholder et.
al [18] (4.8-6.4 eV) and Hintz et. al [17] (6.4-8.9 eV) at 403 K.
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For SO3, we include the 18 lowest energy electronic excited states in
our spectra simulations. The full benchmarking results can be found in
the appendices, including the number of points in the ensemble (A.19), the
phenomenon broadening width (A.20), and the electronic structure method
(A.21).
We compare the calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum
for SO3 and the experimental spectra from Burkholder et al. [10,18], which
shows a reasonable agreement between the two spectra in terms of band
position (Figure A.22). We also compare the calculated EOM-CCSD/aug-
cc-pV(D+d)Z+3 and EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra. This com-
parison shows that the two calculated spectra are very similar specially in
energy regions lower than 10 eV (Figure A.23). Also in Figure A.23, the
two approximate spectra are compared and found to be in much less agree-
ment with each other compared with the other testing molecules in terms
of band position. We calculate the difference between the two approxi-
mate spectra and the full EOM-CCSD/aug-cc-pV(T+d)Z+3 and compare
the calculated surface under the two difference graphs. We find approach 2
to produce spectrum 2.7 times closer to the full calculated EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum, showing approach 2 yields much closer results
to EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum (Figure A.24).
3.4 Conclusion
We investigated various theoretical parameters for simulating the electronic
absorption spectrum of SO2. The combination of the parameters that gave
the best agreement with the experimental spectrum of SO2 was then applied
to four other molecules, namely H2S, CS2, OCS and SO3. We found that
with EOM-CCSD/aug-cc-pV(T+Z)+3 results, the cross section calculated
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Figure 3.18: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 cross sections of SO3 compared
with the experimental results from Burkholder et. al [18] (4.8-6.4 eV) and
Hintz et. al [17] (6.4-8.9 eV) at 403 K.
from an ensemble of 2000 points sampled using a Wigner distribution and
convoluted to a Gaussian band shape of phenomenological broadening of 0.1
eV, can produce the closest spectrum to the experimental spectrum.
We also developed and introduced two approximate approaches that use
a combination of EOM-CCSD/aug-cc-pV(D+Z)+3 and EOM-CCSD/aug-
cc-pV(T+Z)+3 results. For each molecule, we compared the two approx-
imated spectra with the full calculated EOM-CCSD/aug-cc-pV(T+Z)+3
spectrum to determine the most efficient approach between the two. In
all the cases, approach 2 showed better agreement with the full calculated
EOM-CCSD/aug-cc-pV(T+Z)+3 spectrum.
In chapter 4, we will apply our approximate approach on two sulfur-




In this chapter, we simulate the electronic absorption spectra of some im-
portant sulfur-containing molecules, where experimental spectra are not yet
available. To simulate the spectra of C2 and Cs-H2SO4 and cis and trans-
OSSO molecules, we use the approximate approach developed and discussed
in chapter 3, to present the most efficient results in terms of accuracy and
computational cost. The results on sulfuric acid together with the bench-
marking results from chapter 3 are published in a journal article [171].
4.1 Sulfuric acid
Sulfuric acid (H2SO4) is the third dominant atmospheric sulfur molecule
after SO2 and SO3 in the Earth’s atmosphere [9, 10] with important atmo-
spheric roles. There is no experimental electronic absorption cross section
for this molecule and the previous experimental efforts could only set some
upper limits [9,17]. There are technical challenges with regarding gas-phase
spectra of H2SO4, including its low vapor pressure, high corossivity and its
low absorption in the UV region, coupled with interference of absorption of
SO3 and H2O molecules [17]. The only and first available theoretical spec-
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trum of H2SO4 is from Lane et al., where they convoluted vertical excitation
energies and intensities [25] to simulate the spectrum. This spectrum, how-
ever simplistic, was in general agreement with the experimental upper limits
for the cross section from Hintze et al. [17].
In the present work, we make several improvements to the earlier cal-
culated spectrum of Lane et al. [25]. Firstly, we use the nuclear ensemble
approximate approach to simulate the width of the electronic absorption
bands. Also, we consider the two lowest energy conformers of H2SO4 whereas
in the previous spectrum from Lane et al. [25], only the most stable con-
former was considered. This improved spectrum, which is the first pure ab
initio absorption spectrum of H2SO4, can be used in the future experimental
investigation on sulfuric acid and in atmospheric modeling.
4.1.1 Theoretical details
The equilibrium geometry and vibrational frequencies of H2SO4 are calcu-
lated with the CCSD(T) method and aug-cc-pV(T+d)Z basis set for sulfur
atom and aug-cc-pVTZ basis set for other atoms. As previously discussed
in chapter 2, we use nuclear ensemble approach to simulate the cross sec-
tion. To do so, using a Wigner distribution, an ensemble of geometries
around the equilibrium geometry is created in the ground vibrational state
of ground electronic state. These geometries are promoted to the 18 excited
states and the vertical excitations and oscillator strengths are calculated at
different levels of theory, EOM-CCSD, RI-CC2 and ADC(2) methods and
different Dunning’s correlation consistent basis sets.
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4.1.2 Absorption cross section
It was previously shown that H2SO4 has two low energy conformers, C2 and
Cs-H2SO4 as shown in Figure 4.1, with calculated 3-8 kJ/mol energy dif-
ference, and with C2-H2SO4 being the more stable conformer [191]. Using
statistical mechanics and the CCSD(T)/aug-cc-pV(T+d)Z rotational con-
stants and the vibrational frequencies, we calculate the Gibbs free energy
and the population percentages of the two conformers in different altitudes
with different temperatures and pressures as well as the equilibrium con-
stants. The results are tabulated in Table 4.1. The Gibbs free energy of the
two conformers are plotted against altitude in Figure 4.2 and the population
percentage of the C2 conformer is plotted in different altitudes in Figure 4.3.
The equilibrium constant of these two conformers are also calculated in dif-
ferent altitudes and presented in Figure 4.4. These results show that the
contribution of Cs-H2SO4 to the atmospheric concentration of sulfuric acid
is significant, with 24-26 % of the total atmospheric H2SO4. Consequently,
this contribution of the Cs-H2SO4 cross section should be considered in the
spectra simulation.
Figure 4.1: The two lower energy conformers of sulfuric acid, C2- H2SO4
(left) and C2- H2SO4 (right).
For both C2 and Cs-H2SO4 conformers, we include the 18 lowest elec-
tronic excited states in the spectra simulations. Although there is no exper-
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Figure 4.2: Gibbs free energy of C2- H2SO4 and Cs- H2SO4 in different
altitudes.
imental spectrum of H2SO4 to be compared with the simulated spectra, we
benchmark the Newton-X and electronic structure parameters for the more
stable conformer, C2-H2SO4, to see if the trend is the same as those observed
for the sulfur benchmarking molecules in chapter 3. The full benchmarking
results for the C2-H2SO4 conformer are found in the appendices, including
the number of points in the ensemble (Figure A.25), the phenomenologi-
cal broadening of spectrum (Figure A.26) and electronic structure method
(Figure A.27).
Using our validated approximate approach 2 that was discussed in chap-
ter 3, we simulate the approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 spec-
tra for the two conformers of sulfuric acid, where we have added three very
diffuse functions to S atom for a better description of Rydberg states as dis-
cussed in section 3.1. In Figures A.28 and A.29, we present our calculated
EOM-CCSD/aug-cc-pV(D+d)Z+3 and approximate EOM-CCSD/aug-cc-
pV(T+d)Z+3 spectra of C2 and Cs- H2SO4 consecutively. The simulated
EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra are slightly blue shifted com-
Unknown sulfur molecules 78
Figure 4.3: Population percentage of C2- H2SO4 in different altitudes.
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Figure 4.4: Equilibrium constant of C2-H2SO4 and Cs-H2SO4 in different
altitudes.
pared to the calculated EOM-CCSD/aug-cc-pV(D+d)Z+3 spectra.
As the population percentage of Cs-H2SO4 is significant, we calculate
the cross section of a mixture of C2 and Cs-H2SO4 by weighting their cross
section respecting to their population percentages. The population percent-
ages of the conformers are calculated at standard temperature and pressure,
i.e. 273.15 K and 1.01325 ×105 Pa. These percentages are 75.3% and 24.7%
for C2 and Cs conformers respectively. The approximate EOM-CCSD/aug-
cc-pV(T+d)Z+3 spectrum of each conformer is weighted to its population
percentage and are summed at each energy to produce the weighted spec-
trum of sulfuric acid at standard temperature and pressure as an example.
The weighted spectrum with the cross section of the two conformers are
shown in Figure 4.5.
The spectra of both conformers show some oscillations, which is due to
smaller number of geometries in the ensemble that contribute to this region.
Weighting these two spectra slightly improves the oscillations by reducing
the uncertainty as the included number of geometries in the ensemble is
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Figure 4.5: Approximate C2 and Cs-H2SO4 cross section and their weighted
cross section proportional to their abundance at 30 km and at 226.5 K
temperature and 1197 Pa pressure.
effectively doubled (4000). We assess the accuracy of our results by three
sensitivity analyses. In the first analysis shown in Figure 4.6, we use double
(0.2 eV) or half (0.05 eV) of the width of the Gaussian function used for con-
volution. As expected, the oscillation in the spectrum increases if the width
is decreased to half and decreases if the width is doubled.The integrated cross
section in 3 to 7 eV varies slightly from 1.4 ×10−15 cm molecule−1 (0.05 eV)
to 1.5 ×10−15 cm molecule−1 (0.10 eV), and 1.6 ×10−15 cm molecule−1 (0.20
eV).
In the second analysis, presented in Figure 4.7, a second ensemble of 4000
geometries (both C2 and Cs conformers) is constructed and is separately
sampled including four excited states. As expected, no significant difference
is seen near the band maximum at 8.5 eV or approximately down to 7.0 eV.
Below 7 eV, more variation between the cross sections from the ensembles
is observed, although there is little difference between the overall integrated
cross sections, 1.5 ×10−15 cm molecule−1 for the first and 1.5 ×10−15 cm
molecule−1 for the second ensemble.
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Figure 4.6: EOM-CCSD/aug-cc-pV(T+d)Z+3 weighted spectrum of H2SO4
at 30 km altitude with different broadening widths for the four lowest excited
states.
Figure 4.7: EOM-CCSD/aug-cc-pV(T+d)Z+3 weighted spectrum of H2SO4
at 30 km altitude with two independently sampled ensembles of 4000 geome-
tries for the four lowest excited states.
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Figure 4.8: EOM-CCSD/aug-cc-pV(T+d)Z+3 weighted spectrum of H2SO4
at 30 km altitude with different sized ensembles of geometries for the four
lowest excited states.
Finally, in the third analysis, shown in Figure 4.8, we take the original
ensemble of 4000 geometries (C2 and Cs conformers) and progressively in-
clude 1000 additional geometries (C2 and Cs conformers) from the second
ensemble, to give spectra sampled with a total of 4000, 5000, 6000, 7000 and
8000 geometries. As expected, we that the oscillation in the cross sections
decreases as the number of geometries included in the ensemble increases,
although even with ensemble of 8000 geometries, oscillation still remains.
The integrated cross section in the region below 7.0 eV is found to be 1.5
×10−15 cm molecule−1 (4000 geometries), 1.5 ×10−15 cm molecule−1 (5000
geometries), 1.4 ×10−15 cm molecule−1 (6000 geometries), 1.5 ×10−15 cm
molecule−1 (7000 geometries) and 1.5 ×10−15 cm molecule−1 (8000 geome-
tries).
We compare our simulated spectrum of H2SO4 with the empirical spec-
trum of Lane et al. [25] in Figure 4.9 where a compilation of results is used
In the region above 8.0 eV 4000 geometries and 18 excited states are used
and in the region below 8.0 eV 8000 geometries and only four excited states
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Figure 4.9: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 of H2SO4 and
empirically convoluted cross section from Lane et al. [25].
are involved. Comparing these two spectra, we find that the two spectra are
in agreement in terms of band position; however, the empirically convoluted
spectrum shows a sharper band with higher intensity at around 10 eV and
lower cross section in the lower energy regions, compared to our simulated
spectrum. The simulated spectrum from Lane et al. [25] was based on convo-
lution of the vertical excitation and oscillator strengths of the experimental
equilibrium geometry using wide Gaussian functions of 0.9 eV for the lower
energy region and 0.3 eV for the higher energy region.
4.1.3 Atmospheric implications
In Figure 4.10 we present our improved cross section of H2SO4 with the
averaged solar flux at 80 km in log scale. It is critical to simulate and ana-
lyze accurately the spectrum in the lower energy regions as the overlapped
region between the averaged solar flux and cross section determines the
photodissociation rate of sulfuric acid. In Figure 4.11, we compare our sim-
ulated spectrum and the empirically convoluted spectrum of Lane et al. [25]
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with the experimental upper limits from Burkholder et al. [9] and Hintze
et al. [17]. The experimental upper limits for cross section of H2SO4 were
reported as 10 ×10−21, 10 ×10−19 and 10 ×10−18 cm2 molecule−1 for the
330-195 nm (3.8-6.4 eV), 195-160 nm (6.4-7.8 eV) and 160-140 nm (7.8-8.9
eV) energy regions respectively [9, 17]. While the empirical spectrum in
7.0-10.0 eV range is more consistent with the experimental upper limits, it
predicts much lower intensity in the lower energy region and below 7.0 eV
and basically drops to near zero cross section. In the third region , i.e. 330-
195 nm (3.76-6.52 eV), our simulated spectrum shows more agreement with
the experimental upper limits, indicating that the absorbance of H2SO4 in
this region is not zero. This result is significant, as it indicates that the
observed absorbance in this region is not the measurement noise, as it was
suggested by Hintze et al. [17], Figure 4.12, but it could actually be the low
energy tail of the absorption spectrum.
Figure 4.10: Approximate EOM-CCSD/aug-cc-pV(T+D)Z+3 cross sections
of H2SO4 with the exponential decay in the 5.5-8.0 eV region and, the solar
flux at 80 km.
The J -values for photodissociation of H2SO4 via the visible (vibrational
photodissociation), UV and Lyman-α mechanisms (electronic photodisso-
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Figure 4.11: H2SO4 approximate EOM-CCSD/aug-cc-pV(T+D)Z+3 spec-
trum, empirically convoluted spectrum of Lane et al. [25] compared with the
experimental upper limits from Burkholder et al [9] and Hintze et al. [17].
Figure 4.12: The experimental absorption spectra of a mixture of H2O, SO3
and H2SO4 recorded by Hintze et al. [17].
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ciation), are presented in Figure 4.13. These are calculated in the same
manner Lane et al. [25] used in their J -values calculations [25], but with
the updated absorption cross section from our spectra simulation results.
The vibrational J -values in the visible region were calculated from the ex-
perimental integrated cross sections from Feierabend et al. and the quatum
yield estimates from Miller et al. [192], [193].
For the UV region and due to the poor sampling, the cross sections are
fitted to an exponential function in the 5.5-8.0 eV to provide a reasonable
estimation of the cross section in this region. The Lyman-α J -values were
calculated from our approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 cross
sections using the solar flux from Lane et al. [25], calculated from the TUV
model, and assuming a quantum yield of unity for all altitudes. The Lyman-
α photodissociation rate was also calculated from our simulated cross section
and solar flux in the region of Lyman-α radiation.
Figure 4.13: Visible, UV (from both calculated cross section and the cross
section from exponential decay) and Lyman-alpha J values of H2SO4 in
different altitudes.
We find that in lower altitudes up to 35 km, where the CN layer is found,
the visible overtone vibrational photodissociation mechanism is dominant.
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This result is consistent with the previous atmospheric studies where the
very weak OH-stretching overtone transitions, were found to provide enough
energy for the photodissociation of H2SO4 and consequently, a source for
stratospheric polar sulfate aerosol [10, 11]. In altitudes above 35 km, the
UV J -values overtakes the visible J -values and stays the main photodisso-
ciation mechanism up to altitude about 70 km, where Lyman-α J -values
gradually increases and becomes the second highest after those of UV. From
altitude 75 km above, the Lyman-α photodissociation rate is the highest
followed by UV and visible photodissociation rates consecutively. While the
main photodissociation mechanism from our results in altitudes above 75
km and below 35 km are consistent with those reported by Lane et al., the
order of our calculated photodissociation rates and as a result, the signifi-
cance of the photodissociation mechanisms in different altitudes differ from
those calculated by Lane et al.. In the study from Lane et al., the UV
photodissociation rate is the lowest in all altitudes due to the much lower
absorption cross section they calculated in the energy region below 7.0 eV.
Unknown sulfur molecules 88
4.2 OSSO
Sulfur compounds of the atmosphere of Venus have been of increasing inter-
est, and many aspects of Venusian atmosphere have been studied [27–33].
In a recent study, Frandsen et al. [54] investigated the possible conformers
of S2O2 molecule [54]. These S2O2 conformers and their calculated relative
energies are presented in Figures 4.14 and 4.15. This work identified two
conformers of the S2O2 molecule in the atmosphere of Venus that could ex-
plain the absorption between 320 to 400 nm, after more than 40 years since
the absorption cross section [54] of an unknown sulfur-containing molecule
was recorded. They suggested cis and trans-OSSO as the main near-UV
absorber of the Venus’ absorption spectrum.
Frandsen et al. reported the percent yield of S2O2 conformers and
showed that the two cis and trans-OSSO, with percent yields of 70.6% and
29.4%, respectively at 64 km, are the most abundant conformers of S2O2 in
the Venusian atmosphere. This study also approximated the cross section of
the two stable isomers by empirically convoluting the electronic transitions
using a Lorentzian function [54], similar to the earlier approach by Lane et
al. for H2SO4 [25].
In this section, we again apply the approach developed in chapter 3,
to simulate the absorption spectrum of OSSO and calculate the weighted
cross section for a mixture of the cis and trans conformers. This weighted
spectrum can be used in the future experimental investigations and in the
atmospheric modeling of Venus. We first benchmark some of the simulation
parameters in section 4.2.1 and then, will present the final simulated spectra
of these molecules in section 4.2.2.
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Figure 4.14: Different isomers of (SO)2 molecule [54].
4.2.1 Theoretical details
We optimize the geometry of both conformers at CCSD(T)/aug-cc-pV(T+d)Z
level of theory and calculate the vibrational frequencies with the same method
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Figure 4.15: Stable conformers of S2O2 and the transitions states [54].
and basis set. We use this optimized geometry and the harmonic frequen-
cies along with the Wigner distribution to construct an ensemble of a certain
number of geometries around the equilibrium geometry. These geometries
are promoted to the 18 excited states and the vertical excitations and os-
cillator strengths are calculated at different levels of theory, EOM-CCSD,
RI-CC2 and ADC(2) methods and different Dunning’s correlation consistent
basis sets.
The calculated cross sections are convoluted to either Gaussian or Lorentzian
function with defined phenomenological broadenings of spectrum to gener-
ate the final simulated absorption spectrum and approach 2 from chapter 3
is applied to produce the simulated spectra.
4.2.2 Absorption cross section
Although there is no experimental spectrum of OSSO to be compared with
the simulated spectra, we benchmark the main Newton-X and electronic
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structure parameters for these two conformers, to see if the trend is the
same as those observed for the sulfur benchmarking molecules in chapter 3.
The full benchmarking results on cis and trans-OSSO conformers are found
in the appendices, including the number of points in the ensemble (Figure
A.30) and the electronic structure method (Figure A.31).
In Figure A.32, we present our calculated EOM-CCSD/aug-cc-pV(D+d)Z+3
and approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra of cis and trans-
OSSO. The bright bands of the approximate EOM-CCSD/aug-cc-pV(T+d)Z+3
spectra are slightly blue shifted compared to the calculated EOM-CCSD/aug-
cc-pV(D+d)Z+3 spectra.
We compare our final simulated spectra of the two conformers with the
empirically convoluted spectra of Frandsen et al. in Figure 4.16. There is
reasonable agreement between our simulated spectra and those of Frandsen
et al.. However, despite very similar methods for the vertical excitation ener-
gies, it is noticeable that the band maxima of our simulated spectra are 0.1-
0.2 eV lower in energy. Our ground state CCSD(T)/aug-cc-pV(T+d)Z+3
optimized geometry is not very different from the MRCI/cc-pV(T+d)Z used
in the vertical excitation energy calculation by Frandsen et al.. This suggests
that the excited states potentials of these two conformers are steep and more
sensitive to geometry than the ground state, which is not surprising given the
excited states in question are generally dissociative. In Tables 4.2 and 4.3,
we present the EOM-CCSD excited states energies of cis and trans-OSSO,
optimized with the MRCI/cc-pV(T+d)Z [54] (geometry 1), and CCSD(T)/
aug-cc-pV(T+d)Z (geometry 2) using the aug-cc-pV(D+d)Z+3 and aug-cc-
pV(D+d)Z basis sets. The difference between the vertical excitation energies
of the two geometries with each basis set are also presented in these tables.
These differences show that for each basis set, the vertical excitation energies
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Figure 4.16: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and empiri-
cally convoluted spectra of cis and trans-OSSO of Frandsen et al. [54].
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of geometry 1 is slightly higher than vertical excitation energies calculated
for geometry 2, which has caused the slight shift in the simulated spectra.
This difference between the vertical excitations of the two geometries is the
highest at about 5.0-7.0 eV.
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4.2.3 Atmospheric implications
Using the percentage yields reported by Frandsen et al. [54], we calculate the
weighted cross section for a mixture of the two cis and trans conformers of
OSSO. The weighted cross section at 64 km altitude of Venus’ atmosphere,
where SO2 is abundant [54], is shown in Figure 4.17. This weighted spectrum
is a more realistic representation of the absorption spectrum of the naturally
occurring mixture of OSSO molecule in the atmosphere of Venus.
The theoretical spectra are valuable in identifying unknown molecules
and are of particular importance in case of short-lived molecules. Accurate
simulated spectra greatly assist with the analysis and band assignment of
the experimental spectra. The experimental spectra of the two conform-
ers of OSSO are not yet available. Our collaborators at the University
of Copenhagen are presently undertaking experimental investigation of the
absorption cross section of OSSO using matrix isolation spectroscopy. Our
simulated spectrum of OSSO, as a mixture of its two conformers, cis and
trans-OSSO, will help in identifying and assigning the bands. In a recent
experimental work, the first IR and UV/Vis spectra of OSSO were recorded
by generating the monomers and dimers of SO by high vacuum flash pyrol-
ysis (HVFP) of ethylene episulfoxide in Ar or N2 (1:1000) at 1000 K [194].
These experimental results and our calculated spectra are compared in Fig-
ure 4.18. Due to the strong absorption of ethylene and S2 in the UV region
the experimental and simulated spectra are are only comparable in the vis-
ible region and up to 4 eV. There is a general agreement, specially for the
trans conformer, between the our calculated cross section and the experi-
mental results. However, due to the variety of the molecules that can be
created during pyrolysis, there is uncertainty in assigning the absorption to
different conformers of OSSO.
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Figure 4.17: Weighted cross section for a mixture of cis and trans-OSSO at
64 km altitude.
Figure 4.18: Weighted cross section for a mixture of cis and trans-OSSO at
64 km altitude, and separate calculated cross sections of the two conformers
compared with the experimental results from Wu et al. [194].
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4.3 Conclusion
We have simulated the absorption spectra of two sulfur-containing molecules,
H2SO4 and OSSO, both with atmospheric importance. We used the nuclear
ensemble approach to simulate the absorption spectra of these molecules.
To have more accurate results at lower cost, we used the approximate ap-
proach 2, introduced and developed in chapter 3, to simulate the approxi-
mate EOM-CCSD/aug-cc-pV(T+d)Z+3 absorption spectra. In the simula-
tions of both molecules, their two lowest energy conformers were involved,
C2 and Cs-H2SO4, and cis and trans-OSSO. The simulated spectra of the
two conformers were weighted proportional to their abundance, to give a
final absorption spectrum suitable for guiding experimental investigations.
Our simulated spectra are in excellent agreement with the absorption region
of the unknown near UV absorber of the atmosphere of Venus, (320-400 nm).
Chapter 5
Nitrous oxide spectra
In this chapter, we investigate how the formation of weakly bound complexes
affects the absorption of solar radiation of N2O in the Earth’s atmosphere.
The complexes considered in this chapter include the most abundant atmo-
spheric complexes of N2O, namely Ar-N2O, N2-N2O, O2-N2O and H2O-N2O.
First, we simulate and benchmark the absorption spectrum for N2O, using
different electronic structure methods to determine the most efficient ap-
proach, in terms of cost and accuracy. We then investigate the change in
the absorption spectrum of N2O upon complexation. The findings in this
chapter, are also used in chapter 6, where we simulate the photodissociation
dynamics of the H2O-N2O complex.
5.1 Photodissociation of N2O in the Earth’s atmo-
sphere
Nitrous oxide (N2O) is now the single most important ozone depleting sub-
stance (ODS) in the Earth’s atmosphere [63] and the third most significant
greenhouse gas [60]. The concentration of N2O in the Earth’s atmosphere
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Figure 5.1: Concentration of N2O in different altitudes [5].
has been steadily increasing over recent history, primarily due to human
activities. These anthropogenic sources are now responsible for about 50%
of N2O emissions, with the agriculture sector being the single largest pro-
ducer [55]. The global atmospheric budget of N2O is poorly quantified in
terms of emission sources [56]. As such, most of the atmospheric models use
the rate of N2O photodissociation to estimate the amount of N2O that is
emitted to the atmosphere [76,77].
Nitrous oxide has a long lifetime in the Earth’s atmosphere, approxi-
mately 114 years, with the major loss process being photodissociation in
the stratosphere by absorbing UV light [63, 195]. This can be observed in
the atmospheric abundances of N2O, which is highest at Earth’s surface and
decreases rapidly in the stratosphere and higher altitudes, as can be seen in
Figure 5.1. The long atmospheric lifetime of N2O comes from the fact that
there are only a few, relatively slow processes that cause it to breakdown in
the atmosphere;
Photodissociation of N2O; Equation 5.1, represents the dominant loss
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N2O + hv → N2 + O(1D) 90% (5.1)
N2O + O(
1D)→ N2 + O2 (5.2)
10%
N2O + O(
1D) → 2NO (5.3)
process of N2O, accounting for 90% of N2O loss in the Earth’s atmosphere
[63]. This primarily occurs in the stratosphere by absorbing UV photons




) excitation [197, 198], which only becomes weakly allowed by coupling
to its bending mode [72–74]. The absorption spectrum of N2O monomer has
been studied experimentally, [199–201] as well as theoretically [72, 73, 197],
and is shown in Figure 5.2 along with the solar flux. Centered at about
180 nm, the first absorption band has a broad Gaussian shape, which is
indicative of a direct photodissociation reaction [72,75].
N2O is also lost from the Earth’s atmosphere by reaction with O(
1D)
(Equations 5.1 and 5.2). Collectively, these two reactions are responsible
for a 10% of N2O loss. O(
1D) is a key intermediate in the Chapman cycle,
in which ozone (O3) is continually regenerated in the Earth’s atmosphere.
As reaction of O(1D) with N2O is irreversible, this makes N2O an ozone-
depleting substance (ODS).
The low temperature of the stratosphere and the availability of other
stratospheric gases, provides conditions that allow formation of weakly-
bonded complexes. The abundance of N2O complexes in the Earth’s at-
mosphere was previously investigated by Salmon et al. and is shown as a
function of altitude in Figure 5.3. Salmon et al. showed that the vibrational
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Figure 5.2: Solar flux at 30 km and N2O experimental cross-section [1].
frequencies of N2O are perturbed upon complexation [71]. This result is
significant as the absorption cross section of N2O is strongly dependent on
coupling to the vibrational modes [72–74]. Given that N2O undergoes a di-
rect photodissociation process [72, 75], it follows that the photodissociation
rate of N2O is also expected to be affected by complex formation. This ef-
fect has been previously observed across various isotopologues of N2O, which
have slightly different vibrational frequencies and correspondingly different
photodissociation rates [72]. As it was mentioned in chapter 1, photodissoci-
ation rate constants (J ) depend on the flux of photons of a given wavelength
I (λ), the quantum yield at a given wavelength Φ(λ) and the absorption cross
section. This possible change in the cross section, even if it is to a small
extent, could influence the photodissociation rate of N2O significantly, due
to the normally very small overlap of N2O cross section and solar flux in the
stratosphere, as shown in Figure 5.2.
While the absorption spectrum and photodissociation dynamics of N2O
monomer are well-known, to the best of our knowledge, there have been
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Figure 5.3: Atmospheric abundance of weakly bound complexes involving
N2O as a function of altitude [202].
no previous theoretical or experimental photodissociation investigations for
the Ar-N2O, N2-N2O and O2-N2O complexes. There has been some limited
experimental photodissociation investigations of the H2O-N2O complex [203,
204], however much more work is required to understand its atmospheric
importance.
5.2 N2O structure and vibrational frequencies
As mentioned in the previous section, one of the features that is expected to
affect the photodissociation of N2O complexes, is the vibrational frequen-
cies. To ensure that these are approximately described, we have investi-
gated the sensitivity of the calculated geometry and vibrational frequencies
of monomeric N2O, where experimental results are readily available for com-
parison.
In Table 5.1, we present the optimized equilibrium geometry and har-
monic frequencies of N2O obtained using some common methods and same
basis sets. Also in Table 5.1, we include the experimental vibrationally-
averaged bond lengths of N2O as well as the experimentally calculated fun-
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damental vibrational frequencies. Although ν1 and ν2 are degenerate, we
present them separately to keep consistency in the monomer and complex
results tables as the degeneracy can be broken in complexes. The bond
lengths calculated using DFT and CCSD methods, show a decreasing trend
with increasing the size of basis set from aug-cc-pVDZ to aug-cc-pVQZ. This
decrease in the bond lengths results in an increasing trend in the calculated
harmonic frequencies with the increase in the size of basis set used. This
decreasing trend in the bond lengths and increasing trend in frequencies,
are more significant between aug-cc-pVDZ and aug-cc-pVTZ basis sets than
that between aug-cc-pVTZ and aug-cc-pVQZ basis sets indicating good con-
vergence of the bond lengths and harmonic frequencies with increase in the
size of basis set. This also indicates that aug-cc-pVTZ basis set can produce
bond lengths and harmonic frequencies at close accuracy to those calculated
with the larger aug-cc-pVQZ basis set. This similarity is more highlighted
for the vibrational frequencies calculated using CCSD method where the
frequency results from the two aug-cc-pVTZ and aug-cc-pVQZ are the same
with only 0.1 cm−1 difference for the N-N stretching frequency. The excep-
tions are the bending vibrational frequencies calculated with DFT methods
where the calculated frequencies with aug-cc-pVQZ basis set show a slight
decrease.
Considering the lower computational cost of CAM-B3LYP method com-
pared with the more computationally expensive CCSD and CCSD(T) meth-
ods, we see good description of bond lengths and frequencies in our CAM-
B3LYP results compared with the experimental results. Therefore, we exten-
sively investigate the CAM-B3LYP bond lengths and harmonic frequencies
of N2O with a variety of basis sets and present the results in Table 5.2. The
general trend in the bond length is the same as trend seen in Table 5.2 and
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the bond lengths decrease with increasing size of the basis set. While the
trend in harmonic frequencies is not increasing with increase in the size of
basis set in all the cases, they are all consistent in having higher value than
experimental fundamental frequencies.
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5.3 N2O cross section
In this section, we extensively benchmark different Newton-X and electronic
structure parameters to see how these affect the accuracy of simulated N2O
cross sections. Our simulated spectra are validated against the experimental
cross section of N2O monomer. These results will be used later in section
5.4.3, where we simulate the absorption spectra of N2O complexes, and in
chapter 6, where we simulate the photodissociation dynamics of N2O and
H2O-N2O.
5.3.1 Newton-X parameters benchmark
In this subsection, we benchmark the Newton-X parameters for N2O monomer
using the EOM-CCSD/aug-cc-pVDZ method. In subsection 5.3.2, we will
consider other electronic structure methods. The experimental results with
which we validate our simulated cross section against, are from Nicolet et
al. [209] and Yushino et al. [210], Exp 1 and Exp 2 respectively in Figure
5.4.
Using a Wigner distribution, we sample a certain number of geometries
in the ground vibrational state of the ground electronic state. To keep
consistency, the same level of theory is used for geometry optimization,
harmonic frequencies and vertical excitation energies calculations. In Figure
5.5, we present the simulated absorption spectra of N2O from ensembles of
500, 1000, 2000 and 5000 geometries. We find the spectrum simulated from
2000 geometries is smooth enough and with reasonably small associated
numerical integration error. In Figure 5.6, we present our simulated cross
section convoluted with a Gaussian band shape with a phenomenological
broadening (δ) of 0.01, 0.05, 0.1 and 0.2 eV and in Figure 5.7, we present
the same results, this time convoluted with a Lorentzian band shape and
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the same range of phenomenological broadening. The band shape and δ can
significantly affect the shape of the simulated spectrum particularly at the
tails of the absorption bands. We can find that, the Lorentzian band shape
gives results in closer agreement with the experiment when smaller values
of δ are used. When the cross sections are convoluted with the Gaussian
band shape, the overall shape of the bands with different values of δs seem
quite consistent and in agreement with the experimental results. Overall,
the Gaussian band shape of 0.1 and 0.2 eV broadenings appear to show
the best agreement with the experimental results and hence, the narrower
0.1 eV broadening will be used to simulate the rest of the spectra in this
chapter.
Figure 5.4: Experimental absorption spectra of N2O from Nicolet et al. (Exp
1) [209] and Yushino et al. (Exp 2) [210].
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Figure 5.5: EOM-CCSD/aug-cc-pVDZ absorption cross sections of N2O and
error bars for 500, 1000, 2000 and 5000 points in the ensemble convoluted
with a Gaussian band shape of 0.1 eV broadening.
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Figure 5.6: N2O absorption cross sections convoluted with a Gaussian band
shape from four phenomenological broadenings of the spectrum (eV) for
2000 points at EOM-CCSD/aug-cc-pVDZ level of theory, compared with
the experimental cross section from Nicolet et al. [209].
Figure 5.7: N2O absorption cross sections convoluted with a Lorentzian
band shape from four phenomenological broadenings of the spectrum (eV)
for 2000 points at EOM-CCSD/aug-cc-pVDZ level of theory compared with
the experimental cross section from Nicolet et al. [209].
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5.3.2 Electronic structure benchmark
In chapter 3, the EOM-CCSD/aug-cc-pVTZ level of theory was shown to
generate electronic absorption spectra that are in good agreement with ex-
perimental results for a range of sulfur-containing molecules. Although simu-
lating the EOM-CCSD/aug-cc-pVTZ absorption spectrum of N2O is feasible
at reasonable cost, simulating the absorption spectra and photodissociation
dynamics of the complexes will be much more computationally demand-
ing. To have a rough comparison, we compare the computational cost of
spectra simulation with 1000 points for the two EOM-CCSD and CAM-
B3LYP methods with the same number of states. It takes about 30 minutes
CPU time to calculate the excited states for one point with the EOM-CCSD
method, while this time is about 22 seconds for the same calculation with the
CAM-B3LYP method. Also, for dynamics simulations gradients are needed.
These gradients are analytically calculated in DFT but are calculated nu-
merically with EOM-CCSD and hence, the calculations become even more
expensive. This difference in the computational cost is even more significant
when we simulate the absorption spectra and photodissociation dynamics of
the complexes where there are more electrons.
To find a method that gives reasonable results at lower cost, we first
simulate the absorption spectrum of N2O using EOM-CCSD and two DFT
methods, CAM-B3LYP and M06, and compare the simulated spectra with
the experimental results in Figure 5.8. While EOM-CCSD spectrum shows
a better agreement with the experimental results, the CAM-B3LYP method
produces reasonably accurate spectra for the two bands (A and B in Figure
5.4. In the lower energy region about 5.5-7.5 eV where the photodissoci-
ation of N2O occurs there is reasonably good agreement among the three
methods. The lower intensity of the simulated A band was also previously
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Figure 5.8: Aug-cc-pVTZ cross section of N2O with different methods to-
gether with the experimental cross section of Nicolet et al. [210].
reported by Schinke [73] despite treating the photodissociation cross section
of N2O at the MRCI/aug-cc-pVQZ level of theory. Schinke multiplied his
simulated cross section, shown in Figure 5.9, by a factor of 1.37 to shift up
the calculated cross section to match the experimental results [73]. The low
intensity problem in the spectrum of N2O was improved by Daud et al. by
taking into account the coupling of angular momentum and the parity of
the molecule [211]. However, this approach is far more sophisticated than
the nuclear ensemble approach available in Newton-X.
Given the promising CAM-B3LYP results in Figure 5.8, we further in-
vestigate the effect of changing basis set in Figure 5.10. We use three groups
of basis sets to investigate the trend and consistency of our CAM-B3LYP re-
sults. The basis sets used include the Pople basis sets, 6-31G(d), 6-31+G(d)
and 6-311++G(2d,2p), and the correlated consistent basis sets, cc-pVXZ
and aug-cc-pVXZ, where X=D, T and Q. While the basis sets without
diffused functions can reasonably simulate band A, diffused functions are
needed to describe band B. This makes 6-31G(d) and cc-pVXZ basis sets un-
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Figure 5.9: MRCI/aug-cc-pVQZ cross section of N2O from Schinke [73]
multiplied by a factor of 1.37 together with the experimental spectrum from
Yushino et al. [210].
suitable for simulating the electronic absorption spectrum of N2O in higher
energy region, where Rydberg states are described. While the 6-31+G(d)
and 6-311++G(2p,2d) basis sets show good agreement with the experimen-
tal spectrum, the aug-cc-pVXZ seem to give the best description of the two
bands among the three groups of basis sets investigated in Figure 5.10. Also,
these basis set comparisons show that the spectra simulated from aug-cc-
pVXZ basis sets exhibit the least sensitivity to the basis set size, resulting
in similar simulated absorption spectra.
From the comparisons made in this section for the monomeric N2O, and
considering the significant increase in computational cost for the complexes,
we recommend using CAM-B3LYP and M06 methods for simulating the
absorption cross section and photodissociation dynamics of the complexes.
We are mostly interested in band A, the region where CAM-B3LYP and M06
methods can simulate spectra in good agreement with experimental spectra,
and therefore, these two methods will be used for complexes, knowing that
Nitrous oxide spectra 115
Figure 5.10: CAM-B3LYP cross section of N2O with Pople, cc-pVXZ and
aug-cc-pVXZ basis sets compared with the experimental cross section of
Yushino et al. [209].
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some accuracy is sacrificed to have feasible and faster simulations.
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5.4 N2O complexes structure and vibrational fre-
quencies
As discussed in section 5.1, an accurate description of the structure and
vibrational frequencies of N2O complexes is important understand their sig-
nificance in terms of N2O photodisociation. In the following subsections, the
previous experimental and theoretical investigations of the N2O complexes
are briefly explained and compared to our results.
5.4.1 Ar-N2O
The first Ar-N2O structure study was carried out back in 1981 by Joyner
et al. [212]. Their spectroscopic constants determined a nearly T-shaped
vibrationally averaged structure for the complex. The isotopic substitution
showed that the argon atom was slightly tilted towards the oxygen atom
of the N2O. Later, Hodge and his coworkers reported the vibrationally re-
solved infrared spectrum of the Ar-N2O van der Waals complex [213]. They
confirmed the consistency between the rotational constants and a planar
structure. In 1993, another rotationally resolved infrared spectrum together
with improved molecular constants and new combination band results were
reported by Hu et al. [214]. Leung et al. studied the Ar-N2O rotational spec-
trum hyperfine structure in the microwave region with Fourier-transform
microwave spectrometers and reported the rotational as well as centrifugal
constants [215, 216]. Similar study was done by Ngari and Jager in 1998
on the two N2O isotopomers complexes with Ar, Ar-
15N14N16O and Ar-
14N15N16O [217]. A rovibrational spectrum of the Ar-N2O complex in the
N2O ν1 region was recorded by Gimmler et al. in 2001 [218]. They reported
the rotational and centrifugal distortion constants and showed a blue-shift
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Figure 5.11: The structure of Ar-N2O complex by Gimmler et al. [219] with
R=3.460 Å and θ=7.4 degree.
of 0.2158(2) cm−1 compared to the N2O spectrum. They calculated the two
R=3.46(2) Å and θ=82.9(7)◦ parameters as shown in Figure 5.11.
Table 5.3: CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ optimized
geometries (in Å and degree) of Ar-N2O complex compared with CCSD(T)-
F12b results from Salmon et al. [202] with aug-cc-pV(T+d)Z/aug-cc-
pV(Q+d)Z basis set pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b
R(N1N2) 1.125 1.137 1.128
a
R(N2O1) 1.187 1.197 1.186
b
R(N2...Ar) 3.540 3.551 3.396
b
θ(N1N2 ...Ar) 88.7 93.95 93.77
b
θ(N1N2O1) 179.93 179.96 179.86
b
aTheoretical results from Salmon et al. [202].
bTheoretical results from Salmon et al. [202].
The most recent theoretical study on Ar-N2O complex was done by
Salmon et al. [202], where they present the optimized structures, vibrational
modes and binding energies of the complex [202]. In table in Table 5.3, we
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Table 5.4: CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ harmonic
frequencies (in cm−1) of Ar-N2O complex compared with CCSD(T)-F12b
results from Salmon et al. [202] with aug-cc-pV(T+d)Z/aug-cc-pV(Q+d)Z
basis set pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b Expt
ν1 24.9 33.0 38.9
a 32.2b, 31.4c
ν2 33.0 35.7 45.9
b 40.1d, 38.1c
ν3 607.7 591.9 599.9
b
ν4 608.5 592.6 599.9
b
ν5 1357.1 1306.1 1303.8
b 1285.12e
ν6 2401.0 2323.1 2289.1
b 2223.91f
aTheoretical results from Salmon et al. [202].
bExperimental fundamental frequencies from Ngari et al. [217].
cExperimental fundamental frequencies from Hu et al. [214].
dExperimental fundamental frequencies from Ngari et al. [217].
eExperimental results from fundamental frequencies et al. [219].
fExperimental results from fundamental frequencies et al. [213].
compare the Ar-N2O equilibrium geometry calculated at CAM-B3LYP/aug-
cc-pVDZ and CCSD/aug-cc-pVDZ levels of theory with that from Salmon
et al. calculated at the CCSD(T)-F12b complete basis set limit. In Table
5.4, we compare the corresponding vibrational frequencies obtained with the
same methods and where available, they are compared with the experimen-
tal fundamental frequencies. While our intermolecular N2O distances and
angle calculated with CAM-B3LYP and CCSD methods are in good agree-
ment with those from Salmon et al., the intermolecular R(N2...Ar) distance
from both methods are 0.144 and 0.155 Å higher than the CCSD(T)-F12b
distance by Salmon et al.. Also, the N1N2 ...Ar angle calculated with CAM-
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B3LYP method is about 5 degree lower than the corresponding CCSD and
CCSD(T)-F12b values. As expected, our calculated CCSD vibrational fre-
quencies except for the intermolecular ν2 frequency, show higher values than
the fundamental experimental frequencies. In case of CAM-B3LYP, the two
ν1 and ν2 frequencies are lower than the corresponding fundamental fre-
quencies. While the CCSD and CAM-B3LYP intermolecular frequencies
are higher than those calculated with CCSD(T)-F12b, they are consistent
with the monomeric N2O results. The disagreements in intramolecular ge-
ometry parameters and vibrational frequencies are due to the lower binding
energies calculated with DFT and CCSD compared with CCSD(T)-F12b
method.
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5.4.2 N2-N2O
Randall et al. published the absorption spectrum of the N2-N2O complex
in the ν3 region of N2O and reported a blue shift in the ν3 band of the N2O
monomer [220]. They reported the structure of the complex as planar with
a near T-shaped geometry and the N2 molecule pointing towards the central
nitrogen of the N2O molecule. In 1999, Leung recorded the
15N2-
14N2O ro-
tational spectrum and confirmed the T-shaped structure. Venayagamoorthy
and Ford published their ab initio study on the structure, interaction ener-
gies and vibrational spectra of N2-N2O in 2001 [221]. They confirmed a rea-
sonably good agreement between their calculated centre-of-mass separation
with that calculated by Randall et al.. In 2011, Zheng et al. calculated the
ab initio two dimensional potential energy surface for the N2-N2O complex
and recorded its ro-vibrational spectrum in the N2O ν1 region [222], which
was similar to that detected by Randall et al. in the N2 ν3 region [220]. They
also calculated the rotational and centrifugal distortion constants and deter-
mined the complex structure from the rotational constants. The CCSD(T)
method with the aug-cc-pVDZ basis set were chosen to calculate the poten-
tial energy surface. In 2014, Rezaei et al. observed a new infrared absorption
band of the N2-N2O complex using a quantum cascade laser arising from low
frequency intermolecular modes combinations [223]. They reported a result-
ing intermolecular frequency of 22.334(1) cm−1 for this complex, although
they could not identify the nature of this mode due to the lack of the theo-
retical predictions. This theoretical study happened later in 2015 by Zheng
et al. [224]. Employing the CCSD(T) method with the aug-cc-pVTZ ba-
sis set, they calculated a four-dimensional intermolecular potential energy
surface and determined two equivalent nearly T-shaped global minima in
which the O atom is closer to the N2 than N atom in N2O. Their calculated
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intermolecular distortion mode; 23.086 cm−1, was in good agreement with
the experimental result; 22.334 cm−1, from Rezaei et al. [223].
In Table 5.5, we compare the N2-N2O equilibrium geometry calculated at
CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ levels of theory with
that from Salmon et al. calculated at the CCSD(T)-F12b complete basis set
limit. In Table 5.6, we compare the corresponding vibrational frequencies
obtained with the same methods and where available, they are compared
with the experimental fundamental frequencies. Our both CAM-B3LYP
and CCSD geometry results except for the intermolecular (N2...N3N4) an-
gle, show good agreement with results from Salmon et al.. While the cal-
culated CAM-B3LYP and CCSD ν1- ν6 harmonic frequencies show good
agreement with the CCSD(T)-F12b, our calculated intramolecular ν7 and
ν8 frequencies are a bit higher than those calculated by Salmon et al.. How-
ever, these two interamolecular frequencies are consistent with those from
the monomeric N2O. We also compare the two ν1 and ν8 calculated frequen-
cies with their available corresponding experimental fundamental frequen-
cies, and as expected they show higher values than experimental results.
Figure 5.12: Optimized equilibrium structures of N2-N2O complex at
CCSD(T)-F12b/CBS limit using the aug-cc-pVTZ/aug-cc-pVQZ basis set
pair from Salmon et al. [202].
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Table 5.5: CAM-B3LYP/aug-cc-pVDZ and EOM-CCSD/aug-cc-pVDZ op-
timized geometries (in Å and degree) of N2-N2O complex compared with
CCSD(T)-F12b results from Salmon et al. [202] with aug-cc-pVTZ/aug-cc-
pVQZ basis set pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b
R(N1N2) 1.125 1.112 1.127
a
R(N2O1) 1.186 1.197 1.186
b
R(N3N4) 1.100 1.114 1.099
b
R(N2...N3) 3.173 3.141 3.113
b
θ(N1N2O1) 179.97 179.97 179.91
b
θ(N1N2...N3) 96.0 94.76 95.22
b
θ(N2...N3N4) 164.87 164.87 167.90
b
aTheoretical results from Salmon et al. [202].
bTheoretical results from Salmon et al. [202].
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Table 5.6: CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ harmonic
frequencies (in cm−1) of N2-N2O complex compared with CCSD(T)-F12b
results from Salmon et al. [202] with aug-cc-pVTZ/aug-cc-pVQZ basis set
pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b Expt
ν1 27.0 24.5 25.9
a 22.3b
ν2 38.4 35.7 35.1
b
ν3 52.6 59.3 61.3
b
ν4 80.0 81.5 84.0
b
ν5 607.6 590.7 600.3
b
ν6 608.9 592.6 600.8
b
ν7 1358.0 1306.5 1304.7
b
ν8 2403.6 2325.9 2291.8
b 2225.99bcd
ν9 2498.9 2394.6 2364.2
b
aTheoretical results from Salmon et al. [202].
bExperimental fundamental frequencies from Rezaei et al. [223].
cExperimental fundamental frequencies from Randall et al. [220]
dExperimental fundamental frequencies from Zheng et al. [222]
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5.4.3 O2-N2O
The first experimental investigation on the O2-N2O complex was reported by
Bahou et al. in 1996 using low-resolution infrared spectroscopy and matrix
isolation techniques and related the small shifts in the ν1 and ν3 regions
of the absorption of N2O to the weak interaction between the N2O and
O2 molecules [225]. Soon after, Qian et al. published their work on high
resolution spectroscopy and structure of the O2-N2O complex [226]. They
calculated the rotational constants and reported a planar equilibrium struc-
ture. In 2014, Li et al. measured the ro-vibrational spectrum of O2-N2O
complex in the ν1 region of monomeric N2O [227] and reported a red shift in
the band origin of monomeric N2O. They also measured the rotational con-
stants of O2-N2O complex. Recently, Salmon et al, investigated the struc-
tures of O2-N2O complex with the lowest energy using the CCSD(T)-F12b
method and identified the minima structures and calculated the vibrational
frequencies [228]. They reported a local minimum at -159 cm−1 and a global
minimum at -191 cm−1. This is while Qian et al. had reported two minima
with a first order saddle point.
In Table 5.7, we compare the O2-N2O equilibrium geometry calculated at
CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ levels of theory with
that from Salmon et al. calculated at the CCSD(T)-F12b complete ba-
sis set limit. In Table 5.8, we compare the corresponding vibrational fre-
quencies obtained with the same methods and where available, they are
compared with the experimental fundamental frequencies. We find that
our calculated CCSD/aug-cc-pVDZ geometry parameters, both intermolec-
ular and intramolecular, are in good agreement with CCSD(T)-F12b results.
While most of the calculated CAM-B3LYP/aug-cc-pVDZ geometry param-
eters show good agreement with CCSD(T)-F12b results from Salmon et al.,
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Figure 5.13: The suggested planar structure from Qian et al. [226]
.
the two intermolecular (N1N2...O2) and (N2...O2O3) angles are higher than
their corresponding CCSD(T)-F12b values by 2.75 and 5.34 degrees. Our
CAM-B3LYP and CCSD vibrational frequencies are in reasonable agree-
ment with the CCSD(T)-F12b results from Salmon et al. and our calculated
ν7 and ν9 are higher than the corresponding available experimental funda-
mental frequencies as expected. However, the two CAM-B3LYP ν3 and ν4
vibrational frequencies are lower than both CCSD and CCSD(T)-F12b fre-
quencies. Also, our two calculated N2O intramolecular ν7 and ν9 frequencies
are higher than the CCSD(T)-F12b frequencies calculated by Salmon et al.
which is consistent with the monomeric N2O results.
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Table 5.7: CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ op-
timized geometries (in Å and degree) of O2-N2O complex compared
with CCSD(T)-F12b results from Salmon et al. [202] with aug-cc-
pVTZ/aug-cc-pVQZ basis set pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b
R(N1N2) 1.125 1.135 1.127
a
R(N2O1) 1.187 1.197 1.186
b
R(O2O3) 1.198 1.210 1.206
b
R(N2...O2) 3.144 3.099 3.068
b
θ(N1N2O1) 179.94 179.94 179.85
b
θ(N1N2...O2) 97.85 94.59 95.10
b
θ(N2...O2O3) 118.24 114.37 113.875
b
aTheoretical results from Salmon et al. [202].
bTheoretical results from Salmon et al. [202].
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Table 5.8: CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-cc-pVDZ harmonic
frequencies (in cm−1) of O2-N2O complex compared with CCSD(T)-F12b
results from Salmon et al. [202] with aug-cc-pVTZ/aug-cc-pVQZ basis set
pair extrapolated to CBS limit.
CAM-B3LYP CCSD CCSD(T)-F12b Expt
ν1 22.18 23.8 21.7
a
ν2 23.86 32.7 27.3
b
ν3 36.91 44.3 45.9
b
ν4 65.88 66.4 70.0
b
ν5 607.88 597.7 599.0
b
ν6 608.31 600.3 599.0
b
ν7 1356.60 1389.6 1302.5
b 1284.75b
ν8 1721.70 1642.3 1613.0
b
ν9 2401.89 2325.7 2287.5
b 2224.12c
aTheoretical results from Salmon et al. [202].
bExperimental fundamental frequencies from Qian et al. [226].
cExperimental fundamental frequencies from Li et al. [227].
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Figure 5.14: The calculated structure from infrared work with intermolecu-
lar distance of 2.964 Å and water tilt angle (θ) of 82 degree from Gimmler
et al. [231].
5.4.4 H2O-N2O
The first study on H2O-N2O complex was a theoretical investigation of the
structure, vibrational frequencies and IR intensities by Sadlej and Sicinski
[229]. They showed small changes in frequencies and a clear perturbation in
the spectrum due to the complex formation and suggested planar structures
for the complex. Later, Zoland et al. reported the rotational spectrum of
H2O-N2O in the microwave region using molecular beam electric resonance
techniques and presented two close global minima and two local minima
using electrostatic modeling [230].
Gimmler et al. reported the first IR ro-vibrational spectrum of the H2O-
N2O complex and proposed a planar structure with the assumption that
the structures of monomers do not change upon complexation [231]. Their
proposed structure is shown in Figure 5.14.
In 2001, Wójcik et al. theoretically investigated the structure and vi-
brational modes of H2O-N2O complex which were in qualitative agreement
with previous works [232]. They employed a higher level of theory, MP2/
6-31++G∗∗, and presented a better description of the interactions in the
complex.
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Figure 5.15: Optimized equilibrium structures of H2O-N2O complex at
CCSD(T)-F12b/CBS limit using the aug-cc-pV(T+d)Z/aug-cc-pV(Q+d)Z
basis set pair from Salmon et al. [202].
Recently, Földes et al. reported planar structures for both local and
global minima of H2O-N2O complex, using CCSD(T)-F12a/aug-cc-pVQZ
level of theory [233]. They confirmed the overall agreement between their
calculated global minimum and those from IR spectroscopy [231] and mi-
crowave study [230]. They also calculated the harmonic vibrational frequen-
cies using the same method and slightly smaller basis set, aug-cc-pVTZ.
In Table 5.9, we compare the H2O-N2O equilibrium geometry calcu-
lated at M06/aug-cc-pVDZ, CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-
cc-pVDZ levels of theory with that from Salmon et al. calculated at the
CCSD(T)-F12b complete basis set limit. In Table 5.10, we compare the
corresponding vibrational frequencies obtained with the same methods and
where available, they are compared with the experimental fundamental fre-
quencies. We also include M06 equilibrium geometry and vibrational fre-
quencies in these tables, as this method is used in chapter 6, where we
simulate the photodissociation dynamics of N2O monomer and H2O-N2O
complex. Our CAM-B3LYP and CCSD calculated geometries are in good
agreement with the CCSD(T)-F12b results from Salmon et al.. Excep-
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tion are the two CAM-B3LYP and CCSD intermolecular (N1N2...O2) and
(N2...O2H1) angles, which show slightly higher and lower values compared
with CCSD(T)-F12b respectively. While the intermolecular vibrational fre-
quencies are in reasonable agreement with CCSD(T)-F12b results, the inter-
molecular ν2 and ν5 harmonic frequencies are higher than the correspond-
ing CCSDT(T)-F12b frequencies. This difference is the highest for the ν5
calculated with M06 method. Comparing the calculated N-N stretching
vibrational frequencies with the only experimental fundamental frequency
available for this complex, shows that our calculated frequencies with the
three methods are all higher than the corresponding experimental frequency,
as expected. The N2O intermolecular vibrational frequencies are slightly
higher than the CCSD(T)-F12b results, which is consistent with the results
from monomeric N2O.
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Table 5.9: M06/aug-cc-pVDZ, CAM-B3LYP/aug-cc-pVDZ and CCSD/aug-
cc-pVDZ optimized geometries (in Å and degree) of H2O-N2O complex com-
pared with CCSD(T)-F12b results from Salmon et al. [202] with aug-cc-
pVTZ/aug-cc-pVQZ basis set pair extrapolated to CBS limit.
M06 CAM-B3LYP CCSD CCSD(T)-F12b
R(N1N2) 1.130 1.123 1.134 1.125
a
R(N2O1) 1.182 1.189 1.201 1.188
b
R(O2H2) 0.962 0.964 0.965 0.958
b
R(O2H1) 0.958 0.962 0.964 0.959
b
R(N2...O2) 2.900 2.889 2.893 2.849
b
θ(N1N2O1) 179.435 179.46 179.51 179.58
b
θ(H1O2H2) 105.28 105.86 104.78 105.05
b
θ(N1N2...O2) 102.24 105.21 101.43 100.54
b
θ(N2...O2H1) 83.53 79.39 77.45 85.78
b
aTheoretical results from Salmon et al. [202].
bTheoretical results from Salmon et al. [202].
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Table 5.10: M06/aug-cc-pVDZ, CAM-B3LYP/aug-cc-pVDZ and
CCSD/aug-cc-pVDZ harmonic frequencies (in cm−1) of H2O-N2O complex
compared with CCSD(T)-F12b results from Salmon et al. [202] with
aug-cc-pVTZ/aug-cc-pVQZ basis set pair extrapolated to CBS limit.
M06 CAM-B3LYP CCSD CCSD(T)-F12b Expt
ν1 69.0 60.2 66.9 66.7
a
ν2 105.4 129.1 129.4 77.5
b
ν3 150.2 131.2 132.7 121.5
b
ν4 182.4 166.4 173.5 157.0
b
ν5 303.5 227.8 233.8 205.9
b
ν6 622.0 604.6 588.3 597.6
b
ν7 624.1 606.2 588.8 598.9
b
ν8 1376.8 1349.8 1295.6 1299.4
b
ν9 1621.3 1604.5 1643.2 1642.4
b
ν10 2413.7 2413.0 2333.9 2298.7
b 2232.17b
ν11 3864.3 3832.8 3821.5 3831.5
b
ν12 3989.9 3944.5 3939.1 3943.7
b
aTheoretical results from Salmon et al. [202].
bExperimental fundamental frequencies from Gimmler et al. [231].
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5.5 N2O complexes absorption cross section
In this section, we investigate the changes in the cross section of N2O upon
complexation with four abundant stratospheric species namely, Ar, N2, O2
and H2O. We simulate the absorption cross section of the complexes and
N2O monomer using the same Newton-X and electronic structure parame-
ters.
We initially simulated the absorption cross sections with the CAM-
B3LYP/aug-cc-pVTZ method and present these in Figure 5.16. In the
spectra simulation of Ar-N2O complex, the EOM-CCSD cross section of
monomeric N2O from 6 states is compared with that of Ar-N2O complex.
To have a better description of Ar’s electrons, we use aug-cc-pV(D+d)Z ba-
sis set on Ar atom. For Ar-N2O, N2-N2O and H2O-N2O complexes 6 states
involved in the energy calculations. In the case of O2-N2O, the cross section
is simulated from 16 states as O2 has many low lying states. For each com-
paring graph, the absorption cross section of monomeric N2O is calculated
with the same simulations parameters used for the related complex. As we
are interested in the changes in the N2O photodissociation region, i.e. band
A in Figure 5.4, these spectra are zoomed in this region. We find that, the
absorption cross section of Ar-N2O and N2-N2O complexes are almost the
same as the cross section of N2O monomer. However, for O2-N2O and H2O-
N2O complexes, the absorption cross section of the complex in the the N2O
photodissociation region is significantly higher than that of N2O monomer.
On the basis of this exciting preliminary result, we initiated a collab-
oration with the Kable group at the University of New South Wales, to
experimentally investigate the photodissociation dynamics of the two O2-
N2O and H2O-N2O complexes. The effective absorption cross section of
N2O dimer and O2-N2O complexes and monomeric N2O were recorded us-
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ing the photon-fragment excitation ion spectroscopy (PHOFEX). The mix-
ture of N2O and O2 in He went through supersonic cooling and skimming
in the source chamber to make a molecular beam. This molecular beam
was then crossed by lasers from two-laser and one-laser arrangements. In
two-laser arrangement, N2O is photolysed and the fragments are resonantly
ionized. In the one-laser arrangement, N2O is dissociated the fragments
are probed. This preliminary experimental result is presented in Figure
5.17 which showed a small increase in the intensity of the O2-N2O cross
section compared to that of N2O in 210-216 nm ( 5.74-5.90 eV) region of
energy. Therefore, we tried higher level of theory and more computation-
ally expensive EOM-CCSD method to simulate the spectra. The efforts to
record the cross section of H2O-N2O complex was unsuccessful due to chal-
lenges in maintaining fixed water vapour pressure. In Ar-N2O and N2-N2O
complexes, N2O is aggregated with two inert species, they do not seem to
produce any interesting products upon photodissociation of N2O or cause
any significant change in the intensity of the N2O absorption spectra. Hence
they are not our priorities to investigate their experimental photodissocia-
tion dynamics.
The EOM-CCSD method was previously showed to produce reliable
spectra and in good agreement with experimental results for a range of
sulfur-containing molecules in chapter 3. The simulated EOM-CCSD/aug-
cc-pVDZ absorption spectra of the four complexes are presented and com-
pared with the absorption spectrum of monomeric N2O in Figure 5.18.
Comparing the CAM-B3LYP/aug-cc-pVTZ and EOM-CCSD/aug-cc-pVDZ
simulated spectra, shows that the EOM-CCSD cross sections are more than
30% higher in intensity than CAM-B3LYP for Ar-N2O and N2-N2O com-
plexes. In the case of O2-N2O, the intensity increases more significantly and
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Figure 5.16: Absorption cross section of N2O monomer and the four N2O
complexes. The level of theory and number of states involved in these simu-
lations are CAM-B3LYP/aug-cc-pVTZ with 6 states for Ar-N2O and H2O-
N2O and N2-N2O complexes, and 15 states for O2-N2O complexe.
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Figure 5.17: The preliminary PHOFEX experimental effective absorption
cross sections of N2O-N2O, N2O-O2 complexes and N2O monomer.
the absorption band in the region of N2O band A, is blue shifted by about
1.0 eV. This is due to the difference between the CCSD and CAM-B3LYP
geometries and vibrational frequencies. For H2O-N2O, a slight blue shift
of about 0.2 eV is observed in the EOM-CCSD simulated band and the
intensity looks to be about 25% higher than CAM-B3LYP. Despite these
differences between the EOM-CCSD and CAM-B3LYP simulated spectra
of complexes, they are consistent in predicting a significant increase in the
cross sections of H2O-N2O and O2-N2O complexes and no specific change
in the absorption spectra of Ar-N2O and N2-N2O complexes.
A great amount of effort was put into the recording the effective absorp-
tion cross section of the N2O-N2O, O2-N2O complexes and N2O monomer
again by our experimentalist collaborators. The wavelength dependence
standardized ion yield of N2O-N2O and O2-N2O complexes and N2O monomer
were measured and the results are shown in Figure 5.19. This time, no
significant enhancement in the absorption of the O2-N2O complex was ob-
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served. This disagreement should be due to our theoretical approach in
simulating the absorption spectra of complexes, which is surprising as the
same approach worked reasonably well for N2O monomer and gave excellent
accuracy for sulfur-containing molecules in chapter 3.
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Figure 5.18: Absorption cross section of N2O monomer and the four N2O
complexes. The level of theory and number of states involved in these simula-
tions are EOM-CCSD/aug-cc-pVDZ with 6 states for Ar-N2O and H2O-N2O
and N2-N2O complexes, and 15 states for O2-N2O complexe.
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Figure 5.19: The repeated PHOFEX experimental effective absorption cross
sections of N2O-N2O, O2-N2O complexes and N2O monomer.
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We suggest, however, Newton-X can simulate absorption cross section
of individual molecules with reasonably high accuracy, it is not capable of
generating accurate cross section for aggregated molecules. We believe that
how energy is partitioned and geometries are sampled and distributed in
the ensemble is different from the cases where only one molecule is involved
in the spectra simulations. Also, we find that for the energy regions where
the aggregated molecule with N2O shows high absorbance, the change in
the calculated cross section can be overestimated. For example, in the simu-
lated spectrum of O2-N2O complex, the highest contribution to the complex
spectrum, seems to be from the O2 excitations. Two geometries from the
O2-N2O ensemble with the highest oscillator strengths are shown in Figure
5.20, and their geometry parameters are presented in Table 5.11. To check
whether the O2 excitations contribute significantly to the increased intensity,
we calculate the EOM-CCSD/aug-cc-pVDZ vertical excitations and oscilla-
tor strengths of O2 monomer, with the same distance as given in Table 5.11
for O-O bond in the complex. Our calculated vertical excitations and os-
cillator strengths of O2 monomer are very close to those from the complex,
suggesting that the O2 excitations contribute significantly to the simulated
spectra of this complex.
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(a) Geometry 1
(b) Geometry 2
Figure 5.20: Two examples of geometries with the very high oscillator
strengths in the ensemble of O2-N2O complex.
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Table 5.11: CCSD/aug-cc-pVDZ geometry parameters (in Å and
degree) of two examples of O2-N2O complex with non-physical ge-
ometries.









The geometry and harmonic frequencies of N2O monomer and its four com-
plexes with Ar, N2, O2 and H2O species were calculated using both CCSD
and DFT methods. Some of the spectra simulation parameters were bench-
marked for N2O monomer and the simulated spectra were compared with
the experimental spectrum. The absorption spectra of the four complexes
of N2O were simulated and compared to that of the monomeric N2O to see
any changes upon complexation. Our preliminary CAM-B3LYP simulated
spectra of the complexes showed a significant increase in the absorption
spectrum of N2O for O2-N2O and H2O-N2O and no significant change for
the Ar-N2O and N2-N2O complexes. The initial experimental results on O2-
N2O complex were promising showing a small increase in the cross section
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of the complex. Following these consistent preliminary results, we improved
the accuracy of our simulated spectra of the complexes by applying a higher
level of theory in our simulations, EOM-CCSD/aug-cc-pVDZ, which had
given results with good agreement with experimental results for a range of
sulfur-containing molecules in chapter 3. Our EOM-CCSD/aug-cc-pVDZ
simulated spectra gave consistent results with CAM-B3LYP/aug-cc-pVTZ
spectra and hence, the experiment was repeated for the O2-N2O complex
to find any change in the cross section of the complex. This subsequent
experiment could not confirm the earlier findings.
While, the absorption cross section of N2O shows no significant change
upon complexation, the photodissociation dynamics of these complexes are
interesting to study, as complicated potential energy surfaces of the com-
plexes might open other photodissociation channels, where atmospherically
important species, rather than the known products from photodissociation
of monomeric N2O, can be produced. For example, in chapter 6, we simu-
late the photodissociation dynamics of H2O-N2O complex to investigate the





Chapter 5 showed that the electronic absorption spectra of the Ar-N2O, N2-
N2O, O2-N2O and H2O-N2O complexes were not substantially different to
that of N2O monomer. However, these complexes could still be important
if photodissociation leads to different products than N2O monomer. In this
chapter, we simulate the photodissociation dynamics of H2O-N2O, and com-
pare these to that of N2O monomer. Previous experimental results showed
that photodissociation of H2O-N2O with 193 nm light produces OH radical,
although the mechanism is unknown.
6.1 Photodissociation of N2O complexes
Several previous studies on the photodissociation dynamics of N2O [199,205,
234–236] showed that the UV photodissociation of N2O exclusively produces
N2 molecule and atomic O(
1D) through the following reaction:
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N2O + hv → N2 + O(1D) (6.1)
The photodissociation dynamics of N2O in the UV region at about 200
nm have been experimentally studied in detail, using different experimental
techniques [235–245]. Some of these studies showed that the N2 fragment
in the UV photodissociation is vibrationally cold but rotationally excited
[235,241–243]. Also, other studies investigated the photodissociation of N2O
in the vacuum ultraviolet (VUV) region where other dissociation channels
are energetically accessible and new fragments can be produced through the
following reactions [205,246]:
N2O + hv → N2 + O(1S0) (6.2)
N2O + hv → N2 + O(3PJ) (6.3)
N2O + hv → N(2D) + NO (6.4)
N2O + hv → N(2P) + NO (6.5)
There are also some detailed theoretical studies on N2O photodissocia-
tion and its energy partitioning using quantum mechanical wave packet and
classical trajectory calculations [73, 247]. Previous simulations and experi-
ments have largely been carried out on the isolated N2O molecule and with
a limited energy window for photodissociation. This is why investigating
the dynamics of N2O complexes under atmospheric conditions might reveal
new features of atmospheric chemistry and photodissociation dynamics.
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The most interesting part of photodissociation dynamics of N2O com-
plexes, is that the more complicated potential energy surfaces of the com-
plexes might lead to some new channels and products of photodissociation.
Depending on the aggregated molecules, the new products could be of high
atmospheric importance. It was previously shown that formation of the O3-
H2O complex can change the photodissociation products of O3 from atomic
oxygen as the main product to OH radical instead [70]. We list the possible
products of photodissociation of the four complexes investigated in chapter
5 below:
N2O−Ar + hv → N2 + O + Ar (6.6)
N2O−N2 + hv → N2 + N2O (6.7)
N2O−O2 + hv → N2 + O3 (6.8)
N2O−H2O + hv → N2 + 2OH (6.9)
The products of the two Ar-N2O and N2-N2O complexes are not of high
atmospheric importance, as no new species are produced. In reaction 6.6,
the atomic O produced from the photodissociation of N2O cannot react
with the non-reactive Ar atom. In the case of N2-N2O, if atomic O reacts
with N2 molecule, it likely just regenerates N2O. This could be interesting
as regeneration of N2O could increase its lifetime in the atmosphere but it
would be experimentally difficult to follow the formation of N2O molecules.
However, in the case of the other two complexes, H2O-N2O and O2-N2O,
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interesting atmospheric species such as OH radical and O3 can be produced.
In this chapter, we focus our attention on the H2O-N2O complex as there
are no previous experimental results for the O2-N2O complex.
In 1997, Tanaka et al. investigated the photodissociation dynamics of
the H2O-N2O complex, using an excimer laser at 193 nm to cause pho-
todissociation [203]. They reported the production of OH radical as a new
product, formed upon complexation and in a reactant-pair photodissociation
reaction [203]. In this work, Tanaka et al. used heavy water (H2
18O) and
measured the vibrational-rotational distribution of the OH radicals. This
study suggested a strong sideways kick-out of O from N2O, coming from
the highly rotationally excited N2, that could interact with water molecule
to produce OH radical. Their calculated equilibrium geometry of the H2O-
N2O complex is shown in Figure 6.1. However, it is worth noting that more
recent and accurate investigations [202,233] show different structure as dis-
cussed in subsection 5.4.4. On the basis of their dynamics results, Tanaka et
al. proposed some channels through which OH radical could be produced.
Using their measured vibrational and rotational distributions of 18OH and
16OH, and comparing these results with the previously studied O3-H2O sys-
tem [248], an intermediate of OH18OH that could be responsible for their
observations, was proposed. They also suggested more experimental results
to understand this process fully, although these have not been forthcoming.
In the section 6.3, the photodissociation dynamics of H2O-N2O are sim-
ulated and compared with that of N2O. As the photodissociation process of
N2O is well known, we first simulate the photodissociation dynamics of N2O
to validate our stimulation approach against previous results.
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Figure 6.1: Experimental structure of H2O- N2O molecule from Tanaka et
al. [203].
6.2 N2O photodissociation dynamics
As described in chapter 2, we use trajectory surface hopping (TSH) approach
to simulate the photodissociation dynamics of N2O. The probability of nona-
diabatic transition is calculated by applying the Tully’s fewest switches al-
gorithm [160], as implemented in Newton-X [169]. We first prepare the
initial conditions by defining an ensemble of 10000 geometries around the
equilibrium geometry and then, promote the initial condition to the excited
state. To do so, we use a Wigner distribution of the harmonic vibrational
modes [155]. The initial condition can be also prepared by running a long
ground state dynamics and later, randomly choosing the geometries at de-
fined time intervals; however, this can make distribution of the initial con-
ditions too narrow [159].
The trajectories are chosen from a previously distributed ensemble and
by imposing some energy restrictions, to reflect the energies of stratospheric
photons: [1.2-7.2 eV (1033.2-172.2 nm)], we focus on conditions relevant for
Earth’s atmosphere. The on-the-fly electronic structure calculations are the
most expensive part of the dynamics simulations. Complexes with medium
size like H2O-N2O, are not neither very small to use a high level of the-
ory at reasonable cost, nor too large where running high level calculations
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is almost impossible. So, it is critical to find a balance between cost and
accuracy for these systems. In chapter 5, we showed that CAM-B3LYP/aug-
cc-pVDZ and M06/aug-cc-pVDZ could give reasonably accurate geometries
and vibrational frequencies for N2O at much lower computational cost than
CCSD(T), which makes them acceptable candidates for photodissociation
dynamics simulations. For N2O monomer, we also simulate the photodis-
sociation dynamics using RASSCF(4,6) in MOLCAS [166], 4 electrons in 6
orbitals, and aug-cc-pVDZ basis set. In RASSCF simulations, bond break-
ing processes such as photodissociation are better described and static cor-
relation energy is also taken into account. Hence, the RASSCF simulation
results can be used to validate our DFT results and find the similarities and
differences between the two series of results.
In the electronic structure calculations, three excited states are included,
of which the second and the third are degenerate. It was previously shown
by Shincke et al. [73] and Daud et al. [211] that the three lowest excited
states contribute to the first broad band of N2O centered at about 182 nm,
which is responsible for the photodissociation of N2O in the stratosphere.
The dynamics simulations are started on the third excited state with time
step of 0.5 fs. We let the dynamics simulations continue to 500 fs and kill
any trajectories with more than 5.0 eV jump in the potential energies. For
the on-the-fly electronic structure calculations, we use CAM-B3LYP/aug-cc-
pVDZ and M06/aug-cc-pVDZ functionals and basis sets. In the RASSCF
simulation, the dynamics runs for 1000 steps with a 10 a.u. ( 0.24 fs) interval.
As we are investigating bond breaking processes with single reference
DFT methods, we need to carefully define what distance constitutes a ”bro-
ken” bond. If our definition is too long, convergence errors are likely before
dissociation occurs whereas if our definition is too short, we may overesti-
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Figure 6.2: The changes in the potential energy of N2O monomer with
increasing N-O bond distance at CAM-B3LYP/aug-cc-pVDZ level of theory.
mate the number of trajectories where dissociation occurs. We define 2.0 Å
as the distance where the N-O bond is considered broken as it is unlikely
that the bond will reform if there is sufficient kinetics energy. In Figure 6.2,
we show the changes in the potential energy of N2O with increasing N-O
distance. This Figure shows that N-O bond at distances around 2.0 Å is
almost dissociated and it is not likely that it is back to reform the bond.
Multireference methods give a better description of photodissociation
process than single reference methods and as a result, the dynamics calcu-
lations of almost all of the trajectories finish normally without any conver-
gence error no matter what the bond distances are during the dissociation
process. While in the case of DFT calculations, the situation is different.
To check if the convergence errors in DFT simulations affect our DFT sim-
ulation results, we investigate if these convergence errors happen after the
photodissociation is almost completed. We plot the number of trajectories
against the N-O bond distance at the time when convergence error occurs
for both CAM-B3LYP and M06 simulations in Figure 6.3. As this graph
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clearly shows, the majority of trajectories have a convergence error after the
photodissociation is completed, i.e. RN−O > 2.0 Å. We also double check
this by comparing the percentage of trajectories at each N-O distance from
1.1 Å, less than the N-O equilibrium distance, to 5.2 Å, more than twice
our defined N-O dissociation distance for the three CAM-B3LYP, M06 and
RASSCF methods in Table 6.1. From these calculated percentages of tra-
jectories at different N-O distances, 98.1% and 97.5% of trajectories of M06
and CAM-B3LYP simulations respectively, still exist in the dynamics cal-
culation at 2.2 Å, compared with 87.2% for the RASSCF simulation. The
reduced percentage from 100% at this distance is due to the products of the
other photodissociation channel of N2O, and the non-dissociated trajecto-
ries as well and not necessarily due to the error convergence. In the case of
RASSCF this reduced percentage is entirely from the NO+N production and
the non-dissociated trajectories. These results confirm that while RASSCF
can handle N-O bond distances to more than 5.0 Å without ending in error
convergence, the two M06 and CAM-B3LYP DFT methods are able to treat
reasonably well at RN−O dissociation distances around 2.0 Å.
After imposing the energy window, for CAM-B3LYP/aug-cc-pVDZ sim-
ulation 178 points and for M06/aug-cc-pVDZ 113 points are sampled from
the Wigner distribution of 10000 geometries in the ensemble. While, in
RASSCF simulation we have to sample the trajectories only by taking snap-
shots of a long ground state dynamics as it is the only sampling way imple-
mented in MOLCAS package. This results in 39 trajectories for the RASSCF
simulations. We determine the time when each trajectory undergoes disso-
ciation, i.e. RN−O > 2.0 Å, and plot the normalized number of trajectories
that have dissociated as a function of time. These graphs are presented
and compared in Figure 6.4. The three methods show similar trends, with
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the majority of the trajectories photodissociating to give N2 + O and this
occurs mostly in the first 150 fs of the photodissociation, which agrees with
Schinke’s findings on photodissociation dynamics of N2O [73]. The two DFT
simulation results are consistent with each other, while the RASSCF results
show photodissociation occurring at a slightly later time. This can be due to
the different nature of the on-the-fly electronic structure calculations, where
RASSCF provides more space for the bonds which can result in slower dis-
sociation after a longer period of stretching and bending. The other reason
can be the different sampling approaches used in DFT and RASSCF simu-
lations. In RASSCF simulation, the trajectories are taken from long ground
state dynamics and when the energy is well distributed in the system. This
way of sampling can result in late start in photodissociation.
The plotted N-O bond distance over time for all the trajectories and for
the two DFT applied methods in the simulations also confirms that N2O is
mostly dissociated through the main N2 + O channel and that the photodis-
sociation is almost finished at 300 fs. These plots are presented in appendices
A.33 and A.34. The percentage of trajectories that photodissociate through
the main channel is 91.2% with the CAM-B3LYP method and 91.0% with
the M06 method. This compares reasonably to the RASSCF results, where
82.1% of trajectories are found to photodissociate through the main channel.
We also calculate the percentage of trajectories that undergo dissocia-
tion through the second channel, i.e. NO+N production, as 2.2% and 2.6%
for CAM-B3LYP and M06 simulations respectively. Our RASSCF dynam-
ics simulations results in 10.25% of trajectories photodissociating through
the second channel. While the percentage of minor channel from the three
calculations are not exactly the same, our calculated results consistently
identify the primary channel which agrees with the previous results in liter-
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Figure 6.3: Number of trajectories that end in a convergence error at a given
CAM-B3LYP (top) and M06 (bottom) N-O bond length for N2O.
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Table 6.1: The percentage of trajectories at different
N-O bond distances for the three CAM-B3LYP, M06
and RASSCF methods.
Trajectories%
RN−O M06 CAM-B3LYP RASSCF
/Å
1.1 100.0 100.0 100.0
1.2 100.0 100.0 94.7
1.3 100.0 100.0 89.7
1.4 100.0 100.0 89.7
1.5 100.0 100.0 89.7
1.6 100.0 100.0 89.7
1.7 99.0 100.0 87.2
1.8 99.0 100.0 87.2
1.9 99.0 99.4 87.2
2.0 98.1 97.5 87.2
2.1 98.1 97.5 87.2
2.2 98.1 96.9 87.2
2.3 97.1 96.9 87.2
2.4 97.1 95.7 87.2
2.5 89.3 90.7 87.2
2.6 87.4 79.6 87.2
2.7 86.4 76.5 87.2
2.8 81.6 66.7 87.2
2.9 61.3 56.2 87.2
3.0 48.5 43.8 87.2
3.1 25.2 36.4 87.2
3.2 23.3 30.2 87.2
3.3 21.4 25.9 87.2
3.4 19.4 23.5 87.2
3.5 19.4 19.8 87.2
3.6 16.5 17.9 87.2
3.7 13.6 16.0 87.2
3.8 13.6 14.8 87.2
3.9 10.7 10.5 87.2
4.0 8.7 9.3 87.2
4.1 6.8 8.6 87.2
4.2 3.9 7.4 87.2
4.3 1.0 6.2 87.2
4.4 0.0 5.6 87.2
4.5 0.0 3.7 87.2
4.6 0.0 2.5 87.2
4.7 0.0 2.5 87.2
4.8 0.0 1.2 87.2
4.9 0.0 1.2 87.2
5.0 0.0 1.2 87.2
5.1 0.0 0.6 87.2
5.2 0.0 0.0 87.2
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Figure 6.4: The normalized number of trajectories with dissociated N-O
bond against time.
ature where the exclusive products of N2O photodissociation is mentioned
N2+O [63,205,247].
We also find that a small fraction of the trajectories do not dissociate
within the time limit due to different reasons such as being trapped in a
potential barrier, previously mentioned by Schinke et al. [73], or ending
in convergence error without giving the final products. The percentages for
these trajectories are calculated 6.7%, 6.2% and 7.7% for CAM-B3LYP, M06
and RASSCF methods respectively. While, understanding more accurate
results can be achieved with higher level electronic structure methods e.g.
CASPT2, the agreement between our results and previous experimental and
theoretical results is good enough to apply it on H2O-N2O and see the
possible changes in photodissociation of N2O upon complexation.
6.3 H2O-N2O photodissociation dynamics
We computationally investigate the photodissociation dynamics of the H2O-
N2O complex using the same electronic structure methods and simulation
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parameters as N2O.
We optimize the geometry of the complex at both CAM-B3LYP/aug-cc-
pVDZ and M06/aug-cc-pVDZ levels of theory and calculate their harmonic
frequencies using the same method and basis sets. As previously discussed
in section 6.2, three excited states contribute to the photodissociation of
N2O and therefore, four states are involved in the calculations and the N2O
dynamics starts on the fourth state. We compare the first lower states of
monomer and the complex and find that the involved states in the phodis-
sociation dynamics simulations of the complex are the same as those of
monomer. Consequently, for the H2O-N2O complex, the same four states
are involved in the simulations.
We apply the same energy restrictions to the H2O-N2O ensemble as was
used for N2O. This results in 155 starting points to run trajectories from
for the CAM-B3LYP/aug-cc-pVDZ method and 259 starting points for the
M06/aug-cc-pVDZ method. The changes in N-O bond distance against
time for the H2O-N2O complex and from the two CAM-B3LYP and M06
simulations are plotted and presented in appendices in Figures A.37 and
A.38 respectively. Comparing the changes in N-O bond distance over time
for the complex and the monomer shows that the N2+ O remains the main
photodissociation channel in the photodissociation of the complex.
To make a direct comparison with photodissociation dynamics simula-
tions of monomeric N2O, we once again apply the dissociation criteria, i.e.
RN−O > 2.0 Å, as our dissociation reference and plot the normalized ac-
cumulated number of trajectories against time for both monomeric N2O
and H2O-N2O complex for the two CAM-B3LYP and M06 simulations.
These comparing graphs are presented in Figures 6.5 and 6.6 showing a
small change in the photodissociation dynamics of N2O upon complexation.
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Figure 6.5: The normalized number of trajectories with dissociated N-N
bond against time in CAM-B3LYP/aug-cc-pVDZ photodissociation dynam-
ics of N2O monomer and H2O-N2O complex.
While the two simulations show slightly different graphs, they are consistent
in the overall change. Therefore, apart from the production of OH radicals
in photodissociation of H2O-N2O, we find that N-O bond breaking in the
H2O-N2O complex occurs faster than in monomeric N2O.
We find that in 7.1% and 5.8% of trajectories in CAM-B3LYP and M06
simulations, the N2O molecule does not dissociate within the time limit,
which is consistent with the dynamics results of the monomeric N2O. Out
of the selected trajectories, 2.6% from CAM-B3LYP and 0.8% from M06
simulation undergo the second photodissociation channel and produce NO+
N.
We are also interested in changes in the O-H bonds in the water molecule
and plot the changes for the CAM-B3LYP/aug-cc-pVDZ in Figures A.39
and A.41, and for the M06/aug-cc-pVDZ method in Figures A.40 and A.42.
Comparing these changes in the two O-H bonds of the water molecule over
time from the two simulations reveals that the two O-H bonds experiences
almost the same disturbance. However, the results from the two methods
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Figure 6.6: The normalized number of trajectories with dissociated N-N
bond against time in M06/aug-cc-pVDZ photodissociation dynamics of N2O
monomer and H2O-N2O complex.
are slightly different, where the M06/aug-cc-pVDZ results show more dis-
sociation in O-H bonds and the CAM-B3LYP/aug-cc-pVDZ results exhibit
more stretching in the bonds rather than dissociation.
We find 1.9% of trajectories in CAM-B3LYP simulation produce two
OH radicals. This percentage is 3.9% for the M06 simulation. Our results
in terms of producing OH radicals from photodissociation of H2O-N2O van
der Waals complex, collaborates with the experimental results of Tanaka et
al. [203]. However, the results from the two DFT methods are quite different.
The OH radical is one of the most important oxidants in the atmosphere
and even in low concentration can play important atmospheric roles. Due
to its high reactivity, this radical has a short lifetime of approximately 1
second.
We plot the potential energy of OH radical with changing O-H distance in
Figure 6.7. In trajectories where OH is produced, the trajectories typically
stop with a convergence error when the OH distance is 0.8-1.2 Å. This OH
distance range falls in the bonding range of the potential energy graph of
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O-H bond shown in Figure 6.7.
Figure 6.7: The changes in the potential energy of OH radical with decreas-
ing O-H bond distance at CAM-B3LYP/aug-cc-pVDZ level of theory.
In our dynamics simulations, we find that OH radicals are most likely
to be produced through two main mechanisms. Representative structures
from the trajectories that illustrate these, are shown in Figure 6.8. In the
first mechanism, O of N2O and H of H2O bridge between the two molecules,
when the O of N2O is not fully dissociated and the two molecules are close.
In the second mechanism and where the dissociated O from N2O is in a
further distance to the rotating N2, an O1H1O2H2 structure briefly forms,
and soon after two OH radicals are generated. We find that, in about
70% of the productive trajectories, the H1-O1-H2-O2 is formed through
genuine complex production, structure (a) in Figure 6.8, rather than through
monomer dissociation, structure (b). The two mechanisms collaborate with
Tanaka’s proposed dissociation mechanism of H2O-N2O [203] through an
O1H1O2H2 intermediate.
In the mix of trajectories there some random results from which some
are worth mentioning. One trajectory from the CAM-B3LYP/aug-cc-pVDZ
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Figure 6.8: Snapshots before OH radical formation of H2O-N2O complex.
and two trajectories in M06/aug-cc-pVDZ simulations, produce OH radical
shortly and the complex go through further dissociation and bond formation
and the OH radicals do not exist after a short time. We also find that
one trajectory in M06/aug-cc-pVDZ method, undergoes photodissociation
through a unique channel. After the OH radicals are produced, the O1-H1
(O from N2O and H of H2O at closer distance to O of N2O) radical takes
the second H from O2-H2 (left from water) through forming H1-O1-H2-O2
and produces H2O, where the O in water is actually exchanged with that of
N2O. This channel, however with low probability, could be experimentally
validated using isotope exchange technique.
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6.4 Conclusion
We simulated the photodissociation dynamics of monomeric N2O and the
H2O-N2O complex using on-the-fly ab initio molecular dynamics using the
TSH approach. We studied photodissociation of N2O using the two CAM-
B3LYP/aug-cc-pVDZ, M06/aug-cc-pVDZ methods. We then simulated the
photodissociation dynamics of N2O with RASSCF method and used the
results to validate our DFT simulations. Our results from the three methods
consistently identified the primary photodissociation channel, i.e. N2+O
production, which agrees with the experimental results.
Then we applied the two CAM-B3LYP/aug-cc-pVDZ and M06/aug-cc-
pVDZ methods with the same simulation parameters on the H2O-N2O com-
plex, to investigate its photodissociation dynamics and identify any change
compared to that of monomeric N2O.
Our results show that, the N-O bond breaking, as the main photodissoci-
ation channel of N2O, occurs slightly faster in H2O-N2O complex compared
to the N-O bond breaking in photodissociation of monomeric N2O. We also
find that photodissociation of H2O-N2O complex leads to a new product, the
atmospherically important OH radical. This OH radical production agrees
with the only experimental reslut on H2O-N2O where the photodissociation
dynamics of this complex were investigated with 193 nm light. Our simu-
lated photodissociation dynamics of H2O-N2O also reveals that OH radical




In this work, the absorption spectra and photodissociation dynamics of some
atmospherically important molecules and complexes have been simulated.
For these species, there are no available experimental results due to either
technical challenges or being very recently identified. We have used a nu-
clear ensemble approach to simulate the electronic absorption spectra, as
most of the species considered photodissociate via a direct mechanism. The
photodissociation dynamics simulations were undertaken with on-the-fly ab
initio molecular dynamics, using a transition surface hopping approach.
In chapter 3, we simulated the absorption spectra of some sulfur-containing
molecules, namely SO2, H2S, CS2, OCS and SO3, and validated our re-
sults against their available experimental spectra. We developed and intro-
duced a new approximation approach in simulating absorption cross section
where the accuracy of the calculated spectrum from EOM-CCSD/aug-cc-
pV(D+d)Z+3 was improved to very close to that of the spectrum simulated
from EOM-CCSD/aug-cc-pV(T+d)Z+3 with just a small number of cal-
culations with the larger aug-cc-pV(T+d)Z+3 basis set. This significantly
reduces the computational cost of obtaining a spectrum of EOM-CCSD/aug-
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cc-pV(T+d)Z+3 accuracy. We found that this approach gave electronic
absorption spectra in very good agreement with the experiment.
In chapter 4, we applied the theoretical approach developed in chap-
ter 3 to simulate electronic absorption spectra of H2SO4 and OSSO ; two
atmospherically relevant sulfur-containing molecules where there are no ex-
perimental spectra. We improved the previous empirically convoluted ab-
sorption spectra of these molecules by directly simulating the spectra using
the nuclear ensemble approach. Also in the case of H2SO4, we considered
both the C2 and Cs conformers, which are both of appreciable abundance
under atmospherically relevant conditions.
In chapter 5, we investigated if formation of weakly bond complexes af-
fected the electronic absorption spectrum of N2O. The absorption spectra of
four atmospheric complexes of N2O, namely Ar-N2, N2-N2O, O2-N2O and
H2O-N2O, were simulated. We first benchmarked the absorption cross sec-
tion of N2O monomer to set a reference for comparison with the complexes
and also to come up with the most efficient electronic structure parameters,
in terms of cost and accuracy. An increase in the intensities of the cross sec-
tion of O2-N2O and H2O-N2O were detected; however, it was not supported
by the experimental investigations of our collaborators.
In chapter 6, we investigated the photodissociation dynamics of H2O-
N2O using ab initio molecular dynamics simulations to show if complex
formation could make other exit channels available under atmospheric con-
ditions. We showed that the photodissocition of N2O through N2+O channel
happens earlier when it is aggregated with a water molecule. Also, our re-
sults showed that, a new photodissociation channel opens for the H2O-N2O
complex, which produces the atmospherically important OH radical.
Based on the results of this thesis, we propose the following ideas for
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future works.
From our H2SO4 calculated J -values, the dominant photodissociation
mechanism is predicted to be different from the previous results in litera-
ture. The J -values results are very sensitive to cross section overlap with
solar flux, and an accurate absorption cross section, especially in the lower
energy region tail of the spectrum, is needed to clarify this ambiguity in
the significance and order of the H2SO4 photodissociation mechanisms. The
current available experimental results are only three upper limits and for a
clear understanding of the photodissociation mechanism of H2SO4, an ac-
curate experimental absorption cross section must be used to validate our
results. The experimental absorption cross section of OSSO is also unknown;
however, the experiments are underway to measure the absorption spectrum
of OSSO by our collaborators from University of Copenhagen using the ma-
trix isolation spectroscopy facilities in University of Helsinki. Our simulated
electronic absorption spectrum will be used for identifying and assigning the
measured cross section.
The current absorption spectra simulation packages are not able to ac-
curately simulate the cross section of the complexes, where more than one
molecule are involved. We have found that this is due to the sampling the
geometries and also not accurately partitioning the energies in the com-
plexes, which leads to unphysical change in the simulated cross section. The
high importance of complexes in the chemistry of planetary atmospheres,
implicates that a more accurate treatment is needed for generating the ab-
sorption spectra of complexes. Also, we have used single reference DFT
methods to simulate the photodissociation dynamics of the H2O-N2O com-
plex, which is not the most accurate way of treating the photodissociation
process, where bonds are broken and formed. Hence, to validate our pre-
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liminary DFT results for the H2O-N2O complex, and to simulate its pho-
todissociation dynamics more accurately, further work with multireference
methods is needed.
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Figure A.1: EOM-CCSD/aug-cc-pV(D+d)Z absorption spectra of H2S and
error bars for 200, 1000 and 2000 points.
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Figure A.2: H2S absorption spectra from four phenomenological broadenings
(eV) for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level of theory
and the experimental spectrum from Grosch et. al [20] (5.0-6.3 eV) at 294.8
K, Wu and Chen [182] (6.3-7.7 eV) at 295 K and Feng et al. (7.7-9.6 eV) [19].
Figure A.3: H2S simulated spectra from EOM-CCSD, RI-CC2 and ADC(2)
methods with aug-cc-pV(D+d)Z+3 basis set and the experimental spectrum
from Grosch et. al [20] (5.0-6.3 eV) at 294.8 K, Wu and Chen [182] (6.3-7.7
eV) at 295 K and Feng et al. (7.7-9.6 eV) [19].
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Figure A.4: EOM-CCSD/aug-cc-pV(T+d)Z+3 simulated spectra of H2S
and the experimental spectrum from Grosch et. al [20] (5.0-6.3 eV) at 294.8
K, Wu and Chen [182] (6.3-7.7 eV) at 295 K and Feng et al. (7.7-9.6 eV) [19].
Figure A.5: Approximated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra of
H2S from approaches 1 and 2 compared with EOM-CCSD calculated spec-
trum from aug-cc-pV(T+d)Z+3 and aug-cc-pV(D+d)Z+3.
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Figure A.6: Difference graphs from comparing H2S approach 1 and 2 spectra
with calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum.
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Figure A.7: EOM-CCSD/aug-cc-pV(D+d)Z absorption spectra of CS2 and
error bars for200, 1000 and 2000 points.
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Figure A.8: CS2 absorption spectra from four phenomenological broadenings
(eV) for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level of theory
and the experimental spectrum from Grosch et. al [20] (3.3-6.0 eV) at 294.8
K, Sunanda et. al [22] (6.0-6.7 eV) at 298 K and Rabalais et. al [185]
(6.7-8.2 eV) at 298 K.
Figure A.9: CS2 simulated spectra from EOM-CCSD, RI-CC2 and ADC(2)
methods with aug-cc-pV(D+d)Z+3 basis set and the experimental spectra
from Grosch et. al [20] (3.3-6.0 eV) at 294.8 K, Sunanda et. al [22] (6.0-6.7
eV) at 298 K and Rabalais et. al [185] (6.7-8.2 eV) at 298 K.
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Figure A.10: EOM-CCSD/aug-cc-pV(T+d)Z+3 simulated spectrum of CS2
and the experimental spectrum from Grosch et. al [20] (3.3-6.0 eV) at 294.8
K, Sunanda et. al [22] (6.0-6.7 eV) at 298 K and Rabalais et. al [185]
(6.7-8.2 eV) at 298 K.
Figure A.11: Approximated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra of
CS2 from approaches 1 and 2 compared with EOM-CCSD calculated spec-
trum from aug-cc-pV(T+d)Z+3 and aug-cc-pV(D+d)Z+3.
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Figure A.12: Difference graphs from comparing CS2 approach 1 and 2 spec-
tra with calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum.
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Figure A.13: EOM-CCSD/aug-cc-pV(D+d)Z absorption spectra of OCS
and error bars for 200, 1000 and 2000 points.
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Figure A.14: OCS absorption spectra from four phenomenological broad-
enings (eV) for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level of
theory and the experimental spectrum from Molina et al. [189] (4.1-4.8 eV)
at 295 K and Limao-Vieira et al. [190] (4.8-9.3 eV) at 298 K.
Figure A.15: OCS simulated spectra from EOM-CCSD, RI-CC2 and
ADC(2) methods with aug-cc-pV(D+d)Z+3 basis set and the experimental
spectraum from Molina et al. [189] (4.1-4.8 eV) at 295 K and Limao-Vieira
et al. [190] (4.8-9.3 eV) at 298 K.
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Figure A.16: EOM-CCSD/aug-cc-pV(T+d)Z+3 simulated spectra of OCS
and the experimental spectrum from Molina et al. [189] (4.1-4.8 eV) at 295
K and Limao-Vieira et al. [190] (4.8-9.3 eV) at 298 K.
Figure A.17: Approximated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra of
OCS from approaches 1 and 2 compared with EOM-CCSD calculated spec-
trum from aug-cc-pV(T+d)Z+3 and aug-cc-pV(D+d)Z+3.
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Figure A.18: Difference graphs from comparing OCS approach 1 and 2
spectra with calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum.
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Figure A.19: EOM-CCSD/aug-cc-pV(D+d)Z+3 absorption spectra SO3
and error bars for 100, 1000, 2000 and 5000 points.
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Figure A.20: SO3 absorption spectra from four phenomenological broad-
enings (eV) for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level of
theory and the experimental spectrum from Burkholder et. al [18] (4.8-6.4
eV) and Hintz et. al [17] (6.4-8.9 eV) at 403 K.
Figure A.21: SO3 simulated spectra from EOM-CCSD, RI-CC2 and ADC(2)
methods with aug-cc-pV(D+d)Z+3 basis set and the experimental spectrum
from Burkholder et. al [18] (4.8-6.4 eV) and Hintz et. al [17] (6.4-8.9 eV)
at 403 K.
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Figure A.22: EOM-CCSD/aug-cc-pV(T+d)Z+3 simulated spectra of SO3
and the experimental spectrum from Burkholder et. al [18] (4.8-6.4 eV) and
Hintz et. al [17] (6.4-8.9 eV) at 403 K.
Figure A.23: Approximated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectra of
SO3 from approaches 1 and 2 compared with EOM-CCSD calculated spec-
traum from aug-cc-pV(T+d)Z+3 and aug-cc-pV(D+d)Z+3.
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Figure A.24: Difference graphs from comparing SO3 approach 1 and 2 spec-
tra with calculated EOM-CCSD/aug-cc-pV(T+d)Z+3 spectrum.
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Figure A.25: EOM-CCSD/aug-cc-pV(D+d)Z+3 absorption spectra of C2-
H2SO4 and error bars for 200, 1000 and 2000 points.
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Figure A.26: C2-H2SO4 absorption spectra from four phenomenological
broadenings (eV) for 2000 points at EOM-CCSD/aug-cc-pV(D+d)Z+3 level
of theory.
Figure A.27: C2-H2SO4 simulated spectra from EOM-CCSD, RI-CC2 and
ADC(2) methods with aug-cc-pV(D+d)Z+3 basis set and 2000 points.
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Figure A.28: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 spectra of C2-H2SO4.
Figure A.29: Approximate EOM-CCSD/aug-cc-pV(T+d)Z+3 and calcu-
lated EOM-CCSD/aug-cc-pV(D+d)Z+3 spectra of Cs-H2SO4.
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Figure A.30: EOM-CCSD/aug-cc-pV(D+d)Z+3 absorption spectra of cis
and trans-OSSO and error bars for 100, 500, 1000 and 5000 points.
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Figure A.31: Aug-cc-pV(D+d)Z+3 absorption spectra of cis and trans-
OSSO with different ab initio methods.
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Figure A.32: The calculated EOM-CCSD/aug-cc-pV(D+d)Z+3 and ap-
proximate EOM-CCSD/aug-cc-pV(T+d)Z+3 absorption spectra of cis and
trans-OSSO.
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Figure A.33: Changes in N-O bond lengths over time from CAM-
B3LYP/aug-cc-pVDZ N2O photodissociation dynamics simulation.
Figure A.34: Changes in N-O bond lengths over time from M06/aug-cc-
pVDZ N2O photodissociation dynamics simulation.
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Figure A.35: Changes in N-N bond lengths over time from CAM-
B3LYP/aug-cc-pVDZ N2O photodissociation dynamics simulation.
Figure A.36: Changes in N-N bond lengths over time from M06/aug-cc-
pVDZ N2O photodissociation dynamics simulation.
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Figure A.37: Changes in N-O bond lengths over time from CAM-
B3LYP/aug-cc-pVDZ H2O-N2O photodissociation dynamics simulation.
Figure A.38: Changes in N-O bond lengths over time from M06/aug-cc-
pVDZ H2O-N2O photodissociation dynamics simulation.
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Figure A.39: Changes in O-H1 (bond in a closer distance to O in N2O) bond
lengths over time from CAM-B3LYP/aug-cc-pVDZ H2O-N2O photodissoci-
ation dynamics simulation.
Figure A.40: Changes in O-H1 (bond in a closer distance to O in N2O)bond
lengths over time from M06/aug-cc-pVDZ H2O-N2O photodissociation dy-
namics simulation.
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Figure A.41: Changes in O-H2 (bond in a further distance to O in N2O)
bond lengths over time from CAM-B3LYP/aug-cc-pVDZ H2O-N2O pho-
todissociation dynamics simulation.
Figure A.42: Changes in O-H2 (bond in a further distance to O in N2O)
bond lengths over time from M06/aug-cc-pVDZ H2O-N2O photodissociation
dynamics simulation.
