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I. INTRODUCTION

R
OBUST design refers to a design problem in which there is some kind of uncertainty in the problem data or parameters. In control engineering, this is a well-established discipline and there are many standard texts on the subject, see, e.g., [1] , [2] and the references therein. More recently, the robust design paradigm has been used for various applications in signal processing and communications, most notably antenna array beamforming problems. Some pioneering contributions for beamforming applications are contained in [3] , [4] , which introduced the concept of robust beamforming, taking uncertainties in the array response into account. Further fundamental contributions on robust beamforming can be found in, e.g., [5] - [13] (see also the references therein).
Many robust design problems can be cast as semi-infinite optimization problems (optimization problems with infinitely many constraints). The sign-definiteness lemma which was first proposed by I.A. Petersen [14] is a tool which reduces such a semi-infinite problem to a much simpler linear matrix inequality. This lemma was motivated by the study of stability of systems with uncertain parameters in control theory, and in that field it has also been used for robust control design. The lemma is also applicable to the worst-case transceiver optimization designs considered in this paper (which are completely different problems than design). Hence, the lemma as such is extremely versatile and useful in many different disciplines.
In this paper we generalize the sign-definiteness lemma to the case in which the system has multiple uncertainties and all variables are complex valued. As we will see, this generalization has many applications in joint robust transceiver optimization for multiuser multiple-input multiple-output (MIMO) communication systems. We will present three specific applications: (i) an interfering adhoc network, (ii) a general amplify-and-forward MIMO relay network (including two-way relaying as a special case), and (iii) a multi-relay network. However, the applications of the lemma are not limited to these three cases, and similar analysis and design strategies can be used for many related applications as well. For example, it is possible to extend our method to "cognitive radio" setups that involve additional constraints on the interference generated by the transmitters. The optimization variables in the applications that we consider are the precoder and equalization filters. Specifically, we design a set of linear precoders and equalizers, optimized under the assumption that only imperfect channel state information (CSI) is available. We model the CSI uncertainty using a ball-shaped norm bounded error (NBE) model and adopt a worst-case design methodology, resulting in a system design which maximizes performance for the worst possible CSI realization as defined by the NBE. We also extend the design problems to a cognitive 1053-587X/$31.00 © 2012 IEEE radio (CR) setup. In this paper we use (sum) MSE to quantify performance, see Section II for more details.
The application setups that we consider here represent good models for many practically important scenarios. For example, the interference channel represented by the interfering adhoc network application is a common model for spectrum sharing in wireless networks [43] . The interference relay channel represented by our general relay network model can model, for example the scenario of a relay in a wireless system that is shared between multiple operators [45] . The two-way relay channel using amplify-and-forward processing is known to be an important building block both for future cellular and wireless sensor networks [44] .
A. Related Recent Work
As already noted, robust optimization for beamforming applications has a significant history that started with the pioneering work of [3] and was followed by several early, important papers [4] , [8] , [10] . Later contributions to the topic include [5] - [7] , [9] , [11] - [13] . Next we will review the most recent works which are related to our applications. Related problems have been considered before for multiple-input single-output (MISO) and MIMO communication systems. For example in [15] - [19] the transmitters for the MISO broadcast channel (BC) were optimized using different design criteria including MSE, sum-MSE and signal-to-interference-plus-noise ratio (SINR) subject to different power constraints in different setups including CR networks. There are also many papers that robustly design similar systems with multiple antennas at both ends (i.e., the MIMO case) [20] - [25] in single-user or multi-user networks. All these problems are such that each semi-infinite constraint includes only one uncertainty variable, and they mostly resort to the complex-valued version of the sign-definiteness lemma published in [26] to resolve the semi-infiniteness of the constraints.
Similarly, there are several papers that study various aspects of the capacity and beamforming design for relay channels, especially for the two-way relay channel (TWRC) [27] - [35] and the interference relay channel (IRC) [36] - [42] with or without (CSI) uncertainty. In [36] the Gaussian IRC with different relaying schemes like compress-and-forward, compute-and-forward, and hash-and-forward is studied. The authors use a new approach to find an upper bound on the sum-rate capacity of such a system, by studying the strong and the weak interference regimes and establish the sum-capacity, which, in turn, serves as an upper bound on the sum-capacity of the Gaussian IRC with bounded relay power. The capacity of a cognitive relayassisted Gaussian interference channel is studied in [37] . An achievable rate region for the system is derived by combining the Han-Kobayashi coding scheme for the general interference channel with dirty paper coding. Reference [37] also derives outer bounds on the capacity region and obtains the number of degrees of freedom of the system. A novel sum-rate outer bound for the Gaussian interference channel with a relay is presented in [38] and [39] . The power allocation problem for interference relay channels is considered in [40] , [41] . Due to the competitive nature of the multiuser environment, the problem is modeled as a strategic non-cooperative game. It is shown that this game always has a unique Nash equilibrium. A hash-and-forward relaying scheme is studied in [42] .
B. Contributions
This paper unifies the results presented in our conference papers [61] - [63] in a comprehensive form and presents additional discussion and comparisons. The specific contributions of the paper are:
• We generalize the sign-definiteness lemma to the case of complex-valued quantities with multiple uncertainties in each design constraint.
• We formulate and solve the linear beamforming problem in an interfering adhoc network. This contribution generalizes the method employed in [25] in which the authors assumed that each MSE constraint is only affected by one single uncertainty source.
• We propose a generalized model for a relaying network, which includes the cases of TWRC and IRC with direct links, and we optimally design precoders and equalizers for this network.
• We show that the theory developed for the aforementioned networks can be applied to a multi-relay network as well. The philosophy of the presentation is to highlight the wide range of the applications of the sign-definiteness lemma, and to illuminate the similarities in the design methods used for the different network topologies. The structure of the remainder of this paper is as follows. System models and problem formulations for robust beamforming in the interfering adhoc network, in the general relay network, and in the multi-relay network are presented in Sections II-B and II-D, respectively. In Section III we present the generalized version of the sign-definiteness lemma and prove it. The robust solution to the previously introduced problems are given in Section IV. Simulation results are provided in Section V. Section VI concludes the paper.
Notation: Boldfaced letters are used for vectors or matrices. The field of the complex numbers, the field of -dimensional complex vectors and the field of -dimensional complexvalued matrices are denoted by , and , respectively. For any vector or for any matrix , and denote the Euclidean and the Frobenius norms of that vector or matrix, respectively. To denote the transpose and conjugate transpose of a matrix, and are used. denotes the real part of its argument. Positive semi-definiteness of a matrix is denoted by . To show a vertically concatenated vectorized version of a matrix, we write , and to show the block diagonal concatenation of a set of matrices we write , respectively. Finally, is the expectation of with respect to the stochastic variable .
II. SYSTEM MODEL AND PROBLEM FORMULATIONS
In this section we present the system models and problem formulations of the three different applications. It should be noted that the application of the sign-definiteness lemma, which will be presented in the next sub-sections is not limited to these three networks. This lemma can be applied to any general robust mean-squared error estimation in the presence of model uncertainties (see, e.g., Section IV of [26] ), especially when there are several independent uncertainties associated with each design constraint.
We will use an MSE based problem formulation. The MSE is a well established measure for the type of problem we consider [15] - [17] , [19] - [25] , [27] and in general in the context of severely delay constrained applications that use short codes or even uncoded transmission, see for example [54] - [56] . Note also that short inner codes optimized with respect to MSE may be used as building blocks in communication systems that have an outer error-correcting code, in a similar spirit to the way space-time block codes based on signal-space diversity techniques can be used as inner codes in coded multiantenna transmissions. 1 Unfortunately, extending our framework to using achievable rate instead of MSE does not appear to be directly possible, and we have to leave this as an open problem. It is also noteworthy that throughout this paper we assume that the receivers, where applicable, treat the interference as noise and do not try to decode it first.
We will first give a brief background on the uncertainty and the model we use to describe it, and then we will proceed with the applications.
A. Background
In the following examples, we assume that the model uncertainty is due to uncertainty in the CSI. Since we are interested in MIMO communications, an uncertain CSI, say can be described using the following NBE model (see, e.g., [4] and the references therein):
In this notation is the nominal value of the channel (that is known to the transmitter and receiver) and is the deterministically unknown perturbation term of . The only information that we have regarding is that it is norm bounded.
The motivation to use a spherical uncertainty region is twofold: (1) with Gaussian distributions, this is the region with the smallest volume that contains a given probability mass. (2) Given knowledge only of the error magnitude range but no other information about it, a spherical uncertainty region is reasonable from a symmetry point of view.
In today's communication systems, the receiver typically estimates the CSI using pilot symbols sent from the transmitter side. The receiver usually sends this CSI back to the transmitter side. Because of estimation errors, the CSI is generally uncertain, and owing to quantization errors the uncertainty of the CSI at the transmitter could be different from the uncertainty of the CSI at the receiver. In this paper, however, we use a single model to describe both uncertainties. This is simple, and moreover it is natural if the design of both the transmitter and receiver filters is done jointly at a central processing node, and then both the transmitter and the receiver are informed of the matrices that they should use. In this case, there is only nominal version of each channel, although the receivers could have done somewhat better as they would typically have a higher quality CSI. 
B. Application 1: Multiuser Interfering Network 1) System Model:
The first application is transceiver optimization for an interfering adhoc network, see Fig. 1 . In this network, independent links (Tx-Rx pairs) are communicating over a shared channel. In the link, ; the Tx node aims to send independent data streams using antennas towards the destination (Rx node) which is equipped with receive antennas. We assume that the symbols emitted by the source are zero-mean, independent and have equal energy, i.e.,
, where is the transmitted vector of the source node. This information is linearly precoded using the precoding matrix and is sent towards the destination over a Rayleigh fading wireless MIMO channel . Each link also interferes with the other links and the unintended receivers receive the transmitted signal over the channels and . In each Rx node, the received data is linearly equalized using the receive matrix . The received vector signal at the receiver is equal to (2) where is zero-mean white Gaussian noise with variance .
Unlike in conventional design problems, in this paper, the CSI is not assumed to be perfectly known. We use a NBE model framework [4] to describe the imperfect CSI. More precisely, can take on values as follows:
where is the nominal CSI and denotes the norm-bounded uncertainty. To best design this network, we can jointly optimize the precoding and equalization matrices in different ways as will be described in the following sections.
2) Worst-Case Problem Formulation: In the problem formulations that we target in this paper, the MSE of each link and the transmit power of each Tx node play important roles. These quantities are defined as follows:
We will give the exact expressions for these quantities below. In the following problem formulations we exploit the worst-case methodology, i.e., the constraints of the resulting optimization problems should be satisfied for all possible channel realizations defined based on the NBE framework of (3), including the least favorable one. It is clear that the least favorable (worst-case) channel realization results in the largest MSE or transmit power.
One way to formulate the design problem for this network is to minimize the system-wide sum MSE of the symbol detection subject to an average transmit power constraint for each link. This optimization problem in its epigraph form can be written as follows:
where is the power budget for the link. An alternative way of formulating the problem is to minimize the sum-transmit power, subject to MSE constraints , as follows:
Although both these formulations are useful from the perspective of system design, none of them will guarantee fairness among the different links. In the designs mentioned above, it is possible that the link with the best CSI is allocated most of the available resources of the network, which leads to poor service for the others. To prevent this unwanted event, we propose the following min-max fairness formulation, in which the network is optimized to guarantee the best possible service for the weakest link. This min-max fairness problem formulation for the MSE minimization can be written as follows:
which is equivalent to the following problem: It is clear that despite the different perspectives based on which the optimization problem is formulated, the resulting optimization problems have a similar structure, and it suffices to give solution details for one of them. By appropriately introducing slack variables, a similar procedure can be applied to other formulations.
C. Application 2: General Non-regenerative Amplify and Forward Interfering Relay Network 1) System Model:
The signal flow diagram of a general wireless relay system is depicted in Fig. 2 . In this system, two distinct transmitter-receiver pairs simultaneously communicate with each other in two consecutive time slots. Each pair has its own transmit and receive sides. Unlike the one-way relay channel in which, to initiate a half-duplex communication service, two distinct time slots are required, in this system two-way communication is provided using two time slots. In the first time slot, both terminals simultaneously transmit their data to the destination and to the relay node. In the second time slot, the relay node broadcasts a combination of the signal that it received in the first time slot, after performing a linear processing (beamforming) operation. Both other receivers listen during the second time slot. By means of this relaying process, exchange of the data is facilitated between the two transmitters and the two receivers. Effectively, the relaying operation serves to increase the SINR.
This model is general enough to cover one-way relay channels, two-way relay channels, and Gaussian interfering relay channels. If only one link exists in this system (see Fig. 3 ), i.e.,
, and are the only non-zero elements, the system model reduces to that of a one-way relay channel. If is zero, we have a one-way relay channel without a direct link. If is non-zero, we have a model for a relay channel in a cognitive radio setup. The second receiver can be seen as a primary user to be protected. If two links simultaneously exist, but the destination nodes are cross co-located, then by choosing the self-cancellation filters will be activated, and we have a model for the two-way relay channel. In the more general case of two interfering links with no self cancellation, i.e., , this model describes a Gaussian interfering network.
To transmit , independent streams of zero-mean, unit-variance data with independent elements towards either end of the communication link, each transmitter uses , transmit antennas. The receivers are equipped with , receive antennas, while the relay has and receive and transmit antennas, respectively. The source nodes precode the data using the precoding matrices . The precoded data is then sent over the wireless fading channels , where with the subscript refers to a quantity belonging to the other index in the bi-index notation we use here. That is (6) At the relay node, the received signal is amplified using . The resulting signal is transmitted to the destinations in the next time slot over the channels . In the case of a TWRC, we set , since each terminal knows its own transmitted signal. Then, first a self-cancellation filter,
, is applied to the received signal. The aim of this filter is to suppress each node's own signal which has been retransmitted by the relay. After appropriately combining the received signals and decoding using the linear equalizers , the received signals are as follows:
In this equation and are additive zeromean noise signals with independent elements and variances and , respectively. Due to the limited feedback between the nodes, it is assumed that only the nominal value of the CSI is known to the system and that the CSI follows the norm bounded error model. That is, for any complex-valued matrix quantity such as , say , we have:
where is the fixed nominal value of the CSI for each of the channels and is the norm-bounded variation (uncertainty) around this nominal value. We next use this signal model to formulate optimization problems.
2) Problem Formulation: Our goal is to jointly optimize the source precoders, the relay beamformer, and the destination equalizers. To do so, we can formulate our design problem either in terms of a min-max fairness, relay transmit power minimization, or system-wide sum-MSE (SMSE) minimization. After choosing the performance measure of the system, we can consider the corresponding optimization problem with the power budgets of both sources and the relay node, or the allowed MSE of each link.
To facilitate the computation of the MSE of each link, and the transmit powers of the sources and the relay nodes, we use Lemma 2 presented in Section IV. Based on this lemma, the MSE of the links , and the transmit powers of the source and the relay nodes are given as follows:
Using these quantities, the problem formulation in its epigraph form to minimize the SMSE is as follows:
where and are the power budgets of the source nodes and the relay node. The design problem to minimize the transmit power of the relay, and the min-max fairness problem are as follows, respectively: and where and are the power limits of the source and the relay nodes, and are the MSE targets for each link. All these three variants of the design problem have a similar structure, and the theory which underlies each of them can be applied to the other two. Therefore, in Section IV we only give further details on the solution to the SMSE problem formulation. which is transmitting streams of zero-mean, unit-variance independent information symbols, i.e.,
, to the destination. The destination has receive antennas. In this system independent relay nodes help the source. Each relay node is equipped with receive and transmit antennas. The CSI between the source and the relay is represented by and the CSI between the relay nodes and the destination is represented by . We will use linear precoding, equalizing and beamforming at the source, destination and relay nodes, defined by the linear operators (matrices) and . We assume that the noise affecting the received signals at the relay and the destination is zero-mean and Gaussian.
The received signal at the destination is
The noise terms and are zero-mean Gaussian with variances and , respectively. As before we assume that the CSI belongs to a norm bounded uncertainty region:
2) Worst-Case Problem Formulation: We next formulate the design problem which is based on minimizing the system-wide MSE of the symbol detection subject to power constraints at the source and relay nodes . The problem in its epigraph form is where and are the power budgets for the source and the relay nodes. It is possible to formulate the design problem using different objectives, such as sum-power minimization or minimization of the maximum relay transmit power. However, all these different formulations have a similar structure, and we only focus on the above problem.
E. Remarks About the Problem Formulations
Referring back to the problem formulations given above, the following remarks can be made:
Remark 1: It is clear that , , and are linear, bilinear, and trilinear functions of the design variables, respectively. Hence, , and are non-convex in the design variables.
Remark 2: In these robust problem formulations, the last constraints are semi-infinite, i.e., they represent an infinite number of constraints. Moreover, the constraints are not simultaneously convex in the design variables. Both these properties make the problem very hard to solve (it is NP-hard 2 ).
Remark 3: Clearly if we set , becomes a singleton set, comprising only the nominal value of the CSI for each channel. This case is the perfect CSI scenario and we will use this scenario as a benchmark when assessing the performance of the algorithm proposed here.
In the following sections we first present a lemma to deal with semi-infinite constraints, and then we propose a two-stage mechanism to simplify each problem into an equivalent problem. We then provide an iterative algorithm which solves the equivalent problem near-optimally.
III. SIGN-DEFINITENESS LEMMA WITH MULTIPLE UNCERTAINTIES
In this section we formally generalize Petersen's sign-definiteness lemma [14] , [48] , [49] to multiple complex valued uncertainties . The complex-valued version of this lemma for a single uncertainty is proved in [26] . The motivation for providing this novel extension is that the aforementioned versions of the lemma are inapplicable to solve the problems that we have formulated in Section II in this paper.
Lemma 1: Given matrices and with , the semi-infinite Linear Matrix Inequality (LMI) of the form 
The matrix norm in this lemma is the spectral norm. Later, it will be applied to models where is a vector, and in that case the spectral norm is equal to the Frobenius norm.
Proof 3 : The structure of the proof is to first use standard mathematical tools to transform (12) , and then apply the -Procedure [50] . It is known that (14) holds if and only if for every (based on the definition of a positive semi-definite matrix [50] ) (15) (16) where (17) Using the Cauchy-Schwarz inequality the above equation can be expressed as (18) Since is equivalent to , it is possible to express it in terms of a quadratic expression. By choosing , it is possible to write the above quadratic expression as where is a block partitioned matrix, i.e., where (19) Using this notation it is possible to write (18) as another quadratic form, i.e.,
where is a block partitioned matrix as well,
3 Our proof follows the footsteps of the proof of Proposition 2 of [26] . In our manuscript, (14) and (16) correspond to (102) and (103) of [26] , except for that we have multiple uncertainties inside the summation. Unfortunately, (104) of [26] contains a typographical error and should read instead; the corresponding equation in our paper is (18) . In our proof, due to the requirements of our setup, we also need a change of variables to obtain a compact representation of the uncertainty sets. Hence, we provide a self-contained proof.
Using this notation, it is possible to reformulate (18) as the following implication: (22) Using the general form of the -procedure [50] for quadratic functions and non-strict inequalities, (22) holds if there exists such that the LMI (13) holds and this completes the proof.
IV. ROBUST SOLUTION
In this section we will present the robust solution to the problem formulations for the three different applications.
A. Preliminaries
Generally we use a two step solution. In the first step, we use the sign-definiteness lemma to convert the semi-infinite problem to a biconvex approximate version of that problem, and in the second step, we use an iterative algorithm to deal with the bi-convexity of that approximate problem. We first present a handy lemma which is helpful in formulating the performance measures, and then we give the solutions.
Lemma 2: For any set of zero-mean, independent and identically distributed random vectors with independent elements and individual covariances matrices we have (23) Proof: It is clear that (24) which proves the lemma.
B. Robust Solution to Application 1
Using Lemma 2, and can be written:
Note that the MSE terms are norm-squared of matrix expressions that are bilinear in the design variables. Hence, the MSE constraints are not only semi-infinite with order , but also nonconvex. This is what makes the aforementioned problems hard to solve. Stressing on this observation, we outline our solution methodology as follows: 1) We first show that can be represented as the normsquared of a vector which is affine in the channel uncertainties. Then using Lemma 1, we find an equivalent SDP formulation for the problem at hand. 2) We then resort to an iterative algorithm based on the Alternating Convex Search (ACS) algorithm [52] , to overcome the non-convexity of the problem. In the following we will describe these steps in more detail.
1)
Step 1: Using the identity for any given matrix , we can rewrite as the norm-squared of a vector: (26) where . . . (27) and (28) Using the identity for matrices of compatible dimensions, it is possible to rewrite as an affine combination of uncertainty terms: (29) where . . .
and (31) We next use the Schur Complement Lemma [50] to recast the MSE constraint as a matrix inequality, and then we exploit the structure devised above together with Lemma 1. We know that the MSE constraint, i.e., , can be represented in terms of the following LMI 4 (32) By inserting the structure of the MSE into the above equation we have (33) By appropriately choosing the the parameters of the sign-definiteness lemma as follows, (35a) Note that the non-negativity of the slack variables follow from the preceding LMI. By assembling all components, the sum-MSE minimization problem can now be written:
This problem is not semi-infinite anymore, but it is biconvex (due to the underlying structure of and ). Next we propose an iterative algorithm based on the ACS algorithm to solve it numerically.
2) Step 2:
In what follows, we minimize the sum-MSE by first fixing a subset of the variables so that the problem at hand reduces to a convex one in the remaining variables (including the slack variables). We use interior point methods to solve the resulting convex problem. We then fix the remaining subset of variables and do the same thing to update the first subset of variables. This process continues until the desired accuracy is reached or until a certain number of iterations has been carried out. The algorithm is summarized as follows:
Algorithm 1 : Solution of (MIN-2)
Require: (the desired accuracy) and (the maximum number of iterations) 1: Initialization step: set , set the beamformer matrices randomly:
, and choose arbitrary . 2: repeat 3:
and .
4:
Solve (36) to find keeping current fixed valued for .
5:
Solve (36) to update and for fixed , found in the previous step. 6: until or Clearly, the above algorithm will converge to a sub-optimal solution (provided that enough iterations are performed) as the objective function is bounded and non-increasing in each step. This is always the case for the ACS algorithm 5 [52] .
The general problem formulation proposed here reduces to the conventional perfect CSI case if we set the uncertainties zero. More precisely it is straightforward to show that the SDP formulation proposed herein would lead to the following SOCP when the uncertainty size is set to zero, and the slack variables are chosen to be arbitrary but positive:
We stress that the proposed algorithm is a centralized algorithm which means that there should be a dedicated station in the network which acquires all the relevant CSI, performs the steps of the algorithm and finally sends the transmitter and receiver parties back their required precoder or equalizer matrices. Although this mechanism may reduce the overall spectral efficiency of the system when taking into account the overhead, it appears to be indispensable. Since usually the receivers quantize the CSI before sending it to the central station, the linear equalizers designed in the central station have more uncertainty relative to the ones that could be designed by the receivers themselves [53] .
C. Robust Solution to Application 2
In this section, we deal with the nonconvex problem (AFIRN-1) and convert it into a biconvex approximate 5 The upper bound on the number of iterations , is included only to ensure that this algorithm always finishes with a fixed amount of time. In our numerical experiments, the algorithm using was never terminated by reaching the maximum number of iterations. If in some case, the convergence is very slow, we should change accordingly to prevent premature termination of our algorithm. The optimum value for this parameter may be tuned experimentally for every application.
problem, for which computationally efficient interior point methods exist. A similar procedure can be performed to simplify (AFIRN-2) and (AFIRN-3), details of this are omitted here. To do so, we employ a two stage process: first, we deal with the semi-infiniteness of the last two constraints of (AFIRN-1) using the generalized version of Petersen's lemma for complex valued matrices, and then we propose an iterative algorithm based on alternating convex search (ACS), to suboptimally solve the multilinear (nonconvex) problem. We start with the last constraint which, as noted in Remark 2, is multilinear in the design variables and threefold semi-infinite. The constraint needs a similar procedure which is not repeated here. To deal with the MSE constraints, first using , the is recast as follows:
After inserting (8) into the above equation, and neglecting higher order uncertainty terms 6 , it is possible to recast the as where (39) , and (40a) and subsequently (40b) (40c) (40d) (40e) (40f) 6 and have very small norms relative to the other terms and introduce a nonlinearity to the system which makes the problem mathematically intractable.
where . Using the Schur complement lemma [46] , the constraint can be recast as the following LMI: (41) To proceed with this constraint, we will use the sign-definiteness lemma.
Using Lemma 1, and by appropriately choosing its parameters as follows (we have included to distinguish between two different constraints), we have: Now, it is possible to rewrite the constraint as the following finite (single) LMIs:
where (42b) In this formulation, the non-negativity of the slack variables is automatically guaranteed, because the LMI in (42a) requires that the diagonal elements of the matrix on the left-hand side are positive. Hence also should be greater than or equal to the sum of which itself is the sum of positive real numbers. Using a similar procedure for the other semi-infinite constraint, i.e., the constraint, it is possible to show that , where Putting all these equivalent constraints together results in the following LMI which replaces (AFIRN-1): (45) This problem is no longer semi-infinite, but it is still non-convex. Due to the biconvex and multi-linear structure of the elements of and , we resort to an iterative algorithm inspired by the ACS method, see Algorithm 2.
Algorithm 2 : Solution of (AFIRN-1)
4:
Solve (45) to find and if keeping the other parameters fixed.
5:
Solve (45) to update for fixed , found in the previous step. 6:
Solve (45) to update and for fixed and found in the previous steps.
7: until or
The convergence of the above algorithm (to at least a local optimum) is clear as the objective function decreases in each step and is bounded from below. Since the original problem is non-convex, we may obtain different solutions depending on how the algorithm is initialized.
It is straightforward to show that if the above problem reduces to the problem with full (perfect) CSI. In that case, (45) becomes a simple SOCP as follows:
D. Robust Solution to Application 3
To solve the problem we need to find expressions for the and the power . Using Lemma 2, we have:
To solve the design problem, we first show that it is possible to write the MSE as the norm of a vector which is an affine combination of the channel uncertainty terms. Then we use the sign-definiteness lemma to obtain a single matrix inequality instead of the original semi-infinite MSE constraint. Finally, we use an iterative algorithm based on the ACS method. The MSE can be written:
where . . . By putting all these components together the design problem becomes
Again we resort to an iterative ACS approach, summarized as follows:
Algorithm 3 : Solution of (MRN)
4:
Solve (54) to find keeping the other parameters fixed.
5:
Solve (54) to update for fixed , found in the previous step. 6:
Solve (54) to update and for fixed found in the previous steps. 7: until or
E. Computational Complexity of the Proposed Algorithms
In this sub-section we give some remarks on the computational complexity of the algorithms proposed earlier in this section. The proposed algorithms have two or three steps dealing with an SDP. So we focus on the complexity of each SDP. Consider a real-valued SDP problem in its standard form-i.e.,-
where are symmetric block-diagonal matrices with blocks of dimension . The number of operations required to solve this SDP is upper-bounded by [47] ( 56) where is a constant that does not depend on the problem size. For example in Algorithm 1, to compute the optimal in each iteration a SDP problem should be solved, for which the number of diagonal blocks is equal to . For the first blocks, the dimension of the block is and for the next blocks the dimension of the blocks is equal to
. In this problem we should determine real variables. A similar analysis can be carried out for the next SDP in Algorithm 1, and also for the other algorithms.
In order to obtain some insight from (56), let us assume that the network has a large number of users , and that the number of transmit and receive antennas is larger than the number of independent streams of each link . Also assume that we have a fully symmetric network, i.e., all the nodes have an equal number of antennas and streams . In this case, the required number of operations to get the precoder matrix is roughly (57) where is a constant. Hence in this example, doubling the number of data streams and transmit/receive antennas, increases the complexity by a factor in the order of .
V. SIMULATION RESULTS
To illustrate the performance of the algorithm proposed in Section IV, we present here detailed numerical results for the interfering relay scenario in Section II-C. The simulation setup is as follows. The system is used to transfer streams of independent data symbols between the source and the destination. The numbers of transmit and receive antennas at the source, relay and destination nodes are equal to . Both the source and relay power budgets are set to . The convergence parameters of the algorithm are set to , and . We will present results for the case when , i.e., for a Gaussian IRC. The initial value of the relay precoder and the destination equalizer matrices are chosen at random. Due to the long computation time, we obtained the results by fixing the channel realization (at random) and averaging over 10000 perturbations. As for the distribution of the perturbations, we tried both Gaussian random matrices with a standard deviation proportional to the uncertainty size, and matrices on the sphere of uncertainty around the nominal value of the channel. These two choices yielded very similar results.
To demonstrate the convergence of the proposed algorithm, the empirical SMSE of the system as a function of the number of iterations is shown in Fig. 5 . This figure shows the convergence of the algorithm for and different SNRs of 3 dB, 10 dB, and 20 dB . It is clear that at each iteration, the SMSE of the system decreases. After a few iterations the rate of change of the SMSE is small enough to terminate the algorithm. It is also clear that the algorithm converges to a (local) minimum. We also observe that for higher SNRs, the convergence rate decreases and the algorithms take more time to converge.
In Fig. 6 the worst-case squared error norm of the relay system is shown. When the noise power is small, the error is mostly dominated by the uncertainty terms rather than the noise terms, and for this reason the error is almost constant with respect to the noise power. In this regime, the error increases proportionally with the size of the uncertainty size. This is expected since is a linear combination of the uncertainty matrices, and the uncertainty size is the norm of these matrices. However, for higher noise powers, the error is dominated by noise rather than by channel uncertainty, and therefore the error becomes a function only of the noise power but not of the uncertainty set size. The perfect (full) CSI case outperforms the cases with CSI uncertainty, as expected. Note that the full CSI case is a special case of the partial CSI case with . To better highlight the effectiveness of the proposed algorithms, we have included three extra curves (dashed curves) which show a "mismatched" scenario in which we assumed for the precoder design that the nominal CSI is the perfect CSI, while the actual CSI used when generating the data in the simulation had errors. It is clear that when the CSI errors are fairly small, the performance of the perfect CSI design is sensitive to errors in the high SNR regime, and in that case the squared error norm of the system is larger relative to our robust designs. On the other hand, when the CSI errors are very large, the performance of the baseline design is somewhat better than that of the robust design optimized to cope with the uncertainty, at low SNR. This is so because when the uncertainty is large enough, the actual CSI appears as completely random. For high SNR, the robust design generally outperforms the baseline design faced with mismatched CSI. Since in the mismatched design, the filters obtained from the nominal design may violate the transmit power constraint of the relay, we have normalized the relay beamformer coefficients to prevent this violation, and then re-optimized the equalizer filters to be in line with this newly scaled beamformer. In Figs. 7 and 8 the system-wide MSE/Sum MSE is plotted for a TWRC and a multi-relay system with two relays. In both systems there is no direct link between the source node(s) and the destination(s). The number of transmit streams, transmit/receive antennas at the source/destination/relay are the same as in the first example of this section. Similar trends can be observed here as well.
In Fig. 9 the transmit power of the relay station is shown. Here the source transmit power constraints are always satisfied with equality. When there is no uncertainty, it is clear that by increasing the transmit power the MSE of the system decreases. Then the MSE decreases with TxP, which means that the TxP constraint is satisfied with equality. But when there is uncertainty in the CSI, there is no direct relation, because by increasing the TxP, we may increase the interfering power to other users as well. Hence, the relay transmit power constraint is not necessarily satisfied with equality. This is so because the optimal solution wants to prevent over-amplification of the relay noise. As can be seen, when the noise power increases, to maintain a minimum MSE, the transmit power of the relay station increases. It is clear that the transmit power is also a function of the channel uncertainty. When the uncertainty increases, the transmit power decreases. This is so because the MSE increases when the uncertainty increases, and to maintain the minimum possible MSE, the transmit power must be decreased. Intuitively, this can be understood by noting that since the nominal value of the channel is not a good estimate of the actual (true) CSI, and since the actual CSI could be very different from the nominal CSI, the algorithm does not rely on the available CSI estimate but instead transmits with less power over this channel.
VI. CONCLUSION
The sign-definiteness lemma is a powerful tool that originates from control theory. In this paper we have presented a generalization of this lemma to complex-valued variables and multiple semi-infinite constraints. This generalization was used to solve three different MIMO transceiver optimization problems, namely that of interfering adhoc networks, general relay networks, and relay networks with multiple relays. We considered a (sum) MSE problem formulation in all three applications, and we have seen that the corresponding optimization problems are non-convex and semi-infinite. We used the sign-definiteness lemma to relax the semi-infiniteness of problems and we resorted to iterative algorithms based on ACS to devise a practical algorithm for solving the design problems. Simulation results show that when increasing the noise power and when increasing the size of the CSI uncertainty set, then the (sum) MSE increases. In the high SNR regime (where the noise power is low) the SMSE and the optimal transmit power are mainly affected by the CSI uncertainty set size. By contrast, at low SNR, the uncertainty size does not play an important role for the behavior of these quantities.
