AbstractÐIn this work, we treat major problems of object recognition which have received relatively little attention lately. Among them are the loss of depth information in the projection from a 3D object to a single 2D image, and the complexity of finding feature correspondences between images. We use geometric invariants to reduce the complexity of these problems. There are no geometric invariants of a projection from 3D to 2D. However, given certain modeling assumptions about the 3D object, such invariants can be found. The modeling assumptions can be either a particular model or a generic assumption about a class of models. Here, we use such assumptions for single-view recognition. We find algebraic relations between the invariants of a 3D model and those of its 2D image under general projective projection. These relations can be described geometrically as invariant models in a 3D invariant space, illuminated by invariant ªlight rays,º and projected onto an invariant version of the given image. We apply the method to real images.
INTRODUCTION
T HIS paper concentrates on the use of invariant relations between 3D objects and 2D images for object recognition. In contrast, almost all the work on invariants so far has been concerned with transformations between spaces of equal dimensionality, e.g., [40] , [41] , [24] . In the single-view case, invariants were found for the projection of a planar shape onto the image, although the planar shape was embedded in 3D. For real 3D objects, most of the work has involved multiple views with known correspondence, which amounts to a 3D to 3D projection. Yet, humans have little problem recognizing a 3D object from a single 2D image.
This recognition ability cannot be based on pure geometry, since it has been shown (e.g., [6] , [20] ) that there are no geometric invariants of a projection from 3D to 2D. Thus, when we only have 2D geometric information, we need to use some modeling assumptions to recover the 3D shape.
There are several possibilities for a modeling assumption. The simplest one is having a library of specific 3D models. In theory, there could be many models that project into the same image, so an object cannot be identified uniquely. In practice, however, only one or very few models in the database can project to the same image, so it is possible to recognize them.
Another possibility is to have more generic assumptions, rather than specific models. One such assumption can be that the visible object is symmetric in 3D. More general assumptions for curved objects were studied in [45] . A general analysis of modeling assumptions in this context was done in [20] . In this paper, we deal mainly with the two assumptions mentioned above, namely specific models and symmetry. To a lesser extent, we use other assumptions, such as that a vanishing point in a 2D image indicates parallel lines in 3D.
The outline of our recognition method is as follows: 1) Modeling: We define a 3D invariant space, namely, a space with three invariant coordinates s I Y s P Y s Q . Given a 3D model, we can extract a set of such invariant triplets from it, so it can be represented as a set of points in the invariant space. 2) Matching: Given an image of the model, the depth information is lost so the invariant point cannot be recovered. However, we show that we can draw a set of ªinvariant light raysº in 3D, each ray passing through a 3D invariant model point (Fig. 1) . When enough rays intersect the model points in the 3D invariant space, we can safely assume that the model is indeed the one visible in the image. We do not need to search for feature correspondences. We can also see that the rays converge at a point in the invariant space that represents the location of the camera center with respect to the model. Thus, it is easy to find the pose of the model. Given this, we can project the original (noninvariant) model onto the image. That makes it possible to perform a more exact match between the model projection and the given image of the object.
In summary, the invariant modeling assumption and object descriptors make it possible to perform recognition regardless of viewpoint and with no need for a search for feature correspondence.
The use of modeling for shape recovery from single images is of course not new. However, most of the earlier work was not concerned with viewpoint invariance. Some recent research does use invariance in modeling. However, most of it uses very specific modeling assumptions that cannot be applied to general shapes. A major example is the assumption that the objects are composed of ªgeneralized cylindersº [4] , [46] of various forms. The invariance and generality of this assumption are limited. A subset of this example is the assumption that the object is a surface of revolution [47] . Another assumption is that various corners visible in the image are right-angled in 3D [13] . Yet another approach is to assume that it is sufficient to characterize an object by special local properties, such as tangencies and inflection points [38] . Of course, this ignores the information available between the inflection points.
The above examples represent only a small part of the quite active research on the use of invariants in recognition. However, unlike our interest here, most of the recent activity is concerned not with single images but with multiple images. These methods can recover the 3D geometry without modeling. However, they require knowledge of the correspondence between features in the different images. Correspondence is a difficult and generally unsolved problem, leading to a high-dimensional search space. Among such methods are those using the trilinear tensor [29] , [2] , [23] . They require finding a substantial number of corresponding points and lines in at least three images. This can be accomplished reliably only for very small disparities. Much of the multiple image work is intended for camera calibration, e.g., [10] , [19] , [37] , rather than object recognition. Techniques for multiple images have been applied to a single image, when ªrepetitiveº or symmetric structures can be found in it [9] , [47] , [28] . These parts can be viewed as separate images, but the correspondence between their features still needs to be found. We can deal with both symmetric and nonsymmetric objects in a single image, without correspondence.
Notable related work on recognition from multiple images includes alignment [35] , which represents a 3D object as a linear combination of its 2D projections, and a method of recovering 3D Euclidean invariants from a sequence of images [39] , [8] , [21] . An invariant relation involving a single image was also derived there but it did not allow recovery of the 3D information from the image. Three-dimensional structure and motion was also recovered from an image stream by [34] using the Singular Value Decomposition method. Point correspondence was used in all of these methods.
Methods for multiple images can be useful for our purpose during the modeling stage. In this paper, we rely on given 3D models to provide 3D invariants. This raises the question of how such models can be obtained. If the coordinates of feature points of an object are known in some coordinate frame, then it is a simple matter to find the 3D model invariants. However, quite often an object is known only from 2D images and, in this case, we can employ various methods of using multiple images to provide the 3D invariants of the model. For the matching stage, we need the 2D-3D invariant relations derived here. These relations can also be used for finding 3D model invariants, as well as the methods mentioned above.
Work that directly connects 3D and 2D quantitative invariants of single images was done in [14] and [32] . That work considered affine point-sets only, while here we derive the projective case as well. The latter reference derived more concise mathematical expressions than the former, earlier work but was not implemented. Another set of relations was derived in [7] , but these contained the camera position vector and are thus not fully invariant.
There is also considerable research on curves. Differential projective geometry was used for plane curves in, e.g., [42] , [24] , [43] , [5] , [25] , [36] . More specialized approaches, including the use of pairs of coplanar conics, can be found in [31] , [33] , [3] , [26] , [18] , [15] . More general 3D curves were studied in [45] .
POINT SET INVARIANTS
Here, we describe our method of connecting 3D and 2D invariants by applying it to point sets. We rederive all the results in [32] in a much simpler way, using elementary algebra rather than algebraic geometry. We then add the new projective case.
General Dependencies among Invariants
We denote 3D world homogeneous coordinates by , and 2D image coordinates by x. We start with five points i , i IY F F F Y S in 3D space, of which at least the first four are not coplanar. They are projected into x i in the image. The correspondence is assumed to be known for now. In a 3D projective or affine space, five points cannot be linearly independent. We can express the fifth point as a linear combination of the first four:
In the projective case, the coefficients Y Y Y d are not uniquely determined because the point coordinates can be multiplied by an arbitrary factor. In the affine case, the coefficients are constrained by the requirement that the fourth homogeneous coordinate is always 1, again leaving only three independent coefficients. Because the projection from 3D to 2D is linear (in homogeneous coordinates), the same dependence (1) holds in 2D:
Since determinants are relative invariants of a projective or affine transformation, we look at the determinants formed by these points in both 3D and 2D. Any four of the five points in 3D, expressed in four homogeneous coordinates, can form a determinant w i . We can give the determinant the same index as the fifth point that was left out. For example, 
Similarly, in the 2D projection, any three of the five points can form a determinant m ij , with indices equal to those of the points that were left out, e.g.,
Since the points are not independent, neither are the determinants. Substituting the linear dependence (1) in w I above, we obtain
As is well-known, a determinant with two equal columns vanishes. Also, when columns are interchanged in a determinant, the sign of the determinant is reversed. Therefore, we obtain
Similarly, for the other determinants, with a simplified notation:
The coefficients Y Y Y d can now be expressed as invariants, using the above relations: 
All other relations are linearly dependent on these.
Relation between 3D and 2D InvariantsÐAffine Case
In the affine case, the coefficients Y Y Y d are absolute invariants. Therefore, we can substitute the Y Y Y d found in 3D, (2) , directly into the 2D equations above. We obtain three relations between the 3D and 2D invariants:
These relations are obviously invariant to any affine transformation in both 3D and 2D. A 3D transformation will merely multiply all the w i by the same constant factor, which drops out of the equations. A 2D affine transformation multiplies all the m ij by the same constant factor, which again drops out. However, in the projective case, each point can be independently multiplied by an arbitrary factor ! i , which does not in general drop out. Thus, the above relations are affine but not projective invariant. The above relations are linearly dependent so that only two of them are meaningful. To see this, we first note a relationship between the w i which exists only in the affine case. We can write a determinant involving all five points as
The w i are minors of this determinant, so we can write the above equation as
This is equivalent to writing d I in (1), which ensures that the last coordinate equals 1. Similar relations can be derived in 2D. We have We now look at the following linear combination of the invariant relations, (6), (7), and (8):
Using the two relations above between the m ij , we obtain
which is an identity, due the the relation between the w i (9). Thus, only two invariant relations, say (6), (7), are independent. Similar results for this particular case can be obtained using Grassmannians, Schubert cycles, and wedge-products [32] . These methods are hard to extend much beyond this point.
Relation between 3D and 2D Absolute Affine Invariants
It is easy now to derive the relation between the 3D and 2D absolute invariants. We define the 3D absolute invariants
and the 2D absolute invariants
and obtain the following theorem:
Given five points i in 3D, at least four of which are noncoplanar, the relation between their 3D and 2D absolute affine invariants is given by
Proof. Divide (6), (7) by w S and m IS (assuming these do not vanish). t u
Given the 2D projection of a five-point set, we have thus obtained two equations for the three unknown 3D invariants s I Y s P Y s Q . Since all three invariants are needed to recover the five points in 3D (up to an affine transformation), we can recover the 3D quintuple only up to one free parameter.
A geometric interpretation and applications are described later.
Points and Directions
Rather than dealing with a point, we can deal with a direction, namely a unit vector in 3D pointing in a certain direction. This can represent a direction of a major symmetry axis of the model or a direction of the camera axis.
A direction in 3D is equivalent to a point on the infinite plane and can be written as xY yY zY H, i.e., with a vanishing fourth coordinate. It will remain at infinity under affine transformation. Thus, the derivation leading to (6), (7), (8) remains valid. However, (9) needs to be modified. For a direction R , we can write the determinant
in which w i are the minors, and we immediately obtain
The constraints on m ij also change, but it is easy to show that we again obtain a linear dependency among eqs. (6), (7), (8) . Thus, Theorem 1 is still valid. A direction vector can be multiplied by an arbitrary constant, but R Y x R are common to all terms in the equations and, thus, their factors drop out.
The Projective Case
Our method is easily extended to the projective case, yielding new simple results such as Theorem 2 below. This case is more difficult because, in ªrealº (Cartesian) coordinates, the projective transformation is nonlinear, causing previous approaches [1] , [17] to be quite cumbersome.
We start with the 3D quantities. To obtain invariants, we need at least six points, having three projective invariants. We now have two linear dependencies rather than one:
with the ! i being arbitrary scalar factors. We now have two sets of four equations with four unknowns each. The two sets of unknowns are
The solutions are similar to (2):
with w H i denoting determinants in which S is replaced by T . Unlike the affine case, these solutions are not invariant. However, we can find cross-ratios of them which are absolute projective invariants, i.e., cross-ratios that eliminate all the ! i :
We turn now to the 2D quantities. Our unknown quantities can be written in terms of 2D relative invariants, similarly to (3), (4), (5) , with the first unknown being a free parameter ":
We can now eliminate the ! i on the left-hand sides above using the same cross-ratios as in the 3D case, (14). We obtain
This is simply a quadric surface in invariant space, parametrized by "Y " H :
It is easy to eliminate the terms proportional to "Y " H (e.g., by Gaussian elimination). We are left with one relation proportional to "" H , which we divide by ""
Defining now the 2D projective invariant cross-ratios
we finally obtain:
Theorem 2. The 3D absolute projective invariants of six generic points in 3D are related to the corresponding 2D invariants by
The above theorem gives only one relation between the three 3D invariants. To get two relations as in the affine case, we need seven points.
APPLICATIONS
We will apply the above results to recognize 3D objects invariantly. For this purpose, we build a 3D invariant space in which recognition will take place. Each 3D 5-tuple is represented as a point in this space, with invariant coordinates s I Y s P Y s Q (Fig 1) . A 3D model is represented by a set of points in this space. (There is also a tag identifying these points as part of the same model.) The problem now is how to match the image to the model. We will distinguish several applications. They will be described using the affine approximation, but we will show later that the projective case needs only a small modification, requiring only 5-tuples. This involves the use of vanishing points as described in Section 4. Geometrically, we obtain a space line in our 3D invariant space. If a 5-tuple in the 2D image is a projection of some 5-tuple in 3D, then the line obtained from this 2D 5-tuple will pass through the point in invariant space representing the 3D 5-tuple (Fig. 1) . That is, we have found the correspondence between the 2D and 3D 5-tuples. A different view of the 5-tuple will give rise to a different line in 3D, but still passing through the same point. To recognize objects, we thus look for instances in which lines obtained from the image pass through points representing models in the invariant 3D space. It is easy to see the advantage in complexity. If we have n tuples from the image and m tuples from the set of models, a brute force method needs ymn trial matches to find a correct pose and match. In our method, we can follow each line in the 3D invariant space to find which points it intersects, which is yn. The factor m is replaced by a much smaller one, derived in Section 5.2. We also avoid the pose calculations which require inverting an II Â II matrix for each trial match. This assumes no errors in the intersections. In practice, of course, we need to find intersections within some tolerance. For this purpose, we use hierarchical indexing methods in the 3D invariant space. The points, and in some variants the lines also, are organized as octrees and the possible intersections can be quickly narrowed down to small neighborhoods. 2. Multiple images. Although we concentrate on single views, multiple-view applications are also valuable. For instance, the symmetric case (described next) can be regarded as multiple views. Here, we do not need a model to recover depth information, only for identification. We use our method to find correspondences between the images. We first extract a 5-tuple of features from one of the images and transform it into a line in the 3D invariant space. Next, we look at a different image, in which objects are seen from a different viewpoint. We again draw a line in the same 3D space of invariants as before. If this line meets the first line in 3D, then the two 5-tuples have the same 3D invariants s i , namely the coordinates of the intersection point. This means that the two 5-tuples are affine equivalent. (We will later generalize to the projective case.) This in turn, indicates that we may have two different views of the same 5-tuple. Thus, we have again detected a correspondence between 5-tuples, this time between two views.
Here, too, we can see the advantage of the invariant method in reducing complexity. With n 5-tuples, the total number of lines in the invariant space is yn. We can find line intersections in a way similar to that used in Hough space, namely, divide the space into bins and see if a certain bin has more than one line going through it. We do not need to check all the bins; we only need to go along the known lines. A hierarchical scale space approach can be used to make the process more efficient. This brings our total complexity closer to yn rather than yn P as in noninvariant methods. Based on the above discussion, our recognition algorithm involves the following steps: Step c, we calculate the 3D coordinates of the features. Now, we can find the 3D transformation (pose) that produces the best fit between the 3D object and the model identified in Step c, using least squares fitting. The identification is rejected if the fitting error is too big. We may try to fit several models to each object to find the best fit.
3. Single image, symmetric models. The problem encountered earlier in the single-image case was the unknown parameter along the space line, resulting from the missing depth information.
Instead of using a model as was done in case 1, we can use a modeling assumption. One modeling assumption that we use is symmetry. Most manmade objects are symmetric, e.g., vehicles, tanks, airplanes, and buildings. Symmetry is also found in human and animal bodies. The symmetry is observed explicitly only in a frontal view. In any other view, the symmetry is observed as a skew-symmetry. Many researchers have used skew-symmetry for recognition, but with serious limitations. They usually assume that the skew-symmetry itself is known, i.e., we know which feature in one half of the object corresponds to which feature in the symmetric half. In other words, they assume that the correspondence problem has already been solved. Here, we make no such assumption but detect the skewsymmetric objects in an image. The two halves of a skew-symmetric object are affine equivalent (in the affine projection). Therefore, we can apply the algorithm described above which was designed to find affine equivalent 5-tuples. Having found matching 5-tuples, we have to verify that they are parts of the same object. The lines connecting corresponding points in a symmetric object are parallel in 3D, therefore, they will be parallel in an affine projection, and this is easy to check.
The verification Step d is easier, due to the symmetry assumption. The skew-symmetric object that we have found can be rectified, using an affine transformation, to obtain a standard view in which the object is (nonskew) symmetric. It can then be matched directly with a database of symmetric models.
IMPLEMENTATION ISSUES
Experiments performed so far with the method are very encouraging. We have performed both real and simulated experiments, which are detailed in the next section.
During the implementation, a number of problems had to be overcome. We briefly summarize some of them here, along with their solutions.
1. Low-level image processing. It was not the goal of this research to develop new methods of feature extraction. Rather, we use the model-based approach to overcome the problems inherent in feature detection. Nevertheless, the inadequacies of feature detection are so great that we must do some preprocessing before using our method. The positions of feature points are very inaccurate, so we have concentrated on finding long edges and their intersections rather than points. However, we usually have far too many lines, most of which are irrelevant to the object (Fig. 2) . Solution: We keep only those lines that lie along principal directions. Most man-made objects such as vehicles and buildings have a small number of directions, e.g., major axes, to which most prominent lines are parallel. These are relatively easy to find. Fig. 3a shows the lines left after this pruning. 2. Large numbers of 5-tuples. With the number of features in the hundreds, the number of all possible quintuples is on the order of IHH S , which is quite prohibitive.
Solution: We use only connected quintuples, i.e., 5-tuples whose member points are connected to each other by visible lines. Four points may be connected to form a (3D) corner, with one central point connected to three others, and the connections lying along principal directions. The fifth point can be any point connected to these four. Thus, the number of possible quintuples (and invariants) is reduced to on the order of IH Q . Fig. 3b shows the corners that we obtained. 3. Perspectivity. The affine (orthographic) approximation that we initially assumed was found to be inadequate in many cases. We had to use the full perspective treatment. However, this normally requires 7-point sets rather than the 5-point sets we have been using, which could increase the complexity significantly. Solution: We use vanishing points, namely, the points at which the lines along a principal direction intersect in the image (Fig. 4) . This is based on a (usually plausible) assumption that when several lines intersect in an image, they probably intersect in 3D as well. Thus, the vanishing points provide additional known correspondences between 2D and 3D points. We can use them as the two additional points needed to create a 7-tuple without increasing complexity. The invariant calculation is quite insensitive to the exact locations of the vanishing points.
4.
Finding intersections. Finding the point-line intersections in the 3D invariant space needs to be done efficiently. Given a line, we want to search for points that intersect it only within a small distance from the line. This is what keeps the complexity of the method down and proportional to the number of lines, as discussed before. For this purpose, we have used hierarchical indexing methods based on octrees. This was done in cooperation with Professor H. Samet of our department. We tried two variants of the method [12] , [22] , [27] . 1) Incremental nearest-neighbor: The lines are organized as an octree and we incrementally find points that are closest to the line. 2) Incremental distance join: Both the lines and points are organized as octrees. Both octrees are processed simultaneously to find line-point pairs with smallest distances.
EXPERIMENTS

General Setup
We have experimented with a data set of objects including vehicles such as trucks and tanks, both real and simulated. Most experiments involved single views.
The first step is building a 3D model in the invariant space described earlier. We start from a 3D model of a vehicle (Fig. 5) , and choose a ªbaseº of four corner points on it. These can be assigned the coordinates of a standard affine coordinate base, namely, The original model can be transformed by a unique affine transformation so that the four base points take on the above values. This has no effect on our treatment since it is invariant. Any fifth point of the model is then transformed to a point with generic coordinates Y Y Y I.
It is easy to see that these new coordinates are in fact invariants. One way is to explicitly calculate the invariants as given earlier to obtain
Another way is to note that such a base is a standard, or canonical base that can always be obtained from any given affine-transformed version of the model. That makes it an invariant base and any quantity expressed with respect to it is thus invariant. The model we obtain by this method in the invariant space is shown in Fig. 5 (right) .
Next, given one view of the vehicle, we calculate the lines in 3D invariant space. This is done using Theorem 2 and taking into account the vanishing points. The results for each view are shown in Fig. 6 .
An intersection of a line with a point in 3D means that a correspondence has been found between the 5-point set in the image, which gave rise to the line, and a 5-point set in the 3D model that gave rise to the point. In theory, we need only six or seven feature correspondences. This is enough to calculate the pose (or camera coordinates). We can then project the model on the image and do a more detailed match. However, more intersections give higher reliability.
The lines converge to a point representing the position of the camera center in invariant space, making it easy to calculate the pose. Thus, the lines are in fact a representation of the light rays in invariant space. 
Simulated Images
Several questions have been investigated in these experiments:
1. affine case vs. projective case, 2. effect of model selection criterion, e.g., a tolerance parameter for the point-line intersections, and 3. effect of varying the number of feature points on reliability and complexity. To reduce relative errors, we choose model base points that are as far apart from each other as possible. These points define a finite invariant space, whose linear size we normalize as 1. We can set a tolerance for detecting a model, say as error spheres around the points. The error rate as well as the complexity depend on the tolerance. Also, they depend on the number of features in the model. In the following, we derive a rough estimate of some of these dependencies and then describe experiments that better quantify these relations.
The dependence of complexity on the number of image and model points can be roughly estimated as follows: First, we need to match the base points of the image and model. Thus, in the worst case, we need to choose four points out of n imge feature points, namely,
We will see later that we don't really need to check all these possibilities. One of these choices will match a certain model base in the invariant space. To define a model uniquely, we need at least one more point and a line that intersects it. Thus, we need to know the complexity of finding intersections of a line with a point in 3D. If the number of points in the invariant space is n, and if they are distributed evenly, then on average there will be yn IaQ points in some tube centered on the line. In a hierarchical method, each of these points can be accessed in ylogn operations. Thus, the complexity for each line is yn IaQ logn. This is reduced further by a constant factor P , with being the radius of the tube as a fraction of the size of the invariant space. This is a significant saving relative to a noninvariant method when n is large. Such a method would simply try all models in all poses, involving at least yn operations per 5-tuple. Indeed, n can be large if each model is represented by many bases (we will see why this is necessary). To get the total complexity, the above expressions are multiplied by the number of lines l.
The error rate can be estimated as follows: We set a sphere of tolerance with radius around each model point. To intersect a point, a line needs to be within a tube whose base area is % P and whose length is 1, so that its volume is proportional to P . (We can absorb the % in the other factors.) If a model has n points, then the tube will contain P n model points and this is the probability of the line to intersect a point of model . Given l lines, we thus have l P n intersections with the model's points. The total probability of hitting m points of model just by chance is then proportional to l P n m . Thus, this can be regarded as the false positives error. This error decreases rapidly with m if
Thus, we want to decrease and increase m.
In a similar way, the number of correct matches can be estimated as ml P n , with l being the number of ªgoodº lines, namely, lines that actually belong to object rather than other objects or clutter. If we set too small, there will be too many false negatives (misses) due to errors in the positions of the lines. Thus, we want to increase up to the level allowed by (16) . (However, this increases complexity somewhat.) The relation between the tolerance, the noise, and the error rate is in fact nonlinear due to the nonlinearity of the invariant equations. We investigate it empirically in the experiments; the above discussion is only for gaining some insight.
Condition (16) can be easily maintained if the number of lines l is relatively low, i.e., if we have relatively few features in the image. This was true in our simulated experiments. However, it is not always true in real images, as discussed later.
In our simulations, we generated about 100 models by varying the components of various trucks, i.e., changing the size of the cab, trunk, etc. We generated 10 different simulated views of each model. We then added random noise at various levels to the images. We found lines and points which intersected within a tolerance . These intersections were collected in a voting table, with each intersection contributing a vote for the model associated with the relevant point. The model with the most votes was considered as recognized. Figs. 7, 8 , and 9 show the total error rate vs. the noise level in various situations. Fig. 7 shows the projective vs. the affine error rates. The different curves correspond to different distances of the camera from the object, relative to the object's size. We can see that the advantage of the projective treatment increases as the camera gets closer to the object. At a short distance the affine approximation gives a 0 percent recognition rate even without noise, while the projective treatment gives satisfactory results. The affine case improves when we increase the camera distance relative to the object size. Fig. 8 shows the quantitative relation between the noise level, the tolerance, and the error rate. We see that the curves start out almost flat at low noise levels because, in this case, all the lines are within the set tolerance. As the noise increases, the recognition rate drops depending on the tolerance . Fig. 9 shows the effect of increasing the number of features m of each model. The plots correspond to different numbers of model features, specifically 4 and 16 (besides the base). It is clear that more features reduces the error rate, as we deduced analytically.
Real Images
With real images, we do not have control over parameters such as camera distance or noise level. We can control the number of features detected in the image by varying the threshold used in the edge or corner detector. Fig. 10 shows samples from our real image data set. There were 32 images taken of each of the 20 objects at various azimuths and depression angles. The number of objects is in fact higher because an object can look very different when seen in pure front, side, or back views. The objects are in natural, uncontrolled settings and are not segmented from the background.
A problem that arises in real images is that not all the points we use as a ªbaseº in the model are visible in its image. This can be because of occlusion or because the points are on a ªhiddenº side of the object. Therefore, we have to use several models describing the same object, differing by the choice of base points. This ensures that there will always be a model in the invariant space whose base points are visible in the image.
Here, we have a trade-off between two ways of applying the method. One is to use all possible bases in the image and only a few in the models. The opposite approach is to use models with all possible bases and only a few bases in the image. Either way, we will obtain at least one matching base. The first approach adds complexity online, as we have to find all sets of four points in real time. It also adds many lines to the invariant space. The second approach avoids this, but requires storing many representations of the same model in invariant space. This approach appears to be preferable when the features extracted from the image are quite reliable. The first approach is necessary with noisy images and we will see how to reduce its problems.
Another problem with real images is the large number of features obtained from the edge detector, resulting in a very large number of lines in the invariant space. Many of these features result from background clutter, camouflage, etc. Equation (16) is then not always satisfied. That is, if the feature detector yields a large set of features, there is a good chance that many models will fit our image just by chance. This observation seems to hold generally for any featurebased matching method, whether or not it uses invariants.
A way to deal with the problem is to impose a structure on the set of image features, e.g., find some grouping of the features. In the present work, we impose the constraint of feature connectivity, i.e., we consider only feature points that are connected by straight edges that appears both in the model and in the image. This serves two purposes:
1. It reduces complexity by reducing the number of features to be considered; unconnected feature points are ignored. Thus, the complexity factor of n imge R À Á mentioned earlier is reduced to a much smaller number. 2. It improves the error rate in two ways. First, as we saw before, the error increases with the density of lines in the invariant space, and thus it helps to minimize this density. Second, the connectivity of the features is itself a property that should match between the image and the model, i.e., features are regarded as matched only if they are connected in the same way in the image and the model. With large numbers of image features, we found that feature connectivity was essential for a reasonable error rate. More research is needed on ways to group features together and on the effect of grouping on the error rate. This is a general issue that applies to any feature-based recognition method.
To use connectivity, we defined a cost function for matching that contained two main factors: 1) the weighted distance of the image lines from the model points in the invariant space, relative to ; 2) the connectivity of the features. We require that, if two points are connected in the model, the corresponding features are connected in the image; otherwise, we penalize the cost of the match. The relative costs were determined empirically to yield reasonable performance. For a model to be recognized, we required that at least eight points be hit by image lines within a tolerance radius of about 5 percent of the size of the invariant space. As it turns out, these factors have less impact on the error rate than the edge detector threshold. This threshold determines the number of lines l in the invariant space. If we set this threshold too high, too many features are missed and the model is missed. Setting the threshold too low increases complexity and false positives according to (16) . However, this is mitigated by our connectivity constraint.
We have implemented several variants of an octree hierarchical indexing structure to find the intersections of lines and points in the invariant space, as well as a ªbrute forceº method that does not use invariants, but simply matches the image to all possible models in all poses. For each image, we used two different thresholds on the edge detector, resulting in different numbers of features. We compared the timing of the methods for each image and each threshold. We averaged the results over all the images, with the results summarized in Table 1 . As we see, the lower threshold (thresh P ) takes more time, but reduces the error rate. With the higher threshold (thresh I ), we miss some features and have a higher, but still tolerable, error rate. Thus, we have a degree of robustness to missing features. We also see that the advantage of the octree method is higher with the lower threshold because the relative efficiency of the method increases with the number of image features (namely 3D lines). This is also seen in Table 1 .
Two Views
We have applied a method similar to the above to find a correspondence between two views, without a model. Applications include: 1) ªstereoº with widely differing images, such as the two views in Fig. 6 ; other methods depend on the disparity between the images being small. 2) 3D model construction from 2D images.
In this case, instead of finding line-point intersections, we find line-line intersections. Each image generates a set of lines in the invariance space. A line intersection indicates that there is a correspondence between the original 5-point sets from the two images. Preliminary experiments with the method were promising. Further experimental study is underway.
SUMMARY
We have presented a method for recognizing 3D models from single images. The method is based on representing the models as points in an invariant space and representing the image features as lines in the same space. Recognition is achieved when lines derived from the image intersect model points. This was done for the full projective case, unlike previous orthographic treatments. Our experiments show that the projective treatment is essential unless the camera is very far from the object.
The experiments show significant efficiency advantage of the invariant space in conjunction with hierarchical indexing methods, relative to methods that do not use invariants. It is also observed that the method shares some properties with other feature-based methods. One advantage of a feature-based method over global methods such as moments is robustness to missing parts in the image. Even when the feature detector missed some features, we still had a reasonable error rate. On the other hand, point features are more susceptible to random noise in their positions than global quantities, and there can be too many of them. The way we overcame these problems was by using an invariant structure in the feature set, namely, line connectivity. That is, we match feature points only if their are connected by visible lines in both the model and the image. More work is needed on finding such invariant structures or groupings of the features.
TABLE 1 Timing for Different Methods Used for Real Images
Times are normalized to that of the noninvariant method with high threshold (thresh I ). The speedup factor is the ratio of the noninvariant method time to the average of the two octree methods times. 
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