Effects of sire relationships for sire and interaction of herd and sire were examined using simulation and minimum variance quadratic unbiased estimates of variance components. Data were simulated for 50 herds and 20 sires for five sire relationship matrices, three data structures, and three interaction levels. A total of lo00 replicates were simulated for each combination of relationship matrix, data structure, and interaction level. The minimum variance quadratic unbiased estimates were calculated for the true (simulation) model, for models ignoring relationships for sires and interaction, and for models excluding interaction of herd and sire. Interaction variance was underestimated when relationships were ignored. Underestimation increased with sire relatedness. Sire variance and heritability estimates increased when variance components were estimated using sire models compared with estimates using interaction models. This overestimation increased with interaction level simulated in the data and as the data were more unbalanced. Estimates of sire variance were as much as 2.7 times larger than that expected, and heritability estimates were as much as 2.8 times larger than that expected. 
INTRODUCTION
Genetic effects are assumed to behave consistently across treatments, herd levels, or other environmental factors in most animal breeding models. When this assumption is violated, an interaction of genotype and environment (G x E) exists, and appropriate analysis is more complex. Studies of the correlation of breeding values estimated from multiple environments (Le., herds, regions, or countries)
(1, 11, 16, 19, 24) have found little evidence of G x E for milk yield in dairy cattle. Variance for interaction of herd and sire (€I x S), usually estimated using Henderson's (5) method 1 or method 3, ranged from .2 to 10% of total variance (9, 10, 13, 23). For British Friesians, Meyer (12) used REML to estimate environmental correlations, which ranged from 2.1 to 4.2% of the total phenotypic variance, and concluded that environmental correlation was important for sire evaluations based on observations from only a few herds.
"he effect of individual herds has become a concern for animal breeding because of the potential for preferential treatment of animals in a small number of herds affecting sire evaluations. If G x E is included in a statistical model, the influence of observations from any single environment on genetic prediction is limited, and the range of predictors is reduced (14). Although the influence of a single environment is limited by the addition of G x E to an evaluation, this addition should not greatly affect animals represented in many environments, such as AI sires. Despite noting that true H x S was not likely to be a concern, Norman (15) recommended inclusion of H x S in the form of an environmental correlation to limit the effect of preferential treatment.
Foulley and Henderson (4) modified the multiple-trait model suggested by Quaas and Pollak (17) to allow for the use of known relationships to predict H x S effects and, more importantly, to estimate H x S variance components. Inclusion of these relationships is computationally more difficult. However, H x S effects for related sir= may be correlated because the interaction might be a function of the genetic component shared by relatives.
The purpose of this study was to examine the effects of ignoring H x S and ignoring sire relationships on estimation of variance components when interaction was present in the data, Simulation was used to examine the effects of interaction, relationship, and data structure on biases in estimates of variance components.
MATERIALS AND METHODS

Simulation
A total of lo00 replicates of each combination of three data structures, five relationship matrices, and three interaction levels were generated using simulation.
Dura Srmctures. The term data structure is used to describe a distribution of observations with respect to sires and herds that is repeatedly used to simulate data with a variety of underlying parameters (i.e., a data structure defines the incidence of the data but not the actual observations). For this study, three data structures were used, each of which had 20 sires with daughters in 50 herds. The data structures differed in the fraction of herd-sire subclasses filled. Data structure 1 represented nearly balanced data; all sires had daughters in all herds, and the number of daughters was nearly constant. For the second data structure, 25% of herd-sire subclasses were filled, corresponding to moderately unbalanced data. For the last data structure, only 10% of the herdsire subclasses were filled, as an example of severely unbalance data. The expected number of observations totaled 2000 for all three structures. Simulation parameters and observed values are presented in Table 1 .
Connected data, as described by S a l e (21) . was ensured by the use of an algorithm described by Fernando et al. (3) because disconnected data may influence estimation of variance components (20) . If the data were Journal of Dairy Science Vol. 77, No. 1. 1994 AND BERGER (P) , m a n daughters per filled subclass 0, and the total number of observations (n). disconnected, a new data structure was generated and tested to ensure connected data. This procedure was repeated until a completely connected data structure was generated.
Datastructurc
Sire Relationships. Five sue relationship matrices were used to simulate records for daughters of bulls. The first three relationship structures were for differently sized half-sib sire groups. Let H n be defined % I n + %Jn,
where In is an n x n identity matrix, and Jn is an n x n matrix with all elements equal to 1. "he first relationship matrix was for 10 pairs of half-sib sires; then A1 = 110 Q H2, where 8 denotes the direct or Kronecker product [see Searle (22) for discussion of the direct product operator]. The second set of relationships was for four sets of five half-sib sire groups, or A2 = 4 Q H5. The last structured relationship matrix was for 20 half-sib sires, i.e., A3 = H20. The last two relationship matrices were generated from data representative of the current population of AI sires in the US. The inverse of Wright's numerator relationship matrix for 334 sires was obtained from the data used for the national calving ease evaluation.
This matrix was inverted to obtain the numerator relationship matrix. The fourth relationship structure was generated by random selection of 20 sires from 100 young sires in the list of 334. None of the 100 sires had sons or grandsons in the data, so those sires were representative of the degree of relatedness among young sires that were progeny tested by AI organizations. The fifth relationship matrix was created by randomly choosing 20 sires from all of the 334 sires in the data. Because Wright's numerator relationship matrix is positive definite 0, it can be factored using a Cholesky decomposition so that
where L, is a lower triangular matrix. Each relationship matrix was decomposed using the Cholesky decomposition algorithm described by Burden et al. (2) .
Interaction Levels. Data were simulated using three levels of interaction variance: 5, 15, and 25% of the total variance. Sire and total variance were constant for all data sets; however, residual variance decreased as interaction variance increased. Sire variance accounted for 6.25% of the total variance, resulting in a constant heritability equal to .25 for all of the data sets.
Dura Simulation. The model used to simulate the data was Herd effects were simulated using a random number generator with a normal distribution supplied by Meyer (1989, unpublished data). Herd variance was 36% of the total variance of the random effects. Herd effects were independently and identically distributed and were uncorrelated with other effects in the model. Sire effects were simulated by generating a vector of independent standard normal deviates, r, and computing the vector of sire effects as u1 = Lirq, where Li is the decomposition matrix described in Equation [ 11. Then V(u1) = simulated using a similar procedure so that V(u2) = x4. The right-hand sides of the mixed model equations and the sum of squared observations, y'y, were calculated as the data were simulated.
The H x s was
Varlanm Component Estimation
Minimum variance quadratic unbiased estimation (MIVQUE) was used to estimate variance components because 1) MIVQUE does not require iteration, and the expectations of the quadratic forms are identical for replicates of the same data structure, model, and prior estimate of the variance components; 2) MIV-QUE provides the minimum variance estimate of variance components when the true model and variance components are used (both are known in this study because the data were simulated); and 3) MIVQUE is unbiased when the correct model is used, so bias that is due to an incorrect model may be estimated by comparison of the unbiased estimates with those obtained using the incorrect model.
Variance components were estimated for five models described in Table 2 . The two simplest models (models 1 and 2) consider only sire and residual variance, whereas the remaining models include interaction variance. Models 1 and 2 are referred to as sire models, and models 3, 4, and 5 are designated as interaction models. Within the sire and interaction model types, the models differed by the way that sire relationships were included when variance components for sire and interaction were estimated.
When sire models were used to analyze the data, the residual variance was redefined as the sum of the residual and interaction components used for the simulation.
The mixed model equations (MME) for interaction models were
and, for sire models, they were
where Ci = rdTi, and Ti is the prior estimate of 4. Because the residual variance differed for sire and interaction models, the variance ratios were also different. The MME can be written as 0 = W ' y , where The tilde (-) will be used to indicate a value (scalar, vector, or matrix) that is a function of the prior estimates of the variance components (i.e., for variables for which the value may change if the priors change).
The inverse of the coefficient matrix, e*, existed because herds were the only fixed effects considered in the model; i.e., was full rank because the mean was included in herd effects.
The MrVQUE quadratics suggested by Rao (18) were used. Rao (18) A simpler form of the Rao (18) quadratic forms was computed as described by Schaeffer (1979, unpublished data). The quadratics were reorganized to use the solutions from the MME. Expanding Equation [3] ,
and, because If we define = 5, the estimated residual effects, then the calculation of go = 5% would require the estimated residual for each observation. However, using results from the MME, Thus, to simphfy calculations, two changes were made. First, i j j for i = 1,2 were scaled Sw'y were used in place of 40 = 6%.
To calculate the expectations of the quadratic forms, it is useful to partition the matrix [ZolZ1IQ]W and the inverse of the augmented equations (Schaeffer, 1979 Combining these expectations,
Finally, the variance components were estimated by equating the expectations to the quadratics.
RESULTS AND DISCUSSION
Estimates of sire, interaction, and residual variance, and heritability averaged over loo0 replicates for each combination of relationship matrix, data structure, interaction level, and model type are presented in Table 3 . All estimates were calculated using the true values of the variance components for the prior estimates in the MIVQUE estimators.
Sire Relationships
Estimates of sire and interaction variance decreased when relationships were ignored, in agreement with previous reports (4, 25). The reduction in variance was evident from comparisons of estimates for models 3 and 5 (sire and interaction variance) or models 1 and 2 (sire variance) for a specific data structure, interaction level, and relationship matrix. Figure 1 presents a characteristic example of the differences in estimates of variance components compared with true values for the three structured relationship matrices and five estimation models; interaction was simulated at 15% of the total variance, and 25% herd-sire subclasses were filled. The ratio of estimates of sire or interaction variance when relationships were ignored to those when relationships were considered [i.e., ratio of estimates from model 1 vs. 2 (sire variance) or model 3 vs. 5 (sire and interaction variance)] ranged from .97
to .99, .91 to .95, and -70 to .76, respectively, for relationship matrices 1 (10 pairs of halfsibs), 2 (4 sets of 5 half-sibs), and 3 (20 half-TABLE 3 . Average' minimum variance quadratic unbiased estimates2 of sire, interaction, and residual variance components and heritability for each combination of the three structurtd relationship matrices3 0, data structure4 OS), and interaction level5 (TL) in the data for all models (M).
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sibs). Clearly, the reduction in variance is a function of the relationship matrix across interaction levels and data structures. Residual variance was unaffected by relationship considerations in the estimation model. Following changes in sire variance, heritability estimates decreased when relationships were ignored when estimating sire variance and interaction was treated similarly (i.e., models 1 vs. 2 and models 3 vs. 4) ( Table 3) . However, when relationships were ignored only for interaction (model 4), heritability increased slightly because of the reduction in total estimated variance, and this bias increased with levels of interaction and relationship (Table 3) .
Model Type lnreracrion Models. The main differences observed in interaction models were due to differences in true variances. As true interaction variance increased in the data, the true residual variance decreased. As expected, the estimates for interaction and residual variance followed the same pattern. No differences existed because of data structures, relationship matrices, or interaction levels on the interaction models other than reduction in estimates that was due to ignoring relationships on sire and interaction variance previously discussed (Figures 1, 2, and 3) . Sire Models. Estimates of sire variance increased when interaction was removed from the estimation model. This bias increased as the data were more unbalanced (Figure 2) .
When the data were nearly balanced (100% herd-sire subclasses filled), the sire variances estimated using sue models were similar to the corresponding estimates obtained with the interaction models. The increase in sire variance as data were less balanced may be due to confounding of prediction of sire breeding values and underlying H x S effects. If a sire is represented in few environments, the H x S effects in those herds may effect the predicted breeding value of that sire more severely than a sire represented in many herds. Estimates of sire variance also increased as the interaction level simulated in the data increased (Figure 3) .
When sire and interaction models that estimated variance components using similar assumptions for sire relationships were compared (i.e., model 1 vs. 3 and 2 vs. 5), the sire variance estimated from the sire models was larger than that estimated from the interaction model. These differences were measured as a fraction of the estimate of interaction variance from the true model (model 5) for the same data. The proportions presented in Table 4 were similar for each combination of data structure and relationship matrix across interaction levels. The similarity of the ratios within a given combination of data structure and relationship matrix suggests that the in- 'Ratios of averages of lo00 replicates.
*Ratio of differences, 1 = differences for models with relationships ignored (models 1 and 3 4Data structure, percentage of fill4 herd-sire subclasses. SInteraction level simulated, measured as a percentage of the total variance. 6Mean of the ratios for three interaction levels for a data structure.
crease in sue variance for each combination was proportional to the interaction level present in the data. The proportions were compared by calculating ratios of the mean proportions for the data structures. The ratios ranged from .10 to .12, .028 to .033, and .27 to .28, respectively, for 100 to 25, 100 to 10, and 25 to 10% herd-sire subclasses filled. These ratios were similar for all relationship matrices, suggesting that the increases in sire variance were a consistent function of the data structure. The true value of residual variance in the sire models included the residual and interaction variances from the interaction model. In nearly all instances, the residual variance was underestimated. The degree of underestimation of residual variance increased as sires were more related (Figure 1) . as the data were more unbalanced (Figure 2) , and as interaction increased (Figure 3) .
Similar to the comparison of changes in estimates of sire variance, differences in residual variance estimates that were due to removal of H x S from the estimation model were calculated for models using similar assumptions for sire relationships (i.e.) models 1 vs. 3 and 2 vs. 5), and these differences were measured as a proportion of the interaction variance estimate from the true model (model 5) for the same data. The proportions presented in Table 5 were similar for each combination of data structure and relationship matrix across interaction levels. This pattern was similar to that for the differences in sire variance. The similarity of the proportions for combinations of data structure and relationship matrix suggests that the increase in residual variance for each combination was proportional to the interaction level present in the data. Similar to the comparison made for changes in sire variances, the changes in residual variance as a fraction of the interaction variance were compared across data structures by calculating ratios of mean proportions for the data structures. The ratios ranged from 1.3 to 1.4, 2.6 to 2.7, and 1.9 to 2.0, respectively, for 100 to 25, 100 to 10, and 25 to 10% filled herd-sire subclasses. The narrow range of ratios suggests that the proportionate increase in residual variance when adjusted for the interaction level in the data was a consistent function of the data structure. Heritability estimates using sire models ranged from slightly underestimated to dramatically overestimated ( Table 3) . Heritability estimates decreased if relationships were ignored compared with those with relationships (i.e., model 1 vs. model 2), and this bias increased with higher levels of sire relatedness ( Table 3) . Heritability increased as the interaction level increased and as the data were more unbalanced (Table 3 ) regardless of whether relationships were included or ignored. Heritability estimates were more biased than sire variance because the biases in estimates of sire and residual variance components tended to be in opposite directions so that as estimates of sue variance increased, the estimate of total variance often decreased. As a result, the heritability often increased drastically when interaction was removed from the model.
Relationrhip Matrices from Calving Ease Data
Relationship matrix 4, that of young sires, had average nonzero off-diagonals of .10 and 15% nonzero off-diagonal elements. Relationship matrix 5 , that for 20 sires without restrictions, had average nonzero off-diagonal elements of .16 and 13% nonzero off-diagonals elements. The most common nonzero offdiagonal element in relationship matrices 4 and 5 was .0625. Table 6 contains average sire, interaction, and residual variance, and heritability estimates for the relationship structures 4 and 5. In general, the estimates of variance components for relationship matrices 4 and 5 were very similar to those from the structured relationship matrix 1, corresponding to 10 pairs of half-sib sire pairs (see Table 3 for comparison). The ratios of average estimates of sire and interaction variance ignoring sire relationships to estimates with sire relationships ranged from .97 to .99 for relationship matrices 4 and 5. The range of ratios was nearly identical to that for relationship matrix 1. Considering or ignoring relationships for estimation of variance components had little effect on estimates of any of the variance components. Sire variance was overestimated using sire models, and this bias increased as interaction levels increased and the data were more unbalanced (Table 6 ). Heritability tended to be overestimated using sire models, whereas estimates from interaction models were much less biased ( Table 6 ). As expected from results for the estimates of variance components only minor biases in heritability estimates were caused by ignoring sire relationships.
CONCLUSIONS
When relationships were ignored, sire and interaction variances tended to be underestimated, and the average bias was larger for populations with more closely related sires. Sire variance was overestimated for sire models, and the bias depended on the data structure and interaction level of the data. Residual variance was underestimated when variance components were estimated from sire models, resulting in heritability estimates sometimes being extremely biased.
Although interaction was underestimated when relationships were ignored, the degree of bias was relatively small for the relationship matrices considered to be representative of the AI population. This small bias suggests 1) that relationships may be ignored with little affect when sires are not closely related and 2) that interaction is not extremely high. However, even with relatively low levels of interaction, biases in sire variance and heritability estimates were substantial when interaction was removed from the model. These biases indicate that interaction should be included in the variance component model (with relationships ignored for H x S, if necessary) even if the data are only moderately unbalanced and H x S is expected to be present at relatively low levels.
