Summary. We consider the interior penalty methods based on the logarithmic and inverse barriers. Under the Mangasarian-Fromovitz constraint qualification and appropriate growth conditions on the objective function, we derive computable estimates for the distance from the subproblem solution to the solution of the original problem. Some of those estimates are shown to be sharp.
Introduction and Preliminaries
We consider the optimization problem minimize f (x) subject to x ∈ D = {x ∈ R n | G(x) ≤ 0},
where the set D 0 = {x ∈ R n | G(x) < 0} is assumed to be nonempty. Under the stated assumption, one of the classical schemes [3] for solving problem (1) is the interior penalty (or barrier) method. It consists in replacing (1) by a sequence of (in some sense, unconstrained) subproblems of the form
where σ > 0 is the penalty (barrier) parameter, and 
and the inverse barrier b(t) = 1/t.
For basic convergence results of this type of methods, we refer the reader to [3, 10, 11] . Here, we only mention that to ensure convergence, the barrier parameter σ must be driven to zero. For each σ > 0, let x σ be a solution of (2) . Letx be a solution of (1) , and suppose that x σ →x as σ → 0+. We note that our analysis can easily treat the case when there is a given sequence {σ k } ⊂ R + such that σ k → 0+, and the corresponding sequence {x k } = {x σ k } is convergent tox. The modifications to cover this case are straightforward. We assume that the objective function f : R n → R and the constraint mapping G : R n → R m are differentiable, and the derivatives of f and G are continuous atx. For some results, the problem data will further be assumed twice differentiable.
In this paper, we are interested in estimates of the distance from x σ tox via some computable quantity, that is, in error bounds of the form
where r : R n × R + → R + is some (easily) computable function such that, at least, r(x σ , σ) → 0 as σ → 0+ and x σ →x. Moreover, it is desirable that the bound (5) should be sharp, i.e., not improvable under the given assumptions. In some cases, it is possible to eliminate the dependence on x σ in the righthand side of (5), and then (5) can be considered as a convergence rate estimate. But in any case, computable error bounds are very useful. In particular, they provide reliable stopping tests for the related algorithms.
Denote the set of Lagrange multipliers associated withx by
is the Lagrangian of problem (1) . Recall that the linear independence constraint qualification (LICQ) for problem (1) atx consists of saying that G i (x), i ∈ A, are linearly independent, where A = A(x) = {i = 1, . . . , m | G i (x) = 0} is the set of constraints active atx. Under LICQ, M is necessarily a singleton. The weaker Mangasarian-Fromovitz constraint qualification (MFCQ) for problem (1) atx consists of saying that there existsξ ∈ R n such that G A (x)ξ < 0. If this condition holds, then M is necessarily a nonempty polyhedral and compact set. We say that strict complementarity holds atx if there exists someμ ∈ M such thatμ A > 0. Our goal is to obtain computable error bounds under assumptions that do not use strict complementarity and do not invoke any CQ-type conditions stronger than MFCQ (so that, in particular, M need not be a singleton).
We note that under appropriate assumptions, it can be possible to estimate the distance from an arbitrary x ∈ R n tox, independently of any specific algorithmic framework, i.e., regardless of how x was produced or chosen (sometimes these estimates are of a primal-dual nature; see below). We refer the reader to [12] for a survey of algorithm-independent error bounds and their applications. On the other hand, algorithm-based error bounds can sometimes be established under weaker or different assumptions than their algorithm-independent counterparts (e.g., [7] , available at http://www.preprint.impa.br/Shadows/SERIE_A/2004/303.html).
As an algorithm-independent error bound relevant in our context, we mention the following result, based on [6, Lemma 2] and [4, Theorem 2] . Suppose that with someμ ∈ M, the following second-order sufficient optimality condition holds:
is the critical cone of problem (1) atx. Then for (x, µ) ∈ R n × R m close enough to (x,μ), it holds that
with the minimum taken componentwise. Note that the quantity r(x, µ) is the natural residual of the Karush-Kuhn-Tucker system
which characterizes stationary points of problem (1) and the associated multipliers. This result does not rely on any CQ. Note, however, that if we are in some algorithmic framework, then for this result to be applicable, the given primal-dual sequence generated by the method has to converge to the specific (x,μ) which satisfies the above condition. In our results, no assumptions about convergence of the dual part of the sequence are necessary, as long as the needed growth conditions (related to sufficient optimality conditions, see below) are satisfied. We refer the reader to [8] for other algorithm-independent error bounds under assumptions which subsume some CQ-type conditions, as well as for a detailed discussion and comparisons of error bounds and regularity conditions for KKT systems. The results presented in this paper are strongly inspired by [14] and [5] , where the log-barrier method has been analyzed. The analysis in these works is based on the following assumptions: MFCQ, the strict complementarity condition, and the second-order sufficient optimality condition in the following strong form:
In [14] , the case of violation of strict complementarity (but with the other two assumptions satisfied) is discussed as well. The assertions to be stated below are weaker than those in [14] and [5] , but our assumptions are different. We also assume MFCQ, but never strict complementarity. When we assume second-order sufficiency (actually, we assume a certain quadratic growth condition, but in the given setting it is equivalent to second-order sufficiency), it is in a form significantly weaker than (7), see the discussion below. On the other hand, for some results we assume convexity of the objective function and/or of the constraints. Our analysis relies on the so-called growth conditions, which we discuss next. We say that the linear growth condition is satisfied atx if there exist γ > 0 and a neighborhood U ofx such that
As is well known (see, e.g., [2, Lemma 3.24]), the linear growth is guaranteed by the first-order sufficient condition (FOSC)
Moreover, the two conditions are equivalent provided MFCQ holds atx. We say that the quadratic growth condition is satisfied atx if there exist γ > 0 and a neighborhood U ofx such that
Obviously, quadratic growth is a weaker property than linear growth. If M = ∅, then the following second-order sufficient condition (SOSC) becomes relevant:
According to [2, Theorem 3 .70], the latter condition is sufficient for the quadratic growth, and equivalent to it if MFCQ holds atx.
We emphasize that if M is not a singleton, the second order sufficient optimality condition (11) is significantly weaker than (7) .
The approach we use in this paper is quite similar to the one employed in sensitivity theory for deriving Lipschitz and Hölder stability of optimal solutions (see [2] ). However, the context of barrier methods possesses a special feature which can (and should) be taken into account: the perturbed solutions remain feasible for the original problem.
We start with considering the case of log-barrier in Section 2. For this barrier, it is possible to obtain convergence rate estimates where the righthand side in (5) does not depend on x σ . This is not the case for the inverse barrier, considered in Section 3, where the right-hand side in (5) involves x σ . Nevertheless, it still gives a computable estimate.
Error Estimates for the Log-Barrier Method
Throughout this section, ϕ σ is defined with the logarithmic barrier (3).
For each σ > 0, denote
By direct computation,
and by the first-order necessary optimality conditions for problem (2) at x σ ,
We start with the case when (1) is a convex minimization problem. The following result is well-known (as we were informed by a referee, it probably first appeared in [1] ). We include its short proof, for the sake of completeness. Proposition 1. Let f and G i , i = 1, . . . , m, be convex. For σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (3). Then it holds that
Proof. Associated to (1) is its Wolfe dual problem (e.g., see [9] )
By weak duality [9, Theorem 8.
Observe that, by (12) and (14), (x σ , µ σ ) ∈ ∆. By (13), we obtain that
The assertion now follows from (16).
Note that in the above, solvability of problem (1) is not needed. But in our setting, estimate (15) gives
By (17), using the feasibility of x σ in the original problem (1) and relation (8) (in the case of linear growth) or (10) (in the case of quadratic growth), we can immediately obtain convergence rate estimates, stated in Theorem 1 below. We note that estimate (19) of this theorem was obtained in [10, 11] (2) with the barrier function defined in (3), and let x σ →x as σ → 0+. Then the following assertions are valid:
(i) If the linear growth condition is satisfied atx, then
(ii)If the quadratic growth condition is satisfied atx, then
The estimates obtained in Theorem 1 can be regarded as pure convergence rate estimates. Moreover, these estimates are sharp, even under LICQ, as demonstrated by the following simple examples. Example 1. Let n = m = 1, f (x) = x, G(x) = −x (linear functions). Clearly, x = 0 is the unique solution of problem (1), and moreover, LICQ and FOSC (9) (hence, the linear growth condition) are satisfied atx. It can be directly verified that for each σ > 0, the unique solution of subproblem (2) with the barrier function defined in (3) is given by x σ = σ and the estimate (18) is sharp. Moreover, f (x σ ) = x σ = σ, and the estimate (17) is sharp as well.
. Note that the constraint in this example is the same as in Example 1. Evidently,x = 0 is the unique solution of problem (1), and moreover, LICQ and SOSC (11) (hence, the quadratic growth condition, but not the linear growth condition!) are satisfied atx. Note that the strict complementarity condition does not hold in this example. It can be directly verified that for each σ > 0, the unique solution of subproblem (2) with the barrier function defined in (3) is given by x σ = σ 1/2 and the estimate (19) is sharp. Moreover, f (x σ ) = x 2 σ /2 = σ/2, and the estimate (17) is sharp as well.
In Proposition 1 and Theorem 1 we do not assume that MFCQ holds at x, but MFCQ is implicitly subsumed in these results. As is well known, in the case of convex constraints, the condition D 0 = ∅ (called the Slater CQ [9] ) is equivalent to MFCQ.
In order to proceed with the estimates for the nonconvex case, we need to assume explicitly that MFCQ holds atx. In this case, it can be seen that the values µ σ are bounded for all σ > 0 small enough. Indeed, suppose that there exists a sequence {σ k } → 0+ such that µ σ k → ∞. For each k, set µ k = µ σ k / µ σ k . Then the sequence {μ k } has an accumulation pointμ ∈ R n \{0}. According to (12) , for each i ∈ {1, . . . , m}\A, it evidently holds that (µ
, where we have also taken into account that µ σ k → ∞, by the assumption. Hence,μ i = 0 for all i ∈ {1, . . . , m} \ A. From (14) , it follows that 1
and by passing onto the limit along an appropriate subsequence, we obtain
which contradicts (the dual form of) MFCQ. Another useful observation is that each accumulation point of µ σ (as σ → 0+) belongs to M; this follows from (12), (14) .
We first consider the simpler case when the linear growth condition holds. Proof. Using (13) and (14) , and the above-mentioned fact that µ σ is bounded as σ → 0+, we obtain
Estimate (18) follows from (8) The case when the weaker quadratic growth condition is assumed instead of the linear growth condition, is more complex. We consider this case next.
Theorem 3. Assume that the quadratic growth condition and MFCQ hold atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (3), and let x σ →x as σ → 0+. Then it holds that
In particular,
Proof. For each σ ≥ 0, consider the set
From MFCQ and Robinson's stability theorem [13] , it follows that there exists
Note that necessarilyx σ ∈ D 0 for each σ > 0. Using optimality of x σ in problem (2), and (25), we obtain
which implies estimate (21). Estimate (22) now follows from (10) and (21). The last two estimates in the assertion of the theorem are direct consequences of the first two, taking into account that for i ∈ A and all σ > 0 sufficiently small, it holds that µ σ = −σ/G i (x σ ) ≥ σ, and hence, | ln(µ σ ) i | ≤ | ln σ|.
Let us discuss the estimates obtained in Theorem 3. Clearly, estimates (21) and (22) are shaper than estimates (23) and (24), respectively. But the latter can be regarded as pure convergence rate estimates and are easier to use. Also, note that the right-hand side of (24) is o(σ ν ) for any ν ∈ (0, 1/2). Nevertheless, estimate (24) is somewhat weaker than (19), of course.
Estimate (22) cannot be regarded as a computable error bound of the form (5), because it contains the set A which depends on unknownx. On the other hand, (22) implies (5) with
which is computable. Of course, such bound is in general weaker than (22), because (µ σ ) i → 0 as σ → 0+ for each i ∈ {1, . . . , m} \ A; the latter follows from the above-mentioned fact that each accumulation point of µ σ as σ → 0+ belongs to M. On the other hand, error bound (5) with r(·, ·) defined in (26) may be sharper than (24) (e.g., when A = {1, . . . , m}).
In the rest of this section, we are concerned with the possibilities to improve the estimates in Theorem 3 under some additional assumptions. Recall that this can be done for convex optimization problems: in this case, "ideal" estimates (17) and (19) hold, according to Proposition 1 and the assertion (ii) of Theorem 1.
Assume that f and G are twice differentiable, and their second derivatives are continuous atx. Then, by direct computation, we obtain that for each σ > 0, it holds that
where the second-order necessary optimality conditions for problem (2) at x σ are taken into account. We start with an auxiliary estimate, which involvesx.
Proposition 2. Assume that MFCQ holds atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (3), and let x σ →x as σ → 0+. Then it holds that
Proof. Using (13), (14), and (27), and the above-mentioned fact that µ σ is bounded as σ → 0+, we obtain
Thus, the crucial question is the behavior of
If all these quantities are bounded as σ → 0+, then (28) implies "ideal" estimate (17), and hence (19) under the quadratic growth condition. Clearly, this question is concerned with geometry of the feasible set and of the trajectory σ → x σ . In particular, it can be shown that if there exist i ∈ A and a sequence {σ k } → 0+ such that
It turns out that the ideal estimates hold when the constraints are convex.
Theorem 4.
Assume that the quadratic growth condition and MFCQ hold atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (3), and let x σ →x as σ → 0+. Let, in addition, G i , i ∈ A, be convex. Then the estimates (17) and (19) are valid.
Proof. According to the first-order convexity criterion for differentiable functions, for each σ > 0 it holds that
Thus for i ∈ A, quantities G i (x σ ), x σ −x /G i (x σ ) are bounded (above by one), and the needed estimates follow from Proposition 2.
Theorem 4 extends assertion (ii) of Theorem 1 to the case where the objective function need not be convex.
Error Estimates for the Inverse-Barrier Method
Throughout this section, ϕ σ is defined with the inverse barrier (4). The development is similar to that of Section 2, except that we obtain (computable) estimates in terms of σ and x σ , rather than convergence rates depending on σ only.
and by the first-order necessary optimality conditions for problem (2) at x σ , we also have condition (14) (but with µ σ defined in (29)).
If (1) is a convex minimization problem, we have the following.
Proposition 3. Let f and G i , i = 1, . . . , m, be convex. For σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (4). Then it holds that
Proof. The assertion follows from observing that (x σ , µ σ ) is a feasible point for the Wolfe dual of (1), and using the weak duality relation.
In our setting, it therefore holds that
Recall that in the convex case, MFCQ is equivalent to our standing assumption that D 0 = ∅. By the same argument as in Section 2 (but using (29) instead of (12)), it can be shown that the values µ σ are bounded for all σ > 0 small enough, and that each accumulation point of µ σ (as σ → 0+) belongs to M. Then (30) implies that
which shows that the estimate (31) is meaningful.
From Proposition 3, we immediately obtain the following result.
Theorem 5. Let f and G i , i = 1, . . . , m, be convex. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (4), and let x σ →x as σ → 0+. Then the following assertions are valid:
(ii) If the quadratic growth condition is satisfied atx, then
Examples 1 and 2 can be used in order to demonstrate that the estimates obtained in Theorem 5 are sharp; we omit the details.
We proceed with the estimates for the nonconvex case, explicitly assuming that MFCQ holds atx.
Theorem 6. Assume that the linear growth condition and MFCQ hold atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (4), and let x σ →x as σ → 0+. Then estimates (31) and (32) are valid.
Proof. The proof is similar to that of Theorem 2, but using (30) instead of (13) .
We note that a counterpart of Theorem 3 does not hold for the inverse barrier.
Assume now that f and G are twice differentiable, and their second derivatives are continuous atx. By direct computation, we obtain that for each σ > 0, it holds that
where the second-order necessary optimality conditions for problem (2) at x σ are taken into account. Following the lines of the proofs of Proposition 2 and Theorem 4, we obtain the next two results. Proposition 4. Assume that MFCQ holds atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (4), and let x σ →x as σ → 0+. Then it holds that
Theorem 7. Assume that the quadratic growth condition and MFCQ hold atx. For each σ > 0, let x σ be a solution of problem (2) with the barrier function defined in (4), and let x σ →x as σ → 0+. Let, in addition, G i , i ∈ A, be convex. Then the estimates (31) and (33) are valid.
Concluding Remarks
We presented computable error bound estimates and convergence rate results for some interior penalty methods. Our assumptions are essentially the Mangasarian-Fromovitz constraint qualification and the linear or quadratic growth condition (in this setting, the latter are equivalent to the first-order or second-order sufficient optimality conditions, respectively). Some of the estimates are shown to be sharp. But at this time, it is an open question whether the estimates for the log-barrier method given under the Mangasarian-Fromovitz constraint qualification and the quadratic growth condition (Theorem 3) are sharp.
