The gain spectrum in a gated multichannel intensifier output depends on the gain and spatial averaging. The spectrum affects the minimum signal that can be detected as well as the signal to noise in the detected images. We will present data on the gain-spectrum for the GXD detector, a gated x-ray detector to be used at the National Ignition Facility. The data was recorded on a cooled CCD detector, with an x-ray gating time of approximately 75 ps, selected from a range of 0.2 and 1 ns electrical pulse width determined by pulse forming modules were also used. The detector was characterized at the TRIDENT laser facility, using a 2.4 ns long x-ray at 4.75 keV. The x-rays were generated by the interaction of the focused Trident laser beam with a Titanium target.
INTRODUCTION
Gated multichannel intensifier plates, MCPs, are used extensively to image transient phenomena with short, sun nanosecond, gating times 1 . They are typically used in laser fusion to image x-ray emission from laser irradiated targets, or from the implosion of small capsules 2 . MCPs may, or may not, use photo cathodes to convert the absorbed x-rays to electrons that are subsequently amplified in the MCP with a gain of a few thousand gain. The output electrons are usually coupled to a phosphor that converts the electron energy into optical energy, and that energy is then detected by either film, or electronic cameras, such as CCD or MOS detectors. Each step, in the chain of events, modifies the distribution of signal with the parameters of the system 3 . Since the weakest link in the system is the small, <<1, photocathode quantum efficiency, QE, in converting the x-rays to electrons, it is expected that the output signal will obey a Poisson statistics 4 , provided the input x-ray photon flux does not limit the statistics. In the following, we will examine that assumption, and provide an experimental measure of the statistics of gain in one particular gated x-ray detector, GXD, that uses MCPs and will be used on the National Ignition Facility. We will briefly describe the detector, the set up used to make the measurement, the technique we used to analyze the data, and a discussion of the results, with specific emphasis on the explanation of the results.
APPARATUS
The detector comprises of four modules: a detector head, detector operating electronics, control electronics, and a CCD camera acquisition system 5 . We will concentrate on the detector head module, and briefly describe the CCD detection module. The detector head consists of a thin MCP with 4 conductive strips deposited on its photocathode side. A negative going high voltage pulse is coupled to each of the strips to accelerate the electrons to the rear of the MCP which is biased relative to a phosphor screen. A continuously variable, DC voltage, is also applied to the strip, and is called the bias voltage. The gain of the MCP is varied by varying this bias voltage, with the electronic gain being controlled by the
sum of the pulse voltage amplitude and the bias voltage. Since the pulse voltage is large, ~ -1000 volts, the MCP is at very high gain when the bias voltage is small. The gain is reduced when the bias voltage is increased. A typical DC gain of the current MCP is about 1 for a voltage of 300 volts across the MCP, and most often the gain varies by a factor of 4X for a 100 volt change in the bias voltage 5 . The electrons leaving the MCP are accelerated by a 3000 volts, few microseconds long pulse, and strike a phosphor that converts the electron energy to light energy with a 20% energy conversion efficiency, further amplifying the number of detected events per detected x-ray. The visible photons from the P-43 fluor are transported to a visible CCD camera with a fiber optics fiber plate. The current CCD camera has a 16-bit digitizer, and pixel dimensions of 9x9 micrometer. The CCD camera saturates at a count of 42,000.
MEASUREMENT SETUP
The camera was tested at the Trident laser facility located at the Los Alamos National Laboratory. The detector was placed 37.5 cm from a laser irradiated Titanium disk target. That interaction generated Ti-He-alpha like radiation at 4.75 keV. The laser beam at 532 nm had an incident energy of 130 J, a spot diameter of 200 μm, and a pulse length of 2 ns. The GXD detector was filtered by 1 mm (40 mils) of Be and 50 μm (2 mils) of Titanium to select the Titanium line at 4.75 keV. The electric gate pulse was set at 400 ns FWHM gating time. It was set up with a delay to observe the central region of the x-ray pulse, and the bias voltages were varied on the different strips to get various gains. A typical image of the CCD camera is shown in Figure 1 , where a mask was placed in front of the detector to define regions of interest and to measure the line modulation transfer function of the instrument. The image shows the four horizontal strips and the mask that was placed in front of the MCP. The gating voltage traveled from the right hand side of the strip to the left hand side. The figure shows a drop in the gain of the MCP, by a factor of 2X, as the voltage traveled across the MCP strips, indicating a loss of about 30 volts as the gate pulse propagated a distance of 36 mm across the strip. The propagation time across the entire 36 mm strip corresponded to 250 ps. This setup served us well for our purposes since it allowed us to study the behaviour of the MCP at different gains during one shot. 
ANALYSIS
The data was collected for different shots, and in each shot the CCD camera recorded two frames, a background frame just before the laser shot, and another during the x-ray pulse. For our analysis we examined the statistics of the net signal defined as the difference between those two frames, we did not need to align the CCD frames to each other as the camera did not move between these frames, nor did its temperature change. A significant area [150 x150 pixels] within each region was averaged, analyzed, and a histogram of the signal amplitude was examined. The histograms were binned with 10 counts per bin, resulting in 4000 bins.
The behaviours we observed, and will discuss, repeat for different gains on the MCP. A set of histograms, with changing gains and fixed integration time, is shown in Figure 2 for low gains, and in Figure 3 for the whole set of gains. The set was obtained from multiple voltage biases and gain regions from the gated x-ray detector. 
HIGH COUNT RATE REGIME
Typical image of a high count and their histograms are shown in Figures 4,5 respectively. We note the presence of the dark spots between the pores of the MCP, and that did not vanish with the background subtraction indicating some leakage from the MCP channels or the fiber optics face plate into neighbouring channels, thus reducing the MTF of the system, and increasing the with of the gain distribution. When we examine the histogram of the image shown in Figure  3 , we notices that we can fit the data quite well with a Gaussian distribution, with a width that is well correlated with the standard deviation of the fit. There is an excess of low energy counts that we can identify with the dark spots and scratches in the image. It seems like the image subtraction of the background does not get rid of that contribution! Figure 4 . An expanded image of a sub-region with high gain. The average count was 32,720 with a standard deviation from the mean of 2232. The region shows the hexagonal pattern in the MCP channels as well as the dead area between the MCP channels. Few defects are also present. 
INTERMEDIATE COUNT RATES
When the gain is many times the background, we observe the effect of the dark spots more clearly. The average background count was about 238 count, with a standard deviation of 18 counts across the MCP. Thus the background should not have contributed much to the width at the intermediate or high-count rates. In Figure 6 we show a histogram of one of the regions with an average count rate of 3000. Figure 6 . Showing a histogram of a medium count region, where the effect of the dark spots on the histogram could be seen well.
LOW COUNT RATES
When the gain is many times the background, we clearly observe the effect of the dark spots. The average background count is was about 238 count with a standard deviation of 18 counts across the MCP, and thus should not contribute much to the width at the intermediate or high count rate. At low gain we observed a similar behaviour as shown in the image in Figure 7 and the associated linear histogram in Figure 8 . This linear scale fools us a little. However the logarithmic plot for the histogram [ Figure 9 ] shows excess of high-energy counts due to the few bright spots in the image. The contribution for the inter MCP dark spots is low, and does not affect the histogram average count rate. 
DISCUSSION
Typically, a common assumption that is made is that MCP behaves as a Poisson distribution P( ;k)= k e -l /k!. Where is the mean value of the counts and k is the bin position, and P is the probability that a given count is obtained. Note that is also the variance of the distribution, ie the standard deviation is = sqrt( ). At large count rate, the distribution becomes Gaussian with a full width at half maximum=2.354 sqrt( ). This assumption can be tested by plotting the standard deviation versus the mean signal in the CCD. If a linear behaviour is observed, then the assumption is validated. Alternatively plotting the log log of the SN=I/s vs I=sqrt(i) and finding if the square root behaviour is correct. However as pointed out by Dunham et al, 4 we need to multiply t he CCD counts by a scaling factor that converts the counts to actual electrons on the MCP. A plot was made for the test in Figure 10 , where we used all 24 regions in the MCP. In order to get a fit to a square root behaviour, satisfying a Poisson distribution, showed as the continuous line in the figure, we had to multiply the count [and deviation], by a scale factor of 0.11. Recall, the quantum efficiency of a gold photocathode MCP for the Titanium K-alpha lines is about 0.06 electron per x-ray photon, and open to closed MCP area ration is about 0.5. However even with that scaling, the fourth strip behaviour does not fit that model, neither does that of thesecond strip. We have checked that a similar behaviour occurs during many other shots when the voltages were changed. We can speculate as to causes this departure form Poisson distribution; either the coupling between the MCP and the CCD camera was not uniform across the faceplate, or there is a non-uniform coating distribution at the MCP front en, or the phosphor may not have had a uniform thickness. One must recon that each input x-ray will, as Lucas Van Vliet notes 7 "yield a burst of photons at the output of the MCP, as a consequence, the Poisson process at the input of intensifier yields a filtered Poisson process at the output, which has increased variance compared to ordinary Poisson-distributed noise". In reality we find that the standard deviation is more linear with the signal, implying a filtered spectrum, as Luca Van Vliet discusses. The details deserves further investigation, as to whether other gated detectors behave differently, an dif the difference is due to CCD versus film recording, or whether the staticstics depends on gated versus non-gated operation.. 
SUMMARY
We have shown that the output of a real gated x-ray detection system does not necessarily follow Poisson statistics. Such a model should be used carefully when modeling such a system to predict images from calculations from the source distribution. We have found that a Gaussian model represents the measured accurately, and we have measured the width of the distribution for use in detailed modeling of x-ray images on the NIF laser.
