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Abstract
Different types of shocks, or the treatment of one of the players in a specific
network, may influence not only the future performance of themselves but also affect
their network connections. It is crucial to explore the behaviour of the whole network
in response to such an event. This paper focuses on the cases of endogenously
formed shock. The logic used in the peer effect literature is adopted to develop the
dynamic model and accounts for the endogeneity of the shock. The model allows
us to predict the endogenous part of the shock and use the remaining unexpected
component to estimate the effect of the shock on the changes in the performance
of network connections. The identification conditions for effect are derived, and the
consistent estimation procedure is proposed.
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1 Introduction
Different events happening to a network member influence not only their future be-
haviour and performance but also potentially affect the future outcomes of their peers.
Network links, therefore, serve as a channel to transfer the shock from one person to
the others. Such shocking events may be both completely unexpected or determined by
the behaviour of the members of the network. The latter is of interest in this paper.
Endogenous nature of such shocking events means that some of the characteristics that
determine the performance of the network members will also influence the probability
of the shock. Thus, it is impossible to identify the direct effect of the endogenous shock,
if it is treated in the analysis in a similar way to the exogenous shock.
There are some examples in development literature, discussing the effect of the shock-
ing event on the network performance, but the shock in such cases is exogenous individual
treatment. For instance, Comola and Prina (2014) study randomized access to savings
accounts in Nepal, taking into account the changes in the network structure and propose
the dynamic peer effects model accounting for the network changes due to the interven-
tion. This approach is only valid for exogenous shocks or interventions. In contrast, I
propose the model, that allows for the shock to be endogenous. I am relying on the idea
that the effect of the shock is carried by the random process that assigns the shock to
otherwise similar network members, and that a shock can to a certain degree be pre-
dicted using the standard peer effect approach. Other things equal, following the peer
effect logic, two similar network members will have the same probability of experiencing
the shock, so that the difference between presence and absence of it for two such mem-
bers will be determined by a random component. I propose the analysis in two steps. In
the first step, the shock is disentangled into two components: the predicted probability
of the shock and the unexpected component of the shock. The latter determines the
changes in connections’ future behaviour induced by the shock, as discussed earlier. The
unexpected component is then included in the second step as one of the determinants of
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the future outcome of the peers.
To the best of my knowledge, this project is the first to introduce the dynamic peer ef-
fect in a social network model allowing for the presence of endogenous shocks1. Moreover,
I provide the identification results for this model and propose an estimation procedure.
The identification and estimation of the first step are straightforward adjustments of the
approach by Bramoulle´ et al. (2009) after Lee (2003). It requires the existence of in-
transitive triads in the network corresponding to the assumption of no correlated effects,
i.e., friends of friends are not connected to the student. Hence, the friends of friends
do not affect the peer directly, but via the common friend only. The assumption of no
correlated effects can be relaxed, using the stricter identifying assumption, as will be
discussed in the paper.
The identification of the second step is novel and demonstrates the necessity of the
longitudinal network variation. The identification relies, first, on the ability to calculate
the random component of the shock, i.e., on the assumption that the first step model is
valid, and second, on the existence of some exogeneity in network variation. Changes in
the network allow for separate identification of the influence of the old and new network
on the outcome, creating variation in the network characteristics necessary for identify-
ing the effect of the shock component. It is worth mentioning that some of the network
changes may happen as a result of the shocking event. However, changes in the network
must not be driven solely by the shock. Some link changes should be caused by a nat-
ural adjustment in the social environment. Should this assumption not hold, the new
network structure becomes dependent on the shock, not allowing to identify the effect of
it. However, in most of the networks, it is safe to assume that the links are also changing
due to reasons other than shocking events.
The identification results also suggest the estimation approach, namely the use of the
characteristics of second (or third in case of presence of correlated effects) level of the
1See, for example, a review of the recent econometric literature on networks in Paula (2015)
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network as instrumental variables. I provide the proof for consistency of such procedure.
Same instrumental variables are often used in peer effects literature. See, for example,
Bramoulle´ et al. (2009), De Giorgi et al. (2010), Nicoletti and Rabe (2019).
The paper is organized as follows. Section 2 introduces models and identification
strategies. Section 3 describes the estimation approach. Section 4 provides the proof of
the results. Section 5 concludes.
2 Model
2.1 Na¨ıve approach
I propose a two-step model that allows estimating the effect of an unexpected event
happening to network connections. Although I do not conduct the pure peer effect
estimation, I use the classical peer effect framework as a starting point.
A na¨ıve way to write down the dynamic peer effect model without modelling the
link formation is just using the corresponding peer effect model for each period. The
outcome variable depends on one’s own exogenous characteristics, as well as on the
average outcome of the peer group and average exogenous characteristics of peers.
y1i = α1 + β1
∑
j =i
G1ijy
1
j + γ1X
1
i + δ1
∑
j =i
G1ijX
1
j + ξi + 
1
i , E[1i |X1] = 0, (1)
y2i = α2 + β2
∑
j =i
G2ijy
2
j + γ2X
2
i + δ2
∑
j =i
G2ijX
2
j + ξi + 
2
i , E[2i |X2] = 0, (2)
where y1i and y
2
i are outcome variables of a network member i in the first and the second
periods correspondingly.
Xi is a vector of individual exogenous characteristics affecting the outcome variable.
G1ij and G
2
ij are two adjacency matrices for the first and the second periods correspond-
ingly, weighted by the number of links, and their entries have the value of 1/ni if the
link from i to j exists. Note that these matrices are not necessarily symmetrical, since
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no assumption is made for the network to be directed or undirected.
ξi - individual unobserved fixed characteristics, which may influence performance and
link formation. It consists of the common for individual’s connections unobservable com-
ponent and individual’s own unobserved fixed characteristics.
The unobserved individual characteristics reflect homophily of the individuals, which
may influence both link formation and network outcomes. In the case of group interac-
tions group fixed effects are often introduced to capture correlated effects, whereas in
the case of interactions in the relatively big network, such as students’ network, network
fixed effects make little sense. Local differences, proposed by Bramoulle´ et al. (2009),
may be used to address the issue of correlated effects. The dynamic structure of the data
allows addressing this issue differently. The model can be written in terms of differences,
eliminating possible unobserved fixed effect component in the error term.
∆yi = ∆α+β2
∑
j =i
G2ijy
2
j−β1
∑
j =i
G1ijy
1
j+γ2X
2
i −γ1X1i +δ2
∑
j =i
G2ijX
2
j −δ1
∑
j =i
G1ijX
1
j +∆i
Assumption A. The outcome variable of a single period can be estimated using the
one-period model.
This additional assumption allows avoiding the autoregressive component in the second-
period model. The outcome of the previous period, therefore, has no effect on the current
period. It is a valid assumption, once the model, estimating the current outcome, in-
cludes observed characteristics as well as endogenous and exogenous peer effects, and
controls for the unobserved fixed characteristics. These elements are sufficient to predict
outcomes in a lot of settings, for example, in educational framework.
The proposed model system 1 and 2, and consequently, the model in differences, can
be further modified in order to catch the desired effect of a shock. Following the na¨ıve
approach, similar to the model by Comola and Prina (2014), one can write the model
as follows.
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The equation for the first period should remain unchanged:
y1i = α1 + β1
∑
j =i
G1ijy
1
j + γ1X
1
i + δ1
∑
j =i
G1ijX
1
j + ξi + 
1
i ,
Whereas, the second-period model shall take into account the shock of the connection’s
shocking event. The straightforward way to do so is just to include the binary variable
in the vector of controls. Let Di be a dummy variable for having any links with a shock
in the first period.
y2i = α2 + β2
∑
j =i
G2ijy
2
j + δ˜Di + γ2X
2
i + δ2
∑
j =i
G2ijX
2
j + ξi + 
2
i
2
The system can then be re-written in differences, eliminating the possible individual
fixed effect:
∆yi = (α2 − α1) + β2
∑
j =i
G2ijy
2
j − β1
∑
j =i
G1ijy
1
j + γ˜Di +
+γ2X
2
i − γ1X1i + δ2
∑
j =i
G2ijX
2
j − δ1
∑
j =i
G1ijX
1
j + 
2
i − 1i
However, this type of the regression can only be estimated consistently if the shock is
exogenous, as in the case of randomized treatment. As discussed in the introduction, I,
on the contrary, want to look at the situations where the shock can be to some extent
explained by the observed component of the model, and therefore, is endogenous. I pro-
pose to use the peer effect model of the first period to capture the predictable component
of the probability of the shock and use only the remained unpredicted part to estimate
the effect of the shock on the future performance.
Comola and Prina (2014) also model the changes of the network as a response to
the exogenous treatment. At the moment, I am not modelling the link formation. The
2In general the coefficients in the model with the shock are different from the baseline one-period models
(1) and (2), but I left the same notations for simplicity
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variation of the network links is assumed and is a crucial identifying assumption. Impor-
tantly, I assume, that a significant part of the changes in the structure of the networks is
caused by the individual characteristics and preferences and not solely by the shocking
event.
Assumption B. Changes of the network as a response to unexpected shock can happen,
however, there are exogenous changes in the network.
This assumption can potentially neglect part of the effect of the shock, translated
indirectly via the changes in the network structure. The results in the following setting,
therefore, rely only on the direct effect of the shock.
2.2 Proposed model with no correlated effects
2.2.1 The model
Taking into account all above-mentioned argument I estimate the following model at
the first step:
P (retakei) = α+ β
∑
j =i
G1ijy
1
j + γX
1
i + δ
∑
j =i
G1ijX
1
j + ξi + νi, E[νi|X1] = 0 (3)
In this specification, the error term consists of two parts: unobserved correlated effect,
and conditionally independent noise. Dynamic peer effect model will eliminate the cor-
related effect component in the second step of the model, leading to the conditional
independence of the error term. However, on the first step in general E[ξi + νi|X1] = 0.
I will discuss two cases: assuming no correlated effects and with correlated effect. The
latter will be considered in the later subsections. For the former, 3 is transformed as
follows :
P (retakei) = α+ β
∑
j =i
G1ijy
1
j + γX
1
i + δ
∑
j =i
G1ijX
1
j + νi, E[νi|X1] = 0 (3a)
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I then take the residuals of the equation 3a, which is the part of the probability of the
connections’ shock not predicted by the model. I then construct the aggregate shock
of the connections for i as the combination of the residuals for the network of i. The
baseline specification uses the average of the residuals: URi =
∑
j =iG
1
ij νˆj . However,
other approaches to define URi could also be considered. The identification results and
estimation procedure are not affected by the definition URi.
Then I am using it as an unexpected shock to plug-in in the following equation:
∆yi = (α2 − α1) + β2
∑
j =i
G2ijy
2
j − β1
∑
j =i
G1ijy
1
j + δ˜URi + γ2X
2
i − γ1X1i +
+ δ2
∑
j =i
G2ijX
2
j − δ1
∑
j =i
G1ijX
1
j +∆i (4)
Since the model in differences eliminates possible individual fixed effect component in
error term, I am able to make a stricter assumption on the error term: E[∆i] = 0. This
condition will be used to prove the identification later.
δ˜ is the desired effect. It captures the influence of the unpredicted component of the
connections’ shocks on the changes in one’s own performance.
Model in differences, additional to the elimination of individual fixed effect, may give
a better interpretation in some settings. It estimates the changes of own performance
in response to the shock additional to the changes of performance in comparison to the
network, obtained by the single-period model.
Note that the model allows for a general setting with coefficients for the endogenous
peer effect and exogenous characteristics being different in two periods: β2 and β1 and
δ2 and δ1. Moreover, this also allows to take into account the changes in the network,
looking at the influence of two different peer groups in two periods.
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2.2.2 Identifying assumptions
The identification results for the first step of the model adopt Bramoulle´ et al. (2009)
approach, whereas the result, obtained for the second stage, is, to the best of my knowl-
edge, a novel result for the literature.
Lemma 1 Let γ21 + δ
2
1 = 0 and β1 = 03. If matrices I, G1, (G1)2 are linearly indepen-
dent, coefficients in 3a are identified.
The proof of Lemma 1 is given in Section 4. This is exactly the condition obtained by
(Bramoulle´ et al., 2009), and can be proven similarly. The identification of the coeffi-
cients on the first step, hence, allow using the obtained residuals for the further analysis.
The identification is ensured by the existence of intransitive triads in the network, i.e.
the existence of a set of three individuals i, j, k such that i is influenced by j, j is influ-
enced by k, but i is not influenced by k. This is a valid assumption for most networks.
The characteristics of the friends’ friends can, therefore, be used as instrumental vari-
ables for the friends’ outcomes. Due to the existence of intransitive triads, these instru-
mental variables will not directly influence one’s own outcome.
Lemma 2 In the case of no correlated effects, if the assumptions of Lemma 1 hold,
if γ22 + δ
2
2 = 0 and β2 = 04, if matrices I, G2, (G2)2 are linearly independent, and if
G1 = G2, and the changes in the network are mostly exogenous, coefficients in 4 are
identified.
Identification of Step 2 relies heavily on the variation in the network structure. However,
it is important that some changes in the network are exogenous. This assumption is quite
reasonable, for example, for the friendship networks in educational or labour setting.
Students are likely to learn more about their classmates with time.
3These are the coefficients from the baseline peer effect model 1.
4The coefficients from the baseline peer effect model 2
9
Once there are new links formed in the next period, the variation between new and
old connections help to capture the effect of the changes in the outcome. The identifying
assumptions also put the restriction on the network matrix of the second period, as in
the first period: the network should include intransitive triads. The proof of Lemma 2
can also be found in section 4.
2.3 Model with correlated effects
2.3.1 The model
As was already mentioned, the correlated effect appears due to the similar individual
characteristics within a group. The correlated effect is unlikely to be present in big
networks, however, once the network may suggest existence of smaller groups or subnet-
works in it, the correlated effects are more likely to be present.
To deal with it and eliminate unobserved variables, I propose taking the local differ-
ences, i.e. averaging the equation 3 over the connections of i and subtracting this average
from 3 and assuming that ξi are the same for the members of one smaller network, and
hence, it will vanish after taking the local differences:
P (retakei)−
∑
j =i
G1ijP (retakej) = β
∑
j =i
G1ij [y
1
j −
∑
k =j
G1jky
1
k] + γ[X
1
i −
∑
j =i
G1ijX
1
j ]+
+ δ
∑
j =i
G1ij [X
1
j −
∑
j =k
G1jkX
1
k ] + ηi, ηi = [νi −
∑
j =i
G1ijνj ], E[ηi|X1] = 0 (5)
Similarly to the case without correlated effects, I construct the shock for i, taking
the average of their networks residuals: URi =
∑
j =iG
1
ij ηˆj . The second stage is then
identical to the case with no correlated effects:
∆yi = (α2 − α1) + β2
∑
j =i
G2ijy
2
j − β1
∑
j =i
G1ijy
1
j + δ˜URi + γ2X
2
i − γ1X1i +
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+ δ2
∑
j =i
G2ijX
2
j − δ1
∑
j =i
G1ijX
1
j +∆i (6)
Model in differences, additional to the elimination of individual fixed effect, also gets
rid off the correlated effects, therefore, no local differences are needed for the second
stage equation.
2.3.2 Identifying assumptions
The identification results for the first step of the model again adopt Bramoulle´ et al.
(2009) approach, whereas the result, obtained for the second stage, is new.
Lemma 3 Let γ21 + δ
2
1 = 0 and β1 = 05. If matrices I, G1, (G1)2, (G1)3 are linearly
independent, coefficients in 5 are identified.
The proof is given in Section 4. This condition again follows the result of (Bramoulle´
et al., 2009) in the presence of correlated effects, and can be proven in the similar
manner. The identification of model with correlated effects is ensured by the existence
of distances between two students of length 3 and more, i.e. the existence of a set of
at least 4 individuals i, j, k,m such that i is influenced by j, j is influenced by k, k is
influenced by m, but i is not influenced by both m and k, and j is not influenced by m.
This is a bit more demanding assumption than in the case of no correlated effects, but
still valid for a lot of networks’ types.
This assumption also naturally suggests the identifying instruments for the estimation
strategy. In the case with correlated effects exogenous characteristics of the friends’
friends will be used to control for the correlated effects. Therefore, the next friends’
circle will be required as an instrument for the friends’ outcome.
Lemma 4 In the case of correlated effects, if the assumptions of Lemma 3 hold, if
γ22 + δ
2
2 = 0 and β2 = 06, if matrices I, G2, (G2)2, (G2)3 are linearly independent, and
5The coefficients from the baseline peer effect model 1
6The coefficients from the baseline peer effect model 2
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if G1 = G2, with changes not driven by the shock only, coefficients in 6 are identified.
Identification of Step 2 again heavily relies on the variation in the network structure.
Moreover, the restrictions are put on the friendship matrix of the second period, requiring
the distances between two students of length 3 and more. The proof of Lemma 4 is
presented in Section 4.
3 Estimation strategy
3.1 No correlated effects
I first discuss the model that does not take into account correlation effects: 3a and 4.
Step 1. I partially repeat Bramoulle´ et al. (2009) for the first step and use the adaptation
of Generalized 2SLS strategy proposed by Kelejian and Prucha (1998) and refined by
Lee (2003). As the identification result suggests, ((G1)2X, (G1)3X, . . . ) can be used as
valid instruments to obtain consistent estimators.
First, recall the peer effect model in reduced form, written in matrix notations, offered
in Bramoulle´ et al. (2009):
y1 = α1i+ β1G
1y1 + γ1X
1 + δ1G
1X1 + ν1, E[ν|X1] = 0,
which gives
E[G1y1|X1] = (I − β1G1)−1G1α1 + (I − β1G1)−1G1(γ1I + δ1G1)X1
Note that the fist step model can be written as follows:
PR = α+ βG1Y 1 + γX1 + δG1X1 + ν, E[ν|X1] = 0 (7)
I propose the following procedure that gives the consistent estimator of θ = (α, β, γ, δ):
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First, compute the 2SLS estimator for θ1 = (α1, β1, γ1, δ1) of the standard peer effects
model, using the following vector of instruments S = [i,X1,G1X1, (G1)2X1],
and with the vector of covariates X˜1 = [i,X1,G1X1,G1y1].
θˆ12SLS = (X˜
1TPSX˜
1)−1X˜1
T
PSy
1, where PS = S(S
TS)−1ST is a projection
matrix.
Second, define Zˆ = Z(θˆ12SLS) = [i,X
1,G1X1,E[G1y1(θˆ12SLS)|X1]],
where E[G1y1(θˆ12SLS)|X1] = G1(I−βˆ1,2SLSG1)−1αˆ1,2SLS+G1(I−βˆ1,2SLSG1)−1
(γˆ1,2SLSI + δˆ1,2SLSG
1)X1
Finally, use Zˆ as a vector of instruments to estimate 3a. Note that the vector of co-
variates coincides with the one used at the first step: X˜1. Then the following
consistent estimator is obtained: θˆLee = (Zˆ
T
X˜1)−1Zˆ
T
PR.
This procedure is a modification of a procedure proposed in Lee (2003), therefore, the
consistency result is closely related to his Theorem 1:
Lemma 5 Under regularity conditions defined in Section 4, the estimator θˆLee is con-
sistent and has the following limiting distribution,
√
n(θˆLee − θ) D−→ N (0,Ψ), (8)
with Ψ = σ2ν(limn→∞
1
nZ
TZ)−1 and
Z = [i,X1,G1X1,G1(I − β1G1)−1α1 + (I − β1G1)−1(γ1I + δ1G1)X1]
Discussion and detailed proof of the consistency of such estimator are given in Section
4.
Step 2. I am approaching the estimation of the second step also adopting the 2SLS
procedure discussed for the first step. First, the model 4 can be rewritten in the following
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way:
∆y = (α2 − α1)i+ β2G2y2 − β1G1y1 + δ˜UR+ γ2X2TV − γ1X1TV + δ2G2X2−
− δ1G1X1 +∆, with UR defined as discussed in Section 2.2 (9)
By X1TV , and X
2
TV I denote the subset of covariates, which are time-variant to avoid
singularity problem of estimation.
Then a vector of covariates is as follows: X¯ = [i,X2TV ,X
1
TV ,G
2X2,G1X1,UR,
G1y1,G2y2]. Following the logic of the first step I use (G2)2X2 as an instrument
for G2y2. However, E[(G1y1)T∆] = 0, hence the instrument for G1y1 is required.
I propose to use E[G1y1(θˆ12SLS)|X1] as an instrument, as obtained on the step 1. It
is obvious that such an instrument is a valid instrument since it is uncorrelated with
the second step error term and is clearly correlated with the outcome variable. Then
I define M = [i,X2TV ,X
1
TV ,G
2X2,G1X1,UR,E[G1y1(θˆ12SLS)|X1], (G2)2X2] as a
vector of instruments.
I modify 9, taking expectations given X2 and recalling E[∆] = 0:
(I − β2G2)E[y2|X2] = (α2 − α1)i+ (I − β1G1)y1 + δ˜UR+ γ2X2TV − γ1X1TV +
+δ2G
2X2 − δ1G1X1
E[y2|X2] = (I − β2G2)−1[(α2 − α1)i+ (I − β1G1)y1 + δ˜UR+ γ2X2TV − γ1X1TV +
+δ2G
2X2 − δ1G1X1]
Let E[G2y2(φ)|X2,X1] = G2(I − β2G2)−1[(α2 − α1)i+ (I − β1G1)E[y1(θ1)|X1] +
δ˜UR+γ2X
2
TV −γ1X1TV +δ2G2X2−δ1G1X1], where E[y1(θ1)|X1] = G2(I−β1G1)−1α1+
(I − β1G1)−1(γ1I + δ1G1)X1.
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Then I also define the following vector Z¯ = [i,X2TV ,X
1
TV ,G
2X2,G1X1,UR,
E[G1y1(θ1)|X1],E[G2y2(φ)|X2,X1]
I propose the following estimation procedure:
First, compute the 2SLS estimator for φ = (α1, α2, β1, β2, γ1, γ2, δ1, δ2) of the 9, using a
vector of instruments M and a vector of covariates X¯1, as defined above.
φˆ12SLS = (X¯
T
PMX¯)
−1X¯TPM (y2 − y1), where PM = M(MTM)−1MT is a
projection matrix.
Second, define ˆ¯Z = Z¯(φˆ2SLS) = [i,X
2
TV ,X
1
TV ,G
2X2,G1X1,UR,E[G1y1(θˆ12SLS)|X1]],
E[G2y2(φˆ2SLS)|X2,X1],
where E[G1y1(θˆ12SLS)|X1] = (I−βˆ1,2SLSG1)−1αˆ1,2SLS+(I−βˆ1,2SLSG1)−1(γˆ1,2SLSI+
δˆ1,2SLSG
1)X1, with θˆ12SLS obtained as the estimation of the first stage on the first
step.
and E[G2y2(φˆ2SLS)|X2,X1] = G2(I − βˆ2,2SLSG2)−1[(αˆ2,2SLS − αˆ1,2SLS)i+ (I −
βˆ1,2SLSG
1)E[y1(θˆ12SLS)|X1]+ˆ˜δ2SLSUR+γˆ2,2SLSX2TV −γˆ1,2SLSX1TV +δˆ2,2SLSG2X2−
δˆ1,2SLSG
1X1]
Finally, I use ˆ¯Z as a new vector of instrument to estimate 9. Then the following consis-
tent estimator is obtained: φˆLee = (
ˆ¯Z
T
X¯)−1 ˆ¯Z
T
(y2 − y1).
The consistency of this estimator is less straightforward, but it holds under the regularity
conditions. The proof of the following Lemma is provided in Section 4.
Lemma 6 Under regularity conditions defined in Section 4, the estimator φˆLee is con-
sistent and has the following limiting distribution,
√
n(φˆLee − φ) D−→ N (0,Φ),
with Φ = (σ21 + σ
2
2)(limn→∞
1
nZ¯
T
Z¯)−1
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3.2 Correlated effects
If the correlated effects are assumed to be present in the model the fist step model
can be written as follows in matrix notation:
(I −G1)PR = β(I −G1)G1Y 1 + γ(I −G1)X1 + δ(I −G1)G1X1 + η,
η = (I −G1)ν, E[η|X1] = 0
I then use the peer effect model in local differences proposed in Bramoulle´ et al. (2009):
(I −G1)y1 = β1(I −G1)G1y1 + γ1(I −G1)X1 + δ1(I −G1)G1X1 + (I −G1)ν1,
E[ν1|X1] = 0,
which gives
E[(I −G1)G1y1|X1] = (I − β1G1)−1(I −G1)G1(γ1I + δ1G1)X1
The proposed estimation procedure, in this case, is close to the first step with no corre-
lated effects. I redo all the steps with the following vectors of instruments and covari-
ates: instruments S = [(I −G1)X1, (I −G1)G1X1, (I −G1)(G1)2X1] and covariates
X˜1 = [(I −G1)X1, (I −G1)G1X1, (I −G1)G1y1].
Then I find the 2SLS estimator on the first step and use it to get the new vector of in-
struments: Zˆ = Z(θˆ12SLS) = [(I−G1)X1, (I−G1)G1X1,E[(I−G1)G1y1(θˆ12SLS)|X1]],
where E[(I −G1)G1y1(θˆ12SLS)|X1] = G1(I − βˆ1,2SLSG1)−1(I −G1)(γˆ1,2SLSI+
+δˆ1,2SLSG
1)X1.
The consistent estimator can then be obtained as follows: θˆLee = (Zˆ
T
X˜1)−1Zˆ
T
PR.
Note that the proof of consistency follows directly by combining the result of Lee (2003)
and the proof of Lemma 5, which can be found in Section 4.
Step 2 also requires some adjustments in this case. Due to the presence of corre-
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lated effects, E[G1y1(θˆ12SLS)|X1] is no longer observable since it includes the unob-
served fixed effects correlated with covariates and cannot be used as an instrument.
Hence, I need to modify both vectors of covariates and instruments in the following
way: X¯ = [(I−G1)X2TV , (I−G1)X1TV , (I−G1)G2X2, (I−G1)G1X1, (I−G1)UR,
(I−G1)G1y1, (I−G1)G2y2] is a new vector of covariates. I then use (I−G1)(G2)2X2
as an instrument for (I −G1)G2y2. I propose to use E[(I −G1)G1y1(θˆ12SLS)|X] as
an instrument for (I −G1)G1y1. This instrument is clearly a valid instrument since it
is uncorrelated with the second step error term and is clearly correlated with the out-
come variable. Then I defineM = [(I −G1)X2TV , (I −G1)X1TV , (I −G1)G2X2, (I −
G1)G1X1, (I−G1)UR,E[(I −G1)G1y1(θˆ12SLS)|X], (I −G1)(G2)2X2] as a vector
of instruments.
Applying the same changes to all relevant vectors, I then fully repeat the estimation
procedure of the case of no correlated effects, and obtain the consistent estimator. Con-
sistency of the estimator is achieved by the argument similar to the one in Lemma 6,
proof of which and more detailed discussion on estimation procedure can be found in
Section 4.
4 Proofs
Regularity conditions (adaptation of Lee (2003)):
Assumption 1. The matrices (I − β1G1) and (I − β2G2) are nonsingular
Assumption 2. The row and column sums of the matrices G1, G2, (I − β1G1)−1 and
(I − β2G2)−1 are uniformly bounded in absolute value.
Assumption 3. The elements of the matrices X1 and X2 are uniformly bounded in
absolute value
Assumption 4. The error terms {νi : 1 ≤ i ≤ n} are identically distributed. Further-
17
more, they are distributed (jointly) independently with E[νiX1i ] = 0 and E[ν
2
i ] =
σν < ∞. Additionally, they are assumed to possess finite fourth moments. The
error terms {∆i : 1 ≤ i ≤ n} are identically distributed. Furthermore, they are
distributed (jointly) independently with E[∆i] = 0 and E[∆2i ] = σ1 + σ2 < ∞.
Additionally, they are assumed to possess finite fourth moments
Assumption 5. The limit J = limn→∞ 1nZ
TZ exists and is nonsingular.
Assumption 6. The limit J¯ = limn→∞ 1nZ¯
T
Z¯ exists and is nonsingular.
Assumption 7. Step 1. The initial estimator β12SLS of β1 is n
a-consistent for some
a > 0. The initial estimators α12SLS , γ
1
2SLS and δ
1
2SLS are consistent estimators of
α1, γ1 and δ1, respectively. Step 2. The initial estimators β1,2SLS and β2,2SLS of
β1 and β2 are n
b-consistent for some b > 0. The initial estimators α1,2SLS , α2,2SLS ,
γ1,2SLS , γ2,2SLS , δ1,2SLS and δ2,2SLS are consistent estimators of α1, α2, γ1, γ2, δ1
and δ2, respectively.
Proof of Lemma 1.
The structural form equation:
P (retakei) = α
1 + β1
∑
j =i
G1ijy
1
j + γ
1X1i + δ
1
∑
j =i
G1ijX
1
j + νi, E[νi|X] = 0
can be rewritten in the reduced form in the following manner:
PR = α1i+ β1G1y1 + γ1X1 + δ1G1X1 + ν, E[ν|X1] = 0
PR = α1i+ β1G1y1 + (γ1I + δ1G1)X1 + ν, E[ν|X1] = 0
Taking conditional expectations:
E[PR|X1] = α1i+ β1G1E[y1|X1] + (γ1I + δ1G1)X1
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Note that y can be expressed in terms of peer effect model as the one used for the
probability of shocks:
y1i = α0 + β0
∑
j =i
G1ijy
1
j + γ0X
1
i + δ0
∑
j =i
G1ijX
1
j + ξi, E[ξi|X] = 0
with reduced form:
y1 = α0i+ β0G
1y1 + (γ0I + δ0G
1)X1 + ξ, E[ξ|X] = 0
Then following steps of Bramoulle´ et al. (2009):
y1 = α0(I−β0G1)−1+(I−β0G1)−1(γ0I+ δ0G1)X1+(I−β0G1)−1ξ, E[ξ|X] = 0
Using (I − β0G1)−1 =
∑∞
k=0 β
k
0(G
1)
k
:
y1 = α0(I − β0G1)−1 + γ0X1 + (γ0β0 + δ0)
∞∑
k=0
βk0 (G
1)
k+1
X1 +
∞∑
k=0
βk0 (G
1)
k
ξ
And the expected mean friends’ groups’ performance conditional on X1 can be written
as:
E[G1y1|X1] = α0(I − β0G1)−1 + γ0G1X1 + (γ0β0 + δ0)
∞∑
k=0
βk0 (G
1)
k+2
X1
As was proven in Bramoulle´ et al. (2009), if γ0β0+δ0 = 0 and I,G1 and (G1)2 are linearly
independent, the social effects are identified. So this expression can be plugged-in into
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the reduced form of the equation for the probability of retake.
E[PR|X1] = α1i+ β1(α0(I − β0G1)−1 + γ0G1X1 + (γ0β0 + δ0)
∞∑
k=0
βk0(G
1)
k+2
X1) +
+(γ1I + δ1G1)X1 = (α1I + β1α0(I − β0G1)−1)) +
+β1(γ0β0 + δ0)
∞∑
k=0
βk0 (G
1)
k+2
X1 + (γ1I + (β1γ0 + δ
1)G1)X1
or
E[PR|X1] = α1I+β1(α0(I−β0G1)−1+β1(I−β0G1)−1(γ0I+δ0G1)G1X1+(γ1I+δ1G1)X1
Now consider two sets of structural parameters (α1, β1, γ1, δ1) and (α˜1, β˜1, γ˜1, δ˜1) lead-
ing to the same reduced form. It means that:
α1I + β1α0(I − β0G1)−1 = α˜1I + β˜1α0(I − β0G1)−1
α1I − α1β0G1 + β1α0I = α˜1I − α˜1β0G1 + β˜1α0I
(α1 − α˜1)I + (β1α0 − β˜1α0)I − (α1β0 − α˜1β0)G1 = 0
(α1 − α˜1 + (β1 − β˜1)α0)I = (α1 − α˜1)β0G1
and:
β1(I−β0G1)−1(γ0I+δ0G1)G1+(γ1I+δ1G1) = β˜1(I−β0G1)−1(γ0I+δ0G1)G1+(γ˜1I+δ˜1G1)
β1(γ0I+δ0G
1)G1+(I−β0G1)(γ1I+δ1G1) = β˜1(γ0I+δ0G1)G1+(I−β0G1)(γ˜1I+δ˜1G1)
β1γ0G
1 + β1δ0(G
1)2 + (γ1I − (β0γ1 − δ1)G1)− β0δ1(G1)2) = β˜1γ0G1 + β˜1δ0(G12) +
+(γ˜1I − (β0γ˜1 − δ˜1)G1)− β0δ˜1(G1)2)
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γ1I+(β1γ0+β
1δ0−β0γ1+δ1)G1−β0δ1(G1)2 = γ˜1I+(β˜1γ0+β˜1δ0−β0γ˜1+δ˜1)G1−β0δ˜1(G1)2
(γ1− γ˜1)I+((β1− β˜1)γ0+(β1− β˜1)δ0−β0(γ1− γ˜1)+δ1− δ˜1)G1+β0(δ˜1−δ1)(G1)2 = 0
Now let I,G1 and (G1)2 be linearly independent. Then the above equality holds only if
all three coefficients are 0:
γ1 − γ˜1 = 0
(β1 − β˜1)γ0 + (β1 − β˜1)δ0 − β0(γ1 − γ˜1) + δ1 − δ˜1 = 0
β0(δ˜
1 − δ1) = 0
If β0 = 0 and γ20 + δ20 = 0, two sets of coefficients (α1, β1, γ1, δ1) and (α˜1, β˜1, γ˜1, δ˜1) are
equivalent. Note that the restrictions on the coefficients of the peer effect model suggest
that the model has an endogenous peer effect and the performance depends on own
set of observed characteristics, or on peers observed characteristics, or on both. These
requirements are natural for the peer effect model and therefore, the identification result
is achieved. 
Proof of Lemma 2. (Identification, Step 2, no correlated effects)
Recall the second step equation:
∆yi = (α2 − α1) + β2
∑
j =i
G2ijy
2
j − β1
∑
j =i
G1ijy
1
j + δ˜URi + γ2X
2
i − γ1X1i +
+δ2
∑
j =i
G2ijX
2
j − δ1
∑
j =i
G1ijX
1
j +∆i
It can be rewritten in the reduced form as following:
∆y = (α2 − α1)i+ β2G2y2 − β1G1y1 + δ˜UR+ γ2X2TV − γ1X1TV + δ2G2X2−
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−δ1G1X1 +∆, with UR defined as discussed in Section 2 and E[∆] = 0
This can be further modified in the following manner:
E[∆y|X2] = (α2 − α1)i+ β2G2E[y2|X2]− β1G1E[y1|X2] + δ˜E[UR|X2]+
+γ2X
2
TV − γ1X1TV + δ2G2X2 − δ1G1X1
with
E[y1|X2] = (I − β0,1G1)−1α0,1 + (I − β0,1G1)−1(γ0,1I + δ0,1G1)E[X1|X2] =
= (I − β0,1G1)−1α0,1 + (I − β0,1G1)−1(γ0,1I + δ0,1G1)X1,
since X1 is already known by the time X2 is revealed, therefore, the latter cannot add
any new information.
Also:
E[y2|X2] = (I − β0,2G2)−1α0,2 + (I − β0,2G2)−1(γ0,2I + δ0,2G2)X2
Note that UR is also defined at the first period, hence, the new information in X2 will
not anything new for the expected value of the UR, hence E[UR|X2] = UR.
Also notice than in principle coefficients in the model in differences α1, β1, γ1, δ1,
α2, β2, γ2, δ2 can be different from the corresponding coefficients in the single period peer
effect models α0,1, β0,1, γ0,1, δ0,1, α0,2, β0,2, γ0,2, δ0,2. This can be due to the unaccounted
in single period model fixed effects that can be eliminated in the model in differences
and due to the presence of the shock in the model, which can take some of the effect,
that would be otherwise attributed towards endogenous or exogenous effect.
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Then, letting α = α2 − α1
E[∆y|X2] = αi+β2G2(I−β0,2G2)−1(α0,2+(γ0,2I+δ0,2G2)X2)−β1G1(I−β0,1G1)−1(α0,1+
(γ0,1I + δ0,1G
1)X1) + δ˜UR+ γ2X
2
TV − γ1X1TV + δ2G2X2 − δ1G1X1
First, if G1 = G1, then δ2 and δ1 are identified only partially, for time-variant
variables of X1 and X2 respectively. This assumption can be relaxed, if we let the
coefficients of the single period coincide with the coefficients of the coefficients of the
model in differences. Then, however, the following assumption need to be made δ˜ = 0,
meaning that the shock has no effect on the outcome, which is generally not true. Hence,
G1 = G1 is one of the identifying assumptions for the second step model.
Next, I follow similar steps to the proof of Lemma 1. Consider two sets of the param-
eters leading to the same reduced form, (α1, β1, γ1, δ1, α2, β2, γ2, δ2, δ˜) and (α˜1, β˜1, γ˜1, δ˜1,
α˜2, β˜2, γ˜2, δ˜2,
˜˜
δ). I do not include the single-period parameters, since their identification
is achieved separately, if I,G1, (G1)2 are linearly independent and if I,G2, (G2)2 are
also linearly independent. Then:
αI + β2G
2(I − β0,2G2)−1α0,2 − β1G1(I − β0,1G1)−1α0,1 =
= α˜I + β˜2G
2(I − β0,2G2)−1α0,2 − β˜1G1(I − β0,1G1)−1α0,1
β2G
2(I − β0,2G2)−1(γ0,2I + δ0,2G2) + (γ2I + δ2G2) =
= β˜2G
2(I − β0,2G2)−1(γ0,2I + δ0,2G2) + (γ˜2I + δ˜2G2)
β1G
1(I − β0,1G1)−1(γ0,1I + δ0,1G1) + (γ1I + δ1G1) =
= β˜1G
1(I − β0,1G1)−1(γ0,1I + δ0,1G1) + (γ˜1I + δ˜1G1)
δ˜ =
˜˜
δ
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Note, that I added time invariant own exogenous variables to the vectors X1TV and
X2TV . Since they are not in the model, zeros are assumed on the additional elements of
γ1 and γ2.
The third equation can be further simplified as following:
γ1I + (δ1 − γ1β0,1 − β1γ0,1)G1 + (β1δ0,1 − δ1β0,1)G1)2 =
= γ˜1I + (δ˜1 − γ˜1β0,1 − β˜1γ0,1)G1 + (β˜1δ0,1 − δ˜1β0,1)G1)2
Then, if I,G1, (G1)2 are linearly independent, the coefficients in front of these three
matrices are 0:
γ1 − γ˜1 = 0
δ1 − γ1β0,1 − β1γ0,1 = δ˜1 − γ˜1β0,1 − β˜1γ0,1, or
(δ1 − δ˜1)− (γ1 − γ˜1)β0,1 + (β1 − β˜1)γ0,1 = 0
β1δ0,1 − δ1β0,1 = β˜1δ0,1 − δ˜1β0,1, or
(β1 − β˜1)δ0,1 − (δ1 − δ˜1)β0,1 = 0
Now, if β0,1 = 0 and γ20,1 + δ20,1 = 0, the two sets of the coefficients, (γ1, δ1, β1) and
(γ˜1, δ˜1, β˜1), coincide.
Similar argument is valid for the coefficient in front of X2, hence (γ2, δ2, β2) and
(γ˜2, δ˜2, β˜2), also coincide, when I,G
2, (G2)2 are linearly independent and β0,2 = 0 and
γ20,2 + δ
2
0,2 = 0.
The other two equalities lead then automatically to α = α˜ and δ˜ =
˜˜
δ without any
additional assumptions. Hence, the identification is achieved under the conditions of
linear independence of I,G1, (G1)2 and I,G2, (G2)2 and G1 = G2 and mentioned
assumptions on the coefficients. 
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Proof of Lemma 3.
The structural form equation:
P (retakei)−
∑
j =i
G1ijP (retakej) = β
∑
j =i
G1ij [y
1
j −
∑
k =j
G1jky
1
k] + γ[X
1
i −
∑
j =i
G1ijX
1
j ] +
+δ
∑
j =i
G1ij [X
1
j −
∑
k =j
G1jkX
1
k ] + [ηi −
∑
j =i
G1ijηj ], E[ηi|X1] = 0
can be rewritten in the reduced form in the following manner:
(I−G1)PR = β(I−G1)G1y1+γ(I−G1)X1+δ(I−G1)G1X1+(I−G1)η, E[η|X1] = 0
(I−G1)PR = β(I−G1)G1y1+(γI+ δG1)(I−G1)X1+(I−G1)η, E[η|X1] = 0
Taking conditional expectations:
E[(I −G1)PR|X1] = β(I −G1)G1E[y1|X1] + (γI + δG1)(I −G1)X1
Note that y can be expressed in terms of peer effect model as the one used for the
probability of shocks:
y1i −
∑
j =i
G1ijy
1
j = β0
∑
j =i
G1ij [y
1
j −
∑
k =j
G1jky
1
k] + γ0[X
1
i −
∑
j =i
G1ijX
1
j ] + δ0
∑
j =i
G1ij [X
1
j −
−
∑
k =j
G1jkX
1
k ] + [ξi −
∑
j =i
G1ijξj ], E[ξi|X1] = 0
with reduced form:
(I −G1)y1 = β0(I −G1)G1y1+ (γ0I + δ0G1)(I −G1)X1+ (I −G1)ξ, E[ξ|X1] = 0
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Then following steps of Bramoulle´ et al. (2009):
(I−G1)y1 = (I−β0G1)−1(γ0I+δ0G1)(I−G1)X1+(I−β0G1)−1(I−G1)ξ, E[ξ|X] = 0
And:
E[(I −G1)G1y1|X1] = (I − β0G1)−1(γ0I + δ0G1)(I −G1)G1X1
As was proven in Bramoulle´ et al. (2009), if γ0β0 + δ0 = 0 and I,G1, (G1)2 and (G1)3
are linearly independent, the social effects are identified. So this expression can be
plugged-in into the reduced form of the equation for the probability of retake.
E[(I−G1)PR|X1] = β((I−β0G1)−1(γ0I+δ0G1)(I−G1)G1)X1+(γI+δG1)(I−G1)X1
Now consider two sets of structural parameters (β, γ, δ) and (β˜, γ˜, δ˜) leading to the
same reduced form. It means that:
β(I − β0G1)−1(γ0I + δ0G1)(I −G1)G1 + (γI + δG1)(I −G1) =
= β˜(I − β0G1)−1(γ0I + δ0G1)(I −G1)G1 + (γ˜I + δ˜G1)(I −G1)
β(γ0I + δ0G
1)(I −G1)G1 + (I − β0G1)(γI + δG1)(I −G1) =
= β˜(γ0I + δ0G
1)(I −G1)G1 + (I − β0G1)(γ˜I + δ˜G1)(I −G1)
βγ0G
1 + (βδ0 − βγ0)(G1)2 − βδ0(G1)3 + (γI − (β0γ − δ + γ)G1)−
−(β0δ − γβ0 + δ)(G1)2 + β0δ(G1)3) =
= β˜γ0G
1 + (β˜δ0 − β˜γ0)(G1)2 − β˜δ0(G1)3 + (γ˜I − (β0γ˜ − δ˜ + γ˜)G1)−
−(β0δ˜ − γ˜β0 + δ˜)(G1)2 + β0δ˜(G1)3)
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γI + (βγ0 − β0γ + δ − γ)G1 + (βδ0 − βγ0 − β0δ + β0γ − δ)(G1)2 + (β0δ − βδ0)(G1)3 =
= γ˜I + (β˜γ0 − β0γ˜ + δ˜ − γ˜)G1 + (β˜δ0 − β˜γ0 − β0δ˜ + β0γ˜ − δ˜)(G1)2 + (β0δ˜ − β˜δ0)(G1)3
(γ1 − γ˜1)I + ((β − β˜)γ0 − (γ − γ˜)β0 + (δ − δ˜)− (γ − γ˜))G1 + ((β − β˜)δ0 − (β − β˜)γ0−
−(δ − δ˜)β0 + (γ − γ˜)β0 − (δ − δ˜))(G1)2 + ((δ − δ˜)β0 − (β − β˜)δ0)(G1)3 = 0
Now let I,G1, (G1)2 and (G1)3 be linearly independent. Then the above equality holds
only if all three coefficients are 0:
γ − γ˜ = 0
(β − β˜)γ0 − (γ − γ˜)β0 + (δ − δ˜)− (γ − γ˜) = 0
(β − β˜)δ0 − (β − β˜)γ0 − (δ − δ˜)β0 + (γ − γ˜)β0 − (δ − δ˜) = 0
(δ − δ˜)β0 − (β − β˜)δ0 = 0
If β0 = 0 and γ20 + δ20 = 0, two sets of coefficients (β, γ, δ) and (β˜, γ˜, δ˜) are equivalent.
Note that the restrictions on the coefficients of the peer effect model suggest that the
model has an endogenous peer effect and the performance depends on own set of observed
characteristics, or on peers observed characteristics, or on both. These requirements are
natural for the peer effect model and therefore, the identification result is achieved. 
Proof of Lemma 4. (Identification, Step 2, correlated effects)
The proof for Lemma 4 follows directly by applying similar arguments to the proofs
of Lemma 2 and Lemma 3. Then, the identification is achieved under the conditions of
linear independence of I,G1, (G1)2, (G1)3 and I,G2, (G2)2, (G2)3 and G1 = G2 and
the following assumptions on the coefficients: β0,1 = 0, γ20,1 + δ20,1 = 0, β0,2 = 0 and
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γ20,2 + δ
2
0,2 = 0. 
Proof of Lemma 5. Consistency of θˆLee of Step 1
√
n(θˆLee−θ) = ( 1
n
Zˆ
T
X˜1)−1
1√
n
Zˆ
T
PR−√nθ = (1
n
Zˆ
T
X˜1)−1(
1√
n
Zˆ
T
PR− 1√
n
Zˆ
T
X˜1θ)
Then we can rewrite the last term:
1√
n
Zˆ
T
PR− 1√
n
Zˆ
T
X˜1θ =
1√
n
Zˆ
T
(PR−X˜1θ) = 1√
n
Zˆ
T
(αi+βG1y1+(γI+δG1)X1+ν−
−(αi+ (γI + δG1)X1 + βG1y1)) = 1√
n
Zˆ
T
ν
Hence,
√
n(θˆLee − θ) = ( 1
n
Zˆ
T
X˜1)−1
1√
n
Zˆ
T
ν
Then the following two statements can be shown under the assumed regularity conditions
and by direct application of Lemmas A.7, A.8 and A.9 in Lee (2003):
plim
1
n
Zˆ
T
X˜1 = plim
1
n
ZTZ = J
1√
n
Zˆ
T
ν
D−→ N (0, σ2νJ)
which will yield the desired result. 
Proof of Lemma 6. Consistency of φˆLee of Step 2
√
n(φˆLee−φ) = ( 1
n
ˆ¯Z
T
X¯)−1
1√
n
ˆ¯Z
T
(y2 − y1)−√nφ = (1
n
ˆ¯Z
T
X¯)−1(
1√
n
ˆ¯Z
T
(y2 − y1)− 1√
n
ˆ¯Z
T
X¯φ)
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Then we can rewrite the last term:
1√
n
ˆ¯Z
T
(y2 − y1)− 1√
n
ˆ¯Z
T
X¯φ =
1√
n
ˆ¯Z
T
(y2 − y1−X¯φ) = 1√
n
ˆ¯Z
T
((α2−α1)i+β2G2y2−
−β1G1y1+δ˜UR+γ2X2TV −γ1X1TV +δ2G2X2−δ1G1X1+∆−((α2−α1)i+β2G2y2−β1G1y1+
+δ˜UR+ γ2X
2
TV − γ1X1TV + δ2G2X2 − δ1G1X1) =
1√
n
ˆ¯Z
T
∆
Hence,
√
n(φˆLee − φ) = ( 1
n
ˆ¯Z
T
X¯)−1
1√
n
ˆ¯Z
T
∆
The following two statements have to hold to get the desired result:
plim
1
n
ˆ¯Z
T
X¯ = plim
1
n
Z¯
T
Z¯ = J¯
1√
n
ˆ¯Z
T
∆
D−→ N (0, (σ21 + σ22)J¯)
First, let’s consider 1n
ˆ¯Z
T
X¯. It is equivalent to 1n [i,X
2
TV ,X
1
TV ,G
2X2,G1X1,UR,
E[G1y1(θˆ12SLS)|X1], E[G2y2(φˆ2SLS)|X2,X1]]T [i,X2TV ,X1TV ,G2X2,G1X1,UR,G1y1,
G2y2]
First six rows do not consist any element of estimated vector of coefficients, and there-
fore, will not matter for the consistency argument.
Notice also that G1y1 = G1(I − β1G1)−1α1 +G1(I − β1G1)−1(γ1I + δ1G1)X1 +
G1(I−β1G1)−11 andG2y2 = G2(I−β2G2)−1[(α2−α1)i+(I−β1G1)((I−β1G1)−1α1+
(I − β1G1)−1(γ1I + δ1G1)X1) + δ˜UR + γ2X2TV − γ1X1TV + δ2G2X2 − δ1G1X1] +
G2(I − β2G2)−1∆ can be both split into two part: with and without error term.
Define E[G1y1] ≡ G1y1 − G1(I − β1G1)−11 and E[G2y2] ≡ G2y2 − G2(I −
β2G
2)−1∆
Consider now row six: 1n(E[G
1y1(θˆ12SLS)|X1])T [i,X2TV ,X1TV ,G2X2,G1X1,UR,
E[G1y1], E[G2y2]] + 1n(E[G
1y1(θˆ12SLS)|X1])T [0, 0, 0, 0, 0, 0, G1(I−β1G1)−11, G2(I−
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β2G
2)−1∆].
By the assumed uniform boundedness of X1, X2 in absolute values as well as by the
uniform boundness of the row and column sums of the matrices G1, G2, (I − β1G1)−1
and (I − β2G2)−1, by E[∆] = 0 and by Lemmas A.6, A.7 and A.8 in Lee (2003), it can
be shown that this row will have a limit in probability, which equals to corresponding
row of J¯ .
Similar argument holds for the row seven: 1n(E[G
2y2(φˆ2SLS)|X1,X2])T [i,X2TV ,X1TV ,
G2X2,G1X1,UR, E[G1y1], E[G2y2]] + 1n(E[G
2y2(φˆ2SLS)|X1,X2])T [0, 0, 0, 0, 0, 0,G1(I−
β1G1)−11, G2(I − β2G2)−1∆]. Therefore, the first statement is correct.
For the second statement consider 1√
n
ˆ¯Z
T
∆ = [i,X2TV ,X
1
TV ,G
2X2,G1X1,UR,
E[G1y1(θˆ12SLS)|X1], E[G2y2(φˆ2SLS)|X2,X1]]T∆.
None of the elements in ˆ¯Z consist ∆, therefore, since E[∆] = 0, the expectation of
the whole term gives 0, which concludes the consistency part of the proof.
Moreover, the variance can be written as (σ1 + σ2)E[ 1n
ˆ¯Z
T ˆ¯Z]. By the same Lemmas
as before, it can be shown that plimE[ 1n
ˆ¯Z
T ˆ¯Z] = plim 1nZ¯
T
Z¯ = J¯ , which concludes the
proof of normality..
Discussion of 2.4.2, step 2.
I am approaching the estimation of the second step also adopting the 2SLS procedure
discussed for the first step. First, the model (5) can be rewritten in the following way:
∆y = (α2 − α1)i+ β2G2y2 − β1G1y1 + δ˜UR+ γ2X2TV − γ1X1TV + δ2G2X2−
−δ1G1X1 +∆
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Then:
(I−G1)∆y = β2(I−G1)G2y2−β1(I−G1)G1y1+ δ˜(I−G1)UR+γ2(I−G1)X2TV −
− γ1(I −G1)X1TV + δ2(I −G1)G2X2 − δ1(I −G1)G1X1 + (I −G1)∆ (10)
Recall: X¯ = [(I − G1)X2TV , (I − G1)X1TV , (I − G1)G2X2, (I − G1)G1X1, (I −
G1)UR, (I −G1)G1y1, (I −G1)G2y2].
And M = [(I − G1)X2TV , (I − G1)X1TV , (I − G1)G2X2, (I − G1)G1X1, (I −
G1)UR,E[(I −G1)G1y1(θˆ12SLS)|X1], (I −G1)(G2)2X2].
I modify 10, taking expectations given X2 and recalling E[∆] = 0:
(I − β2G2)E[(I −G1)y2|X2] = (I − β1G1)(I −G1)y1 + δ˜(I −G1)UR+
+γ2(I −G1)X2TV − γ1(I −G1)X1TV + δ2(I −G1)G2X2 − δ1(I −G1)G1X1
E[(I −G1)y2|X2] = (I − β2G2)−1[(I − β1G1)(I −G1)y1 + δ˜(I −G1)UR+
+γ2(I −G1)X2TV − γ1(I −G1)X1TV + δ2(I −G1)G2X2 − δ1(I −G1)G1X1]
Let E[(I−G1)G2y2(φ)|X2,X1] = G2(I−β2G2)−1[(I−β1G1)E[(I−G1)y1(θ1)|X1]+
δ˜(I−G1)UR+γ2(I−G1)X2TV −γ1(I−G1)X1TV +δ2(I−G1)G2X2−δ1(I−G1)G1X1],
where E[(I −G1)y1(θ1)|X1] = (I − β1G1)−1(I −G1)(γ1I + δ1G1)X1.
Then I also define the following vector Z¯ = [(I − G1)X2TV , (I − G1)X1TV , (I −
G1)G2X2, (I −G1)G1X1, (I −G1)UR,
E[(I −G1)G1y1(θ1)|X1],E[(I −G1)G2y2(φ)|X2,X1]
I propose the following estimation procedure:
First, compute the 2SLS estimator for φ = (α1, α2, β1, β2, γ1, γ2, δ1, δ2) of the (7), using
vector of instruments M and vector of covariates X¯1, as defined above.
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φˆ12SLS = (X¯
T
PMX¯)
−1X¯TPM (y2 − y1), where PM = M(MTM)−1MT is a
projection matrix.
Second, define ˆ¯Z = Z¯(φˆ2SLS) = [(I −G1)X2TV , (I −G1)X1TV , (I −G1)G2X2, (I −
G1)G1X1, (I−G1)UR,E[(I−G1)G1y1(θˆ12SLS)|X1]], E[(I−G1)G2y2(φˆ2SLS)|X2,X1],
where E[(I − G1)G1y1(θˆ12SLS)|X1] = (I − βˆ1,2SLSG1)−1(I − G1)(γˆ1,2SLSI +
δˆ1,2SLSG
1)X1, with θˆ12SLS obtained as the estimation of the first stage on the
first step.
and E[(I−G1)G2y2(φˆ2SLS)|X2,X1] = G2(I−βˆ2,2SLSG2)−1[(I−βˆ1,2SLSG1)E[(I−
G1)y1(θˆ12SLS)|X1] + ˆ˜δ2SLS(I − G1)UR + γˆ2,2SLS(I − G1)X2TV − γˆ1,2SLS(I −
G1)X1TV + δˆ2,2SLS(I −G1)G2X2 − δˆ1,2SLS(I −G1)G1X1]
Finally, we use ˆ¯Z as a new vector of instrument to estimate (7). Then the following
consistent estimator is obtained: φˆLee = (
ˆ¯Z
T
X¯)−1 ˆ¯Z
T
(y2 − y1).
5 Conclusion
The paper discusses the identification and estimation of the endogenous shock across
the network using the newly introduced dynamic peer effect model in the presence of
such shock.
I have presented the results for identification of such models, that allows disentan-
gling the effect of unpredicted shock on the future performance. The findings of the
paper suggest that it is sufficient to assume time-variability of networks together with
the existence of intransitive triads (or distances of length three, depending on the corre-
lated effects assumption) in each of the states of the network for the proposed models.
Intransitive triads are present in the network if there exist two members that are only
connected via the third common friend but not directly. The characteristics of friends of
the friends do not influence the outcome directly, and, therefore, can be used as an in-
strumental variable for the friends’ outcome. Such instruments can, therefore, deal with
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endogeneity issue. The group of new friends, different from the group of old friends, let
the model capture the changes, happening due to the shock.
The procedure developed in the paper is shown to yield consistent estimators of the
individual characteristics, endogenous peer effect, and the effect of unpredicted shock.
The method propose in the paper is applicable when the endogenous shocks might
have the longitudinal effect on the network outcomes, such as, for example, a treatment
that for some reasons cannot be randomized, or conversational networks in developing
communities, etc. For example, Marchenko (2019) already tested the theoretical findings
of the paper on the dataset of university students, connected via the friendship network.
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