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1 Introduction
This paper propose a simple, parallel, portable software framework for the metaheuristic named
large neighborhood search (LNS). The aim is to provide a framework where the user has to set up a
few data structures and implement a few functions and then the framework provides a metaheuristic
where parallelization ”comes for free”. LNS was proposed in [14] and has been gaining popularity
in the recent years, but is not as widely used e.g. tabu search, simulated annealing or genetic
algorithms. We apply the parallel LNS heuristic to two different problems: the traveling salesman
problem with pickup and delivery (TSPPD) and the capacitated vehicle routing problem (CVRP).
We explain the TSPPD in Section 2 while we, because of the page-limitation, refer the reader to [17]
for a description of the more well-known CVRP. Section 3 describes the large neighborhood search
metaheuristic, Section 4 describes how the metaheuristic has been parallelized, 5 and 6 explains
how the framework has been applied to the TSPPD and CVRP, respectively. Section 7 presents
computational results.
2 The traveling salesman problem with pickup and delivery
In the TSPPD a salesman has to visit a set of vertices V . The set of vertices is split into three
groups: A set of pickup vertices P , a set of delivery vertices D and the depot vertex. The salesman
starts and his route in the depot vertex. The sets P and D has the same cardinality and we will
write the sets as P = {1, . . . , n} and D = {n+1, . . . , 2n}. A traveling cost cij is given between each
pair of vertices (i, j), i, j ∈ V , i 6= j. The TSPPD ask for finding a tour, starting and ending at the
depot and visiting all vertices such that vertex i is visited before vertex n+ i for all i ∈ P . The tour
we are looking for is the one minimizing the sum of the costs of the arcs used in the tour. We say
that the pairs (i, n+ i) form request for all i ∈ P (goods are picked up at i and delivered at n+ i).
Notice that the problem is uncapacitated. It is perfectly fine to first visit all pickup vertices and
afterwards all delivery vertices. The TSPPD turns out to be very difficult to solve to optimality.
Instances with 51 vertices are still unsolved. The most recent exact algorithm for the TSPPD is
described in [4]. Heuristics for the TSPPD have been proposed in [12].
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3 Large neighborhood search
The large neighborhood search (LNS) metaheuristic that forms the basis of the method described
in this paper was proposed in [14]. In an LNS metaheuristic the neighborhood is defined implicitly
by a destroy and a repair method. A destroy method destructs part of the current solution while a
repair method rebuilds the destroyed solution. The destroy method typically contains an element
of stochasticity such that different parts of the solution are destroyed in every invocation of the
method. The neighborhood of a solution is then defined as the set of solutions that can be reached
by first applying the destroy method and then the repair method. For the TSPPD a destroy method
could remove a number of request pairs from the solution while the repair method could reinsert the
requests while respecting the precedence constraints. The destroy method will typically destroy a
large part of the solution (say remove 20 requests for the TSPPD). This together with the many ways
of repairing the solution mean that the neighborhood of a single solution contains a large number of
solutions. This explains the name of the heuristic. A concept closely related to LNS is that of Very
Large Scale Neighborhood Search (VLSN) defined in [1]. While the LNS is a heuristic framework,
VLSN is the family of heuristics that searches neighborhoods whose sizes grow exponentially as a
function of the problem size, or neighborhoods that simply are too large to be searched explicitly
in practice, according to [1]. The LNS is one example of a VLSN heuristic. In [13] it was suggested
to use several kinds of removal and destroy methods in the LNS method and a method for selecting
between the different destroy and repair methods based on their performance was proposed. This
version of LNS was coined adaptive large neighborhood search (ALNS). The software framework
described in this paper follows the ALNS principles.
We now present the LNS heuristic in more detail. Pseudo-code for the heuristic is shown in
Algorithm 1. Three variables are maintained by the algorithm. The variable xb is the best solution
observed during the search, x is the current solution and xt is a temporary solution that can
be discarded or promoted to the status of current solution. In line 2 the global best solution is
initialized. In line 4 a destroy and a repair method is chosen, this is described in Section 3.2. In line
5 the heuristic first applies the chosen destroy heuristic and then the chosen repair heuristic to obtain
a new solution xt. More specifically, d(x) returns a copy of x that is partly destroyed. Applying
r(·) to the partly destroyed solution repairs it, that is, it returns a feasible solution built from
the destroyed one. In line 6 the new solution is evaluated, and the heuristic determines whether
this solution should become the new current solution (line 7) or whether it should be rejected.
The accept function can be implemented in different ways. The simplest choice is to only accept
improving solutions. Line 9 checks whether the new solution is better than the best known solution,
here c(x) denotes the objective of solution x. The best solution is updated in line 10 if necessary. In
line 12 the termination condition is checked, it is up to the implementer to choose the termination
criterion, but a limit on the number of iterations or a time limit would be typical choices. In line
13 the best solution found is returned.
3.1 Acceptance criteria
In our implementation we use a simulated annealing criterion as in [13] in the accept function in line
6 of Algorithm 1. The temporary solution xt is always accepted if c(xt) ≤ c(x), and accepted with
probability e−(c(xt)−c(x))/T if c(x) < c(xt). Here T > 0 is the current temperature. The temperature
is initialized at T0 > 0 and is decreased at each iteration by performing the update Tnew = αTold,
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Algorithm 1 Large neighborhood search
1: input: a feasible solution x
2: xb = x;
3: repeat
4: select a destroy method d and a repair method r;
5: xt = r(d(x));
6: if accept(xt, x) then
7: x = xt;
8: end if
9: if c(xt) < c(xb) then
10: xb = xt;
11: end if
12: until stop criterion is met
13: return xb
where 0 < α < 1 is a parameter. The idea is that T initially is relatively high and allow deteriorating
solutions to be accepted. As the search progresses T decreases and towards the end of the search
only a few or no deteriorating solutions will be accepted. Because of the acceptance criterion,
one can view the LNS proposed in this paper as a standard simulated annealing algorithm with a
complex neighborhood definition. Details about simulated annealing algorithms can be found in
[6].
3.2 Selecting destroy and repair methods
This section describes how removal and repair heuristics are selected in line 4 of Algorithm 1.
We use the approach suggested by [13] with a minor simplification from [3]. Let Ω− and Ω+ be
the sets of destroy and repair methods, respectively. Let ρ− ∈ R|Ω−| (ρ+ ∈ R|Ω+|) be a vector
with a component for each destroy (repair) method. Each component indicates the weight of the
corresponding method, the weight is used to calculate the probability of choosing the method in a
roulette wheel selection mechanism. The probability φ−j of choosing the j







and the probabilities for choosing the repair methods are determined in the same way. The weights
are adjusted automatically, based on the recorded performance of the destroy and repair methods.
The idea is that the ALNS heuristic should adapt to the instance at hand. When an iteration of




ω1 if the new solution is a new global best,
ω2 if the new solution is better than the current one,
ω3 if the new solution is accepted,
ω4 if the new solution is rejected,
(1)
where ω1, ω2, ω3 and ω4 are parameters. Let a and b be the indices of the selected destroy and repair
methods, respectively. The components corresponding to the selected destroy and repair methods
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in the ρd and ρr vectors are updated using equations (2) in each iteration of Algorithm 1:
ρ−a = λρ
−
a + (1− λ)ψ, ρ+b = λρ+b + (1− λ)ψ, (2)
where λ ∈ [0; 1] is the decay parameter that controls how sensitive the weights are to changes in
the performance of the destroy and repair methods. Note that the weights that are not used at the
current iteration remain unchanged.
4 Parallel large neighborhood search
This section describes how the (A)LNS heuristic has been parallelized. We denote the resulting
algorithm and software framework PALNS for parallel adaptive large neighborhood search. A shared
memory model is used. In the proposed parallelization one current solution and one global best
solution is shared among the worker threads. Each worker thread obtains a copy of the current
solution and performs destroy and repair operations on its local copy. The shared current and global
best solutions are updated as necessary. This is shown in Algorithm 2. In lines 2 to 4 variables
are declared. Notice that the weight of the destroy and repair methods also are shared among the
worker threads. Three locks are declared in line 3 to provide means of synchronization among the
worker threads when accessing shared data. Lρ, Lc and Lb controls synchronization of the weight
vectors ρ− and ρ+, the current solution and the best solution, respectively. In line 5 the shared
variables are initialized before the parallel part of the algorithm is started in lines 7 to 23. The
weights of all destroy and repair methods are all set to 1 initially. In line 8 destroy and repair
methods are selected, this requires locking ρ− and ρ+. The operation lock(L) acquires the lock L
if it is vacant or blocks until it can acquire L. The operation unlock(L) frees the lock L. In lines
9 and 10 a copy of the current solution is obtained and the temporary solution is destroyed and
repaired as in the original algorithm. In lines 11 to 20 the solution is compared to the current and
the global best solutions as in algorithm 1. The only difference is that locks have to be obtained
to avoid simultaneous updates. At the end of each iteration the ρ− and ρ+ vectors are updated.
In line 23 the algorithm wait for all worker threads to end. When all have ended, the global best
solution can be returned in line 24.
Two more shared variables are maintained by the algorithm that are not mentioned in the
pseudo-code: the temperature T and an iteration counter. The iteration counter is used for the
stopping criterion in line 22: when all worker threads have performed a certain number of iterations
in total, the algorithm terminates.
The parallelization should be able to achieve good speedups relative to the number of processing
units available in current desktop/workstation computers (i.e up to 4 or 8), assuming that the
destroy and repair operations are time consuming compared to the rest of the operations in one
iteration of the LNS algorithm. It is difficult to predict the solution quality of the PALNS compared
to the LNS — the two algorithms follow different search trajectories. The major difference is that
PALNS attempts several moves in parallel and thus, once a destroy and repair operation has finished
the current solution might no longer be the same as the one that triggered the two operations.
The implemented software framework has been implemented in C++ and uses Intel Threading
Building Blocks, which is a cross-platform software library for writing multi-threaded applications
(see [7]). To use the software framework the user needs to supply two data structures: one rep-
resenting an instance of the problem in question and one representing a solution to the instance.
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Algorithm 2 Parallel large neighborhood search
1: input: a feasible solution x;
2: shared data: x, xb, ρ−, ρ+;
3: shared locks: Lρ, Lc, Lb;
4: private data: xt;
5: sequential initialization: xb = x, ρ− = 1, ρ+ = 1;
6: perform in parallel:
7: repeat
8: lock(Lρ); select destroy and repair methods d and r using ρ
− and ρ+; unlock(Lρ);
9: lock(Lc); x
t = x; unlock(Lc);
10: xt = r(d(xt));
11: lock(Lc);
12: if accept(xt, x) then




17: if c(xt) < c(xb) then
18: xb = xt;
19: end if
20: unlock(Lb);
21: lock(Lρ); update ρ
− and ρ+; unlock(Lρ);
22: until stop criterion is met
23: wait for all threads;
24: return xb
Furthermore the user has to provide at least one destroy and one repair method that both operate
on the solution data structure. Linking this with the software framework provides a working, paral-
lel LNS heuristic. More destroy and repair method can be added as needed, the software framework
will take care of determining which method to use, based on the mechanism described in section 3.2
The user has the opportunity to set parameters controlling the temperature trail, stopping criterion
and weight adjustment policy or he can use a set of standard parameters to get started. At the
time of writing the framework is not publicly available yet, but we plan to release it as open source
software.
5 PALNS for the TSPPD
The implemented LNS for the TSPPD is simple. It consists of one destroy method and one repair
method. The destroy method selects κ requests at random and removes them from the solution.
The tour is shortcut where vertices are removed. κ is chosen as a random number in the interval
[min{4, 0.1n}; max{20, 0.5n}] where n is the number of requests (In the case that 0.1n > 20 then
20 request are removed).
The repair method is a simple greedy heuristic. It takes a partial TSPPD solution as input. We
say that the requests that are not in the tour are free. The free requests are ordered in a random
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fashion and inserted one by one according to the ordering. The insertion of a request is done by
inserting the pickup and delivery of the request at the positions that increases the cost of the tour
the least. After all requests have been inserted the tour is post-optimized by attempting to relocate
each request. In other words, a steepest descent local search is performed with a neighborhood
consisting of the solutions that can be reached by relocating one request. The destroy and repair
operations were already used in a simple, sequential LNS for the TSPPD presented in [4].
6 PALNS for the CVRP
The implemented LNS for the CVRP use three destroy methods and one repair method. The
methods have proved to be successful for earlier LNS heuristics for VRP variants (see [13, 9]).
Destroy methods Common to all destroy methods is the number of customers to remove, κ,
which is selected as a random number in the interval [min{10, 0.1n}; max{50, 0.4n}] where n is the
number of customers. The simplest of the three destroy methods selects κ customers at random
and removes them from the solution, shortcutting the routes where customers have been removed.
The second destroy method follows the relatedness principle suggested in [14]. We use distance
between customers to define relatednes. The last destroy method uses information gathered during
the search to remove customers. For each arc (i, j), in the graph on which the CVRP is defined,
a number fij is stored. The number represents the cost of the best solution that used arc (i, j),
observed during the search. For a customer i let pi(i) and σ(i) be the nodes preceding and succeeding
customer i in the current solution, respectively. The score si of customer i is then si = fpi(i),i+fi,σ(i).
The destroy method removes customers with high si scores as they seem to be misplaced. Some
randomness is introduced such that the customer with highest si score has the highest probability
of being removed, but customers with smaller scores also has a (lower) chance. In a parallel setting
each thread has its own copy of the fij matrix, storing information that has been available to the
particular thread. Each thread will therefore have a slightly different view of the historic cost of
the arcs.
Repair methods The repair method employed for the CVRP is a randomized regret heuristic
which is a construction heuristic. We refer to [9] for a description (there it is denoted regret-2). After
exectuting the repair method the individual routes are attempted improved by a 2-opt local search
algorithm. We use two different variants of the construction heuristic: one randomized and one
deterministic. The PALNS framework choses between the two variants using the method described
in Section 3.2.
7 Computational results
This section presents computational results. Due to the page limitation we do not provide details on
how parameters were selected. Actually we did very little paramter tuning and relied on parameter
values determined in earlier projects. All test were performed on a computer with two Xeon E5430
2.66GHz quad core processors, providing 8 processing units. In all tests we ran 50,000 iterations of
the PALNS algorithm.
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7.1 Computational results for the TSPPD
We consider a set of instances that was proposed in [12] and was constructed from TSP instances
from the TSPLIB. This set of instances contains instances with up to 493 nodes. However, in this
test we only use the ones with up 200 nodes.
The computational tests serve two purposes: the main purpose is to investigate the effect of the
parallelization, both on running time and on solution quality. The secondary purpose is to compare
the LNS algorithm to the heuristic from [12]. Table 1 contain a summary of the computational
experiments. The algorithm was run with 1,2,4 and 8 parallel threads and applied 10 times to each
instances for each thread configuration. Each row in the table corresponds to experiments with a
particular number of threads. The columns should be interpreted as follows: #Threads: number of
threads used in the experiment, Avg. time (s): average time for one run on one instance, in seconds,
Avg. Gap (%): the average over the gap between average solution and best solution. That is, for
each instance we calculate the gap 100(z¯ − z∗)/z∗where z¯ is the average solution over the 10 runs
and z∗ is the best known solution (best solution observed in the experiments performed here and
in [4]). The result reported is the average over all instances, Speedup: reports the speedup relative
to the one-thread algorithm.
The conclusions from the table are clear: In general solution quality decreases when more threads
are employed. After presenting the results for the CVRP we will get back to possible explanations
for this behavior. Regarding the running time we are observing a superlinear speedup. Such
performance is possible because the serial and parallel algorithms do not follow the same search
trajectory. Still it is surprising to see that the superlinear speedup is consistent over both datasets.
Further investigations are needed to fully explain this behavior. Table 2 compares the LNS heuristic
#Threads Avg. time (s) Avg. Gap (%) Speedup
1 49.6 1.44 1.0
2 23.2 1.65 2.1
4 11.9 1.87 4.2
8 5.9 1.87 8.4
Table 1: TSPPD results. Instances contain 51 to 199 vertices. 75 instances in total.
with the best heuristic from [12] (best out of 7 proposed heuristics). The comparison is made on
data set used in the previous experiment. The two first major columns report results from the LNS
heuristic using 1 and 8 threads, respectively. The sub columns should be interpretted as explained
above. The last major column report results from the [12] heuristic denoted SP3. The results are
split into two different problem sizes (50–99 nodes and 100 to 199 nodes) and into three problem
types A,B and C (see [12] for details). The results for the SP3 heuristic were obtained on a Pentium
II 200 MHz computer which is much slower than the one used in this study. It is safe to say that
the SP3 heuristic is faster than the LNS heuristic when the computer speed is taken into account.
Comparing solution quality we see that the sequential LNS heuristic is doing better than the SP3
heuristic while the parallel version using 8 threads is about on par with the SP3 heuristic. It should
be noted that a precise comparison using the reported gaps is not possible: the set of best known
solutions that form the basis of the comparision are not identical. The best known solutions from
the [12] paper were not available to us. We do believe that the best known solutions available to
us are of high quality: the LNS heuristic is able to recreate the optimal solution for all instances
solved to optimality in [4].
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1 thread 8 threads RBL02 - SP3
Avg. Avg. Avg. Avg. Avg. Avg.
gap (%) time (s) gap (%) time (s) gap (%) time (s)
A 0.5 30.9 0.7 3.5 2.6 37
50-99 B 0.5 30.0 1.0 3.5 2.3 35
C 1.8 29.5 2.3 3.4 2.2 27
A 1.4 65.3 1.8 7.8 2.6 217
100-199 B 1.9 64.5 2.4 7.8 1.7 206
C 1.8 65.5 2.3 7.8 1.9 168
Table 2: Comparison to Renaud, Boctor & Laporte heuristic.
7.2 Computational results for the CVRP
The computational tests for the CVRP is carried out using two well known datasets: The CMT
dataset from [2] and the GWKC dataset from [5]. We follow the same test strategy as for the
TSPPD: first we evaluate solution quality and speedup as a function of number of threads. Second
we compare the LNS heuristic to the best from the literature. Table 3 shows results obtained on
the CMT and GWKC datasets. The table should be interpretted as Table 1. We again see that
solution quality is decreasing when the number of threads go up. We believe that the parallelization
strategy to some extend is working against the simulated annealing principle underlying the LNS
heuristic: consider a current solution x at some point during the search. In a sequential LNS we
might move away from this solution during e.g. 8 iterations. In a parallel LNS we may move away
from this solution for 7 iterations, but when the destroy and repair operation that was initiated
with x is finished we may move back to a solution close to x and thereby cancel the work done
in the intermediate iterations. Further experiments are necessary to fully understand this effect.
The speedups achieved by the parallel LNS are quite respectable, almost linear. The superlinear
performance observed for the TSPPD is not repeated. Regarding the quality of the solution obtained
CMT GWKC
#Threads Avg. time (s) Avg. gap (%) Speedup Avg. time (s) Avg. gap (%) Speedup
1 14.9 0.19 1 52.4 0.85 1.0
2 7.6 0.20 2 26.2 0.95 2.0
4 3.8 0.24 3.9 13.2 1.14 4.0
8 1.9 0.30 7.8 6.6 1.37 8.0
Table 3: Summary of experiments on CMT and GWKC datasets. CMT: 14 instances containing
50 to 200 customers, GWKC: 20 instances containing 200 to 483 customers.
by the LNS compared to state of the art heuristics, tables 4 and 5 provides a comparison. Dozens,
if not hundreds of metaheuristics for the CVRP have been proposed in the scientific literature so
it can be difficult to select the top heuristics. We have chosen to select the same set as in [11] and
added the ALNS heuristic from [9] as it forms the basis of the heuristic proposed in this paper. The
names in the tables refer to the heuristics from the following papers: P09 — [11], MB07 — [8], TK02
— [16], T05 — [15], P04 — [10], PR07 — [9]. PALNS-1 and PALNS-8 refer to the heuristic from
this paper using 1 and 8 threads respectively. The gaps and running times reported are averages
over a single run or over the average of several runs so they are comparable when taking the utilized
CPU into account. The best known solutions used in the calculation of the average gap were taken
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from the solution table at www.diku.dk/~sropke. We see from the table that the PALNS based
heuristic is able to stand its ground against the top CVRP heuristics and that it is quite fast.
Heuristic Avg. gap (%) t(s) CPU
MB07 Std. 0.03 162.7 P4 2.8 GHz
P09 0.07 15.9 P4 2.8 GHz
MB07 Fast 0.08 3.0 P4 2.8 GHz
TK02 0.18 313.0 P2 0.4 GHz
PALNS-1 0.19 14.9 Xeon 2.66 GHz
T05 0.20 337.5 P2 0.4 GHz
P04 0.24 311.2 P3 1 GHz
PALNS-8 0.30 1.9 Xeon 2.66 GHz
PR07 0.31 104.6 P4 3.0 GHz
Table 4: Comparison to state-of-the art heuristics on the CMT instances.
Heuristic Avg. gap (%) t(s) CPU
MB07 Std. 0.16 1461.2 P4 2.8 GHz
P09 0.46 436.2 P4 2.8 GHz
T05 0.76 2728.8 P2 0.4 GHz
PALNS-1 0.85 52.4 Xeon 2.66 GHz
MB07 Fast 1.06 13.5 P4 2.8 GHz
PR07 1.18 645.7 P4 3.0 GHz
PALNS-8 1.37 6.6 Xeon 2.66 GHz
Table 5: Comparison to state-of-the art heuristics on the GWKC instances.
8 Conclusion
We have presented a framework for implementing parallel metaheuristics based on the large neigh-
borhood search paradigm. The framework makes it easy to implement an LNS metaheuristic and
provides parallelization “for free”. The framework has produced promising results in tests on the
traveling salesman problem with pickup and delivery and the capacitated vehicle routing problem.
Future work should aim at improving solution quality when the degree of parallelism increases.
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