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Abstract
We solve a boundary interpolation problem in the reproducing kernel Hilbert space of
functions analytic in the unit ball of CN with reproducing kernel 1/(1 −∑N1 zkw∗k ). We
introduce the notion of Brune factor (or Blaschke–Potapov factor of the third kind) in this
setting. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper, we study a boundary interpolation problem in the reproducing kernel
Hilbert space H(BN) of functions analytic in the ball
BN =
{
(z1, . . . , zN) ∈ CN ;
N∑
1
|zk|2 < 1
}
and with reproducing kernel
1
1 − 〈z,w〉 , where 〈z,w〉 =
N∑
1
zkw
∗
k for z,w ∈ CN. (1.1)
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The space H(BN) is contractively included in the Hardy space of the ball, and pro-
vides an interesting setting in which much of the analysis of the classical Hardy
space H2 of the open unit disk D goes through. When N = 1, classical interpolation
problems which originated from the beginning of the previous century deal with
functions analytic and contractive in D. These functions, called Schur functions, are
multipliers of H2. More precisely, a function s analytic in D is a Schur function if
and only if the operator of multiplication by s is a contraction from H2 into itself,
or equivalently, if and only if the function Ks(z,w) = (1 − s(z)s(w)∗)/(1 − zw∗)
is positive (in the sense of reproducing kernels) in D. We recall that in this result one
can start from a function s only defined in D or even given only on a zero set of D.
The positivity of the kernel forces analyticity of the function s in D.
When N > 1, one does not consider functions which are merely bounded by 1 in
modulus in the ball. The appropriate class for the present family of problems seems to
be the set of Cp×q -valued functions S analytic in the ball and such that the operator of
multiplication by S is a contraction from (H(BN))q into (H(BN))p. These functions
are called Schur multipliers, see [14]. Equivalently, S is a Schur multiplier if the ker-
nel (Ip − S(z)S(w)∗)/(1 − 〈z,w〉) is positive in the ball in the sense of reproducing
kernels: For every choice of positive integer m and points ω1, ω2, . . . , ωm ∈ BN , the
block matrix defined by(
Ip − S(ωj )S(ωk)∗
1 − 〈ωj , ωk〉
)
1j,km
is positive.
When N > 1 the class of functions for which the operator of multiplication by
the function is a contraction on H(BN) is strictly smaller than the class of functions
analytic and contractive in the ball; we will call these last ones Schur functions. A
whole family of Schur functions which are not Schur multipliers can be construct-
ed using the following idea due to Rudin; see [34, p. 164]. Define numbers cj via
1 −√1 − t =∑j cj tj , where |t | < 1. Then all cj > 0 and
pm(z1, . . . , zN) = z1 + c1z22 + c2z42 + · · · + cmz2m2
are Schur functions and are not Schur multipliers. See [10] for more details. The
case m = 1 of these examples reduces to an example of Misra; see [28, Example 4.4,
p. 834].
The kernel (1.1) is a complete Nevanlinna kernel, i.e. its inverse has one positive
square. Complete Nevanlinna kernels have been characterized as those for which
Pick’s interpolation theorem holds true; see [1,26,31]. In the present setting, Pick’s
theorem says: Given points w1, . . . , wn ∈ BN and points s1, . . . , sn ∈ C, a neces-
sary and sufficient condition for a Schur multiplier to exist such that s(wk) = sk for
k = 1, . . . n is that the n× n Hermitian matrix with jk entry equal to (1 − sj s∗k )/
(1 − 〈wj ,wk〉) is positive. A proof of this result and a description of the set of all
solutions can be found in [5,14] for matrix-valued functions and tangential interpola-
tion conditions. An important tool which we will need is the following factorization
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result which, in case N = 1, is a result of Leech; see [32,33]. One way to prove it is
using Pick’s theorem and interpolation theory, and this is the way it is proved also in
the setting of the ball; see [5].
Theorem 1.1. LetA(z) andB(z) be analytic functions from BN to Cp×m and Cp×,
respectively, and such that the kernel (A(z)A(w)∗ − B(z)B(w)∗)/(1 − 〈z,w〉) is
positive in the ball. Then there exists a Cm×-valued Schur multiplier S such that
B = AS.
We note that the entries of A and B are supposed to be analytic but are not required
to be in H(BN).
The problem we want to solve is the following:
Problem 1.2. Given ξ1, ξ2 . . . , ξn ∈ Cp, η1, η2 . . . , ηn ∈ Cq and a(1), a(2), . . . ,
a(n) ∈ SN (with a(j) = a(k) when j = k) and positive numbers p11, p22, . . . , pnn,
find necessary and sufficient conditions for a Cp×q -valued Schur multiplier S to exist
such that
lim
ρ→1 ξ
∗
k S(ρa
(k)) = η∗k and lim
ρ→1 ξ
∗
k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk  pkk (1.2)
and describe the set of all solutions.
When N = 1, a general boundary interpolation problem with derivatives has been
solved by Kovalishina in [27] using Potapov’s method of the fundamental matrix-
inequality. Rather than the radial limit one then imposes the interpolation condition
on the nontangential limits. Here, since singularities are not isolated, it seems best
to consider radial limits. When N = 1 other related works include [37] (where are
given necessary and sufficient conditions for the problem with equality in the second
condition of (1.2) to be solvable) [13,24,25].
We solve Problem 1.2 in two ways. First we take all the interpolation conditions
into account in one shot. Next, we solve the problem in a recursive way, in the spirit
of Nevanlinna’s approach to interpolation [29].
The outline of the paper is as follows. The paper consists of six sections besides
the introduction. In Section 2, we review a number of facts on complete Nevanlinna
kernels. In Section 3, we show that a necessary condition for Problem 1.2 to be
solvable is that a certain matrix P is positive. In Section 3, we describe the set of
all solutions when the matrix is strictly positive. The solution is given in terms of a
linear fractional transformation; see Theorem 3.2. The singularities on the sphere of
the matrix function on which is based the linear fractional transformation are only
at the interpolating points (of course, when N > 1, there are other singular points:
The tangent planes to the sphere at the interpolating points). When N = 1, such 
is a finite product of so-called Brune factors (also called Blaschke–Potapov factors
of the third kind). We study such factors when N > 1 in Section 4. In Section 5, still
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in the nondegenerate case, we solve the interpolation problem in an iterative way. In
Section 6, we consider a geometric interpretation of the iterative solution. In the last
section, we consider the degenerate case.
This paper is a part of a series in which it is shown that what is commonly known
as Schur analysis (see [21,23]) goes through for the space H(BN). A key point is
to obtain exact formulas in terms of the interpolation data, in the spirit of realization
theory, as in the case N = 1; see [4,12]. In paper [11] the notion of Blaschke factor in
the present setting was introduced and the Nevanlinna–Pick interpolation problem in
H(BN) was solved using reproducing kernel Hilbert space methods in [5]. The main
tool in these papers is the theory of reproducing kernel Hilbert spaces. We send the
reader to [2,36] for the relevant information. Issues not considered here include the
case of derivatives and the case of an infinite number of points. Two other important
issues which remain to be exposed are the general theory of de Branges Rovnyak
spaces and the theory of factorization of rational functions taking isometric values
on the ball. All these will be considered elsewhere. A challenging problem is to
study what can be said in the case of the Hardy space of the ball and of functions
analytic and contractive in the ball. Then, the reproducing kernel is not a complete
Nevanlinna kernel and the methods of the present paper are not applicable.
2. Necessary condition
In this section, we give a necessary condition for Problem 1.2 to be solvable. We
first note that the interpolation conditions (1.2) force
ξkξ
∗
k = ηkη∗k , k = 1, 2, . . . , n. (2.1)
Without loss of generality we will assume in the sequel that the vectors ξk (and hence
also the ηk) have unit norm. Note that the Cauchy–Schwartz inequality insures that
〈a(j), a(k)〉 = 1 when a(j) = a(k). We denote by P ∈ Cn×n the Hermitian matrix
whose diagonal entries are the pkk as above and
pjk =
ξ∗j ξk − η∗j ηk
1 − 〈a(j), a(k)〉 for j = k. (2.2)
Theorem 2.1. A necessary condition for the existence of a solution to the boundary
interpolation problem 1.2 is that the matrix P is positive.
Proof. By the definition of a Schur multiplier, the block matrix
K(ρ) =
(
Ip − S(ρa(j))S(ρa(k))∗
1 − 〈ρa(j), ρa(k)〉
)
1j,kn
is positive. Let
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 =

ξ1 0 . . . 0
0 ξ2 . . . 0
...
...
.
.
.
...
0 0 . . . ξn
 .
For every 0 < ρ < 1 we have(
ξ∗j ξk − ξ∗j S(ρa(j))S(ρa(k))∗ξk
1 − 〈ρa(j), ρa(k)〉
)
1j,kn
= ∗K(ρ)  0
and the interpolation conditions lead to P  limρ→1∗K(ρ), and hence
P  0. 
In the following sections, we first assume that P > 0 and get the set of all so-
lutions as a linear fractional transformation. We then focus on the case, where P is
possibly degenerate. The proof that P  0 is also a sufficient condition is postponed
to after the proof of Theorem 3.2.
3. Boundary interpolation
In this part, we give a description of the set of all solutions of the interpolation
problem 1.2 under the hypothesis that P > 0. We define the matrices
J0 =
(
Ip 0
0 −Iq
)
, C =
(
ξ1 ξ2 · · · ξn
η1 η2 · · · ηn
)
and
Ak =

a
(1)∗
k 0 . . . 0
0 a(2)∗k . . . 0
...
...
.
.
.
...
0 0 . . . a(n)∗k
 , k = 1, . . . , N.
The matrix P satisfies the matrix equation
P −
N∑
k=1
A∗kPAk = C∗J0C.
From the next lemma it follows that one can always choose the pkk so that P > 0.
Lemma 3.1. Let A ∈ Cn×n be a Hermitian matrix. There is a diagonal matrix D
such that A+D is strictly positive.
Proof. Since A∗ = A for every ξ ∈ Cn, ξ∗Aξ is real, so to prove that A+D > 0,
we take D = λI with λ ∈ R such that λ > ‖A‖. For every ξ ∈ Cn,
ξ∗ (A+ P) ξ = ξ∗Aξ + ξ∗λξ  ‖ξ‖2 (λ− ‖A‖)  0. 
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Let
J =
(
InN 0
0 J0
)
.
Then the C(p+q)×(nN+p+q)-valued function
(z) = (0, Ip+q)+ C
(
In −
N∑
k=1
zkAk
)−1
×P−1
(
(z1In − A∗1)P1/2, . . . , (zNIn − A∗N)P1/2, −C∗J0
)
(3.1)
satisfies
J0 −(z)J(w)∗
1 − 〈z,w〉 =C
(
In −
N∑
k=1
zkAk
)−1
P−1
×
(
In −
N∑
k=1
w∗kA∗k
)−1
C∗. (3.2)
This is an easy computation which is detailed in [5] in a more general setting. We
define
F(z) = C
(
In −
N∑
k=1
zkAk
)−1
. (3.3)
The function
K(z, w) = F(z)P−1F(w)∗ = J0 −(z)J(w)
∗
1 − 〈z,w〉
is the reproducing kernel of the Hilbert space
H()= {F(z)ξ ; ξ ∈ Cp}
= span

(
ξ1
η1
)
1 − 〈z, a(1)〉 ,
(
ξ2
η2
)
1 − 〈z, a(2)〉 , . . . ,
(
ξn
ηn
)
1 − 〈z, a(n)〉

with the inner product 〈F(z)ξ, F (z)η〉H() = η∗Pξ .
Theorem 3.2. Let be given vectors ξ1, ξ2, . . . , ξn ∈ Cp, η1, η2, . . . , ηn ∈ Cq, a(1),
a(2), . . . , a(n) ∈ SN and positive numbers p11, p22, . . . , pnn ∈ R+ (the interpola-
tion data of problem 1.2) and assume that the matrix P defined by (2.2) is strictly
positive. Let (z) be given by (3.2), with decomposition
(z) =
(
A(z) B(z)
C(z) D(z)
)
,
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whereA,B,C and D are, respectively,C(nN+p)×p-,Cp×q -,C(nN+p)×q - and Cq×q -
valued. The Schur multiplier S is a solution of the interpolation problem 1.2 if and
only if it can be written as
S(z) = (A(z)σ (z)+ B(z))(C(z)σ (z)+D(z))−1 def.= T(z)(σ (z)), (3.4)
where σ is an arbitrary C(nN+p)×q -valued Schur multiplier.
Proof. We proceed in a number of steps. The method follows the approach of re-
producing kernel Hilbert spaces to interpolation (see [6,7,22]). Steps 3 and 9 in the
proof have their origin in the work of de Branges and Rovnyak; see [17, Theorem
13, p. 305] and [16, Theorem 6, p. 85].
Step 1. Suppose that there exists a Schur multiplier σ such that (3.4) holds. The
function(
Ip −S(z)
) (z)J(w)∗
1 − 〈z,w〉
(
Ip
−S(w)∗
)
is then positive in BN .
Proof of Step 1. A direct computation shows that(
Ip −S(z)
) (z)J(w)∗
1 − 〈z,w〉
(
Ip
−S(w)∗
)
(3.5)
= (A− SC)(z)(A− SC)(w)
∗ − (B − SD)(z)(B − SD)(w)∗
1 − 〈z,w〉 (3.6)
= (A− SC)(z)InN+p − σ(z)σ (w)
∗
1 − 〈z,w〉 (A− SC)(w)
∗, (3.7)
which is positive since the kernel (InN+p − σ(z)σ (w)∗)/(1 − 〈z,w〉) is positive. 
We set
KS(z,w) = Ip − S(z)S(w)
∗
1 − 〈z,w〉
and denote by H(S) the associated reproducing kernel Hilbert space of Cp-valued
functions. Let us recall that in the case N = 1 this space has been introduced by de
Branges and Rovnyak (see [18]) and plays an important role in interpolation the-
ory; see [22]. This space played also an important role in [5] in the study of the
Nevanlinna–Pick interpolation problem in the class of Schur multipliers of H(BN).
Let  :H(S)→H() be defined by

(
m∑
k=1
KS(z,wk)ξk
)
=
m∑
k=1
K(z, wk)
(
Ip
−S(wk)∗
)
ξk. (3.8)
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Step 2.  is a well-defined contraction H(S)→H().
Proof of Step 2. We note that
KS(z,w) =
(
Ip −S(z)
) (J0 −(z)J(w)∗)
1 − 〈z,w〉
(
Ip
−S(w)∗
)
+ (Ip −S(z)) (z)J(w)∗1 − 〈z,w〉
(
Ip
−S(w)∗
)
. (3.9)
Let f (z) be of the form
f (z) =
m∑
k=1
KS(z,wk)βk, βk ∈ Cp, wk ∈ BN.
We have
‖f ‖2H(S) =
m∑
j,k=1
β∗kKS(wk,wj )βj
and hence, from (3.9) we get
‖f ‖2H(S) =
m∑
j,k=1
β∗k
(
Ip − S(wk)
)
K(wk,wj )
(
Ip
−S(wj )∗
)
βj
+
m∑
j,k=1
β∗k
(
Ip − S(wk)
) (wk)J(wj )∗
1 − 〈wk,wj 〉
(
Ip
−S(wj )∗
)
βj .
Thus,
‖f ‖2H(S) − ‖(f )‖2H(S)
=
m∑
j,k=1
β∗k
(
Ip −S(wk)
) (wk)J(wj )∗
1 − 〈wk,wj 〉
(
Ip
−S(wj )∗
)
βj .
From Step 1 it follows that ‖f ‖2H(S) − ‖(f )‖2H(S)  0 and thus  is well-defined
and extends to a contraction to all of H(S). 
Step 3. The map f → (Ip −S) f is the adjoint of  and is therefore a contrac-
tion from H() into H(S).
Proof of Step 3. From the previous step we have that, for any α ∈ Cp,
α∗
(
Ip −S(w)
)
f (w)=
〈
f (z),K(z, w)
(
Ip
−S(w)∗
)
α
〉
H()
= 〈∗f (z),KS(z,w)α〉H(S)
= α∗∗f (w)
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and thus ∗(f ) = (Ip −S(z)) f . 
Step 4. Assume that limρ→1 S(ρa(k))ηk = ξk . Then limρ→1 ξ∗k S(ρa(k)) = η∗k and
conversely.
Proof of Step 4. Using the facts that ξ∗k ξk = ηkη∗k and that S is a contraction, we
can write(
ξ∗k S(ρa(k))− η∗k
)(
S(ρa(k))∗ξk − ηk
)
= ξ∗k S(ρa(k))S(ρa(k))∗ξk − ξ∗k S(ρa(k))ηk − η∗kS(ρa(k))∗ξk + η∗kηk
 2ξ∗k ξk − ξ∗k S(ρa(k))ηk − η∗kS(ρa(k))∗ξk
so that limρ→1(ξ∗k S(ρa(k))− η∗k )(S(ρa(k))∗ξk − ηk) = 0.
The converse statement is proved in much the same way. 
Step 5. Let S be of the form (3.2). Then it holds that limρ→1 S(ρa(k))ηk = ξk .
Proof of Step 5. Recall that the function F(z) was defined in (3.3). Let ek denote
the kth vector in the standard base of Cn, that is ek = (0 0 · · · 1 · · · 0)t (where t
denotes transpose). For 1  k  n,
F(z)ek =
(
ξk
ηk
)
1 − 〈z, a(k)〉 ∈H().
We have
∗ (F (z)ek) =
(
Ip −S(z)
)
F(z)ek = ξk − S(z)ηk1 − 〈z, a(k)〉 ∈H(S).
Set gk(z) = ∗(F (z)ek). Since  is a contraction, ∗ is a contraction as well, and
we have
‖gk‖2H(S)  ‖F(z)ek‖2 = e∗kPek = pkk. (3.10)
By the reproducing kernel property, for every γ ∈ Cp it holds that
γ ∗gk(w) = 〈gk(z),KS(z,w)γ 〉H(S).
If we choose w = ρa(k) and γ = ξk − S(ρa(k))ηk we obtain (recall that the ξk and
ηk are assumed to be of unit norm)∥∥ξk − S(ρa(k))ηk)∥∥2
1 − ρ = 〈gk(z),KS(z, ρa
(k))γ 〉H(S) (3.11)
 √pkk ·
∥∥KS(z, ρa(k))γ ∥∥H(S)
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 √pkk ·
√
‖Ip − S(ρa(k))S(ρa(k))∗‖Cp×p
1 − ρ2 · ‖γ ‖
 √pkk ·
√
2
1 − ρ2
∥∥ξk − S(ρa(k)ηk)∥∥. (3.12)
Thus ∥∥ξk − S(ρa(k))ηk)∥∥2  2pkk · 1 − ρ1 + ρ ,
and we have limρ→1(ξk − S(ρa(k))ηk) and hence the first interpolation condition
thanks to the previous step. 
Step 6. Let S be of the form (3.2). Then the inequalities in the interpolation condi-
tions (1.2) hold.
Proof of Step 6. We start from ξ∗k gk(ρa(k)) = 〈gk(z),KS(z, ρa(k))ξk〉H(S). Then∣∣ξ∗k gk(ρa(k))∣∣2 = ∣∣〈gk(z),KS(z, ρa(k))ξ∗〉H(S)∣∣2
 ‖gk‖2H(S)
∥∥KS(z, ρa(k))ξ∗∥∥2H(S)
 pkk ·
(
ξ∗k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk
)
. (3.13)
By definition of gk ,∣∣ξ∗k gk(ρa(k))∣∣=
∣∣ξ∗k (ξk − S(ρa(k))ηk) ∣∣
1 − ρ

∣∣ξ∗k ξk∣∣− ∣∣ξ∗k S(ρa(k))ηk∣∣
1 − ρ
=
1 −
√
ξ∗k S(ρa(k))ηkη∗kS(ρa(k))∗ξk
1 − ρ

1 −
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk
1 − ρ . (3.14)
Hence,(
1 −
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk
)2
(1 − ρ)2  pkk
(
ξ∗k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk
)
.
We divide both sides of this inequality by 1 −
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk and multiply
both sides by (1 − ρ) and obtain
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1 −
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk
)
1 − ρ  pkk
ξ∗k ξk +
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk
1 + ρ

 pkk.
We multiply both sides by
ξ∗k ξk +
√
ξ∗k S(ρa(k))S(ρa(k))∗ξk
1 + ρ
and take the limit as ρ → 1. We obtain
lim
ρ→1 ξ
∗
k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk  pkk
as desired. 
We now turn to the converse statement. If the Schur multiplier meets the interpo-
lation conditions (1.2), then it is of the form (3.4).
Step 7. Assume that the interpolation conditions (1.2) are met. Then, the function
gk defined above belongs to H(S).
Proof of Step 7. For 0 < ρ < 1 the functions
g
(ρ)
k (z) =
Ip − S(z)S(ρa(k))∗
1 − 〈z, ρa(k)〉 ξk (3.15)
belong toH(S) and have uniformly bounded norms. Thus they admit a subsequence
which is weakly, and hence pointwise, convergent. Taking into account the interpo-
lation condition this limit is readily seen to be equal to gk(z). 
In view of the preceding step we can define a transformation :H()→H(S)
by
(f )(z) = (Ip −S(z)) f (z).
Step 8. The map  is a contraction from H() into H(S); its adjoint is the map
 defined in step 2.
Proof of Step 8. Let f ∈H(S) be of the form f (z) =∑mk=1 KS(z,wk)γk . We
leave it to the reader to check that(
∗f
)
(z) =
m∑
k=1
K(z, wk)
(
Ip
−S(wk)∗
)
γk = (f )(z).
Let G ∈H() be of the form
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G(z) =
n∑
1
(
ξk
ηk
)
1 − 〈z, a(k)〉γk,
where γ = (γ1, γ2, . . . , γn) ∈ Cn. The norm of G is equal to
‖G‖2H() = γ ∗Pγ
=
∑
j =k
γ ∗j
ξ∗j ξk − η∗j ηk
1 − 〈a(j), a(k)〉γk +
n∑
k=1
|γk|2pkk, (3.16)
while ∥∥∗G∥∥2
H(S)
= ∥∥ (Ip −S(z))G(z)∥∥2H(S)
=
∥∥∥∥∥(Ip −S(z))
n∑
k=1
γkfk(z)
∥∥∥∥∥
2
H(S)
=
∥∥∥∥∥
n∑
k=1
γk
ξk − S(z)ηk
1 − 〈z, a(k)〉
∥∥∥∥∥
2
H(S)
=
∑
j =k
〈
γk
ξk − S(z)ηk
1 − 〈z, a(k)〉 , γj
ξj − S(z)ηj
1 − 〈z, a(j)〉
〉
H(S)
+
n∑
k=1
‖γkgk‖2.
(3.17)
Since ‖gk‖2  pkk , to show that ∗ is a contraction it is sufficient to prove that∑
j =k
〈
γk
ξk − S(z)ηk
1 − 〈z, a(k)〉 , γj
ξj − S(z)ηj
1 − 〈z, a(j)〉
〉
H(S)
=
∑
j =k
γ ∗j
ξ∗j ξk − η∗j ηk
1 − 〈a(j), a(k)〉γk.
Since gk is the weak limit of a subsequence of elements of the form g(ρ)k , we have
(via a subsequence)
〈gk, gj 〉H(S) = lim
ρ→1
〈
gk, g
(ρ)
j
〉
H(S)
and the last equality follows from the definition of gk and g(ρ)k . 
The last step of the proof consists in showing that S is of the required form.
Step 9. There is a Schur multiplier σ such that (3.4) holds.
Proof of Step 9. Since  is a contraction, the operator
IH(S) − ∗
is positive and hence the function
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KS(z,w)− ∗ (KS(z,w))
is positive in BN . Furthermore,
KS(z,w)− ∗ (KS(z,w))
= Ip − S(z)S(w)
∗
1 − 〈z,w〉 −
(
Ip −S(z)
) (J −(z)J(w)∗)
1 − 〈z,w〉
(
Ip
−S(w)∗
)
= (Ip −S(z)) (z)J(w)∗1 − 〈z,w〉
(
Ip
−S(w)∗
)
 0.
Using (3.5) we have that the function
(A− SC)(z)(A− SC)(w)∗ − (B − SD)(z)(B − SD)(w)∗
1 − 〈z,w〉
is positive. By Leech’s theorem there exists a Schur multiplier σ such that
(B − SD) = σ(A− SC).Toconcludetheproofofthestepandhenceofthetheoremwe
need to check that det(σ (z)C(z)+D(z)) ≡ 0.This follows from the (J0, J)-unitarity
of  on the sphere and is proved as in the case of N = 1. Indeed, we have
C(z)C(z)∗ −D(z)D(z)∗ = −Iq, z ∈ SN,
and so D(z) is invertible and D−1(z)C(z) is a strict contraction for z ∈ SN . See [5]
or [22]. 
We now conclude this section by showing that the condition P  0 is a sufficient
condition for Problem 1.2 to be solvable. If P > 0, this is just the above theorem. If
P  0, then for every . > 0 the matrix P + .In is strictly positive. By Theorem 3.2,
there exists a Schur multiplier S. such that
lim
ρ→1 ξ
∗
k S.(ρa
(k)) = η∗k
and
lim
ρ→1 ξ
∗
k
Ip − S.(ρa(k))S.(ρa(k))∗
1 − ρ2 ξk  pkk + ..
One concludes by taking a converging subsequence of S. as . → 0. Such a sequence
exists by Montel’s theorem and is readily seen to be also a Schur multiplier.
In view of the behavior of inner functions near the boundary when N > 1 (see
e.g. [35, Theorem 1.2, p. 1]) we conjecture that the interpolation problem 1.2 does
not have solutions which are inner functions (when p = q = 1).
4. Brune factors
In this section, we define the counterparts of the Brune sections (also called Blas-
chke–Potapov factors of the third kind) in the present setting. For the case N = 1
46 D. Alpay, C. Dubi / Linear Algebra and its Applications 340 (2002) 33–54
we refer to [9,20,30]. They have been defined recently in the setting of nonstationary
linear systems; see [3]. The notion itself originates from the work of O. Brune on
network synthesis; see [15, p. 148] and [19].
We set
ϕa(z) = 1 + 〈z, a〉1 − 〈z, a〉 . (4.1)
Theorem 4.1. Let J ∈ Cm×m be a signature matrix and let c ∈ Cm be such that
c∗Jc = 0. Let p be a strictly positive number, a ∈ SN and let T be in CN×(N−1) be
such that
IN − a∗a = T T ∗.
The one-dimensional Hilbert space spanned by the function f (z) = c/(1 − 〈z, a〉)
endowed with the norm ‖f ‖ = √p has its reproducing kernel of the form
J −(z)J˜(w)∗
1 − 〈z,w〉 , (4.2)
where
J˜ =
(
IN−1 0
0 J
)
and where  is given by the formula
(z) = (0m×(N−1) Im)− ( 11 − 〈z, a〉 czT√p ϕa(z)cc∗J2p
)
. (4.3)
When N = 1, the function defined in (4.3) is Cm×m-valued and reduces to a Brune
section of degree 1:
Im + z+ a
z− a
cc∗J0
2p
, z ∈ D.
Proof. Since
−〈z, a〉〈a,w〉 = −za∗aw∗ = −〈z,w〉 + z(IN − a∗a)w∗
we have
ϕa(z)+ ϕa(w)∗= 2(1 − 〈z, a〉〈a,w〉)
(1 − 〈z, a〉)(1 − 〈a,w〉)
= 2(1 − 〈z,w〉)
(1 − 〈z, a〉)(1 − 〈a,w〉) +
2z(IN − a∗a)w∗
(1 − 〈z, a〉)(1 − 〈a,w〉) .
We have dim rank (IN − a∗a) = N − 1. Let T ∈ CN×(N−1) be such that
IN − a∗a = T T ∗.
We have then
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1 − 〈z,w〉
(1 − 〈z, a〉)(1 − 〈a,w〉)
= 1
2
(
ϕa(z)+ ϕa(w)∗
)− zT T ∗w∗
(1 − 〈z, a〉)(1 − 〈a,w〉) . (4.4)
The reproducing kernel of M can thus be written as
f (z)f (w)∗
p
= cc
∗
p(1 − 〈z, a〉)(1 − 〈a,w〉)
= cc
∗/p
1 − 〈z,w〉
(
1
2
(
ϕa(z)+ ϕa(w)∗
)− zT T ∗w∗
(1 − 〈z, a〉)(1 − 〈a,w〉)
)
=
J −
(
J − cc∗
p
(
1
2 (ϕa(z)+ ϕa(w)∗)
)
+ czT T
∗w∗c∗/p
(1 − 〈z, a〉)(1 − 〈a,w〉)
)
1 − 〈z,w〉 .
Since
J − cc
∗
2p
(
ϕa(z)+ ϕa(w)∗
) = (Im − ϕ(z)2p cc∗J
)
J
(
Im − ϕ(w)2p cc
∗J
)∗
we can write(
J − cc
∗
2p
(
ϕa(z)+ ϕa(w)∗
)+ czT T ∗w∗c∗/p
(1 − 〈z, a〉)(1 − 〈a,w〉)
)
=
(
Im − ϕa(z)2p cc
∗J
)
J
(
Im − ϕa(w)2p cc
∗J
)∗
+ czT T
∗w∗c∗/p
(1 − 〈z, a〉)(1 − 〈a,w〉)
= (z)J˜(w)∗, (4.5)
where J˜ and  are as in the statement of the theorem. 
We note that the Brune section is analytic in CN from which the hyperplane tan-
gent to the sphere at the point a is removed.
5. A step by step solution to the boundary interpolation problem
Let in formula (4.3)
J = J0, a = a(1), p = p11, c =
(
ξ1
η1
)
and let
(z) = 1(z) =
(
A1(z) B1(z)
C1(z) D1(z)
)
,
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where the functions A1(z), B1(z), C1(z) and D1(z) are Cp×(p+N−1)-,
Cp×q -, Cq×(p+N−1)- and Cq×q -valued, respectively. The same arguments as for the
proof of Theorem 3.2 show that the linear fractional transformation
S(z) = (A1(z)σ (z)+ B1(z))(C1(z)σ (z)+D1(z))−1
describes the set of all solutions of Problem 1.2 for n = 1 when σ varies in the set
of all C(p+N−1)×q -valued Schur multipliers. We now prove that, solving iteratively
Problem 1.2, we get a linear fractional transformation of the form (3.4), where A(z)
and B(z) are, respectively, Cp×(p+n(N−1))- and Cq×(p+n(N−1))-valued, respectively
(and B(z) and D(z) are of sizes independent of n and N and are Cp×q - and Cq×q -
valued). When N = 1, we therefore get as a special case the solution of the boundary
tangential interpolation problem for Schur functions of the open unit disk.
Theorem 5.1. Let
1(z) =
(
A1(z) B1(z)
C1(z) D1(z)
)
be defined as above and let S(z) = T1(z)(σ1(z)) for a C(p+N−1)×q -valued Schur
multiplier σ1. Then, S is a solution of the interpolation problem 1.2 if and only if
σ1(z) is a solution of the interpolation problem
lim
ρ→1 ξ
′∗
k σ1(ρa
(k)) = η′k, (5.1)
lim
ρ→1 ξ
′∗
k
Ip+N−1 − σ1(ρa(k))σ1(ρa(k))∗
1 − ρ2 ξ
′
k  p′kk,
where for k = 2, 3, . . . , n and(
ξ ′k
η′k
)
=
(
A1(a
(k))∗ξk − C1(a(k))∗ηk
−B1(a(k))∗ξk +D1(a(k))∗ηk
)
, (5.2)
p′kk = pkk −
∣∣ξ∗k ξ1 − η∗kη1∣∣2
p11
∣∣1 − 〈a(1), a(k)〉∣∣2 . (5.3)
Proof. We first remark that ξ ′k = 0(p+N−1)×1 and η′k = 0q . Indeed, the function
z →
(
J −1(z)J˜1(a(k))∗
) ( ξk
−ηk
)
1 − 〈z, a(k)〉
belongs to H(1). Should the vectors ξ ′k and η′k be zero vectors, we get that the
function
z →
(
ξk
etak
)
1 − 〈z, a(k)〉 ∈H(1).
D. Alpay, C. Dubi / Linear Algebra and its Applications 340 (2002) 33–54 49
This is not possible for k  2.
Let S = T1(σ1) and assume that σ1 satisfies (5.1). We have
(A1 − SC1)(z)σ1(z) = (SD1 − B1)(z).
Multiplying by ξ∗k on the left we obtain(
ξ∗k A1 − ξ∗k SC1
)
(z)σ1(z)− ξ∗k SD1(z) = ξ∗k B1(z). (5.4)
Using the first interpolation condition on σ1 we get
lim
ρ→1
(
(ξ∗k A1 − ξ∗k SC1)σ1 − ξ∗k SD1
)
(ρa(k))
= lim
ρ→1
(
ξ∗k A1σ1 − η∗kC1σ1 − η∗kD1
)
(ρa(k)), (5.5)
or
lim
ρ→1
(
ξ∗k S(ρa(k))− η∗k
)
(D1 + C1σ1) (ρa(k)) = 0.
Since (D1 + C1σ1) is invertible, the last equality yields
lim
ρ→1 ξ
∗
k S(ρa
(k)) = η∗k (5.6)
as required. We now turn to the second interpolation condition. We write
ξ∗k
Ip − S(z)S(w)∗
1 − 〈z,w〉 ξk
= ξ∗k
(
Ip −S(z)
) J −1(z)J˜1(w)∗
1 − 〈z,w〉
(
Ip
−S(w)∗
)
ξk
+ ξ∗k (A1 − SC1) (z)
Ip+N−1 − σ1(z)σ1(w)∗
1 − 〈z,w〉 (A1 − SC1) (w)
∗ξk.
Setting in this expression z = w = ρa(k) and taking into account (5.6) we have
lim
ρ→1 ξ
∗
k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk
= lim
ρ→1
(
ξ∗k −η∗k
) J −1(ρa(k))J˜1(ρa(k))∗
1 − 〈ρa(k), ρa(k)〉
(
ξk
−ηk
)
+ lim
ρ→1 ξ
′∗
k
IN−1+p − σ1(ρa(k))σ1(ρa(k))∗
1 − ρ2 ξ
′
k (5.7)
provided the second indicated limit exists. Using the definition of 1 we have
J −1(z)J˜1(w)∗
1 − 〈z,w〉 =
(
ξ1
η1
)(
ξ1
η1
)∗
p11
(
1 − 〈z, a(1)〉) (1 − 〈a(1), w〉) .
Hence
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lim
ρ→1 ξ
∗
k
Ip − S(ρa(k))S(ρa(k))∗
1 − ρ2 ξk
= lim
ρ→1
(ξ∗k −η∗k)
(
ξ1
η1
)(
ξ1
η1
)∗
p11
(
1 − 〈ρa(k), a(1)〉) (1 − 〈a(1), ρa(k)〉)
(
ξk
−ηk
)
+ lim
ρ→1
(
+ξ ′∗k
Ip+N−1 − σ1(ρa(k))σ1(ρa(k))∗
1 − ρ2 ξ
′
k
)
=
∣∣ξ∗k ξ1 − η∗kη1∣∣2
p11
(
1 − 〈a(k), a(1)〉) (1 − 〈a(1), a(k)〉)
+ lim
ρ→1 ξ
′∗
k
IN−1+p − σ1(ρa(k))σ1(ρa(k))∗
1 − ρ2 ξ
′
k

∣∣ξ∗k ξ1 − ξ∗ξk∣∣2
p11
(
1 − 〈a(k), a(1)〉) (1 − 〈a(1), a(k)〉) + p′kk
= pkk.
To prove the converse statement it suffices to read backwards these arguments. 
We note that the matrix P′ is the Schur complement of p11 in P, and thus is also
strictly positive when P is assumed to be strictly positive. Thus we can reiterate the
procedure n times and obtain a C(p+q)×(n(N−1)+p+q)-valued matrix-valued function
(z) which will give, via a linear fractional, a transformation of the form (3.4),
where now σ is C(n(N−1)+p)×q -valued.
6. Geometric interpretation
We present a decomposition theorem related to the step by step interpolation.
When N = 1, more complete results appear in [8].
Theorem 6.1. Define
ck =
(
ξk
ηk
)
, c′k =
(
ξ ′k
η′k
)
,
fk = ck1 − 〈z, a(k)〉 , f
′
k =
c′k
1 − 〈z, a(k)〉 ,
(6.1)
where ξ ′kand η′kare as in the previous section. Thus, ck ∈ C(p+q) and c′k ∈C(p+N−1+q).
Let
H() = span{f1, f2, . . . , fn} and H′ = span {f ′2, f ′3, . . . , f ′n} .
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Then
H() =H(1)⊕1H′. (6.2)
Proof. Let P denote the orthogonal projection P :H(1)→H′. For every f ∈
H :
P(f ) = f − 〈f, f1〉H(1)‖f1‖2H(1)
f1. (6.3)
To prove the theorem, we will prove that P(fk) = 1(z)f ′k for every 2  k  n. We
first remark that c′k = J˜1(a(k))∗J0ck , Thus,
f ′k(z) =
c′k
1 − 〈z, a(k)〉 =
J˜1(a(k))∗Jck
1 − 〈z, a(k)〉 = J˜1(a
(k))∗Jfk(z) (6.4)
Thus, using (4.5) and (4.4) in (6.4) yields
1(z)f
′
k(z)= 1(z)J˜1(a(k))∗Jfk(z)
=
(
J − c1c
∗
1
2p11
(
φa(1) (z)+ φa(1) (a(k))∗
)
+ c1zT T
∗a(k)∗c∗1
(1 − 〈z, a(1)〉)(1 − 〈a(1), a(k)〉)
)
Jfk(z)
=
(
J − c1c
∗
1
2p11
(
φa(1) (z)+ φa(1) (a(k))∗
− zT T
∗a(k)∗
(1 − 〈z, a(1)〉)(1 − 〈a(1), a(k)〉)
))
Jfk(z)
=
(
J − c1c
∗
1
2p11
(
1 − 〈z, a(k)〉
(1 − 〈z, a(1)〉)(1 − 〈a(1), a(k)〉)
))
Jfk(z)
= fk(z)− c1c
∗
1(1 − 〈z, a(k)〉)
p11(1 − 〈z, a(1)〉)(1 − 〈a(1), a(k)〉)J
ck
(1 − 〈z, a(k)〉)
= fk(z)− c1c
∗
1Jck
p11(1 − 〈a(1), a(k)〉)fk(z)
= fk(z)− c
∗
1Jck
p11(1 − 〈a(1), a(k)〉)f1(z)
= P(fk(z)).
The theorem then follows from the previous equation. 
7. The degenerate case
We now turn to the case, where P  0 but det P = 0.
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Theorem 7.1. Assume that rank P = r . The set of solutions of the interpolation
problem 1.2 is described as follows. There exists a C(p+q)×(r(N−1)+p+q)-valued
function , which is a product of r elementary Brune sections, and such that the
set of solutions is given by a linear fractional transformation of the form (3.4),
where the parameter is now a C(r(N−1)+p)×q -valued Schur multiplier subject to
n− r constraints of the form
ξ ′∗k σ (z) ≡ η′∗k , (ξ ′∗k ξ ′k = η′∗k η′k).
Proof. Only the case, where P = 0 needs to be considered. In the case, where
rank P = r > 0, we can apply r times Theorem 5.1. So, assume that P = 0n×n.
Then, S(z) is a solution to Problem 1.2 if and only if
ξ∗k S(z) ≡ η∗k , k = 1, 2, . . . , n. (7.1)
Indeed, if S(z) satisfies (7.1), it solves Problem 1.2 with the pkk being all equal
to 0. Conversely, let S be a solution of the interpolation problem, and consider the
associated reproducing kernel Hilbert space H(S). For any 0  ρ < 1, the function
f (k)ρ (z) =
Ip − S(z)S(ρa(k))∗
1 − 〈z, ρa(k)〉 ξk
belongs to H(S). Using the second interpolation condition (with now the pkk being
equal to 0) we have
lim
ρ→1
∥∥f (k)ρ ∥∥2H(S) = 0.
Thus, the family of functions f (k)ρ with 0  ρ < 1 has a subsequence which con-
verges weakly to zero. The reproducing kernel property forces then pointwise con-
vergence. Therefore, there exists a sequence {ρ}∞=1 such that lim→∞ ρ = 1 and
lim
→∞ f
(k)
ρ
(z) = 0 ∀z ∈ BN.
Using the second interpolation condition, we have
lim
→∞ f
(k)
ρ
(z) = lim
→∞
ξk − S(z)S(ρa(k))∗ξk
1 − 〈z, ρa(k)〉 =
ξk − S(z)ηk
1 − 〈z, a(k)〉 = 0
for every z ∈ BN . Hence ξk − S(z)ηk ≡ 0, and by the same argument as in the proof
of step 4 of Theorem 3.2, we have ξ∗k S(z) ≡ η∗k . 
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