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Fakulteta za računalnǐstvo in informatiko
Jan Makovecki
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RAM random access memory bralno-pisalni pomnilnik
RR round robin razvrščanje s krožnim
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Naslov: Simulator razvrščanja po zgledu jedra Linux
V magistrski nalogi predstavimo simulator razvrščanja procesov, obli-
kovan po zgledu razvrščevalnika jedra Linux. V simulatorju so politike
razvrščanja implementirane v objektih, imenovanih ≫razvrščevalni razredi≪,
ki jim med simulacijo dodelimo procese. Simulator zbira različne stati-
stike na nivoju simulacije in posameznih procesov, vsebuje pa tudi grafični
vmesnik, v katerem prikaže rezultate v obliki grafov, potek simulacije pa
kot gantogram. Natančne definicije simulacij omogočajo uporabo poljubno
procesorsko-zahtevnih procesov, ki lahko svoje obnašanje tekom simulacije
tudi spreminjajo. V nalogi opǐsemo zgradbo, nastavitve, delovanje, vmesnik
in uporabo simulatorja, predstavimo pa tudi zgodovino, sestavo in delovanje
razvrščevalnika jedra Linux, na katerem je simulator zasnovan.
Ključne besede
časovni dodeljevalnik, časovni razvrščevalnik, razvrščanje procesov, simula-
cija, jedro Linux, sistemsko programiranje, JavaScript

Abstract
Title: A Scheduling Simulator Based on the Linux Kernel
The thesis presents a process scheduling simulator based on the scheduler
of the Linux kernel. Scheduling policies in the simulator are implemented as
objects called ”scheduling classes” to which processes are assigned during
a simulation. The simulator collects various statistics, both on simulation
level as well as per process, and presents them in an included user interface
in the form of charts, along with a Gantt chart which illustrates the exe-
cution of the simulation. Precise simulation definitions allow for the use of
arbitrarily processor-intensive processes that also possess the ability to alter
their behaviour during the course of a simulation. In this thesis we describe
the structure, settings, operation, user interface and usage of the simulator,
as well as present the history, structure and operation of the Linux kernel
scheduler, on which the simulator is based.
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Izraz ≫razvrščanje≪ (angl. scheduling) se nanaša na dejavnost, ki se odvija
v jedru vsakega modernega operacijskega sistema, katerega namen je izva-
janje več kot enega procesa naenkrat. Ko sistem upravlja z večjim številom
procesov, se hitro zgodi, da sta v istem trenutku na izvajanje pripravljena
dva ali več procesov. Sprejemanje odločitev o tem, kateri proces se bo lahko
izvajal naslednji, imenujemo razvrščanje [12]. Del operacijskega sistema, ki
ga izvaja, se imenuje ≫razvrščevalnik≪, ta pa v praksi skrbi tudi za druge
odločitve o izvajanju procesov – recimo, koliko časa bo nek proces tekel in
kaj se bo zgodilo ob pojavitvi novih procesov med njegovim izvajanjem.
Izraz ≫simulacija≪ (angl. simulation) se nanaša na približek delovanja
nekega procesa ali sistema iz resničnosti skozi čas. Namen simulacije je,
da preko poustvaritve delovanja proučevanega sistema privede do rezulta-
tov, ki jih je mogoče posplošiti na dejanski sistem. Z uporabo simulacije
je med drugim mogoče ustvariti poenostavljen model kompleksnega sistema
in z eksperimenti določiti njegove najpomembneǰse spremenljivke, preizku-
siti teorije o njem, poiskati potencialne izbolǰsave, proučevati njegov odziv
na razne spremembe, ga uporabiti v izobraževalne namene, za predstavitev
sistema ali pa postaviti enostavneǰso različico sistema, preden ga zgradimo v
realnosti [1]. Program, ki simulacijo izvaja, se imenuje ≫simulator≪.
1
2 POGLAVJE 1. UVOD
V magistrskem delu predstavimo implementacijo simulatorja razvrščanja,
zasnovanega na razvrščevalniku odprtokodnega jedra Linux.
1.1 Motivacija in cilji
Ideja za razvoj simulatorja razvrščanja se nam je porodila ob delu na napre-
dnem razvrščevalnem postopku za jedro Linux. Po implementaciji osnovne
različice našega postopka razvrščanja v jedro smo ugotovili, da bi bilo po-
trebnega še ogromno testiranja in izbolǰsav, da bi naš razvrščevalnik deloval
primerljivo z obstoječimi. Delo je oteževala predvsem kompleksnost jedra
in vse podrobnosti, ki jih je bilo potrebno pri tem upoštevati, saj je koda
razvrščevalnika skozi desetletja razvoja in nadgradenj postala precej obsežna
in zapletena. Poleg zahtevnosti vključitve novega postopka v obstoječo kodo
nam je delo upočasnjevala tudi njegova nizkonivojska narava. Da bi razvoj
pohitrili, smo tako prǐsli na idejo uporabe simulatorja, v katerem bi nadgra-
dnje našega postopka razvrščanja lahko preizkusili vnaprej, v enostavneǰsem
okolju in v vǐsjenivojskem jeziku, nato pa v jedro implementirali le tiste, ki
bi izgledale obetavno.
Simulator razvrščanja ni nova ideja, nekaj obstoječih bomo opisali v pod-
poglavju 1.3. Kljub temu nismo med njimi našli nobenega, ki bi ustrezal
naši nalogi brez popravkov ali omejitev. Nasploh se obstoječi simulatorji
niso ukvarjali s splošnonamenskimi algoritmi razvrščanja, med njimi pa tudi
ni bilo nobenega, ki bi temeljil na podobnih strukturah, kot jih uporablja je-
dro Linux, in iz katerega bi bil prenos razvitega postopka razvrščanja v jedro
kar se da enostaven. Iz teh razlogov smo se odločili napisati lasten simulator.
Naš simulator se imenuje SchedLinSim, kar je kombinacija besed ≫raz-
vrščanje≪ (angl. scheduling), ≫Linux≪ in ≫simulator≪. Po blizu se zgle-
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duje po razvrščevalniku jedra Linux in mu je po konceptu delovanja pre-
cej podoben. Zgledovanje po realnem sistemu ima več prednosti. Koncept
razvrščevalnih razredov je že preizkušen v praksi in vemo, da se obnese dobro.
Postopki razvrščanja, ki so razviti za simulator, ne potrebujejo posebnih idej-
nih popravkov za prenos v realen sistem – kvečjemu kakšno nadgradnjo. Tudi
statistike in rezultati simulacij so bolj relevantni za resničen sistem, če mu je
simulator čim bolj podoben. SchedLinSim ima tako politike razvrščanja im-
plementirane v obliki razvrščevalnih razredov, naenkrat lahko uporablja več
različnih politik, posamezen postopek razvrščanja pa je opisan s pomočjo
funkcij, ki jih osnovni simulator kliče ob različnih dogodkih, povezanih z
izvajanjem procesov. Simulatorju smo dodali tudi natančne definicije proce-
sov, s katerimi lahko oblikujemo različne realistične scenarije simulacij.
Glavna naloga simulatorja je omogočanje razvoja politik razvrščanja v
obliki razvrščevalnih razredov, ki so podobni razredom jedra Linux, izvaja-
nje simulacij z njimi in zbiranje statistik o njihovem delovanju. Ker je pri
razvoju algoritma razvrščanja pomembna tudi vizualizacija njegovega delo-
vanja, s katero lahko preverimo njegovo pravilnost, smo v simulator dodali
grafični vmesnik, ki med drugim omogoča prikaz poteka simulacije in nasploh
olaǰsa delo s simulatorjem. To naredi simulator primeren tudi v izobraževalne
namene, pri čemer je njegova podobnost z realnim jedrom pomembnega ope-
racijskega sistema velika prednost. Trenutna različica simulatorja je tako
namenjena razvoju in izobraževanju – omogoča razvoj lastnih algoritmov in
računa statistike za njih, obenem pa te statistike tudi prikaže v obliki infor-
mativnih grafov in vsebuje več v naprej napisanih razvrščevalnih razredov,
tako za preproste algoritme razvrščanja kot tudi za približke trenutnega in
preteklih algoritmov razvrščanja, uporabljenih v jedru Linux.
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1.2 Pregled vsebine
Po uvodu se v prvem poglavju nahaja še pregled sorodnih del (1.3) z opisom
drugih simulatorjev razvrščanja, njihovih značilnosti in glavnih razlik med
njimi in simulatorjem SchedLinSim.
V poglavju 2 se posvetimo razvrščevalniku jedra Linux, katerega dobro
razumevanje je bil pogoj za uspešno implementacijo našega simulatorja in
posledično se ta del naloge z njim ukvarja precej podrobno. Opǐsemo pre-
teklost razvrščevalnika jedra, različne verzije, ki so bile v njem uporabljene
tekom let, njihovo delovanje, prednosti in pomanjkljivosti. Bolj se poglobimo
v trenutni, ≫popolnoma pošteni razvrščevalnik≪ in opǐsemo nekaj novosti, ki
jih je prinesel v jedro. Govorimo o razvrščevalnih razredih, ki v trenutni
različici jedra implementirajo različne politike razvrščanja, in opǐsemo nji-
hovo delovanje. Za tem si ogledamo še strukture različnih pomembneǰsih de-
lov razvrščevalnika, pri čemer se opiramo na njihovo implementacijo v kodi,
in jih primerjamo s strukturami, ki smo jih uporabili v simulatorju.
Poglavje 3 je posvečeno simulatorju. Začne se s širšim pregledom simula-
torja in njegovih razvrščevalnih razredov. Nadaljujemo z opisom postopkov
razvrščanja, ki smo jih v simulator že vključili, pri čemer tudi opozarjamo
na njihove posebnosti. Sledi opis poteka simulacije, različnih načinov nje-
nega izvajanja in dogajanja v simulatorju, ko simulacijo poženemo. Za tem
si ogledamo strukturo definicije simulacije – objekta, ki vsebuje podatke, po-
trebne za izvajanje simulacije. Pod te spadajo tudi procesi in njihov sistem
obnašanj, ki jim omogoča menjavo vedenja tekom simulacije. Zbiranje sta-
tistik je ena glavnih nalog simulatorja in v njihovem pregledu, ki sledi, so
opisani različni tipi statistik, ki jih simulator ponuja, kot tudi načini njiho-
vega izračuna. Velik del simulatorja je tudi grafični vmesnik, ki je prikazan
in opisan v zadnjem delu tega poglavja.
V poglavju 4 sledi zaključek. Ta vsebuje obsežen primer uporabe simula-
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torja, ki združuje in zaokrožuje to, kar smo o njem do tedaj povedali. Vsebuje
tudi natančen opis poteka simulacije in prikaže nekaj podrobnosti, o katerih
v preǰsnjih poglavjih nismo govorili, kot je razlaga nekaterih odločitev, ki jih
razvrščevalni razredi sprejmejo tekom izvajanja, in točna sestava nekaterih
objektov, ki jih simulator uporablja pri svojem delu. Na koncu naštejemo še
nekaj omejitev simulatorja in potencialne nadgradnje, ki bi lahko izbolǰsale
njegovo uporabnost v prihodnosti.
1.3 Pregled sorodnih del
Pod sorodna dela sodijo obstoječi simulatorji razvrščanja. Ti po večini spa-
dajo v eno od dveh ohlapno določenih kategorij – lahko so narejeni za upo-
rabo pri izobraževanju, lahko pa so bolj namenski, narejeni za testiranje
specifičnega področja ali vidika razvrščanja. Izobraževalni simulatorji imajo
poudarek na vizualizaciji, implementirajo osnovne, znane algoritme, ki v pra-
ksi služijo predvsem kot osnova za bolj dodelane, ter po navadi ne ponujajo
posebne razširljivosti v smeri dodajanja lastnih algoritmov, niti posebno na-
tančnih nastavitev za obstoječe. Po drugi strani so namenski simulatorji
precej kompleksneǰsi, namenjeni uporabi pri razvoju in preizkušanju no-
vih algoritmov razvrščanja v praksi in pogosto ponujajo več razširljivosti.
Večinoma se ukvarjajo z algoritmi razvrščanja v realnem času (angl. real
time) in v simulacijo vključujejo lastnosti in omejitve strojne opreme, kot so
cene preklopov in poraba energije, pogosto pa podpirajo tudi simulacijo več
procesorskih jeder.
SchedLinSim sodi med opisani skupini. Po eni strani je namenjen prikazu
delovanja razvrščevalnih algoritmov, saj s svojimi natančnimi statistikami
in beleženjem poteka razvrščanja omogoča podrobno vizualizacijo delovanja
razvrščevalnih algoritmov, po drugi strani pa je narejen za testiranje realnih
algoritmov in je enostavno razširljiv preko svojih razvrščevalnih razredov.
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Simulacija stroškov delovanja razvrščevalnika in podpora več procesorskim
jedrom je za naš simulator izven obsega načrtovanega dela.
Ker se pri delovanju zgleduje po jedru Linux, ki ni primarno namenjeno
razvrščanju v realnem času, leži tudi fokus simulatorja SchedLinSim na bolj
splošno uporabnih algoritmih. Pri njegovem načrtovanju smo med drugim
želeli, da omogoča implementacijo kompleksneǰsih postopkov razvrščanja, ki
pri svojih odločitvah uporabljajo tudi znanje o trenutnem stanju in obre-
menjenosti sistema. Posledično smo dali več pomena pridobivanju različnih
statistik in dostopu do njih že tekom izvajanja simulacije, s čimer se obstoječi
simulatorji po večini ne ukvarjajo.
Z implementacijo razvrščevalnih razredov in posnemanjem njihovega de-
lovanja v jedru omogoča SchedLinSim uporabo več različnih razvrščevalnih
algoritmov znotraj ene simulacije in preučevanje njihovega medsebojnega
vpliva, česar nismo zasledili pri nobenem obstoječem simulatorju. Tudi oblika
razvrščevalnih razredov znotraj simulatorja SchedLinSim je podobna tistim v
jedru Linux, kar precej poenostavi reimplementacijo preizkušenih algoritmov
v jedru.
Še ena moč simulatorja SchedLinSim so njegove natančne definicije po-
sameznih procesov, ki omogočajo natančno specifikacijo obnašanja procesa
tekom njegovega življenja. Koncept ≫obnašanj≪ procesa omogoča popolno
spremembo želenega časa izvajanja, časa spanja in prioritete procesa kadar
koli tekom njegovega izvajanja, prehod med različnimi načini obnašanja pa
je omogočen ob izpolnitvi različnih pogojev, kot sta čas izvajanja simulacije
in število zagonov procesa. Tako lahko v SchedLinSim modeliramo spremen-
ljive procese, kot je na primer urejevalnik besedil, ki pogosto prehaja med
interaktivnim in procesorsko zahtevnim načinom delovanja. Podobno lahko
definiramo tudi končne pogoje, ki ob izpolnitvi proces zaključijo.
Pregled sorodnih del smo opravili s pomočjo spletnih iskanj in referenc v
že znani literaturi. Pri raziskovanju delovanja in funkcij sorodnih programov
smo uporabljali vire, kot so njihove spletne strani, članki, ki jih opisujejo,
dokumentacija programov, njihova programska koda in komentarji v njej,
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nekatere pa smo tudi preizkusili. Primerjave so bile narejene po naših naj-
bolǰsih močeh glede na različno kvaliteto dokumentacije, dostopnost virov ter
poznavanje uporabljenih jezikov in tehnologij. V nadaljevanju bomo pred-
stavili dela, ki so se nam zdela opazneǰsa.
SimSo
Simulator SimSo [3] se osredotoča na realističen prikaz delovanja algoritmov
za razvrščanje v realnem času na sistemih z več procesorskimi jedri. Je eden
izmed bolj dodelanih simulatorjev na našem seznamu. Napisan je v jeziku
Python, podpira več kot 25 algoritmov razvrščanja, uporablja več navideznih
jeder procesorja, ocenjuje ceno preklopov, ima grafični uporabnǐski vmesnik
za namizje in različico, ki deluje v brskalniku, deluje pa lahko tudi preko
ukazne vrstice.
SimSo uporablja za definicijo simulacije konfiguracijski objekt, v katerega
shranjuje tako nastavitve simulacije kot tudi procese, ki bodo v njej tekli –
podobno kot SchedLinSim. Za razliko od konfiguracije slednjega, procesi v
SimSo privzeto vsebujejo več lastnosti, povezanih z izvajanjem v realnem
času, kot je recimo skrajni rok (angl. deadline), ki jih lahko v simulatorju
SchedLinSim procesom dodamo naknadno. Po drugi strani ne izgleda, da bi
procesi vsebovali sistem za popolno spremembo obnašanja tekom simulacije,
kot so naši zapisi obnašanja. Procese je v SimSo možno generirati avto-
matsko z uporabo katerega izmed v ta namen vključenih algoritmov, pod
določenimi konfiguracijami pa lahko nove procese zaganjajo tudi obstoječi
procesi. Ne izgleda, da bi bile v SimSo podprte nastavitve za posamezen al-
goritem razvrščanja, ki bi omogočale nastavljanje razvrščevalnika na nivoju
posamezne simulacije, kar SchedLinSim omogoča.
SimSo definira razvrščevalnik z uporabo štirih funkcij: ob inicializaciji
razvrščevalnika, ob zagonu procesa, ob smrti procesa in za izbiro novega
procesa. Za druge dogodke lahko skrbijo časovniki, ki jih lahko nastavi
razvrščevalnik in ki po preteku zapisanega časa pokličejo poljubno funkcijo.
Simulator SchedLinSim za časovne dogodke skrbi s stalnimi časovnimi preki-
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nitvami, katerih pogostost se nastavi v konfiguraciji simulacije, ob njihovem
proženju pa se kliče funkcija taskTick() posameznega razvrščevalnega ra-
zreda, podobno kot v jedru Linux.
Glavne razlike med simulatorjem SchedLinSim in SimSo so, da se sle-
dnji osredotoča na čimbolj natančno modeliranje delovanja razvrščevalnih
algoritmov realnega časa in poskuša čim točneje upoštevati tudi omejitve
strojne opreme, medtem ko SchedLinSim predstavlja ogrodje za preizkušanje
obstoječih in novih splošnonamenskih algoritmov v okolju, ki je po logiki
razvrščanja podobno jedru Linux.
YARTISS
Simulator YARTISS je napisan v Javi, njegov namen pa je vizualizacija, testi-
ranje, primerjava in evaluacija algoritmov razvrščanja v realnem času [2]. Po
svojem namenu je najbolj podoben simulatorju SimSo, kar avtorji slednjega
povedo tudi sami [3]. YARTISS je že tretji poskus avtorjev, da bi ustvarili
splošno uporaben simulator razvrščanja, in v članku postavljajo preprostost
uporabe in razširljivost v sam vrh prioritet simulatorja. Poleg tega je velik
fokus simulatorja tudi zbiranje statistik o porabi energije, čemur nameni več
pozornosti kot podobni programi. Poleg simulacije delovanja razvrščevalnega
algoritma na enem jedru ponuja tudi simulacijo več procesorskih jeder in
zaganjanje večjih vzporednih simulacij, ki ločeno simulirajo obnašanje posa-
meznih algoritmov in rezultate primerjajo med seboj. Implementiranih ima
več kot 20 razvrščevalnih algoritmov. Ponuja tudi avtomatske generatorje te-
stnih procesov (ki so lahko povezani v grafe) in grafični uporabnǐski vmesnik
z vizualizacijo poteka razvrščanja, zaenkrat pa mu manjka vmesnik preko
ukazne vrstice, kar omejuje njegovo uporabnost pri avtomatskem testiranju
z uporabo skript.
Razlike med SchedLinSim in YARTISS-om so podobne a večje, kot pri
SimSo. YARTISS se osredotoča na splošno testiranje algoritmov razvrščanja
v realnem času, medtem ko je SchedLinSim namenjen testiranju splošnih al-
goritmov razvrščanja v okolju, podobnem jedru Linux. YARTISS ne omogoča
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izvajanja več razvrščevalnih politik znotraj iste simulacije. Njegovi procesi
so prilagojeni na algoritme razvrščanja v realnem času, isto pa velja tudi
za njegove statistike – podpira recimo statistike o uspešno doseženih rokih
izvajanja (angl. deadline), s katerimi se mi ne ukvarjamo, manjkajo pa mu
statistike o času čakanja procesov pred izvajanjem. Pridobivanje statistik
tekom izvajanja ni mogoče. Ne izgleda, da bi bile statistike na voljo, ko
se simulator uporablja za vizualizacijo izvajanja algoritma – le ko delamo
primerjave več različnih algoritmov. Razvrščevalne politike so definirane le
preko funkcije za izbiro naslednjega procesa in tako uporabljajo drugačno lo-
giko kot naši razvrščevalni razredi. Konfiguracije simulacij je mogoče shraniti
v obliki XML, a ne izgleda, da bi bile podprte natančne definicije obnašanja
procesov, kot so naši zapisi obnašanj.
RTSIM
Simulator sistemov dela v realnem času RTSIM (angl. Real-Time system
SIMulator) je zbirka programskih knjižnic, napisanih v C++, za simula-
cijo nadzornih sistemov dela v realnem času [16]. Kot pri YARTISS-u si
avtorji želijo enotne platforme za primerjavo algoritmov razvrščanja v re-
alnem času, vendar pa je bil RTSIM razvit kot interni projekt v njihovem
laboratoriju in je kot tak žal slabo dokumentiran. RTSIM se osredotoča na
nadzorne sisteme, kar je že precej drugačno področje kot splošnonamensko
razvrščanje simulatorja SchedLinSim. Ponuja več razvrščevalnih algoritmov
in grafični uporabnǐski vmesnik, ki ga uporablja za prikaz izvajanja simu-
lacije. Grafični vmesnik pride prav pri prikazu simulacij na več navideznih
jedrih in komunikacije med procesi, ki poteka v obliki signalov in postavljanja
semaforjev. Procesi so definirani periodično ali neperiodično, vsebujejo la-
stnosti, specifične za sisteme dela v realnem času, ne ponujajo pa natančnih
definicij obnašanja, kot jih SchedLinSim. Definicijo enostavne simulacije
lahko zapǐsemo v obliki XML ali jo nastavimo v uporabnǐskem vmesniku,
vendar pa je kompleksneǰse scenarije potrebno zapisati kot program C++ in
jih prevesti. Razvrščevalne politike so zapisane kot razširitve abstraktnega
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razreda, ki precej natančno definira njihovo obnašanje – za korenito spre-
membo logike razvrščanja bi bila verjetno potrebna ponovna implementacija
tega razreda, ki ni trivialna. Ta logika razvrščanja je korenito drugačna od
naših razvrščevalnih razredov, ki imajo pri delu s procesi precej več svobode.
Statistike so v glavnem povezane z delom v realnem času, med njimi naj-
demo meritve zamud rokov izvajanja in odstotka procesov, ki so se izvedli
znotraj roka, vsebujejo pa tudi ocene porabe energije. Bolj splošnih stati-
stik in možnosti zbiranja statistik med izvajanjem nismo našli. RTSIM ne
podpira uporabe različnih algoritmov razvrščanja znotraj iste simulacije.
CPUSS
CPUSS je splošnonamenski simulator, katerega cilj je omogočiti enostavno
implementacijo, preizkušanje in zbiranje metrik o po meri narejenih algorit-
mih razvrščanja [15]. Po svojem namenu je podoben SchedLinSim, vendar se
od njega bistveno razlikuje v pristopu. CPUSS je implementiran z uporabo
tehnologij C# in .NET in se pri svojem delovanju ne zgleduje po jedru Linux.
Pri delovanju ne uporablja grafičnega vmesnika, kot ga lahko SchedLinSim –
vse vhodne parametre mu je potrebno podati na ukazni vrstici. Vsako simu-
lacijo požene večkrat, kot rezultat pa generira stran HTML s statistikami o
razvrščanju v obliki grafov, na katerih prikaže vrednosti posameznih statistik
v vsaki simulaciji posebej. Točnega poteka razvrščanja v obliki gantograma
ne zna prikazati. CPUSS podpira precej statistik, ki se delno prekrivajo
s statistikami simulatorja SchedLinSim, vendar pa so vse na voljo šele po
koncu simulacije – kakršen koli poskus dostopa do njih pred tem sproži na-
pako. Politike razvrščanja so zapisane v obliki datotek C#, omogočajo pa
zagon funkcij ob dogodkih začetka in konca simulacije, kot tudi ob začetku,
koncu, prekinitvi in nadaljevanju izvajanja procesa, v čemer je podoben si-
mulatorju SchedLinSim. Manjka mu dogodek proženja časovnika. CPUSS
pozna tri vnaprej določene konfiguracije procesov, ki se razlikujejo po času
izvajanja: majhen, srednji in velik. Procesi ne podpirajo prostovoljnega blo-
kiranja izvajanja (spanja) in ponovnega zagona (prebujanja) – lahko so le
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prekinjeni, ko končajo z izvajanjem pa se ne zaženejo ponovno. Definicije
simulacij v CPUSS vsebujejo število procesov posameznega tipa in število
ponovitev simulacije, medtem ko v SchedLinSim vsebujejo še parametre za
simulator in razvrščevalne razrede ter natančne definicije posameznih proce-
sov s časi izvajanja in spanja, prioritetami in izhodnimi pogoji. CPUSS ne
podpira uporabe več razvrščevalnih razredov v isti simulaciji.
YASA
YASA je – kot razkriva njegovo dolgo ime – ≫še en program za analizo
razvrščanja≪ (angl. yet another scheduling analyzer) [6]. Omogoča simula-
cijo in analizo algoritmov razvrščanja v realnem času na različnih platformah.
Glavni namen simulatorja YASA je pospešitev postopka izbire primernega
algoritma razvrščanja za posamezno aplikacijo, ki se izvaja v realnem času.
Posebnost simulatorja YASA je, da je namenjen preizkušanju algoritmov iz
praktičnega vidika, in tako za izvajanje testov ponuja poleg simulacije tudi
izvajanje na realnem sistemu RTLinux. Slednji je bil različica Linuxa, ki
je ponujala delovanje z doslednim izvajanjem v realnem času (angl. hard
real-time), vendar se je njegov razvoj zaključil leta 2011 [7]. Sam simulator
YASA je iz leta 2003, v katerem Linux še ni poznal razvrščevalnih razredov,
ki so se pojavili kot del ≫popolnoma poštenega razvrščevalnika≪ (angl. com-
pletely fair scheduler ; CFS) leta 2007 in po katerih se zgleduje SchedLinSim.
Čeprav se YASA ukvarja z implementacijo algoritmov za jedro Linux, kar je
delno tudi cilj simulatorja SchedLinSim, je bilo to tedaj korenito drugačno od
današnjega. YASA se osredotoča tudi na strojno opremo in specifične kom-
ponente, kot so razvrščevalni koprocesorji, ki naj bi pospešili razvrščanje,
s katerimi pa se SchedLinSim ne ukvarja. YASA lahko deluje kot splošno
namenski simulator razvrščanja v realnem času – podpira 12 algoritmov, za
vsak proces lahko določi čas zagona, čas izvajanja in rok izvajanja (angl. dea-
dline), vsebuje grafični uporabnǐski vmesnik, spisan v okolju QT, in omogoča
zapis ≫projektov≪ v obliki XML. YASA je zaradi svoje osredotočenosti na
strojno opremo in implementacije v jeziku C izjemno obsežen in kompleksen
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projekt, ki je sicer dobro dokumentiran, a ne izgleda enostaven za uporabo
in razširitve. Trenutno je ≫v postopku razvoja≪, vendar zaradi odsotnosti
posodobitev od leta 2003 sklepamo, da je projekt opuščen.
STORM
STORM je simulacijsko orodje za evalvacijo razvrščanja v realnem času za
več procesorske sisteme (angl. Simulation TOol for Real-time Multiproces-
sor scheduling), napisano v Javi [13]. Njegov cilj je postati odprto in čim
bolj fleksibilno orodje za preizkušanje modernih algoritmov razvrščanja v re-
alnem času v večprocesorskih okoljih, pri tem pa poskuša čim natančneje
simulirati obnašanje različnih programskih in strojnih elementov takega sis-
tema. Specifično se osredotoča na različne večprocesorske arhitekture (tako
z več jedri na istem procesorju kot z več procesorji), porazdeljene arhi-
tekture, kjer je potrebno upoštevati tudi ceno komunikacije, arhitekturo in
obnašanje (večnivojskega) predpomnilnika, odprtost in razširljivost ter im-
plementacijo simulacijskega jezika za vodenje eksperimentov. STORM hrani
navodila za simulacijo v obliki datoteke XML, njeno izvajanje pa lahko po-
teka v grafičnem okolju, ki uporabniku prikaže gantogram poteka simulacije
in več statistik: diagram obremenjenosti procesorja skozi čas, diagram po-
rabe energije, diagram podatkovnih odvisnosti med procesi itd. Specifikacije
procesov omogočajo medsebojno povezanost in združevanje v grafe, definicije
posameznih procesov pa izgledajo enostavneǰse kot pri SchedLinSim. Fokus
simulatorja STORM so sistemi delovanja v realnem času, njihova arhitektura,
meritve doseganja rokov in poraba energije. V prihodnje se namerava usme-
riti tudi v simulacijo več strojnih komponent in njihovega vpliva na delovanje
procesov. Njegov fokus se torej korenito razlikuje od simulatorja SchedLin-
Sim – ne izgleda, da bi se posebej zgledoval po jedru Linux, omogočal izva-
janje več različnih algoritmov znotraj iste simulacije ali pa podpiral zbiranje
statistik tekom simulacije. Žal same kode projekta nismo mogli pregledati
in preizkusiti, saj njegova spletna stran [32] v času pisanja ni delovala, pro-
jekt pa izgleda opuščen. Zapisani podatki so tako vzeti iz članka, ki projekt
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opisuje [13].
MOSS
MOSS [26] je javanski simulator razvrščanja, ki je bil napisan z namenom
praktičnega prikaza konceptov razvrščanja, predstavljenih v knjigi Modern
Operating Systems (Sodobni operacijski sistemi) profesorja A. Tannenbauma
[12]. Simulator deluje preko ukazne vrstice in ob zagonu prejme nastavitveno
datoteko, v katero uporabnik vpǐse želeno število procesov, povprečni čas
izvajanja in čas spanja (blokiranja) vsakega procesa ter dolžino izvajanja si-
mulacije. MOSS uporabniku vrne dve tekstovni datoteki: ena vsebuje zapis
poteka simulacije, v drugi pa so zbrani splošni podatki simulacije in statistike
za vsak proces: čas izvajanja, čas spanja in števec prostovoljnih prekinitev
procesa. Simulator podpira le en algoritem razvrščanja in za njegovo za-
menjavo je potrebno popraviti oziroma nadomestiti datoteko z algoritmom
in program ponovno prevesti. MOSS je torej uporaben za prikaz delovanja
preprostih algoritmov, vendar je manj zmogljiv od simulatorja SchedLinSim.
AnimOS
AnimOS je študentski projekt simulatorja razvrščanja, ki deluje v brskal-
niku [23]. Podpira 11 strategij razvrščanja, ki jim lahko preko uporabnǐskega
vmesnika podamo parametre (npr. dolžino časovne rezine). Uporabnik lahko
definira lastno strategijo razvrščanja v obliki metode izbire naslednjega pro-
cesa, ne more pa definirati lastne izvajalne vrste, funkcije uvrščanja procesa
v izvajalno vrsto, časovnih prekinitev itd. Posamezen proces v AnimOS je
definiran z imenom, časom začetka izvajanja, časom, za katerega se izvaja,
preden prostovoljno zaspi, in časom spanja. Za primerjavo podpira SchedLin-
Sim še spremembe obnašanja procesov in njihovo pogojno zaključevanje. Po
končani simulaciji, ki je omejena na 200 časovnih enot, ponudi AnimOS vrsto
statistik. Te se v veliki meri prekrivajo s statistikami simulatorja SchedLin-
Sim, vendar nobena ni prikazana v obliki grafa, do njih pa tudi ni mogoče
dostopati tekom izvajanja simulacije. AnimOS ne zna razvrščati procesov
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znotraj ene simulacije po različnih razvrščevalnih algoritmih in ne izgleda,
da bi se zgledoval po jedru Linux, v čemer se od našega simulatorja razlikuje.
Simulacij se v AnimOS ne da definirati v nastavitveni datoteki ali pa avto-
matsko izvajati večkrat zaporedoma – vso delo s simulatorjem poteka preko
uporabnǐskega vmesnika, kar ga dela uporabnega predvsem v izobraževalne
namene.
CPU Scheduler Application
Aplikacija razvrščevalnika CPE [33] je javanski simulator, ki z uporabo gra-
fičnega uporabnǐskega vmesnika prikazuje potek različnih algoritmov raz-
vrščanja. Zanimiv je, ker potek razvrščanja prikaže na svoj način – procesi so
prikazani kot stolpci, ki so na začetku zapolnjeni z barvo, njihova vsebina pa
se niža, ko se izvajajo na procesorju. Razvrščeni so v vrstnem redu pojavitve
od leve proti desni in tisti, ki se trenutno izvaja, je obarvan z drugo barvo kot
ostali. Hitrost simulacije je nastavljiva in možno jo je tudi začasno prekiniti.
Simulator ponuja štiri različne algoritme razvrščanja in generira statistike,
kot so povprečni čas čakanja in povprečna življenjska doba procesa. Procesi
se ustvarjajo naključno, lahko pa jih simulatorju podamo preko datoteke, v
kateri jih definiramo s časom prihoda, časom izvajanja in prioriteto. Aplika-
cija ne omogoča enostavne implementacije novih algoritmov in poglobljenega
testiranja njihovega delovanja, služi pa kot zanimiva vizualizacija.
LinSched
LinSched [20], simulator razvrščevalnika jedra Linux v uporabnǐskem okolju
(angl. User-space Linux Scheduler Simulator) je program, ki se simulacije
razvrščevalnika v Linuxu loti na drugačen način. Namesto da bi zgradil
okolje, v katerem se navidezni procesi izvajajo podobno kot v jedru, vzame
dejansko kodo razvrščevalnika iz jedra in postavi okoli nje ogrodje, ki simu-
lira dovolj velik del jedra, da razvrščevalnik deluje. Temu doda še skripte
in programski vmesnik, preko katerega lahko v ustvarjenem okolju izva-
jamo simulacije, celoten program pa lahko nato izvedemo kot uporabnǐsko
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aplikacijo (namesto kot sistemski proces, kar je razvrščevalnik običajno).
Na ta način omogoča LinSched enostavneǰse testiranje dejanskih implemen-
tacij razvrščevalnikov za jedro Linux in proučevanje njihovega obnašanja,
vseeno pa ta pristop ne olaǰsa same implementacije razvrščevalnika, saj
mora uporabnik še vedno podrobno poznati delovanje jedra in svoj postopek
razvrščanja podati na nizkem nivoju, v programskem jeziku C. Ker je delo
neposredno na jedru kompleksno, je bila velik del razloga za implementacijo
simulatorja SchedLinSim tudi poenostavitev implementacije testnih postop-
kov za razvrščanje v Linuxu, z manj podrobnostmi in na vǐsjem nivoju, ki
pa je LinSched ne omogoča. Izgleda tudi, da projekt nikoli ni prav zaživel,
saj edina dostopna verzija iz leta 2012 [30] kasneje ni bila posodobljena za
noveǰse različice jedra.
Ker gre pri razvrščanju za staro in obsežno področje računalnǐstva, je
sorodnih del veliko in vseh tako ni mogoče opisati. Kljub temu verjamemo, da
povzetek obstoječih rešitev v tem poglavju pokaže, da simulator SchedLinSim
s svojim pristopom prinaša nekaj novega, z uporabno vrednostjo tako na
izobraževalnem kot na praktičnem razvojnem področju.
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Poglavje 2
Razvrščevalnik jedra Linux
Na enem jedru procesorja lahko naenkrat teče samo en proces. Kljub temu
vsi moderni, splošnonamenski operacijski sistemi omogočajo izvajanje več
procesov naenkrat. To se ne zdi nič posebnega na napravah z več procesor-
skimi jedri, a procesi tečejo na videz sočasno tudi na napravah z enim samim
jedrom in tudi če je zagnanih več procesov, kot je na voljo jeder. Tej lastno-
sti rečemo večopravilnost, na posameznem jedru pa jo operacijski sistemi
dosežejo tako, da procese izmenično poganjajo v kratkih intervalih, navadno
le po nekaj milisekund, kar uporabniku daje iluzijo, da procesi tečejo sočasno.
Za večopravilnost v operacijskem sistemu skrbi predvsem razvrščevalnik.
Ta je zadolžen za množico odločitev glede izvajanja procesov: kateri proces
bo tekel naslednji, koliko časa bo tekel, ali bo prekinjen, če se med njegovim
izvajanjem pojavi pomembneǰsi proces, itd. Če lahko operacijski sistem pre-
kine izvajanje procesa in ga zamenja z drugim, ne da bi proces prenehal z
izvajanjem prostovoljno, potem ta operacijski sistem podpira ≫večopravilnost
s prekinitvami≪ (angl. preemptive multitasking). Če operacijski sistem izva-
janja procesa ne more prekiniti in se zanaša na proces, da bo ta sam končal z
delom in predal (angl. yield) procesor nazaj jedru v nekem primerno kratkem
času, se to delovanje imenuje ≫kooperativna večopravilnost≪ (angl. coope-
rative multitasking). Slednja ima več problemov, ki so povezani predvsem
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s tem, da je delovanje celotnega sistema odvisno od obnašanja posameznih
procesov – že en proces, ki pade v neskončno zanko, je dovolj, da zamrzne
celoten sistem. Posledično se vsi moderni večopravilni operacijski sistemi
poslužujejo večopravilnosti s prekinitvami [10].
2.1 Zgodovina razvrščanja v Linuxu
Jedro Linux je oblikovano po zgledu operacijskega sistema Unix, ki je bil
večopravilen s prekinitvami že od svoje stvaritve [10]. Tako tudi Linux pod-
pira večopravilnost s prekinitvami že od prve javne različice, ki je izšla leta
1991. Od prve različice je do današnjega dne jedro uporabljalo že več različnih
razvrščevalnikov, ki so se tekom njegovega razvoja menjali in izpopolnjevali.
2.1.1 Prvi razvrščevalnik jedra Linux
Prvi razvrščevalnik v jedru Linux je bil konceptualno precej preprost. Vsa-
kemu izmed procesov je dodelil ≫časovno rezino≪ (angl. timeslice), ki se
je tekom izvajanja procesa zmanǰsevala – ko je proces končal z izvajanjem,
se je čas, ki ga je porabil, odštel od njegove časovne rezine. Če je proces
med izvajanjem v celoti porabil svojo časovno rezino, ga je razvrščevalnik
prekinil. Pri izbiri naslednjega procesa se je razvrščevalnik sprehodil skozi
vse procese na sistemu in med tistimi, ki so bili pripravljeni na izvajanje,
izbral proces z najdalǰso preostalo časovno rezino. Če ni našel procesa, ki bi
imel na voljo še kaj časovne rezine in bil hkrati pripravljen na izvajanje, je
vsem procesom na sistemu ponovno preračunal časovne rezine (upoštevajoč
njihovo prioriteto) in nato ponovil postopek izbire. Če na sistemu ni bilo
procesa, ki bi bil pripravljen na izvajanje, je razvrščevalnik pognal proces 0
– nedejaven (angl. idle) proces. Ta sistem razvrščanja ni posebej učinkovit,
vendar je bil za svoj čas dovolj dober, saj je bilo tedaj število procesov, ki
so se lahko izvajali naenkrat, tako ali tako omejeno na 32 [8]. Opisan posto-
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pek razvrščanja smo v simulatorju implementirali kot ≫LinuxOriginalClass≪,
omenjen v sekciji 3.2.4.
2.1.2 Razvrščevalnik O(n)
Druga različica razvrščevalnika se je v jedru Linux pojavila okoli verzije 2.4,
ki je izšla v začetku leta 2001. Razvrščevalnik O(n) je prejel ime po računski
zahtevnosti svojega delovanja. Kot prvi razvrščevalnik jedra je tudi ta pri
izbiri naslednjega procesa pregledal vseh n procesov na sistemu, kar mu je
dalo računsko zahtevnost O(n). Tudi konceptualno je bil razvrščevalnik O(n)
podoben svojemu predhodniku. Uporabljal je časovna obdobja, imenovana
≫epohe≪ (angl. epoch), v katerih je izvajal procese. Vsak proces je prejel
časovno rezino, ki je predstavljala največjo količino časa, ki ga je imel na voljo
za izvajanje znotraj ene epohe. Epoha se je končala, ko pri izbiri naslednjega
procesa ni bilo na voljo nobenega, ki bi bil pripravljen na izvajanje in še ni
porabil svoje časovne rezine. Ob koncu epohe je razvrščevalnik procesom
dodelil nove časovne rezine. Vsak proces, ki v preǰsnji epohi svoje časovne
rezine ni porabil v celoti, je v naslednji prejel večjo časovno rezino, ki ji je
bila poleg osnovne dolžine prǐsteta še polovica preostalega časa iz preǰsnje
rezine. Neporabljen čas izvajanja je igral pomembno vlogo tudi pri izbiri pro-
cesa za zagon. Razvrščevalnik O(n) je ocenjeval procese z mero, imenovano
≫dobrost≪ (angl. goodness), ki jo je preračunal iz preostalega dela časovne
rezine procesa in njegove prioritete. Pri izbiri je tako pregledal vse procese
na sistemu in zagnal tistega, ki je imel najvǐsjo ≫dobrost≪ [8], [19]. Opisan
postopek razvrščanja smo v simulatorju implementirali kot ≫LinuxOnClass≪,
omenjen v sekciji 3.2.5.
2.1.3 Razvrščevalnik O(1)
Razvrščevalnik O(1) je bil v jedro dodan v verziji 2.6, ki je izšla decembra
2003. Zasnovan je bil kot popolna predelava obstoječega razvrščevalnika,
njegov namen pa je bil, da popravi pomanjkljivosti svojega predhodnika –
20 POGLAVJE 2. RAZVRŠČEVALNIK JEDRA LINUX
predvsem njegovo računsko zahtevnost. Razvrščevalnik O(1) je dobil svoje
ime po svoji konstantni računski zahtevnosti pri izbiri procesov. Kjer je mo-
ral njegov predhodnik O(n) pregledati vseh n procesov na sistemu, da je lahko
izbral naslednjega, je lahko razvrščevalnik O(1) to storil v konstantnem času,
ne glede na to, koliko procesov je bilo zagnanih na sistemu. To je naredilo
razvrščevalnik O(1) dosti bolj skalabilen in primeren za strežnǐsko okolje, kjer
naenkrat pogosto teče veliko število procesov na velikem številu procesorskih
jeder [10]. Bil je tudi prvi razvrščevalnik v jedru Linux, v katerem je lahko
nov proces z vǐsjo prioriteto od trenutnega tega prekinil in se takoj zagnal
namesto njega [8].
Razvrščevalnik O(1) je procese hranil v dveh strukturah – aktivni (angl.
active) in pretečeni (angl. expired), ki smo ju ilustrirali na sliki 2.1. Vsi
procesi so začeli v strukturi aktivnih procesov z dodeljeno časovno rezino.
Ko je proces porabil svojo časovno rezino, je bil premaknjen v strukturo
pretečenih procesov, njegova časovna rezina pa je bila preračunana na novo.
Ko v aktivni strukturi ni bilo nobenega procesa več, torej ko so vsi porabili
svoje časovne rezine ali zaspali, sta se strukturi zamenjali – pretečena je po-
stala aktivna, aktivna pa pretečena. Znotraj posamezne strukture je bilo 140
dvojno povezanih seznamov, ki so predstavljali 140 nivojev prioritete, ki jih
je razvrščevalnik O(1) podpiral. Poleg seznamov je vsaka struktura vsebovala
tudi bitno masko s 140 razdelki, ki je neprazne sezname označevala z 1 in s
tem pohitrila pregled strukture. Razvrščevalnik je pri izbiri procesov vedno
jemal s seznama z najvǐsjo prioriteto, v katerem je bil na voljo proces. Da je
našel tak seznam, je moral v najslabšem primeru pregledati vseh 140. To se
zdi veliko, a je vseeno navzgor omejena številka, ki ni neposredno povezana
s številom procesov na sistemu. Tako je 140 vrstam navkljub računska zah-
tevnost razvrščevalnika ostala konstantna. Znotraj posameznega seznama
so se procesi izmenjevali po principu krožnega dodeljevanja – ko je proces
končal z izvajanjem (ne da bi porabil celotno časovno rezino), je bil z začetka
premaknjen na konec svojega seznama [8]. Tak pristop k razvrščanju smo v
2.1. ZGODOVINA RAZVRŠČANJA V LINUXU 21
poenostavljeni obliki dodali v simulator pod imenom ≫LinuxO1Class≪, nje-
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Slika 2.1: Prikaz struktur izvajalne vrste razvrščevalnika O(1). Procesi A,
B in C še imajo veljavne časovne rezine in bodo izvedeni najprej, v tem
vrstnem redu. Procesi D, E in F so časovne rezine že porabili, prejeli nove
in bili premaknjeni v strukturo pretečenih procesov.
Pristop razvrščevalnika O(1) se je odlično obnesel na velikih strežnikih
ter računalnikih, ki so naenkrat poganjali ogromno procesov in se ukvar-
jali z računsko zahtevnimi nalogami. Do problemov je prǐslo, ko je moral
razvrščevalnik O(1) delati z manj procesi, ki pa so bili bolj interaktivni. Da
se je odločil, ali so procesi bolj računsko zahtevni ali bolj interaktivni, je
razvrščevalnik uporabljal množico hevristik. Procesom, za katere je določil,
da se obnašajo bolj interaktivno, je sam dodelil vǐsjo prioriteto, da so na vrsto
prǐsli prej. To se ni obneslo najbolje, saj množica uporabljenih hevristik ni
bila vedno zanesljiva in so bili procesi občasno narobe ocenjeni, kar je prineslo
slabo odzivnost sistema [10]. Poleg tega so postale s časom hevristike velike
in kompleksne, koda razvrščevalnika pa nepregledna in težko obvladljiva [8],
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[19]. Kritike so s časom postale glasneǰse in tudi razvrščevalnik O(1) je bil
zamenjan.
2.1.4 Popolnoma pošteni razvrščevalnik
Trenutno uporablja jedro kot privzeti razvrščevalnik popolnoma pošteni raz-
vrščevalnik (angl. completely fair scheduler ; CFS). Ta temelji na algoritmu
obteženega poštenega uvrščanja (angl. Weighted Fair Queuing) [9] in je bil
v jedro dodan v verziji 2.6.23, ki je izšla oktobra 2007 kot odgovor na kritike
razvrščevalnika O(1). Temelji na idejah stopničastega razvrščevalnika (angl.
staircase scheduler) in vrtečega stopničastega razvrščevalnika (angl. rotating
staircase scheduler), ki ju je med letoma 2004 in 2007 razvil Con Kolivas.
Oba razvrščevalnika sta v ospredje postavljala interaktivnost in se v tem
pogledu obnesla bolje od razvrščevalnika O(1), vendar pa zaradi pomanjklji-
vosti pri delu z več računsko zahtevnimi procesi (kot je pogosto na strežnikih)
v jedro nista bila sprejeta. Pristope, ki sta jih razvrščevalnika uporabila, je
kot inspiracijo uporabil avtor razvrščevalnika O(1), Ingo Molnár, in na njih
zgradil CFS, ki ga jedro uporablja še danes [8].
Poleg novega algoritma razvrščanja je CFS v jedro vpeljal prenovljen
koncept modularnih razvrščevalnih razredov (angl. scheduling classes), ki v
jedru omogočajo enostavneǰsi soobstoj različnih politik razvrščanja. Čeprav
se razvrščevalnik v celoti imenuje popolnoma pošteni razvrščevalnik, je tudi
≫pošteno razvrščanje≪, torej osnovna logika razvrščanja procesov v CFS, le
ena od možnih politik razvrščanja in je tudi sama implementirana v razvršče-
valnem razredu. O njej povemo več v podpoglavju 2.2.3.
2.2 Razvrščevalni razredi
Bolj osnovna različica razvrščevalnih razredov se je v jedru pojavila že leta
1999, v verziji 2.2 [19]. Ta različica je bila oblikovana manj modularno,
poleg osnovnega razvrščevalnika pa je vsebovala le dva razreda, ki sta bila
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predhodnika razreda razvrščanja v realnem času, o katerem povemo več v
podpoglavju 2.2.2 [14].
Razvrščevalni razredi CFS v razvrščevalnik vpeljujejo koncepte modu-
larne zasnove [10] ter ga razdelijo na ≫osnovni razvrščevalnik≪ (angl. core
scheduler) in razrede. Vsak razvrščevalni razred implementira eno ali več po-
litik razvrščanja, postavljeni pa so v hierarhijo, v kateri ima vsak naslednji
razred nižjo prioriteto od preǰsnjega. Ko se osnovni razvrščevalnik odloča,
kateri proces pognati naslednji, preveri pri vsakem od razvrščevalnih razre-
dov, ali je na voljo opravilo, ki čaka na izvajanje. Najprej preveri razred z
najvǐsjo prioriteto, in samo če ta nima čakajočih procesov, preveri naslednji
razred. Na zadnjem mestu stoji ≫prosti razred≪ (angl. idle class), ki se
požene, če noben od ostalih razredov nima na voljo čakajočega procesa (torej
ko sistem nima dela).
Jedro trenutno, v verziji 4.14, implementira šest politik razvrščanja v
štirih razredih (če štejemo med njih tudi prosti razred). Razredi si od vǐsje
proti nižji prioriteti sledijo, kot bo opisano v nadaljevanju.
2.2.1 Razred skrajnega roka
Razred skrajnega roka (angl. deadline class ; dl sched class) implementira
politiko razvrščanja skrajnega roka (SCHED DEADLINE). To je politika z najvǐsjo
prioriteto v sistemu in procesi, ki se razvrščajo v tem razredu, imajo absolu-
tno prednost pred ostalimi čakajočimi procesi. Politika sledi principu ≫naj-
prej izberi najbližji rok≪ (angl. Earliest Deadline First), ki vedno izbere
proces, katerega rok za izvajanje je po času najbližje. To izbiro nadgradi
s ≫streženjem konstantne širine≪ (angl. Constant Bandwidth Server), ki
dodatno izolira procese med seboj – če se nek proces A ne izvaja v inter-
valih ali pa poskuša porabiti več ≫širine≪, kot mu je je bilo dodeljene, ga
razvrščevalnik upočasni. Tako bo proces A morda zamudil enega ali več svo-
jih rokov, ne bo pa za seboj potegnil še procesov B, C in D ter posledično ne
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bo povzročil še več zamujenih rokov [29]. Za doseganje tega vedênja dodeli
razvrščevalnik vsakemu procesu tri časovne parametre: izvajalni čas (angl.
runtime), obdobje (angl. period) in rok (angl. deadline). Cilj razvrščanja
po tej politiki je, da se vsak proces požene enkrat na ≫obdobje≪ časa, pri
čemer od začetka ≫obdobja≪ do začetka izvajanja procesa nikoli ne poteče
več kot za ≫rok≪ časa, proces pa se lahko izvaja tako dolgo, kot mu je bilo
dodeljenega ≫izvajalnega časa≪ [28].
Čeprav politika govori o izvajanju procesov do določenega roka, nam je-
dro Linux ne more zagotoviti, da procesi tega roka ne bodo nikoli zamudili
[17], [10]. Tudi z razredom skrajnega roka nam lahko obljubi le, da bo rok
upoštevan, če bo to le mogoče, in da bo potencialna zamuda omejena navzgor.
Te lastnosti uvrščajo jedro Linux med ≫mehke sisteme izvajanja v realnem
času≪ (angl. soft real-time). Zagotovljeno upoštevanje rokov izvajanja je
lastnost trdih sistemov izvajanja v realnem času (angl. hard real-time), med
katere osnovno jedro Linux ne sodi. V ta namen obstajajo prirejene različice
jedra, med katerimi je najbolj znana zbirka popravkov PREEMPT RT, ki v jedru
omogoči prekinitev izvajanja in menjavo trenutnega procesa na delih, kjer ta
navadno ni mogoča [18].
2.2.2 Razred realnega časa
Razred sprotnega razvrščanja oz. razvrščanja v realnem času (angl. real-
time class ; rt sched class) implementira dve politiki razvrščanja: politiko
prvi noter, prvi ven (angl. first in, first out ; SCHED FIFO) in politiko krožnega
dodeljevanja (angl. round robin; SCHED RR). Obe politiki imata vǐsjo priori-
teto od normalnih uporabnǐskih procesov, vseeno pa, podobno kot v razredu
skrajnega roka, nobena od njiju ne deluje dejansko v realnem času in ne za-
gotavlja, da bodo procesi izvedeni v nekem določenem časovnem roku [10].
Obe politiki razreda realnega časa si delita enak interval prioritet, kar
pomeni, da ima lahko proces iz katere koli od njiju vǐsjo prioriteto od procesa
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iz druge. Vse je odvisno od tega, kakšno prioriteto se dodeli posameznemu
procesu. Poleg prioritet sta si podobni tudi v delovanju. Glavna razlika
med njima je, da SCHED FIFO ne uporablja časovnih rezin – njeni procesi
tečejo, dokler želijo, torej dokler sami ne zablokirajo. Njihovo izvajanje je
takoj prekinjeno le, če se pojavi proces z vǐsjo prioriteto (ne glede na to,
kateri od obeh politik pripada) [10], ali pa proces razvrščevalnega razreda z
vǐsjo prioriteto. Procesi v politiki SCHED RR se obnašajo enako, s to razliko,
da jim je na začetku izvajanja dodeljena časovna rezina (angl. timeslice).
Ko ta poteče, je izvajanje procesa prekinjeno in proces je premaknjen na
konec izvajalne vrste [10]. Sama struktura izvajalne vrste je podobna tisti,
ki jo je uporabljal razvrščevalnik O(1), o katerem smo govorili v poglavju
2.2.2. Sestavljena je iz povezanih seznamov, katerih število je enako številu
prioritetnih nivojev. Procesi vsakega prioritetnega nivoja tako dobijo lastno
izvajalno vrsto. Pri obeh politikah so novi procesi uvrščeni na konec izvajalne
vrste, ki sovpada z njihovo prioriteto, medtem ko se naslednji proces za
izvajanje izbere z začetka izvajalne vrste, ki ima med nepraznimi najvǐsjo
prioriteto. Procesi z vǐsjo prioriteto se tako vedno izvedejo najprej, procesi
z nižjo prioriteto pa ne pridejo na vrsto, dokler niso vsi vǐsji obdelani.
2.2.3 Pošteni razred
Pošteni razred (angl. fair class ; fair sched class) implementira tri politike
razvrščanja: normalno (angl. normal ; SCHED NORMAL), paketno (angl. batch;
SCHED BATCH) in prosto (angl. idle; SCHED IDLE). Normalna politika je pri-
vzeti način razvrščanja za uporabnǐske procese v sistemu in tudi politika, na
katero se navezujemo, ko govorimo o (popolnoma) poštenem razvrščanju v
jedru Linux.
Način razvrščanja CFS sledi enemu cilju – da bi se sistem obnašal, kot da
ima procesor, ki je sposoben ≫popolne večopravilnosti≪ (angl. perfect multi-
tasking). To pomeni procesor, ki lahko izvaja vse procese sočasno in vsakemu
dodeli njegovi prioriteti primeren odstotek računske moči. Zaradi omejitev
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strojne opreme tak način delovanja ni mogoč, zato ga CFS oponaša tako, da
dodeljuje procesom dinamično izračunane časovne rezine. Pri izračunu rezine
za posamezen proces upošteva tako njegovo prioriteto kot tudi število vseh
procesov, ki trenutno tečejo na sistemu, in njihove prioritete. Vsak proces
torej prejme primerno obteženo časovno rezino, seštevek vseh rezin pa pred-
stavlja ≫ciljno zakasnitev≪ (angl. targeted latency ; sysctl sched latency),
ki je konceptualno podobna epoham razvrščevalnika O(n) – je čas, v katerem
se vsak proces izvede vsaj enkrat. Pri določitvi tega časa se je potrebno
odločiti med čim manǰsim intervalom, ki manǰsa zakasnitve (angl. latency)
in delovanje razvrščevalnika bolj približa popolni večopravilnosti, ter dalǰsim
intervalom, ki je dlje od popolne večopravilnosti, a z redkeǰsimi preklopi med
procesi zmanǰsa stroške režije. Do slednjih pride, ker je pred vsakim preklo-
pom potrebno shraniti stanje tekočega procesa, ta pa tudi izgubi podatke v
predpomnilniku. V jedru je ciljna zakasnitev privzeto nastavljena na 6 ms.
Ta vrednost prične predstavljati problem pri večjem številu procesov, saj se
njihove časovne rezine pričnejo približevati ničli, kar pomeni, da bi lahko za-
radi zelo pogostega preklapljanja med procesi postali stroški režije pretirano
visoki. CFS to prepreči z mero, imenovano ≫minimalna granularnost≪ (angl.
minimal granularity ; sysctl sched min granularity), ki narekuje minimalno
dolžino izvajanja, ki jo razvrščevalnik lahko dodeli kateremu koli procesu in
je privzeto nastavljena na 0,75 milisekunde [29]. Ko se število procesov dvi-
gne nad mero sched nr latency, ki je privzeto nastavljena na 8 procesov,
se ciljna latenca preračuna na novo, kot zmnožek minimalne granularnosti
s številom procesov. To sicer pomeni, da CFS pri velikem številu proce-
sov začne močneje odstopati od popolne večopravilnosti, vendar je zaradi
tehničnih omejitev to kompromis, ki ga je razvrščevalnik primoran sprejeti
[10].
Dejansko dolžino časovnih rezin posameznih procesov preračunava CFS
sproti, tekom delovanja, pri tem pa uporablja prioritete posameznih procesov
in trenutno obremenjenost sistema. Slednjo beleži tako, da vsakemu procesu
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glede na njegovo prioriteto dodeli ≫težo≪ (angl. load) in trenutno obremeni-
tev izvajalne vrste preračuna kot seštevek tež vseh procesov na njej. Izvajalni
čas posameznega procesa se torej izračuna kot wp/wall ∗ tlat, kjer je wp teža
procesa, wall seštevek tež vseh procesov in tlat čas, ki predstavlja ciljno la-
tenco sistema. Ker se stanje na sistemu pogosto spreminja, časovna rezina
pa naj bi bila odvisna od trenutnega stanja, opravlja CFS preračun časovne
rezine med izvajanjem procesa in ne vnaprej, že ko je proces izbran. Te-
kom izvajanja tako beleži izvajalni čas procesa in vsakič, ko se ta posodobi,
tudi preračuna optimalno časovno rezino procesa glede na trenutno stanje
na sistemu. Ko proces preseže čas preračunane rezine, je njegovo izvajanje
prekinjeno, na procesorju pa ga zamenja drug proces.
Tu je potrebno omeniti, da CFS tudi na čas izvajanja ne gleda povsem ne-
pristransko. Namesto dejanskega časa izvajanja procesa uporablja CFS ≫vir-
tualni čas izvajanja≪ (angl. virtual runtime; vruntime), ki ga preračunava
tekom izvajanja procesa in beleži v proces. Virtualni čas izvajanja je obtežen
s prioriteto procesa in je enak realnemu času le za procese, ki nosijo privzeto
prioriteto 0. Če je prioriteta procesa vǐsja od 0 (torej negativna, od najvǐsje
-20 do -1), teče virtualni čas za ta proces počasneje. Vǐsja kot je prioriteta
procesa, počasneje bo tekel njegov virtualni čas izvajanja in dlje bo lahko
ostal na procesorju, preden doseže dolžino svoje časovne rezine. Situacija je
obratna za procese z nizko prioriteto (od 1 do najnižje 19) – njihov virtualni
čas izvajanja teče hitreje od realnega časa in svojo časovno rezino bodo po-
rabili hitreje, kot bi jo proces s prioriteto 0. Virtualni čas se upošteva tudi
pri izbiri naslednjega procesa in CFS vedno izbere proces, katerega dosedanji
virtualni čas izvajanja je najnižji.
CFS s svojim pristopom dinamično izračunanih časovnih rezin rešuje več
problemov, na katere so naleteli klasični razvrščevalniki, ki so uporabljali
časovne rezine statičnih dolžin, odvisnih le od absolutne prioritete procesov.
Eden od takih problemov se je pojavil, ko so na sistemu tekli samo procesi z
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nizko prioriteto. Recimo, da je nek tak proces prejel časovno rezino dolžine
5 milisekund, kar v preteklosti ni bil posebej dolg čas izvajanja. Če sta bila
na sistemu samo dva procesa take prioritete, je vsak od njiju sicer dobil po-
lovico časa izvajanja, vendar samo v kratkih, 5 ms intervalih. To je pomenilo
relativno pogosto preklapljanje, ki je prineslo s seboj vǐsjo administrativno
ceno brez dobrega razloga, še posebej, ker procesi z nizko prioriteto po navadi
izvajajo opravila, ki niti nimajo koristi od visoke odzivnosti in jim pogosteǰsi
preklopi prej škodijo. Za razliko od svojih predhodnikov določa CFS časovne
rezine dinamično in njihove dolžine ne veže neposredno na prioriteto posame-
znega procesa. Tako lahko dvema procesoma enake prioritete, ki tečeta na
sistemu brez ostalih čakajočih procesov, dodeli enako dolge časovne rezine,
katerih dolžina je odvisna le od izbrane ciljne zakasnitve, ne pa od njune
dejanske prioritete [10].
Ker CFS prioriteto posameznega procesa obravnava v razmerju s pri-
oritetami ostalih procesov, so tudi razlike med procesi različnih prioritet
obravnavane bolj smiselno. Razlike med časom izvajanja, ki ga CFS do-
deli procesom, so tako določene v obliki razmerja in ne absolutne vrednosti.
Absolutne razlike so se v preteklosti izkazale za problem. Recimo, da smo
imeli razvrščevalnik, ki je procesoma, ki sta bila en nivo prioritete narazen,
dodelil za 5 ms različen čas izvajanja. Med dvema procesoma z vǐsjo pri-
oriteto, ki sta lahko tekla po 45 ms in 50 ms, je bila ta razlika smiselna –
deset odstotkov izvajalnega časa. Po drugi strani pa je med procesoma nizke
prioritete, ki sta lahko tekla le po 5 ms in 10 ms, ta razlika predstavljala kar
polovico izvajalnega časa. Dva procesa, ki sta narazen le za en prioritetni
nivo, sta lahko torej dobila popolnoma različen odstotek izvajalnega časa le
glede na to, ali je bila njuna absolutna prioriteta nizka ali visoka [10]. CFS
ta problem reši tako, da prioritetne razrede v ozadju preračuna v težo, ki jo
nato upošteva pri dodeljevanju časa izvajanja. Razlika v teži med sosednima
prioritetnima nivojema je vedno okrog 10 odstotkov. To pomeni, da proces
A, ki ima za en nivo vǐsjo prioriteto od procesa B, vedno prejme približno
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10 % vǐsji čas izvajanja kot proces B. To obnašanje ostane isto ne glede na
absolutno prioriteto procesov – naj bo ta visoka ali nizka, njun čas izvajanja
se relativno en na drugega drži opisanega razmerja [29].
Poleg razreševanja starih problemov je CFS uvedel še nekaj novih iz-
bolǰsav in uporabnih funkcionalnosti:
• Skupinsko razvrščanje: V verziji jedra 2.6.24, torej naslednji raz-
ličici jedra po izidu CFS, je bil razvrščevalnik nadgrajen s konceptom
≫skupinskega razvrščanja≪ (angl. group scheduling). Ta omogoča zdru-
ževanje procesov v skupine, ki na zunaj delujejo kot en sam proces.
Skupina se razvršča med ostale procese in dobi enak delež procesorja
kot posamezni procesi z isto prioriteto. Znotraj skupine se razvrščanje
zgodi na novo – procesorski čas, ki je bil dodeljen skupini, se razpo-
redi med njene procese po istem principu, kot ga CFS uporablja izven
skupin. Skupine je možno tudi gnezditi, njihove nastavitve pa so upo-
rabniku dostopne preko datotečnega sistema /proc [19]. V praksi so
uporabne v več scenarijih. Z njihovo pomočjo lahko na primer združimo
procese, ki opravljajo podobne naloge v skupine, in preko njih spre-
minjamo prioriteto vseh procesov v posamezni skupini naenkrat – če
želimo na sistemu opravljati interaktivno delo, lahko znižamo prioriteto
skupini kompleksnih računskih obdelav, ki jih izvajamo v ozadju. Na
sistemu z več uporabniki lahko vse procese posameznega uporabnika
združimo v skupino in tako vsakemu uporabniku zagotovimo pošten
delež procesorske moči.
• Rdeče-črno drevo: Razvrščevalnik mora imeti pregled nad procesi,
ki čakajo na izvajanje, da lahko med njimi izbere naslednjega, ki ga
bo sistem zagnal. Čakajoče procese razvrščevalnik hrani v ≫izvajalni
vrsti≪ (angl. run queue), ki je bila v preteklosti po navadi implementi-
rana v obliki dejanske vrste, predstavljene s povezanim seznamom. Za
razliko od svojih predhodnikov uvede CFS novo obliko izvajalne vrste,
ki je implementirana kot rdeče-črno drevo. S tem poskrbi, da so pro-
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cesi vedno urejeni po dosedanjem času izvajanja in da je trivialno najti
tistega, ki se je izvajal najmanj – vedno je v drevesu na skrajno levi
poziciji. Operacije na drevesu (vstavljanje in izbris procesov) imajo
časovno zahtevnost O(log(n)), kar pomeni, da tudi pri veliko čakajočih
procesih nikoli ni potrebno pregledati vseh, le dvojǐski logaritem njiho-
vega skupnega števila [19]. To izbolǰsa računsko učinkovitost izvajalne
vrste in razvrščevalnika ter poskrbi, da ta sprejema odločitve hitro, tudi
ko je obremenitev sistema visoka.
Poleg osnovne politike razvrščanja podpira pošteni razred še paketno poli-
tiko (SCHED BATCH) in prosto politiko (SCHED IDLE). Obe delujeta na podoben
način kot osnovna politika CFS, paketna politika pa si celo deli prioritetne
nivoje z osnovnimi procesi CFS. Glavna prednost paketne politike je, da CFS
vse procese, ki jim dodelimo ta način razvrščanja, obravnava kot opravila pa-
ketne obdelave. To so opravila, ki potrebujejo računsko moč procesorja, ne
pa tudi odzivnosti, ki jo pričakujejo na primer aplikacije z vǐsjo stopnjo inte-
rakcije z uporabnikom. CFS tem opravilom tako dodeli dalǰse časovne rezine
in jih prekinja občutno redkeje kot ostale procese. To povzroča manǰso od-
zivnost, a v zameno lahko ti procesi tečejo v dalǰsih intervalih, dlje obdržijo
svoj predpomnilnik in opravijo več dela z manj prekinitvami [27]. Procesi pa-
ketne obdelave pogosto tečejo v ozadju, medtem ko uporabljamo računalnik
za drugo delo in ne želimo, da nas s svojim delovanjem motijo. Vseeno se
lahko zgodi, da tak proces tudi ob najnižji prioriteti porabi preveč proce-
sorskega časa. V tem primeru nam CFS ponuja prosto politiko razvrščanja
(SCHED IDLE), katere glavna lastnost je, da imajo njeni procesi še nižjo prio-
riteto od najnižje, ki jo lahko dodelimo procesom ostalih politik [27]. Poleg
tega, da se zaganjajo redkeje, lahko njihovo delovanje prekine proces katere
koli druge politike razvrščanja. Naloga procesov prostega razreda je tako
predvsem, da se izvajajo, a ob tem ostajajo kar se da nemoteči za preostanek
sistema.
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2.2.4 Razred nedejavnega opravila
Razred nedejavnega opravila (angl. idle task class ; idle sched class) se
od ostalih razredov razlikuje po tem, da ni dejansko namenjen razvrščanju
poljubnih procesov. Njegova naloga je, da požene svoje edino, nedejavno
(angl. idle) opravilo, ko ni na sistemu nobenega procesa, ki bi bil pripravljen
na izvajanje – torej, ko sistem miruje. Vsako jedro procesorja prejme svoje
nedejavno opravilo ob zagonu sistema in to opravilo je edino, ki se razvršča
po razredu nedejavnega opravila. Pomembno je, da nedejavnega opravila
ne mešamo z opravili, ki se razvrščajo po prosti politiki razvrščanja, čeprav
imajo podobno ime (angl. idle task proti idle policy z oznako SCHED IDLE).
Opravila v prosti politiki razvrščanja so še vedno normalni sistemski procesi,
le da imajo najnižjo možno prioriteto. Nedejavno opravilo ni normalen proces
– je edinstven za vsako procesorsko jedro in njegova prioriteta je še nižja od
procesov v prosti politiki razvrščanja. Na vrsto pride tako le, ko se v sistemu
ne dogaja nič drugega, njegova naloga pa je predvsem, da porabi čim manj
energije in da se umakne takoj, ko se pojavi kakšno opravilo. Veliko funkcij,
ki jih razvrščevalni razredi običajno ponujajo, ostaja v razredu nedejavnega
opravila neimplementiranih ali pa se uporabljajo le za javljanje napak, saj ni
predvideno, da bi se kadar koli klicale [29].
2.3 Strukture v jedru Linux
Jedro Linux je ogromen projekt, ki s tisočerimi razvijalci in podporo več
sto podjetij spada v sam vrh največjih odprtokodnih podvigov na svetu [4],
[22]. Pri projektu takega obsega je organizacija ključnega pomena, kar velja
tako za logično strukturo projekta kot tudi kodo samo. V kodi ima vsaka
stvar svoj prostor in tako se večina implementacije razvrščevalnika v izvorni
kodi jedra nahaja v direktoriju /kernel/sched. Tu najdemo implementacijo
osnovnega razvrščevalnika (core.c), eno izmed dveh večjih zglavnih dato-
tek sched.h (druga je /include/linux/sched.h), ki vsebujeta definicije po-
membnih funkcij in struktur razvrščevalnika, datoteke z implementacijami
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razvrščevalnih razredov (vsak ima svojo) ter več ostalih datotek, ki vsebujejo
razne druge komponente razvrščevalnika. Preden se poglobimo v naš simula-
tor, njegovo implementacijo in delovanje, se nam zdi pomembno predstaviti
osnovne strukture razvrščevalnika jedra Linux, po katerih se zgleduje. V tem
poglavju se bomo torej ukvarjali z osnovnimi strukturami razvrščevalnika,
njihovo implementacijo in njihovim pomenom pri delovanju jedra Linux.
Preden začnemo, velja omeniti, da so se med razvojem jedra poleg pre-
delav razvrščevalnika spreminjale tudi strukture, ki so z njim povezane, in
datoteke, v katerih so implementirane. Ko govorimo o specifičnih delih jedra
in njihovem ≫trenutnem≪ stanju, se tako nanašamo na verzijo 4.14.y [29].
Ta različica jedra je ena izmed dlje podprtih (angl. longterm), ki še dalǰsi
čas po izidu prejemajo razne varnostne in ostale popravke, ne pa tudi večjih
funkcionalnih sprememb, ki so jih deležne kasneǰse različice jedra (torej 4.15
in vǐsje). Črka y v oznaki jedra se tako nanaša na vse kasneǰse različice s
popravki, ki v osnovni funkcionalnosti ne odstopajo posebej od prve izdaje
4.14. Kasneǰsim preoblikovanjem navkljub je razvrščevalnik velik in komple-
ksen del jedra, v katerem se korenite spremembe ne dogajajo pogosto. Iz tega
razloga verjamemo, da bodo naši opisi relevantni tudi v prihodnjih različicah
jedra, po seriji 4.14.
2.3.1 Izvajalna vrsta
Izvajalna vrsta (angl. run queue) je v splošnem podatkovna struktura, ki
hrani vse procese na sistemu, ki čakajo na izvajanje. V jedru se struktura iz-
vajalne vrste imenuje struct rq; vsako jedro procesorja prejme lastno, njen
namen pa je precej širši od popisa čakajočih procesov. V strukturi rq se
nahaja večina podatkov, ki so potrebni za opravljanje razvrščanja procesov
na posameznem procesorskem jedru, kot tudi izvajalne vrste razvrščevalnih
razredov, ki poleg dejanskih seznamov procesov prav tako vsebujejo podatke,
ki pa jih pri svojem delu uporabljajo posamezni razredi.
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Za razliko od jedra Linux izvaja SchedLinSim razvrščanje vedno na enem
samem procesorskem jedru in posledično ne potrebuje ločenih struktur iz-
vajalnih vrst. Nekatere od komponent, ki so enakovredne tistim v strukturi
struct rq, simulator tako shranjuje kar pod imenskim prostorom Simulator,
druge pa prenese na posamezne razvrščevalne razrede.
Med pomembneǰse komponente strukture struct rq sodijo:
• unsigned int nr running To polje hrani skupno število procesov, ki
trenutno čakajo na izvajanje na danem procesorskem jedru – je seštevek
čakajočih procesov vseh razvrščevalnih razredov, ki uporabljajo dano
strukturo rq. Naloga vsakega razvrščevalnega razreda je, da to številko
ustrezno povečuje in zmanǰsuje, ko se število procesov v njegovi izva-
jalni vrsti spremeni. V našem simulatorju točnega ekvivalenta tega
polja ni, posamezni razvrščevalni razredi simulatorja pa svoje procese
štejejo z dvema vrednostma: nrWaiting, ki prešteva le čakajoče procese,
in nrRunning, ki poleg čakajočih vključuje še izvajajoči se proces.
• struct task struct *curr To je kazalec na proces, ki se trenutno iz-
vaja na procesorskem jedru. Trenutno izvajajoči se proces je pomem-
ben podatek in razvrščevalnik ga uporablja pogosto – med drugim pri
preračunih časa, ki ga je proces porabil za izvajanje, posodobitvah sta-
tistik delovanja razvrščevalnika, preverjanju, ali je potrebno trenutni
proces prekiniti, ko v vrsto prispe nov proces, itd. V simulatorju tre-
nutni proces prav tako hranimo v polju curr.
• struct task struct *idle To je kazalec na nedejaven proces, ki se
zažene, ko na izvajalni vrsti ni nobenega drugega procesa, ki bi ga
razvrščevalnik lahko zagnal. Omenili smo, da dobi vsako procesorsko
jedro lasten nedejaven proces, zato je smiselno, da se kazalec nanj hrani
v strukturi, ki prav tako pripada le enemu procesorskemu jedru. Simu-
lator ponazarja delovanje procesov na enem jedru, tako da potrebuje
le en nedejaven proces, ki ga prav tako hrani v polju idle.
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• struct cfs rq cfs To polje hrani izvajalno vrsto poštenega razreda
(angl. fair class). Iz deklaracije strukture je razvidno, da ne gre za
kazalec, kar nam pove, da se izvajalna vrsta poštenega razreda nahaja
znotraj izvajalne vrste rq. Enako velja tudi za izvajalne vrste ostalih
razvrščevalnih razredov.
Kot smo omenili v razlagi o poštenem razredu, hrani ta svoje pro-
cese v rdeče-črnem drevesu. To drevo se začne v strukturi struct
rb root cached tasks timeline znotraj izvajalne vrste poštenega ra-
zreda. V drevesu pošteni razred ne hrani enostavnih procesov; namesto
teh uporabi strukturo razvrščevalne entitete (angl. scheduling entity)
struct sched entity, o kateri povemo več v podpoglavju 2.3.3. Za-
enkrat je pomembno le, da lahko ta struktura hrani tako proces kot
tudi strukturo izvajalne vrste poštenega razreda struct cfs rq. Ker
pošteni razred podpira skupinsko razvrščanje (opisano v 2.2.3), mora
biti v drevo sposoben shraniti tako posamezne procese kot tudi skupine
več procesov. Slednje shrani tako, da za vsako skupino ustvari novo,
njej lastno izvajalno vrsto struct cfs rq in vanjo uvrsti procese te sku-
pine. Skupine in gnezdenje skupin tako prevede v gnezdenje izvajalnih
vrst, procese znotraj izvajalnih vrst skupin pa razvršča na enak način
kot procese znotraj izvajalne vrste procesorskega jedra. Ta postopek
vpliva tudi na ostale komponente posamezne izvajalne vrste struct
cfs rq – ta ima tako namesto enega dve polji, ki skrbita za štetje pro-
cesov: unsigned int nr running, ki hrani število razvrščevalnih entitet
v trenutni vrsti in ne razločuje med posameznimi procesi in skupinami
(oboje šteje kot eno entiteto in se ne spušča v število procesov znotraj
skupin), ter unsigned int h nr running, ki hrani število vseh procesov
v trenutni izvajalni vrsti, tudi tistih, ki se nahajajo znotraj skupin [31].
Med ostala polja te izvajalne vrste sodi več podatkov za izračun teže po-
sameznih procesov in celotne vrste, časovni podatki, ki se uporabljajo
pri preračunih časa izvajanja procesov, časovne oznake, ki hranijo čas
zadnje posodobitve določenih podatkov, ipd.
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V našem simulatorju so strukture posameznih izvajalnih vrst v polni
pristojnosti razvrščevalnih razredov. Vsak razvrščevalni razred imple-
mentira svojo vrsto na poljuben način v svoji datoteki, simulator pa se
z izvajalnimi vrstami razredov ne ukvarja neposredno.
• struct rt rq rt To polje hrani izvajalno vrsto razreda realnega časa
(angl. real time class). Razred realnega časa hrani procese obeh svojih
politik v eni izvajalni vrsti, ki smo jo opisali v podpoglavju 2.2.2. Izva-
jalno vrsto opisuje struktura struct rt prio array active, ki vsebuje
dve komponenti: tabelo povezanih seznamov izvajalnih vrst struct
list head queue[MAX RT PRIO] in bitno preslikavo (angl. bitmap), ki
za posamezno vrsto z enim bitom pokaže, ali je prazna ali pa se v njej
nahaja kak čakajoč proces. Slednja omogoča hitreǰse lociranje neprazne
vrste z najvǐsjo prioriteto in pospeši delovanje razvrščevalnika. Tabela
izvajalnih vrst ima implementiran povezan seznam za vsak prioritetni
nivo razreda realnega časa, število teh pa je s konstanto MAX RT PRIO v
datoteki /include/linux/sched/prio.h nastavljeno na 100.
Kot pošteni razred ima tudi razred realnega časa dve polji za štetje
števila procesov. V tem primeru polji ne štejeta istih procesov z in
brez upoštevanja skupin – namesto tega hranita število procesov za
vsako od obeh politik razvrščanja, ki ju razred podpira – unsigned int
rt nr running za politiko prvi-noter-prvi-ven (SCHED FIFO) in unsigned
int rr nr running za politiko krožnega dodeljevanja (SCHED RR). Po-
leg opisanih polj hrani izvajalna vrsta še nekaj podatkov, povezanih s
časom, statistike, ki jih uporablja pri razvrščanju, in strukture, ki so
povezane z implementacijo skupinskega razvrščanja razreda realnega
časa, v katerega pa se ne bomo poglabljali.
• struct dl rq dl To polje hrani izvajalno vrsto razreda skrajnega roka
(angl. deadline class). Podobno kot pošteni razred zapisuje razred
skrajnega roka svoje procese v strukturo rdeče-črnega drevesa, ki je
postavljena v polje struct rb root cached root. Drevesna struktura
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omogoča vstavljanje in brisanje procesov z logaritemsko zahtevnostjo,
obenem pa hrani procese, urejene glede na njihov rok za izvajanje. Tako
se proces, katerega rok je najbližje in ki bo tako izbran naslednji, vedno
nahaja na skrajno levi poziciji v drevesu. To pozicijo drevo hrani pred-
pomnjeno (angl. cached), tako da je dostop do nje konstantno hiter
[29]. Število procesov v čakalni vrsti razreda skrajnega roka je enako
številu procesov v drevesu, hrani pa se v polju dl nr running. Ostali
podatki, ki se hranijo v izvajalni vrsti, so povezani z izračuni obreme-
njenosti procesorja in odločanjem o premikih procesov med različnimi
jedri procesorja na sistemih z več procesorskimi jedri.
2.3.2 Struktura opravila
Struktura opravila je dodeljena vsakemu procesu in vsebuje večino podatkov
o njem. Sestavljena je iz več kot 200 polj in hrani vse od imena procesa do
statistik o njegovem izvajanju in datotek, do katerih program dostopa. V
programski kodi jedra nosi ime struct task struct in je definirana v dato-
teki /include/linux/sched.h. V Linuxu razvrščevalnik ne dela razlik med
programi, ki se izvajajo v enem procesu, in izvajalnimi nitmi programov, ki
se izvajajo v več procesih. Nit programa je le posebna vrsta procesa in Linux
jo obravnava kot lastno opravilo [10]. Ko govorimo o opravilih in procesih,
tako govorimo o vsaki posamezni niti kot o lastni entiteti – vsaka tudi prejme
lasno strukturo opravila.
Na enak način obravnavamo opravila tudi v simulatorju – med opravili,
nitmi in procesi ni razlik, vsi izrazi se nanašajo na isto stvar. Simulator
vsako opravilo prav tako opisuje z lastno podatkovno strukturo (specifično
objektom), ki pa je precej enostavneǰsa od strukture v jedru. Če pri kateri
od komponent strukture opravila ni primerjave s simulatorjem, to preprosto
pomeni, da simulator take komponente ne uporablja.
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Zaradi velikosti strukture opravila se bomo pri našem pregledu držali le
pomembneǰsih splošnih polj strukture in tistih, ki so povezana z razvrščanjem.
• pid t pid Kratica PID pomeni ≫process identification≪, torej identi-
fikacijska številka procesa, in v jedru enoznačno identificira posamezen
proces. Je osnovna oznaka, po kateri se proces v uporabnǐskih pro-
gramih loči od ostalih – v jedru se za opis procesa navadno uporablja
kar kazalec na strukturo opravila. Vseeno lahko pri uporabi sistema z
jedrom Linux opazimo, da nam nekatera orodja prikazujejo več proce-
sov z isto številko PID. V tem primeru gre za niti, ki pripadajo istemu
programu in so del iste skupine procesov. Kar nam orodje prikazuje kot
isti PID na več procesih, je v resnici identifikacijska številka skupine
niti TGID (angl. thread group identification), ki je enaka številki PID
vodilnega procesa skupine [21]. Polje s številko TGID v strukturi opra-
vila se imenuje pid t tgid in za opisane procese dejansko nosi enako
vrednost, medtem ko njihove prave številke PID ostajajo edinstvene.
Čeprav je polje pid v resnici tipa celo število (angl. integer), so proce-
som za PID dodeljena le pozitivna števila, pri čemer številka 1 pripada
začetnemu procesu init, katerega potomci so vsi ostali procesi na sis-
temu. Vrednost PID in z njo skupno število procesov lahko iz zgodovin-
skih razlogov raste največ do 32768 (215, najvǐsja vrednost 16-bitnega
celega števila). Dandanes so celoštevilski podatki tipa ≫integer≪ na
večini procesorskih arhitektur dolgi 32 bitov, zato lahko uporabniki, ki
želijo poganjati več kot 215 procesov, to omejitev na svojem sistemu
spremenijo preko datoteke /proc/sys/kernel/pid max [10].
V simulatorju za identifikacijo procesa prav tako uporabljamo številko,
shranjeno v polju z imenom pid. Številke so nenegativne, cele in do-
deljene procesom v zaporedju, v katerem si sledijo njihove definicije,
pri čemer prvi proces prejme številko 0. Izjema je nedejavno opravilo
IdleProcess, ki nosi številko -1.
• char comm[TASK COMM LEN] Hrani ime procesa brez poti do datoteke,
iz katere je bil zagnan. Polje je zelo kratko, njegova dolžina je defini-
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rana s konstanto TASK COMM LEN, ki je trenutno nastavljena na 16 zna-
kov. Polje comm tako ni namenjeno hranjenju natančnega in popolnega
imena procesa, pač pa služi bolj kot kratek identifikator, ki razvijalcu
ali uporabniku pri delu s sistemskimi procesi pomaga osmisliti številko
procesa. Konstantna dolžina tega polja je posebej priročna za razne
sistemske programe, ki tako točno vedo, koliko prostora mu morajo do-
deliti (kar pri polnem imenu procesa ne bi bilo enostavno).
V simulatorju je ime procesa shranjeno v polju pname in njegova dolžina
ni eksplicitno omejena.
• volatile long state To polje vsebuje podatek o trenutnem stanju
opravila. Zastavljeno je kot bitna maska (angl. bit mask), kjer posa-
mezen bit polja predstavlja zastavico (angl. flag), ki je lahko nasta-
vljena na 1 ali 0. Posamezna zastavica deluje kot preprosto stikalo,
ki nam pove, ali neko dejstvo za opravilo velja ali ne. Konstante, ki v
izvorni kodi osmislijo posamezne zastavice, so definirane v glavi iste da-
toteke (/include/linux/sched.h). Zastavica TASK RUNNING (izvajajoče
opravilo) označuje proces, ki se trenutno izvaja ali pa čaka na izvajalni
vrsti. Zastavica TASK INTERRUPTIBLE (≫prekinljivo≪ opravilo) označuje
speči proces, ki čaka, da bo izpolnjen neki pogoj, preden se lahko po-
novno zažene. Tak proces je mogoče zbuditi tudi s signalom, kar po
drugi strani ne velja za speči proces z zastavico TASK UNINTERRUPTIBLE
(≫neprekinljivo≪ opravilo). Slednji je v stanju, kjer ne želi biti pre-
kinjen, pričakovano pa je, da v tem stanju ne bo ostal dolgo. Poleg
omenjenih obstajajo še druge zastavice, ki se uporabljajo na primer pri
razhroščevanju [10] ali opisu bolj specifičnih stanj opravil. Poleg po-
lja state, ki opisuje stanje opravil med izvajanjem, obstaja še sorodno
polje int exit state, ki opisuje stanje opravila v postopku prenehanja
izvajanja in deluje na podoben način.
V simulatorju označujemo stanje procesa z več logičnimi spremenljiv-
kami, ki jih posodabljamo tekom njegovega življenja. Polje runnable
se ujema z zastavico TASK RUNNING – proces se izvaja ali pa na izvajanje
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čaka. Polje waiting nam pove, da proces trenutno čaka na izvajanje.
Polje alive je specifično za simulator in na pravem sistemu ni potrebno
– označuje, da proces trenutno obstaja v simulatorju, torej se je že po-
javil in se (še) ni končal.
• unsigned int cpu Procesorska jedra so na sistemu Linux označena s
pozitivnimi celimi števili. To polje nam pove, na katerem procesorskem
jedru se proces trenutno nahaja. Njegova vrednost se lahko spremeni,
če se proces iz enega procesorskega jedra prestavi na drugo, na primer za
namen izenačevanja obremenitve (angl. load balancing) med jedri. Ker
ima vsako jedro procesorja lastno izvajalno vrsto, pomeni tak premik
tudi selitev procesa v izvajalno vrsto, ki pripada novemu jedru.
• int prio To polje hrani trenutno ≫dinamično≪ prioriteto procesa, ki
določa kako ≫pomembno≪ je neko opravilo in kako prednostno ga naj
razvrščevalnik obravnava. Poleg polja prio ima struktura opravila še
druga polja, ki so povezana s prioriteto procesa in iz katerih se izračuna
njegova dinamična prioriteta. Poenostavljeno lahko rečemo, da polje
int static prio hrani ≫statično≪ prioriteto procesa, ki mu jo dodeli
uporabnik, polje int normal prio ≫normalno≪ prioriteto, ki se jo glede
na razvrščevalno politiko procesa preračuna iz statične prioritete, polje
unsigned int rt priority pa prioriteto ≫realnega časa≪, ki se upora-
blja za preračun normalne prioritete pri procesih, ki se razvrščajo po
eni od politik realnega časa [8].
V simulatorju sodi prioriteta pod strukturo ≫obnašanja procesa≪, o ka-
teri povemo več v opisu definicije procesa v poglavju 3.4.1. Na kratko
lahko povemo, da se prioriteta procesa v simulatorju tekom izvajanja
lahko spreminja in je shranjena v polju currBehavior.priority. Simu-
lator načeloma pričakuje, da je prioriteta številska vrednost, vendar se
vanjo ne spušča – delo z njo v celoti prepušča razvrščevalnim razredom.
• int on rq To polje deluje kot preprosto stikalo, ki nam pove, ali pro-
ces trenutno čaka v izvajalni vrsti. Ta informacija nam lahko koristi
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pri izračunih statistik procesa, ki jih uporabljamo pri razvrščanju. Pre-
verjanje te vrednosti je enostaven način, da po koncu izvajanja procesa
ugotovimo, ali je ta zablokiral in se odstranil iz izvajalne vrste ali pa
se želi še izvajati in se je ponovno uvrstil vanjo. Ta vrednost ostane
resnična tudi med tem, ko se opravilo izvaja na procesorju, ne glede na
to, ali je med tem dejansko na izvajalni vrsti ali ne (in pri poštenem
razredu ni).
V simulatorju ima podobno nalogo polje onRq, ki pa se upošteva bolj
dosledno. Simulator njegovo vrednost posodablja ob klicu funkcij za
uvrščanje procesa na izvajalno vrsto in za jemanje procesa iz nje, pri-
čakuje pa tudi, da bodo razvrščevalni razredi vrednost posodobili sami,
če proces premikajo na ali iz vrste brez uporabe omenjenih funkcij. Do-
sledno posodabljanje te vrednosti je pomembno, ker jo simulator upo-
rablja pri odločitvah o uvrstitvi procesa v izvajalno vrsto (recimo, ko
proces konča z izvajanjem) oz. odstranitvi iz nje (recimo, ko proces
blokira).
• unsigned int policy To polje s številko označuje politiko razvrščanja,
ki ji sledi proces. V izvorni kodi jedra so politike označene s konstan-
tami – SCHED NORMAL pomeni pošteno politiko razvrščanja, dodeljena
pa ji je številka 0, SCHED RR je politika krožnega dodeljevanja s številko
2 itd. Omenjene konstante so v izvorni kodi definirane v datoteki
/include/uapi/linux/sched.h. V jedru je oznaka politike kljub ob-
stoju kazalca na razvrščevalni razred sched class pomembna, ker lahko
posamezen razvrščevalni razred implementira več politik razvrščanja
in šele oznaka politike dokončno določi, po kateri od njih se proces
razvršča.
V simulatorju hrani polje policy tekstovno ime razvrščevalnega ra-
zreda, ki mu proces pripada.
• const struct sched class *sched class To polje vsebuje kazalec na
strukturo razvrščevalnega razreda, ki ga razvrščevalnik uporablja pri
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delu s tem procesom. Iz njega lahko razberemo delno informacijo o
načinu razvrščanja, ki mu proces sledi, vendar ta ni nedvoumna, saj
lahko en razred implementira več različnih politik razvrščanja in za
natančno informacijo o načinu razvrščanja posameznega procesa mo-
ramo preveriti tudi polje policy. Glavni namen tega polja je, da deluje
kot neposredna povezava do razvrščevalnega razreda in njegovih funk-
cij. Če izvedemo klic na proces->sched class->put prev task(), se bo
tako vedno zagnala funkcija put prev task() razvrščevalnega razreda,
ki mu proces pripada, ne da bi se morali posebej ukvarjati s tem, kateri
razred to pravzaprav je.
V simulatorju opravlja podobno nalogo polje schedClass.
• struct sched entity se V to polje je postavljena struktura razvršče-
valne entitete sched entity, ki hrani več z razvrščanjem povezanih po-
datkov procesa, uporablja pa jo predvsem pošteni razvrščevalni razred
(fair sched class). Z njo se natančneje ukvarjamo v podpoglavju
2.3.3. V strukturi opravila se nahajata še sorodni strukturi struct
sched rt entity rt, ki jo uporablja razred realnega časa
(rt sched class), in struct sched dl entity dl, ki jo uporablja razred
skrajnega roka (dl sched class).
• struct sched info sched info Struktura, ki jo vsebuje to polje, je
eden od virov podatkov za izpis statistik o delovanju procesa v dato-
teko /proc/<PID>/schedstat. Definirana je v isti datoteki kot struktura
opravila in vsebuje podatke o številu zagonov procesa na trenutnem
procesorskem jedru, skupnem času čakanja na izvajalni vrsti, času za-
dnje uvrstitve na izvajalno vrsto in času zadnjega zagona procesa.
2.3.3 Struktura razvrščevalne entitete
Razvrščevalna entiteta, imenovana sched entity, je struktura, s katero se
razvrščevalnik v jedru Linux ukvarja, ko razvršča procese po svoji glavni,
≫popolnoma pošteni≪ politiki razvrščanja. Glavni razlog za obstoj te struk-
42 POGLAVJE 2. RAZVRŠČEVALNIK JEDRA LINUX
ture je skupinsko razvrščanje, ki smo ga opisali v poglavju 2.2.3. Ker lahko v
tem načinu delovanja procese združujemo v skupine, mora biti razvrščevalnik
sposoben delati tako s posameznimi procesi kot tudi s skupinami procesov.
Namesto s strukturami opravil se tako razvrščevalnik ukvarja z razvršče-
valnimi entitetami, ki lahko predstavljajo posamezen proces (vsak proces
namreč prejme tudi lastno razvrščevalno entiteto) ali pa skupino procesov.
Vsaka skupina prejme lastno izvajalno vrsto struct cfs rq, v katero uvrsti
svoje čakajoče procese. Ko razvrščevalnik izbere za izvajanje skupino pro-
cesov, ponovi postopek izbora procesa še na njeni izvajalni vrsti. Podobne
razvrščevalne entitete z imenom rt se uporablja tudi razred realnega časa,
vendar se z njimi ne bomo podrobneje ukvarjali.
Nekatere izmed pomembneǰsih komponent razvrščevalne entitete pošte-
nega razreda so:
• struct rb node run node To polje hrani vozlǐsče rdeče-črnega drevesa,
v katerem se nahaja razvrščevalna entiteta. Ker je izvajalna vrsta im-
plementirana kot rdeče-črno drevo, določa to vozlǐsče mesto entitete na
izvajalni vrsti.
• struct load weight load To polje hrani ≫težo≪ razvrščevalne entitete.
Pri poštenem razvrščanju se vsaki entiteti določi teža glede na njeno
prioriteto. Ob preračunih časa izvajanja procesa se to težo primerja s
skupno težo vseh entitet na izvajalni vrsti. Na ta način se vsaki entiteti
lahko dodeli pošten, utežen delež procesorskega časa.
• u64 vruntime Preračunan, ≫navidezen≪ (angl. virtual) čas izvajanja
procesa. Ko se proces izvaja na procesorju, se njegov čas izvajanja vǐsa.
Glede na prioriteto procesa se porabljen čas izvajanja preračuna v na-
videzni čas izvajanja, pri čemer se procesom z visoko prioriteto zabeleži
navidezni čas izvajanja, ki je manǰsi kot dejanski čas, ki ga je proces
porabil za izvajanje. Obratno se procesom z nizko prioriteto zabeleži
vǐsji navidezni čas izvajanja, kot so ga dejansko prebili na procesorju.
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Ker se ob izbiri naslednjega procesa izbere tisti, ki ima najmanǰsi navi-
dezni čas izvajanja, ima ta mehanika neposreden vpliv na ponovni izbor
procesa. Poleg tega se navidezni čas izvajanja preračuna in upošteva
tudi pri odločitvah o prekinitvi izvajanja procesa in njegovo zamenjavo
z drugim. Ker razvrščevalnik uporablja razvrščevalne entitete namesto
posameznih procesov, je postopek enak za skupine – obravnavajo se kot
procesi, izbira dejanskega procesa pa se nato nadaljuje znotraj skupine.
• unsigned int on rq To polje deluje enako kot polje on rq posameznega
procesa – njegova vrednost je resnična, ko entiteta čaka na izvajanje na
izvajalni vrsti (ali pa se že izvaja).
• struct cfs rq *cfs rq Izvajalna vrsta, na kateri se nahaja ta razvršče-
valna entiteta.
• struct cfs rq *my q Izvajalna vrsta, ki pripada tej razvrščevalni enti-
teti. Če je razvrščevalna entiteta skupina, se v to vrsto uvrščajo procesi,
ki so del te skupine.
• struct sched statistics statistics Objekt s statistikami delovanja
razvrščevalne entitete. Vsebuje več spremenljivk, ki se nanašajo na vse
od časa, ko je entiteta pričela s čakanjem, do števila njenih prebujanj
iz spanja in števila njenih migracij med procesorskimi jedri.
2.3.4 Struktura razvrščevalnega razreda
Razvrščevalne razrede smo na splošno opisali v poglavju 2.2, tu pa bomo opi-
sali še njihovo delovanje. Na splošno je razvrščevalni razred struktura, ki vse-
buje kazalce na več vnaprej določenih funkcij. Ko želi osnovni razvrščevalnik
izvesti neko dejanje na procesu, recimo uvrstiti proces na izvajalno vrsto
ali pa preveriti, ali je izvajanje procesa potrebno prekiniti, stori to s klici
funkcij razvrščevalnega razreda, ki mu pripada omenjen proces. Osnovni
razvrščevalnik se na razvrščevalne razrede obrne tudi, ko potrebuje nov pro-
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ces za zagon na procesorju.
Tudi simulator SchedLinSim uporablja razvrščevalne razrede, ki so im-
plementirani na način, podoben razredom v jedru. Funkcije razvrščevalnih
razredov simulatorja smo opisali v poglavju 3.1.2, tu pa bomo našteli le glavne
razlike med funkcijami z enako nalogo v jedru in v simulatorju.
Nekatere izmed pomembneǰsih funkcij razvrščevalnih razredov v jedru
Linux so:
• enqueue task() Uvrsti proces na izvajalno vrsto. Ker nekateri razvršče-
valni razredi uporabljajo razvrščevalne entitete, uvrstijo na izvajalno
vrsto namesto procesa njegovo razvrščevalno entiteto. V simulatorju
opravlja to delo metoda enqueue().
• dequeue task() Odstrani proces iz izvajalne vrste. V simulatorju opra-
vlja to delo metoda dequeue().
• pick next task() Izbere in vrne naslednji proces za zagon na proce-
sorju. V simulatorju opravlja to delo metoda pickNext().
• put prev task() Počisti za procesom, ki se je pravkar nehal izvajati,
bodisi prostovoljno bodisi ker je bil prekinjen. To funkcijo pokliče me-
toda pick next task(), preden vrne proces, ki se bo izvedel naslednji.
V simulatorju deluje na isti način metoda putPrev().
• check preempt curr() Preveri, ali je potrebno proces, ki se trenutno
izvaja, zamenjati z novim procesom, ki se je pravkar uvrstil na iz-
vajalno vrsto. Ta funkcija se kliče le, če tako trenutni kot tudi nov
proces pripada istemu razvrščevalnemu razredu – v nasprotnem pri-
meru se upošteva prioriteta razvrščevalnih razredov in izvede se pro-
ces, ki pripada pomembneǰsemu. V simulatorju opravlja to delo metoda
checkPreempt().
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• task tick() Proži se predvsem ob prekinitvah časovnika. Namen te
funkcije je omogočanje časovno pogojenih prekinitev izvajajočega se
procesa. V njej se navadno zgodi preračun časa izvajanja trenutnega
procesa in potencialno klic za izbiro novega. V simulatorju opravlja to
nalogo metoda taskTick().
• update curr() Posodobi statistike trenutnega procesa. Lahko se kliče
eksplicitno iz osnovnega razvrščevalnika, pogosto pa jo kličejo tudi
razvrščevalni razredi sami. V simulatorju te funkcije ni, saj neka-
tere statistike preračunava v ozadju, za dodatne statistike pa lahko
razvrščevalni razredi poskrbijo sami.
• yield task() Ta funkcija se uporabi, ko proces prostovoljno preda pro-
cesor drugemu opravilu in se uvrsti nazaj na izvajalno vrsto. V simu-
latorju te funkcije ni, saj procesi ne morejo predati procesorja drugače,
kot da blokirajo.
• set curr task() Ta funkcija poskrbi za opravila, ki zamenjajo svoj raz-
vrščevalni razred. V simulatorju opravila razredov ne menjajo, tako da
ta funkcija ni potrebna.
• task fork() Ta funkcija se pokliče, ko je v sistemu ustvarjeno novo
opravilo in dodeljeno dotičnemu razvrščevalnemu razredu. V simula-
torju te funkcije ni, čeprav bi včasih prǐsla prav. Njeno vlogo lahko
opravlja metoda enqueue(), recimo tako, da označi procese, ki so tekli
vsaj enkrat.
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Poglavje 3
Simulator
Smisel simulatorja SchedLinSim je, da prikaže delovanje razvrščevalnika in
preračuna z njim povezane statistike na poenostavljenemmodelu računalnika,
ki ne zaganja realnih procesov in meri njihovega obnašanja, pač pa uporablja
namǐsljene procese in njihovo obnašanje preračuna sam. Posledično simu-
lator ne potrebuje veliko računske moči, z izvajanjem različnih scenarijev
(simulacij) pa pogosto konča v delčku časa, ki bi ga za podobno testiranje s
pravimi procesi porabil dejanski računalnik.
3.1 Pregled simulatorja
SchedLinSim je implementiran v jeziku JavaScript, pri delovanju pa si po-
maga s knjižnico rdeče-črnega drevesa ≫redblack.js≪ [25]. Njegova pro-
gramska koda vsebuje obsežno dokumentacijo za uporabnike in razvijalce ter
je prosto dostopna na spletnem naslovu https://github.com/jmakovecki/
SchedLinSim.
Pri zasnovi simulatorja smo se zgledovali po razvrščevalniku jedra Linux
in posledično je kot jedro tudi SchedLinSim organiziran v osnovni razvrščeval-
nik (poimenovan kar Simulator) in razvrščevalne razrede. Simulator deluje
na osnovi vrste dogodkov (angl. event queue), v katero uvršča vse dogodke,
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ki se tekom simulacije zgodijo. Pod dogodke sodijo pojavitve novih pro-
cesov, prebujanje zaustavljenih procesov, prostovoljno prenehanje izvajanja
trenutno izvajajočega se procesa itd. Simulator med svojim delovanjem bere
dogodke iz vrste v kronološkem vrstnem redu in glede na tip dogodka izvede
primerne postopke, med katere pogosto sodijo tudi klici funkcij posameznih
razvrščevalnih razredov.
Razvrščevalni razredi temeljijo na razredu SchedClass, ki ga posame-
zne implementacije razredov razširijo in mu dodajo lastne metode in logiko.
Metode posameznega razvrščevalnega razreda so podobne funkcijam razre-
dov, ki jih najdemo v jedru Linux, s klici na njih pa lahko simulator od
razvrščevalnega razreda zahteva različna dejanja. Med drugim sodijo pod
naloge razvrščevalnih razredov izbira procesa, ki se bo izvedel naslednji (me-
toda pickNext()), uvrščanje ravnokar prebujenega procesa na izvajalno vrsto
(metoda enqueue()) in čǐsčenje za procesom, ki je pred kratkim končal z iz-
vajanjem (metoda putPrev()). Vsak razvrščevalni razred hrani tudi lastno
izvajalno vrsto (angl. run queue), na kateri procesi čakajo na izvajanje.
3.1.1 Osnovni Simulator
Večina delovanja osnovnega simulatorja se zgodi v povezavi z vrsto dogodkov
(angl. event queue), ki predstavlja poenostavljen model delovanja računalni-
ka skozi čas. Simulator v to vrsto uvršča dogodke, jih iz nje bere in obdeluje
ter občasno brǐse, preden se zgodijo. Vrsta dogodkov je kronološko urejena,
simulator pa pogosto dostopa do dogodkov v nekronološkem zaporedju, re-
cimo ko postavlja dogodke, ki se bodo zgodili kasneje. Primer takega dogodka
je proces, ki je ravnokar končal z izvajanjem in zaspal (angl. blocked), kar v
realnem sistemu običajno pomeni, da čaka na neki drug proces ali pa vhodno-
izhodno komunikacijo (angl. input/output ; I/O), ki lahko predstavlja peri-
ferno napravo, splet, uporabnika itd. Ko tak proces zaspi, simulator določi
čas njegovega spanja in postavi dogodek, ki predstavlja zbujanje omenjenega
procesa v prihodnosti, ko čas spanja poteče. Zaradi pogostega postavljanja
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dogodkov na tak način je smiselno, da lahko simulator do njih dostopa hitreje
kot v času O(n). Iz tega razloga je vrsta dogodkov implementirana kot rdeče-
črno drevo, ki omogoča dostop do dogodkov v logaritmičnem času O(log n)
in jih obenem hrani v kronološkem zaporedju.
12      evt
8 evt 16 evt evt
10 evt evt evt 13 evt 19 evt
Slika 3.1: Struktura rdeče-črnega drevesa, razširjena z vrstami. Ob časih
10 in 16 se je pojavilo več dogodkov, označenih z ≫evt≪, ki so bili v drevo
dodani v obliki vrst.
Ker se lahko pripeti, da se v isti nanosekundi simulacije zgodi več kot
en dogodek, bi pri implementaciji dogodkovne vrste v obliki drevesa lahko
prǐslo do kolizij in prepisovanja obstoječih dogodkov z novimi. Temu smo se
v simulatorju izognili tako, da smo strukturo drevesa razširili z vrstami FIFO
(angl. first in, first out ; prvi noter, prvi ven), kot ilustrira slika 3.1. Če se
želi v obstoječe vozlǐsče drevesa uvrstiti nov dogodek, se v vozlǐsču ustvari
vrsta, v katero se najprej doda dogodek, ki je v drevesu že bil. Vse nove
dogodke se uvrsti na konec te vrste, simulator pa jih za obdelavo jemlje z
začetka, torej v kronološkem vrstnem redu njihove uvrstitve na dogodkovno
vrsto simulatorja. Tako operacija dodajanja dogodka v vrsto FIFO kot tudi
operacija jemanja dogodka iz nje nosita v teoriji časovno zahtevnost O(1) in
posledično razširitev strukture drevesa z vrsto ne bi smela opazno upočasniti
delovanja simulatorja. V praksi je hitrost delovanja odvisna od implemen-
tacije vrste v jeziku JavaScript, ki lahko v primeru uporabe polja (namesto
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povezanega seznama) upočasni nekatere operacije na linearno časovno zah-
tevnost. Slednjo nosi tudi operacija iskanja dogodka v vrsti, ki se zgodi, ko
želimo iz nje odstraniti določen dogodek. Kljub temu se pri delovanju si-
mulatorja več dogodkov pojavi ob istem času večinoma le pri enostavneǰsih
simulacijah, ko se to zgodi, pa je njihovo število premajhno, da bi dejansko
vplivalo na hitrost delovanja simulatorja (< 10).
Pojavljanje dogodkov je tesno povezano z delovanjem navideznih proce-
sov v simulatorju in tako je na večino dogodkov pripet proces, na katerega
se posamezen dogodek navezuje. Izjema so dogodki, ki vplivajo na delovanje
simulatorja (dogodka ob začetku in koncu simulacije) in tako niso vezani na
noben specifičen proces. Zveza med dogodkom in pripadajočim procesom je
odvisna predvsem od tipa dogodka. Če gre, recimo, za dogodek zbujanja
procesa (EnqueueEvent) ali dogodek zaustavitve procesa (ExitEvent), mu je
pripet tisti proces, ki je dogodek povzročil. Pri dogodku časovne prekinitve
(TimerEvent), ki pogosto povzroči menjavo aktivnega procesa, je pripadajoč
proces tisti, ki je bil aktiven ob koncu obdelave dogodka.
Vsi dogodkovni tipi so razširjeni (angl. extended) iz osnovnega dogodka
Event, in ko simulator obdeluje dogodek, najprej preveri, kateremu od razšir-
jenih tipov pripada. Če ugotovi, da se dogodek navezuje na določen proces,
preveri, kateri razvrščevalni razred (SchedClass, 3.1.2) je za ta proces od-
govoren. Z ozirom na tip dogodka lahko simulator pokliče različne metode
razvrščevalnega razreda, ki jim kot parameter poda dotični proces. Simu-
lator tako delo s procesi večinoma prepusti razvrščevalnim razredom ter se
sam ukvarja predvsem z obdelavo dogodkov in potekom simulacije. Izjema
pri tem je izbira procesa, ki se bo naslednji ≫zagnal≪ na simulatorju (več o
njej v sekciji 3.3.1).
Simulator zaključi izvajanje simulacije, ko naleti na končni dogodek
SimStopEvent. Ta je v dogodkovni vrsti postavljen na čas zaključka simula-
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cije, vendar ni nujno zadnji dogodek v njej – za njim se lahko nahajajo tudi
drugi dogodki, ki pa se ne obdelajo in so ob zaključku simulacije zavrženi.
Ker simulator že postavljenih dogodkov ne prepisuje, ni nevarnosti, da bi bil
končni dogodek prepisan, in simulacija se tako vedno konča ob želenem času.
3.1.2 Razvrščevalni razredi
Razvrščevalni razredi so objekti, ki so oblikovani po zgledu razvrščevalnih
razredov jedra Linux in preko svojih metod narekujejo logiko razvrščanja
procesov v simulatorju. Skrbijo za hranjenje procesov, ki so pripravljeni za iz-
vajanje, izbiro naslednjega procesa, ki se bo pognal na simulatorju, odločitve
o prekinitvi izvajanja trenutnega procesa, označevanje trenutnega stanja pro-
cesov itd. Vsak proces v simulatorju pripada točno enemu razvrščevalnemu
razredu, in ko simulator naleti na dogodek, ki se tiče posameznega procesa,
se za pomoč pri obdelavi tega dogodka obrne na razvrščevalni razred ome-
njenega procesa.
Razvrščevalni razredi so urejeni v vrsto po prioriteti, kjer ima vsak nasle-
dnji razred nižjo prioriteto od preǰsnjega. Prioriteta razredov je pomembna
pri izbiri procesov, o kateri govorimo v sekciji 3.3.1. V jedru je priori-
teta razvrščevalnih razredov določena vnaprej in je ni mogoče spremeniti
brez popravkov izvorne kode. Simulator v namene testiranja take omejitve
nima ter uporabniku omogoča registracijo in preurejanje poljubnega števila
razvrščevalnih razredov. Pri inicializaciji simulacije preveri seznam procesov
in razrede, ki jih procesi dejansko uporabljajo, označi kot ≫aktivne razrede≪.
Simulator inicializira in zbira statistike samo za aktivne razrede.
V simulator registriramo nov razvrščevalni razred z uporabo funkcije
Simulator.registerSchedClass(), ki se po navadi pokliče na koncu dato-
teke z definicijo razvrščevalnega razreda. Privzeto so razvrščevalni razredi
urejeni v enakem vrstnem redu, kot so dodani, kasneje pa jih lahko preu-
rejamo z uporabo funkcije Simulator.reorderRegisteredClasses() oziroma
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Simulator.reorderActiveClasses(), če želimo preurediti le aktivne razrede.
Seznam razvrščevalnih razredov po želeni prioriteti lahko vključimo tudi v
definicijo simulacije, opisano v sekciji 3.4.
Delovanje razvrščevalnih razredov
V simulatorju so razvrščevalni razredi implementirani kot razširitve objekta
tipa SchedClass. Vsak razvrščevalni razred tako razširi (angl. extends)
osnovni razvrščevalni razred in podeduje njegove metode. Pomembno je,
da podedovane metode tudi uporablja, saj se v njih izvedejo določeni koraki,
ki skrbijo za pravilno delovanje razvrščevalnika. Metoda za uvrstitev pro-
cesa na izvajalno vrsto SchedClass.enqueue(), na primer, preveri smiselnost
uvrščanja procesa na izvajalno vrsto (proces se še ni zaključil in ni že na
izvajalni vrsti), zabeleži v procesu, da se trenutno nahaja v izvajalni vrsti,
in doda dogodek uvrstitve na izvajalno vrsto v izvajalni dnevnik procesa
(execLog). Ker za vse to poskrbi podedovana metoda, se končnim različicam
razvrščevalnih razredov s temi koraki ni potrebno ukvarjati – lahko se v celoti
osredotočijo na lastno logiko dela s procesi, kar poenostavi implementacijo
razvrščevalnih razredov in zmanǰsa možnost napak.
Vsak razvrščevalni razred mora vsebovati osnovne, predpisane metode
razvrščanja procesov, saj jih bo med izvajanjem klical osnovni simulator. Te
razvrščevalni razredi načeloma podedujejo od razreda SchedClass, vendar v
tej obliki ne naredijo veliko v smeri dejanskega razvrščanja procesov, tako da
se od posameznih razredov pričakuje, da jim dodajo lastno logiko. Seveda
lahko razredi katero izmed njih pustijo tudi nespremenjeno, če je za svoje
delovanje ne potrebujejo. Poleg osnovnih lahko razvrščevalni razredi im-
plementirajo tudi lastne metode, s katerimi si pri razvrščanju pomagajo. Že
osnovni razvrščevalni razred SchedClass implementira poleg predpisanih tudi
dodatne metode, ki se večinoma uporabljajo za preračunavanje statistik. Te
posamezni razredi podedujejo, vendar jim jih ni potrebno spreminjati. Med
take metode sodita na primer SchedClass.getAverageLatency() in
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SchedClass.getAverageTurnaround(), o njih pa povemo več v razdelku 3.5.2.
Osnovne metode razvrščanja so sledeče:
• init(): Inicializacijska metoda, katere glavna naloga je, da pripravi
razvrščevalni razred na začetek nove simulacije. To vključuje tako
nastavitev spremenljivk na začetno vrednost pred prvim izvajanjem
kot tudi čǐsčenje vrednosti, ki so ostale po koncu izvajanja predhodne
simulacije. Osnovna, podedovana različica te metode nastavi število
čakajočih procesov na nič in pripravi začetne vrednosti spremenljivk za
spremljanje čakalnih časov (latence) procesov.
• enqueue(): Ta metoda se uporablja za uvrstitev procesa v izvajalno vr-
sto. Kot parameter ji je podan proces, ki se želi izvajati na simulatorju.
Podedovana koda te metode preverja smiselnost uvrščanja procesa v iz-
vajalno vrsto in v procesu označi začetek čakanja na njej.
• dequeue(): Obratno od metode enqueue() skrbi ta metoda za odstra-
nitev procesa iz izvajalne vrste. Kot parameter ji je podan proces, ki
mora biti iz izvajalne vrste odstranjen. Simulator bo proces odstra-
nil iz vrste le, če ta več ni pripravljen na izvajanje (zaspi, se konča),
razvrščevalni razredi pa ga lahko odstranijo po potrebi – recimo, ko
je proces izbran za izvajanje ali pa ko ga je treba v vrsto uvrstiti na
novo (na primer, ko je njegovo izvajanje prekinjeno; angl. preempted).
Podedovana koda te metode najprej preveri, če se podan proces sploh
nahaja na izvajalni vrsti, nato pa zabeleži v procesu, da je bil iz nje
odstranjen.
• pickNext(): To metodo pokliče simulator, ko potrebuje nov proces
za izvajanje. V njej se razvrščevalni razred odloči, kateri proces želi
pognati naslednji, in ga vrne simulatorju. Kot parameter prejme ta
metoda proces ≫prev≪, ki se je izvajal do sedaj. Tega lahko uporabi
pri izboru, pomemben pa je tudi za klic metode putPrev(prev), ki je
pojasnjena v naslednji točki. Če razvrščevalni razred ob klicu metode
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pickNext() procesa za izvajanje nima, potem simulatorju vrne vrednost
null in simulator poskusi pri naslednjem razvrščevalnem razredu.
Razvrščevalni razredi sami metode SchedClass.pickNext() ne smejo
klicati direktno – če želijo menjavo aktivnega procesa, morajo poklicati
metodo Simulator.pickNext(), ki jo natančneje opǐsemo v sekciji 3.3.1.
• putPrev(): Ta metoda počisti za procesom, ki je ravnokar končal z iz-
vajanjem. Omenjen proces ji je podan kot parameter. Klic te metode
se zgodi znotraj metode SchedClass.pickNext(), vsak razvrščevalni ra-
zred pa ga mora nujno opraviti, če simulatorju vrne proces za izvajanje.
Obratno, če procesa za izvajanje nima, te metode ne sme poklicati. To
pravilo skrbi, da se za vsakim procesom počisti v trenutku, ki je ugoden
za razvrščevalni razred, in da se za nobenim procesom ne čisti več kot
enkrat.
• checkPreempt(): Podobno kot enqueue() se ta metoda pokliče vsakič,
ko se pojavi nov proces dotičnega razvrščevalnega razreda, ki se želi
izvajati. Nov proces metoda prejme kot parameter, vendar ga za raz-
liko od enqueue() ne uvrsti na izvajalno vrsto, pač pa se odloči, ali bi
ga bilo dobro izvesti kar takoj. V tem primeru izvajanje trenutnega
procesa prekine s klicem metode Simulator.pickNext(), ki poskrbi za
njegovo menjavo z novim procesom preko klicev metod pickNext() po-
sameznih razredov. Postopek izbire procesa natančneje obravnavamo
v sekciji 3.3.1. Ta metoda je povezana z razvrščanjem s prekinitvami
(angl. preemption) in enostavneǰsi postopki razvrščanja, ki tekočih pro-
cesov ne prekinjajo, je po večini ne potrebujejo.
• taskTick(): Ta metoda predstavlja prekinitev časovnika, ki se proži
ob določenih intervalih tekom simulacije. Preko nje lahko razvrščevalni
razred posodobi statistike izvajajočega se procesa, preveri njegov čas
izvajanja ter se odloči, ali ga želi prisilno prekiniti (angl. preempt) in
dati možnost izvajanja kateremu drugemu procesu. Slednje lahko stori s
klicem metode Simulator.pickNext(), ki je opisana v sekciji 3.3.1. Kot
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checkPreempt() je tudi ta metoda uporabna predvsem pri razvrščanju
s prekinitvami.
3.2 Vključeni postopki razvrščanja
Različni načini razvrščanja v simulatorju so implementirani z uporabo raz-
vrščevalnih razredov, ki smo jih opisali v preǰsnjem razdelku. Uporabniki
lahko razvijejo lastne razvrščevalne razrede za uporabo v simulatorju, nekaj
pa jih je vanj že vključenih. Vnaprej pripravljeni razredi se nahajajo v direk-
toriju classes, njihove načine razvrščanja pa bomo opisali v nadaljevanju.
3.2.1 FSFSClass
Razred FCFS (first come, first served) je eden izmed bolj enostavnih načinov
razvrščanja – na kratko deluje po principu ≫prvi pride, prvi melje≪. Vsak
novi proces, ki se pojavi na simulatorju, je uvrščen na konec izvajalne vrste.
Ta je preprosta vrsta FIFO – proces, ki v vrsto pride prvi, bo prvi obdelan.
Ta razvrščevalni razred deluje brez prekinitev (angl. non-preemptive), kar
pomeni, da se vsak proces izvaja, dokler z izvajanjem ne zaključi prostovoljno.
V praksi se to (razen v specifičnih, nadzorovanih okoljih) izkaže kot slab
pristop, saj močno zniža odzivnost sistema, zlonameren ali slabo zastavljen
proces pa lahko računalnik zasede za nedoločen čas in s tem prepreči izvajanje
ostalih procesov na sistemu.
3.2.2 RoundClass
Razred razvrščanja s krožnim dodeljevanjem (angl. round robin) bi lahko in-
terpretirali kot nadgradnjo postopka ≫prvi pride, prvi melje≪ na razvrščanje
s prekinitvami (angl. preemption). Procesi se še vedno uvrščajo na konec
izvajalne vrste in simulator jih izvaja z njenega začetka, vendar pa sedaj za
izvajanje nimajo na voljo neomejene količine časa. Ob uvrstitvi na izvajalno
vrsto prejme vsak proces časovno rezino, ki se zmanǰsuje, medtem ko teče
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na procesorju. Ko proces dodeljeno časovno rezino porabi, simulator prekine
njegovo delovanje, mu dodeli novo časovno rezino in ga uvrsti na konec izva-
jalne vrste. Ta pristop prepreči blokiranje sistema zaradi procesa, ki ne želi
prenehati z izvajanjem, in poskrbi, da vsak proces dobi svoj pošteni delež
procesorja. Vseeno razvrščanje s krožnim dodeljevanjem ni najbolj učinkovit
pristop za vsakdanjo rabo sistema, saj vse procese obravnava enako in in-
teraktivnim procesom, ki se izvajajo pogosto in za kratek čas, ne zagotovi
posebno dobre odzivnosti. Ta razred tudi ne upošteva prioritet procesov, ki
so v dejanskem sistemu pomembne.
3.2.3 SJFClass
Kratica SJF (shortest job first) pomeni najkraǰse opravilo najprej, kar do-
bro opǐse delovanje tega postopka razvrščanja. V svoji osnovni različici ta
razred izbere opravilo, ki se bo izvajalo najmanj časa, in mu dovoli, da teče,
dokler želi. S tem pristopom minimizira povprečni čas čakanja pri izvajanju
procesov brez prekinitev, vendar pa lahko pri neprestanem pojavljanju novih
kratkih procesov pride do stradanja dalǰsih procesov, ki nikoli ne pridejo na
vrsto za izvajanje [5].
Naš razred implementira tudi sorodni algoritem razvrščanja SRTF (angl.
shortest remaining time first), ki deluje po istem principu, le da ob pojavi-
tvi novega procesa preveri njegov predvideni čas izvajanja in ga primerja s
preostalim časom izvajanja trenutno zagnanega procesa. Če se bo nov pro-
ces končal hitreje, kot bi se trenutni, potem razvrščevalnik prekine izvajanje
trenutnega procesa in zažene namesto njega novega. Ta algoritem torej nad-
gradi postopek SJF s prekinitvami, s čimer zagotovi, da se kratki procesi
zaženejo takoj, ne reši pa problema stradanja dalǰsih.
Poleg omenjenih problemov sta oba algoritma v praksi redko uporabljena
tudi zato, ker je težko natančno predvideti, koliko časa se bo posamezen pro-
ces izvajal. V naši implementaciji ta problem rešimo tako, da razvrščevalni
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razred ≫goljufa≪ in preveri dejanski preostali čas izvajanja, ki ga za procese
hrani simulator. Ta je v veliki večini primerov natančen in algoritma tako
delujeta pravilno. Posebnost naše implementacije je tudi to, da se procesi
hranijo v rdeče-črnem drevesu in so tako vedno urejeni po preostalem času iz-
vajanja. Za preklop med načinoma razvrščanja lahko prekinitve omogočimo
ali onemogočimo s parametrom razvrščevalnega razreda.
3.2.4 LinuxOriginalClass
Ta razred je zasnovan na prvem razvrščevalniku, ki ga je uporabljalo jedro
Linux, njegov postopek razvrščanja pa smo opisali v podpoglavju 2.1.1. Nje-
gova posebnost v naši implementaciji je, da je dolžina časovnih rezin (ki
narekujejo čas izvajanja posameznih procesov) neposredno določena s priori-
teto procesov. Prioriteta 10 tako pomeni, da se bo proces izvajal 10 časovnih
enot, preden bo prekinjen.
3.2.5 LinuxOnClass
Bolj natančno, polno ime za LinuxOnClass bi bilo ≫Linux O(n) class≪, saj je
zasnovan na razvrščevalniku ≫O(n)≪ jedra Linux. Ta je bil drugi razvrščeval-
nik, ki ga je jedro uporabljalo okoli verzije 2.4, njegov postopek razvrščanja
pa smo opisali v podpoglavju 2.1.2. Konceptualno je razvrščevalnik O(n)
precej podoben originalnemu razvrščevalniku jedra. Za uporabnika je ver-
jetno največja razlika ta, da prioritete procesov sedaj sledijo standardnim
vrednostim ≫nice≪ iz Unixa, kar pomeni, da je najvǐsja možna prioriteta
procesa -20, najnižja 19, privzeta pa 0.
3.2.6 LinuxO1Class
Z imenom ≫Linux O(1) class≪ se ta razvrščevalni razred zgleduje po tre-
tji različici razvrščevalnika jedra Linux, razvrščevalniku O(1). Ta se je v
jedru pojavil okoli verzije 2.6, glavna razlika med njim in predhodniki pa
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je, da lahko razvrščanje opravlja v konstantnem času O(1). Njegov posto-
pek razvrščanja smo natančneje opisali v podpoglavju 2.1.3, ker pa je bil
razvrščevalnik O(1) zloglasen po svoji kompleksnosti, smo njegovo delovanje
v naši implementaciji nekoliko poenostavili. Predvsem smo v razvrščevalnem
razredu izpustili hevristike, ki jih je razvrščevalnik O(1) uporabljal, da je med
procesi odkril bolj interaktivne in jim dinamično povǐsal prioriteto – uporab-
nik lahko interaktivnim procesom v simulatorju prioriteto povǐsa sam, da
doseže podoben efekt. Poleg tega se nismo posebej ukvarjali z opravili de-
lovanja v realnem času (angl. realtime), ki jim pripada 100 od 140 nivojev
prioritete. Naša implementacija vsem dodeli enako dolgo časovno rezino (ki
je še vedno dalǰsa od rezin uporabnǐskih procesov) in primerno prednostno
obravnavo, za njih pa ne uporablja posebnih oznak in postopkov razvrščanja.
Navadni procesi tako padejo v prioritetne nivoje od 19 (najnižji) do -20
(najvǐsji), za procese delovanja v realnem času pa se uporabljajo prioritete
od -21 (najnižja) do -120 (najvǐsja).
3.2.7 LinuxFairClass
Ta razvrščevalni razred se zgleduje po poštenem razredu, ki je privzeti posto-
pek razvrščanja v trenutnem razvrščevalniku jedra Linux. Način delovanja
tega razreda v jedru smo opisali v podpoglavju 2.2.3, naša implementacija
pa se od originalne razlikuje v nekaj točkah – predvsem je precej enostav-
neǰsa. Od treh postopkov razvrščanja v poštenem razredu smo obdržali le
glavnega, SCHED NORMAL. V svoji različici smo izpustili vse specifike strojne
opreme, dele, povezane z delovanjem na večprocesorskih sistemih, skupin-
sko razvrščanje ter nekatere hevristike in optimizacije. Implementirali smo
osnovno logiko razvrščanja, vključno s prioritetnimi nivoji (od najnižjega 19
do najvǐsjega -20), določanjem teže posameznih procesov, preračuni časa iz-
vajanja z upoštevanjem ostalih procesov na sistemu, prekinjanjem izvajanja
trenutnega procesa glede na čas izvajanja ali pojavitev primerneǰsega procesa
in nekaterimi nastavitvami.
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3.3 Potek simulacije
Posamezno simulacijo je pred začetkom izvajanja potrebno inicializirati s
klicem metode Simulator.init(), ki ji kot parameter podamo definicijo si-
mulacije simConf. Slednja je bolj podrobno opisana v podpoglavju 3.4, v
splošnem pa je objekt, ki vsebuje nastavitve simulatorja, potencialne nasta-
vitve posameznih razvrščevalnih razredov in definicije procesov, ki jih želimo
v simulaciji pognati. Postopek inicializacije simulacije je prikazan na sliki 3.2,
na sliki 3.3 pa je prikazan potek njenega izvajanja.
Slika 3.2: Postopek inicializacije simulacije.
Simulacijo lahko izvajamo na več načinov:
• Naenkrat: celotno simulacijo lahko izvedemo na en mah tako, da po-
kličemo metodo Simulator.run() brez parametrov. Simulator obdela
vse dogodke do končnega in nam vrne rezultat simulacije, ki vsebuje
seznam procesov v končnem stanju, dnevnik poteka simulacije in razne
statistike, o katerih povemo več v podpoglavju 3.5.2.
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Slika 3.3: Prikaz izvajanja simulacije.
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• Po korakih: po simulaciji se lahko premikamo v časovnih ali pa
logičnih korakih. Ta način delovanja nam omogoča, da simulacijo med
izvajanjem ustavimo in preverimo trenutno stanje v simulatorju, bodisi
s klici raznih metod bodisi s pregledom delnega rezultata simulacije, ki
ga simulator vrne v tem primeru. Za premik naprej po času lahko po-
kličemo metodo Simulator.run(), ki ji kot parameter podamo število
nanosekund simulacije, ki naj jih simulator izvede. Ta bo posledično ob-
delal vse dogodke, ki se zgodijo v podanem času, nato pa se ustavil. Če
želimo izvajanje simulacije prekiniti ob točno določenem času, ga lahko
v obliki nanosekund simulacije podamo metodi Simulator.runTo(), ki
bo izvedla vse dogodke do tedaj.
Simulacijo lahko izvajamo tudi po logičnih korakih, pri čemer predsta-
vljajo posamezen korak vsi dogodki, ki se zgodijo v isti nanosekundi
simulacije. Če želimo izvesti le naslednji korak ali več korakov simu-
lacije, ne glede na njihovo oddaljenost od trenutnega časa izvajanja,
lahko to storimo s klicem metode Simulator.step(), ki ji kot argu-
ment podamo želeno število korakov.
• Večkrat: za hitro, zaporedno izvajanje simulacij v namen zbiranja
statistik ponuja simulator objekt za več zagonov (angl. multiple runs)
Simulator.multiRun(). Ta vsebuje lastne verzije nekaterih pomemb-
neǰsih metod simulatorja, kot sta init() in run().
Metoda Simulator.multiRun.init() pripravi simulator na izvajanje za-
porednih simulacij, kot parameter pa prejme enako definicijo simula-
cije kot metoda Simulator.init(). Slednjo kliče sama v ozadju, tako
da te uporabniku pred zagonom simulacije preko objekta multiRun()
ni potrebno izvesti. Metoda Simulator.multiRun.run() požene več
zaporednih simulacij, katerih želeno število ji podamo v obliki nu-
meričnega parametra. Njihove posamezne rezultate shrani v seznam
Simulator.multiRun.results, kjer so za pregled dostopni uporabniku,
kot rezultat klica pa nam vrne lasten objekt rezultatov. Ta vsebuje
dejanski čas izvajanja simulacije in več statistik, preračunanih kot pov-
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prečje vseh izvedenih simulacij z uporabo pomožnih metod objekta
multiRun (Simulator.multiRun.getAverageLatency() za čase čakanja
procesov, Simulator.multiRun.getAverageLoad() za obremenjenost si-
muliranega procesorja med izvajanjem itd). O omenjenih statistikah
povemo več v podpoglavju 3.5.3.
Ne glede na način zagona potekajo posamezne simulacije enako. Simu-
lator bere, postavlja in obdeluje dogodke, za delo s procesi pa se obrne na
razvrščevalne razrede. Glavna naloga slednjih (poleg hranjenja procesov,
ki so pripravljeni na izvajanje) je izbira naslednjega procesa, ki se lahko
≫zažene≪ na simulatorju.
3.3.1 Izbira naslednjega procesa
Izbira naslednjega procesa se v simulatorju se sproži s klicem funkcije
Simulator.pickNext(), ki ga lahko izvedejo tako osnovni simulator kot tudi
razvrščevalni razredi:
• Osnovni simulator začne izbiro naslednjega procesa, ko naleti na
dogodek, ki mu pove, da je trenutno izvajajoči se proces prostovoljno
zaključil z izvajanjem in zaspal (angl. blocked ; BlockEvent) ali pa se
zaključil v celoti (angl. exited ; ExitEvent) in odstranil iz sistema. V
obeh primerih ostane simulator brez procesa za izvajanje in mora izbrati
novega. Simulator začne izbiro novega procesa tudi v primeru, ko se na
sistemu pojavi nov proces, ki je pripravljen na izvajanje (bodisi ker je
bil ravnokar ustvarjen bodisi ker ga je nekaj prebudilo iz spanja) in je
prioriteta njegovega razvrščevalnega razreda vǐsja od prioritete razreda
aktivnega procesa.
• Razvrščevalni razredi lahko sprožijo izbiro novega procesa med klici
njihovih funkcij s strani simulatorja. Če se na sistemu pojavi nov pro-
ces, ki si z aktivnim procesom deli isti razvrščevalni razred, bo simu-
lator poklical metodo checkPreempt() tega razreda. V njej se razred
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lahko odloči, ali je pomembneje, da bi se izvajal na novo pojavljen
proces, in s klicem metode Simulator.pickNext() prekine izvajanje
trenutnega. Podobno se lahko izvajanje trenutnega procesa prekine
ob sprožitvi časovnika (angl. timer ; TimerEvent). Ta se dogaja pe-
riodično, razvrščevalni razredi pa jo lahko uporabijo za posodobitev
statistik izvajajočega se procesa, kot tudi za klic izbire novega procesa,
če presodijo, da se je trenutni izvajal dovolj časa.
Ko se zgodi klic metode Simulator.pickNext(), se simulator sprehodi
skozi seznam razvrščevalnih razredov, urejenih po prioriteti, in vsakega od
njih prosi za proces, ki bi ga lahko izvedel. Ko simulator od razvrščevalnega
razreda prejme proces, preneha s povpraševanjem in ga izvede. Če simula-
tor ne prejme procesa od nobenega od registriranih razvrščevalnih razredov,
zažene nedejavni proces idle. Ta teče, ko se na simulatorju ne dogaja nič
drugega, umakne pa se takoj, ko je na voljo kak drug proces. Ta metoda izbire
procesov je po blizu oblikovana po postopku izbire procesov razvrščevalnika
jedra Linux. Na sistemu omogoča sočasen soobstoj več politik razvrščanja,
ki so namenjene različnim vrstam procesov, njihova urejenost po prioriteti
pa skrbi, da manj pomembni procesi ne motijo delovanja pomembneǰsih.
3.4 Definicija simulacije
Definicija posamezne simulacije je zapisana v objektu simConf, ki vsebuje
vse podatke, ki jih simulator potrebuje za njeno izvajanje. Uporabnik lahko
definicijo simulacije napǐse sam, ustvari s pomočjo grafičnega uporabnǐskega
vmesnika ali pa izbere s seznama vnaprej sestavljenih scenarijev. Vnaprej
sestavljene definicije simulacij so shranjene v objektu SimulationPresets, ki
se nahaja v datoteki SimulationPresets.js. Med njimi najdemo simulacije,
ki prikazujejo delovanje posameznih razvrščevalnih razredov in izpostavljajo
njihove posebnosti, prednosti in slabosti. Poleg teh je med vnaprej sesta-
vljenimi simulacijami tudi več mešanih scenarijev, ki prikazujejo sposobnosti
simulatorja in postopek razvrščanja z uporabo več razvrščevalnih razredov
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hkrati. Vsak vključen scenarij vsebuje tudi tekstovni opis, ki predstavi do-
gajanje v njem ter izpostavi njegove posebnosti in zanimivosti.
Na splošno najdemo v definiciji simulacije njene osnovne nastavitve, pa-
rametre za nastavitev razvrščevalnih razredov in definicije procesov, ki se
bodo izvedli tekom simulacije. Med osnovnimi nastavitvami sta obvezni le
trajanje simulacije in pogostost proženja časovne prekinitve tekom simula-
cije, obe v simuliranih nanosekundah. Poleg njiju so na voljo še nastavitve za
ime simulacije, opis simulacije, prioriteto razvrščevalnih razredov in privzet
razvrščevalni razred, ki bo uporabljen za vse procese v simulaciji, ki nimajo
izrecno določenega razvrščevalnega razreda.
V definiciji simulacije nekoliko izstopajo nastavitve razvrščevalnih razre-
dov, ki so definirane precej bolj ohlapno kot preostale nastavitve simulatorja
– gre le za objekt, ki nosi ime razvrščevalnega razreda, njegovo vsebino pa
simulator dotičnemu razredu poda kot parameter pri inicializaciji. Sama vse-
bina tega objekta je v celoti prepuščena razvijalcu razvrščevalnega razreda,
kar velja tudi za preverjanje njegove strukture in smiselnosti podatkov v
njem. S tem pristopom simulator razvijalcu dopušča uporabo in shranjeva-
nje poljubnih struktur, ki jih je mogoče prilagoditi potrebam posameznega
razreda. Preko nastavitev razreda lahko med drugim v definicijo simulacije
vključimo dolžino časovne rezine, ki jo nekateri razredi dodeljujejo proce-
som za izvajanje, vklopimo posamezne funkcije v razredih, ki podpirajo več
načinov delovanja, ali pa še po inicializaciji spremenimo začetne vrednosti
razreda, ne da bi ga popravljali na roke.
Vse številske časovne vrednosti v definiciji simulacije so interpretirane
kot nanosekunde simulacije, kar pri bolj ≫realističnih≪ simulacijah na nivoju
milisekund in sekund prinese nepregledno velike številke. Iz tega razloga pod-
pirajo definicije simulacij zapis časovnih vrednosti s končnicami in decimalno
piko oz. vejico. Tako na primer 1us predstavlja eno mikrosekundo (1000 ns),
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3,5 ms tri milisekunde in pol (3500000 ns), 1.75min pa 105 sekund (105∗109
ns).
3.4.1 Definicije procesov
Procesi so definirani v seznamu, ki je simulatorju podan kot del objekta
simConf. Vse številske vrednosti v definiciji procesa so lahko izražene točno,
lahko pa so podane v obliki intervala (tabela dveh števil), iz katerega končno,
celoštevilsko vrednost naključno izbere simulator sam. Ta način zapisa v de-
lovanje simulatorja uvede element naključnosti, ki močno olaǰsa pisanje simu-
lacij v namen zbiranja statistik in omogoča način delovanja z več zaporednimi
simulacijami. Brez naključnosti bi se simulacija vedno izvedla enako, za zbi-
ranje statistik pa bi bilo treba pisati veliko število podobnih, kompleksnih
definicij procesov z dolgimi seznami obnašanj in jih izvajati vsako posebej.
Vsak proces je predstavljen s skupkom začetnih vrednosti, od katerih mu
moramo obvezno dodeliti čas simulacije, ob katerem se začne izvajati. Ne-
obvezno lahko procese tudi poimenujemo, številka procesa (angl. process id ;
PID) pa jim je dodeljena ob uvozu v simulator. Če želimo, lahko politiko
razvrščanja (ime razvrščevalnega razreda, ki mu proces pripada) določimo za
vsak proces posebej, sicer pa je ta za vse procese brez eksplicitno izbranih
politik določena naenkrat, v definiciji simulacije.
Nekateri razvrščevalni razredi procesom dodajajo polja, ki jih nato upora-
bljajo za shranjevanje vrednosti tekom razvrščanja. Hkratno dodajanje vre-
dnosti vsem procesom določenega razvrščevalnega razreda naenkrat omogoča
funkcija Simulator.modProc(). Vseeno se lahko zgodi, da želimo posame-
znim procesom dodati specifične vrednosti, ki se razlikujejo od procesa do
procesa – primer tega bi bila recimo vrednost roka izvajanja (angl. dea-
dline) določenega procesa, ki jo uporabljajo algoritmi razvrščanja v realnem
času. Določati take vrednosti v kodi razvrščevalnega razreda bi bilo skrajno
nepraktično, saj so vezane na specifične procese in posledično definicije simu-
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lacij, ki jih lahko poljubno menjamo. Iz tega razloga podpirajo definicije pro-
cesov polje za poljubne vrednosti custom. To je implementirano kot objekt, v
katerega vpǐsemo želene vrednosti (recimo "custom": {"deadline": "8"}).
Med ustvarjanjem procesa simulator prebere ta objekt, preveri, da njegove
vrednosti ne uporabljajo prepovedanih imen (recimo pid ali spawn), nato
pa jih doda direktno na proces v simulatorju. Omenjeno polje deadline bo
razvrščevalnemu razredu tako dostopno kot Process.deadline.
Vedenje procesa tekom njegovega življenja narekuje njegov seznam ≫ob-
našanj≪ (angl. behaviors). Ta je sestavljen iz posameznih opisov obnašanja
procesa, ki vsebujejo:
• čas izvajanja, označen z run: predstavlja čas, ki ga proces porabi za
izvajanje, preden prostovoljno ≫zaspi≪ (oz. blokira).
• čas spanja oz. čas blokiranja, označen z block: predstavlja čas, za
katerega proces prostovoljno ≫zaspi≪, preden se zbudi in uvrsti nazaj
v izvajalno vrsto.
• prioriteto, označeno s priority: predstavlja prioriteto procesa, ki
razvrščevalniku pove, kako prednostno naj ga obravnava. Interpreta-
cija prioritete je prepuščena razvrščevalnim razredom in njena oblika
ni strogo določena s strani simulatorja. Če razvrščevalni razredi ne po-
trebujejo lastnega, specifičnega zapisa prioritete, se lahko tu zgledujejo
po jedru Linux – možne vrednosti prioritete so od -20 do 19, kjer -20
predstavlja najvǐsjo prioriteto, 19 pa najnižjo. Privzeta prioriteta za
uporabnǐske procese je 0.
Prva definicija obnašanja mora vsebovati vse tri vrednosti, vsaka naslednja
pa vsaj po eno. Če zapis obnašanja katere lastnosti procesa ne vsebuje, se ta
preprosto ne spremeni in proces ob spremembi obnašanja ohrani dosedanjo.
Do spremembe obnašanja lahko pride, ko je proces izbran za izvajanje.
Vsak zapis v seznamu obnašanj (razen prvega) vsebuje točno en pogoj, ki
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mora biti izpolnjen, da se proces posodobi z novim obnašanjem. Možni
pogoji so:
• čas izvajanja simulacije (simExec): obnašanje procesa se bo spreme-
nilo, ko se bo simulacija izvajala vsaj toliko simuliranih nanosekund.
• čas izvajanja procesa (procExec): obnašanje procesa se bo spreme-
nilo, ko se bo izvajal vsaj toliko simuliranih nanosekund.
• število zagonov procesa (execCnt): obnašanje procesa se bo spre-
menilo, ko bo izbran za izvajanje na procesorju vsaj tolikokrat.
Posamezni proces se v simulatorju lahko izvaja neomejeno časa (torej do
konca simulacije) ali pa z izvajanjem na neki točki preneha in se zaključi. Pro-
ces lahko zaključimo tako, da mu definiramo končni zapis obnašanja (angl.
final behavior entry). Ta zapis je podoben ostalim, le da namesto posodobi-
tev obnašanja procesa vsebuje dve spremenljivki z logično vrednostjo (angl.
boolean): ≫končen≪ (final) in ≫zaključi na lep način≪ (endNicely). Prva
mora biti nastavljena na resnično (angl. true), da ta zapis obnašanja za-
ključi proces. Druga simulatorju pove, ali naj počaka, da proces prostovoljno
zaspi, preden ga zaključi. Če je nastavljena na neresnično (angl. false), se
proces zaključi takoj, ko je izpolnjen pogoj za posodobitev obnašanja tega
zapisa. Pri pogojih, vezanih na čas, to pomeni takoj, ko je bil zahtevan čas
dosežen – tudi če je pogoj čas izvajanja simulacije in se dotični proces tre-
nutno ne izvaja na procesorju. Pri številu izvajanj to pomeni takoj, ko se
zadnje izvajanje konča – tudi če je bil proces prekinjen neprostovoljno (angl.
preempted).
3.5 Statistike simulacije
Ena od glavnih nalog simulatorja je, da poleg izvajanja simulacij z uporabo
različnih politik in procesov tudi beleži njihov potek in iz njega preračunava
statistike. Statistike nam pomagajo pri bolǰsem razumevanju delovanja raz-
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vrščevalnika in omogočajo izbiro in razvoj algoritmov, ki sprejemajo razvršče-
valne odločitve tako, da se čim bolje ujemajo z našimi potrebami. Statistike,
ki jih simulator SchedLinSim ponuja uporabniku, lahko v grobem razdelimo
v dve kategoriji: tekoče in končne.
3.5.1 Tekoče statistike
Tekoče statistike so namenjene uporabi že tekom izvajanja simulacije. Lahko
jih sicer kličemo tudi po njenem koncu, vendar so zasnovane tako, da zbirajo
trenutne podatke o stanju na simulatorju oziroma preračunavajo pregled sta-
nja za zadnjih nekaj časovnih enot. Njihova uporabnost leži v informiranih
algoritmih razvrščanja, ki lahko z uporabo statistik svoje odločitve prilago-
dijo trenutnemu stanju na sistemu. Tak razvrščevalni razred bi lahko, na
primer, zaznal, da sistem v povprečju ni posebno obremenjen (izraba pro-
cesorja je nizka), procesi pa se pojavljajo po več naenkrat in tako vseeno
dolgo čakajo na izvajanje (povzročajo visoko latenco). Kot odziv na to bi
lahko tak razred zmanǰsal dolžino časovne rezine posameznega procesa, kar bi
povzročilo hitreǰse menjavanje tekočih procesov in izbolǰsalo odzivnost apli-
kacij. Potencialno bi bilo mogoče uporabiti tekoče statistike tudi za razvoj
razvrščevalnikov, ki uporabljajo pristope strojnega učenja, da sami določijo
optimalen način delovanja. Uporabnikom lahko tekoče statistike pomagajo
pri pregledovanju stanja simuliranega sistema med izvajanjem simulacije po
korakih, na enega od načinov, opisanih v sekciji 3.3.
Trenutno ponuja simulator naslednje metode za zbiranje tekočih statistik:
• Simulator.getLatency() Vrne trenutno latenco na sistemu. Na tej
točki je pomembno omeniti, da je izraz ≫latenca≪ (angl. latency) v
literaturi uporabljen na več različnih področjih in za več različnih sta-
tistik. V našem kontekstu uporabljamo izraz latenca tako, kot jo defi-
nira dokumentacija zbiranja statistik razvrščevalnika jedra Linux [24]:
seštevek časa, ki so ga opravila na tem procesorju porabila za čakanje.
Trenutna latenca, ki jo vrne ta metoda, je torej seštevek časa, ki so ga
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od zadnje uvrstitve na izvajalno vrsto do sedaj za čakanje porabila opra-
vila, ki trenutno čakajo na izvajanje na procesorju. Ta metoda v ozadju
uporablja metodo razvrščevalnih razredov SchedClass.getLatency(),
ki vrne trenutno latenco le za procese, ki pripadajo njenemu razredu.
Seštevek rezultatov klicev SchedClass.getLatency() za vse aktivne ra-
zrede predstavlja trenutno latenco celotnega sistema, ki jo vrne
Simulator.getLatency().
• Simulator.getCurrLoad() Vrne povprečno obremenitev simuliranega
procesorja v zadnjih n nanosekundah simulacije, kjer je n podan kot
argument. Obremenitev procesorja je ena najbolj splošno uporablja-
nih statistik v računalnǐstvu, vendar je pogosto definirana precej nena-
tančno. Če se osredotočimo le na eno jedro procesorja in zanemarimo
tehnikalije (kot so delo v različnih fazah cevovoda procesorja in teh-
nologije, ki delijo različne dele cevovoda med več navideznih jeder),
lahko rečemo, da ima procesor le dve stanji – delo in mirovanje. Obre-
menjenost procesorja je tako lahko le 100% ali 0% – če želimo priti
do podatka o povprečni obremenjenosti procesorja, moramo obreme-
njenost računati za nek časovni interval. Ta metoda torej izračuna
povprečno obremenjenost procesorja v zadnjih n nanosekundah in jo
vrne kot decimalno število na intervalu [0, 1].
Poleg eksplicitno omenjenih tekočih statistik lahko razvrščevalni razredi
pri delu uporabljajo tudi statistike posameznih procesov, ki jih sproti poso-
dablja simulator. Med njih sodijo:
• Process.execTime, ki predstavlja seštevek časa, ki ga je proces do sedaj
porabil za izvajanje. Polje Process.picked hrani čas, ob katerem je bil
podatek o času izvajanja nazadnje posodobljen, ki je lahko čas začetka
izvajanja procesa ali čas zaključka izvajanja procesa. Če se proces
trenutno izvaja, je potrebno vrednosti Process.execTime prǐsteti še čas
od Process.picked do trenutnega časa simulacije, da dobimo dejanski
čas izvajanja. Ta statistika lahko razvrščevalnim razredom med drugim
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pomaga pri preračunih časa izvajanja za uporabo v časovnih rezinah.
• Process.waitTime, ki predstavlja seštevek časa, ki ga je proces do sedaj
porabil za čakanje na izvajanje. To vključuje le čas, ko je bil proces
pripravljen na izvajanje in se ni izvajal, ne pa tudi časa, ko je proces
spal. Polje Process.enqueued hrani čas, ob katerem je proces naza-
dnje začel čakati, in ga je, podobno kot pri času izvajanja, potrebno
upoštevati za pridobitev pravilne vrednosti, če proces trenutno čaka
na izvajanje. Ta statistika lahko razvrščevalnim razredom med drugim
pomaga pri ocenah interaktivnosti posameznih procesov in meritvah
pogostosti njihovega izvajanja.
• Process.execCnt, ki hrani podatek o tem, kolikokrat je bil proces do
sedaj izbran za izvajanje na procesorju. Ta statistika lahko razvršče-
valnim razredom med drugim pomaga pri ohranjanju poštenosti med
procesi.
3.5.2 Končne statistike
Pod končne statistike sodijo metode, ki so namenjene uporabi po koncu izva-
janja simulacije in o katerih po navadi govorimo, ko omenimo statistike. Na
voljo imajo vse podatke o poteku simulacije, ki jih združijo v okraǰsano oceno
enega od njenih vidikov. Simulator metode, ki jih preračunavajo, po koncu
simulacije večinoma pokliče že sam in njihove rezultate združi v poročilo, ki
ga vrne uporabniku. Pri načinu izvajanja z več zaporednimi zagoni simula-
cije so končne statistike tiste, ki jih simulator zbira in združuje iz posameznih
simulacij za bolj splošen pregled nad delovanjem razvrščevalnih algoritmov.
Trenutno so v simulatorju na voljo sledeče metode za izračun končnih stati-
stik:
• Simulator.getAverageLatency() Vrne povprečno latenco na sistemu,
izračunano iz meritev, opravljenih tekom izvajanja simulacije. Zanjo




i=0 ai, kjer je ai posamezna meritev latence, n pa
število vseh meritev, ki se zgodijo tekom simulacije. Poleg povprečja






i=0 (ai − ā)2, kjer je ai posamezna meritev la-
tence, ā povprečna latenca, n pa število vseh meritev.
Posamezna meritev predstavlja seštevek trenutne latence vseh aktiv-
nih razvrščevalnih razredov, kjer je trenutna latenca razreda seštevek
časa, ki so ga vsi procesi razreda, ki trenutno čakajo na izvajalni vr-
sti, na njej preživeli od uvrstitve nanjo. Meritve latence se izvajajo ob
vsakem klicu metode Simulator.pickNext(), torej vsakič, ko se izbere
proces, ki se bo naslednji izvajal na simulatorju. Če metodo pokličemo
z imeni razvrščevalnih razredov kot argumenti, bo izračunala latenco le
za želene razrede. Če želimo latenco le za en razred, lahko to pridobimo
tudi s klicem njegove metode SchedClass.getAverageLatency(), ki za
ta razred vrne rezultat enake oblike, kot metoda
Simulator.getAverageLatency().
Mera povprečne latence je pomembna za interaktivne sisteme, nekoliko
manj pa tudi za sisteme paketne obdelave (angl. batch systems). Ni-
zek čas čakanja med uvrstitvijo procesa na izvajalno vrsto in njegovim
izvajanjem pomeni, da bo uporabnik na odziv programa čakal manj
časa in sistem bo s tem dosegel bolǰso uporabnǐsko izkušnjo [11], [12].
V manj interaktivnih sistemih to pomeni, da bodo opravila prǐsla na
vrsto prej, kar je dobro, ni pa zagotovilo, da bodo z delom prej tudi
končala, tako da je zanje pomembneǰsa statistika o povprečnem času
obrata.
• Simulator.getAverageLoad() Izračuna povprečno obremenitev simuli-
ranega procesorja tekom celotne simulacije po formuli tp/tsim, kjer je
tp seštevek časa, porabljenega za izvajanje procesov, tsim pa skupni čas
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izvajanja simulacije. Funkcija vrne delež časa, ko se je na procesorju
izvajalo katero koli drugo opravilo, kot nedejavno (angl. idle). Rezul-
tat je v obliki decimalnega števila na intervalu [0, 1].
Statistika o obremenjenosti procesorja je pomembna predvsem v sis-
temih paketne obdelave, kjer je zahtevana čim bolǰsa poraba vseh do-
stopnih virov, saj neporabljeni viri predstavljajo izgubo. Seveda je
pomembno tudi, da so viri uporabljeni pametno, o čemer povesta več
čas obrata procesov in propustnost sistema. Obremenjenost procesorja
nam na realnem sistemu lahko pokaže tudi, da bi bila potrebna nad-
gradnja, če je sistem neprestano polno obremenjen [12], na simulatorju
pa bi to lahko pomenilo, da bi bilo smiselno prilagoditi število procesov
oziroma njihove nastavitve.
• Simulator.getAverageTurnaround() Izračuna povprečni čas obrata pro-
cesov (angl. turnaround time) in njegov standardni odklon. Čas obrata
posameznega procesa tf − ts je čas, ki preteče od stvaritve procesa na
sistemu (ts) do njegovega zaključka oz. smrti (tf).
Čas obrata procesov je pomemben predvsem v sistemih paketne ob-
delave, ki jih ne zanima interaktivnost in želijo le obdelati čim več
procesov v čim kraǰsem času. Povprečni čas obrata je po blizu povezan
s sistemsko prepustnostjo (angl. throughput), ki meri število procesov,
ki jih sistem obdela v določenem času. Ker se vsi procesi v simulatorju
tekom simulacije ne zaključijo vedno, lahko čas obrata izračunamo le
za tiste, ki so se zaključili, njihovo število pa se ujema s prepustnostjo
sistema. Ta metoda torej vrne povprečni čas obrata in njegov stan-
dardni odklon, poleg tega pa še sistemsko prepustnost v obliki števila
procesov, ki so se tekom simulacije zaključili. Če tej metodi kot argu-
ment podamo ime razvrščevalnega razreda, bo pri izračunu uporabila
le procese, ki pripadajo podanemu razredu.
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Poleg splošnih statistik, ki so enake za vse razvrščevalne razrede, omogoča
simulator posameznim razredom tudi uporabo lastnih izračunov in statistik.
Če razvrščevalni razred implementira lastne statistike, lahko njihove vredno-
sti zapǐse v dvodimenzionalno tabelo parov opis-vrednost in jih uporabniku
vrne kot rezultat metode SchedClass.getClassStats(), ki jo simulator po-
kliče po koncu simulacije.
Neodvisno od razvrščevalnih razredov izračuna simulator tudi statistike
za posamezne procese, do katerih lahko uporabnik dostopa preko metode
Simulator.procStats(), vključene pa so tudi v rezultat simulacije. Pod njih
sodijo sledeče vrednosti:
• execution Nosi podatke o času izvajanja procesa: skupen čas izvaja-
nja, povprečni čas izvajanja, standardni odklon meritev časa izvajanja
in število zagonov na simuliranem procesorju. Za to statistiko upo-
rabimo iste formule kot za statistiko povprečne latence razvrščevalnih
razredov, pri čemer meritve časa izvajanja za posamezni proces (ai)
zbiramo vsakič, ko proces preneha z izvajanjem. Čas izvajanja posa-
meznega procesa lahko pove veliko o pravilnem delovanju algoritma
razvrščanja, na primer, ali procesi z vǐsjo prioriteto dobivajo primerno
dalǰse časovne rezine oziroma ali je procesorsko zahtevnim opravilom
dodeljenega dovolj časa za izvajanje, da izguba vsebine predpomnil-
nika ob prekinitvi na realnem sistemu ne bi preveč motila njihovega
delovanja.
• latency Nosi podatke o času čakanja procesa na izvajanje: seštevek,
povprečje in standardni odklon meritev, ki so narejene vsakič, ko pro-
ces začne z izvajanjem na simuliranem procesorju. Čas čakanja po-
sameznih procesov je pomembna statistika pri ocenjevanju delovanja
razvrščevalnika z interaktivnimi procesi. Taki procesi se izvajajo le
kratek čas, nato pa za dalǰsi čas zaspijo. Ker gre pri njih pogosto
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za opravila, ki komunicirajo z uporabnikom, je dobro, da na izvajanje
čakajo čim manj časa. Ta statistika nam lahko pove na primer, koliko
časa mora izrazito interaktiven proces čakati na izvajanje na sistemu,
ki ga obremenjuje več procesorsko zahtevnih opravil.
• turnaround Čas obrata, ki je pretekel od pojavitve procesa na simu-
latorju (ts) do njegovega zaključka oz. smrti (tf), izračunan po for-
muli tf − ts. Vključeno polje valid nam pove, ali je proces s svo-
jim izvajanjem dejansko zaključil, saj za nedokončane procese ta vre-
dnost ni izračunljiva. Ta statistika nam pomaga predvsem pri analizi
razvrščanja paketnih opravil, saj nam lahko pove, kako hitro po pre-
jemu je sistem določeno opravilo dokončno obdelal.
3.5.3 Statistike zaporednih simulacij
Medtem ko je izvajanje simulacije ≫po korakih≪ ali ≫naenkrat≪ uporabno
tako pri prikazu poteka razvrščanja po določenem algoritmu kot tudi pri
analizi njegovega delovanja, je način uporabe simulatorja z zaporednim po-
ganjanjem simulacij (Simulator.multiRun) namenjen predvsem analizi raz-
vrščanja z uporabo statistik. Z zaporednim zagonom več simulacij lahko
hitro pridobimo večjo količino podatkov, ki je bolj merodajna kot rezultat
posamezne simulacije. Predpogoj za smiselnost analize z zaporednimi zagoni
je, da v definiciji obnašanja procesov namesto določenih vrednosti uporabimo
intervale, s katerimi v simulacijo vnesemo naključnost. Tako se vsako novo
izvajanje simulacije najverjetneje razlikuje od preǰsnjega in podatki, ki jih iz
posameznih zagonov simulacij pridobimo, opisujejo podobno zastavljene, a
vendarle različne scenarije.
Pri zaporednih zagonih se rezultati posameznih simulacij zberejo in shra-
nijo v tabelo (Simulator.multiRun.results), kjer so na voljo za pregled upo-
rabniku. Poleg tega se po koncu zadnje od simulacij zgenerira objekt z rezul-
tati, ki ga simulator vrne uporabniku. Ta objekt vsebuje združitve statistik
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posameznih simulacij. Pri preračunavanju združenih statistik uporablja si-
mulator formuli za povprečje ( 1
n
∑n−1
i=0 ai, kjer je ai posamezen vzorec in n





i=0 (ai − ā)2, kjer je ai posa-
mezen vzorec, ā povprečje vzorcev, n pa njihovo število). Simulator vrne
statistike za:
• latenco oz. ≫čas čakanja≪ pod imenom averageLatency. Pod te me-
ritve sodijo avgAvg, ki je povprečna vrednost povprečne latence posa-
meznih simulacij, devAvg, ki je standardni odklon povprečne latence
posameznih simulacij, in avgDev, ki je povprečna vrednost standardnih
odklonov posameznih simulacij. Rezultat vsebuje tudi tabelo classes,
v kateri so zapisana imena vseh aktivnih razvrščevalnih razredov v si-
mulacijah, saj se v ta rezultat štejejo meritve, narejene na procesih vseh
aktivnih razredov. Simulator izračuna tudi meritve za latenco posame-
znih razvrščevalnih razredov, ki jih namesto v averageLatency vrne v
tabeli z imenom schedClassLatency. Omenjena tabela vsebuje objekte
enake oblike, kot jo ima averageLatency, le da se podatki posameznega
objekta nanašajo na en sam razvrščevalni razred.
• obremenjenost procesorja pod imenom averageLoad. Pod te meri-
tve sodita povprečna vrednost povprečne obremenjenosti procesorja v
posameznih simulacijah avg in njen standardni odklon dev.
• čas obrata pod imenom averageTurnaround. Pod te meritve sodijo
avgAvg, ki je povprečna vrednost povprečnega časa obrata procesov po-
sameznih simulacij, devAvg, ki je standardni odklon povprečnega časa
obrata procesov posameznih simulacij, in avgDev, ki je povprečna vre-
dnost standardnih odklonov časa obrata procesov posameznih simu-
lacij. Ker je mogoče povprečni čas obrata računati le za simulacije,
kjer se vsaj en proces dejansko zaključi, vsebuje ta rezultat še polje
resultsUsed, ki nosi število simulacij, uporabljenih pri izračunu. Do-
dani sta še polji avgExited, ki nosi povprečno število procesov, ki so
se znotraj posamezne simulacije zaključili, in avgRunning, ki nosi pov-
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prečno število procesov, ki se niso.
Poleg statistik na nivoju simulacije zbira simulator na podoben način
tudi statistike posameznih procesov. Polje processStats vsebuje tabelo, ki
ima za vsak proces v simulaciji po en objekt. Posamezni objekti povzemajo
obnašanje posameznega procesa tekom vseh izvedenih simulacij z uporabo
naslednjih statistik:
• čas izvajanja pod imenom execution. Pod te statistike sodijo avg, ki
je povprečna vrednost povprečnega časa izvajanja procesa v posame-
zni simulaciji, dev, ki je standardni odklon povprečnega časa izvajanja
procesa v posamezni simulaciji, sum, ki je povprečna vrednost seštevka
časa izvajanja procesa v posamezni simulaciji, in cnt, ki je povprečna
vrednost števila zagonov procesa na procesorju v posamezni simulaciji.
• latenco oz. ≫čas čakanja≪ pod imenom latency. Pod te statistike
sodijo avg, ki je povprečna vrednost časa čakanja procesa v posamezni
simulaciji, dev, ki je standardni odklon časa čakanja procesa v posame-
zni simulaciji, in sum, ki je povprečna vrednost seštevka časa čakanja,
torej časa, ki ga je proces v posamezni simulaciji prebil na izvajalni
vrsti.
• čas obrata pod imenom turnaround. Pod te statistike sodita avg, ki
je povprečna vrednost časa obrata procesa v posamezni simulaciji, in
dev, ki je standardni odklon časa obrata procesa v posamezni simula-
ciji. Ker je čas obrata, torej čas od stvaritve procesa do njegove smrti,
možno izračunati le za procese, ki se do konca simulacije zaključijo,
vsebuje ta statistika še polje valid. To nosi število simulacij, izvede-
nih v zadnjem izvajanju tipa multiRun, v katerih se je proces dejansko
zaključil in so bile posledično uporabljene pri meritvah avg in dev.
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3.6 Grafični vmesnik
Simulator je bil že od samega začetka zasnovan kot knjižnica in z njim je
mogoče delati v celoti z uporabo ukazne vrstice. To ga naredi primernega za
večja testiranja in vključitev v skripte, ni pa posebej prijazno uporabniku,
saj zahteva poznavanje različnih funkcij simulatorja, oblike definicij, ki jih
prejme, in zmožnost interpretacije rezultatov, ki jih vrne. Uporaba v obliki
knjižnice tudi ni primerna v namen poučevanja, saj ne vsebuje grafičnih pri-
kazov izvajanja – le izpise dogodkov, ki so nepregledni in težko berljivi. Iz teh
razlogov smo simulatorju dodali grafični vmesnik, ki olaǰsa njegovo uporabo
in prikaže rezultate simulacij na bolj informativen način.
Uporabnǐski vmesnik simulatorja je napisan z uporabo spletnih tehnologij
in deluje v celoti v brskalniku. Pravilnost njegovega delovanja smo preverili
v brskalnikih Chromium (na katerem temelji več drugih popularnih brskal-
nikov), različica 76, in Mozilla Firefox, različica 68. Pri izdelavi simulatorja
smo uporabili več odprtokodnih knjižnic, katerih točen seznam in licence so
vključene v kodo simulatorja v datoteki credits.txt. Večina grafičnega vme-
snika je narejena v ogrodju Bootstrap, programsko interakcijo z vmesnikom
pa podpira jQuery. Za časovnico, ki ilustrira potek izvajanja, je bil upora-
bljen Vis.js, grafi za prikaz rezultatov pa so generirani s Chart.js.
Vmesnik je razdeljen na več tematskih delov, ki upravljajo z različnimi
deli simulatorja in fazami simulacije. Zgornji del vmesnika je prikazan na
sliki 3.4. Na samem vrhu se nahaja naslovna vrstica z gumboma za nastavi-
tve in informacije o programu. Nastavitve omogočajo spreminjanje hitrosti
animiranega izvajanja simulacije in izbris zapomnjenih vrednosti, informa-
cije pa izpǐsejo verzijo programa, seznam avtorjev in povezavo na podatke o
uporabljenih knjižnicah.
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Slika 3.4: Glava in nastavitve simulacij grafičnega uporabnǐskega vmesnika
simulatorja.
Pod naslovno vrstico najdemo meni za nalaganje definicij simulacij z na-
slovom ≫Setup Simulation≪. Ta vsebuje kontrole za odpiranje, shranjevanje
in izbris definicij. Na sredini ima spustni seznam z naslovom ≫Presets≪, ki
omogoča hitro izbiro vnaprej napisane simulacije. Če želimo pred izbiro de-
finicije prebrati tudi njen opis, se desno od seznama nahaja gumb, ki odpre
dialog za izbiro vnaprej napisane definicije – slednji je prikazan na sliki 3.5.
Na desni strani menija se nahajajo še štirje gumbi. Prvi od njih ustvari novo
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definicijo simulacije, ki služi kot osnova za kompleksneǰse definicije. Drugi
omogoča uvoz definicije simulacije, ki je v obliki datoteke JSON shranjena
izven simulatorja. Tretji od gumbov izvozi simulacijo v datoteko JSON in jo
ponudi uporabniku v shranjevanje. Zadnji gumb ponastavi definicijo simula-
cije na privzete nastavitve, bodisi uvožene bodisi izbrane s seznama v naprej
napisanih definicij.
Slika 3.5: Dialog za izbiro v naprej napisanih nastavitev simulacij.
Razdelek ≫Simulation Settings≪, torej nastavitve simulacije, vsebuje na-
stavitve naložene definicije simulacije. Razdeljen je na tri dele:
• General Settings, splošne nastavitve, omogočajo izbiro imena, dol-
žine, pogostosti časovnih prekinitev in privzetega razvrščevalnega ra-
zreda simulacije. Slednjemu bodo pripadli procesi, ki razreda nimajo
eksplicitno določenega v svojih definicijah.
• Scheduling Classes, razvrščevalni razredi, je tabela, ki vsebuje vse
razvrščevalne razrede, ki so bili naloženi v simulator. Desno od naslova
razdelka se nahaja gumb za uvoz razvrščevalnega razreda v simulator
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iz datoteke JavaScript. V razdelku so razvrščevalni razredi razporejeni
po padajoči prioriteti, s puščicami pa jih je možno tudi preurediti. Ak-
tivni razredi, torej tisti, ki bodo v simulaciji uporabljeni, so označeni s
kljukico. Od tu je za vsak razred dostopen tudi dialog z nastavitvami,
prikazan na sliki 3.6. Dialog izpǐse opis razvrščevalnega razreda, vse-
buje pa tudi urejevalnik teksta, v katerem je mogoče spremeniti njegove
parametre.
Slika 3.6: Dialog za upravljanje z razvrščevalnim razredom.
• Process Definitions, definicije procesov, je tekstovno polje, ki prika-
zuje definicije obstoječih procesov v simulaciji. Preko njega je možno
spremeniti nastavitve in obnašanje obstoječih procesov, te odstraniti
ali pa dodati nove.
Pri uporabi simulatorja se je mogoče osredotočiti na eno simulacijo naen-
krat ali pa zagnati več zaporednih simulacij in spremljati njihove statistike.
Pod nastavitvami simulacije se tako nahajata dva zavihka, ≫SINGLE RUN≪,
en zagon in ≫MULTIPLE RUNS≪, več zagonov. Pod prvim zavihkom naj-
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demo razdelek z imenom ≫Simulation Controls≪, prikazan na sliki 3.7, ki
vsebuje kontrole za nadzor izvajanja posamezne simulacije in prikaz njenega
poteka. Na dnu razdelka se nahaja več gumbov, ki po vrsti omogočajo:
• zagon simulacije na en mah, ki se zgodi brez prekinitev ter v naj-
kraǰsem možnem času izrǐse potek in izpǐse rezultate simulacije,
• animiran zagon simulacije, ki izvaja simulacijo po korakih, njen
potek sproti izrisuje in omogoča uporabniku, da animacijo tudi ustavi,
• prekinitev simulacije, ki izbrǐse prikaz simulacije in jo vrne v začetno
stanje,
• izvajanje simulacije po korakih z nastavljivim številom korakov, ki
jih simulator izvede, preden se ponovno ustavi,
• izvajanje simulacije do določenega časa, ob katerem se izvajanje
simulacije ponovno ustavi,
• ogled simulacije ob določenem času, ki prikaže potek simulacije
ob želenem času (pod pogojem, da je simulacija do tam že izvedena).
Slika 3.7: Vmesnik za izvajanje simulacije in prikaz njenega poteka.
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Slika 3.8: Rezultati enega zagona simulacije.
Nad kontrolami se nahaja časovnica, na kateri je prikazan potek simula-
cije v obliki gantograma. Potek je prikazan po procesih, kjer je v vsakem
trenutku simulacije za vsak proces označeno stanje, v katerem se nahaja.
Časovnica je sposobna premikanja po simulaciji (z vlečenjem z mǐsko) ter
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povečevanja in zmanǰsevanja pogleda (z mǐskinim koleščkom).
Ko se simulacija zaključi, grafični vmesnik zbere njene rezultate in jih
predstavi v razdelku ≫Simulation Results≪, prikazanem na sliki 3.8. Končne
statistike celotne simulacije izpǐse v tabelo ≫General≪, splošno, na konec pa
jim pripne še statistike posameznih razvrščevalnih razredov, ki jih ti vrnejo
kot rezultat metode getClassStats(). V tabelo ≫Per Process≪, po procesu
izpǐse vmesnik statistike posameznih procesov simulacije. Za bolj nazorno
primerjavo delovanja procesov so nekatere izmed njihovih statistik prikazane
tudi v obliki grafov. Primerjava skupnega časa izvajanja procesov je pri-
kazana v tortnem diagramu, ki vsebuje tudi nedejaven proces idle. Pod
njim se nahaja stolpični diagram povprečnega časa izvajanja procesov, čez
katerega je izrisan črtni diagram standardnega odklona meritev za vsak pro-
ces. Zadnji diagram je enake oblike kot preǰsnji, prikazuje pa povprečni čas
čakanja posameznih procesov na izvajanje (njihovo latenco), čez katero izrǐse
še standardni odklon meritev.
Če uporabljamo način delovanja z zaporednim izvajanjem simulacij, do-
stopen preko zavihka ≫MULTIPLE RUNS≪, se spremeni tudi vmesnik. Ta je
sedaj precej bolj preprost, saj v tem načinu delovanja izris poteka simulacije
ni mogoč, niti nas ne zanima. Razdelek za več zagonov, prikazan na sliki 3.9,
vsebuje le tekstovno polje za želeno število zagonov simulacije in gumb, ki
jih izvede.
Slika 3.9: Vmesnik za izvajanje več zaporednih simulacij.
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Po končanem izvajanju simulacij se njihovi skupni rezultati naložijo v
razdelek ≫Simulation Results≪. Slednji vsebuje dve tabeli, ≫General≪, prika-
zano na sliki 3.10, za splošne statistike na nivoju simulacij in ≫Per Process≪,
prikazano na sliki 3.11, za statistike na nivoju procesov.
Slika 3.10: Tabela splošnih
rezultatov več simulacij.
Slika 3.11: Tabela rezultatov
procesov več simulacij.
Rezultati na nivoju simulacije so prikazani tudi v treh grafih. Ti prika-
zujejo vrednost posamezne statistike v vsaki od simulacij, ki so bile izvedene
zaporedoma. Statistike, prikazane v grafih, so povprečna obremenjenost pro-
cesorja (graf ≫CPU Load≪), povprečni čas čakanja (graf ≫Process Latency≪)
in povprečni čas obrata procesov (graf ≫Process Turnaround Time≪). Vsi
grafi so črtni in zastavljeni na isti način. Na njihovi osi X se nahaja zapore-
dna številka simulacije, na osi Y pa vrednost statistike za to simulacijo. Grafi
imajo po tri črte, kjer srednja, oranžna črta prikazuje povprečno vrednost,
zgornja in spodnja črta pa označujeta vrednosti, ki sta za en standardni
odklon oddaljeni od povprečja. Če ima graf le eno črto, to pomeni, da je
standardni odklon enak 0. Primer grafa je prikazan na sliki 3.12.
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Slika 3.12: Graf povprečne obremenjenosti procesorja v več zaporednih
simulacijah.
Če uporabnik zažene več kot 300 zaporednih simulacij naenkrat, se grafi
ne izrǐsejo avtomatsko. Namesto tega se poleg gumba za zagon simulacij
pojavi gumb za izris grafov. Ob pritisku nanj ta uporabnika opozori, da je
lahko izris tako velikih grafov obremenjujoč za njegov sistem, in ga prosi za
potrditev, preden grafe dejansko izrǐse.
Grafični vmesnik stremi k čim prijazneǰsi uporabnǐski izkušnji na več
načinov. Ko uporabnik prvič odpre simulator, opazi, da je več komponent si-
mulatorja ≫skritih≪ – vidni so le naslovi njihovih razdelkov. Primer skritega
razdelka je prikazan na sliki 3.13. Razlog za skrivanje je, da razdelki trenu-
tno niso relevantni – nastavitev simulacije, na primer, ni mogoče spreminjati,
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dokler ni naložena nobena simulacija. Ko uporabnik naloži simulacijo, se
razdelek z nastavitvami avtomatsko razširi. Uporabnik lahko skrite razdelke
razširi s klikom na naslov, vendar bodo njihove komponente ≫onemogočene≪,
dokler ne postanejo relevantne. Komponente se lahko onemogočijo tudi ka-
sneje med delovanjem simulatorja – nastavitve simulacije tako niso na voljo
med izvajanjem simulacije. Uporabnik lahko razdelke skrije tudi sam. Skri-
vanje trenutno irelevantnih razdelkov zmanǰsa vizualni šum uporabnǐskega
vmesnika in se uporabniku pomaga osredotočiti na del, ki je trenutno po-
memben.
Slika 3.13: Skrit razdelek z rezultati simulacije.
Pri manǰsanju vizualnega šuma pomaga tudi uporaba ikon vseskozi vme-
snik. Te z znanimi podobami na hiter način predstavijo različne funkcije
simulatorja in se izognejo nepotrebnemu tekstu. Kljub svojim prednostim
so lahko ikone za nekatere uporabnike nejasne in gumbi tako še vedno nosijo
tekstovne opise, ki se pojavijo ob prehodu mǐske. K večji preglednosti rezul-
tatov simulacije prispevajo tudi barve, uporabljene za procese. Ko vmesnik
začne simulacijo, prešteje procese in za njih izbere barve, ki so si na barvnem
krogu (po vrednosti ≫hue≪) kar se da narazen. Te barve nato naključno do-
deli procesom, ki uporabljajo isto barvo tako v časovnici izvajanja kot tudi
v grafih z rezultati, kar je vidno na slikah 3.7 in 3.8.
Vmesnik uporabniku pomaga ne le s svojim videzom, temveč tudi z več
mehanizmi, ki podpirajo njegovo obnašanje. Pri vnosu teksta v nastavitve
je mogoče časovne vrednosti zapisati brez končnice, kar se interpretira kot
osnovne časovne enote oz. nanosekunde, lahko pa jim dodamo končnice (us,
ms, s ...), ki pri dalǰsih simulacijah skraǰsajo nepregledno dolga števila. Vne-
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seno vrednost je mogoče uveljaviti s tipko enter ali klikom na drugo kompo-
nento vmesnika. Če vmesnik zapremo, se vpisane vrednosti shranijo v lokalno
shrambo brskalnika in obnovijo, ko vmesnik ponovno odpremo. Urejanje pa-
rametrov razvrščevalnih razredov in definicij procesov sicer zahteva uporabo
notacije JSON v tekstovnem polju, vendar smo tekstovno polje nadgradili z
nekaterimi funkciji urejevalnikov teksta: tabulator zamakne (angl. indent)
vrstico ali več vrstic v desno, shift + tabulator pa v levo; tekst se avto-
matsko izpǐse z logičnimi zamiki; nova vrstica se začne na istem zamiku kot
preǰsnja, pod urejevalnikom pa se nahaja tudi nastavitev za širino zamika.
Lokacija kurzorja v urejevalniku se sproti izpisuje pod tekstovnim poljem v
obliki vrstice in stolpca, pa tudi absolutne pozicije v tekstu, kar pomaga pri
razreševanju sintaktičnih napak. Če se pri pisanju definicije pojavi napaka,
jo vmesnik uporabniku izpǐse v pogovornem oknu, ne le v konzoli brskalnika.
Podobno se izpisujejo tudi ostale napake delovanja simulatorja, ki se lahko
pojavijo, na primer, pri preizkušanju lastnih razvrščevalnih razredov. Opo-
zorilno okno se pojavi tudi, če uporabnik poskusi naložiti novo simulacijo v
vmesnik po tem, ko je bila preǰsnja že spremenjena, ne pa tudi izvožena v
datoteko JSON. To okno, prikazano na sliki 3.14, uporabnika obvesti o izgubi
sprememb in ga prosi za potrditev pred nadaljevanjem.
Slika 3.14: Opozorilo o neshranjenih spremembah.
Uporabnǐski vmesnik je napisan z mislijo na različne naprave in se kot tak
drži pristopov ≫odzivnega dizajna≪ (angl. responsive design) – sposoben se
je prilagajati na različne velikosti zaslonov. Več nastavitev simulacije se pri-
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vzeto nahaja v dveh stolpcih, da bolje izkoristijo prostor in združijo tematsko
povezane komponente vmesnika na enem mestu. Če se širina okna zmanǰsa
do določene meje, pri kateri bi postali stolpci preozki, se uporabnǐski vmesnik
preoblikuje v en stolpec. Podobno se zgodi pri rezultatih simulacije, zožitev
pa upoštevajo tudi nekateri dialogi in tabele, ki pri spremembi velikosti okna
spremenijo svojo sorazmerno širino, da se vanj bolje prilegajo.
3.7 Primer uporabe simulatorja
Po opisu komponent in delovanja simulatorja se zdi smiselno prikazati tudi
zaokrožen primer njegove uporabe. V ta namen smo izbrali simulacijo, ki
prikazuje razvrščanje različnih procesov znotraj istega razvrščevalnega ra-
zreda, sočasno delovanje več različnih razvrščevalnih razredov, nastavitve
razvrščevalnih razredov, procese, ki spreminjajo svoje obnašanje, proces, ki
se zaključi, opis procesov s fiksnimi števili in naključen izbor vrednosti z
intervali, zapis števil s časovnimi enotami in druge funkcije simulatorja. Na-
redili bomo tudi pregled izvajanja simulacije s pomočjo grafičnega vmesnika
in povzetek rezultatov simulacije, kot jih simulator vrne ob uporabi preko
ukazne lupine.
Primer definicije simulacije smo zapisali v razdelku programske kode 3.1.
V polju name se nahaja ime definicije, ki je pod istim imenom vključena
tudi med vnaprej napisane definicije v simulatorju. Polje simLen vsebuje
dolžino simulacije, ki se bo končala po 15 milisekundah simuliranega časa.
Uporaba časovnih končnic je mogoča vseskozi definicijo, brez njih pa se vne-
sene vrednosti interpretirajo kot nanosekunde. Pod timerTickLen določimo
pogostost proženja časovne prekinitve v simulaciji. Ta je pomembna, ker
lahko razvrščevalni razredi sprejemajo odločitve le ob prekinitvi simulacije
in časovnik omogoča redno prekinitev za preračun statistik in potencialno
menjavo trenutnega procesa. V jedru časovna prekinitev ni nujno zagoto-
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vljena na določen časovni interval – na jedrih z nastavitvijo NO HZ se pogo-
stost prekinitev pogosto zmanǰsa v namen varčevanja z energijo. Simulator
to poenostavi in nudi le redne prekinitve. V polju timerTickLen naše defi-
nicije lahko opazimo še uporabo decimalnih števil, ki jih simulator podpira
z uporabo tako decimalne pike kot tudi decimalne vejice. V polje policy
smo zapisali privzeto razvrščevalno politiko simulacije, ki je v tem primeru
LinuxFairClass. Po njej se bodo razvrščali procesi, ki nimajo eksplicitno
določenega razvrščevalnega razreda.
Seznam tabPrio vsebuje uporabljene razvrščevalne razrede, urejene po
padajoči prioriteti. To polje ni obvezno, niti ni potrebno vanj vključiti vseh
uporabljenih razvrščevalnih razredov – tisti, ki so vključeni, pa bodo po-
stavljeni v zapisano zaporedje in prejeli vǐsjo prioriteto od ostalih. V naši
simulaciji imajo najvǐsjo prioriteto procesi razreda RoundClass, nato pro-
cesi LinuxFairClass, najnižjo prioriteto pa procesi, ki pripadajo razredu
FCFSClass. Seznamu prioritete procesov sledi objekt classParams, ki prav
tako ni obvezen, vsebuje pa nastavitve posameznih razvrščevalnih razredov.
Vsi vnaprej napisani razredi imajo skupek privzetih nastavitev, ki jih upo-
rabijo, če uporabnik ne poda drugačnih. Znotraj objekta classParams se
za vsak razvrščevalni razred, ki mu želimo podati nastavitve, nahaja po en
objekt, ki nosi ime razreda. V teh objektih so definirane dejanske nasta-
vitve razvrščevalnih razredov in ti objekti so podani metodam init() po-
sameznih razredov. V našem primeru smo za razred RoundClass nastavili
vrednost timeSlice na 0,6 ms. To pomeni, da bo vsak proces tega razreda
lahko tekel 0,6 ms, preden ga bo razvrščevalnik zamenjal z drugim. Razred
LinuxFairClass ima podano nastavitev timeScale, nastavljeno na 1 ms. Ker
ta razred izvaja več preračunov, potrebuje osnovo, s katero pomnoži rezul-
tate, da delujejo na enakem časovnem nivoju kot preostanek simulacije. S
tem mu torej povemo, da simulacija poteka na nivoju milisekund. Ta vre-
dnost je sicer enaka privzeti, vendar je dovolj pomembna, da jo je vredno
izpostaviti. Razred LinuxFairClass ima tudi druge nastavitve, vendar teh
nismo spreminjali. Razred FCFSClass ne sprejme nastavitev.
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Izpis 3.1: Definicija simulacije.
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Polje processes vsebuje seznam procesov simulacije. Seznam procesov je
enak, kot bi bil prikazan v uporabnǐskem vmesniku. Uporabljeni procesi so
sledeči:
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System Task 1 je proces, ki se v simulatorju pojavi ob 3 ms izvajanja,
kar pove njegovo polje spawn. Proces se razvršča v razvrščevalnem razredu
RoundClass, kar pove polje policy. Proces ima dve obnašanji, zapisani v se-
znamu behavior. Po prvem obnašanju se izvaja (run) 2 ms, nato pa zablokira
(block) za 10 ms. Proces dobi prioriteto 0 (priority), ki je le formalnost,
saj razred RoundClass prioritet ne uporablja. Preklop na drugo obnašanje
procesa se zgodi, ko simulacija doseže določeno dolžino, kar nam pove pri-
sotnost polja simExec. Izbrana dolžina je 8 ms. Polje final nosi vrednost
true, resnično, kar pomeni, da je drugo obnašanje ≫končno obnašanje≪. To
je tip zapisa, ki konča izvajanje procesa, namesto da bi le posodobil njegove
lastnosti. Polje endNicely nam pove, ali naj simulator počaka, da proces
naslednjič zablokira prostovoljno, preden ga zaključi. Vrednost false, nere-
snično, v tem primeru narekuje, naj se izvajanje procesa zaključi točno ob
predpisanem času.
System Task 2 je enostavneǰsi proces, ki se v simulaciji pojavi ob 3,3 ms
izvajanja. Tudi ta proces se razvršča v razredu RoundClass. Vsebuje le en
zapis obnašanja, ki mu narekuje, naj od svoje pojavitve do konca simulacije
teče po 2 ms, vmes pa blokira za 7 ms.
User Process 1 je proces, ki se pojavi takoj ob začetku simulacije.
Razvršča se v razredu LinuxFairClass in vsebuje dva zapisa obnašanja.
Prvi mu določi prioriteto 0, ki je v tem primeru relevantna in v razredu
LinuxFairClass predstavlja privzeto, srednje pomembno stopnjo prioritete.
Poleg tega določi, da bo proces tekel pol milisekunde, nato pa za eno mi-
lisekundo zablokiral. Drugi zapis obnašanja procesa bo postal aktiven po
6 milisekundah izvajanja simulacije. Ta polje run definira v obliki seznama
dveh vrednosti, 2 ms in 4 ms. To lahko prevedemo v interval dveh števil:
[2000000, 4000000]. Vsakič, ko se bo proces pognal, bo simulator iz tega
intervala izbral naključno vrednost in proces se bo izvajal tolikšno število
nanosekund. Po tem bo proces zablokiral za čas, ki ga polje block definira
kot naključno vrednost na intervalu od 2 ms do 3 ms.
User Process 2 se začne izvajati ob začetku simulacije. Razvrščevalnega
92 POGLAVJE 3. SIMULATOR
razreda nima specifično določenega, kar pomeni, da se bo razvrščal po pri-
vzeti razvrščevalni politiki. Za slednjo je bil v nastavitvah simulacije določen
razred LinuxFairClass. Od dveh obnašanj procesa mu prvo narekuje čas iz-
vajanja pol milisekunde in čas blokiranja 1 ms. Poleg tega mu dodeli priori-
teto 2, ki je nekoliko nižja od privzete prioritete 0, saj v LinuxFairClass vǐsja
vrednost pomeni nižjo prioriteto. Drugo obnašanje vsebuje polje execCnt, ki
nam pove, da bo to obnašanje postalo aktivno, ko se proces na simulatorju
zažene štirikrat. To obnašanje posodobi čas izvajanja procesa na naključno
vrednost med 4 ms in 6 ms, njegov čas blokiranja pa na naključno vrednost
med 5 ms in 10 ms.
Batch Job je proces, ki se razvršča v razredu FCFSClass. Ima eno
obnašanje, ki traja celotno simulacijo, narekuje pa mu izvajanje med 50 ms
in 100 ms ter čas spanja 5 ms.
Definicijo simulacije, prikazano v izpisu 3.1, lahko izvedemo tako, da jo
naložimo v uporabnǐski vmesnik simulatorja ali pa pretvorimo v objekt Ja-
vaScript in zaženemo preko ukazne vrstice. Pretvorbo tekstovnega opisa v
objekt lahko storimo z ukazom
var def = JSON.parse(’{"name": "Simple System Example", ...}’),
objekt naložimo v simulator s Simulator.init(def), nato pa zaženemo si-
mulacijo s Simulator.run().
Na sliki 3.15 je prikazan gantogram izvajanja opisane simulacije v grafič-
nem vmesniku simulatorja. Ob času 0 ms se zažene proces ≫User Process
1≪ in prične z izvajanjem. Istočasno se zažene tudi proces ≫User Process
2≪, vendar se ≫LinuxFairClass≪, ki mu oba procesa pripadata, ne odloči
prekiniti izvajanja prvega v korist drugega. Opazimo, da ima prvi vǐsjo
prioriteto od drugega, vseeno pa to ni razlog, da se menjava ne zgodi –
≫LinuxFairClass≪ dovoli vsakemu procesu teči vsaj za obteženo vrednost
schedWakeupGranularity, preden ga prekine, ta pa je privzeto nastavljena
na 1 ms, ki še ni minila. Ob času 0 se zažene tudi ≫Batch Job≪, ki pri-
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pada razredu ≫FCFSClass≪ z nižjo prioriteto od razreda trenutnega procesa,
tako da delovanja slednjega ne more prekiniti. ≫User Process 1≪ sledi svo-
jemu prvemu opisu obnašanja in po 0,5 ms izvajanja zablokira. Za njim se
zažene ≫User Process 2≪, ki prav tako teče 0,5 ms in zablokira. Ob času 1
ms tako razredu ≫LinuxFairClass≪ zmanjka čakajočih procesov in pri izbiri
naslednjega procesa pride na vrsto ≫FCFSClass≪, ki zažene proces ≫Batch
Job≪. Ta se izvaja 0,5 ms, nato pa se (po 1 ms blokiranja) zbudi ≫User Pro-
cess 1≪, ki, pripadajoč razredu z vǐsjo prioriteto, prekine delovanje procesa
≫Batch Job≪. Prekinjen proces se uvrsti nazaj na izvajalno vrsto, v dia-
gramu pa je njegovo stanje čakanja po prekinitvi označeno z oranžno. Ob 2
ms simulacije se zbudi proces ≫User Process 2≪, ki lahko prične z izvajanjem
takoj, saj proces ≫User Process 1≪ istočasno zablokira. Čeprav je bil ≫Batch
Job≪ prekinjen, se ne more zagnati, dokler razredom z vǐsjo prioriteto ne
zmanjka procesov – prednost izvajanja procesov vǐsjih razredov je absolutna.
Ob 2,5 ms simulacije zaspi tudi ≫User Process 2≪, kar da procesu ≫Batch
Job≪ 0,5 ms izvajanja, preden se ob 3 ms na sistemu pojavi ≫System Task
1≪. Istočasno se zbudi tudi ≫User Process 1≪, vendar s pojavitvijo procesa
razreda ≫RoundClass≪ več ne nosi najvǐsje prioritete na sistemu in se lahko
le uvrsti na izvajalno vrsto. Ob 3,3 ms se na sistemu pojavi še ≫System Task
2≪. Razred ≫RoundClass≪ ne dovoljuje prekinitve delovanja trenutnega pro-
cesa ob pojavitvi novega, zato se lahko ta le uvrsti na izvajalno vrsto. Ob
3,5 ms se zbudi ≫User Process 2≪ in se uvrsti na izvajalno vrsto.
Na tej točki se spomnimo, da je bilo proženje časovnika nastavljeno na
0,5 ms. Vsake pol milisekunde se torej zgodi prekinitev, ob kateri lahko
razvrščevalni razred aktivnega procesa posodobi statistike in preveri, ali želi
raje zagnati kak drug proces. Ob 3,5 ms se prvič tekom simulacije zgodi,
da na izvajalni vrsti razvrščevalnega razreda aktivnega procesa čaka še en
proces. Razred ≫RoundClass≪ na tej točki preračuna čas izvajanja procesa
≫System Task 1≪ in ugotovi, da se je izvajal 0,5 ms, kar je manj od vrednosti
0,6 ms, ki smo jo nastavili za dolžino časovne rezine. Aktivni proces lahko
tako teče naprej. Ob 3,6 ms časovna rezina aktivnega procesa poteče, ven-
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Slika 3.15: Primer izvajanja opisane simulacije v GUI.
dar se takrat ne zgodi nobena prekinitev. Brez prekinitve se čas izvajanja ne
poračuna in simulator ne ve, da naj bi se proces ≫System Task 1≪ prenehal
izvajati. Ko se ob 4 ms zgodi naslednja prekinitev, ≫RoundClass≪ ugotovi,
da se je aktivni proces izvajal dovolj časa, in pokliče Simulator.pickNext(),
da ga zamenja. Izvajanje procesa ≫System Task 1≪ se prekine in zažene
se ≫System Task 2≪, s katerim se zgodi isto – po 0,5 ms izvajanja njegova
časovna rezina še ni potekla, po 0,6 ms pa ni prekinitve, tako da se proces
prekine šele ob 5 ms. Zažene se ≫System Task 1≪ in teče 1 ms, preden za-
blokira, naslednjo milisekundo pa se izvaja ≫System Task 2≪, preden prav
tako zablokira.
Ker ≫RoundClass≪ nima več procesov, izbere naslednji proces ob 7 ms
≫LinuxFairClass≪. Ta zažene ≫User Process 1≪, ki pa je med čakanjem
dosegel pogoj za menjavo obnašanja, "simExec": "6ms", torej dolžina simu-
lacije 6 ms. Proces tako zamenja svoje obnašanje in za želen čas izvajanja
izbere vrednost med 2 ms in 4 ms. Med njegovim izvajanjem se zgodi več
časovnih prekinitev, vendar se ga LinuxFairClass ne odloči zamenjati ta-
koj, za kar ima tri razloge. Prvi razlog je minimalen čas izvajanja pred
prekinitvijo schedWakeupGranularity, ki smo ga omenili že prej. Ko ta čas
poteče, pride v ospredje drugi razlog – prioriteta trenutnega procesa: 0, ki
je vǐsja od prioritete 2 čakajočega procesa ≫User Process 2≪. Poleg tega ve-
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lja tudi tretji razlog: procesa sta se do sedaj izvajala podobno količino časa
in razvrščevalnik ni posebno ≫nepošten≪, če pusti enega teči nekoliko dlje.
V časovni prekinitvi ob 9 ms simulacije se ≫LinuxFairClass≪ končno odloči
prekiniti proces ≫User Process 1≪ in namesto njega zagnati ≫User Process 2≪.
Med tem je ob 8 ms simulacije proces ≫System Task 1≪ dosegel pogoj
za menjavo obnašanja: "simExec": "8ms". Njegovo naslednje obnašanje je
≫končno≪ obnašanje, ki zaključi delovanje procesa. Ker je prehod obnašanja
v tem primeru odvisen od časa izvajanja simulacije, vrednost endNicely pa
nastavljena na neresnično, se izvajanje procesa zaključi takoj, kljub temu da
je proces v tistem trenutku blokiran.
Ob 9,5 ms simulacije ≫User Process 2≪ zaspi in ponovno se zažene ≫User
Process 1≪, ki teče 1 ms, preden je ob 10,5 ms prekinjen. Proces ≫User Pro-
cess 2≪ ima sicer nekoliko nižjo prioriteto, vendar njegov kraǰsi čas izvajanja
odtehta razliko in simulator ga tokrat zažene takoj, ko se zbudi. Ko ob 11
ms zablokira, se za slabe pol milisekunde izvaja še proces ≫User Process 1≪,
nato pa zablokira tudi ta. Za kratek čas pride na vrsto ≫Batch Job≪, ven-
dar se ob 12 ms simulacije zbudi ≫User Process 2≪ in zažene namesto njega.
Na tej točki je ≫User Process 2≪ dosegel pogoj za menjavo obnašanja, ki
je narekoval 4 zagone na procesorju: "execCnt": 4. Njegovo obnašanje se
posodobi na naključno izbran čas izvajanja med 4 ms in 6 ms, dejansko pa se
izvaja le slabi 2 ms, preden se prebudi ≫User Process 1≪, ki z vǐsjo prioriteto
in zdaj podobnim časom izvajanja prekine njegovo delovanje. Ta uspe teči le
delček milisekunde, preden ga prekine na novo prebujen ≫System Task 2≪,
ki se izvaja še zadnjo milisekundo do konca simulacije.
Po koncu simulacije se zgenerira končni rezultat, prikazan na sliki 3.16. V
njem vidimo polja s statistikami, opisanimi v podpoglavju 3.5.2. Natančneje,
objekt averageLoad poroča o obremenjenosti procesorja, averageTurnaround
o povprečnem času obrata procesov, averageLatency o povprečnem času
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Slika 3.16: Pregled rezultata
simulacije.
Slika 3.17: Dnevnik izvajanja
simulacije.
čakanja, classStats pa o časih čakanja procesov posameznih razvrščevalnih
razredov. Če simulacijo izvajamo po korakih, se po vsakem generira in vrne
vmesni rezultat, ki je podoben končnemu, le da polja s statistikami nimajo
vsebine, polje finished pa je nastavljeno na neresnično (false). Tabela
activeClasses vsebuje seznam uporabljenih razvrščevalnih razredov po pa-
dajoči prioriteti. Polje contextSwitches predstavlja število menjav aktivnega
procesa tekom simulacije. Polje runTime predstavlja trenutni čas izvajanja
simulacije in polje length njeno končno dolžino. Polje timestamp predsta-
vlja dejanski čas, ob katerem se je simulacija zaključila v času Unix (torej
milisekundah od polnoči 1. 1. 1970), wallClockTime pa število dejanskih mi-
lisekund, ki jih je simulator porabil za izvajanje simulacije. Polje processList
vsebuje seznam procesov simulacije, processStats pa njihove statistike, pri-
kazane na sliki 3.19 in opisane v podpoglavju 3.5.2. Tabela simEvents je
prikazana na sliki 3.18 in vsebuje dnevnik dogodkov simulacije. Na vsak
dogodek je pripet tudi proces, na katerega se dogodek nanaša, oz. proces,
ki je bil aktiven ob koncu obdelave dogodka, če se dogodek ne nanaša na
3.7. PRIMER UPORABE SIMULATORJA 97
specifičen proces.
Slika 3.18: Primer objekta
procesa.
Slika 3.19: Pregled statistik izvajanja
procesov.
Vsi procesi, ki jih vidimo v rezultatu simulacije, so v svojem trenutnem
stanju, ki je v primeru končnega rezultata njihovo končno stanje. Proce-
sov, pripetih dogodkom, ne moremo opazovati v stanju, v kakršnem so bili v
trenutku dogodka, razen če simulacijo izvajamo po korakih in je dotični dogo-
dek trenutno najnoveǰsi. Na sliki 3.18 je kot primer prikazan proces ≫System
Task 1≪ v stanju ob koncu izvajanja simulacije. Nekatera izmed njegovih
polj, ki se nanašajo na statistike, smo opisali v podpoglavju o tekočih stati-
stikah 3.5.1. Pri izračunu končnih statistik pomagata tabeli latencyLog, v
katero se zapisuje čas čakanja ob izbiri procesa, in runLog, v katero se za-
pisuje čas izvajanja procesa, ko se ta konča. Tabela behavior nosi seznam
obnašanj procesa, polje currBehavior trenutno obnašanje, nextBehIndex pa
indeks, ki predstavlja zaporedno številko zapisa naslednjega obnašanja v ta-
beli. Vredno je omeniti še tabelo execLog, ki beleži dogodke procesa, kot so
uvrstitev na izvajalno vrsto, izbira procesa in njegova smrt. Iz te tabele se
tudi izgradi prikaz izvajanja procesa v časovnici, ki jo zgenerira uporabnǐski
vmesnik.
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Poglavje 4
Zaključek
V preǰsnjem poglavju smo opisali simulator, njegovo sestavo in komponente
ter predstavili njegovo delovanje, tako v teoriji kot tudi na primeru. Poka-
zali smo, da simulator podpira različne načine delovanja in je uporaben v
različne namene, njegova uporaba pa s seboj prinaša prednosti, kot so ja-
snost predstavitve razvrščanja in enostavnost implementacije razvrščevalnih
algoritmov. Simulator je koristen v več primerih, kjer uporaba realnega sis-
tema ne bi bila praktična, vseeno pa ga vežejo tudi nekatere omejitve, ki
jih bomo pregledali v tem poglavju. Predlagali bomo tudi nekaj izbolǰsav,
ki bi jih simulatorju lahko dodali v prihodnje, in na koncu povzeli vsebino
zapisanega.
4.1 Omejitve simulatorja
Simulator je poenostavljen model razvrščevalnika, namenjen testiranju raz-
ličnih pristopov k razvrščanju. Kot tak je precej enostavneǰsi za uporabo
in testiranje, kot bi bilo preizkušanje novih algoritmov neposredno na jedru,
vendar pa v zameno izgubi nekaj natančnosti in verodostojnosti, ki ju s seboj
prinese testiranje na realnem sistemu. Nekatere izmed očitneǰsih omejitev
našega simulatorja so sledeče:
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• Izvajanje na več jedrih: večina modernih računalnǐskih sistemov
uporablja več procesorskih jeder, kar naredi uravnavanje obremenje-
nosti teh jeder (angl. load balancing) in prenos procesov med njimi
pomemben del delovanja razvrščevalnika. SchedLinSim ne pozna kon-
cepta več jeder in vse svoje delovanje omejuje na eno dogodkovno vrsto.
S tem izpusti del delovanja razvrščevalnika in omeji svojo uporabnost
pri preizkušanju algoritmov razvrščanja za večjedrne sisteme.
• Cena razvrščanja: kot ostali procesi, ki se izvajajo na računalniku,
je tudi razvrščevalnik program, ki za svoje delovanje porablja sistemske
vire. Čeprav se razvrščevalnik trudi biti čim lažji in čim hitreǰsi, vseeno
obremenjuje sistem in s tem vpliva na statistike delovanja. Simulator
cene delovanja razvrščevalnika ne zna izračunati in je ne upošteva. Kot
tak torej simulira popoln razvrščevalnik, ki ves sistemski čas prepusti
izvajanju procesov, kar pa v praksi ni mogoče.
• Cena preklopov: ko se razvrščevalnik odloči prekiniti delovanje enega
programa in zagnati naslednjega, prinese to s seboj določeno ceno. Pred
preklopom je potrebno shraniti stanje procesa, ki je tekel do sedaj, in
naložiti podatke procesa, ki se bo zagnal naslednji. To vključuje zapis
vrednosti registrov na sklad v bralno-pisalnem pomnilniku RAM in
branje novih iz njega, kar je sicer relativno hiter proces, vendar pa
se dogaja zelo pogosto. Poleg tega se ob preklopu izgubijo podatki
procesa, ki so bili predpomnjeni na različnih nivojih predpomnilnika,
in vsak proces jih mora na novo naložiti iz počasneǰsih nivojev spomina.
Vse to doda preklapljanju in delovanju razvrščevalnika dodatno ceno,
ki pa je simulator ne upošteva.
4.2 Možne nadgradnje simulatorja
Med delom na simulatorju smo prǐsli do več različnih idej, po katerih bi lahko
simulator nadgradili s funkcijami, ki razširijo njegove zmožnosti ali olaǰsajo
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njegovo uporabo. Več takih idej smo v simulator že vključili, ker pa je čas
omejena dobrina, smo bili primorani nekatere tudi izpustiti. Nekaj bolǰsih
idej tako opisujemo v tem poglavju, kot predstavitev potenciala simulatorja
in možnih smeri nadaljnjega razvoja.
• Definicije procesov so trenutno vezane na ustvarjanje enega procesa na
definicijo. Razširiti bi jih bilo mogoče s številom procesov, ki naj bodo
ustvarjeni iz posamezne definicije. To bi olaǰsalo scenarije, v katerih
želimo uporabiti večje število enakih procesov, recimo za testiranje de-
lovanja razvrščevalnika pod visoko obremenitvijo.
• Procesi v simulatorju s konceptom svojih obnašanj že omogočajo na-
tančno definicijo svojega delovanja, vendar so trenutno nekoliko ome-
jeni s pogoji za prehajanje s trenutnega obnašanja na naslednjega. Ti so
vezani na absolutne vrednosti, kot je ≫skupni čas izvajanja procesa≪,
poleg tega pa so linearni – potekajo le od preǰsnjega k naslednjemu.
Procese bi lahko nadgradili z relativnimi pogoji, kot je ≫čas delovanja
po tej definiciji obnašanja≪. To bi odstranilo tudi omejitev linearnih
prehodov skozi obnašanja – z relativnimi definicijami obnašanj bi pre-
hodi med njimi lahko potekali s poljubnega na poljubno obnašanje, kar
bi omogočilo prehajanje na preǰsnja obnašanja in ciklične definicije. To
bi sicer zahtevalo označevanje posameznih obnašanj, recimo z zapore-
dno številko, v vsako obnašanje pa bi bilo potrebno dodati referenco
na obnašanje, ki mu sledi. Naslednji korak bi lahko bil specifikacija več
možnih naslednikov in pogojne vejitve. Skratka, razširljivost koncepta
obnašanj je velika.
• Definicije obnašanj so trenutno omejene na posamezen proces. Razširiti
bi jih bilo mogoče z obnašanji, ki omogočajo nastanek novih proce-
sov, ko so izpolnjeni pogoji prehoda med obnašanji. Prav tako bi bilo
mogoče dodati obnašanja, ki končujejo izvajanje drugih procesov. Ko-
munikacijo med procesi bi lahko uvedli v simulator z uporabo ključavnic
in semaforjev, čakanjem na ostale procese in podajanjem sporočil, vse
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preko zapisov obnašanja.
• Simulator že ima implementiranih nekaj politik razvrščanja, zasnova-
nih tako na osnovnih algoritmih kot tudi dejanskih razvrščevalnikih iz
prakse, vseeno pa bi mu jih bilo mogoče dodati še veliko več. Simulator
bi lahko brez težav uporabili tudi, na primer, za preverjanje algoritmov
delovanja v realnem času, katerim trenutno ne posveča posebne pozor-
nosti.
4.3 Povzetek
V magistrski nalogi smo opisali implementacijo simulatorja razvrščanja, ki se
pri svojem delovanju zgleduje po razvrščevalniku jedra Linux. Del naloge smo
posvetili samemu jedru – predstavili smo tako njegov trenutni razvrščevalnik
kot tudi različice, ki jih je jedro uporabljalo v preteklosti. Opisali smo pro-
gramske strukture, ki jih razvrščevalnik v jedru uporablja, in jih povezali s
strukturami našega simulatorja. Pri opisu simulatorja smo govorili o njegovi
sestavi in delovanju na splošno, poglobili pa smo se tudi v podrobnosti, kot
so definicije simulacij in procesov, posamezne funkcije razvrščevalnih razre-
dov in delovanje vključenih postopkov razvrščanja. Opisali smo statistike,
ki jih simulator izračunava pri svojem delovanju, in podali primere njihove
uporabe. Grafični vmesnik simulatorja smo predstavili s pomočjo slik, ob
katerih smo razložili pomen posameznih komponent in nekaterih mehaniz-
mov, ki ga delajo bolj prijaznega do uporabnika. Na koncu smo še natančno
opisali primer poteka simulacije, ki prikazuje dejansko uporabo simulatorja.
Rezultat naše naloge je delujoč simulator razvrščanja, implementiran z
uporabo spletnih tehnologij, ki teče v brskalniku in omogoča uporabniku
preizkus delovanja katerega od obstoječih algoritmov razvrščanja oziroma
razvoj lastnega. Ponuja več uporabnih statistik delovanja – nekatere že med
tekom simulacije, druge na koncu. Statistike računa tako na nivoju simulacije
kot tudi na nivoju procesov. Simulacijo lahko izvaja po korakih ali naenkrat,
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njen potek pa prikazuje v obliki robustnega gantograma, ki omogoča pomi-
kanje po simulaciji in povečevanje oz. zmanǰsevanje pogleda ter se s tem
prilagaja tako majhnim, poučnim primerom kot tudi velikim, realističnim
scenarijem. Za večje analize ponuja simulator način zaporednega izvajanja
simulacij, pri katerem zbere in shrani rezultate posameznih izvajanj ter iz
njih preračuna skupne statistike, ki jih vrne uporabniku. Uporabnǐski vme-
snik simulatorja omogoča pregled in spreminjanje definicij simulacij, lahko
jih bere iz datotek in jih v datoteke shranjuje, iz datotek pa lahko naloži tudi
nove razvrščevalne razrede. Vmesnik prikazuje statistike simulacije v obliki
tabel in nekatere predstavi tudi v preglednih grafih. Simulator je zelo pre-
nosljiv, saj uporablja standardizirane tehnologije in popularne, preizkušene
knjižnice, ki delujejo na večini modernih brskalnikov, svoj vmesnik pa prila-
gaja velikosti zaslona.
Naš simulator nosi ime ≫SchedLinSim≪, ki je sestavljeno iz besed ≫raz-
vrščanje≪ (angl. scheduling), ≫Linux≪ in ≫simulator≪. V duhu ideolo-
gije prosto dostopne programske kode, na kateri sloni tudi jedro Linux,
objavljamo simulator pod odprtokodno programsko licenco GNU General
Public License. Njegova izvorna koda je dostopna na spletu, na naslovu
https://github.com/jmakovecki/SchedLinSim. S tem želimo zagotoviti čim
širšo uporabnost simulatorja, omogočiti preučevanje in prirejanje njegove
kode tako v raziskovalne kot tudi v izobraževalne namene in vzpodbuditi
njegov nadaljnji razvoj.
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Not., zv. 44, št. 4, str. 65–74, feb. 2009.
http://doi.acm.org/10.1145/1594835.1504188.
[10] R. Love, Linux kernel development. Pearson Education, 2010.
[11] W. Stallings, Operating Systems: Internals and Design Principles, 7th.
Pearson Education, 2011.
[12] A. S. Tanenbaum,Modern Operating Systems, 3rd. Upper Saddle River,
NJ, USA: Prentice Hall Press, 2007.
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