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Abstract
Background: When boosting algorithms are used for building survival models from high-dimensional data, it is
common to fit a Cox proportional hazards model or to use least squares techniques for fitting semiparametric
accelerated failure time models. There are cases, however, where fitting a fully parametric accelerated failure
time model is a good alternative to these methods, especially when the proportional hazards assumption is not
justified. Boosting algorithms for the estimation of parametric accelerated failure time models have not been
developed so far, since these models require the estimation of a model-specific scale parameter which traditional
boosting algorithms are not able to deal with.
Results: We introduce a new boosting algorithm for censored time-to-event data which is suitable for fitting
parametric accelerated failure time models. Estimation of the predictor function is carried out simultaneously
with the estimation of the scale parameter, so that the negative log likelihood of the survival distribution can be
used as a loss function for the boosting algorithm. The estimation of the scale parameter does not affect the
favorable properties of boosting with respect to variable selection.
Conclusions: The analysis of a high-dimensional set of microarray data demonstrates that the new algorithm is
able to outperform boosting with the Cox partial likelihood when the proportional hazards assumption is
questionable. In low-dimensional settings, i.e., when classical likelihood estimation of a parametric accelerated
failure time model is possible, simulations show that the new boosting algorithm closely approximates the
estimates obtained from the maximum likelihood method.
1
Background
Predicting the expected time to event from a high-dimensional set of predictor variables has become
increasingly important in the last years. A particularly interesting problem in this context is the analysis of
studies relating patients’ genotypes, for example measured via gene expression levels, to a clinical outcome
such as ”disease free survival” or ”time to progression”. Survival models of this type share the common
problems that are typical for the analysis of gene expression data: Sample sizes are small while the number
of potential predictors (i.e., gene expression levels) is extremely large. As a consequence, standard
estimation techniques can not be applied any more.
For these reasons, a variety of new methods for obtaining survival predictions from high-dimensional data
have been suggested in the literature. Most of these methods are focused on the Cox proportional hazards
model [1], while some other methods have been developed for fitting semiparametric accelerated failure
time (AFT) models [2] in high-dimensional settings. Tibshirani [3], Gui and Li [4], Park and Hastie [5], and
Zou [6] introduced Lasso-like algorithms for minimizing L1 penalized versions of the Cox partial likelihood.
Due to the structure of the L1 penalty, these methods have the advantage that variable selection is carried
out simultaneously with parameter estimation. Li and Luan [7] introduced a technique for maximizing the
L2 penalized Cox partial likelihood, which (in contrast to methods using the L1 penalty) does not carry
out variable selection but includes all predictors. On the other hand, several authors developed methods
for fitting semiparametric AFT models in high-dimensional data settings: While Huang and Harrington [8]
and Wang et al. [9] considered modifications of the Buckley-James method [10], Huang et al. [11] and
Datta et al. [12] developed algorithms based on a censoring-adjusted penalized least squares loss function.
In addition to penalized estimation techniques, there are various strategies for reducing the dimensionality
of microarray data before building an unpenalized survival model, see Schumacher et al. [13], Bovelstad et
al. [14], and van Wieringen et al. [15] for overviews of this topic.
In this paper the focus is on gradient boosting [16,17], which is an alternative method for fitting survival
models in high-dimensional data settings. Similar to the Lasso, boosting has a built-in variable selection
mechanism which is carried out simultaneously with the estimation of the prediction function. Although
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being connected to the Lasso (see Efron et al. [18]), boosting algorithms are not primarily designed for the
maximization of penalized (partial) likelihood functions but can rather be interpreted as a method for
minimizing convex loss functions via gradient descent techniques. In each step of a boosting algorithm, a
so-called base-learner (e.g., a linear regression model) is fitted to the negative gradient of a pre-specified
loss function. The current estimate of the prediction function is then updated with the newly obtained
estimate of the gradient. As the base-learner can be modified such that only one covariate is used for
estimating the gradient in each step (leading to the so-called component-wise base-learner), variable
selection is carried out at each iteration.
Originally introduced for classification problems by Freund and Schapire [19,20], boosting has developed
into a computationally efficient technique for fitting many types of regression models in high-dimensional
data settings. In principle, the boosting loss function can be any negative log likelihood function of some
exponential family. Various authors have shown that the method tends to be promising with respect to
both variable selection and prediction accuracy [16,17,21,22].
Concerning the prediction of survival outcomes from gene expression data, the development of boosting
algorithms has so far focused on the same model families as L1 and L2 penalized estimation techniques,
namely the Cox proportional hazards model and the semiparametric AFT model. Ridgeway [23], Li and
Luan [24], and Binder and Schumacher [25] used boosting algorithms with the negative partial log
likelihood loss function while Hothorn et al. [26] introduced a boosting algorithm for fitting semiparametric
AFT models. Similar to Huang et al. [11], Hothorn et al. [26] used censoring weights for adjusting the least
squares objective function.
While the proportional hazards model is the most frequently used survival model in biostatistics and while
fitting semiparametric AFT models is a robust method for survival prediction when there is unknown
heterogeneity in the data, application of both types of analyses is still inadequate in a number of
situations. Instead, it might be advisable to fit a fully parametric AFT model with an explicitly specified
distribution of the survival outcome, such as the Weibull or the log-logistic distribution [2].
As an example we consider a high-dimensional set of microarray data originally analyzed in a classification
context by Barrier et al. [27]. The authors collected a sample of 50 patients operated on for a stage II colon
adenocarcinoma. 25 patients developed a metachronuous metastasis, whereas the other 25 patients
remained disease free for at least 60 months. For each patient the expressions of 22,283 genes were
obtained. Barrier et al. [27] selected a sample consisting of the 30 most differentially expressed genes
between the disease and the disease-free group. By applying diagonal linear discriminant analysis based on
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the expressions of the 30 genes, the authors achieved a high prediction accuracy (76.3%) for the two
patient groups. In the following we will address the equally important problem of modeling the time to
development of metachronuous metastasis.
Figs. 1 and 2 show the results of a preliminary survival analysis of the Barrier stage II colon cancer data:
Here only the 14 most differentially expressed genes between the disease and the disease-free group (i.e.,
the genes with p-values less than or equal to 0.005) were used as predictor variables. The Cox-Snell
residuals shown in Fig. 1 suggest that a parametric AFT model with either a log-logistic or a lognormal
distribution fits the data best. The Cox proportional hazards model does not seem to be appropriate,
which is further confirmed by the results shown in Fig. 2: Here the parameters of a stratified Cox model
were estimated, where the strata were defined by splitting the values of the most overexpressed gene in the
disease group at their median. The two baseline hazard functions shown in Fig. 2 cross, so the
proportional hazards assumption seems to be violated.
Although the preliminary analysis is by no means sufficient for building a survival model from the Barrier
data, we have nevertheless gained valuable insight into the distribution of the survival times. How should
we incorporate this ”prior knowledge” into a boosting algorithm? Fig. 2 suggests that using the Cox
partial likelihood as a loss function for boosting is at least questionable, since the Cox model is known to
be sensitive with respect to violations of the proportional hazards assumption (see Schemper [28]). On the
other hand, Fig. 1 suggests that the survival times of the Barrier data either follow a log-logistic
distribution or a lognormal distribution, so fitting a semiparametric AFT model without any distributional
assumption might be inefficient (given that we only have 50 observations with 50% of them being censored).
In order to account for these issues, we focus on the development of a boosting algorithm for parametric
AFT models. An algorithm of this type has not yet been developed in the literature, since AFT models
include a scale parameter for modeling the variance of the error distribution in the regression equation.
With maximum likelihood estimation of AFT models, this scale parameter is estimated simultaneously
with the regression parameters. Boosting algorithms, however, have so far not been able to deal with scale
parameters but only with the prediction function, i.e., with the regression parameters. This is the reason
why it has not been possible yet to use the negative log likelihood function of an AFT model as a loss
function for boosting. In fact, boosting Cox models and semiparametric AFT models was only possible
because these methods do not include a scale parameter.
In the following we will introduce a new boosting algorithm that allows for simultaneous estimation of both
the prediction function and the scale parameter in parametric AFT models. This algorithm uses the
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Figure 1: Cox-Snell residuals obtained from fitting various survival models to the Barrier data. The upper
left panel shows the Cox-Snell residuals of a semiparametric Cox model vs. the Nelson-Aalen estimate of
their cumulative hazard function. Estimates were obtained from fitting a Cox proportional hazards model
to the Barrier data via maximization of the partial log likelihood. The 14 most differentially expressed genes
between the disease and the disease-free group were used as predictor variables. The other panels show the
Cox-Snell residuals (together with their cumulative hazard function) obtained from fitting various parametric
AFT models to the same data via maximum likelihood estimation. Obviously, the lines corresponding to
the Cox-Snell residuals of the log-logistic and lognormal models are closest to the line through the origin,
indicating that these models fit the data best. By contrast, the Cox model and the Weibull model (which
both assume proportional hazards) do not seem to fit the data well, indicating that the proportional hazards
assumption is violated.
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Figure 2: Estimated log cumulative hazard functions obtained from fitting a stratified Cox model to the Bar-
rier data. Estimates were obtained via maximization of the stratified partial log likelihood. The strata were
generated by splitting the expression values of the most overexpressed gene in the disease group (202500 at)
at their median. The remaining 13 of the 14 most differentially expressed genes were used as predictor
variables in the stratified Cox model.
negative log likelihood of the AFT model as a loss function and works in a stepwise fashion. After starting
with some offset values of the regression and scale parameters, a component-wise base-learning procedure is
applied to the negative gradient in each iteration, and an update of the prediction function is obtained.
Afterwards, the scale parameter is re-estimated in each iteration by plugging the current estimate of the
prediction function into the loss function and by minimizing the loss function over the scale parameter. As
a base-learning procedure we use the classical linear least squares approach, i.e., the final model can be
interpreted as a survival fit depending on a linear predictor.
The characteristics of the new algorithm are first investigated by means of a simulation study with
artificial data. It is shown that variable selection is carried out efficiently, and that the algorithm has a
high predictive power if compared to the ”null models” with no covariates at all. Also, the regression
estimates of boosting in low-dimensional settings turn out to be almost identical to the corresponding
maximum likelihood estimates. To show the practical applicability of the new algorithm, we carry out a
detailed study on the above introduced data set by Barrier et al. [27]. Evaluating the performance
measures of this study suggests that boosting with the negative log likelihood of a parametric AFT model
is able to outperform boosting with the Cox partial log likelihood, at least in case of the Barrier data.
6
Methods
Estimation problem
Consider a set of realizations of i.i.d. random variables (T1, C1, X1), . . . , (Tn, Cn, Xn), where T1, . . . , Tn are
one-dimensional survival times, C1, . . . , Cn are one-dimensional censoring times, and X1, . . . , Xn are
p-dimensional vectors of covariates. It is assumed that some of the survival times T1, . . . , Tn are
right-censored, so that only the random variables Y˜i := min{Ti, Ci}, i = 1, . . . , n, are observable. This
implies that the available data consist of realizations of Y˜i and of the set of censoring indicators δi ∈ {0, 1},
where δi = 0 if observation i is censored and δi = 1 if the complete survival time Ti has been observed. It is
further assumed that the Ci, i = 1, . . . , n, are independent of (Ti, Xi), i = 1, . . . , n. This corresponds to the
classical case of ”random censoring”. The objective is to fit the accelerated failure time model
log(T ) = f(X) + σW , (1)
where (T,X) follows the same distribution as each of the (Ti, Xi), i = 1, . . . , n, and where W is a random
noise variable independent of X. The function f is an unknown prediction function of log(T ), and σ is an
unknown scale parameter that controls the amount of noise added to the prediction function f . Typically,
f is a linear or additive function of the covariates X.
The distributional assumption on the noise variable W determines the distributional form of the survival
time T . If this distribution is fully specified, we refer to Model (1) as a parametric AFT model. For
example, if W follows a standard extreme value distribution, T (given X) follows a Weibull distribution
with parameters λ := exp(−f/σ) and α := 1/σ (cf. Klein and Moeschberger [29]). Other popular examples
of parametric AFT models are the log-logistic distribution for T |X (with W following a standard logistic
distribution) and the lognormal distribution for T |X (with W following a standard normal distribution). It
is important to note that the latter two models explicitly allow for non-proportional hazards. The Weibull
distribution is a parametric example of the well-known Cox proportional hazards model (which does not
necessarily assume a regression equation such as (1) but is instead based on a semiparametric model for
the hazard function of T |X).
Classically, the estimation of f and σ in a parametric AFT model is performed by maximizing the log
likelihood function
n∑
i=1
δi
[
− log σ + log fW
(
Yi − f(Xi)
σ
)]
+ (1− δi)
[
logSW
(
Yi − f(Xi)
σ
)]
, (2)
where Yi := log(min{Ti, Ci}) is the logarithm of Y˜i. The functions fW and SW denote the probability
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density and survival functions of the noise variable W , respectively (cf. Klein and Moeschberger [29],
Chapter 12).
Semiparametric AFT models leave the parameter σ and the distribution of the noise variable W in
Model (1) unspecified. Instead of using maximum likelihood techniques, f is estimated via minimization of
a censoring-adjusted least squares criterion [2, 10,30].
FGD boosting with component-wise linear least squares and scale parameter estimation
In the following we will use boosting techniques for obtaining precise estimates of Model (1) when the
number of covariates is large. We start by considering a boosting algorithm known as ”component-wise
linear functional gradient descent (FGD)” [16,17,21,31]. The objective of FGD is to obtain the real-valued
prediction function
f∗ := argminf(·)E [ρ(Y, f(X))] , (3)
where the one-dimensional function ρ is a convex loss function that is assumed to be differentiable with
respect to f . Estimation of f∗ is performed by minimizing the empirical risk
∑n
i=1 ρ(Yi, f(Xi)) with
respect to f . Component-wise FGD works as follows:
1. Initialize the n-dimensional vector fˆ [0] with an offset value, e.g., fˆ [0] ≡ 0. Set m = 0.
2. Increase m by 1. Compute the negative gradient − ∂∂f ρ(Y, f) and evaluate at fˆ [m−1](Xi), i = 1, . . . , n.
This yields the negative gradient vector
U [m−1] =
(
U
[m−1]
i
)
i=1,...,n
:=
(
− ∂
∂f
ρ(Y, f)|Y=Yi,f=fˆ [m−1](Xi)
)
i=1,...,n
.
3. Fit the negative gradient U [m−1] to each of the p components of X (i.e., to each covariate) separately
by p times using a simple linear regression estimator. This yields p estimates of the negative gradient
vector U [m−1].
4. Select the component of X which fits U [m−1] best according to a pre-specified goodness-of-fit
criterion. Set Uˆ [m−1] equal to the fitted values from the corresponding best model fitted in Step 3.
5. Update fˆ [m] = fˆ [m−1] + ν Uˆ [m−1], where 0 < ν ≤ 1 is a real-valued step length factor.
6. Iterate Steps 2–5 until m = mstop for some stopping iteration mstop.
The above algorithm can be interpreted as a negative gradient descent algorithm in function space. In each
step, an estimate of the true negative gradient of the loss function is added to the current estimate of f∗.
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Thus, a structural (regression) relationship between Y and the covariate vector X is established (for details
on the characteristics of FGD we refer to Bu¨hlmann and Hothorn [22]). Moreover, FGD carries out
variable selection in each iteration, as only one component of X is selected in Step 4. This property makes
the algorithm applicable even if p > n. Due to the additive structure in Step 5, the final boosting estimate
at iteration mstop can be interpreted as a linear model fit but will typically depend on only a subset of the
p components of X.
As we want to use FGD for the estimation of parametric AFT models, we set ρ equal to the negative log
likelihood function specified in (2). However, in this case, the standard FGD algorithm presented above
can not be applied, as (2) includes an additional scale parameter σ that has to be estimated simultaneously
with f . We therefore extend the classical FGD algorithm in the following way:
1. Initialize the n-dimensional vector fˆ [0] with an offset value, e.g., fˆ [0] ≡ 0. In addition, initialize the
one-dimensional scale parameter σˆ[0] with an offset value, e.g., σˆ[0] = 1. Set m = 0.
2. Increase m by 1. Compute the negative gradient − ∂∂f ρ(Y, f, σ) and evaluate at fˆ [m−1](Xi),
i = 1, . . . , n, and at σˆ[m−1]. This yields the negative gradient vector
U [m−1] =
(
U
[m−1]
i
)
i=1,...,n
:=
(
− ∂
∂f
ρ(Y, f, σ)|Y=Yi,f=fˆ [m−1](Xi),σ=σˆ[m−1]
)
i=1,...,n
.
3. Fit the negative gradient U [m−1] to each of the p components of X (i.e., to each covariate) separately
by p times using a simple linear regression estimator. This yields p estimates of the negative gradient
vector U [m−1].
4. Select the component of X which fits U [m−1] best according to a pre-specified goodness-of-fit
criterion. Set Uˆ [m−1] equal to the fitted values from the corresponding best model fitted in Step 3.
5. Update fˆ [m] = fˆ [m−1] + ν Uˆ [m−1], where 0 < ν ≤ 1 is a real-valued step length factor. Plug fˆ [m] into
the empirical risk function
∑n
i=1 ρ(Yi, f(Xi), σ) and minimize the empirical risk over σ. This yields
the scale parameter estimate σˆ[m].
6. Iterate Steps 2–5 until m = mstop for some stopping iteration mstop.
It is easily seen that the modified FGD algorithm estimates f∗ and σ in a stepwise fashion: In Steps 3
and 4, f∗ is estimated for a given value of σ, while in Step 5, σ is estimated given the current estimate
of f∗. It is also clear from Step 4 that the built-in variable selection mechanism of FGD is not affected by
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the additional estimation of the scale parameter σ. The value of the stopping iteration mstop is the main
tuning parameter of FGD. In the following we will throughout use five-fold cross-validation for determining
the value of mstop, i.e., mstop is the iteration with lowest predictive risk. The choice of the step-length
factor ν has been shown to be of minor importance for the predictive performance of a boosting algorithm.
The only requirement is that the value of ν is ”small”, such that a stagewise adaption of the true prediction
function f∗ is possible (see Bu¨hlmann and Hothorn [22]). We therefore set ν = 0.1. As a goodness-of-fit
criterion in Step 4 we use the R2 measure of explained variation which is known from linear regression.
Measures for the predictive power of boosting techniques
After having built a survival model from a set of microarray data, it is essential to evaluate the predictive
performance of the model. To this purpose, various measures of predictive accuracy have been proposed in
the literature [32–37]. Since none of these measures has been adopted as a standard so far, we use the
following strategy for measuring the performance of a survival prediction rule:
a) Log-Likelihood. If the objective is to compare prediction rules obtained from the same model family
(such as the family of Weibull distributions), we use the predictive log likelihood or partial log likelihood as
a measure of predictive accuracy. The predictive log likelihood or partial log likelihood is defined as
follows: Suppose that the parameter vector θ of a survival model has been estimated from a training
sample, and that a test sample (Tk, Ck, Xk), k = 1, . . . , ntest, is used for evaluating the predictive accuracy
of the model. Denote the log likelihood or partial log likelihood function of the survival model by
lθ(T,C,X). The predictive log likelihood is then given by
lpred(θˆ) :=
ntest∑
k=1
lθˆ(Tk, Ck, Xk) , (4)
where the parameter estimate θˆ has been plugged into the log likelihood or partial log likelihood of the test
sample. In case of a parametric AFT model we have θ = (f, σ), whereas in case of a Cox model, θ is the
prediction function f used for modeling the hazard rate of T |X. In a boosting context it is particularly
advisable to use (4) as a measure of predictive accuracy, since the negative log likelihood or partial log
likelihood is used as a loss function for the corresponding boosting algorithms. As a consequence, the loss
function is measured on the same scale as the predictive accuracy (4).
b) Brier-Score. If the objective is to compare prediction rules obtained from different model families or
estimation techniques, it is no longer possible to use the predictive log likelihood as a measure of predictive
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accuracy. This is because the likelihood and partial likelihood functions of different model families are
usually measured on different scales, so they can not be compared directly. Moreover, many nonparametric
and semiparametric estimation techniques do not involve likelihood functions at all, implying that a
predictive likelihood value can not be computed.
In case of the Barrier data we will compare the performance of various parametric and semiparametric
estimation techniques by using the Brier score [34,37] as a measure of predictive accuracy. The Brier score
is defined as the time-dependent squared distance between the predicted survival probability and the true
state of an observation. Since the Brier score is not based on any specific model assumptions, the
predictive accuracy of various model families and estimation techniques can be measured on the same
scale. Also, possible misspecifications of a survival model are taken into account [37]. In this paper we use
the methodology of Gerds and Schumacher [38] who combined the evaluation of the Brier score with the
0.632+ estimator developed by [39]. This methodology has been used previously for predicting survival
outcomes from microarray data sets [25].
We first draw B bootstrap samples of size n from the data, where the bootstrapped observations constitute
the training data sets and the out-of-bootstrap observations constitute the test data sets. Define
Γi(t) := I(Ti > t), i = 1, . . . , n, for each time point t > 0. Further denote by Sˆ(t,Xi), i = 1, . . . , n, the
survival function of observation i at time point t estimated from the complete data set. We compute the
apparent error rate
err(t) :=
1
n
n∑
i=1
(
Γi(t)− Sˆ(t,Xi)
)2
Wi(t, Gˆ) , (5)
where
Wi(t, Gˆ) :=
I(Y˜i ≤ t)δi
Gˆ(Y˜i−)
+
I(Y˜i > t)
Gˆ(t)
(6)
are weights that are introduced to account for censoring [37]. The expression Gˆ denotes the Kaplan-Meier
estimate of the distribution of the censoring times Ci, i = 1, . . . , n. For each bootstrap sample and for each
time point t we further compute the out-of-bag error rates
Errb(t) :=
1
nb
∑
i∈Bb
(
Γi(t)− Sˆb(t,Xi)
)2
Wi(t, Gˆ) , b = 1, . . . , B, (7)
where nb is the cardinality of the set Bb of out-of-bootstrap observations corresponding to bootstrap
sample b, b = 1, . . . , B. The expression Sˆb(t,Xi) is the estimated survival function of the out-of-bootstrap
observation i at time point t obtained from the bootstrap training sample b. Denote the cross-validated
error rate, i.e., the mean or median of the out-of-bag error rates Errb(t), b = 1, . . . , B, by ErrB(t).
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Both (5) and (7) are estimators of the true prediction error E[Γ(t)− S(t,X)]2, where S(t,X) is the true
survival function of T |X at time point t. Since (7) is an upward-biased estimator and (5) is a
downward-biased estimator of the true prediction error (see Gerds and Schumacher [38]), we use a linear
combination of err(t) and ErrB(t) as the overall measure of accuracy at time point t:
Err(t) := [1− ω(t)] err(t) + ω(t) ErrB(t) . (8)
Defining ω(t) := 0.632/(1− 0.368R(t)) with R(t) := ErrB(t)−err(t)NoInferr(t)−err(t) and
NoInferr(t) :=
1
n2
n∑
i=1
n∑
j=1
(
Γi(t)− Sˆ(t,Xj)
)2
Wi(t, Gˆ) (9)
yields the 0.632+ estimator of the Brier score at time point t. For a detailed derivation of (9) we refer to
Gerds and Schumacher [38] and Efron and Tibshirani [39]. In case of the Barrier data, we evaluate (9) at
each time point t > 0 up to a survival time of five years (i.e., tmax=60 months). This yields a prediction
error curve depending on t, where 0 < t ≤ tmax.
Results and Discussion
In this section we investigate the properties of the new boosting algorithm for parametric AFT models. We
first conduct a simulation study with artificial data. Afterwards, we investigate the ability of boosting to
predict survival outcomes from gene expression data. This is done by conducting a benchmark study on
the Barrier stage II colon cancer data. All computations were carried out with the R system for statistical
computing (version 2.6.2, [40]) using a modification of the glmboost() function in package mboost (version
1.0-1, [41]).
Simulation study with artificial data
We carried out a simulation study on linear AFT models with five covariates, i.e., we considered the model
log(T ) = β1X1 + . . .+ β1X5 + σW , (10)
where X1, . . . , X5 are jointly normally distributed covariates with parameters E(Xk) = 0, var(Xk) = 1, and
cov(Xk, Xl) = 0.5, k, l = 1, . . . 5, k 6= l. The data values of the noise variable W were either drawn from a
standard extreme value distribution (corresponding to the Weibull model), from a standard logistic
distribution (corresponding to the log-logistic model), or from a standard normal distribution
(corresponding to the lognormal model). For each of the three distributions the scale parameter σ was
12
βˆ1 βˆ2 βˆ3 βˆ4 βˆ5
Weibull 0.9745 0.9710 0.9607 0.9568 0.9741
Log-logistic 0.9615 0.9700 0.9309 0.9506 0.9698
Lognormal 0.9980 0.9991 0.9986 0.9979 0.9983
Table 1: Spearman correlations between the parameter estimates of Model (10). Spearman correlations
between the boosting estimates and the maximum likelihood estimates, as obtained from the 50 samples
following Model (10).
chosen such that
var(β1X1 + . . .+ β1X5)
var(β1X1 + . . .+ β1X5) + var(σW )
= 0.8 , (11)
i.e., the linear predictor f(X) accounted for 80% of the variance of log(T ). The parameter vector
β := (β1, . . . , β5)> was set equal to β = (0.5, 0.25,−0.25,−0.5, 0.5)>.
In a first step, we compared the estimates of β obtained from the new boosting algorithm with the
corresponding estimates obtained from standard maximum likelihood estimation. For each of the three
distributions of W , we generated 50 i.i.d. data sets (of size n = 100 each) from Model (10). Censoring was
introduced to the data by simulating 50 additional i.i.d. data sets (of size 100 each) from Model (10). The
values of the dependent variables in these additional data sets constituted the censoring times of the
corresponding first 50 data sets. This implied that (a) the censoring times followed the same distribution
as the survival times but are independent from the latter, and that (b) about 50% of the observations in
each data set were censored on average. The new boosting algorithm with the corresponding negative log
likelihood loss function was applied to each data set. Note that the final boosting estimate can be
interpreted as a linear model fit (depending on a parameter estimate of β), since we used component-wise
linear base-learners. We additionally used standard maximum likelihood techniques for estimating the
parameters of Model (10) from the 50 data sets.
The boxplots of the parameter estimates of the Weibull model are shown in Fig. 3. Obviously, the
parameter estimates obtained from boosting are very similar to the parameter estimates obtained from
maximum likelihood estimation. Similar results were obtained for the log-logistic and lognormal models.
This can also be seen from the Spearman correlations between the parameter estimates shown in Table 1.
We next compared the ability of boosting and of standard maximum likelihood techniques to select a
subset of informative covariates out of a larger set of covariates. To this purpose, we extended the set of
variables used for the previous simulation study by an additional set of 15 independent standard normally
distributed covariates with parameters β6 = . . . = β20 = 0. Fig. 4 shows the resulting parameter estimates
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Figure 3: Boxplots of the Weibull parameter estimates when five informative covariates are present. Boxplots
of the estimates of β = (0.5, 0.25,−0.25,−0.5, 0.5)>, as obtained from the 50 Weibull-distributed samples fol-
lowing Model (10). Grey boxplots correspond to boosting estimates, white boxplots correspond to maximum
likelihood estimates. Similar results were obtained for the log-logistic and lognormal models.
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Figure 4: Boxplots of the Weibull parameter estimates when five informative and 15 additional non-
informative covariates are present. Boxplots of the estimates of β1, . . . , β20, as obtained from the 50 Weibull-
distributed samples following Model (10). Grey boxplots correspond to boosting estimates, white boxplots
correspond to maximum likelihood estimates. Similar results were obtained for the log-logistic and lognormal
models.
obtained from boosting and from maximum likelihood estimation. Obviously, all estimates of the
”non-informative” parameters β6, . . . , β20 are close to the true value of 0. In 33.7% of all 15 · 50 cases, the
boosting parameter estimates of β6, . . . , β20 are exactly 0, which means that non-informative covariates
have not been selected. The corresponding percentage rates were 32.1% and 21.5% for the log-logistic and
the lognormal model, respectively. In addition, the boosting parameter estimates corresponding to
β6, . . . , β20 have a smaller variance than the corresponding maximum likelihood estimates. For these
reasons, boosting seems to be preferable to likelihood estimation when it comes to variable selection. It can
also be seen from Fig. 4 that the boosting estimates of the non-zero parameters β1, . . . , β5 are (slightly)
downward-biased. This shrinking effect reflects the well-known bias-variance trade-off which is common to
boosting techniques.
We finally investigated the predictive performance of the new boosting algorithm and of maximum
likelihood estimation techniques. To this purpose, we used the model estimates obtained from the 50 data
sets for predicting the likelihood of 50 additionally generated i.i.d. test samples of sample size ntest = 100
each (which also followed Model (10)). The corresponding predictive log likelihood values, which are shown
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Figure 5: Boxplots of the predictive Weibull log likelihood estimates. Boxplots of the predictive Weibull log
likelihood estimates, as obtained from the 50 Weibull-distributed test samples following Model (10). The
predictive log likelihood values of the null model were obtained via maximum likelihood estimation with no
covariates and an intercept only. Similar results were obtained for the log-logistic and lognormal models.
in Fig. 5, suggest that the predictive performance of boosting is better than the predictive performance of
maximum likelihood estimation. A Wilcoxon paired-sample test for the predictive log likelihood values of
boosting and maximum likelihood estimation resulted in a p-value of less than 0.001. For the log-logistic
and lognormal models, the respective p-values were also smaller than 0.001.
Benchmark experiment on stage II colon cancer data
In order to show the practical applicability of the new boosting algorithm for parametric AFT models, we
conducted a benchmark study on the Barrier stage II colon cancer data [27]. Again we used (1) the
negative Weibull log likelihood, (2) the negative log-logistic log likelihood, and (3) the negative lognormal
log likelihood as loss functions for boosting. To compare boosting for parametric AFT models with other
estimation techniques, we additionally fitted survival models by using (4) L2Boosting for semiparametric
AFT models [26], (5) L1 penalized estimation for semiparametric AFT models [11] (using the lars()
function in R package lars [42]), (6) gradient boosting with the negative Cox partial log likelihood
loss [23], (7) L1 penalized Cox partial likelihood estimation (using the coxpath() function in R package
glmpath [43]), and (8) nonparametric estimation of the survival function via the Kaplan-Meier estimator.
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The latter estimator corresponds to the non-informative ”null model” with no covariates at all.
We applied the eight estimation techniques to 50 bootstrap training samples generated from the Barrier
data. Prediction errors were obtained by using the 0.632+ methodology, as described in the Methods
section. For computational reasons we reduced the predictor space for the L1 penalized methods (5)
and (7), i.e., we used the 10, 218 most differentially expressed genes between the disease and the
disease-free group instead of all 22, 283 genes. The subset of 10, 218 genes corresponds to those genes
whose differences between the disease and the disease-free group are significant at a level of α = 0.2. This
reduction of the predictor space did not have any negative effect on the predictive performance of the two
L1 penalized techniques (see later). The tuning parameters of all eight methods were determined by using
five-fold cross validation.
The survival functions of the eight methods, which are needed for computing the Brier score, were
estimated as follows: For the ”parametric” boosting methods (1), (2), and (3), we estimated the survival
functions by plugging the estimated prediction function fˆ into the Weibull, log-logistic, and lognormal
survival functions, respectively. In case of L2Boosting and L1 penalized estimation for semiparametric
AFT models (methods (4) and (5)) we made use of the following relationship:
S(t,X) = P(T > t|X) = P(f(X) +  > t|X) = P( > t− f(X)|X) , (12)
where  := σW . We then estimated the probability on the right-hand side of (12) by applying the
Kaplan-Meier estimator to the residuals ˆi obtained from the bootstrap training samples and by evaluating
the Kaplan-Meier survival functions at ”time points” t− fˆ(Xi). In case of boosting with the Cox partial
log likelihood loss and L1 penalized Cox regression (methods (6) and (7)) we used the estimated survival
function
Sˆ(t,X) = exp
[
−Λˆ0(t) exp(fˆ)
]
, (13)
where Λˆ0(t) is the Breslow estimator of the cumulative baseline hazard of the survival times.
Fig. 6 shows the median prediction error curves corresponding to the parametric AFT boosting techniques
(1), (2), and (3). Obviously, the prediction error curves cross, so the predictive performance of the models
depends on the time point t under consideration. However, for most values of t, boosting with the negative
log-logistic or negative lognormal log likelihood loss yields the smallest prediction error. In Fig. 7 the
median prediction error curve corresponding to the log-logistic model is compared to the median prediction
error curves obtained from the two techniques for semiparametric AFT models (4) and (5). Here the
parametric AFT model seems to have the best predictive performance, indicating that the efficiency loss
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Figure 6: Analysis of the Barrier stage II colon cancer data - prediction error curves for various parametric
AFT models. Prediction error curves obtained from boosting with the negative log-logistic log likelihood,
boosting with the negative Weibull log likelihood, and boosting with the negative lognormal log likelihood.
due to the semiparametric estimation of the AFT model is relatively large. In Fig. 8 the median prediction
error curve of the log-logistic model is compared to the median prediction error curves obtained from the
two partial log likelihood techniques (6) and (7), as well as to the median prediction error curve obtained
from the ”null model” (8). Again we see that boosting with the negative log-logistic log likelihood has the
best predictive performance.
We finally computed the Cox-Snell residuals from the boosting estimates based on the complete data set.
The residuals, which are shown in Fig. 9, confirm the results obtained from the preliminary analysis of the
Barrier data presented in the Background section: Similar to Fig. 1, we see that the log-logistic model fits
the data well, while the Cox proportional hazards model seems to be inadequate here.
Conclusions
By introducing a boosting algorithm for parametric AFT models we have extended the methodology for
modeling survival times in high-dimensional data settings. Boosting algorithms for survival data have
previously been developed for the Cox proportional hazards model [23,24] and for semiparametric AFT
models [26]. An extension of these algorithms to parametric AFT models has not been possible so far,
since parametric AFT models depend on a scale parameter which has to be estimated simultaneously with
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Figure 7: Analysis of the Barrier stage II colon cancer data - prediction error curves for parametric and
semiparametric AFT models. Prediction error curves obtained from boosting with the negative log-logistic
log likelihood, L2Boosting for semiparametric AFT models, and L1 penalized estimation for semiparametric
AFT models (Lasso).
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Figure 8: Analysis of the Barrier stage II colon cancer data - prediction error curves for various survival
models. Prediction error curves obtained from boosting with the negative log-logistic log likelihood, boosting
with the negative Cox partial log likelihood, L1 penalized estimation of a Cox proportional hazards model
(CoxPath), and nonparametric estimation via the Kaplan-Meier estimator.
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Figure 9: Analysis of the Barrier stage II colon cancer data - Cox-Snell residuals for various boosting methods.
The upper left panel shows the Cox-Snell residuals of a semiparametric Cox model vs. the Nelson-Aalen
estimate of their cumulative hazard function. Estimates were obtained from boosting with the negative
Cox partial log likelihood. The other panels show the Cox-Snell residuals (together with their cumulative
hazard function) obtained from fitting various parametric AFT models to the same data via boosting with
the corresponding negative log likelihood loss. Similar to Fig. 1, we see that the line corresponding to the
Cox-Snell residuals of the log-logistic model is close to the line through the origin. The Cox model does not
seem to fit the data well, indicating that the proportional hazards assumption is violated.
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the prediction function. To overcome this problem we have developed a flexible boosting algorithm which
is able to deal with loss functions depending on both the prediction function and a scale parameter. As a
consequence, the negative log likelihood function of an AFT model can be used as a loss function for the
component-wise functional gradient descent boosting algorithm.
The simulation study on various parametric AFT models has shown that the favorable properties of
boosting with respect to variable selection are left untouched by the additional estimation of the scale
parameter. Moreover, when sample sizes are small (such that a semiparametric estimation of AFT models
becomes inefficient) or when the proportional hazards assumption of the survival times is violated,
boosting techniques for parametric AFT models seem to lead to an increase in prediction accuracy. This is
suggested by the results obtained from the benchmark study on Barrier’s stage II colon cancer data.
We finally point out that we have so far focused exclusively on boosting with the component-wise linear
base-learning procedure. This procedure fits a set of simple linear regression models to the negative
gradient in each boosting iteration. We have used component-wise linear least squares mainly because of
their computational efficiency. In fact, component-wise linear least squares base-learners are highly efficient
even when the number of predictors is extremely large (such as in case of Barrier’s stage II colon cancer
data, where p > 22, 000). In principle, however, the new boosting algorithm can also be extended to
additive models with smooth components. This can, for example, be done by using component-wise
smoothing splines (see Bu¨hlmann and Yu [17]) or P-splines as base-learners. Moreover, the boosting
algorithm developed in this paper is not exclusively designed for fitting parametric AFT models but could
also be used in combination with other likelihood-based loss functions depending on a scale parameter.
The properties of these extensions still have to be investigated and constitute an issue for future research.
Acknowledgements
We gratefully acknowledge support by Deutsche Forschungsgemeinschaft, grant HO 3242/1–3.
References
1. Cox DR: Regression Models and Life Tables (with Discussion). Journal of the Royal Statistical Society,
Series B 1972, 34(2):187–220.
2. James I: Accelerated Failure-Time Models. In Encyclopedia of Biostatistics. Edited by Armitage P, Colton
T, John Wiley & Sons, Chichester 1998:26–30.
3. Tibshirani R: The Lasso Method for Variable Selection in the Cox Model. Statistics in Medicine 1997,
16(4):385–395.
4. Gui J, Li H: Penalized Cox Regression Analysis in the High-Dimensional and Low-Sample Size
Settings, with Applications to Microarray Gene Expression Data. Bioinformatics 2005,
21(13):3001–3008.
21
5. Park MY, Hastie T: L1-Regularization Path Algorithm for Generalized Linear Models. Journal of the
Royal Statistical Society, Series B 2007, 69(4):659–677.
6. Zou H: A Note on Path-Based Variable Selection in the Penalized Proportional Hazards Model.
Biometrika 2008, 95:241–247.
7. Li H, Luan Y: Kernel Cox Regression Models for Linking Gene Expression Profiles to Censored
Survival Data. Pacific Symposium of Biocomputing 2003, 8:65–76.
8. Huang J, Harrington D: Iterative Partial Least Squares with Right-Censored Data Analysis: A
Comparison to Other Dimension Reduction Techniques. Biometrics 2005, 61:17–24.
9. Wang S, Nan B, Zhu J, Beer DG: Doubly Penalized Buckley-James Method for Survival Data with
High-Dimensional Covariates. Biometrics 2008, 64:132–140.
10. Buckley J, James I: Linear Regression with Censored Data. Biometrika 1979, 66(3):429–436.
11. Huang J, Ma S, Xie H: Regularized Estimation in the Accelerated Failure Time Model with High
Dimensional Covariates. Biometrics 2006, 62(3):813–820.
12. Datta S, Le-Rademacher J, Datta S: Predicting Patient Survival from Microarray Data by
Accelerated Failure Time Modeling Using Partial Least Squares and LASSO. Biometrics 2007,
63:259–271.
13. Schumacher M, Binder H, Gerds T: Assessment of Survival Prediction Models Based on Microarray
Data. Bioinformatics 2007, 23(14):1768–1774.
14. Bovelstad HM, Nyga S, Storvold HL, Aldrin M, Borgan O, Frigessi A, Lingjaerde OC: Predicting Survival
from Microarray Data - a Comparative Study. Bioinformatics 2007, 23(16):2080–2087.
15. van Wieringen WN, Kun D, Hampel R, Boulesteix AL: Survival Prediction Using Gene Expression
Data: A Review and Comparison 2007, [http://www.slcmsr.net/boulesteix/papers/survival.pdf]. [Under
review].
16. Friedman JH, Hastie T, Tibshirani R: Additive Logistic Regression: A Statistical View of Boosting
(with Discussion). The Annals of Statistics 2000, 28(2):337–407.
17. Bu¨hlmann P, Yu B: Boosting with the L2 Loss: Regression and Classification. Journal of the American
Statistical Association 2003, 98(462):324–338.
18. Efron B, Johnston I, Hastie T, Tibshirani R: Least Angle Regression. The Annals of Statistics 2004,
32(2):407–499.
19. Freund Y, Schapire R: Experiments with a New Boosting Algorithm. In Proceedings of the Thirteenth
International Conference on Machine Learning Theory, San Francisco: Morgan Kaufmann Publishers Inc. 1996.
20. Freund Y, Schapire R: A Decision-Theoretic Generalization of On-line Learning and an Application
to Boosting. Journal of Computer and System Sciences 1997, 55:119–139.
21. Bu¨hlmann P: Boosting for High-Dimensional Linear Models. The Annals of Statistics 2006,
34(2):559–583.
22. Bu¨hlmann P, Hothorn T: Boosting Algorithms: Regularization, Prediction and Model Fitting (with
Discussion) 2007, 22(4):477–522.
23. Ridgeway G: The State of Boosting. Computing Science and Statistics 1999, 31:172–181.
24. Li H, Luan Y: Boosting Proportional Hazards Models using Smoothing Splines, with Applications
to High-Dimensional Microarray Data. Bioinformatics 2005, 21(10):2403–2409.
25. Binder H, Schumacher M: Allowing for Mandatory Covariates in Boosting Estimation of Sparse
High-Dimensional Survival Models. BMC Bioinformatics 2008, 9(14). [Doi:10.1186/1471-2105-9-14].
26. Hothorn T, Bu¨hlmann P, Dudoit S, Molinaro A, van der Laan MJ: Survival Ensembles. Biostatistics 2006,
7(3):355–373.
27. Barrier A, Boelle PY, Roser F, Gregg J, Tse C, Brault D, Lacaine F, Houry S, Huguier M, Franc B, Flahault
A, Lemoine A, Dudoit S: Stage II Colon Cancer Prognosis Prediction by Tumor Gene Expression
Profiling. Journal of Clinical Oncology 2006, 24(29):4685–4691.
22
28. Schemper M: Cox Analysis of Survival Data with Non-Proportional Hazard Functions. The
Statistician 1992, 41(4):455–465.
29. Klein JP, Moeschberger ML: Survival Analysis - Techniques for Censored and Truncated Data. New York:
Springer 1997.
30. van der Laan MJ, Robins JM: Unified Methods for Censored Longitudinal Data and Causality. New York:
Springer 2003.
31. Friedman JH: Greedy Function Approximation: A Gradient Boosting Machine. The Annals of
Statistics 2001, 29(5):1189–1232.
32. Korn EL, Simon R: Measures of Explained Variation for Survival Data. Statistics in Medicine 1990,
9(5):487–503.
33. Schemper M, Henderson R: Predictive Accuracy and Explained Variation in Cox Regression.
Biometrics 2000, 56:249–255.
34. Graf E, Schmoor C, Sauerbrei W, Schumacher M: Assessment and Comparison of Prognostic
Classification Schemes for Survival Data. Statistics in Medicine 1999, 18(17–18):2529–2545.
35. Schemper M: Predictive Accuracy and Explained Variation. Statistics in Medicine 2003,
22(14):2299–2308.
36. Heagerty PJ, Zheng Y: Survival Model Predictive Accuracy and ROC Curves. Biometrics 2005,
61:92–105.
37. Gerds TA, Schumacher M: Consistent Estimation of the Expected Brier Score in General Survival
Models with Right-Censored Event Times. Biometrical Journal 2006, 48(6):1029–1040.
38. Gerds TA, Schumacher M: Efron-Type Measures of Prediction Error for Survival Analysis. Biometrics
2007, 63(4):1283–1287.
39. Efron B, Tibshirani R: Improvements on Crossvalidation: The 0.632+ Bootstrap Method. Journal of
the American Statistical Association 1997, 92(2):548–560.
40. R Development Core Team: R: A Language and Environment for Statistical Computing. R Foundation for
Statistical Computing, Vienna, Austria 2008, [http://www.R-project.org]. [ISBN 3-900051-07-0].
41. Hothorn T, Bu¨hlmann P, Kneib T, Schmid M: mboost: Model-Based Boosting 2007,
[http://R-forge.R-project.org]. [R package version 1.0-1].
42. Hastie T, Efron B: lars: Least Angle Regression, Lasso and Forward Stagewise 2007,
[http://www.r-project.org/]. [R package version 0.9-7].
43. Park MY, Hastie T: glmpath: L1 Regularization Path for Generalized Linear Models and Cox Proportional
Hazards Model 2007, [http://www.r-project.org/]. [R package version 0.94].
23
