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Abstract
We investigate the large N limit of the expectation valueW (λ) of a BPS Wilson loop in ABJM theory,
using an integral expression of the partition function obtained recently by Kapustin et al. Certain saddle-
point equations provide the correct perturbative expansion of W (λ). The large λ behavior of W (λ) is
also obtained from the saddle-point equations. The result is consistent with AdS/CFT correspondence.
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1 Introduction
Our knowledge on M-theory has become deeper since the discovery of the worldvolume theory on M2-
branes [1][2][3][4][5][6]. The theory turned out to be a superconformal Chern-Simons theory coupled to
matters2. The relevance of the Chern-Simons theory in the context of M-theory was already anticipated
in [8].
It is well known that a gauge theory may be simplified by considering the planar limit. A set of
M2-branes in C4/Zk background is described by ABJM theory [6] with gauge group U(N)×U(N) and
the Chern-Simons level (k,−k). In the large N limit with the ’t Hoof coupling λ = N/k kept finite,
ABJM theory is expected to be dual to Type IIA string theory in AdS4×CP3 with fluxes [6]. A natural
expectation is that this correspondence might be directly checked by solving ABJM theory in the large N
limit while keeping λ finite. Clearly, this must be a difficult problem. Instead, it may be easier to calculate
a particular observable in ABJM theory in the limit, and to compare the result with the corresponding
observable in Type IIA string theory.
In AdS5/CFT4 correspondence, it is already known that there exists such an observable for which the
above-mentioned line of research is possible. In [9], the expectation value of the half-BPS Wilson loop
was exactly calculated. In fact, it is the exact result both for finite N and finite g2YMN . It turned out
that the large N limit of the exact result on the Wilson loop reproduces the corresponding quantity in
Type IIA string theory which was proposed in [10][11][12] and to which strong evidence was given in [13].
After the discovery of ABJM theory, a BPS Wilson loop operator was constructed in [14][15][16], and
the perturbative calculation of the expectation value W (λ) was performed. Quite differently from the
case of N = 4 super Yang-Mills theory, the BPS Wilson loop preserves at most 16 of supersymmetry. This
fact makes it difficult to identify what should be the corresponding object to the Wilson loop in Type
IIA string theory. However, it seems to be still reasonable to expect that the BPS Wilson loop would
have a dual string worldsheet in AdS4 ×CP3. To confirm this conjecture, it is necessary to determine
the large λ behavior of W (λ).
Recently, a localization technique was applied to the partition function and W (λ) of ABJM theory in
[17], and an integral representations of them were obtained. It was also shown that the integral repre-
sentation of W (λ) reproduces the perturbative expansion of W (λ) obtained in [14][15][16] by calculating
Feynman diagrams.
The integral representation of the partition function of ABJM theory obtained in [17] looks similar
to the partition function of a matrix model where the angular variables are integrated out. It is natural
to expect that the techniques developed for solving matrix models may be applicable to ABJM theory.
In this paper, we will show that both the perturbative expansion of W (λ) and the large λ asymptotic
behavior of W (λ) are derived from two saddle-point equations which are obtained from the integral
representation. The perturbative expansion of W (λ) derived from the saddle-point equations exactly
coincides with the one in [17], including the phase factor due to the framing. The large λ behavior of
W (λ) turns out to be
W (λ) ∼ ec
√
λ (1.1)
2 BLG theory was rewritten as the Chern-Simons-matter theory in [7].
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for a constant c > 0 whose upper bound is obtained3. This result is consistent with the conjecture
claiming that a string worldsheet in the bulk would be dual to the BPS Wilson loop. The large N
solution for finite λ, however, seems quite difficult to obtain, and it is still an open issue.
This paper is organized as follows. The localization calculation of [17] is briefly reviewed in section 2.
The saddle-point equations are derived in section 3. In section 4, the perturbative expansion of W (λ), up
to O(λ3), is derived from the saddle-point equations. Section 5 shows a recursive algorithm for calculating
W (λ) perturbatively. Based on some observations on the saddle-point equations for finite N obtained
in section 6, we analyze the large λ behavior of W (λ) in section 7. Section 8 is devoted to discussion.
Appendix A contains the details of the calculation of W (λ) up to order λ11.
2 Localization for ABJM theory
In suitable situations, the localization is a very powerful tool to exactly calculate some quantities of a
supersymmetric theory. It was applied to the expectation value of the half-BPS Wilson loop in N = 4
super Yang-Mills theory in [9]. The result is remarkably simple, namely, the path-integral for the Wilson
loop reduces to an integral for the Gaussian matrix model which can be performed easily. Interestingly
enough, this exact result enables us to find the behavior of the Wilson loop in the large ’t Hooft coupling
limit which coincides with the one expected from AdS/CFT correspondence. See also [18][19][20][21] for
applications to other theories.
Recently, a similar localization technique was applied to supersymmetric Chern-Simons-matter the-
ories including ABJM theory in [17]. There is a technical simplification when the three-dimensional
theories are considered. One can use superfields which are obtained by the dimensional reduction from
N = 1 superfields in four-dimensions. In N = 2 gauge theories in three-dimensions, there exists a Wilson
loop [22] which preserves a fraction of the supersymmetry realized on the superfields off-shell. In the
case of N = 4 super Yang-Mills theory, the supersymmetry which is preserved by the half-BPS Wilson
loop is always realized only on-shell, and therefore, a sophisticated construction of an alternative off-shell
symmetry was necessary in [9].
ABJM theory has the gauge group U(N)×U(N). According to this, there are two kinds of Wilson
loops, each of which is constructed from either a gauge field Aµ or A˜µ of the two U(N) factors. In the
following, we only consider the Wilson loop for Aµ. A BPS Wilson loop was constructed and investigated
in [14][15][16]. For the fundamental representation, the explicit form is
WN(C) =
1
N
TrN Pexp
∫
C
ds
[
ix˙µAµ(x) + |x˙|MABXA(x)XB(x)
]
. (2.1)
Here XA are scalar fields in the bi-fundamental representation of U(N)×U(N), and in 4 of SU(4) R-
3 In some earlier versions of the paper, we claimed that the value (7.47) of c would be the exact value. After the
appearance of [25], the arguments were re-examined and then it turned out that this claim was too strong which could not
be justified by the analysis done in this paper. As explained in section 7, the best we can find is the upper bound on c
which is compatible with [25].
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symmetry. MA
B is a constant matrix. It turns out that a fraction of supersymmetry is preserved iff
MA
B = diag(+1,+1,−1,−1) (2.2)
up to an R-symmetry transformation.
The localization performed in [17] goes roughly as follows. ABJM theory is defined on S3, and the
contour C of the Wilson loop is placed on the equator of S3. Let Q be a fermionic transformation induced
by a suitably chosen supercharge which is preserved by the Wilson loop. By definition, Q2 is a bosonic
transformation of the theory. Let V = ψ†Qψ where ψ is the collective notation for the fermions in the
theory. If V satisfies
∫
d3xQ2V = 0, then the path-integral can be modified to
ZABJM =
∫
e−SABJM−t
∫
d3xQV , (2.3)
without changing the value of the partition function. The same is true for the Wilson loop:
〈WN(C)〉 = Z−1ABJM
∫
e−SABJM−t
∫
d3xQVWN(C). (2.4)
Those quantities are independent of t. If t is taken to be large, then, since the bosonic part of QV is
|Qψ|2 which is positive definite, the path-integral is localized to a set of field configurations for which
the bosonic part of QV vanishes. The allowed configurations turn out to be coordinate independent,
and therefore, the path-integral reduces to a finite-dimensional matrix integral. There could also be the
one-loop contribution and the non-perturbative contributions to the integrand of the matrix integral. In
[17], the former was calculated explicitly, and the latter was shown to be absent.
As a result, the partition function of ABJM theory becomes
ZABJM =
∫ N∏
i=1
dφidφ˜i e
piik
∑
N
i=1
(φ2
i
−φ˜2
i
)
∏
i<j sinh
2[pi(φi − φj)] sinh2[pi(φ˜i − φ˜j)]∏
ij cosh
2[pi(φi − φ˜j)]
, (2.5)
and the expectation value of the Wilson loop (2.1) becomes
〈WN(C)〉 = Z−1ABJM
∫ N∏
i=1
dφidφ˜i
[
1
N
N∑
i=1
e2piφi
]
epiik
∑
N
i=1
(φ2
i
−φ˜2
i
)
×
∏
i<j sinh
2[pi(φi − φj)] sinh2[pi(φ˜i − φ˜j)]∏
ij cosh
2[pi(φi − φ˜j)]
. (2.6)
The explicit expression of 〈WN(C)〉 was obtained perturbatively in [17] using (2.6) which exactly repro-
duces the expression obtained in [14][15][16] by calculating Feynman diagrams. Note that only planar
diagrams were taken into account in [14][15][16], while (2.6) provides the expression exact in both k and
N .
3 Saddle-point equations
In the previous section, we briefly reviewed the derivation of an expression (2.5) of the partition function
of ABJM theory in terms of a finite-dimensional integral. This is an exact formula with respect to N
4
and k. If one is only interested in the large N limit, then the necessary information should be contained
in the saddle-points of the integral. Indeed, it is sufficient to obtain the large N results when one would
like to compare some results on ABJM theory with the corresponding results on the classical gravity in
AdS4 ×CP3. This saddle-point approximation would be a more efficient way to extract information on
observables in ABJM theory than the exact integral expression, at the cost of losing all 1/N corrections.
Those corrections would possibly be discussed starting with the saddle-point results, but it is beyond the
scope of this paper.
The saddle-points of the integral (2.5) are obtained as the extrema of the effective action
Seff = −piik
N∑
i=1
(φ2i − φ˜2i )
−
∑
i<j
{
log sinh2[pi(φi − φj)] + log sinh2[pi(φ˜i − φ˜j)]
}
+
∑
ij
log cosh2[pi(φi − φ˜j)]. (3.1)
The saddle-point equations derived from Seff are
− ikφi =
∑
j 6=i
coth[pi(φi − φj)]−
∑
j
tanh[pi(φi − φ˜j)], (3.2)
ikφ˜i =
∑
j 6=i
coth[pi(φ˜i − φ˜j)]−
∑
j
tanh[pi(φ˜i − φj)]. (3.3)
It is important to notice that the coefficients in the left-hand side of (3.2)(3.3) are purely imaginary.
Therefore, this set of saddle-point equations cannot have a solution in which all φi and φ˜i are real,
although it is expected from the derivation of (2.5). In addition, one can easily show that a solution in
which all φi and φ˜i are purely imaginary is not allowed. We assume that the integration contours in (2.5)
can be suitably deformed away from the real axis so that a complex solution of the saddle-point equations
provides the dominant contribution to the integral. As we will show below, the result of the perturbative
calculation of the Wilson loop expectation value seems to support the validity of this assumption.
It will turn out in the next section that it is convenient to rescale the variables for the perturbative
calculation. We define xi and x˜i by
φi =
√
λ
pi
xi, φ˜i =
√
λ
pi
x˜i, (3.4)
where λ = N
k
is the ’t Hooft coupling. In terms of these new variables, the saddle-point equations
(3.2)(3.3) become
− i
pi
xi =
1
N
∑
j 6=i
√
λ coth[
√
λ(xi − xj)]− 1
N
∑
j
√
λ tanh[
√
λ(xi − x˜j)], (3.5)
i
pi
x˜i =
1
N
∑
j 6=i
√
λ coth[
√
λ(x˜i − x˜j)]− 1
N
∑
j
√
λ tanh[
√
λ(x˜i − xj)]. (3.6)
Let us consider the large N limit of (3.5)(3.6). We would like to discuss the limit:
N →∞, k →∞, λ = fixed. (3.7)
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In this limit, the distributions of xi and x˜i are expected to become continuous. Let ρ(x) be the distribution
function of xi defined on a curve I in C, and let ρ˜(x) be such a function for x˜i defined on I˜ in C. As
mentioned above, the curves I, I˜ do not lie on the real axis, nor on the imaginary axis. The functions
ρ(x) and ρ˜(x) are required to satisfy ∫
I
dx ρ(x) = 1 =
∫
I˜
dx ρ˜(x). (3.8)
In the large N limit, Eqs.(3.5)(3.6) are written in terms of ρ(x) and ρ˜(x) as
− i
pi
x =
∫
I
− dx′ ρ(x′)
√
λ coth[
√
λ(x − x′)]−
∫
I˜
dx′ ρ˜(x′)
√
λ tanh[
√
λ(x − x′)], (3.9)
i
pi
x˜ =
∫
I˜
− dx′ ρ˜(x′)
√
λ coth[
√
λ(x˜ − x′)]−
∫
I
dx′ ρ(x′)
√
λ tanh[
√
λ(x˜ − x′)], (3.10)
where x ∈ I and x˜ ∈ I˜ are assumed.
The expectation value of the Wilson loop (2.6) is
W (λ) =
∫
I
dx ρ(x)e2
√
λx. (3.11)
4 Perturbative calculation of Wilson loop
In this section, we calculate W (λ) perturbatively in terms of small λ. By expanding the right-hand side
of (3.9) with respect to λ, and truncating terms of order λn+1 or higher in the resulting power series, one
obtains the following truncated saddle-point equation
− i
pi
x =
∫
In
− dx′ ρn(x
′)
x− x′ +
n∑
k=1
λk
[
ck
〈
(x− xˆ)2k−1
〉
n
− tk
〈
(x− ˆ˜x)2k−1
〉
n
]
, (4.1)
where
〈(x − xˆ)k〉n =
∫
In
dX ′ ρn(x′)(x − x′)k, (4.2)
〈(x − ˆ˜x)k〉n =
∫
I˜n
dx′ ρ˜n(x′)(x − x′)k (4.3)
for a positive integer k, and the coefficients ck, tk are defined as
cothx =
1
x
+
∞∑
k=1
ckx
2k−1, (4.4)
tanhx =
∞∑
k=1
tkx
2k−1. (4.5)
The function ρn(x) is related to ρ(x) as
ρn(x) = ρ(x) mod λ
n+1. (4.6)
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ρ˜n(x) satisfies the corresponding equation similar to (4.1). Note that In, I˜n may change by varying n.
Remarkably, for the determination of ρn(x), it is sufficient to evaluate 〈(x− xˆ)k〉n and 〈(x− ˆ˜x)k〉n only
up to order λn−1 since they are always multiplied by λ in (4.1). Therefore, assuming that ρn−1(x) and
ρ˜n−1(x) are already known, the sum in (4.1) can be evaluated explicitly. Then, (4.1) can be rewritten
in a form of the equation which is familiar in the context of the one-matrix model. (See (5.5) below.)
Namely, the sum in the right-hand side, moved to the left-hand side, is regarded as a contribution from a
matrix model action which is a polynomial of a matrix of degree 2n− 1. This saddle-point equation can
be solved by the well-known techniques, and therefore one can determine ρn(x). In this way, ρ(x) can be
determined perturbatively in terms of small λ. ρ˜(x) is determined similarly.
W (λ) is calculated via the formula (3.11). The perturbative expression of W (λ) up to order λn is
W (λ) = 1 +
2n∑
k=1
(2
√
λ)k
k!
〈xˆk〉+O(λn+1), (4.7)
obtained by expanding the integrand. Here 〈xˆk〉 are the averages calculated in terms of ρ(x). It will be
shown later that 〈xˆk〉 with k odd vanishes to all orders in λ, implying that W (λ) is indeed a series of λ.
At this order of λ, 〈xˆk〉 can be replaced with 〈xˆk〉n−1 since these are always multiplied by λ. Therefore,
knowing ρn−1(x), W (λ) is determined up to order λn.
In the following, we will show explicit calculations for lower orders of λ.
4.1 O(λ0)
At this order, (4.1) becomes
− i
pi
x =
∫
I0
− dx′ ρ0(x
′)
x− x′ . (4.8)
Note that ρ0(x) decouples from ρ˜0(x). If the coefficient of the left-hand side is real and positive, then
this equation can be solved easily. We will use the following trick. We first solve
1
κ
x =
∫
I0
− dx′ ρ0(x
′)
x− x′ , (4.9)
assuming κ being real and positive, and then set κ = pii. Let us define the resolvent
Rn(x) :=
∫
In
dx′
ρn(x
′)
x− x′ (x /∈ In) (4.10)
for each order of λ. R0(x) has the form
R0(x) =
1
κ
x− 1
κ
√
x2 − 2κ
=
1
x
+
κ
2x3
+
κ2
2x5
+ · · · . (4.11)
It is important to note that 〈xˆk〉0 = 0 for odd k.
The function ρ˜0(x) satisfies (4.9) with κ = −pii. Therefore, all the properties of R˜0(x), defined
similarly to R0(x), are derived easily from those of R0(x).
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The averages 〈xˆk〉n are determined by Rn(x) as
Rn(x) =
1
x
+
∞∑
k=1
〈xˆk〉nx−k−1. (4.12)
Using the expansion (4.11), W (λ) can be determined up to order λ, as mentioned above. We obtain
W (λ) = 1 + piiλ+O(λ2). (4.13)
Indeed, this result agrees with that of [17].
4.2 O(λ1)
The saddle-point equation (4.1) becomes
− i
pi
x =
∫
I1
− dx′ ρ1(x
′)
x− x′ + λ
[
1
3
〈x − xˆ〉0 − 〈x− ˆ˜x〉0
]
. (4.14)
Using the results 〈xˆ〉0 = 〈ˆ˜x〉0 = 0 obtained in the previous subsection, (4.14) can be written as[
2
3
λ− i
pi
]
x =
∫
I1
− dx′ ρ1(x
′)
x− x′ . (4.15)
This is again the equation of the form (4.9) with
κ−1 =
2
3
λ− i
pi
. (4.16)
As a result, R1(x) has the form (4.11). W (λ) is determined up to order λ
2, and the resulting expression
is
W (λ) = 1 + piiλ+
1
3
pi2λ2 +O(λ3). (4.17)
This coincides exactly with the result obtained in [17]. To see the agreement with the perturbative
calculation [14][15][16], it is convenient to pull out the phase factor epiiλ due to the framing [17]. The
result is
W (λ) = epiiλ
[
1 +
5
6
pi2λ2 +O(λ3)
]
. (4.18)
4.3 O(λ2)
At this order, a generic phenomenon occurs in the perturbative calculation. Namely, the saddle-point
equation (4.1) we have to solve becomes more complicated than the Gaussian one (4.9).
Eq.(4.1) at this order becomes
− i
pi
x =
∫
I2
− dx′ ρ2(x
′)
x− x′ + λ
[
1
3
〈x− xˆ〉1 − 〈x − ˆ˜x〉1
]
+ λ2
[
− 1
45
〈(x− xˆ)3〉0 + 1
3
〈(x− ˆ˜x)3〉0
]
. (4.19)
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Using the result (4.11) with (4.16), this equation can be written as
α2x
3 + α1x =
∫
I2
− dx′ ρ2(x
′)
x− x′ , (4.20)
where
α2 = −14
45
λ2, (4.21)
α1 = − i
pi
+
2
3
λ+
8pii
15
λ2. (4.22)
This saddle-point equation can be solved by the well-known technique. The resolvent should have the
form
R2(x) = α2x
3 + α1x− (β2x2 + β1)
√
x2 − γ. (4.23)
The constants β2, β1 and γ are determined by requiring
lim
x→∞
xR2(x) = 1. (4.24)
The result is
β2 = −14
45
λ2, (4.25)
β1 = − i
pi
+
2
3
λ+
2pii
9
λ2 (4.26)
γ = 2pii+
4pi2
3
λ− 34pi
3i
45
λ2. (4.27)
The expansion of R2(x) in terms of x
−1 provides
〈xˆ2〉2 = pii
2
+
pi2
3
λ− pi
3i
9
λ2, (4.28)
〈xˆ4〉2 = −pi
2
2
+
2pi3i
3
λ+
29pi4
60
λ2, (4.29)
〈xˆ6〉2 = −5pi
3i
8
− 5pi
4
4
λ+
41pi5i
30
λ2, (4.30)
which are used to determine W (λ) as follows,
W (λ) = 1 + ipiλ+
1
3
pi2λ+
i
6
pi3λ3 +O(λ4)
= epiiλ
[
1 +
5
6
pi2λ2 − i
2
pi3λ3 +O(λ4)
]
. (4.31)
We obtained the perturbative expression which agrees exactly with [17]4.
4 An argument was given in [16] showing that W (λ) should be a series of λ2. The argument was based on the use of
a regularization of the Wilson loop in which the loop lies on a two-plane. This would be realized by introducing a set of
concentric loops with slightly different radii, but a regularization like this would break supersymmetry. As pointed out in
[17], in our calculation, a non-trivial framing would be introduced as a regularization in which the loops cannot lie on a
two-plane for preserving supersymmetry. As a result, the argument in [16] cannot apply to our calculation, allowing the
appearance of the λ3 term in (4.31).
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5 A recursive algorithm
The calculation of W (λ) shown above can be done systematically. In fact, there exists a recursive
algorithm to determine the resolvent Rn(x), R˜n(x) from Rn−1(x), R˜n−1(x). In this section, we show this
algorithm. We start with the suitable choice of an ansatz for the resolvents at each order of λ.
5.1 Ansatz for the resolvent
We claim that, for every positive integer n, the resolvent Rn(x) and R˜n(x) should have the form
Rn(x) =
n∑
k=1
αkx
2k−1 −
(
n∑
k=1
βkx
2k−2
)√
x2 − γ, (5.1)
R˜n(x) =
n∑
k=1
α˜kx
2k−1 −
(
n∑
k=1
β˜kx
2k−2
)√
x2 − γ˜, (5.2)
where αk, βk etc. are polynomials of λ of degree n. The orders, i.e. the minimum power of λ with
non-zero coefficient, of αk and βk with k > 1 are k, while those of α1, β1 and c are 0. α˜k etc. have the
similar properties.
We have shown that R1(x) has the above form, and it is easy to show that R˜1(x) can be obtained
from R1(x) by
α˜k = α
∗
k, β˜k = β
∗
k , γ˜ = γ
∗. (5.3)
Suppose that Rn−1(x), R˜n−1(x) have the claimed form. These forms of the resolvents imply
〈xˆk〉n−1 = 0, 〈ˆ˜xk〉n−1 = 0. (5.4)
for odd k.
Let us consider the saddle-point equations at order λn. (4.1) can be written as
n∑
k=1
αkx
2k−1 =
∫
In
− dx′ ρn(x
′)
x− x′ , (5.5)
where
n∑
k=1
αkx
2k−1 = − i
pi
x−
n∑
k=1
ckλ
k
〈
(x− xˆ)2k−1
〉
n−1
+
n∑
k=1
tkλ
k
〈
(x− ˆ˜x)2k−1
〉
n−1
. (5.6)
The right-hand side of (5.6) is indeed an odd polynomial of x of degree 2n− 1 since a term with an
even power of x is multiplied by 〈xˆk〉n−1 or 〈ˆ˜xk〉n−1 with k odd which vanish as shown in (5.4). As a
result, the distribution function ρn(x) is also symmetric at order λ
n. For this saddle-point equation, the
ansatz (5.1) is the suitable choice5. By induction, the resolvent Rn(x) has the form (5.1) to all orders in
5 This is the suitable choice as long as we restrict ourselves to a one-cut solution. Although the right-hand side of (5.6)
is a polynomial of a high degree in general, those would not change the structure of the cut drastically since each monomial
of a high degree is always multiplied by a high power of λ, and therefore the effect should not be relevant.
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λ. The ansatz (5.2) for R˜n(x) is also deduced similarly. As a corollary, the eigenvalue distributions are
symmetric to all orders in λ, implying 〈xˆk〉 = 〈ˆ˜xk〉 = 0 for odd k.
The coefficients αk can be written explicitly as
αk =
n∑
l=k
λl
(
2l − 1
2k − 1
)[
−cl
〈
xˆ2(l−k)
〉
n−1
+ tl
〈
ˆ˜x
2(l−k)〉
n−1
]
− i
pi
δk,1. (5.7)
This can be calculated using Rn−1(x) and R˜n−1(x).
Since the saddle-point equations for ρn(x) and ρ˜n(x) decouple, they can be solved separately. In the
following, we focus on the solution for Rn(x). R˜n(x) can be determined similarly.
5.2 Determination of Rn(x)
The resolvent Rn(x) is assumed to be of the form (5.1) in which αk are given as (5.7). Then, βk and γ
are determined by the requirement
lim
x→∞xRn(x) = 1. (5.8)
This is equivalent to the following requirement
lim
x→∞
x2√
x2 − γRn(x) = 1, (5.9)
which turns out to be more convenient.
The Taylor expansion of (x2 − γ)− 12Rn(x) is
−βnx2n−2 −βn−1x2n−4 −βn−2x2n−6 · · · −β1
+αnx
2n−2 +p1γαnx2n−4 +p2γ2αnx2n−6 · · · +pn−1γn−1αn +pnγnαnx−2 · · ·
+αn−1x2n−4 +p1γαn−1x2n−6 · · · +pn−2γn−2αn−1 +pn−1γn−1αn−1x−2 · · ·
+αn−2x2n−6 · · · +pn−3γn−3αn−2 +pn−2γn−2αn−2x−2 · · ·
...
...
+α1 +p1γα1x
−2 · · ·
(5.10)
where pn are defined as
(1 − x)− 12 =
∞∑
k=0
pkx
k, pk =
1√
pi
Γ(k + 12 )
k!
. (5.11)
The condition (5.9) determines βk in terms of αk and γ as
βk =
n∑
i=k
pi−kγi−kαi. (5.12)
Let γ be
γ =
n∑
k=0
γkλ
k +O(λn+1). (5.13)
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γk with k < n are obtained from Rn−1(x), and therefore, they are supposed to be known. Since the
order of αk with k > 1 is larger than 1, (5.12) determines βk up to order λ
n without knowing γn. The
remaining unknown constant γn is then determined by requiring
n∑
i=1
piγ
iαi = 1. (5.14)
This is equivalent to a linear equation for γn which can be solved easily.
This completes the determination of Rn(x). By induction, it can be shown that R˜n(x) is obtained
from Rn(x) by (5.3).
The expansion of Rn(x) in terms of x
−1 provides 〈xˆk〉n via (4.12). The explicit form of them is
〈xˆ2k〉n = −
n∑
i=1
qi+kγ
i+kβi, (5.15)
where
(1− x) 12 =
∞∑
k=0
qkx
k, qk = − 1
2
√
pi
Γ(k − 12 )
k!
. (5.16)
These quantities are used to determine αk at the next order by (5.7). In this way, Rn(x) can be determined
recursively.
Recall that the vev of the Wilson loop W (λ) is obtained as
W (λ) = 1 +
n+1∑
k=1
(4λ)k
(2k)!
〈x2k〉n +O(λn+2). (5.17)
We performed the calculation of W (λ) up to order λ11, according to the algorithm described above.
The result of W (λ) is6
W (λ) = epiiλ
[
1 +
5pi2λ2
6
− ipi
3λ3
2
− 29pi
4λ4
120
+
ipi5λ5
12
+
151pi6λ6
1008
− ipi
7λ7
10
− 87449pi
8λ8
362880
+
2603ipi9λ9
15120
+
3447391pi10λ10
7983360
− 1166161ipi
11λ11
3628800
+O(λ12)
]
. (5.18)
Further details of the result is summarized in appendix A.
6 Solutions of the saddle-point equations for finite N
We have shown that the saddle-point equations (3.2)(3.3) provide the correct perturbative expansion of
the Wilson loop W (λ). This shows that the saddle-point equations are convenient tools to provide per-
turbative results of ABJM theory, enabling one to bypass complicated calculations of Feynman diagrams.
6 In some earlier versions of the paper, the coefficient of λ11 was not correct. After the appearance of [25], the calculations
were re-examined, and then a small mistake was found which affected only the coefficient of λ11. By fixing it, we found
that the result perfectly coincided with that in [25] up to the order we calculated.
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Using the algorithm shown in the previous section, one can systematically calculate W (λ) up to any
desired order. Other observables in ABJM theory may also be calculable provided that they are given in
terms of φi and φ˜i.
However, this perturbative calculation, although it makes the calculations much easier, does not
provide information on the large λ behavior of W (λ) which is one of the central issues in AdS/CFT cor-
respondence. The correspondence between Wilson loops and string worldsheets has been well-established
in AdS5/CFT4 case [10][11][12], and it would be natural to expect that a similar correspondence holds
in AdS4/CFT3 case [14][15][16]. This conjecture would imply that W (λ) would behave as
W (λ) ∼ ec
√
λ (6.1)
with a suitable constant c for large λ. This result is expected to hold in the large N limit with λ large
but finite. Therefore, it is natural to expect that the saddle-point equations might be useful to check the
validity of the conjecture.
In this section, we solve (3.2)(3.3) for N = 3 and arbitrary k numerically. Of course, this investigation
cannot give any definite results on the large λ behavior of W (λ). However, we will see that the results
for N = 3 may provide us a rough idea on the dependence of the distributions of φi, φ˜i on the value of
k, that is, on λ. In the next section, we will discuss an ansatz for the distributions for large λ based on
the observation in this section. We will argue that the ansatz seems to be compatible with the behavior
(6.1).
One may notice that (3.2)(3.3) have symmetries. These are invariant under the simultaneous sign
flips {φi, φ˜i} → {−φi,−φ˜i}. In addition, (3.3) is obtained by taking the complex conjugation of (3.2)
accompanied by a replacement φ∗i ↔ φ˜i. It is clear from these symmetries that, provided that {φi, φ˜i} is
a solution of (3.2)(3.3), then
{−φi,−φ˜i}, {φ˜∗i , φ∗i }, {−φ˜∗i ,−φ∗i }, (6.2)
are also solutions. We are led to assume that there is a solution of the form {φi, φ∗i }. Under this
assumption, (3.2) and (3.3) are equivalent. Therefore, it is enough to solve (3.2) only.
Now let us focus on the case N = 3. By the symmetries mentioned above, it is natural to assume
φ1 = z, φ2 = 0, φ3 = −z. (6.3)
The only non-trivial equation is now
F (z) := ikz + coth(piz) + coth(2piz)− tanh(2piRe(z))− tan(2piIm(z))− tanh(piz) = 0. (6.4)
The graphs for ReF (z) = 0 (fun1) and ImF (z) = 0 (fun2) are plotted in Fig.1 and Fig.2. Here we focus
on the solution which is the closest to z = 0.
Note that the solution is almost on the line y = x for k = 100 where z = x + iy. This seems to be
consistent with the perturbative result obtained in section 4. In fact, the solution at order λ0 describes
a distribution of φi which are on the line y = x. On the other hand, for k = 1, the value of x increases
compared with the k = 100 case, but the value of y does not increase as much as x, and therefore the
solution z is placed apart from the line y = x.
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Figure 1: Solution of the saddle-point equations for k = 100.
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Figure 2: Solution of the saddle-point equations for k = 1.
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Based on this simple observation, it is tempting to speculate that the distribution of φi may become
broadly extended in the x-direction, while in the y-direction the width of the distribution would be of
order λ0 in the largeN limit with λ large but finite. In the next section, we will argue that the appropriate
rescaling of the variables would be
piφi = Λ(λ)xi + if(xi), (6.5)
where Λ(λ) is an increasing function of λ, and f(x) is a function of order λ0. The new variables xi are
assumed to have a distribution function ρ(x) in the large N limit which is another function of order λ0.
These two unknown functions ρ(x) and f(x) are expected to be determined by the real part and the
imaginary part of (3.2). The function Λ(λ) will be determined by the consistency of the order of λ.
The assumption (6.5) seems to be appropriate by the following reason. Notice that the right-hand
side of (3.2) has the term
− tanh[pi(φi − φ∗i )], (6.6)
since the second sum does not exclude j = i. Due to this term, Im(φi) cannot approach ± 14 with a finite
value of Re(φi) since, if this is the case, the right-hand side diverges while the left-hand side is finite. In
the large N limit, φi are expected to form a continuous curve I in C. The above observation suggests
that I should be confined in a region {z ∈ C| − 14 < Im(z) < + 14}.
7 Toward large λ
In this section, we try to extract information on the distribution of φi for large λ as much as possible.
With the ansatz φ˜i = φ
∗
i , the saddle-point equations (3.2)(3.3) reduce to
− i
λ
φi =
1
N
∑
j 6=i
coth[pi(φi − φj)]− 1
N
∑
j
tanh[pi(φi − φ∗j )]. (7.1)
This equation is still complicated. Let us start with the discussion on a simpler equation, and then
gradually increase the complexity of equations.
7.1 coth-model
The first equation7 we consider is
c
λ
φi =
1
N
∑
j 6=i
coth(φi − φj), (7.2)
where c > 0 is a constant of order λ0. The distribution of φi is symmetric with respect to the origin
φ = 0 due to the symmetry of the equation. Suppose that the width of the distribution is proportional
7 This equation is actually the saddle-point equation for a matrix model describing Chern-Simons theory on S3 [26].
This matrix model was further investigated in [27]. See also [24].
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to Λ(λ) which satisfies
lim
λ→∞
Λ(λ) =∞, (7.3)
and the proportionality coefficient is of order λ0. This assumption seems natural when (7.2) is regarded
as an equation for the balance between an external confining force acting on φi (left-hand side) and a
repulsive force among φi (right-hand side). As λ becomes large, the external force which confines φi
around φ = 0 becomes small while the repulsive force is kept intact. As a result, the distribution of φi
becomes broader as λ becomes larger.
Define rescaled variables
xi := Λ
−1φi. (7.4)
By definition, the width of the distribution of xi is of order λ
0. Consider the large N limit while keeping
λ large but finite. Then (7.2) can be written as
cΛ
λ
x =
∫
− dx′ ρ(x′) coth[Λ(x− x′)], (7.5)
in terms of the distribution function ρ(x) of xi. We denote the support of ρ(x) as I. As mentioned above,
I should be of the form
I = [−xm, xm] ⊂ R, xm = O(λ0). (7.6)
Eq.(7.5) can be rewritten as follows,
cΛ
λ
x =
∫
dx′ ρ(x′)ε(x− x′) +
∫
− dx′ ρ(x′) e
−Λ|x−x′|
sinh[Λ(x− x′)] , (7.7)
where ε(x) is the sign function.
Notice that the integrand of the second term in the right-hand side of (7.7) is localized in a region
around x with width of order Λ−1. Therefore, only some local information on ρ(x) determines the
dominant part of the integral for large λ. Based on this observation, let us assume that there is a
neighborhood U(x) ⊂ I of x in which ρ(x) is smooth, and its Taylor expansion at x has coefficients of
order λ0. Under this assumption, the integral is estimated as follows. First, consider an integral∫ b
a
− dx x
ne−Λ|x|
sinhΛx
=
∫ +∞
−∞
− dx x
ne−Λ|x|
sinhΛx
−
∫ a
−∞
dx
xne−Λ|x|
sinhΛx
−
∫ +∞
b
dx
xne−Λx
sinhΛx
, (7.8)
where a < 0 < b and n ≥ 0. The third term in the right-hand side is estimated as∫ +∞
b
dx
xne−Λx
sinhΛx
= bnΛ−1e−2Λb +O(Λ−2e−2Λb). (7.9)
The second term is also estimated similarly. Both of them are negligible compared with the first term
for large λ. Therefore, the integral (7.8) is
∫ b
a
− dx x
ne−Λ|x|
sinhΛx
∼
{
Λ−n−1n! 2−nζ(n+ 1) (n : odd),
0, (n : even).
(7.10)
This estimate allows one to obtain∫
− dx′ ρ(x′) e
−Λ|x−x′|
sinh[Λ(x− x′)] ∼ −
pi2
12
Λ−2ρ′(x). (7.11)
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This term is actually negligible compared with the first term in the right-hand side of (7.7). For large λ,
ρ(x) satisfies
cΛ
λ
x ∼
∫
dx′ ρ(x′)ε(x− x′). (7.12)
This implies
Λ(λ) = λ, ρ(x) ∼ c
2
. (7.13)
The above analysis fails where x is very close to one of the boundaries of I so that the width of U(x)
is less than or of the same order of Λ−1, and where ρ(x) starts changing rapidly. The simplest possible
solution for ρ(x) would be such a function which is almost constant except for regions |x−xm| = O(Λ−1)
and |x+ xm| = O(Λ−1), and which rapidly decreases to zero near the boundaries of I. For this solution,
xm is determined to be
xm ∼ c−1 (7.14)
for large λ.
The results obtained so far turn out to be enough to deduce an approximate solution of (7.5) which
may converge to the exact solution in the large λ limit. The approximate solution is
ρ(x) =
{
− c2 tanh[Λ(x+ c−1)] tanh[Λ(x− c−1)], (|x| ≤ c−1)
0, (|x| > c−1). (7.15)
Let f(x) be defined as
f(x) :=
∫ +c−1
−c−1
− dx′ ρ(x′) coth[Λ(x− x′)]. (7.16)
If x is not equal to ±c−1, then the argument above is valid for a large enough λ, and therefore, (7.5) is
satisfied. On the other hand, if x = +c−1, then f(c−1) becomes
f(c−1) =
c
2
∫ +c−1
−c−1
− dx′ tanh[Λ(x′ + c−1)] (7.17)
which satisfies (7.5) in the large λ limit. The case x = −c−1 is similar.
The graphs of f(x) with c = 1, which is expected to be a good approximation to x, are plotted in
Fig.3 for Λ = 50, 100. The graphs indicate that (7.15) would be a good approximation in the large λ
limit.
We have found that the distribution of φi satisfying (7.2) has a width 2c
−1λ for large λ. This width
is larger than the one in a model where cothx in the right-hand side is replaced with x−1, that is, in the
case of the Gaussian matrix model. This is simply because cothx provides an infinite-range repulsive
force.
In fact, the above information on ρ(x) is enough to determine the large λ behavior of the “Wilson
loop” W1(λ):
W1(λ) :=
∫ +c−1
−c−1
dx ρ(x)eλx
∼ ec−1λ. (7.18)
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Figure 3: Plot of f(x) with Λ = 50, 100. f(x) approaches to x as Λ becomes large.
A derivation of this estimate is as follows. Consider the estimate of
W (Λ) =
∫ +xm
−xm
dx ρ(x)eΛx (7.19)
for large Λ. This can be written as
W (Λ) = eΛxm
∫ 2xm
0
du ρ(xm − u)e−Λu. (7.20)
Since Λ is large, only the information of ρ(xm − u) around u = 0 is important. Suppose that ρ(xm − u)
behaves as uαρ˜(u) where ρ˜(u) is regular at u = 0. Then, the leading term of the asymptotic expansion
of W (λ) with respect to Λ−1 is
W (Λ) ∼ eΛxm
∫ ∞
0
du uαρ˜(0)e−Λu
= ρ˜(0)Γ(α+ 1)Λ−α−1eΛxm . (7.21)
It should be noted that the coth-model was solved exactly in the large N limit in [27][24]. The
resulting distribution function has the behavior which we found in the above analysis.
7.2 cosech-model
Next, let us consider
c
λ
φi =
1
N
∑
j 6=i
coth(φi − φj)− 1
N
∑
j
tanh(φi − φj)
=
1
N
∑
j 6=i
2
sinh[2(φi − φj)] . (7.22)
18
In this equation, the infinite-range repulsive force due to cothx terms is canceled by tanhx terms. This
equation looks closer to (7.1).
As in the previous subsection, define rescaled variables
xi := Λ
−1φi (7.23)
so that xi are always of order λ
0. In the large N limit, (7.22) becomes
cΛ
λ
x =
∫
− dx′ 2ρ(x
′)
sinh[2Λ(x− x′)] . (7.24)
As in the coth-model, there is an integral in the right-hand side whose integrand is localized around x
for large λ. Therefore, the integral can be estimated similarly. One obtains∫
− dx′ 2ρ(x
′)
sinh[2Λ(x− x′)] ∼ −
pi2
4
Λ−2ρ′(x). (7.25)
A difference from the coth-model is that there is no O(λ0) term in the right-hand side of (7.24). As a
result, the right-hand side must be small for large λ, implying a different functional form of Λ(λ). The
appropriate choice of Λ in this case is
Λ(λ) = λ
1
3 . (7.26)
This is a reasonale result. The width of eigenvalues is smaller than that of both the coth-model and the
Gaussian model, reflecting the fact that the range of the repulsive force among the eigenvalues in the
cosech-model is the shortest.
The equations (7.24) and (7.25) determine ρ(x) as
ρ(x) ∼ 2c
pi2
(x2m − x2) (7.27)
where xm is an integration constant. It turns out that xm is determined by requiring∫ +xm
−xm
dx
2c
pi2
(x2m − x2) = 1. (7.28)
The analysis of the coth-model suggests that an approximate solution for the large λ limit would be
obtained by modifying ρ(x) slightly at the boundary of its support such that the modified distribution
function satisfies (7.24) at x = ±xm. A possible modification is
ρ(x) = − 2c
pi2
[
x2m − x2 +
ξ
Λ
]
tanh[2Λ(x− xm)] tanh[2Λ(x+ xm)], (7.29)
where
ξ = pi − 4
pi
∞∑
n=0
(−1)n
(2n+ 1)2
. (7.30)
This function ρ(x) satisfies the correct normalization condition due to (7.28) in the large λ limit. Note
that the addition of the constant ξΛ , since this is small, does not contradict with the result (7.27). The
constant ξ is chosen such that limλ→∞ g(xm) = cxm is satisfied, where g(x) is defined as
g(x) := Λ2
∫ +xm
−xm
− dx′ 2ρ(x)
sinh[2Λ(x− x′)] . (7.31)
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Figure 4: Plot of g(x) with Λ = 50, 100. g(x) approaches x point-wise.
The graphs of g(x) with xm = 1 and c = 1, are plotted in Fig.4 for Λ = 50, 100. By the argument
using the local nature of the integrand, one can show that g(x) converges to x point-wise in the large λ
limit.
The large λ behavior of the Wilson loop W2(λ) in this case is
W2(λ) :=
∫ +xm
−xm
dx ρ(x)eλ
1
3 x
∼ exmλ
1
3 . (7.32)
The Fig.4, however, suggests that the maximum deviation of g(x) from x, or supx∈[−1,1]|g(x) − x|,
might not vanish in the large λ limit. Indeed, it can be shown that
lim
Λ→∞
g(x) =
2
pi2
∫ y
−∞
− du tanh(u− y)
sinhu
(y − u+ ξ) (7.33)
holds, where y = 2Λ(xm − x) is assumed to be of order Λ0. This implies that
lim
Λ→∞
sup
x∈[−1,1]
|g(x)− x| > 0. (7.34)
As a result, the convergence of g(x) to x is not uniform. This may not be a serious drawback if one is
only interested in the large λ limit. If one would like to discuss also a 1/λ corrections, it might be better
to start with another approximate solution.
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7.3 ABJM equation
The experiences in analyzing the previous models will be helpful to consider the saddle-point equation
for ABJM theory. Recall that the saddle-point equation we would like to study is
− i
λ
φi =
1
N
∑
j 6=i
coth[pi(φi − φj)]− 1
N
∑
j
tanh[pi(φi − φ∗j )]. (7.35)
In the following, we assume the existence of a solution compatible with the following scaling behavior
φi =
1
pi
[Λxi + if(xi)], (7.36)
where xi ∈ R and f(x) is a real function of order λ0. In the large N limit, (7.35) becomes
− i
pi
[
Λ
λ
x+
i
λ
f(x)
]
=
∫
− dx′ ρ(x′) coth[Λ(x− x′) + i(f(x)− f(x′))]
−
∫
dx′ ρ(x′) tanh[Λ(x− x′) + i(f(x) + f(x′))]. (7.37)
This consists of two independent equations which determine two real functions ρ(x) and f(x).
As in the previous subsections, the integrand in the right-hand side is localized around x for large λ.
Explicitly,
coth(a+ ib−) = tanha+
1
cosh2 a
1
tanh a+ i tan b−
, (7.38)
tanh(a+ ib+) = tanha+
1
cosh2 a
i tan b+
1 + i tanha tan b+
, (7.39)
where a = Λ(x− x′) and b± = f(x)± f(x′), and the infinite-range part tanha cancels, as in the cosech-
model. Therefore, assuming the smoothness of ρ(x) and f(x) in a neighborhood U(x) ⊂ R of x, only
local information on those functions determines the integrals.
First, we separate the complex equation (7.37) into its real part and imaginary part. It is possible to
show that the expansion in terms of b− provides an asymptotic expansion of the corresponding integral
with respect to Λ−1. In addition, the expansion in terms of (tan b−/ tanha) also provides sub-leading
terms in Λ−1, due to the locality of the integrand. Taking into account only the leading contributions to
the asymptotic expansion, (7.37) is approximated as
1
piλ
f(x) ∼
∫
− dx′
[
2ρ(x′)
sinh[2Λ(x− x′)] +
1
coth2[Λ(x− x′)]
tanh[Λ(x− x′)] tan2(2f(x))
1 + tanh2[Λ(x− x′)] tan2(2f(x))
]
∼ −pi
2
4
Λ−2ρ′(x), (7.40)
Λ
piλ
x ∼
∫
− dx′ ρ(x′)
[
f(x)− f(x′)
sinh2[Λ(x− x′)] +
1
coth2[Λ(x− x′)]
tan(2f(x))
1 + tanh2[Λ(x− x′)] tan2(2f(x))
]
∼ 4Λ−1ρ(x)f(x). (7.41)
Here we assumed |f(x)| < pi4 . Note that naively the order of Λ of the second integral in (7.40) is Λ−1,
but the contribution of this order vanishes. These equations are consistent with the scaling assumption
(7.36) iff
Λ(λ) =
√
λ. (7.42)
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ρ(x) and f(x) are determined by the above equations. The result is
ρ(x) ∼ 1
pi2
√
2c2 − x2, (7.43)
f(x) ∼ pi
4
x√
2c2 − x2 , (7.44)
where c > 0 is an integration constant.
Note that the saddle-point equations are consistent with our ansatz for f(x) to be confined within
[−pi4 ,+pi4 ]. In the case pi4 < f(x) < pi2 , for example, (7.41) is replaced with
Λ
piλ
x ∼ Λ−1ρ(x)(4f − 2pi). (7.45)
This implies ρ(x) < 0, strongly suggesting that the solutions (7.43)(7.44) do not extend to a region where
|f(x)| > pi4 , that is, ρ(x) is non-zero only if |x| ≤ c. Since ρ(c) > 0, this implies that ρ(x) suddenly starts
decreasing to zero at a point in the interval [0, c], just like the coth-model discussed before.
Let xm ≤ c be the position of the right-edge of the support of ρ(x). xm is determined by requiring∫ +xm
−xm
dx ρ(x) = 1, (7.46)
provided that c is given by another input. Since we do not know at present how to determine c, the
exact value of xm cannot be obtained from the analysis explained so far. The best we can do is to put
an upper bound on xm which is derived as follows. The approximate form (7.43) of ρ(x) indicates that
xm becomes large if c becomes small. Therefore, under the condition xm ≤ c, the largest value of xm
determined from (7.46) is obtained when c is chosen to be equal to xm. For this particular choice, (7.46)
determines c to be
c =
√
2pi2
pi + 2
. (7.47)
This turns out to be the minimum possible value of the integration constant c suitable for our problem8.
This gives the upper bound
xm ≤
√
2pi2
pi + 2
. (7.48)
The behavior of W (λ) in the large λ limit is then expected to be
|W (λ)| ∼ e2pixm
√
λ. (7.49)
This exponential behavior and the upper bound (7.48) on the coefficient are consistent with the con-
jectured correspondence between the Wilson loop and a string worldsheet in AdS4 × CP3 proposed in
[14][15][16]. Especially, the appearance of
√
λ in the exponent strongly suggests the existence of a dual
string worldsheet in AdS4.
8 In some earlier versions of the paper, we claimed that the value (7.47) of c would be equal to xm. After the appearance
of [25], the arguments were re-examined and then it turned out that this claim was too strong which could not be justified
by the analysis done in this section. As explained above, the best we can find is the upper bound on xm which is compatible
with [25].
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8 Discussion
We have investigated the saddle-point equations (3.2)(3.3). For small λ, we found that the equations
reproduce the perturbative expansion of the expectation value W (λ) of the Wilson loop (2.1). We also
found an efficient algorithm to determine the perturbative expansion to any desired order of λ. For large
λ, we found an approximate solution to the saddle-point equations which is expected to converge to the
exact solution in the large λ limit. Based on the solution, we determined the large λ behavior of W (λ)
which may be compatible with AdS/CFT correspondence.
The algorithm found in section 5 is rather simple. This could provide a recursive formula for 〈xˆk〉, and
therefore for W (λ). It is very interesting to analytically solve this recursive formula to obtain a closed
formula for W (λ). It is already interesting if one can determine all the coefficients of the perturbative
expansion using the recursive formula since some non-perturbative information may be extracted from
them.
The understanding of the solution to (3.2)(3.3) for large λ obtained in this paper is still at the primitive
level. Especially, the explicit form of ρ(x) may have ambiguities at finite λ which cannot be fixed by the
argument of locality and the large λ limit. For example, in the cosech-model, although the expression
(7.29) provides an approximate solution which converges to the exact solution in the large λ limit, it is
not clear whether it is appropriate to use the expression to discuss 1/λ corrections. It is quite important
to obtain the solution for finite λ which can interpolate the small λ result and the large λ result. One
may expect that the holomorphicity of
R(z) :=
∫
I
dx ρ(x) coth[pi(x − z)] (8.1)
as well as the conditions derived from the saddle-point equations might be enough to determine ρ(x)
uniquely. Indeed, R(z) turns out to satisfy some equations which are similar to the one discussed in
[23]. In the case of ABJM theory, the periodicity of R(z) in the imaginary direction makes the problem
complicated. It is very interesting to solve Eqs.(3.2)(3.3) exactly, for example, in this way. Another way
to gain some information on the large λ solution is to solve (3.2)(3.3) numerically for a large N , extending
the analysis of section 6.
Since the localization of [17] can be applied to a quite general family of supersymmetric Chern-Simons-
matter theories, one can extend the analysis exhibited in this paper to more general theories. A systematic
research in this direction may shade some light on the understanding of AdS4/CFT3 correspondence.
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Appendix
A Calculation at order λ10
The result is the following: The parameters in the resolvent R10(x) are
α1 =
95034445994244677 i pi9λ10
11693788644037500
+
824385881240071pi8λ9
155917181920500
− 1792539152 i pi
7λ8
516891375
− 8481442 pi
6 λ7
3648645
+
48010852 i pi5λ6
30405375
+
34774 pi4 λ5
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− 2288 i pi
3 λ4
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2 λ3
945
+
8 i pi λ2
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+
2λ
3
− i
pi
, (A.1)
α2 = −1300145665611332 pi
8λ10
27842353914375
+
344633417596672 i pi7λ9
12993098493375
+
186341275429 pi6λ8
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−4084264 pi
4λ6
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3
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− 14λ
2
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, (A.2)
α3 = −441275989540096 i pi
7λ10
4218538471875
− 75094926421943pi
6λ9
1484925542100
+
183862829632 i pi5λ8
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+
64951384 pi4 λ7
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−27517696 i pi
3λ6
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− 482 pi
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+
128 i pi λ4
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+
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, (A.3)
α4 =
2535162760294933pi6λ10
21417195318750
− 87217425750016 i pi
5λ9
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α5 =
30838712389203968 i pi5λ10
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R10(x) can be expanded as
R10(x) =
1
x
+
∞∑
k=1
〈xˆ2k〉10x−2k−1, (A.22)
where
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The Wilson loop is therefore
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