A snap-stabilizing protocol, starting from any configuration, always behaves according to its specification. In this paper, we present a snap-stabilizing protocol which detects if a set of processors is a cutset of an arbitrary rooted network. This protocol is based on the depth-first search (
Introduction
In this paper, we present the first snap-stabilizing protocol for detecting if a set of processors is a cutset of an arbitrary rooted network.
Consider a connected undirected graph 
¥
. The detection of cutsets is an important issue in many applications such as evaluating the reliability of networks. Thus, from the fault tolerance point of view, detecting if a set of processors is a cutset of a network is essential.
The concept of self-stabilization [11] is the most general technique to design a system tolerating arbitrary transient faults. A self-stabilizing system, regardless of the initial states of the processors and messages initialy in the links, is guaranteed to converge to the intended behavior in a finite time. Snap-stabilization was introduced in [2] . A snap-stabilizing protocol guaranteed that it always behaves according to its specification. In other words, a snap-stabilizing protocol is also a self-stabilizing protocol which stabilizes in 0 time unit. Obviously, a snap-stabilizing protocol is optimal in stabilization time.
Related Works. In the graph theory area, researchers are interested to scan all minimal cutsets of a graph. But, Provan and Ball proved that scanning all cutsets of a given graph in an NP-hard problem [20] . Thus, some heuristics have been designed for arbitrary graphs [19] and polynomial complete methods has developped for some particular class of graphs [1, 23] . Several works have been also proposed in distributed (non self-stabilizing) systems [13, 21] . In self-stabilizing systems, many algorithms has been written for finding cutnodes and/or bridges of a networks [4, 3, 17, 18, 10] ¦ . An action can be executed only if its guard is satisfied. We assume that the actions are atomically executed, meaning, the evaluation of a guard and the execution of the corresponding statement of an action, if executed, are done in one atomic step.
The state of a processor is defined by the value of its variables. The state of a system is the product of the states of all processors (Q ). We will refer to the state of a processor and system as a (local) state and (global) configuration, respectively. Let is said to be enabled in In a step of computation, first, all processors check the guards of their actions. Then, some enabled processors are chosen by a daemon. Finally, the "elected" processors execute one or more of their enabled actions. There exists several kinds of daemon. Here, we assume an unfair distributed daemon. The unfairness means that the daemon can forever prevent a processor to execute an action except if it is the only enabled processor. The distributed daemon implies that, during a computation step, if one or more processors are enabled, the daemon chooses at least one (possibly more) of these enabled processors to execute an action.
We consider that any processor ¦ executed a disabling action in the computation step
and not enabled in , and this change effectively made the guard of all actions of ¦ false.) In order to compute the time complexity, we use the definition of round [12] . This definition captures the execution rate of the slowest processor in any computation. Given a computation¨(©Q 0 & ), the first round of¨(let us call it21 ) is the minimal prefix of¨containing the execution of one action (an action of the protocol or the disabling action) of every enabled processor from the first configuration. Let¨1 . The second round of¨is the first round of1
1
, and so on.
Snap-stabilizing Systems. The concept of Snap-stabilization was first introduced in [2] as follows: a snap-stabilizing protocol guarantees that it always behaves according to its specification. In [5] , authors discuss and formalize the definition to clarify the concept. In particular, they recall that snap-stabilization does not guarantee that all components of the system never work in a fuzzy manner. Snap-stabilization just ensures that if an execution of the protocol is initiated by some processor, then the protocol behaves as expected. The protocol we present is a wave protocol as defined by Tel in [22] . By definition, any execution of a wave protocol contains at least one initialization action. So, following [5] , we propose a more simple definition of snap-stabilization holding for wave protocols. 
Basis of the Algorithm

Definitions
We now propose definitions of some terms of graph theory used in this paper. 
I
I I The following lemmas allow to draw some useful properties for our protocol. 
Approach
Proof.
-If. By the contradiction. Assume that, ¦ Q 
Conditional Composition
The conditional composition is a protocol composition technique which has been introduced by Datta et al in [8] . This general technique allows to simplify the design and proofs of Algorithm 
Algorithm
! # "
We now roughly present Algorithm
(see [7, 6] for more details). In Algorithm
, the root processor (r) eventually initiates a traversal of the network. During the traversal, all the processors are sequentially visited in
is snap-stabilizing. The snap-stabilizing property guarantees that, since r initiates the protocol, the traversal is performed as expected. In particular, the traversal cannot be corrupted by any abnormal behavior. The traversal performed by Algorithm 
Inputs. Algorithm 
Proof of Correctness
In this section, we prove that Algorithm are the same. Hence, from [7] , the following results are obvious. (For more details see [7, 6] .) 
Conclusion
In this paper, we have presented the first snap-stabilizing protocol for detecting if a set of processors is a cutset of an arbitrary rooted network called Algorithm , works assuming an unfair daemon, i.e., the weakest scheduling assumption. The snap-stabilizing property guarantees that despite the initial configuration, as soon as our protocol is initiated by the root, the result obtained from the computations will be right. Moreover, as our protocol is snap-stabilizing, by definition, it is also a self-stabilizing protocol which stabilizes in 0 round. Obviously, our protocol is optimal in stabilization time. In addition, note that a complete computation of Algorithm 
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wave protocol (e.g. [14, 16, 15, 9] ) in order to improve the memory requirement. Of course, in this case, the resulting protocol will be self-stabilizing only. 
