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The notation

k|n f (k) means the finite sum of all numbers f (k) as k ranges over the
integers that divide n including 1 and n. The purpose of this paper is to define a theory
of summability suggested by this type of sum and an associated theory of convergence.
This paper studies five sequence spaces that are related to the arithmetical summability
thus defined.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper a sequence is usually written as a scalar (real or complex) function f defined on the set N = {1, 2, 3, . . .}
of natural numbers, or on the set Z = {. . . − 2,−1, 0, 1, 2, . . .} of all integers, but a few times as (xn) when xn may or
may not represent a scalar. For a sequence f defined on N and n ∈ N the notationk|n f (k) means the finite sum of all
numbers f (k) as k ranges over the positive integers that divide n including 1 and n. The purpose of this paper is to define a
theory of summability suggested by this type of sum and an associated theory of convergence. The summability thus defined
generalizes the notions of finite sum and absolute convergence, is not comparable to the usual notion of infinite sum, but
does determine a sum space in the sense of Ruckle [1]. For two integers m and n the greatest common divisor of m and n
written as ⟨m, n⟩ is the largest number that divides bothm and n.
Definition 1. A sequence f defined on N is called arithmetically summable if for each ε > 0 there is an integer n such that
for every integer m we have
k|m f (k)−k|⟨m,n⟩ f (k) < ε. A sequence g is called arithmetically convergent if for each
ε > 0 there is an integer n such that for every integermwe have |g(m)− g(⟨m, n⟩)| < ε.
A sequence f is arithmetically summable if and only if the sequence g defined by g(n) = k|n f (k) is arithmetically
convergent but the sequence g is not convergent in the ordinary sense, and is in fact periodic. The following spaces will be
studied.
AC the space of arithmetically convergent sequences.
AS the space of arithmetically summable sequences.
BAS the space of all sequences f for which sup
k|n f (k) : n = 1, 2, . . . <∞.
AS∗ the sequence space dual of AS. This means the space of all sequences f defined by f (i) = x′(ei) as x′ ranges over all
continuous linear functionals on AS and ei denotes the sequence for which ei(i) = 1 and ei(j) = 0, j ≠ i.
AS∗0 the closure in AS∗ of the space ϕ of sequences that are eventually 0.
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2. The Möbius matrix, its inverse and the transposes
Denote by W the lower triangular matrix [wi,j] for which wi,j = 1 if i is a divisor of j and wi,j = 0 otherwise. Thus
saying g(n) =k|n f (k) is equivalent to saying g = Wf where the juxtaposition denotes ordinary matrix multiplication. To
describe the inverse of Wwe use theMöbius functionµ(n) defined as a sequencewithµ(1) = 1,µ(p1 ·p2 . . . ·pk) = (−1)k,
if p1, p2, . . . , pk are distinct primes, and µ(n) = 0 if n has a square proper factor. The Möbius Inversion Theorem [2, p. 236]
asserts that if g(n) = d|n f (d) then f (n) = d|n µ  nd  g(d). Thus if M is the matrix with element µ( ji ) in the row i and
column j if i | j and 0 otherwise the Möbius Inversion Theorem states that if g = Wf then f = Mg or equivalently thatW is
the inverse ofM. The transpose matrices ofW andM are written asW⊤ andM⊤. These pairs of matrices are inverses of one
another, butW andM, being lower triangular can be applied to all sequences while the transposes will apply to sequences
that are absolutely summable (since the set of elements is bounded) but not necessarily to all sequences.
The referee has informed us that the matricesW andM are fundamental in the theory of Smith’s determinant and GCD
matrices that are currently the subject of active research [3,4].
The following diagram outlines the spaces that we shall study and their relation to spaces l1 (absolutely convergent
sequences), l∞ (bounded sequences) and each other. The double arrow⇒ surrounds a matrix mapping; the single arrow
denotes duality and the⊂ stands for strict inclusion.
l1 ⇒ W⊤ ⇒ AS∗0 ⊂ AS∗↓ ↓
l∞ ⇒ M ⇒ BAS
∪ ∪
AC ⇒ M ⇒ AS → AS∗
3. AC as a subalgebra of periodic sequences
A sequence f is called periodic if there is a number n such that f (k+ n) = f (k) for all k ∈ N; the smallest such n is called
the period of f . Denote by P the linear space of all periodic sequences, and denote by QP the closure of P in the space l∞ of
all bounded sequences. The spaces P andQP have been treated in various papers, for example, [5–8]. A natural isomorphism
from the linear space of periodic sequences defined onN to those defined onZ is determined by extension to Z and restriction
toN. A useful characteristic of the periodic sequences defined on Z is that if you consider f (1) as the first value of a period of
the sequence then for j positive f (j) denotes the value found at position jmodulo nwhereas for j non-positive f (j) denotes
the found at position n− jmodulo n. This characteristic transfers to the space QP by means of the following.
Proposition 2. If f ∈ QP(Z) then limn→∞ f (n! − i) = f (−i) for each i ∈ N, and limn→∞ f (n!) = f (0).
Proof. The limit holds for all f ∈ P because f (n!− i) = f (−i)when n ≥ pwhere p is the period of f . The formula extends to
all of QP because P is dense in QP and the functionals limn→∞ f (n! − i) and f (−i) are both bounded, hence continuous. 
A sequence f in QP will be called symmetric if for its extension to Z, f (i) = f (−i). Of particular interest to us is the set
of periodic sequences dn, n = 1, 2, . . . defined on N by dn(j) = 1 if n | j and dn(j) = 0 otherwise. From their definition it is
clear that these sequences, that are the columns ofW, are arithmetically convergent and symmetric.
A referee has informed us that an arithmetical function f is said to be even mod(m) if f (k) = f (⟨k, n⟩) for all k. Thus by
Definition 1 a sequence is arithmetically convergent if is in the uniform closure of the space of all sequences that are even
mod(n) for some n. Recent consideration of such sequences can be found in [9–11].
There is a natural and simple way of deriving a sequence in AC (in fact a sequence that is even modulo n) from any given
sequence.
Proposition 3. If f is any sequence and n any integer then the sequence Qnf = g defined by g(i) = f (⟨n, i⟩) is in AC and
supi |g(i)| ≤ supi |f (i)|. Each Qn is a continuous linear projection from l∞ into AC. For each pair of integers m, n we have
QmQn = Q⟨m,n⟩ so if m and n are relatively prime we have QmQnf = Q1f = g where g(i) = f (1) for each i.
Proof. That Qnf = g is in AC follows since g(m) = f (⟨n,m⟩) = g(⟨n,m⟩) for all m. The proofs of the other statements are
equally routine. 
The projections Qn have interesting convergence properties.
Proposition 4. If f is any sequence in AC and nk is any sequence of integers such that for each k, nk | nk+1 then Qnk f converges
in AC to a sequence g for which g(i) = f (maxk⟨i, nk⟩).
Proof. The sequence Qnk f is uniformly bounded and for each dm,Qnkdm is zero if ⟨m, nk⟩ < m and dm otherwise. Therefore,
Qnk f converges in AC by the Uniform Boundedness Principle to its pointwise limit that is clearly g . 
Theorem 5. Let f be a sequence in AC and let nk and mk be two sequences of integers such that for each k, nk | nk+1 and
mk | mk+1. Then lim Qnk f = lim Qmk f for each f ∈ AC if and only if the following condition holds: for each prime number p and
each integer h there is nk for which ph | nk if and only if there is ml for which ph | ml.
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Proof. The sequence M(i) = maxk(i, nk) is multiplicative [2, p. 53]. For suppose i1, i2 are relatively prime and M(i1) =
⟨i1, nk1⟩,M(i2) = ⟨i2, nk2⟩. If nk1 ≤ nk2 then ⟨i1, nk1⟩ = ⟨i1, nk2⟩ because nk1 | nk1 so
M(i1)M(i2) = ⟨i1, nk2⟩⟨i2, nk2⟩ = ⟨i1i2, nk2⟩ ≤ M(i1i2)
whereas M(i1i2) = ⟨i1i2, nk⟩ = ⟨i1, nk⟩⟨i2, nk⟩ ≤ M(i1, i2). For every prime p and every integer h we have M(ph) = ps
where s is the largest integer less than or equal to h such that ps divides some nk. If the condition holds then maxk(ps, nk) =
maxk(ps,mk) for every power of a prime number so maxk(i, nk) = maxk(i,mk) for every integer so lim Qnk f = lim Qmk f for
each f ∈ AC.
If g is the sequence for which g(i) = 1 if ph | i and g(i) = 0 otherwise then lim Qnkg is g if ph | nk and lim Qnkg is the
zero sequence otherwise because ⟨ps, nk⟩ < ps and g(i) = 0 for i < ps. This shows the condition is necessary. 
The projection condition, Theorem 5 shows that projections of the form lim Qni f are determined completely by the set
Φ = {pk : p is a prime and pk divides ni for some i}.
Thus we write lim Qni f = QΦ f . The next theorem summarizes the basic properties of the space AC.
Theorem 6. (a) If a sequence f is arithmetically convergent then for each ε > 0 there is a periodic sequence g such that
|f (i) − g(i)| < ε for each i. Therefore, AC is a closed subalgebra of QP. (b) The only convergent sequences in AC are constant
sequences. (c) If f ∈ AC and nk is a sequence of integers such that nk | nk+1 for all k then the sequence g(k) = f (nk) converges.
(d) If f ∈ AC and qk is an increasing sequence of integers that have no common factor then the sequence h(k) = f (qk) converges to
f (1). (e) Every periodic arithmetically convergent sequence f is a linear combination of the sequences dn, (f) The space of periodic
arithmetically convergent sequences is a proper subspace of P, and AC is a proper closed subalgebra of symmetric sequences
in QP.
Proof. (a) By definition of arithmetical convergence there is an integer n such that |f (i) − f (⟨i, n⟩)| < ε for each i. Define
the sequence g(i) = f (⟨i, n⟩). The sequence g is periodic with period at most n since ⟨i+n, n⟩ = ⟨i, n⟩. That AC is an algebra
and closed in the uniform topology is a routine exercise concerning approximation and we omit the proof.
(b) follows from (a) since the only convergent periodic sequences are constant.
(c) Let ε > 0 be given and letm be such that |f (i)− f (⟨i,m⟩)| < ε for each i. Let K be such that ⟨m, nk⟩ = ⟨m, nk+1⟩ for
k ≥ K . Thus for i, j ≥ K
|g(i)− g(j)| = |f (ni)− f (nj)| = |f (ni)− f (⟨ni,m⟩)− f (nj)+ f (⟨ni,m⟩)|
≤ |f (ni)− f (⟨ni,m⟩)| + |f (nj)+ f (⟨ni,m⟩)|
= |f (ni)− f (⟨ni,m⟩)| + |f (nj)+ f (⟨nj,m⟩)| < 2ε.
Therefore, g satisfies the Cauchy condition so it converges.
(d) Let ε > 0 be given and let m be such that |f (i)− f (⟨i,m⟩)| < ε for each i. Since the integers qk have no common
factor the set of all k for which ⟨m, qk⟩ > 1 is finite so there is K such that ⟨m, qk⟩ = 1 for k ≥ K . This implies |f (1)−h(k)| =
|f (1)− f (qk)| = |f (⟨m, qk⟩)− f (qk)| < ε.
(e) Since f is periodic it takes on only finitely many values. Thus there is ε > 0 such that if |f (i) − f (j)| < ε it follows
that f (i) = f (j). Since f is arithmetically convergent there is an integerm such that |f (i)− f (⟨i,m⟩)| < ε for each imeaning
in this case that f (i) = f (⟨i,m⟩) for each i. If g is another sequence with the property that g(i) = g(⟨i,m⟩) for each i then
f + g has the same property.
Denote by 1 = m1 < m2 < · · · < ms = m the sequence of all divisors of m in ascending order. The function dmi has
the property that dmi(j) = dmi(⟨j,m⟩) because mi | j if and only if mi | ⟨j,m⟩. Thus the sequence of functions defined by
f1 = f − f (1)d1, and in general fi+1 = fi − fi(mi)dmi , all have the property fi(j) = fi(⟨j,m⟩). Since fs(mi) = 0 for each i it
follows that fs is the zero sequence. Working backwards from fs to f shows f is a linear combination of the sequences dmi .
(f) The extension of di to Z is the periodic sequence with di(ni) = 1 for n = 0,±1,±2, . . . and 0 if i is not a factor of k.
These sequences di all satisfy the condition di(−j) = di(j) for all i, j. Since this is a linear condition and the set of all di is
an algebraic basis for the space of periodic arithmetically convergent sequences it follows the condition holds for all such g .
Since the span of di is dense in AC and the coordinate functionals are continuous the condition holds for all f ∈ AC(Z). To
construct an example of a symmetric periodic sequence that is not in AC observe that every sequence of period five having
first five terms a1, a2, a2, a1, a5 is symmetric but an arithmetically convergent sequence of period five must have first five
terms a1, a1, a1, a1, a5. See Theorem 7. 
Theorem 7. If f = i∈S aidi for a finite set S, and no ai is 0 then the period of f is n, the least common multiple of {i : i ∈ S}
and f (k) = 0 if there is no i ∈ S that is a factor of k.
Proof. The statement is obvious if S has one member. Assume it is true when S has n − 1 members and use this to show
it is true when S has n members. Let S have n members and let h be the largest member of S. If g = i∈S\{h} aidi then for
f = g + ahdh we have f (jk) = g(jk) + ah for all j and otherwise h(i) = g(i). Let n′ denote the least common multiple of
{i : i ∈ S \ {h}}. If i is not a multiple of h we have h(i + n) = g(i + n) = g(i) = h(i) since n′ is a factor of n and h does not
divide i+ n. If i is a multiple of hwe have h(i+ n) = g(i+ n)+ ah = g(i)+ ah = h(i) since n′ is a factor of n and h divides
i+ n. The period of f is exactly n because f assumes the value ai at n but not at n′. 
744 W.H. Ruckle / J. Math. Anal. Appl. 396 (2012) 741–748
Proposition 8. For each sequence f there are coefficients (ai) such that (1) f (k) = kj=1 ajdj(k) for each k. Thus (dj) is a basis
for the space ω of all sequences given the topology of coordinatewise convergence.
Proof. Let a1 = f (1) and if we have found ak : k ≤ n that satisfies (1) for k ≤ n let an+1 = f (n + 1) −nj=1 ajdj(n + 1).
Since dn+1(j) = 0 for j < n+ 1 it follows that {ak : k ≤ n} that satisfies (1) for k ≤ n+ 1. (One could also observe that Qn!f
converges to f .) 
4. The dual space of AC
This section describes the dual space of AC and uses the description to show that AC like QP is isomorphic to the algebra
C[0, 1].
For every pair of integers p, qwith 0 < q ≤ p denote by bp,q the sequence forwhich bp,q(j) = 1 if j = q+kp for some inte-
ger k and bp,q(j) = 0 otherwise. For each p the sequences {bp,q : q = 1, 2, . . . , p} form a basis for the subspace of sequences
having period p. Since a sequence of period p also has period hp for every positive integer h we have bp,q =h−1k=0 bhp,q+kp.
Since QP is a separable closed subspace of l∞ it is known that the continuous linear functionals can be represented in the
form F(f ) = limn→∞j A(n, j)f (j)where A is amatrix [12, pp. 68–72]. In [7] Berg answered this question and in [8] Jimenez
answered the same question for the continuous linear functionals on P. The representation of continuous linear functionals
on QP is equivalent to the determination of matrices that map QP into the space c of convergent sequences. See [13]. The
following is a straight forward description for the dual of QP that combines results from these three works.
Theorem 9. For a matrix A = A(i, j) the following three statements are equivalent: (a) A determines a continuous linear func-
tional F on QP by the formula
F(f ) = lim
n

j
A(n, j)f (j);
(b) A satisfies the conditions (1) supn

j |A(n, j)|

<∞ and (2) For each m and each 0 ≤ k < m the limit limn
∞
j=1 A(n,mj
+ k) exists; (c) A maps QP into c.
Proof. (a) implies (b): A row A(n, .) defines a functional onQP by Fn(f ) =j A(n, j)f (j) if and only if Fn =j |A(n, j)| <∞.
If the sequence (Fn) convergesweakly then it is bounded so (1)must follow. The necessity of (2) follows since the value of the
functional on bm,k is limn
∞
j=1 A(n,mj+ k)

. (b) implies (c): If amatrix A satisfies conditions (1) and (2) then

j A(n, j)f (j)
exists for each f ∈ QP and the sequence g defined by g(n) = j A(n, j)f (j) converges. (c) implies (a): If A maps QP into c
then the functionals defined on QP by the formula Fn(f ) = j A(n, j)f (j) are uniformly bounded on QP and converge for
each bm,k so they converge for each f ∈ QP. 
We can obtain a corresponding result for AC using the sequences dn in place of bm,k.
Theorem 10. For a matrix A = A(i, j) the following three statements are equivalent: (a) A determines a continuous linear
functional F on AC by the formula
F(f ) = lim
n

j
A(n, j)f (j);
(b) A satisfies the conditions (1) supn

j |A(n, j)|

<∞ and (2) For each m the limit limn
∞
j=1 A(n,mj)

exists (c) A maps
QP into c.
Every matrix that determines a functional on QP clearly determines a functional on AC. The functionals defined on AC
by matrices are not uniquely determined. However there are an uncountable number of distinct ‘‘point’’ functionals on the
algebra AC allowing us to apply Milutin’s Theorem.
Proposition 11. Let Γ be an infinite sequence of 0’s and 1’s and let 2 = p1 < p2 < · · · be the sequence of prime numbers.
Define a sequence s of integers by s(0) = 1 and s(k) = s(k− 1)pk if Γ (k) = 1 and s(k) = s(k− 1) otherwise. Define a matrix
AΓ by taking the first row 0 and taking AΓ (i, s(k)) = 1 if pk ≤ i < pk+1 and AΓ (i, j) = 0 otherwise. The uncountable set of
matrices {AΓ } determine distinct functionals on AC.
Proof. For each m we have
∞
j=1 A(n,mj) is eventually 1 after m divides s(k) for some k and is always 0 otherwise. If two
such infinite sequences Γ1,Γ2 differ then the functionals defined by the matrices determined differ on the first sequence
dpi for which Γ1(i) ≠ Γ2(i). 
From Milutin’s Theorem, [14] we obtain the next result.
Corollary 12. The spaces AC is isomorphic to C[0, 1].
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5. AS and its relation to AC and BAS
If f is a sequence inϕ (the space of sequences f such that there isNf for which f (j) = 0 for j > Nf ) then f is arithmetically
summable and the sequence g defined by g(n) =k|n f (k) is arithmetically convergent and a sequence in P. An equivalent
expression for g is g =k f (k)dk.
Since the columns of the matrix W are in the space P it follows that W(ϕ) is a proper subspace of P and that W(AS) is
a subspace of AC. To see that W(AS) is all of AC we use the inverse M of W and the Möbius Inversion Theorem [2, p. 236]
establishes the following.
Theorem 13. (a) A necessary and sufficient condition that a sequence f ∈ P belongs to W(ϕ) is that there exists n such that
j|i µ

i
j

f (j) = 0 for i ≥ n.(b) If f is a sequence in AS then the sequence g defined by g(n) = k|n f (k) is arithmetically
convergent and a sequence in AC and the mapping from f to g is a one to one isometric correspondence from AS onto AC. (c) If f
is a sequence in BAS thenWf is a sequence in l∞ and if g is a sequence in l∞ thenMg is a sequence in BAS. Therefore, with the
norm ∥f ∥ = ∥Wf ∥∞BAS is isometric to l∞ and AS is the closure of ϕ in BAS.
Analogous to the mapping Qn that maps all sequences onto AC is the mapping Rn that maps all sequences into ϕ ⊂ AS.
Theorem 14. If f is any sequence and n any integer then the sequence Rnf = g defined by g(i) = f (i) when i | n and g(i) = 0
if i - n is in ϕ and supm
i|m g(i) ≤ supm i|m f (i). Each Rn is a continuous linear projection from BAS into AS. For each
pair of integers m, n we have RmRn = R⟨m,n⟩ so if m and n are relatively prime we have RmRnf = R1f = g where g(1) = f (1)
and g(i) = 0 for i > 1. If f is any sequence in AS and nk is any sequence of integers such that for each k, nk | nk+1 then Rnk f
converges in AS to a sequence g for which g(i) = f (maxk⟨i, nk⟩).
Proof. The proofs of the first two assertions are routine. To verify the third assertion note that the sequenceRnk f is uniformly
bounded and for each em,Qnkem is zero if ⟨m, nk⟩ < m and em otherwise. Therefore, Rnk f converges in AS by the Uniform
Boundedness Principle to its pointwise limit that is clearly g . 
Theorem 15. Let f be a sequence in AS and let nk and mk be two sequences of integers such that for each k, nk | nk+1 and
mk | mk+1 then lim Rnk f = lim Rmk f for each f ∈ AS if and only the following condition holds: for each prime number p and
each integer h there is nk for which ph | nk if and only if there is ml for which ph | ml.
Proof. The sequenceM(i) = maxk(i, nk) is multiplicative [2, p. 53]. If the condition holds thenmaxk(ps, nk) = maxk(ps,mk)
for every power of a prime number so maxk(i, nk) = maxk(i,mk) for every integer so lim Rnk f = lim Rmk f for each f ∈ AS.
If ph | nk then Rnkeph is eph and Rnkeph is the zero sequence otherwise. Thus the condition is necessary. 
Thus the projections of the form lim Rni f are determined completely by the set Φ = {pk : p is a prime and pk divides ni
for some i}. So we write lim Rni f = RΦ f .
Proposition 16. l1 ⊂ AS but AS is not contained in l∞.
Proof. The first inclusion is obvious. To find a sequence that is in AS but not in l∞ first define two sequencesω(n) andΩ(n)
as follows: If the factorization of the integer n into distinct powers of primes is
n = pk11 pk22 · · · pkmm
define ω(n) = m and Ω(n) = mi=1 ki and let ω(1) = Ω(1) = 0. See [2, p. 354]. If m and n are two integers that are
relatively prime then ω(m + n) = ω(m) + ω(n) and Ω(m + n) = Ω(m) + Ω(n). Therefore, the sequence defined by
f (n) = (−1)Ω(n)2ω(n) is multiplicative being the product of twomultiplicative sequences. Clearly f is not bounded. To show
f is inBAS first note f ismultiplicative so that the sequence g defined by g(m) =n|m f (n) is alsomultiplicative [2, Theorem
265]. For a prime pwe have
g(pk) = f (1)+ f (p)+ f (p2)+ · · · + f (pk) = 1− 2+ 2− · · · + (−1)k2 = (−1)k
so that |g(n)| = 1 for all n so f ∈ BAS. To construct an unbounded sequence in AS let hn = (Rkn − Rkn−1)f where (kn) is the
product of the first 2n primes p1p2 · · · p2n. Then ∥hn∥BAS ≤ ∥Rkn−1 f ∥BAS + ∥Rkn f ∥BAS ≤ 2 but hn(kn) = 4n. Since each hn is
in ϕ and have no nonzero coordinates in common it follows that

n 2
−nhn converges absolutely to a sequence in AS that is
not in l∞. 
The next two results concern properties of subspaces of AS that are distinguished by the nature of their underlying
coordinates.
Theorem 17. Suppose (ni) is an increasing sequence the members of which are relatively prime. If f is a sequence such that
f (j) = 0 unless j = ni for some i then f ∈ BAS if and only if f ∈ l1. Thus, f is also in AS.
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Proof. If f ∈ l1, then f is clearly in AS. Now suppose f ∈ BAS. First assume f consists of real valued sequences. Let M =
{ni : f (ni) > 0}. Ifj∈M f (j) = ∞ then sup i∈H f (i) : H is a finite subset ofM is infinite. But since the numbers in H are
relatively prime the only factors of the number N =k∈H k are the numbers in H . This means that
i∈H
f (i) : H is a finite subset ofM

=

i|N
f (i)
so that f cannot be in BAS. We can argue similarly that
{f (j) : f (j) < 0} is not −∞. Finally we can use the inequality
max{|a|, |b|} ≤ |a+ bi| ≤ |a| + |b| to confirm that a complex sequence is in BAS if and only if its real and imaginary parts
are also in BAS. 
Theorem 18. If p is a prime number then supn
n
i=1 f (pn)
 <∞ for all f ∈ BAS and∞n=1 f (pn) converges for all f ∈ AS.
Proof. The first conclusion follows from the definition of BAS and the second conclusion follows from the fact that the limit
exists for all f ∈ ϕ and ϕ is dense in AS. 
6. AS∗ and AS∗0
Since AS is isomorphic to the space C[0, 1] it follows that AS∗ is isomorphic to the dual space of C[0, 1], i.e. the regular
continuous and additive measures on [0, 1], see [15]. Our primary interest, however, will be the nature of AS∗ as a sequence
space.
Lemma 19. If f ∈ ϕ then
sup

i
f (i)g(i)
 : ∥g∥AS ≤ 1

= ∥M⊤f ∥l1
=

i

j
µ

j
i

f (j)
 .
Proof. If ∥g∥AS ≤ 1 then ∥Wg∥l∞ = supi
j|i g(j) ≤ 1 so that
i
f (i)g(i)
 =

i
f (i) ((MWg) (i))

=

i

M⊤f

(i) ((Wg) (i))
 ≤ M⊤f l1 ∥Wg∥l∞ ≤ M⊤f l1 .
Since f ∈ ϕ, the sequenceM⊤f is also in ϕ because the columns ofM⊤ are in ϕ. Suppose n is such thatM⊤f (i) = 0 for i > n
and let h be any sequence such that |h(i)| ≤ 1 and h(i)M⊤f (i) = |M⊤f (i)| for all i ≤ n, letm be the least common multiple
of the integers 1 ≤ i ≤ n and let x = Qmh. Then h is in AC, ∥x∥AS = 1 and ⟨M⊤f , x⟩ = |M⊤f (i)|. 
Theorem 20. The following statements are equivalent for a sequence f : (a) f is in AS∗; (b) There is a matrix A such that
supn

j |A(n, j)|

<∞ and for each k the limit limn
∞
j=1 A(n, kj)

exists and is equal to f (k); (c)

M⊤Rnf : n = 1, 2, . . .

is a bounded subset of l1; (d)

M⊤Rnf : n ∈ A

is a bounded subset of l1 for A some set of integers such that for every integer m
there is n ∈ A such that m | n; (e) for each g ∈ AS the product sequence h = fg defined by h(i) = f (i)g(i) is also in AS; (f) For
each g ∈ BAS the product sequence h = fg defined by h(i) = f (i)g(i) is in BAS; (g) If ∆(f ) denotes the diagonal matrix with
diagonal f , so that ∆(f )(i, j) = f (i) if i = j and ∆(f )(i, j) = 0 otherwise, the rows of the matrix A = W∆(f )M satisfy the
condition supi

j |A(i, j) <∞|.
Proof. That (a) is equivalent to (b) follows directly from Theorem 10. If F is the functional for which F(ek) = f (k) and
A is any matrix that determines the functional on AC defined by G(g) = F(Mg) (composition) then F(ek) = F(Mdk) =
limn
∞
j=1 A(n, km)

.
(a) implies (c). If Fn is the functional defined by Fn(g) =i|n f (i)g(i) for each g ∈ AS then by Lemma 19 i|n f (i)g(i) =i|n f (i) (Rng) (i) ≤ ∥Rng∥ ∥f ∥ ≤ ∥f ∥ ∥g∥ so that {Rnf : n = 1, 2, . . .} is weakly bounded hence bounded. The mapping
M is an isometry from ϕ with the relative topology of AS∗into l1 so (c) is valid. (c) implies (d) is obvious. (d) implies (a): If
(d) holds then {Rnf } is a bounded sequence in AS∗. Let Fn denote the functional for which Fn(g) = i(Rnf )(i)g(i) for each
g ∈ AS. Sincei(Rnf )(i)g(i) = i|n f (i)g(i) = i f (i)(Rng)(i), it follows that F(Rng) is bounded. But Rng converges to g
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in AS so there is a continuous linear functional F on AS such that F(g) = limn f (Rng) and F(ei) = limn f (Rnei) = f (i) for
each i so f ∈ AS∗.
(a) implies (e): The functional defined on AS by the formula Eg = limn!k|n! g(k) has the property that Eg = i g(i)
for g ∈ ϕ, that is, E is a sum on AS. If f is a multiplier of AS then the functional defined by F(g) = E(fg) has the property
that F(ei) = f (ei) so f ∈ AS∗. (e) implies (c): If f ∈ AS∗ and g ∈ ASwhere F(ei) = f (i) for all i. For each nwe have
i|n
f (i)g(i)
 = |F(Rng)| ≤ ∥F∥ ∥Rng∥ = ∥F∥ ∥g∥.
(e) implies (f): If fg ∈ BAS for all g ∈ BAS then the diagonal mapping from BAS into BAS defined by g → fg is continuous
by the Closed Graph Theorem. Since the image of ϕ under the mapping is ϕ it follows that the image of AS is the completion
of ϕ namely AS. (f) implies (e) is like that of (e) implies (c) proof because Rng is in ϕ hence in AS.
(f) is equivalent to (g): M maps l∞onto BAS, and W maps BAS onto l∞. If f is in AS∗ then ∆(f ) maps BAS into BAS so
W∆(f )Mmaps l∞ into itself which implies the given condition. IfW∆(f )Mmaps l∞ into itself then for g ∈ BAS,Wg ∈ l∞
soW∆(f )MWg = W∆(f )g is l∞soMW∆(f )g = ∆(f )g = fg ∈ BAS. 
The equivalence of (a) and (e) means that AS is a sum space in the sense of [1] since it clearly contains the sequence e
that has value 1 at each coordinate. It also means that AS∗ is an algebra with respect to coordinatewise convergence.
Proposition 21. The norm of the coordinate functional Ek(f ) = f (k) on AS is 2ω(k) where ω(k) is the number of prime factors
of k.
Proof. By definition ∥Ek∥ is the maximum of the values |f (k)| over sequences f ∈ AS such that
∥f ∥ = ∥Mf ∥ = sup

i|n
f (i)
 : n = 1, 2, . . .

≤ 1.
Since ϕ is dense in ASwe may consider the supremum over f ∈ ϕ. By the Möbius Inversion Theorem we have
f (k) =

n|k
µ

k
n

(Mf )(n) =

n|k
µ

k
n

i|n
f (i)

.
Since |i|n f (i)| ≤ 1 for each nwe have |f (k)| ≤n|k µ  kn  = 2ω(k) [2, Theorem 264].
To obtain a sequence g in ϕ for which g(k) is a maximum first use the sequence f defined in the proof of Proposition 16
by f (n) = µ(n) · 2ω(n). Then let g = Rkf . 
Proposition 22. The space AS∗0 consists of all sequences g of the form g(n) =

n|i f (i) as f ranges over the space l1. Thus AS
∗
0 =
W⊤l1 and the BK topology on AS∗0 is isomorphic to that of l1.
Proof. The matrixW determines an isometry from AS onto AC. The dual operator of this matrix T (not necessarily a matrix)
determines an isometry from AC∗ the dual space of AC onto AS∗ the dual space of AS. A sequence f in ϕ determines a
continuous linear functional on AC by the formula ⟨f , g⟩ = f (i)g(i) having norm |f (i)|. The value of this functional on
dn, n = 1, 2, . . . isn|i f (i). This means thatW⊤ coincides with themapping T on ϕ andmaps the space ϕ with the relative
topology of l1 onto ϕ with the relative topology of AS∗ or equivalently with the topology of AS∗0 . The extension ofW⊤ to all
of l1 isW⊤l1 so the assertion is valid. 
Since AC∗ is an algebra the preceding result has the following consequence.
Corollary 23. If f and g are in l1 then there is a unique sequence h in l1 such that for each k we have

k|i f (i)
 
k|i g(i)

=
k|i h(i)

.
Proof. Since f and g are in l1 the sequences

k|i f (i)

and

k|i g(i)

are in AS∗0 so the product

k|i f (i)
 
k|i g(i)

is also so there is a unique h in l1 that determines the product. 
However not every sequence in l1 leads to such a decomposition because AS∗0 does not contain l1. A result of the ‘‘dual’’
of Theorem 17 is the next result.
Theorem 24. Suppose (ni) is an increasing sequence of integers the members of which are relatively prime. If f is a bounded
sequence then there is a sequence g in AS∗ such that g(ni) = f (i) for each i. If f is a sequence that converges to 0 then there is a
sequence g in AS∗0 such that g(ni) = f (i) for each i.
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Proof. By Theorem 17 the space of sequences h in AS for which h(i) = 0 if i ∉ {nj} is isomorphic to l1. This implies there
is a continuous linear functional x on this space such that x(eni) = f (i). If y is an extension of x to all of AS take g to be the
sequence defined by g(i) = y(ei) for all i. For a sequence that converges to 0 use the fact that AS∗0 is the closure of ei in AS
so it contains the sequences that are convergent to 0 on nj. 
A restatement of the second statement of the above theorem is the following.
Theorem 25. If (ni) is an increasing sequence of integers the members of which are relatively prime and f is a sequence that
converges to 0 then there is a sequence g in l1 such that f (ni) =ni|k g(k) for each i.
For example the sequence f for which f (i) = 1 for distinct primes i = 1.p1, p2, . . . , pk with product P and f (i) = 0 for
i > P is generated by the sequence g for which g(P) = 1 and g(i) = 0 otherwise.
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