A new quantitative structure-activity relationship (QSAR) 
Introduction
Allergic contact dermatitis (ACD) is an eczematous skin disease affecting a minority of the general population worldwide, which can have a serious impact on the quality of life. And it results from the Tlymphocyte mediated immune response to a chemical allergen that comes into contact with the skin [1] . At present, two categories important methods have been proposed for determination and estimation of sensitization potential and understanding of sensitization mechanism. And the two categories important methods are animal testing models and predictive models based on quantitative structureactivity relationships (QSARs). One of method often used in vivo animal tests is the murine local lymph node assay (LLNA). The LLNA is based on the fact that there is a correlation between the vigor of a proliferative response induced in the local draining lymph nodes by topically applied chemicals and the extent of sensitization developed [2] . The LLNA is capable of identifying accurately those chemicals that have the potential to cause significant allergic contact dermatitis in humans, so the LLNA has been evaluated and accepted by the U.S. Food and Drug Administration (FDA) and recommended by the Organization for Economic Co-operation and Development (OECD) as a stand-alone test method for the determination of sensitizing capacity [3] . Besides, the LLNA method can provide a limited evaluation of dose responses, delivers objective, and quantitative data. Therefore, it produces a valid continuous scale of skin sensitization potential, which can be expressed in terms of a 3-fold stimulation index (SI) value (EC3) to aid the risk assessment process and derivation of safe exposure levels [4] . Although many chemicals have been tested rigorously using the LLNA method, the sensitization potential of lots of chemicals and their sensitization mechanisms still remain unknown. So, there is a tremendous need to develop new approaches as alternatives to animal testing strategies, especially in view of forthcoming legislation in the cosmetics arena, which poses a ban on animal testing [5] . Another approach is that of quantitative structure-activity relationships (QSARs). They are increasingly seen as playing a role in evaluating and screening the properties of compounds, and considered as an important alternative for the estimation of toxicity effect.
The QSAR of skin sensitizers has been studied by a number of research groups. Roberts and Williams [6] established QSAR to predict skin sensitization on basis of electrophilicity and hydrophobicity parameters using the Relative Alkylation Index (RAI) mathematical model. Later, the RAI model has also been used to evaluate data on various sets of skin sensitizing chemicals [7] . Patlewicz et al. have investigated the
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Boosting Method Zhengjun Cheng, Yuntao Zhang, Changhong Zhou, Wenjun Zhang, Shibo Gao feasibility of developing QSAR for the skin sensitization potential of fragrance aldehydes-saturated and α, β-unsaturated [8] . Estrada et al. applied the TOPological Sub-Structural MOlecular DEsign (TOPS-MODE) approach to study of skin sensitization of chemicals [9] . Later, they formulated new alerts for skin sensitization using TOPS-MODE with DEREK [10] , and they have shown that the TOPS-MODE method is a useful theoretical tool for identifying structural fragments and groups, which can be considered as structural alerts for skin sensitization. Aptula et al [11] analyzed a published chemical data set for skin sensitization, applied reaction mechanistic criteria to domain classification, and evaluated the structure-activity trends observed within each of these mechanistic domains. In 2006, Roberts et al [12] presented QSAR models based on the Taft σ* and log P parameters for a set of 41 compounds. Later, they [13] extended the data set to 210 compounds. Recently, several groups have used different QSAR models for prediction of EC3 values and classification to the skin sensitizers of a series of structurally diverse compounds [14, 15] .
In this work, a new QSAR model for the binary classification of 161 skin sensitizers has been developed with Adaboost. The variables were calculated by the E-Dragon 1.0 software, and the descriptors were pre-selected by particle swarm optimization (PSO) [16] .
The theory of the modeling methods

Theory of AdaBoost algorithm
The boosting algorithm, originally proposed by Schapire in 1990 [17] , combines multiple base learning algorithms (or weak classifiers) L(x) together to improve the classification performance. The adaptive boosting algorithm (AdaBoost), proposed by Freund and Schapire in 1997 [18] , is frequently used boosting method. It tried to build a base learning algorithms iteratively on others according to the performance of the previous base learning algorithms, but undemand prior knowledge of the accuracy of the weak learners [18] . Depending on the purpose and data structure, variants on AdaBoost algorithm have been developed, such as Discrete AdaBoost, Real AdaBoost and AdaBoost.MH [19] . The Discrete AdaBoost is used in this work. The other two have been described in detail in Ref. 19 and will not be repeated.
Suppose there is a training data set with N samples to two classes. The two classes are defined as y∈{-1,1}, that is to say, samples in class y =−1 are all given y value −1 and samples in class y = 1 are all given y value 1. A sequence of N training examples (labelled instances) (x 1 , y 1 ), ..., (x N , y N ) is drawn randomly from X×Y according to distribution δ.We use boosting to find a hypothesis h f which is consistent with most of the sample (i.e., h f (x i )=y i for most 1≤i≤N).
The Discrete AdaBoost algorithm can be implemented as follows [18] [19] [20] :
Step 1 Distribution D over the N training examples, initializes the weight vector:
Step 2 Do for t = 1, 2,…, T
Step (1) Set
Select a data set with N samples from the original training set. The chance for a sample to be selected is related to the distribution of the weights p t . A sample with a higher weight has a higher probability to be selected.
Step (2) Call learn F t (x), which is done with SVM in our case, with the training set base on the current distribution p t and get back a hypothesis h t (x):
Step (3) Calculate the sum of the weighted errors of all training samples according to hypothesis h t (x).
2 ) (
Step (4) Update weights of the correctly classified samples and let the misclassified samples unchanged among all the original training samples. 
i refers to the samples that are correctly classified. Step (5) The confidence index of hypothesis h t (x) is calculated as:
The lower the weighted error made by hypothesis h t (x) on the training samples, the higher the confidence index of the hypothesis h t (x).
Step (6) If ε t < 0.5 or t ≤ T, repeat step (1) ~ step (5); otherwise, stop and T = t -1.
After T iterations in
Step 2, there is T hypothesis h t (x)s which is associated with T base learning algorithm F t (x)s.
Step 3 The performance of Discrete AdaBoost is evaluated by a test set. For a sample j of the test set, the final prediction is the combined prediction obtained from the T learners. Each prediction is multiplied by the confidence index of the corresponding learner h t (x).
The higher confidences index of a learner h t (x), the higher its role in the final decision.
Methodology
The most significant variables selected by PSO were used in the model construction by AdaBoost, with c-SVC [21] as the base classifier and the Gaussian radial basis function (RBF) as the kernel function. All algorithms were written in MATLAB and run on an Intel(R) Pentium(R) 4 PC (3.20 GHz, 1.00GB RAM).
Results and discussion
Variable selection and model building
The QSAR model must be optimized through variable selection because not all variables have statistical significance in correlation with biological activities. In this study, the particle swarm optimization (PSO) optimization technique has been used for the selection of the most relevant descriptors from the pool of 310 RDF and 3D-MoRSE descriptors depending on the compounds in the training set.
The pools of 150 RDF descriptors and 160 3D-MoRSE descriptors have been calculated by using the software E-Dragon 1.0 for each compound in the training set, respectively. The eight most significant descriptors in the training set, which were selected by PSO are: RDF045u, RDF120m, RDF080e, RDF120e, RDF055p, Mor11u, Mor28e, Mor03p. Optimized parameters of PSO are: a population of 10 particles, c 1 = c 2 =1.8, V max = 0.2, X max = 1.0, X min = 0.0 and w was linearly decreased from 1.0 to 0.15 during the 1000 iterations.
The eight variables are composed of the variable subset of SVM and AdaBoost model, respectively. The predicted result of training set and test set is listed in the supporting information ( Table S1 ). The misclassified samples (marked by superscript "b") of SVM and AdaBoost are also listed.
When PSO was used as the variable selection method and SVM was used as the base classifier, for training set, the total accuracy was 1.000 (Table 1) ; for testing, the total accuracy was 0.857 (Table 1) .
When PSO was used as the variable selection method and AdaBoost algorithm was used to boost SVM, in SVM, we chose c-SVC [21] as the base classifier and the kernel function was the Gaussian radial basis function (RBF) function because of its good generalization and a few parameters. The RBF function is defined as fellow:
, where γ is width of RBF, x, x i are two independent variables. γ greatly affects the number of support vectors, which has a close relation with the performance of SVM and training time. Too many support vectors can produce overfitting and make the training time longer. And another important parameter is capacity parameter (c), which is a regularization parameter that controls the tradeoff between maximizing the margin and minimizing the training error. In the paper, the width of RBF (γ) and the capacity parameter (c) were optimized on the basis of maximizing predicted accuracy for the test set. Optimized parameters of the c-SVC are: width of RBF γ=0. 1 and capacity parameter c=1500. The best total accuracy of training and test set was 1.000 and 0.898 respectively (Table 1 ). In comparison with SVM only algorithm, it showed that the better predicted accuracy was obtained by AdaBoost. The predictive ability of AdaBoost, is raised 4.1%.
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Comparison of SVM and AdaBoost
As can be seen from Table 1 , the values of the predicted accuracy of strong/moderate sensitizers, the predicted accuracy of nonstrong/moderate sensitizers and the total accuracy of the test set are higher than 0.90, 0.77 and 0.85, respectively. Therefore the two models present a good predicted result. In Table 1 , the accuracy is 0.903 on the strong/moderate sensitizer group for SVM, and 0.968 for AdaBoost, and on the nonstrong/moderate sensitizer group, the overall accuracy is 0.778, 0.778 for SVM, AdaBoost, respectively. The total accuracy of training set for SVM, AdaBoost is 1.00 and 1.000, respectively. The total accuracy of the test set for AdaBoost (0.898) is higher than that of SVM (0.857).
From the comparison of the two methods, it can be seen that the performance of AdaBoost is better than that of SVM, which implies that AdaBoost algorithm was used to let SVM make a stronger classifier. So it can improve predicted ability of the model. In order to validate the conclusion, we should select different categories descriptors as input variables using two methods. It would be discussed subsequently. In Table  S1 , we have observed an interesting phenomenon: the predicted accuracy of the nonstrong/moderate sensitizer group is lower than that of the strong/moderate sensitizer group in two models. The reasons for this phenomenon are not clear, so perhaps some of compounds misclassified by every method need further experimental testing.
In the AdaBoost model, the percentage of false negatives in the test set is 3.2% (1/31), which is lower than that of the SVM method ((3/31)*100/100=9.7%). From a practical point of view, in the development of the classification model, it is considered more important to avoid false negatives compounds because those compounds will be rejected for their wrongly predicted property and therefore they will never be evaluated experimentally, and their true strong/moderate sensitizers would never be discovered. On the contrary, the false positives compounds will be detected eventually.
As can be seen from the Table S1 , the same misclassified ones of SVM and AdaBoost were 44, 48, 53, 109 and 147. Among them, 1-bromooctadecane (compound 44), and 1-chlorooctadecane (compound 48) in the training set also can not be correctly recognized by SVM model in Ref. [4] . The EC3% values of 1-bromooctadecane and 1-chlorooctadecane are 16.6 and 16.3 respectively, and they were originally labeled as nonstrong/moderate sensitizers. Basketter et al. [22] demonstrated that the data on the 1-bromoalkanes shows a trend of increasing sensitization potential with increasing log P, and then decreasing. So it can be presumed that the EC3% value of 1-bromooctadecane should be in the range of 2.3 (1-bromohexadecane, compound 43)-6.1 (1-bromoeicosane, compound 41), and this compound should be labeled as strong/moderate sensitizer. Therefore, this compound needs to be tested further. Based on the similar mechanism with protein nucleophiles (S N 2 reaction) and similar structure features (same alkyl chain links with strong electronegative halogens, i.e. bromine and chlorine) [4], one can easily speculate that 1-chlorooctadecane (compound 48) might be wrongly determined; however, this remains proven.
Discussion of the input descriptors
In the paper, the eight most significant descriptors have been selected by PSO as independent variables of the AdaBoost model, which are RDF045u, RDF120m, RDF080e, RDF120e, RDF055p, Mor11u, Mor28e, and Mor03p.
RDF045u, RDF120m, RDF080e, RDF120e, and RDF055p are radial distribution function (RDF) descriptor. The RDF descriptor quantifies the distribution probability of an atom in the spherical volume of radius r. It calculates the radial distribution a collection of N atoms by the function of:
Where f is a scaling factor; r ij is the Euclidean distance between the atoms i and j; A i and A j are characteristic atomic properties of the atoms i and j respectively, which enable the discrimination of the atoms of a molecule for almost any property that can be attributed to an atom; n is the total number of atoms; and β is a
smoothing parameter, which defines the probability distribution of the individual inter-atomic distances. g(r) is calculated at a number of discrete points with defined intervals. In point of fact, the AdaBoost model selects an optimum descriptor combination, including a scaling factor, the Euclidean distance between the atoms i and j, a smoothing parameter and the weights of the atoms i and j (e.g., unweighted, mass weighted, polarizability weighted and electronegativity weighted) as the most relevant key features. This result illustrates that a certain distribution of these properties is necessarily required for typifying the skin sensitizers.
From the AdaBoost model, the five RDF descriptors appearing in this model are RDF045u, RDF120m, RDF055p, RDF080e and RDF120e. We should take into account the atoms inside virtual spheres of 4.5, 12.0, 5.5, 8.0 and 12.0 Å of diameter, respectively. Among the five descriptors in the AdaBoost model, one is unweighted, the second is weighted by atomic masses, third is weighted by atomic polarizabilities, and the rest descriptors are weighted by atomic Sanderson electronegativities. The AdaBoost is able to establish a non-linear model, which depends on between descriptors just encoding the size and shape of the studied molecules and their skin sensitization potential. It strongly suggests that the main features controlling the skin sensitization potential are the molecular size and shape of the skin sensitizer rather than the atomic van der Waals volumes of the whole molecule or a specific substituent.
The other three 3D-MoRSE descriptors appearing in this model are Mor11u, Mor28e, and Mor03p. 3D-MoRSE descriptors are based on the idea of obtaining information from the 3D atomic coordinates by the transform used in electron diffraction studies. In this equation, I(s) represents the 3D-MoRSE code; r ij is the interatomic distance of ith and jth atom; n is the number of atoms in molecule; s is a measure of the scattering angle given by s=4πsin (θ/2)/λ, θ is the scattering angle, and λ is the wavelength; A i and A j are atomic properties of ith and jth atom, respectively, including atomic number, atomic mass, partial atomic charges, residual atomic electronegativities and atomic polarizabilities.
The 3D-MoRSE code as a molecular transform developed here shows great potential for the representation of molecular structures. It has several merits [23] , for example, (a) the number of values is independent of the size of the molecule and thus allows the study of datasets of great structural variety; (b) the number of these values can be changed and thus the resolution in the representation of a molecular structure can be scaled. Different atomic properties such as atomic number, mass, partial charge, polarizability, etc. can be considered providing great flexibility in the representation of molecules. Besides, the entire structural properties of a molecule, particularly the skeleton information for a molecule are revealed by using the 3D-MoRSE code. Thus, the skin sensitizers can be distinguished primely using the 3D-MoRSE code.
From above reasons, the selected eight descriptors, which take into account the 3D arrangement of the atoms, do not depend on the molecular size, thus being applicable to a large number of molecules with great structural variance and being a characteristic common to all of them.
Regarding this, our AdaBoost model related to the RDF and 3D-MoRSE descriptors predictor should be useful for the classification skin sensitization potential of the new synthetic skin sensitizers.
Comparison with other approaches
In above discussion, we draw a conclusion that AdaBoost algorithm has better predicted ability than SVM method. In order to validate the view, we have developed the other fifteen models using the same data set that was included in the RDF+3D-RoMSE QSAR model. The results obtained with the use of fifteen different categories molecular descriptors, are given in Table 2 . The comparisons have been done based on the classification results, and the predictive capability of the generated models.
As can be seen from Table 2 , the AdaBoost approach also yields better predicted value for strong/moderate skin sensitizers and nonstrong/moderate skin sensitizers of the test set in comparison with the rest of the approaches which were composed of corresponding 15 categories molecular descriptors by using SVM method, respectively. To the training set, the result is the same. Additionally, the RDF+3-MoRSE descriptor presents better the percentages of false negative and false positive in the Besides, the RDF+3D-MoRSE descriptors are composed of the variable subset of AdaBoost model, not only exceeds the other models in the predictive accuracy of strong/moderate skin sensitizers, but the total accuracy of compounds in the test set is the best. For all these reasons, AdaBoost algorithm has stronger predicted ability than SVM model. Therefore, we find the Adaboost model is useful for the predictive classification on the skin sensitization potential of synthetic skin sensitizers derivatives.
Experimental
Data set
The data set in this investigation consists of 161 organic compounds taken from the literature [5, 10, 11, 13, 24] based on LLNA tests. The 161 compounds are supported with published relative skin sensitization potential, expressed as EC3% values ( Table S1 ). The compounds with EC3% values≤10 were considered strong/moderate (marked as "1") and the compounds with EC3% values>10 were considered nonstrong/moderate (marked as "-1") [4] . The data set contained 94 strong/moderate compounds and 67 nonstrong/moderate compounds.
The data set was randomly divided into a training set and a test set. The training set had 112 compounds (69.6%) and was used to adjust the model parameters. The test set had 49 compounds (30.4%) and was used to evaluate the model performance.
Molecular Descriptor
Compound structures were drawn in Molinspiration WebME Editor [25] and imported into the E-Dragon 1.0 software [26] to calculate the different dimensional structural variables. For each compound, the software E-Dragon 1.0 calculated 1293 descriptors. These descriptors cover constitutional, topological and conformational spaces properties of compounds. Moreover, these descriptors have been successfully used in various QSAR/QSPR researches. The calculated descriptors with constant or near constant values in each category were removed, and the other calculated descriptors would be used as original variable set.
The evaluation of prediction power
In this study, the quality of a model is assessed by several statistical measures, including false-negative (FN), false-negative rate (FNR), false-positive (FP), false-positive rate (FPR), and total accuracy (TA). FP: false-positives, the number of chemicals predicted to be active but inactive in the assay, FN: false-negatives, the number of chemicals predicted to be inactive but active in the assay, FPR and FNR are defined as follows:
Where, N -denotes the total number of inactive chemicals in the data set, N + denotes the total number of active chemicals in the data set, N denotes the total number of active and inactive chemicals in the data set.
Conclusions
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