I. INTRODUCTION
U NDER the assumptions that a plant is completely deterministic and perfectly modeled, either open-loop compensation or closed-loop compensation can be used to achieve a desired overall design. However, the assumptions of determinism and perfect modeling are never satisfied in practice. When these assumptions do not hold, feedback control systems can possess properties such as stability, sensitivity reduction, disturbance attenuation and rejection, and linearization of nonlinear elements which cannot be achieved by open-loop compensation. For single-input single-output systems, the relationship of these properties to the return difference of the closed-loop system has been understood for some time [l] , [2] . The intuition and insight which has resulted from understanding this relationship forms the basis for most classical design procedures.
The extension of the intuition and insight, and hence the design procedures, to multivariable feedback systems has not been straightforward. Although it is clear that the return difference matrix and its inverse play an important role in multivariable design and analysis, it has not been clear which quantities associated with these matrices w i l l provide the appropriate generalizations.
Several generalizations have been proposed. One of the earliest was the extension of the concept of sensitivity reduction to multivariable systems by Cruz and Perluns [3] . The main result was a development of a linear relationship between closed-loop error and open-loop error via a return difference matrix and a sufficient condition for the closed-loop control system design to perform bet- , the positive definiteness condition was regarded as too complex to be used as a design tool.
Other attempts at extending classical single-input single-output design procedures concentrated on examining scalar quantities associated with the return difference matrix. These include Rosenbrock's [14] inverse Nyquist procedures for diagonally dominant systems and MacFarlane's 1151, [16] characteristic loci plots. While these tools can be useful in the design of multivariable feedback systems, Doyle [ 171 has shown that the designs may possess undetected sensitivities to simultaneous perturbations in the elements of the return difference matrix. Thus, interpretations of quantities such as gain and phase margins in each input channel which lead to invaluable design insights in the single-input single-output case do not extend to the multivariable generalizations.
The most recent attempts to extend the concepts of stability margins have concentrated on the investigations of the norms of the inverse of the return difference matrix and the inverse Nyquist matrix [17]- [26] . The measure of stability margin is taken to be the magnitude of the smallest plant perturbation which causes instability. Using algebraic arguments, Doyle [17] demonstrated that this quantity is given by an appropriate matrix norm. Sandell [ 181, [ 191 provided a more general proof which includes nonlinear operators. Postlethwaite et af. [20] have proposed an extension of the concept of phase margin.
Although the results and analysis in the cited references hold for any consistent matrix norm, the most commonly used norm is the 2-norm (i.e., the norm induced by the Euclidean vector norm). The 2-norms of a matrix and its inverse are the largest singular value and the inverse of the smallest singular value of the matrix, respectively.' There are two main reasons for the popularity of singular value analysis. First, efficient algorithms exist for the computation of the singular values of a matrix. Hence, their use is feasible. The second reason is the interpretation of the smallest singular value of a matrix as the distance between the matrix and the nearest singular matrix. Since this is precisely the concept needed to determine the nearness of a stable transfer function to an unstable one, its use as a measure of stability robustness is natural.
From the above discussion, it is apparent that the extension of the concept of stability margins to the multivariable problem is well underway. However, as mentioned in the first paragraph of this paper, feedback compensation involves 6ther issues in addition to stability. One of these issues is the reduction of the sensitivity of the closed-loop system to plant perturbations as compared to the sensitivity of the open-loop system.
As discussed earlier, a sufficient condition for the return difference matrix to satisfy to achieve the desired sensitivity reduction has been developed in the form of a positivedefiniteness condition. However, this condition can be expressed ( a s we shall see later in this paper) as a condition on the smallest singular value of the return difference. Thus, it is apparent that the singular value is also the logical tool for comparison sensitivity analysis.
This fact should not be surprising. The objectives in comparison sensitivity and in maintenance of stability are strikingly similar; both seek to retain a qualitative system property (sensitivity reduction versus stability) under errors in the plant model. The purpose of this paper is to develop comparison sensitivity bounds in a manner similar to the development of the stability margins in [ 171-[ 191. As we proceed, we will clarify the similarities and differences between the two approaches, thereby emphasizing the complementary nature of the two concepts.
Throughout the paper we will use the following notation. Capital letters will denote a matrix or the Laplace transforms of a signal (the use will be clear from the context). The transpose of a matrix A will be denoted by AT, while the conjugate transpose will be A H . The largest and smallest singular values of a matrix A will be 5 ( A ) and E( A), respectively.
COMPARISON SENSITIVITY REVIEWED
Consider the linear time-invariant feedback system of Fig. 1 . The plant P(s) is assumed to have m inputs u ( t ) and n outputs yc(t). Command inputs to the feedback system will be denoted by thep-dimensional vector r(t). It w i l l be assumed that the controller transfer matrices G ( s ) and H ( s ) have been chosen to achieve a desired overall transfer function T(s), i.e., 
Thus, to achieve the same transfer function, G,(s) must be given by
G,(s)=[I+G(s)H(s)P(s)]-'G(s).
Since both open-and closed-loop compensation can achieve the specified transfer function, we must look further to determine which control configuration is preferable. Since the plant model P(s) used for design usually differs from the actual plant, the next logical design criterion is to demand that the overall system maintain its performance in the face of modeling errors. One attempts to choose the closed-loop design to reduce the sensitivity to unmodeled effects over the frequency band containing the command signals of interest.
Suppose, then, that the true plant is P'(s) rather than P(s) as assumed in the design.2 The outputs of the openand closed-loop system will no longer be the same. Denote the quantities corresponding to the true system by primes. Then
Yf(s)= [ I+P'(s)G(s)H(s)]-'P'(s)G(s)R(s) (5)

YL(s)=P'(s)[ I+G(s)H(s)P(s)]-'G(s)R(s). ( 6 )
Define the changes in the respective outputs by 
S(s)= [ I + P ' ( s ) G ( s ) H ( s ) ] -' . (10)
2Note that P'(s) and P ( s ) can be of different dynamical order.
The desire to compare perturbations in the output necessitates that the loop be broken at the output and the corresponding return difference matrix be taken. If other signals are of interest, e.g., sensor outputs, these signals could be appended to the original vector output and an appropriate return difference matrix corresponding to the augmented output will naturally arise. Thus, the choice of where the loop is to be broken is dictated by the choice of output. See [12] . In terms of this basis change, condition (13) The main result of comparison sensitivity is a sufficient condition for (12) to hold. Theorem I : Assume that the closed-loop system with plant P'(s) is stable. If
then (12) (13) will not be satisfied automatically. In fact, it cannot, in general, be satisfied for every value of w. However, if the command signal set is limited to a particular frequency range, (13) can be interpreted as a design requirement on the frequency range of interest. If it is satisfied over this frequency range, then (12) will hold for every r ( t ) in the command signal set. In most cases, the frequency range of interest is a lowfrequency band consisting of all frequencies less than a cutoff frequency 0 , . Then the reduced sensitivity requirement is that (13) be satisfied for all w less than wc. Above a,, the satisfaction of stability conditions in the face of modeling errors becomes the prime concern.
AN EQUIVALENT SCALAR COh?>ITION
Although the most popular method of displaying the condition of Theorem 1 has been as a positive definiteness condition, an equivalent condition in terms of the matrix 2-norm (the norm induced by the vector Euclidean norm) is available. Assume that Q is positive definite and let C be a square root of Q. Define
Then i(s) also corresponds to the inverse of the return difference of Fig. 1 with the loop broken at Y, but with the change of basis on the plant output space (see Fig. 3 ):
u"=cy. 
Henceforth, we w i l l assume that Q is the identity3 and drop the hat notation. Using the definition (lo), condition (17) becomes Assuming that the inverse in (18) is asymptotically stable, this can also be expressed in terms of the smallest singular value of the return difference with the inequality reversed:
over the frequency band of the command signal set. Thus, we see that condition (13) with Q taken as the identity is satisfied if and only if the smallest singular value of the return difference of the feedback system of Fig. 1 with the loop broken at the plant output is greater than unity.
Condition (19) can be interpreted as a generalization of the classical design rule for scalar transfer functions that the magnitude of the return difference be greater than unity over the frequency range of interest. The appropriate multivariable generalization is that the gain of the return difference be greater than unity in every input direction over the frequency range of interest. It should be noted that this interpretation is available directly from (13), and hence has been available (and has been used) since the mid-1960's. However, in light of the recent interest in the relationship between multivariable design and analysis and the singular values of the return difference matrix, it is interesting that (19) similarly expresses a sufficient condition for sensitivity reduction in the sense of (12).
(l5) absorbed into the definition of P and H .
3F.quivalently, we can assume that the transformed output (15) is
Recent developments in stability analysis of multivariable feedback systems use a requirement on the smallest singular value of the return difference matrix similar to that of (19). In general, the stability condition can utilize the return difference with the loop broken at any point. The resulting inequality indicates the largest perturbation which can be tolerated at that point in the loop. Although modeling errors are often assumed to enter before the plant in the loop, they also can be modeled as postplant errors (cf. [19D. Similarly, the comparison sensitivity condition (19) is derived from the quadratic value of the signal at the point at which the loop is broken. Since it is assumed implicitly that the desired signal which is to be maintained is the output, comparison sensitivity requires the loop to be broken at that point. Since our objective is to relate comparison sensitivity to stability analysis, we will assume that the loop is broken at the output in both analyses and that the return difference is defined in a corresponding manner.
The basic condition for stability of the true closed-loop system can be phrased as
for all w E R where it is assumed that the inverse of the nominal value of the return difference is asymptotically stable when it exists.
The two conditions (19) and (20) are obviously similar and complementary. Condition (19) should be satisfied over the frequency range of the command set to reduce the sensitivity of the system in expected operating situations. This implies that (20) w i l l be satisfied over these frequency ranges. Condition (20) must then be used explicitly over the remaining frequency ranges. Thus, improved sensitivity performance and asymptotic stability under modeling errors are guaranteed if condition (19) is satisfied over the frequency range of the command input set, condition (20) is satisfied outside the frequency range of the command input set, and the nominal feedback system is stable.
Although the positive definiteness test (13) and the equivalent singular value condition (19) can provide considerable insight into multivariable feedback design, their use as a design tool is limited by the fact that they contain the true plant rather than the plant model. A more desirable form for (19) would be expressed in terms of the plant model. Fortunately, (19) can be used to obtain upper bounds on the size of the difference between the true plant and the plant model which, if satisfied, ensure that areas are similar, all proofs of results of this section will be relegated to the Appendix. Instead, we will concentrate on interpreting our results and comparing them to the stability bounds. Two types of perturbations in the plant will be considered. Additive perturbations are of the form (Fig. 4) P ' = P + A P ,
while multiplicative perturbations are represented as ( Fig.  5) P ' = ( Z + A P ) P .
We begin by repeating known stability analysis results. The corresponding results for comparison sensitivity are given in Theorems 4 and 5.
the comparison sensitivity criterion be met. The objectives 4Throughout the paper we will say that a matrix function of is of this section are to present these bounds and compare asymptotically stable if the output of a system whose transfer hmction them to the bounds thou& matrix is equal to the matrix is squareintegrable whenever its input is square-integrable. The associated system is also said t o be asymptotically
Since the derivation and form of the results of the two stable. In each case (additive and multiplicative) the condition guaranteeing that (12) holds is expressed as the margin required for stability plus an additional margin required for sensitivity. Thus, we see that the comparison sensitivity requirement clearly implies the stability requirement. On the other hand, it should be emphasized that the comparison sensitivity bounds (25)-(26) cannot usually be satisfied for all w . Thus, it is desirable to use (25)- (26) over the expected frequency range of the command set and then (23)-(24) over the remaining frequency bands.
One drawback to expressing the bounds for multiplicative perturbations in the form of (24) and (26) is the requirement that PGH be invertible. This assumption wiU certainly not be satisfied when the number of outputs is greater than the number of plant inputs or reference commands. Although this problem can be removed by breaking the loop at the point with the smallest number of variables, there is a compelling physical argument to break the loop at the output for comparative sensitivity analysis. In addition, there are problems for which the loop gain should be modeled as a singular transfer matrix. Thus, it is important to restate conditions (24) and (26) in a form which does not use the invertibility of PGH. Such wnditions are presented in Theorems 6 and 7. Proof of Theorem 6 and 7: See Appendix. Again it should be noted that the sensitivity bound can be interpreted to be the stability margin plus the appropriate sensitivity margin. Although the stability bound (27) is always at least as conservative as (24), whether the robustness bound (28) is larger than the corresponding bound (26) depends on the particular system being analyzed. Thus, Theorem 7 may be useful even when PGH satisfies the invertibility condition.
There is an additional problem associated with the bounds (27)- (28) which results directly from ignoring the structure of the feedback loop. If the loop transfer function matrix has any singularities on the j w a x i s , then the right-hand side of (27)- (28) will be infinite at that singularity and the bounds wiU be meaningless. Of particular importance is the prohibition of consideration of controllers which implement integral feedback control. Thus, neither Theorems 3 and 5 nor Theorems 6 and 7 are useful when PGH is not invertible and has poles on the j w axis.
Fortunately, an additional form of the stability and comparison sensitivity conditions is available. Let W ( s ) be given by
W ( s ) = P ( s ) G ( s ) H ( s ) [ I + P ( s ) G ( s ) H ( s ) ] -' .
(29)
Theorem 8 These theorems are less desirable than Theorems 2-7 because the bound uses a system transfer function rather than the return difference matrix and the loop transfer function. The latter possess a simple dependence on the control system matrices G and H . Consequently, the bounds of Theorems 2-7 provide more insight and guidelines for designing the control system. However, as we remarked in the discussion preceding Theorems 3 and 9, Theorems 3 and 5-7 may not be applicable. Then conditions (30), (31) should be used.
To conclude this section, several points should be emphasized. We have developed several criteria for the comparison sensitivity condition to be satisfied which provide upper bounds on the norm of the perturbation to the plant model. The form and development of these conditions are closely related to the results of stability analysis of multivariable feedback systems. Each condition can be expressed as an associated bound on the stability margin plus an additional margin required for sensitivity reduction. Consequently, satisfaction of the comparison sensitivity condition ensures that the corresponding stability criterion will also be met over the frequency range !&as should be expected. The two types of criteria thus serve complementary roles. A designer should attempt to meet the comparison sensitivity bounds over the frequency range of the command signal set. The stability bounds are then automatically satisfied over this frequency range, and need be considered explicitly only for the remainder of the spectrum. For conciseness, we will consider the case of multiplicative perturbation only. The additive case is similar. Assume that AP in Fig. 5 is a Lipschitz continuous nonlinear memoryless operator from E; into E; with Lipschitz con-
where the norm is the C; norm and K, is the smallest constant such that (32) holds for every x l , x 2 EC; . Also, The corresponding stability condition for the problem with a multiplicative nonlinear memoryless perturbation is given by Theorem 11.
Theorem 11: Assume that (I+ PGH)-' is an asymptotically stable linear operator and that AP is a continuously differentiable nonlinear memoryless operator with derivative AP,(x). If det[P(jw)G(jw)H(jw)] is nonzero for all but a countable number of values of w and l l~~x~~~l l
<E[ I + ( P ( j o ) G ( j w ) H ( j w ) ) -' ] (36)
for all o € R and all x E R " , then the multiplicatively perturbed system of Fig. 5 is asymptotically stable.
Proof: See Sandell [ 191. Note that assumption (34) implies that condition (36) holds for all w such that P ( j w ) G ( j w ) H ( j w ) is invertible. If S: LF+L;" is a stable linear operator, then it is easily shown that (cf. Desoer and Vidyasagar [311) Also, if A P is continuously differentiable, then Using (37)-(38) in (34) gives the following string of inequalities :
5Note that this implies that P, G, and Ware asymptotically stable. 
VI. CONCLUDING REMARKS
The results stated in Theorems 2-12 are expressed in terms of bounds on the 2-norm or largest singular value of A P. The motivation for considering the perturbation A P in the first place is that plant modeling errors are inevitable, and that there w i l l almost always be a discrepancy between the actual plant P' and the nominal plant P used in design. If P' is not known, then AP is not known, although a bound on the 2-norm of A P may be known. As a practical matter, we assume that although P' is not known, it belongs to a class 9 such that for all P' €9, 11 AP 11 Q K where the bound K is known. K may be regarded as supIIAPII over the set 9'. If llAPll is replaced by the known bound K in Theorems 2-12, then the results can be interpreted as sufficient conditions for robustness whereby either asymptotic stability alone or relative insensitivity and asymptotic stability can be guaranteed for all P' E 9. This paper illustrates the close relationship between the concepts and results of comparison sensitivity and stability analysis in multivariable feedback systems. The discussion of Sections I-V made it apparent that both topics are developed from the same basic philosophy: maintain a qualitative system property in the presence of error in the system model. The comparison sensitivity conditions automatically satisfy the stability conditions in the frequency range 4 of the command input set. Thus, if the comparison sensitivity conditions are satisfied in 9 and if the stability conditions are satisfied outside of 9, the closed-loop system is robust in relative sensitivity and robust in stability for all perturbations AP such that P' €9.
A~P E N D I X
This Appendix contains proof of Theorems 4-9 stated in the main body of this paper.
Before proceeding, some elementary properties of singular values are stated. Proofs may be found in [27] . Consider the matrix A E C m X " and denote the largest and smallest singular values of A by G(A) and o_( A ) , respectively. 
In particular, c ( A + A A ) > ? ( A ) -c ( A A ) .
In order to minimize notation, in this Appendix P , G , H , and AP will denote the transfer function matrices P ( s ) , G ( s ) , H ( s ) , and A P ( s ) evaluated for s=jw, i.e., P = P ( ja), etc.
Since Theorems 4, 5, 7, and 9 are concerned with comparison sensitivity, the results of these theorems are stated and proved for w E4 c R . In order for the sensitivity comparison of perturbed systems to be meaningful, however, it is necessary that the perturbed feedback system remain asymptotically stable. Sufficient conditions for asymptotic stability of perturbed systems, which must hold for each oE R , are presented in Theorems 2, 3, 6, Thus, the multiplicatively perturbed system satisfies condition (12) for all r ( t ) such that R(jw)=O for a@$.
0
The flow of discussion in the main body of the paper made it more natural for Theorems 6 and 7 to be presented before Theorems 8 and 9. In proving these theorems, however, it is more straightforward to prove Theorems 8 and 9 first; Theorems 6 and 7 then follow as corollaries.
Before proving Theorem 8, it is necessary to state the following lemma, which is a special case of a more general result found in Sandell [ 181, [ 191. Lemma: Let A ( s ) be a matrix of causal transfer functions and suppose that [A(s)]-' exists and is asymptoti- 
={I+[Z+AP(s)]P(s)G(s)H(s)}-'
exists and is asymptotically stable.
0
Proof of Theorem 9: Since the bound of (31) is strictly less than the bound of (30), asymptotic stability of the perturbed system follows as before. Substituting (29) into, (31) and rearranging yields 
