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Abstract 
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In this study, classical two-side bounds to approximate the solution of differential equations in integral form 
are cunsidered in order to obtain the solution as a fixed point of monotone decreasing operators. The 
existence and uniqueness of the solution is proved when the operators considered are monotone decreasing 
and the bounds are given for the solution. 
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P. Hotmduction 
In this study, we consider classical two-side bounds to approximate the solution of differen- 
tial equations in integral form. The developments are based on the solution of an operator 
equation which produces a sequence of approximate solutions in a way that the true solution is 
bounded between every pair of successive approximations. 
In the literature, even though this kind of solutions has not been available systematically, 
there are 2 number of applications. For example, in [3] the successive approximations approach 
is used for problems of heat conduction in melting or solidification of a slab. In [2] a similar 
technique is applied to continuous equilibrium problems. In [9,14,16] various aspects of heat 
conduction with a nonl.., h _. _ ;-at- boundary condition and associated problems are treated. In all of 
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these works, one thing is in common, that is the conversion to an integral form whose solution 
by successive approximations generates the solutions. 
On the other hand, an interval analysis approach developed by Moore [17,18] and his 
co-workers [4,15] produces two-side bounds to the solution of certain restricted classes of scalar 
and vector first-order initial-value problems. In [10,12,13] the interval analysis approach for the 
creation of new methods is further investigated. There have been also few other attempts to 
create similar methods, but most of them seem to apply only to very specific cases. 
Finally, in [5] extrapolation techniques are created which can produce a sequence of 
monotone upper and lower bounds to an exact solution of certain initial-value problems. 
In this paper, the existence and uniqueness of the solution of differential equations in 
integral form is proved when the operators considered are monotone decreasing and bounds 
are given for the solution. We also generalize some examples given in [1] for differential 
equations in order to obtain the solutions as a fixed point of monotone decreasing operators. 
2. Preliminaries 
Definition 2.1. Let R and R* be partially ordered metric spaces and T be an operator given in 
the domain D E R and range WE R*. Then operator T is said to be monotone increasing if 
L’ G w implies TV < Tw for every v, w E D. Also, operator T is said to be monotone decreasing 
if v G w implies Tu > Tw for every v, w E D. An operator T which is either increasing or else 
decreasing is called a monotone operator. If strict inequality always holds, we say that T is 
strictly increasing or decreasing (see [6,7]). 
Definition 2.2. T is a monotone decomposable operator if T = TI + T2, where T is represented 
by the sum of monotone increasing and decreasing operators and T,, Tz are continuous and 
have the same dcmain D. 
Collatz [7] indicates that if given vO, w0 E D, [vO, wO] c D where 
V n-+l=Tp,t+Tzwn, w,+l=T,w,+T,Vn, n=O, 1,2 ,..., 
y’=f(x, Y), Y = T(y(x)) = (q + T*)( Y(X)), 
for TI monotone increasing and T2 monotone decreasing operators, then, 
L’o G uy G u2 < - l l < exact solution < - l l < wn < - l l < w2 < w1 < wo. 
(1) 
Collatz does not attempt to set up this method for any large class of differential equations. But, 
it seems worthy of being further investigated to determine the applicability which may ‘be useful 
on the numerical solution of differential equations. Ames [l] has reported on a similar 
approach employing monotone decreasing operators for the scalar initial-value problem 
y'= -Yf(G Y)9 Y(q)) =P > 09 (2) 
whereinarangeR,x,<x<x,+hforh>O, 
(a) the exact solution y(x) and f( x, y ) are strictly positive for x E R and are bounded for 
values in R; 
(b) f(x, u) is a monotonically increasing function of y, namely, if y, < y,, then f(x, yJ < 
fk Y4 
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(ci f(x, yr) -f(x, y2) <K(y, -yz) for some K> 0. 
Then the iterates defined by 
Y,(X) =P exp -jXf(uy Y,-,(U)) du 
[ X0 1 
9 
(3) 
converge to the exact solution y(x) monotonically from above and below for every x E R, 
Yl(X)<Y,(X)< l .* <Y,,+,(X)< **= <Y(X)< l ** <Y&)< l *= <Y.&) 
< Y2(4* 
This kind of two-sided approach can also be used as a device for “existence” and “uniqueness” 
of the solution. Perhaps, the approach given in [8] is primarily for that purpose. 
3. Generalization of Davies and James’ method 
Davies and James [8] carefully observed that a slight modification of Picard’s method 
produces oscillatory convergent iterates for some scalar differential equations. 
Now, before proceeding further, it would be useful to recall some definitions and known 
results (see also [20]). 
Definition 3.1 (Fixed point ). If z = F(z) for some z belonging to a Banach space Q on which 
operator F is defined as an into mapping, then z is said to be a faed point of the operator F. 
Definition 3.2 (Contraction mapping). An operator F defined as into mapping on a Banach 
space Q, with norm ]I l 11, is called a contraction mapping of the closed region 
U(y,, r)=(y:Ily-y,II <r forsome 001, 
if there exists a positive number 8, 0 G 8 < 1, such that 
I] F(s) - F(t) 11 G 0 II 3 - tII, foreverys, tEa(yl, r). 
Theorem 3.3 (Contraction Mapping Theorem). Let F be an operator on a Banach space Q, with 
norm II* 11. Suppose Fisa contraction mappingof a(yl, r) wherera II y, - F(y,)l]/(l- 0) =rl. 
Let thz sequence { y,,} be defined via y, + 1 = F( y,), n = 1, &, 3, . . . . Then F has a fixed point 
y * E U( y I, rl) which is also a unique f&d point of F in U( y 1, r ) to which the sequence ( y,) 
converges and II yn - y * II < en%,. 
An important question which arises from the closer examination of Theorem 3.3. is: Is there 
an upper bound on the distance that the initial iteration y, can be from the sequence of 
iterates {y,} to that fixed point? Naturally, the answer to this question depends on the region 
where the related contraction mapping holds. The Contraction Mapping Theorem (Theorem 
3.3) clearly shows that if y, can be defined as the center of a closed contraction mapping region 
U with radius < rl, then it is not important how far y, is from the fixed point y *. Morecker, it 
can also be shown (see [20]) that if the contraction mapping holds for the whole Banach space 
Q, then an extension of the Contraction Mapping Theorem can establish the existence and 
uniqueness of the fixed point y *. Therefore, in this argument, the initial iteration y , can be 
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any point in the Banach space Q where F( yl) is defined. Thus in choosing y, it is necessary to 
have some a priori knowledge of the region in which the related contraction mappings holds. 
Contraction Mapping Theorem plays an important role in the proof of the theorem 
established below (Theorem 3.5.), the argument about the choice of y1 will also apply to this 
general theorem. Before that, we shall establish some generalization to serve this purpose. 
Generalization 3.4. Now, consider the initial-value problem 
Y’ =g(Y)f(xv Yh Y(X,) =rB >o, 
where g is such that the operator G, defined by 
(4) 
du 
G(u) + C = /P(., , C constant, (5) 
is a continuous operator on D which is the space of differentiable functions on [x0, x0 + h]; G 
is defined on the subspace of D given by the positive functions, G being continuous and strictly 
decreasing on D such that range(G) = D. In order to get this, we must require that g(y) is 
continous and negative for y > 0 and that a primitive of l/g(y) on (0, +a~) takes all the real 
values. (This was the case of the example given in [1] in which g(y) = -y.) 
Moreover, f(x, y ) has the following properties: 
(i) f(x, y) is a strictly monotone increasing function of y; 
(ii) 0 <f(x, ,v) <M for every x, x0 <x <x0 + h; 
(iii) f satisfies the weakened Lipschitz condition on a closed region about y , given by 
@Yl’ r) = {Y: II Y -Y, II < r, r > 0}, that is, it is sufficient that f(x, &) - f( x, &) < K( x)(s1 - 
&)forxE[xO,xO+h]and &I<r,i=1,2,andforK(x)<N. 
Hence, we can establish the following theorem. 
Theorem 3.5. Let the preceding assumptions be satisfied. Then, there is a sequence of positive 
iterates y, which satisfy 
dYtZ 
dx =g(Yrl)f(x, Yn-lh 
Y,(q)) = B > 09 (7) 
jxf(u, Y&U)) du + G(P) 
X0 
(8) 
Moreover, the sequence { y,} is such that 
YIW<Y&)< -** <Y*n-I(x)< l -- <Y,,(X)< -*- <Y&)<Y&), 
for every x E [x0, x0 + h]. This sequence has a limit y(x) which sati$ies the problem given in (6). 
Proof. The proof of the theorem is constructive. Therefore, to establish the successive 
approximation (8), equation (6) is rearranged and then integrated. To organize the order 
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relations amongst the even and odd iterates, two relations can be given: 
yn-l <Y, implies Y,,, <Y,, 
Y,-, <Y, implies y, <y,+,. 
If it is assumed that y,_ r < y,, then 
fb Y,-l) <fb v,), 
since f is given as strictly monotone increasing. As a result, 
(9 ) a 
(9b) 
j*f(u, y,_,(u)) du + G(P) < ff(uy Y,,(U)) du + G(fih 
X0 x0 
and, since G-i is a strictly monotone decreasing operator, 
jxf(u, Y,,-,(U)) du+G(P) >G-’ /xf(u, y,(u))du+G(P) =Y,+,. 
X0 I [ x0 1 
The relation given in (9b) can also be developed in a similar way. 
Now, if the argument about the choice of y, is assumed here, then the initial iteration y, 
can be selected as y , = 0. Hence, it follows that all yi, i > 1, defined by (8), are positive, since 
0 <G-‘(t), for every 5 in D. 
Further, we must show that G-’ is a contraction mapping, which justifies the application of 
Theorem 3.3. To do so, write (8) as a fixed-point iteration function 
y,,=G-l(yn-,), n=2,3,..., (10) 
where G-l is defined on @y,, r) = {y: ]I y -y, ]I <r, r > 0) CD. 
Using the weakened Lipschitz condition given in (iii), it follows by an indirect proof that 
IIG-‘(31,) -G-‘($,)I] <e]]#, -&]I, (11) 
for &, &E &,, r), 0 < 8 < 1 where 8 =N/Z, N the positive bound on K(x), and Z/N a 
function of m and h measured in the norm of a Banach space Q. The details are not difficult 
but are tiresome (see, for example, [ll, p. 3071, [19, p. 4841. Thus, G-’ is a contraction mapping 
of a( yr, r). Here, the restriction of r in c( y,, r) is assumed to be 
1 
r> 311~~ -G-‘(y,)ll =r10 - (12) 
Now, Theorem 3.3 can be applied to G-l, and it can be concluded that the iterates {y,} 
converge to a unique fixed point y(x) pointwise in X, where y(x) = lim, _, ,y,(x). 0 
Also, a closer examination of the proof of Th,, norem 3.3 (see, for example, [20]) indicates that 
uniform convergence of the {y,} in I = {x,, x0 + h} will be assured for Theorem 3.5, if rl can 
be bounded by an expression not depending on any particular x-value in 1. 
Since y, = 0, f (x, y) > 0 and G- ’ is a strictly monotone decreasing operator, 
1 
5 - = 1 II Y, - G-’ II lxf(u, 0) du + G(P) II x0 1 
1 
< 1 II G-l(G(P)) ll = & - - (13) 
is obtained. 
T. Ozis / Approximation of solutiom of differential equations 
Obiously, inequality (13) bounds rl by a constant and as a result of this implies that the 
sequence of iterates {y,) converges uniformly in I under the conditions of the given theorem. 
4. Application 
As an example problem, rather than choosing a problem of nonlinear ordinary differential 
equations we thought it would be more interesting to choose one among the problems of 
nonlinear partial differential equations in transport phenomena. Thus, to our choice, the 
application of the foregoing concepts will be a problem of nonlinear diffusion on a semi-infinite 
domain. 
As is known, there are two natural generalizations of the linear diffusion equation into 
nonlinear situations, and we expect that nonlinearity will introduce interesting properties of the 
solution. The extensions are either to have a nonlinear source term F(C) in linear diffusion 
equation or a nonlinear diffusion coefficient D(C). Only the case of a nonlinear diffusion 
coefficient will be discussed here and we consider the problem 
Cl = (WKL (144 
C(0, 1) = l* C(x, 0) = C((Y, t) = 0, Wb) 
with D(C) > 0. 
After transforming this problem to an ordinary differential system by means of the transfor- 
mation 4 =xt-ri’, we obtain 
C=C(&), C(0) = 1, C(a) = 0. (15) 
Now, the question is: Find suitable D(C) which permit a successive approximations olution for 
the construction of the solution C(4). 
To find the answer a further transformation of (15) will be useful. Hence, set F’(C) = NC’) 
> 0; then, (151 becomes 
d”s ds 
2- 
d&” 
+ iG’(S)G = 0. 
with s = F(C), C = F .*(s) = SW. 
At this stage several cases mtist be considered, but only 
dC 
->o 
-Ddd (17) 
will be detailed. From (17) and D(C) > 0 it follows that dC/d4 < 0; on the other hand, 
ds/d4 = F’(C). dC/d& = D(C), dC/d+ < 0. If h = -ds/d& (O), then two integrations of 
( 16) give 
~(4) =A -Al’exp 
0 
(18) 
T. Ozis / Approximation of solutions of differential equations 13 
Obiously, here A =s(O) = F(C(0)) = F(1) is an upper bound for s. With s&J =A, the 
successive approximation sequence {s,(@} is defined by 
s,(4) = (Ts,_,)& =A -A~‘exp( - ~~ftG’(s,,-,(t)) dt) dp, (19) 
for all n = 1, 2, . . . . 
how, there are several special cases to be examined in detail. 
(i) If G’ is a monotone increasing function, namely, s, < s,, + 1 implies G’(s,,) < G’( s, _ , I, 
then it follows that 
S n+l = Ts, < Ts,_, =s,. 
Thus T is a monotone increasing operator, the iterates are monotone decreasing. 
(iii If G’ is a monotone decreasing function, then s, es,,_, implies G’(s,) > G’(s,,_ J. 
Consequently, 
S n+l = TS, > TS,_, =S,, 
and T is a monotone decreasing operator. 
The important physical case, namely, the nonlinear diffusion coefficient in the form of a 
power of C, possibly fractional, will be derived here and we naturally end up with the 
percolation equation in one space dimension (see [21, p. 1861). Hence, from the definition 
dG dC 1 1 1 
-=----_ -= -=- 
ds ds ds/dC F’(C) D(C)’ (20) 
as a result, the properties of G’ depend on the properties of D(C). Then, by choosing 
D(C) = Cq, q real, implies F’(C) = C9, and 
i 
c9+1/9+I 
‘= In C, 
9 q# -1, 
4 = -1, 
(21) 
also 
G’(s) = [(q + l)s] -9’(9+1), q z - 1. (22) 
If q > 0, G’(s) = -q[(q + l)s]- (29-t- *NW) < 0, so that G’(s) is monotone decreasing; there- 
fore, T is a monotone decreasing operator. If q < 0, q z - 1, G”(s) > 0, since (q + 1)s = C9+’ 
> 0 and G’(s) is monotone increasing. Consequently, T is a monotone increasing operator. For 
4 = - 1, G(s) = es, which is monotone increasing which implies T to be a monotone increasing 
operator. This completes the example. 
5. Concluding remarks 
There are several advantages for the utilization of two-sided solutions of successive approxi- 
mations for the solution of differential equations in numerical analysis. For example, the 
bounds obtained in this way can provide information about the position of the solution in the 
solution domain. This approach also can help the estimation of the error. The error of a 
numerical so!ution obtained by other means can be compared with the bounds obtained by a 
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two-sided scheme, thus it provides an explicit estimate of the error associated with the 
approximate solution. Most importantly, the average of the upper and lower bounds produced 
by this approach can serve as an improved approximation to the exact solution which may serve 
as a useful tool in numerical analysis. 
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