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ABSTRACT
The spatial variability of surface rainfall over 5- and 30-day time periods is observed, and it is found that
the spatial decorrelation length of precipitation is comparable to the size of a single surface gauge network. The
observed variability is found to affect radar-derived precipitation estimation, particularly if it is based on cal-
ibration using rain gauges. The radar subgrid-scale variability is also observed using some redundant and finer-
scale gauge networks deployed during the Tropical Rainfall Measuring Mission (TRMM) ground-validation field
campaigns. Based upon statistical analysis and a point-based decision-making system, a best-suited spatial–
temporal filtering technique is suggested and, when applied to match radar data with any other surface observation,
is found to reduce bias.
1. Introduction
A quantitative estimation of rainfall amount from a
radar requires a suitable interpretation of the radar re-
flectivity Z relative to the rain rate R measured at the
surface. In other words, one has to use a suitable Z–R
relationship to estimate the surface rainfall from the
radar observation. Since the first inception of radar as
a tool for quantitative precipitation measurement, nu-
merous theoretical and empirical Z–R relations have
been used (Atlas et al. 1997; Battan 1973). The most
widely used form of the Z–R relation is a power law:
bZ 5 AR . (1)
This power-law relation is a natural consequence of
the lognormality of the probability distribution functions
(PDF) of Z and R (Atlas et al. 1997). The climatolog-
ically accepted values of A and b are 300 and 1.4, re-
Corresponding author address: Dr. Saswati Datta, Joint Center for
Earth Systems Technology (JCET), University of Maryland, Balti-
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MD 21250.
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spectively, when Z is expressed in linear units (mm6
m23) and R is in millimeters per hour.
Because the spatial and temporal variability of the
raindrop size distribution is enormous and the vertical
profile of reflectivity is not usually known in real time,
it is a common practice to adjust the radar-derived rain
estimation with surface rain gauges. There are five lim-
itations to this approach, however:
1) The spatial and temporal resolution of radar and
gauge differ widely. The resolution volume of radar
is about nine orders of magnitude greater than the
resolution volume of a gauge. A gauge is a single
point measurement with respect to the radar pixel.
Rain rate can easily vary by a factor of 10 within a
10-min period or within a 2-km distance (Joss and
Waldvogel 1990). Given the spatial variability of the
precipitation, is a single-point gauge measurement
representative of a volume-averaged radar pixel val-
ue?
2) The radar and gauge are not sampling at the same
frequency (Le Bouar et al. 2001), which introduces
the problem of averaging or time synchronization of
the two observations to be compared.
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3) There are issues of data quality for both radar and
gauge observations. For radar, uncertainties in mea-
surement arise for different reasons, such as
• uncertainties in reflectivity measurement caused by
hardware calibration and stability issues,
• attenuation by atmospheric gases and raindrops
(however, for wavelengths greater than 5 cm, nei-
ther is significant),
• beam blockage caused by topography and curva-
ture of the earth, and
• effects of ground clutter and anomalous propaga-
tion. (Under an abnormal moisture gradient of the
atmosphere, the radar beam bends toward the
ground after reflection at the hydrolapse. This ef-
fect generates a strong echo and is called the anom-
alous propagation, or AP, contamination of the ra-
dar scene. Sometimes birds or even bugs create
false echoes. These clutter effects and false echoes
pose a real problem to quantitative estimation of
precipitation from radar.)
In the case of rain gauges, there are different sources
of errors. Particularly for the tipping-bucket type of
gauges, there are problems with false, multiple, or
undetected tips at low rain rate. Also, there might
be undercatch because of wind effect (Neff 1977).
There also are factors such as mechanical or elec-
trical failure of the gauge and datalogger system in
the field.
4) The spacing between the networks and even between
the gauges might be too large to resolve the vari-
ability of actual precipitation systems, which could
introduce error during adjustment.
5) The altitude difference between radar observation
and surface gauge observation is another important
factor.
These issues are discussed in a detailed uncertainty anal-
ysis of ground-based radar products by Habib and Kra-
jewski (2002).
The main objective of this paper is to discover the
spatial variability of surface rainfall in radar-grid-scale,
as well as in subgrid-scale, resolution and to determine
how this variability is affecting radar retrievals. Also,
an attempt has been made to provide an improved meth-
od to match radar with surface observations to yield
better rainfall products. The entire investigation is con-
ducted for the Melbourne, Florida, Weather Surveillance
Radar-1988 Doppler (WSR-88D) during the period of
the Texas and Florida Underflights Experiment, phase
B (TEFLUN-B). A brief description about the data and
the region of study is given in the next section.
Section 3 discusses the observed variability in the
data during single-event, 5-day, and 30-day timescales.
In section 4, different filtering techniques are described
and are evaluated for better spatial–temporal matching
and calibration of radar data with surface observations.
A brief discussion of the results is given at the end.
2. Data
The Tropical Rainfall Measuring Mission (TRMM)
has an extensive validation program. The ground-vali-
dation (GV) component of that program is dedicated to
obtaining an independent rainfall estimate from surface-
based radar and gauges, and there are four primary GV
sites over the Tropics. The National Weather Service of
the National Oceanic and Atmospheric Administration
(NOAA) operates a 10-cm WSR-88D at Melbourne,
Florida. This radar, designated as KMLB, is used for
the TRMM ground-validation campaign, and the anal-
ysis presented here uses TRMM GV rainfall products
from the KMLB radar.
Operational GV products are produced at three levels
(Kummerow et al. 2000; Marks et al. 1999). Level-1
processing includes quality-control steps to remove clut-
ter or AP contamination of the raw reflectivity data. At
level-2 processing, quality-controlled reflectivity data
are suitably matched with collocated quality gauge data
to estimate a suitable Z–R relation. This Z–R relation is
then applied to create instantaneous rain-rate maps.
Convective and stratiform classification of rainfall is
also performed during level-2 processing, and collo-
cated maps with respective flags are produced. The in-
stantaneous rain-rate maps are integrated in level 3 to
generate accumulated rainfall products. The analysis
presented here uses mostly GV level-2 and 23 rainfall
products. These products are generated as maps in a 2
km 3 2 km Cartesian grid, with the radar at the center
in a tilted plane. The lowest elevation map has a 0.488
tilt from the horizon. The entire size of the map is 151
3 151 pixels, which spans an area of 150-km radius
around the radar.
Another integral component of TRMM validation is
its series of field campaigns. The first of that series was
TEFLUN, which was conducted from 1 April to 15 May
1998 at the Houston, Texas, GV site. TEFLUN-B was
conducted from 1 August to 27 September 1998 and
focused on central and southern Florida, which encom-
passes the Florida GV site. During TEFLUN-B, a dense
rain gauge network (DRGN) was installed at Holopaw,
Florida, about 40-km west-southwest of the Melbourne
(KMLB) radar. In addition, 13 more gauges were added
to the existing National Aeronautics and Space Admin-
istration (NASA) Kennedy Space Center (KSC) network
to increase the gauge density there. At the heart of the
DRGN, a master GV site was chosen, at which multiple
sensors were installed for simultaneous and redundant
observation of precipitation events. The sensors at this
master GV site include one Joss–Waldvogel-type dis-
drometer (JWD), two 2-dimensional video disdrometers
(2DVD: one from NASA and one from The University
of Iowa), one Applied Physics Laboratory (APL) dis-
drometer, one vertical-pointing ultrahigh-frequency
(UHF) profiler from NOAA, and several redundant tip-
ping-bucket gauges (Tokay et al. 2001; Habib and Kra-
jewski 2002).
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FIG. 1. Map showing the TEFLUN-B experimental coverage area.
An S-band dual-polarized Doppler radar (S-Pol) from
the National Center for Atmospheric Research was also
installed about 40 km south of the KMLB radar (Bran-
des et al. 2002). Figure 1 gives a map of the TEFLUN-
B coverage area. This multitude of sensors in a dense
observation network during TEFLUN-B presented an
opportunity to perform a detailed study of variability of
rainfall over that region. The objective of the research
presented in this paper is mainly to understand the spa-
tial variability of precipitation observed during the TE-
FLUN-B period and to make use of most of the ground-
based sensors available during the experiment.
a. Timescale
The analysis is made at three different timescales: 1)
event scale; 2) 5-day, or pentad, timescale; and 3) 30-
day, or monthly, timescale. These timescales are se-
lected following TRMM standard product specification
(Marks et al. 1999).
For event-scale analysis, two significant rain events
during TEFLUN-B are chosen. One was on 3 September
1998 (yearday 246) between 1730 and 1842 UTC, and
the other was on 7 September 1998 (yearday 250) be-
tween 1910 and 2230 UTC. We will refer to these events
as J-246 and J-250, respectively.
b. Region of interest
Two dense gauge networks in the KMLB radar mask,
one at DRGN and the other at KSC, are the main regions
of interest for the entire study. The parts of the radar
mask with grid and gauge locations are shown in Fig.
2 for those two regions. The DRGN has three dense
microclusters of gauges noted as 101C, 112C, and 108
C in Fig. 2b. Each one of them contains a triplet of
gauges (the 101 cluster has one additional redundant
gauge) placed about 500 m apart within a single radar
grid box. In addition to the network-scale analysis, sub-
network-scale analyses are also performed in this paper.
For the KSC network, five subnetworks, K1 (12, 14,
and 15), K2 (29, 32, and 34), K3 (8 and 9), K4 (17 and
18), and K5 (19 and 21), have been identified for anal-
ysis. All of the subnetworks are marked by hatched
boxes in Fig. 2. The main emphasis of the current work
is to understand the spatial variability of precipitation
as observed using different sensors. Quality of the data
used is an important factor for that purpose. Only gauges
that passed the automatic quality control procedure,
hereinafter referred to as AQC gauges, are used for the
current study.
For event-scale observation, the region is further lo-
calized to the DRGN master GV site. The inset in Fig.
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FIG. 2. (a) Region of interest over KSC network (28 3 36 km2).
The size of a grid box is 2 km 3 2 km. (b) Region of interest over
DRGN (14 3 10 km2). The gauge spacings are not drawn exactly to
scale.
TABLE 1. Rainfall accumulation (mm) during J-246 and J-250
events (WSR-88D is Melbourne, FL, radar used for GV; 101 is gauge
at DRGN 101 site; 101b is redundant gauge next to 101; 2DVD is
two-dimensional video disdrometer; and JWD is Joss–Waldvogel-
type disdrometer).
Event WSR-88D 101 101b 2DVD JWD
J-246
J-250
3.40
5.11
5.59
6.60
5.84
6.10
5.63
7.27
5.17
5.90
FIG. 3. (a) Reflectivity and (b) rain-rate time series
for the J-246 event.
2 represents a schematic diagram of different sensor
locations in the master GV site and its relative position
in the KMLB radar pixel.
3. Observed variability
a. Event-scale variability
1) J-246 EVENT
The 3 September 1998 rain event is a typical con-
vective rain event that started at 1732 and ended at 1844
UTC, with a brief dry interval of 5 min between 1757
and 1802 UTC. The observed rain characteristics and
drop size distribution during this event are described by
Tokay et al. (2001), and the total rain accumulations,
as measured by different sensors, are given in Table 1.
Figures 3a,b show the corresponding reflectivity and
rain-rate time series, respectively. When operated in pre-
cipitation mode, the KMLB radar scans every 5–6 min;
as a result, it missed the peak of the event, as is evident
from the reflectivity time series. Also, at times the WSR-
88D measured reflectivity differed from other instru-
ments by as much as 18 dBZ.
A comparison between the WSR-88D and gauge rain-
rate time series reveals some interesting details. The
most significant observation is that, whereas this event
actually has two peaks, the WSR-88D misses the first,
significantly underestimates the second, and shows a
sudden peak around 1830 UTC at which time no other
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FIG. 4. Same as Fig. 3 but for the J-250 event.
TABLE 2. Pentad rainfall accumulation during TEFLUN-B (Rav and Gav are average radar and gauge accumulations, respectively).
Pentad
No. Symbol Starting date
KSC network
Rav Gav
DRGN
Rav Gav
1
2
3
4
5
6
7
P1
P2
P3
P4
P5
P6
P7
30 Jul 1998
4 Aug 1998
9 Aug 1998
14 Aug 1998
19 Aug 1998
24 Aug 1998
29 Aug 1998
1.69
4.67
27.6
18.82
42.79
0.13
3.75
2.26
39.17
20.33
17.4
54.25
0.05
2.84
29.5
5.6
28.52
17.12
49.94
2.16
1.8
31.15
46.87
21.3
8.89
68.77
1.06
1.96
1
2
3
4
5
6
P1
P2
P3
P4
P5
P6
29 Aug 1998
3 Sep 1998
8 Sep 1998
13 Sep 1998
18 Sep 1998
23 Sep 1998
18.95
52.93
2.38
40.1
50.31
41.38
18.97
61.46
1.16
62.91
56.25
44.92
0.56
27.95
1.1
36.66
33.19
—
1.09
25.54
0.42
61.32
64.63
—
surface-based instrument measured any rain. Another
interesting observation is the difference in rain-rate
measurement by the redundant gauges 101 and 101b,
which are spaced 15.24 m apart. The 101b gauge mea-
sures its first peak at 1748 UTC, more than 4 min later
than the other instruments. This observation is inter-
preted as the scenario in which the 101 gauge and dis-
drometers are on the leading storm edge with peak in-
tensity while the 101b gauge was on the trailing edge
at that same instant. Furthermore, 101b records the high-
est rain rate of 62.14 mm h21, whereas the 101 gauge
records only about a 10 mm h21 peak rain rate. All of
the instruments measured the 1913 UTC maximum at
the same time. However, the peak rain rate for the two
gauges, denoted by arrows in Fig. 3b, differ by more
than 10 mm h21.
2) J-250 EVENT
The 7 September 1998 event started at 2022 and con-
tinued to 2228 UTC. The first part of the event was
convective in nature and was followed by persistent
stratiform precipitation. Although this event did not
have a peak rain rate as high as that of the J-246 event,
it brought more rain to the surface, as noted in Table
1. Figures 4a,b represent the reflectivity and rain-rate
time series, respectively. Even though the UHF profiler
and the disdrometers estimate similar reflectivity time
series, the WSR-88D differs significantly. The WSR-
88D measures a nearly uniform reflectivity with an av-
erage of 29 dBZ for the most of the time duration that
results in an underestimated rainfall. However, it esti-
mates low rain rates at the beginning and middle of the
event, at which times none of the surface-based instru-
ments observed any rainfall.
For J-250, the two redundant gauges show well-syn-
chronized measurements, which indicates that the dif-
ference in rain rates between the two gauges in the J-
246 event is not due to any systematic bias or instrument
error but is due to real spatial variability of precipitation
on the microscale.
b. Pentad variability
The pentad accumulations over the two networks are
given in Table 2. September of 1998 is found to be
wetter than August of 1998 over this region. In the first
pentad (P1) of August, there is an appreciable amount
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TABLE 3. Analysis of rainfall variation in DRGN clusters during
TEFLUN-B (ID is gauge identification number and R is rainfall ac-
cumulation).
Month Pentad Cluster ID R (mm) Mean Std dev
Aug P5 101C
112C
108C
101
101b
102
103
112
114
115
108a
108b
108c
54.6
53.1
60.4
52.6
72.3
73.2
77.4
76.9
71.3
76.8
55.2
74.3
75.0
3.6
2.7
3.2
Sep P5 101C
112C
108C
101
101b
102
103
112
114
115
108a
108b
108c
76.2
77.9
82.8
0.0
80.2
84.6
75.7
43.6
9.9
34.2
59.2
80.2
29.2
39.6
4.5
17.4
TABLE 4. Monthly decorrelation length over KSC and DRGN.
Month Site d (km)
Aug
Sep
KSC
DRGN
KSC
DRGN
19.10
9.01
20.49
9.70
of rainfall over the DRGN, but the KSC network was
almost dry. This result indicates the spatial variability
that is possible in shorter timescales. A similar type of
variability is observed in P1 and P2 of September. In
the case of P1, the KSC network observed some rainfall,
whereas the DRGN is dry; in P2, the average rainfall
over KSC is much higher (about 2 times) than that of
DRGN. However, P4 and P5 of both months show nearly
uniform rainfall over both networks. Another important
observation is that, for more or less uniform rainfall
over the networks, radar- and gauge-estimated rainfall
matched closely, but whenever there is notable spatial
variation, the radar and gauge estimates start to differ.
In both August and September of 1998, P5 was the
wettest pentad. The driest pentad in August is P6, and
that in September is P3. Figures 5 and 6 represent the
wettest-pentad accumulation maps for August and Sep-
tember, respectively. It is observed from these maps that
both the radar and gauge measured a similar pattern of
spatial variability during the pentad. For the radar, the
gradient is flatter, whereas, for the gauge observations,
there are some sharp gradients among the adjacent cells.
This result is expected because of the large difference in
the sampling volume of these two instruments. The radar
is found to underestimate the rainfall in most cases.
If we further investigate the subpixel-scale observa-
tion by gauges in DRGN clusters, it is found that sig-
nificant variability is observed there even for the wettest
pentads. The results of subpixel-scale analysis are given
in Table 3.
c. Monthly variability
The histograms of monthly rainfall accumulation over
the KSC network and DRGN for August and September
of 1998 are presented in Figs. 7 and 8, respectively. The
hatched columns are for gauge observation and the solid
columns are for radar observation. The histograms rep-
resent the distribution of total monthly rain accumula-
tion over the entire network. For August, the gauges in
the KSC network (Fig. 7a) measured rainfall accumu-
lation distributed over 112.5–212.5 mm, with a most
probable value of 137.5 mm. For the same month, the
radar-observed accumulation was within the 112.5–
137.5-mm range, with a nearly uniform distribution. The
radar also noted some higher accumulation with lower
frequencies. For August over the DRGN (Fig. 7b), gaug-
es observed accumulation that was normally distributed
between 62.5 and 162.5 mm, with a mean value of 112.5
mm. The radar shows a similar distribution, with a skew
around 87.5 mm.
KSC gauges measured (Fig. 8a) a nearly uniform dis-
tribution of monthly accumulation within the range of
100.0–325.0 mm for September, whereas the radar ob-
servation is distributed over a narrower range, with a
peak around 250.0 mm. DRGN accumulations (Fig. 8b)
were also uniformly distributed over a range of 100–
175 mm. However, the radar over DRGN observed a
nearly homogeneous monthly accumulation field, with
75% of it within the range of 150–175 mm and the
remaining 25% of measured accumulation within the
125–150-mm range.
These histograms show that the monthly network-
averaged rainfall measured by two instruments is close,
but there is significant variability over the entire net-
work.
DECORRELATION OF PRECIPITATION
To understand the spatial variability of precipitation
quantitatively, the decorrelation length of precipitation
is estimated from the pentad and monthly rainfall ac-
cumulation maps. For that purpose, autocorrelation of
the observed network rainfall field is carried out using
standard routines. Spatial autocorrelation in two dimen-
sions is obtained by cross correlation of the matrix R(x,
y) with itself using a lag of Dx, Dy. Thus, the resultant
size of the autocorrelation matrix for an input matrix of
the size M 3 N is (2M 1 1) 3 (2N 1 1), with an equal
number of positive and negative lags in both directions.
Then, Dy 5 0 lag correlation coefficients are plotted for
positive lags along the x direction and Dx 5 0 lag cor-
relation coefficients are plotted for positive lags along
the y direction. Each lag along x or y corresponds to a
2-km distance. From these plots, the length (km) at
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FIG. 5. Aug 1998 wettest pentad (P5) accumulation map over KSC from (a) radar and (b) gauge and over DRGN from
(c) radar and (d) gauge.
which the correlation is dropped by 1/e is estimated
along the x (dx) and y (dy) directions. The decorrelation
distance is calculated as
2 2d 5 Ïd 1 d . (2)x y
Figure 9 shows the variation of decorrelation length over
different networks at the pentad timescale. Decorrela-
tion lengths for the monthly maps are listed in Table 4.
The shape and size of the sampling area limits the
use of autocorrelation statistics. Information collected
from a larger area represents a much broader picture
and statistically smooths out any relatively finer-scale
variability (Odland 1988). The KSC network has a larg-
er area and, as a consequence, shows a smoother map,
evident from longer decorrelation lengths, as compared
with DRGN. Another important observation is that the
monthly decorrelation length is higher during Septem-
ber than during August. This result is consistent with
the fact that during the month of September there is
widespread rainfall over Florida as a consequence of
Hurricanes George and Bonnie, thereby creating a more
homogeneous monthly accumulation map for the
KMLB radar.
d. Effect of convective/stratiform (CS) classification
As mentioned in section 3a, the J-246 event was a
typical convective shower. Because the radar samples
every 5–6 min, it missed the peak of the event and
consequently underestimated the total accumulation by
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FIG. 6. Same as Fig. 5 but for Sep 1998.
38%–40% in comparison with other surface observa-
tions. On the other hand, J-250 had a significant strat-
iform component, which presented a more spatially and
temporally homogeneous precipitation field to the radar.
As a result, the difference between the surface-observed
total accumulation and the radar estimate is less (about
14%–20%). This illustrates the fact that an instanta-
neous (or event scale) comparison of radar with surface
observation depends greatly on the type of the storm in
question.
The effect of CS classification decreases with in-
creasing timescale. In the case of pentad accumulation
there are some effects as mentioned earlier, but in the
case of monthly accumulation the effect is negligible.
During August of 1998, 84% of rainfall over the region
of interest was convective in nature and 16% was strat-
iform. For September of 1998, the figures are 82% and
18%, respectively. A simple comparison of bulk radar
accumulation with gauge accumulation for different
gauge networks in the KMLB radar mask has been done
separately for convective, stratiform, and combined cas-
es. The bulk radar-to-gauge ratios are listed in Table 5.
It is observed, for both the months, that the total ac-
cumulation is dominated by the convective fraction.
This is an obvious consequence of the fact that more
than 80% of the precipitation is convective in nature for
the observation period.
4. Spatial and temporal matching method
The spatial variability noted in the previous section
suggests that whenever any study between two sensors
with different resolution is carried out, it is important
to match them properly in space and time to obtain a
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FIG. 7. Histogram of monthly rain accumulation for Aug 1998
over the (a) KSC network and (b) DRGN. FIG. 8. Same as Fig. 7 but for Sep 1998.
FIG. 9. Decorrelation length from pentad accumulation map.
meaningful comparison. This is particularly important
in the case of convective rainfall, as is predominant
during the period of study. In this section, an attempt
has been made to search for a method of combining the
radar with surface observations that will yield a better
comparison. At first, spatial matching of radar to surface
measurements at the monthly timescale is attempted. For
this case, we choose a monthly observation period, be-
cause, at this scale, we need not worry about asyn-
chronous temporal sampling.
a. Spatial filtering
Two different approaches are tested to obtain spatial
matching. One is to smooth the radar observation to
create a more homogeneous map over the network and
then to compare the smoothed radar data to surface data.
The other approach is to magnify or zoom in on the
radar image using an interpolation technique to see the
subpixel-scale variation and to compare the interpolated
radar data over the gauge to the actual surface obser-
vation. Both of these methods used a sliding-window
spatial filtering technique. Figure 10 illustrated this slid-
ing-window approach. Consider the 5 3 7 data array
on the left-hand side. A 3 3 3 kernel is convoluted with
the 3 3 3 data array beneath it, and the result of the
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TABLE 5. Bulk radar-to-gauge accumulation ratio for different types of rainfall (SR and SG are the bulk radar and
gauge rainfall estimates, respectively).
Month (1998) Network
Bulk ratio: SR/SG
Convective Stratiform Combined
Aug KSC 0.86 1.05 0.89
South Florida gauge network 1.15 1.10 1.14
St. John Water Management District
gauge network
0.96 0.85 0.94
All networks 0.99 1.00 0.99
Sep KSC 0.85 0.94 0.87
South Florida gauge network 1.09 1.03 1.08
St. John Water Management District
gauge network
1.10 1.02 1.09
All networks 1.01 0.99 1.01
FIG. 10. Illustration of the sliding-window technique. FIG. 11. Illustration of quad smoothing.
convolution is placed at the central pixel (checkered
box) location in the new filtered image (shaded on the
right-hand-side array). This operation is repeated by
sliding the window, first from left to right and then from
top to bottom, to create the new filtered image. The
border pixels are kept unaltered. Note here that no
change is made to the original data array during this
sliding-window technique. In matrix notation it can be
written as O˜ A 5 B, where O˜ signifies the filtering op-
eration, A is the data array used, and B is the new filtered
data array. To apply the filtering over the entire network
region, a slightly larger area is considered for this anal-
ysis.
1) SMOOTHING APPROACHES
Three different smoothing techniques are tested.
(i) Quad-smoothing technique (QS)
In this method the 3 3 3 window is again split into
4 quads (see illustration in Fig. 11). The arithmetic av-
erage of each quad is performed and is denoted by Qi
for the ith quad. The average of the central pixel value
(number 5) with the four quad averages is substituted
as the smoothed estimate of pixel 5 (Datta et al. 2000).
This method is referred to as QS in the rest of the paper.
It is equivalent to using a weighted average with the 3
3 3 kernel:
 1 2 1
20 20 20 2 8 2
. 20 20 20
1 2 1 
20 20 20 
(ii) Median filtering (MF)
Smoothing using median filtering (MF) is also tried.
In MF, accumulations in the 3 3 3 window are first
sorted, and then the median of those nine observations
is substituted for the central pixel value. Suppose we
have a 3 3 3 data array, such as
 9 17 3 
25 2 7 .  18 15 10 
If we sort these nine values, we will have the set {2, 3,
7, 9, 10, 15, 17, 18, 25}. The median value of this array
is 10, which is substituted for the central pixel.
This is a nonlinear filtering technique (Jain 1989)
used mainly to remove any noisy pixel that shows a
spike in the scene. This kind of filter might work well
in the case of AP-contaminated precipitation echoes pre-
sent in the map, which could not be corrected using the
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TABLE 6. Evaluation score of different spatial matching methods
(O is observed, QS is quad smoothing, LP is interpolation using
Lagrangian polynomial, MF is median filter, and TF is trimming
filter).
Month
(1998) O QS LP MF TF
Aug
Sep
41
45
37
36
54
47
22
37
23
39
current radar quality-control (Robinson et al. 1999)
method.
(iii) Trimming filter (TF)
In this method, the two lowest and two highest values
from the sorted set of nine observations are removed
first, and then the average of the five central values is
substituted for the central pixel value. This is a hybrid
filter known as an a-trimmed mean filter (Efford 2000).
In the current case, a 5 2. If we consider the same
matrix as in MF, then by trimming the two lowest and
two highest values of the sorted set we will have the
central subset {7, 9, 10, 15, 17}. The average of this
subset is 11.6, which is substituted for the center pixel
value.
2) INTERPOLATION APPROACH
Another approach used in matching radar to gauge data
is to magnify or zoom in on the radar data to resolve the
subpixel-scale variability using a two-dimensional inter-
polation technique. Radar data in a 3 3 3 window over
the gauge are used for that purpose. A Cartesian coor-
dinate system is used with its origin at the center of the
central pixel of the 3 3 3 set. The relative location of
the gauge (x, y) with respect to that coordinate system
is then estimated. Lagrangian polynomial interpolation
of the radar data in two dimensions is performed in the
following manner. First, interpolation along the x axis is
carried out, yielding a column vector I as
I (x, y ) 5 R(x , y )L (x), (3)Oi i n i n
n
where
(x 2 x )P m
m±nL (x) 5 (4)n (x 2 x )P n m
m±n
The components of I are interpolated along y as
R(x, y) 5 I(x, y )L (y), (5)O i i
i
where
(y 2 y )P m
m±iL (y) 5 . (6)i (y 2 y )P i m
m±i
This is referred to as the LP method.
3) EVALUATION OF DIFFERENT METHODS
Monthly radar estimates from these four different
techniques and also from the observed center pixel ob-
servation (referred to as O) are compared with the sur-
face gauge measurement. To find out which method is
working best, only quality gauges from the KSC net-
work and DRGN are used. A point system based on the
following criteria is used for the evaluation purpose:
Criterion 1) At how many (P) individual gauge lo-
cations does this method yield a radar estimate
closest to a gauge observation? Any one of the four
methods can give better matching than the others,
depending on the individual distribution of precip-
itation and/or noise level in the radar or gauge data;
P is basically the measure of probability of the
method yielding a better radar estimate. The meth-
od with the highest P is given the highest number
of points (5), and every method will lose 1 point
as it goes down in the hierarchy by one position.
The methods yielding equal P values will receive
the same number of points.
Criterion 2) The difference of mean (DM) between
radar and gauge network totals over each individual
network is found. The method yielding the lowest
DM is given the highest number of points, and the
rest of the grading system will remain the same as
in criterion 1.
Criterion 3) The difference of variance (DV) between
radar and gauge observations over the entire network
is calculated. In this case, the method yielding the
lowest DV will earn the highest number of points.
Criterion 4) The average radar-to-gauge ratio (R/G)
is found over each network using each method. The
method that will yield the best average R/G will
be assigned the highest number of points.
Criterion 5) The bulk R/G is formulated by combining
the two networks. This metric is the ratio of radar
total from all of the DRGN and KSC AQC gauges
to the corresponding gauge total. Here again, the
method yielding the best bulk R/G will be assigned
the highest number of points.
The result of the above analysis is shown in Table 6.
It is found that the LP method yields better results for
both months. One way to test the performance of the
LP method is to apply it to instantaneous or, at least,
event-scale estimates. At that finer time resolution, the
question of asynchronous sampling by different sensors
comes into question. A temporal matching technique is
described in the next section to account for this problem.
b. Temporal matching method
Zawadzki (1975) has noted that the smoothing of
gauge data over an optimum time interval improves the
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TABLE 7. Performance of different temporal matching methods for
rain-rate comparison (101 is gauge at DRGN 101 site, 101b is re-
dundant gauge next to 101, 2DVD is two-dimensional video disdro-
meter, JWD is Joss–Waldvogel-type disdrometer, and All is sum of
points from all instruments).
Method 101 101b 2DVD NWD All
Resample
Avg
Median filter
15
12
14
14
13
14
13
14
19
14
15
16
56
54
63
TABLE 8. Performance of different temporal matching methods for
reflectivity comparison (2DVD is two-dimensional video disdrometer,
JWD is Joss–Waldvogel-type disdrometer, UHF is ultrahigh-frequen-
cy profiler, and All is sum of points from all instruments).
Method 2DVD JWD UHF All
Resample
Avg
Median filter
12
12
18
14
12
18
18
12
18
44
36
54
FIG. 12. Difference in reflectivity between surface instruments and
WSR-88D (top) before and (bottom) after spatial–temporal filtering
over the DRGN region for the J-246 event.
gauge-to-radar comparison. In the current work, the av-
erage interval (5 min) of a consecutive WSR-88D volume
scan is taken as that optimal interval. Three different
approaches are used here, 1) resampling all surface ob-
servations at the time of radar scan, 2) averaging the
surface observation in a 5-min window around the radar
scan time, and 3) taking a median of observations in a
5-min window around the radar scan time. A statistical
hypothesis testing for matching variances and means
(with respect to the WSR-88D estimate) is performed.
Then, a point-based evaluation of the method yielding
better correspondence to the WSR-88D observation is
determined for each instrument using the following cri-
teria:
1) correlation between the two sets of estimates,
2) difference in variance,
3) difference in mean,
4) result of variance hypothesis (level of significance:
95%), and
5) result of mean hypothesis (level of significance:
95%).
Each criterion in 1–3 above has a maximum of 3 points,
and a method loses 1 point as it goes down by one
position. Criteria 4 and 5 each earn 1 or 0 points, de-
pending on whether the variances or means are close or
significantly different. The results of this analysis are
given in Tables 7 and 8.
It is found that smoothing the surface observations
around the WSR-88D scan time using median filtering
gives the best estimate. The median filter removes any
spike or impulsive noise in the surface observation and
improves the radar-to-surface comparison. A sequential
combination of this spatial and temporal matching tech-
nique is found to improve the comparison between radar
and surface observations (Figs. 12 and 13).
5. Concluding remarks
This paper presents a study of spatial variability of
precipitation at event, pentad, and monthly timescales.
In analyzing the subpixel-scale gauge clusters in the
DRGN, it is found that, even for a single-event obser-
vation, there might exist some microscale variability of
precipitation.
To observe the network-scale variability, the decor-
relation length of precipitation is estimated. It is found
that over the KSC region this length is about 20 km
and over DRGN it is about 10 km. It is also observed
that over a pentad timescale, the decorrelation length
varies depending on the type of rainfall during the spe-
cific pentad. Pentads associated with widespread pre-
cipitation events, such as rainbands from a hurricane,
show longer decorrelation lengths, as expected.
The following method is found to yield the best
matching of radar to gauge observation:
1) Interpolate the radar observation, using bipolynom-
ial interpolation, over the point of the surface where
the gauge is located. This is similar to magnifying
the radar image to see the details on a subpixel scale.
2) Smooth the surface observation timeseries using a
median filter around the radar sampling time in a 5-
min window and combine the smoothed gauge ob-
servation with the interpolated radar observation for
comparison or calibration. By using a median filter,
it is possible to remove any noise in the surface
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FIG. 13. Same as Fig. 12 but for the J-250 event.
observation. Smoothing in a 5-min window around
the radar sampling time enables us to account for
the time delay associated with the time taken by the
radar-observed rain to reach the ground.
This technique is also found to yield a better result when
compared with other surface-based observations made
during TEFLUN-B. Even after this spatial–temporal
matching, it is observed that there exists a fixed bias
between the WSR-88D and other surface-based obser-
vations. This systematic bias between radar and surface
observation might be the effect of vertical variability of
rainfall between the altitude at which radar performs its
observations and the ground (Roy et al. 2000). Note that
the spatial matching performed in this paper considered
only variability in the horizontal, and no adjustment was
made for the rain variability over the altitude between
the radar measurement and surface.
Further, note that validation of satellite observations
with ground-based radar estimates may exhibit similar
spatial–temporal resolution differences. The satellite ob-
serves at a larger spatial resolution and at a very low
sampling frequency with respect to the ground-based
radar. The suggested spatial–temporal matching tech-
nique should be tested against comparisons of satellite
to surface radar rain rates.
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