We present a consistent analysis of Chandra and XMM-Newton observations of an approximately mass-selected sample of 50 galaxy clusters at 0.15 < z < 0.3 -the "LoCuSS High-L X Sample". We apply the same analysis methods to data from both satellites, including newly developed analytic background models that predict the spatial variation of the Chandra and XMM-Newton backgrounds to < 2% and < 5% precision respectively. To verify the cross-calibration of Chandra-and XMM-Newton-based cluster mass measurements, we derive the mass profiles of the 21 clusters that have been observed with both satellites, extracting surface brightness and temperature profiles from identical regions of the respective datasets. We obtain consistent results for the gas and total hydrostatic cluster masses: the average ratio of Chandra-to XMM-Newton-based measurements of M gas and M X at r 500 are 0.99 ± 0.02 and 1.02 ± 0.05, respectively with an intrinsic scatter of ∼ 3% for gas masses and ∼ 8% for hydrostatic masses. Comparison of our hydrostatic mass measurements at r 500 with the latest LoCuSS weak-lensing results indicate that the data are consistent with non-thermal pressure support at this radius of ∼ 7%. We also investigate the scaling relation between our hydrostatic cluster masses and published integrated Compton parameter Y sph measurements from the Sunyaev-Zel'dovich Array. We measure a scatter in mass at fixed Y sph of ∼ 16% at ∆ = 500, which is consistent with theoretical predictions of ∼ 10 − 15% scatter.
INTRODUCTION
Galaxy clusters are the most massive gravitationally collapsed objects in the universe. Their abundance is determined by the spectrum of primordial density perturbations, which are amplified by gravity over the expansion history of the universe. They are therefore intricately connected to many cosmological parameters and may be used to determine precise values for them (Press & Schechter 1974; White et al. 1993; Eke et al. 1998; Allen, Schmidt & Fabian 2002; Vikhlinin et al. 2009b ).
Through numerical simulations it is possible to reproduce the cluster formation mechanism, to predict the detailed shape of the mass function (Sheth & Tormen 1999; Jenkins et al. 2001; Giocoli, Tormen & van den Bosch 2008; Tinker et al. 2012) and to identify expected structural and scaling properties (e.g Navarro, Frenk & White 1997; Kaiser 1986; Kravtsov, Vikhlinin & Nagai 2006; Springel et al. 2005 ). These simulations provide the basis for the the cosmological utility of galaxy clusters, but their detailed predictions must be examined against high-quality observations in order to achieve the desired cosmological precision. Such tests can indicate the need for improved physics in the modeling, identify biases in the observational procedures (Rasia et al. 2006; Meneghetti et al. 2010; Nagai, Vikhlinin & Kravtsov 2007) , and characterize the intrinsic uncertainties in the mass observables being employed. In particular, intercomparison of multiple mass estimators can provide additional checks on our understanding (e.g., Zhang et al. 2010; Mahdavi et al. 2013 ).
Cluster masses may be estimated from observations of the Xray emission produced by the hot intracluster medium (ICM) within galaxy clusters. In particular, cluster mass profiles can be derived from the gas density and temperature structure, assuming the hot ICM to be in hydrostatic equilibrium within the cluster gravitational potential wells. With respect to galaxy dynamics or lensing c 0000 RAS mass estimates, this method has the advantage of being less sensitive to projection effects due to mass along the line of sight through the cluster. However, validity of the assumptions of ICM hydrostatic equilibrium and spherical symmetry of the cluster gravitational potential wells may depend on the evolutionary state of the cluster.
The launch of the Chandra and XMM-Newton satellites has greatly improved the resolution, sensitivity, and precision of Xray observations of galaxy clusters. Both satellites can identify clusters well beyond z = 1, discerning morphology and permitting temperature and mass measurements to similar distance (e.g., Maughan et al. 2008b; Semler et al. 2012; Santos et al. 2012) .
However, there remain inconsistencies between measurements with the two observatories (e.g., Vikhlinin et al. 2006; Snowden et al. 2008; Nevalainen, David & Guainazzi 2010; Tsujimoto et al. 2011; Mahdavi et al. 2013) . The difference between the point spread function (PSF) of the two instruments as well as different methods of background subtraction often make direct comparison difficult. The background treatment is particularly important far from cluster centers where the most cosmologically useful masses are measured. Clusters fade rapidly into the background at large radii, so the reliability of the background modeling determines the radial range over which cluster parameters can be accurately determined.
In this work, we describe X-ray data analysis technique for Chandra and XMM-Newton observations that is intended to provide consistent hydrostatic masses from either satellite at cosmologically interesting radii. Crucially, for both Chandra and XMMNewton, we model analytically the spatial variations of all background noise components (Bartalucci et al. 2014) . We apply this technique to the 50 galaxy clusters of the LoCuSS High-LX sample ( §2), estimating hydrostatic masses from all available observations from both satellites. From the sub-sample of 21 clusters observed by both, we characterize the consistency of the masses obtained from the two satellites under a consistent analysis procedure. Relationships between the X-ray masses obtained from our procedures and other cluster observables are also examined.
We describe the sample in §2. In § §3,4,5 we describe the details of the data analysis and the method of mass estimation, emphasizing the novel aspects of our technique. In §6, we examine the consistency of the mass, density, and temperature profiles between satellites. We compare our X-ray mass estimates with recent weak-lensing mass estimates to investigate observational biases. Finally, we characterize the relationship between the X-ray masses and the Sunyaev-Zel'dovich (SZ) effect signature of clusters (Ysz) and quantify its scatter, comparing our results with simulations and previous works (Nagai 2006; Marrone et al. 2012; Andersson et al. 2011) . We adopt a ΛCDM cosmology: ΩM = 0.30, ΩΛ = 0.70, H0 = 70km s −1 Mpc −1 .
SAMPLE AND OBSERVATIONS
We study a sample of 50 clusters selected from the ROSAT All Sky Survey catalogs (RASS; Ebeling et al. 2000; Böhringer et al. 2004) . These clusters are the "High-LX" sample defined by the Local Cluster Substructure Survey (LoCuSS 1 ). The initial LoCuSS selection from the RASS catalogs applied the following criteria: 0.15 < z < 0.3, nH < 7 × 10 20 cm −2 , −70 • < δ < 70 Clusters from the RASS parent catalogues are only plotted if they satisfy the initial selection described in §2. The absence of points from the bottom right corner of the figure is due to the RASS flux limit.
to obtain a sample of 165 clusters that span X-ray luminosities of 2 × 10
44
∼ <LX [0.1 − 2.4keV] ∼ < 2 × 10 45 erg s −1 . The 50 clusters studied in this article satisfy the following additional criteria: −25
• < δ < 65
• , LX [0.1 − 2.4keV] E(z) −2.7 ≥ 4.2 × 10 44 erg s −1 . The first criterion ensures that the clusters are observable at high elevation from the Subaru 8-m telescope on Mauna Kea, and the second implements an approximate mass selection, by adopting the Popesso et al. (2005) mass-LX scaling relation: LX E(z) −2.7 ∝ M , where E(z) ≡ H(z)/H0 is the evolution of the Hubble parameter, and ignoring scatter in the mass-LX relation (Table 1; Figure 1 ). This article presents a new X-ray analysis of the entire High-LX sample. The sub-sets of our sample of 50 clusters studied by Okabe et al. (2010) , Marrone et al. (2012) , and Mahdavi et al. (2012) are identified in Table 1 .
All 50 clusters have been observed with either or both of Chandra and XMM-Newton (Table 1) . The Chandra and XMMNewton data are obtained with the Advanced CCD Imaging Spectrometer (ACIS) camera and the European Photon Imaging Camera (EPIC) respectively. The Chandra ACIS camera contains 10 planar 1024 x 1024 pixels CCDs: four arranged in a 2x2 array (ACIS-I), and six arranged in a 1x6 array (ACIS-S)
2 . The XMM-Newton EPIC is the combination of three cameras: two MOS and a PN 3 . From the full sample of 50 clusters, 43 have been observed with Chandra, and 39 have been observed with XMM-Newton. After excluding observations strongly affected by flares ( § §3.1 & 3.2), useful data are available for all 50 clusters from either/both satellites. Importantly, useful data are available from both satellites for 27 clusters; the Chandra data for 21 of these 27 were obtained with ACIS-I. This relatively large sample of clusters with data from both satellites allows us to quantify the uncertainties on the hydrostatic mass measurements that are caused by instrumental crosscalibration issues. This is a main focus of our study ( §6). Table 1 . Cluster Sample and X-ray Observations. a Low and high centroid shift categories are defined as w < 0.01r 500 and w > 0.01r 500 , respectively. b Sub-samples defined thus: (1) observed with XMM and Chandra (ACIS-I VF Mode), (2) included in the Marrone et al. (2012) sample, (3) included in the Okabe et al. (2010) sample, (4) included in the Mahdavi et al. (2013) c 0000 RAS, MNRAS 000, 000-000
X-RAY DATA ANALYSIS
The Chandra/ACIS-I and XMM-Newton/EPIC observations were analysed following a similar procedure in which we binned all events in sky coordinates and energy, using new analytical models for the background treatment. The Chandra ACIS-S observations, for which a particle background is not yet analytically modelled, were analyzed using a "standard technique" based on the direct subtraction of a blank field sky background event-list to the target event list. The details of these data analysis techniques are described in the following sections.
Chandra data preparation
To process the Chandra data, we use the CIAO V4.3 software, with the CALDB 4.4.3. We start from level 1 event list and we apply the charge transfer inefficiency (CTI) and time dependent gain corrections. The CTI is due to soft proton damage to the ACIS chips during the passages of the satellite through the Earths radiation belts and it produces a row dependence in gain, event grade, and energy resolution. (Townsley et al. 2000; Grant et al. 2005 ). We remove then the bad CCD pixels, taking into account hot pixels, and afterglow events caused from cosmic rays building up charge on the CCD. Furthermore, we assign RA and DEC coordinates to each detected event, applying "the aspect solution" file in which the Chandra dither pattern information is listed. We then recompute the event grades, analyzing the traces left from events on detector, to distinguish the photons coming from the cluster from other particles. The grade is a number assigned to every event based on which pixels in its neighboring island are above their threshold value. The processing examines every pixel in the full CCD image and selects as events regions with biassubtracted pixel values that both exceed the event threshold and are greater than all of the adjacent pixels (i.e., a local maximum). The surrounding neighboring pixels are then compared to the biassubtracted split-event threshold; those that are above the threshold establish the pixel pattern. For the observations taken in FAINT telemetry mode, 3 × 3 islands are used. For VERY FAINT mode observations, we apply additional background screening by removing events with significantly positive pixels at the border of the 5 × 5 event island. On the basis of the pattern, the event is assigned a grade. With the combination of these values is possible to recognize the object events path and assign it a good ASCA grades (0, 2, 4, 6), while the other events, to which is assigned a bad ASCA grades (1, 5, and 7), are removed. Then we apply the latest gain maps available to compute calibrated photon energies.
To remove the flare episodes, we use the light curve filtering procedure described in Markevitch et al. (2003) . We extract the background light curve in a CCD far from cluster in the [0.3-12] keV band for Front Illuminated chips, in the [2.5-7] kev band for S3, and in the [2.5-6] keV band for S1. We bin the light curve with binsize = 259.28 for FI chips and 0.3-12 kev band, or binsize = 1037.12 for S3 and 2.5-7 kev band, and calculate the average count rate over the standard GTI, using 3σ clipping. Then the bins above or below that mean by 20% are rejected as recommended in the Markevitch's COOKBOOK 4 .
4 http://cxc.harvard.edu/contrib/maxim/acisbg/COOKBOOK
XMM-Newton data preparation
The XMM-Newton data are pre-processed using the XMM-Newton-SAS v11.0. They are then filtered through spatial and temporal wavelet analyses in order to remove the contribution of point sources and soft proton flares, following the scheme described in Bourdin & Mazzotta (2008) . To detect and remove high solar flares periods, we analyze light curves with associated high energy events ([10.0-12 .0] keV) and softer events ([1.0-5.0] keV). This two-step analysis first enables us to isolate the most prominent flares at high energy, where ICM brightness is expected to be negligible, and also detect some of the flares with softer spectra. For each curve, we use a "B3-splineà-trous" wavelet algorithm to remove both intervals with no data and the points exceeding a 2σ significance the lightcurve fluctuation.
Chandra ACIS-I and XMM-Newton EPIC observations
Chandra ACIS-I and XMM-Newton EPIC observations are analyzed following a procedure described in Bourdin & Mazzotta (2008, hereafter BM08) where all event-lists are merged in sky coordinates and energy building a single energy position event cube. This event cube is first used to identify point-sources, that are masked during the analysis, adopting an object separation algorithm derived from the multi-scale vision model (Bijaoui & Rue 1995) .
Following an approach detailed in BM08, we similarly binned two quantities useful for imaging and spectroscopy: the effective exposure time and the estimate of a background noise level. The effective exposure includes spatial variations of the mirror effective area and detector quantum efficiency at low energy resolution, the CCD gaps and bad pixels, and a correction for the telescope motion. These quantities are extracted from the Chandra Calibration data base (CALDB 4.4.3), the EPIC Currrent Calibration files (CCFs) and the events list. The background model array is modeled as the sum of components accounting for the Galactic foreground and the Cosmic X-ray Background, as well as false photon detections due to charged particle-induced and out-of-time events. More details about this multi-component background modeling are provided in the following.
Galactic foreground and the Cosmic X-ray Background
The Cosmic X-ray background is modeled with an absorbed power law of index γ= 1.42 (see e.g. Lumb et al. 2002) , while the Galactic foregrounds are modeled by the sum of two absorbed thermal components accounting for the Galactic transabsorption emission (TAE, kT1 = 0.099 keV, kT2 = 0.248 keV, see Kuntz & Snowden 2000) and an unabsorbed thermal component accounting for the local hot bubble (LHB, kTLHB = 0.1 keV, see e.g. Kuntz & Snowden 2000) . Being associated with real photon detections, these components are corrected for the effective areas of each telescope. In most cases, these components are modeled in an outer annulus of the field-of-view corresponding to r≥ r500, where the cluster emissivity itself is negligible. As for the few nearest clusters in our sample for which the cluster emissivity is not spatially separable from its background, we constrain the emissivities of each background component from a joint fit of the cluster emissivity and temperature. We check the goodness of such a multi-component fit, verifying that cluster temperatures thus measured in an outer annulus of the field-of-view are lower than the average cluster temperature, as is commonly observed in clusters allowing a full cluster-foreground spatial separation (see e.g. Pratt et al. 2007; Leccardi & Molendi 2008) .
Analytic particle background model for ACIS-I very faint mode
For Chandra ACIS-I VF particle background we use the new particle background model proposed by Bartalucci et al. (2014) . Here we describe the main features of the model. Related to the interaction of highly energetic particle with the detector, the ACIS-I instrumental background is spectrally characterised by the superposition of several fluorescence emission lines L(E, y) onto a continuum C(E, y):
where E is the energy, y is the CHIPY coordinate and i is the (Bartalucci et al. 2014) . To characterize the spectrum of the continuum emission, it is been extracted, for each CCD, the spectrum in four adjacent strip regions along y direction: each strip region is a rectangle with (∆x,∆y) = (1024, 256) pixels. These spectra show the same shape but different normalization. The continuum, therefore, is modeled with a power law plus an exponential (position independent) multiplied by the normalization factor that accounts for the observed gradient αi:
where B1 = 0.1493, B2 = 3.8106, B3 = 0.0859, B4 = 0.0292 are found fitting the equation 2 to the overall spectrum extracted from all the CCD using the continuum band. For fidelity to the observational configuration as well as statistical purposes, the emission lines are subsequently fitted to blank sky observations of the D+E period (texp ≃ 1.5 × 10 6 sec), jointly to all background components. A total of 11 emission lines are found, 6 of which being position and energy dependent. They are modeled as:
to take into account both the contribution from pure emission lines and the effect related to the over-correction of Charge Transfer Inefficiency (CTI) which splits 3 emission lines into a mother plus a daughter line (Hickox & Markevitch 2006) . In particular, L is the group of emission lines which remain constant along all the CCDs while S ℓ,i (E, y) is the group of line which varies spatially along the chip. We normalize the background in the [9.5-10.6] keV energy band as suggested in (Bartalucci et al. 2014 ). This band is chosen: i) because at this energy the ACIS-I effective area is a factor of ∼ 100 lower than at its peak and ii) to minimize the effect related to prediction error for the mother-daughter line system at E 9keV. The median value of the fraction of the cleaned events in the band [0.5-2.5]keV attributed to the total background component (Galactic foreground + Cosmic X-ray Background + particle background) for our sample is of ∼ %20, 50%and%80 at the three radii r2500, r1000 and r500 considered in this work (see section 6).
Analytic particle background model for XMM-Newton EPIC
For XMM-Newton EPIC particle background we use the particle background model described in Bourdin et al. (2013) . The XMM-Newton EPIC particle background is modeled from observations performed in the Filter Wheel Closed (FWC) position during revolutions 230 to 2027 as for the EPIC-MOS cameras, and 355 to 1905 as for the EPIC-PN camera. Following an approach proposed in e.g. or Leccardi & Molendi (2008) , this model sums a quiescent continuum to a set of florescence emission lines convolved with the energy response of each detector. Depending on the solar flare contamination, it is occasionally completed with residual emission associated with soft protons. To account for two different spectral shapes in the soft and hard bands, the quiescent continuum is modeled as the product of a power law with an inverted error function increasing in the soft band. We set the emission line energies to the values reported in Leccardi & Molendi (2008) , while the soft proton residual is modeled using an additional power law. The EPIC-MOS quiescent continuum exhibits a small emissivity gradient along the RAWY coordinate, which has been measured and taken into account in the model. This effect is presumably due to differences in the collecting areas of the imaging and readout detector regions. The fluorescence lines exhibit a more complex spatial variation (see e.g. Lumb et al. 2002; . We modeled the emissivity distribution of the most prominent lines 5 from the wavelet filtering of a set of FWC event images closely straddling each line energy.
Also for XMM-Newton observations, the median value of the fraction of the cleaned events in the band [0.5-2.5]keV attributed to the total background component is of ∼ %20, 50%and%80 at the three radii r2500, r1000 and r500 (see section 6).
Chandra ACIS-S observations
The Chandra ACIS-S particle background is not yet analytically modeled, so we analyze ACIS-S observations by means of the direct subtraction of a blank field sky background event-list from the target event list, as described, e.g. in Vikhlinin et al. (2005) . The blank field sky background is processed identically to the cluster data and reprojected onto the sky using the aspect information from the cluster pointing. We renormalize the blank field sky to the background in each observation, considering a region of the ACIS field of view free from cluster emission (mainly ACIS-S1 for ACIS-S observations) and a spectral band (9.5-12 keV) where the Chandra effective area is nearly zero; therefore, all the observed flux is due to the particle background. This is possible because the ACIS background above 9 keV is dominated by events from the charged particles, and its spectrum is very stable despite secular and shortterm variations of up to 30% in its intensity.
In addition to the particle-induced background, we check whether the diffuse soft X-ray background could be an important factor in our observations and whether adjustments are required. For each observation, we follow the procedure of Vikhlinin et al. (2005) : extracting a spectrum in the source-free regions of the detector, subtracting the renormalized blank-field background, and fitting the residuals in XSPEC (in the [0.4-2.0] keV band) with an unabsorbed MEKAL model, whose normalization was allowed to be negative. The obtained best-fit model is therefore included as an additional component in the spectral fits (with its normalization scaled by the area).
ACIS-I and XMM-Newton EPIC Imaging and Spectroscopy
For Chandra ACIS-I and XMM-Newton EPIC data, the imaging and the spectral analysis is performed as in BM08. Surface brightness profiles are computed from soft energy ([0.5-2.5keV]) photon images, corrected for background and effective area. The surface brightness profile is extracted in concentric annuli centered on the centroid of the cluster. The maximum radius is set to r500, which is estimated using the r-Yx scaling relation, if the field of view permits. The minimum radius is chosen to exclude the cool cores or internal regions with evidence of isophotal asymmetry, likely due to merger events. Spectra are also extracted in annuli around the cluster centroid. The radial boundaries are chosen so that any annulus contains ≥ 3000 counts. For each cluster, the number of annuli of the temperature profile is listed in the Tab. 1. Each spectrum is binned in energy to have at least 20 counts per bin. We fit the spectra in the [0.7-10keV] band to an absorbed single-temperature thermal model (WABS(APEC)), where the metallicity and the temperature is allowed to be free in each annulus. In most cases the absorbing column density NH , is fixed at the value provided by Dickey & Lockman (1990) radio surveys, but we always check that it is consistent with the observed spectrum. For each extraction region and detector, this spectral model is added to the expected background spectrum (see also sect. 3.3.1), altered by the effective exposure, multiplied by the mirror effective area and detector quantum efficiency and convolved by a redistribution function of the photon energies. This function has been computed via an averaging of the redistribution functions relative to each event position and registration date. To reduce the computation time, these latter functions have been pre-tabulated in detector coordinates and rebinned within our energy axes. More precisely, we computed them within 128 tiles of the ACIS-I CCDs, 3 regions of the EPIC-MOS and 10 regions of the EPIC-PN detectors. This was undertaken by using the Chandra Interactive Analysis of Observations (CIAO) software and CALDB 4.4.3, and through an energy rebinning of the canned redistribution matrixes provided in the XMM-Newton calibration data base.
CIAO Imaging and Spectroscopy
For ACIS-S observations, the imaging and the spectral analysis is performed using the CIAO software. Starting from the new processed event file, we build images in the [0.5-2.5keV] energy band, which maximizes the cluster to background flux ratio in Chandra data. We subtract the blank-field background from the cluster images and create flat-fielded images using exposure maps that include corrections for CCD gaps and vignetting. Point-like sources are removed with a detection routine based on the wavelet decomposition technique documented in Vikhlinin et al. (1998) . The point sources are identified using the small scales of the wavelet decomposition and the corresponding regions are masked out from all further analysis.
We then extract the surface brightness and temperature profiles in region chosen similarly for ACIS-I (that is the camera of reference having a smaller effective area and so, usually, less total counts) and XMM-Newton data as described in §3.5. During the spectrum extraction, the background spectrum is taken from the renormalized blank-field observations using the same region of the source. We fit the [0.7-10] keV spectra to an absorbed singletemperature thermal model (WABS(MEKAL)), where the metallicity and the temperature are allowed to be free in each annulus, and the absorbing column density NH is fixed at the value provided by Dickey & Lockman (1990) radio survey.
DENSITY, 3-D TEMPERATURE AND MASS PROFILES
The surface brightness and projected temperature profiles are used to derive density and 3-D temperature profiles. This is performed using the "forward" method described in, e.g., Meneghetti et al. (2010) . In particular, following Vikhlinin et al. (2005) , we assume a modified β-model profile for the density distribution, to accommodate a power-law behavior in the center and the observed steepening of the surface brightness in the outskirts (e.g Vikhlinin, Forman & Jones 1999; Neumann 2005; Ettori & Balestra 2009) , with the addition of a second β−model to better reproduce the core profile:
where α, β, β2, n0, n02, rc and rc2 are free parameters. These profiles are then projected along the line of sight, in cylindric shells matching the radial bins of the surface brightness profiles. For XMM-Newton data, this projection includes convolution with the instrument PSF. The temperature profile is modeled with a powerlaw with the form:
The temperature profiles are then projected along the line of sight using the "spectroscopic-like temperature" (Mazzotta et al. 2004) :
where
The best-fit parameters are determined from a χ 2 minimization technique by comparing the projected quantities derived from the models with the observations. When the low number of counts do not allow us to have a temperature profile with more than two annuli, we assume a constant profile with a = c = rt = 0 in the formula 5.
Mass derivation
The density and 3-D temperature profiles are used to estimate the total gravitating mass assuming the hydrostatic equilibrium condition (Sarazin 1988) :
where µ is the mean molecular weight in a.m.u. taken to be 0.5964 and ρg(r) is the gas density profile. The T3D is in units of KeV and r in units of Mpc. The gas density is derived from the ICM particle number density profile, given directly by the analytic fit to the projected emission measure profile. For a primordial He abundance and abundances of heavier elements Z = 0.3Z⊙, ρg(r) = 1.24 npne(r) * mp, with mp being the proton mass. Given M(r), we can calculate the total matter density profile, ρtot = (4πr 2 ) −1 dM/dr. The total mass is derived from a complex combination of parameters used in the models of ρg(r) and T3D(r), with their uncertainties estimated with the bootstrap method. The observed data are used to generate a set of random realizations, assuming a Poisson distribution for the total counts in each annulus and a gaussian distribution for the projected temperature. Each realization is then fitted by the model described in the previous sections. The best fit and the errors are the mean value and the standard deviation of the resulting fits.
Our analytic model for T3D(r) allows very steep gradients. In some cases, such profiles are formally consistent with the observed projected temperatures because projection produces steep gradients. However, large values of dT3D/dr often lead to unphysical mass estimates, for example, the profiles with ρtot < 0 at some radius. We eliminated this problem in the parametric bootstrap simulations by accepting only those realizations in which the best-fit T3D(r) leads to ρtot > ρgas in the radial range covered by the data and discarding the others.
Therefore, the strength of the forward method using the analytical functions 4 and 5 is to describe a wide range of the possible profiles. In addition, simulations (Rasia et al. 2006; Meneghetti et al. 2010) show that the resulting mass reconstruction is in agreement with the resulting mass reconstruction obtained by a non parametric-model that uses directly a global deprojection of the data. This indicates that the systematic effect coming from the assumptions of these analytical forms, is negligible for the mass estimate.
X-RAY MORPHOLOGY
We adopt the X-ray centroid shift as a measure of X-ray morphology (following: Forman & Jones 1982; Buote & Tsai 1995; Poole et al. 2006; Maughan et al. 2008a; Marrone et al. 2012) . The centroid shift parameter w is defined as the standard deviation of the projected separation between the X-ray peak and the centroid of emission calculated in circular apertures centered on the X-ray peak. We measure w (in unit of pixels) for each cluster in our sample following the method described in Mohr et al. (1995) as implemented by Maughan et al. (2008a) . The analysis is performed on exposure-corrected and source-masked images in the energy band [0.7-2.0keV], binned to 1 arcsec 2 pixels for both Chandra and XMM-Newton. The circular apertures have a minimum radius equal to 30kpc, so that the core is excised from the calculation of the centroid, and the maximum radius decreases from r500 to 0.05r500 in steps of 5% of r500. The core is included only for the determination of the X-ray peak position. The error on w is derived from the standard deviation observed in cluster images resimulated with Poisson noise, following . The w is then normalized in unit of 10 −2 r500. Previous observational studies of the w distribution and the comparison with simulations (e.g. Marrone et al. 2012; Maughan et al. 2008a; Pratt et al. 2009; ) have adopted a dividing line between "High-w" and "Low-w" subsamples at w = 10 −2 r500. "High-w" clusters typically show an irregular X-ray morphology due to cluster-cluster merger activity, while "Low-w"clusters are characterized by a regular and more circular X-ray morphology that is generally associated with clusters being in dynamical equilibrium. However note that the interpretation of Low-w clusters may be degenerate to spherical, dynamically relaxed clusters and clusters that are merging along an axis close to the observer's line of sight (Marrone et al. 2012) . Nevertheless, we adopt this definition of Low-and High-w sub-samples to aide interpretation of our results, and comparison of them with the literature. We classify 21/50 clusters as "High-w" and 29/50 as "Low-w" (Table 1). Furthermore, we notice that the clusters having both Chandra and XMM-Newton data, have w values consistent with each other.
RESULTS
We extract electron density, gas mass, hydrostatic mass, and temperature profiles for all 50 clusters from the X-ray data, using the techniques from § §3 & 4. For each cluster, the gas masses and hydrostatic masses are derived within three different radii, r∆, with ∆ = 2500, 1000 and 500, where r∆ is the clustercentric radius containing the mass M∆ = ∆ρ We describe our main results below, beginning with a comparison of Chandra and XMM-Newton measurements of the 21 clusters that have been observed with both Chandra/ACIS-I and XMMNewton in §6.1, moving on to a comparison of our new X-ray measurements and published weak-lensing mass measurements in §6.2, and closing with a comparison of the X-ray measurements and published measurements of the Sunyaev-Zeldovich Effect in §6.3.
Cross-calibration of Chandra and XMM-Newton
The gas density and de-projected temperature profiles from the Chandra/ACIS-I and XMM-Newton data agree within the statistical errors (Figure 2 ). The agreement is particularly good on the scales over which cluster mass is typically measured for cosmological studies, i.e. between r2500 and r500 -see vertical lines in Figure 2 . However, the agreement may be an artefact of the large uncertainties on these scales. Moreover, despite the good agreement within the errors, the Chandra-based temperature profiles generally lie above the XMM-Newton-based profiles, e.g. ABELL 0383 (bottom row of Figure 2 ). We therefore compare the measurements of the de-projected temperature profiles between the two satellites and between the different detectors/cameras on-board XMM-Newton. The details of this rather technical exercise are presented in the Appendix; we summarize the main points in the following paragraph.
We extract 4 spectra from the same circular region within r500 for ACIS-I, MOS1, MOS2 and PN, excluding flux from point sources, and gaps between the detectors used in all four instruments by masking identical regions from all datasets. We consider the Chandra spectrum as the reference spectrum and fit it in the [0.3-10.0] keV energy band with an absorbed APEC model with temperature, metallicity and NH as free parameters. Then, we compare the resulting best fit model with the spectra obtained from the other cameras. The average ratio of temperature measurements between the satellites is measured to be: TXMM/T Chandra = 0.91 ± 0.03, where TXMM is based on all three cameras, PN, MOS1, and MOS2. However this disagreement between satellites masks the differences between the three XMM-Newton cameras, with MOS1 reporting temperatures 4% higher than the XMM-Newton mean and 8% higher than PN (Table A2) . We conclude that, based on their current calibration files, X-ray temperature measurements currently suffer ∼ 4 − 9% systematic uncertainty between satellites and between cameras. The temperature differences between satellites and instruments seems to depend on cluster temperature, based on fitting a two-parameter model to the respective measurements, T1 and T2: T1 = A T α 2 . We obtain best fits of α = 0.81 ± 0.17, 0.92 ± 0.17, 0.83 ± 0.14, 0.84 ± 0.12 and A = 1.24 ± 0.31, 2.50 ± 0.42, 1.29 ± 0.39, 1.24 ± 0.31 for the PN/ACIS-I, MOS1/ACIS-I, MOS2/ACIS-I and ALL 3 XMM CAMERAS/ACIS-I combinations respectively. In each case a larger discrepancy is found at higher temperatures.
Chandra and XMM-Newton gas mass measurements agree with each other within the uncertainties (Figure 3 & Table 4), based on fitting the model to the data: MCXO/M0 = a∆ (MXMM/M0) α , and minimizing a modified error-weighted χ 2 statistic (Mahdavi et al. 2008; Press et al. 1992 ). In Table 4 we report the measured parameter values with two different treatments of the slope (α), both as a free parameter of the fit, and with α fixed to 1. This agreement holds well at all three over-density considered: Left panel: Chandra gas mass versus XMM-Newton gas mass at r 2500 : the solid blue line is the best fit relation with fixed slope = 1; the dashed blue lines are the errors of the best fit at 1σ, the solid red line is the expected line 1:1. Middle panel: Chandra gas mass versus XMM-Newton gas mass at r 1000 , similarly for Chandra versus XMM-Newton gas mass at r 2500 .. Right panel: Chandra gas masses versus XMM-Newton gas mass at r 500 , with lines similar for r 2500 and r 1000 . ∆ = 500, 1000, 2500. We therefore conclude that the satellites measure the same X-ray flux within the [0.5-2.5keV] energy band to 2% precision. We find good agreement between the total hydrostatic mass measurements, albeit with slightly larger uncertainties (Figure 4 & Table 5 ). The agreement is particularly good at r500, with a500 = 1.02 ± 0.05 for the fixed-slope model, and deteriorates slightly towards higher over-densities. Despite the uncertainties on the global temperature, the agreement of the the total mass is due to the agreement of the temperature profiles at larger radii. In fact, many clusters show a discrepancy of the XMM-Newton and Chandra temperature profiles in the inner part, while they are perfectly in agreement within the errors at larger radii (see Figure 2) . The apparent 2σ disagreement at r2500 may be caused by the smearing effect of the XMM-Newton PSF on the temperature profile. This could modify the temperature profile of clusters with strong temperature gradients, for example cool core clusters. Note that we do not take account of the PSF when de-projecting the XMM-Newton temperature profile. We therefore divide the clusters into cool core and non-cool core sub-samples. Clusters are classed as cool-core if the temperature within r < 0.15r500 is cooler than temperature within (0.15r500 < r < 0.3r500 at > 2σ significance. We obtain mean mass ratios at r2500 of a2500 = 1.15 ± 0.05 and 1.13 ± 0.07 respectively. This suggests that the PSF is not the main cause of the discrepancy at ∆ = 2500.
Furthermore, for each cluster, we extract the spectra in two annuli with a width equal to [0.15-0.55]r500 (Bin1) and [0.55-1.0]r500 (Bin2), defining for our subsample two regions close to r2500 and r500, respectively. Our purpose is to investigate if, in each bin, there is any systematics in the temperature estimate due to the number of source counts (SCcxo, Bini and SCxmm, Bini) or to the fraction of background events in the spectra (Bgf Ccxo, Bini, Bgf Cxmm, Bini). In Figure 5 , in the upper panel, we plot the Chandra temperature versus the XMM-Newton temperature in the inner bin [0.15-0.55]r500 (left panel) and in the outer bin [0.15-0.55]r500 (right panel). The clusters are colour-coded according to the ratio between the Chandra and XMM-Newton net counts. The red line is the relation 1:1. As expected, in the inner bin, we find that the Chandra temperature are in mean higher than the XMMNewton ones and that the disagreement is worse going to higher temperature. However, we can notice that the most of the estimated temperatures are higher than 6 keV, that is, as already observed in other works Mahdavi et al. 2013 ) a thresholding value to make the difference between Chandra and XMM-Newton significant. In the outer bin (right panel), instead, we can notice that the most of the estimated temperatures are ≤ 6 keV. Furthermore, larger errors bars are associated to highest temperature, due to the larger difficulty to distinguish the hottest spectra having a flatter shape from the background. For this reason, these clusters have a lower weight in the fit of the statistical sample. However, as suggested by the colour distribution indicating the ratio between the Chandra and XMM-Newton, the net counts number affects the error bars in the outer bin but there is not evident correlation of it with the global temperature (in both bins). In the bottom panel of Figure 5 we plot the same quantities of the upper panel except for the color now indicating the ratio between the Chandra and XMM-Newton background fraction. The typical background fraction is 0.18 ± 0.04 and 0.11 ± 0.03 in the inner bin and 0.75±0.16 and 0.67±0.03 in the outer bin for Chandra and XMMNewton respectively. We can notice that also in this case, there is no correlation between the temperature estimated in each bin and the number of counts attributed to the background.
We also explore mass dependence of, and intrinsic scatter in, the relationship between Chandra-and XMM-Newton-based masses, fitting a two parameter model: MCXO = a M α XMM to the data using the Bayesian method described by Kelly (2007) . The slope parameter α is consistent with unity at all three over-densities for both gas masses and hydrostatic masses (Table 5 ). The intrinsic scatter is estimated to be ∼ 3% for gas masses and ∼ 6 − 8% for hydrostatic masses.
X-ray/weak-lensing mass comparison
We now compare our hydrostatic mass measurements with published LoCuSS weak-lensing mass measurements (Okabe et al. 2010 (Okabe et al. , 2013 . Okabe et al. (2013) presented a stacked weak-lensing analysis of all 50 clusters in the High-LX sample, showing that systematic errors are sub-dominant to statistical errors. This was achieved in part via a conservative selection of background galaxies redder then the cluster red sequence. The low number density 
1.15 ± 0.05 1.15 ± 0.05 1.01 ± 0.10 1000 5 × 10 13 1.06 ± 0.05 1.08 ± 0.06 0.99 ± 0.12 500 7 × 10 13 1.02 ± 0.05 1.04 ± 0.06 1.01 ± 0.15 of background galaxies therefore precluded analysis of individual clusters. Stacked weak-lensing analysis of the clusters in common between Okabe et al. (2010) and Okabe et al. (2013) revealed that on average the M500 measurements from the latter exceed those from the former by 20%. In anticipation of a more careful analysis based on individual cluster measurement, we therefore compare our new hydrostatic mass measurements with weak-lensing masses from Okabe et al. (2010) , applying a 20% increase to the latter. This comparison is applied to the clusters in sub-sample 3 (Table 1) . We use hydrostatic masses from Chandra, where available, and from XMM-Newton otherwise. All hydrostatic masses are calculated at the over-density radii derived from the 2010 weaklensing analysis. We follow the same approach as in the previous section to measure the mean mass ratio: MX = a∆ MWL. Our hydrostatic masses exceed the weak-lensing masses of Okabe et al. (2010) by ∼ 10 − 15% at all over-densities with no obvious trend with over-density and dynamical state. Specifically, at r500 we find: MX / MWL= 1.12 ± 0.10. Therefore applying the 20% increase to the Okabe et al. (2010) weak-lensing masses discussed above suggests that at r500 our X-ray and weaklensing data are consistent with MX / MWL≃ 0.93. This is in qualitative agreement with the theoretical expectation that MX<MWL, and is consistent with recent observational and theoretical studies (Nagai, Vikhlinin & Kravtsov 2007; Mahdavi et al. 2008; Zhang et al. 2010; Mahdavi et al. 2013) .
A more detailed comparison is possible between our hydrostatic mass measurements and the weak lensing mass of Mahdavi et al. (2013) . There are 21 clusters in common between our samples (sub-sample 4 in Table 1 ). Using Mahdavi et al.'s weak lensing mass and computing our hydrostatic mass measurements within their values of r500, we obtain MX / MWL= 1.07 ± 0.06 at ∆ = 500 for these 21 clusters. To achieve a careful like-for-like comparison, we repeat this calculation using Mahdavi et al.'s hydrostatic and weak-lensing measurements for the same sub-sample of 21 clusters, obtaining MX / MWL= 0.94±0.07, which slightly exceeds the value of MX / MWL= 0.88 ± 0.05 that they obtain for their full sample. Our hydrostatic mass measurements at ∆ = 500 therefore exceed Mahdavi et al.'s measurements by ∼ 14%. Interestingly, this excess matches the difference between Mahdavi et al.'s XMM-Newton-and Chandra-based mass measurements at ∆ = 2500. They derived an energy-dependent correction to the Chandra effective area based on their cross-calibration at ∆ = 2500, which acts to reduce their Chandra-based mass measurements. This correction also reduces their Chandra mass measurements at ∆ = 500 (priv. comm. A. Mahdavi). We also find that the satellites disagree at ∆ = 2500 ( §6.1), however we achieve close agreement between them at ∆ = 500, without invoking any correction to the Chandra effective area. We suggest that the difference between our respective hydrostatic mass measurements at ∆ = 500 can be in part explained by these differences between our analyses. We also note that our hydrostatic mass measurements imply that Mahdavi et al.'s weak-lensing masses may be biased low.
Scaling relation between hydrostatic mass and integrated Y parameter
We compare our X-ray hydrostatic masses and the SZ signal,
, measured with the SZA, an 8-element radio interferomc 0000 RAS, MNRAS 000, 000-000 eter optimized for measurements of the SZ effect (Marrone et al. 2012) , for the 17 clusters in sub-sample 2 (Table 1) . Following Marrone et al., we fit the following model to the data:
performing the regression in linearized coordinates using the base-10 logarithm of the data points, and using the Bayesian regression method described by Kelly (2007) . We perform the fits twice at each over-density, once with both A, B, and the intrinsic scatter as free parameters, and once with the slope parameter B fixed at the self-similar value of B = 3/5.
Our best-fit slopes and normalizations of the fits are consistent within 68% confidence intervals with the MWL− Y sph relation of Marrone et al. (Table 6 ). The fit with a free slope parameter is also consistent with the self-similar slope. Formally, the data are consistent with zero intrinsic scatter in mass at fixed Y sph around the best-fit scaling relation (Table 6 ). However, despite the large uncertainties in our measurement of the intrinsic scatter, we note that the scatter of ∼ 15 − 20% is similar to that obtained in other stud- . Left panel: X-ray mass versus weak lensing mass at r 2500 : the solid blue line is the best fit relation with fixed slope = 1; the dashed blue lines are the errors of the best fit at 1σ, the solid red line is the expected line 1:1. Middle panel: X-ray mass versus weak lensing mass at r 1000 , similarly for X-ray versus weak lensing mass at r 2500 . Bottom panel: X-ray mass versus weak lensing mass at r 500 , with lines similar for r 2500 and r 1000 . A relations (blue line with cyan error envelope) at ∆ =2500 (left), 1000 (middle) and 500 (right), plus the best-fit M WL − Y sph relations from (Marrone et al. 2012, red). ies (e.g. Nagai 2006; Marrone et al. 2012 ), and appears to decrease toward larger radii.
At ∆ = 500 (Fig 8) , our results agree with Andersson et al. (yellow line 2011) , who estimated cluster mass using the observed MX,500 − YX scaling relation (Vikhlinin et al. 2009a) . Furthermore, in the same figure, we compare our best-fit MX,500− Y sph D 2 A relation with the observed MX,500− Y sph D 2 A relation obtained by (green line Planck Collaboration 2011) using Y sph measured by the Planck satellite and mass MX,500 estimated from the M500 − YX,500 relation given in Arnaud et al. (2010) . However we can notice in our relation that the cluster ABELL0383 affects the slope far more than any other. As discussed also in other works (Marrone et al. 2012; Planck Collaboration 2012) , this cluster shows unusually low SZ flux for its apparent mass in their SZA observations. In fact, even if ABELL0383 seems to be a very relaxed system in X-rays, Zitrin et al. (2012) find that it is a clustercluster lens system, having at least two other well-defined optical structures within 15'.
Furthermore, the MX − YX relation obtained by Vikhlinin et al. (2009a) (magenta line in Fig 8) is consistent with our MX − Y sph relation, after re-normalising YX by the factor CXSZ following Planck Collaboration (2012). This is consistent with the ratio between Y sph and CXSZYX being close to unity, in agreement with Planck Collaboration (2012), who obtained Y sph /(CXSZYX) = 0.95 ± 0.04. We will investigate the Y sph −(CXSZYX) relationship for our full sample in a future paper.
DISCUSSION
A primary goal of comparing hydrostatic mass measurements from X-ray observations to weak-lensing mass measurements is to test the assumption that the cluster gas is in hydrostatic equilibrium. Predictions derived from cosmological numerical simulations indicate that the most prominent departures from hydrostatic equilibrium occur at large radius, r ∼ > r500, where bulk motion of gas provides additional, non-
A relations (blue line with cyan error envelope) at ∆ =500, plus the best-fit relations from (Planck Collaboration 2011, green) and (Andersson et al. 2011, yellow) . In magenta is plotted the best-fit M X − Y X relation from Vikhlinin et al. (2009a) Battaglia et al. 2010; Rasia et al. 2006; Nagai, Vikhlinin & Kravtsov 2007; Meneghetti et al. 2010) . In observationally establishing the magnitude of this bias, the systematic errors in the mass measurements must be accounted for. X-ray mass measurements may be systematically biased by uncertainties in instrumental calibration (Nevalainen, David & Guainazzi 2010; Tsujimoto et al. 2011) , and differences in analysis methods (e.g. Mantz & Allen 2011) . It can be difficult to disentangle these two effects, with up to ∼ 45% differences between mass measurements based on independent observations and analysis of the same clusters reported in some cases (Rozo et al. 2012 ). Applications of a single analysis method to both Chandra and XMM-Newton data tend to report smaller systematic differences in mass measurements, for example, Mahdavi et al. (2013) recently reported a 15% systematic excess of Chandrabased M500 measurements over XMM-based measurements of the same.
Applying a consistent method to identical cluster regions for both satellites, we find Chandra and XMM-Newton hydrostatic mass measurements that agree very well. In particular, at r500 we obtain MCXO/MXMM = 1.01 ± 0.05. This agreement is achieved by combining the latest instrumental calibration with our new analysis method, incorporating an analytic model of the X-ray background. Our hydrostatic mass measurements are also consistent with a ∼ 10% non-thermal pressure support at r500, based on a comparison between our measurements and weak-lensing mass estimates of individual clusters from Okabe et al. (2010) and from the stacked analysis of Okabe et al. (2013) . We will investigate nonthermal pressure support in more detail in a future article.
CONCLUSION
Accurate measurements of galaxy cluster masses are required to constrain adequately the cosmological parameters as one of several complementary probes. In this paper, we present the total hydrostatic mass and gas profiles for the 50 clusters in the approximately mass-selected LoCuSS High-LX sample, using all the available Chandra and XMM-Newton observations. These measurements are performed using exactly the same procedure and also using two newly developed analytic background models, one for Chandra ACIS-I and one for XMM-Newton, that model the spatial variation of the background with an accuracy better than 2% and than 5%, respectively. We use this sample to investigate the cross-calibration of cluster mass measurements between Chandra and XMM-Newton. We also compare our X-ray mass with weak lensing mass estimates and integrated Compton effect YSZ measurements, investigating their observational relations and comparing with numerical simulation predictions. The main results are summarized below.
(i) For a subsample of 21 clusters, having both Chandra ACIS-I and XMM-Newton data, we derived the mass profiles extracting the surface brightness and the temperature profiles exactly in the same sky regions. This allowed us to measure the cross calibration uncertainties among the two instruments. We find that, for each cluster, the gas and total mass profiles are fully consistent within 1σ. In particular, the average ratios between the Chandra and XMM-Newton gas mass, Mgas,CXO/Mgas,XMM, are 0.98 ± 0.02 and 0.99, ±0.02 at r1000, and r500, respectively. Agreement between the total hydrostatic masses improves to larger radii, with excellent agreement at r500: MCXO/MXMM = 1.02 ± 0.05. We find no evidence of the mass ratio being a function of mass, and just ∼ 7% intrinsic scatter.
(ii) For a subsample of 22 clusters, we compare hydrostatic masses with published weak-lensing mass estimates from Okabe et al. (2010 Okabe et al. ( , 2013 . We find that the X-ray and weak-lensing mass measurements Okabe et al. (2013) are consistent with nonthermal pressure support of ∼ 7% at r500. Whilst this is consistent with other recent studies, we caution that further careful analysis of individual cluster mass measurements from our weak-lensing observations are required before firm conclusions can be drawn.
(iii) For a subsample of 17 clusters, we investigate the scaling relation between our X-ray hydrostatic masses and integrated Compton parameter Y sph obtained with the Sunyaev-Zel'dovich Array presented by Marrone et al. (2012) . We find that the MX − Y sph scaling relations, measured at ∆ = 2500, 1000 and 500, have, on average, a normalization higher than Marrone et al. (2012) , but consistent within the errors. Furthermore, we find a slope that is better reproduced by self similar models. Our results are also consistent at r500 with Andersson et al. (2011) and Arnaud et al. (2010) .
(iv) For the MX − Y sph scaling relations, we find an intrinsic scatter of ∼ 15 − 22%, with the smaller scatter seen at larger radii. These values are slightly lower, but statistically consistent with Marrone et al., who obtained an intrinsic scatter of ∼ 20% at all radii. At larger radii, our estimate of intrinsic scatter is also consistent with the 10 − 15% predicted in numerical simulations (e.g. Nagai 2006 ).
In summary, we have presented an important step forward in our ability to measure the hydrostatic mass of galaxy clusters free from instrument-and background-related systematic errors. In the future we will compare our hydrostatic mass estimates with weak lensing masses and integrated Compton parameter measurements for the full High-LX LoCuSS sample. This comparison, based on our full sample, will allow us to investigate robustly the shape, normalization and scatter of key cosmological scaling relations at low redshift.
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APPENDIX A: EFFECTS OF INSTRUMENTAL CROSS CALIBRATION ON TEMPERATURE ESTIMATES
In §6.1, we show the existence of a good agreement between the gas mass derived with Chandra and XMM-Newton observations. This indicates that, on average, the flux measured by Chandra and XMM-Newton in the [0.5-2.5] keV band is consistent. Nevertheless, the Chandra temperatures tend to be, on average, higher than the XMM-Newton ones, indicating that there are still some cross calibration problems between the two instruments. Using the overlapping Chandra-XMM-Newton sub-sample we quantify the total effect on the temperature based on current calibration files. This allow us to provide a lower limit for the systematic uncertainties that affect the hydrostatic mass measurements with Chandra and XMM-Newton, based on the current calibration files. To do this, for each cluster in the subsample, we extract 4 spectra from the same circular region with r = r500 for ACIS-I, MOS1, MOS2 and PN. In extracting the spectra, we take care to exclude the common region which corresponds to the brightest point sources present in the field of view plus the combination of all the gaps of the four detectors. To highlight possible calibration problems, we consider the Chandra spectrum, which for convenience we use as reference spectrum for the comparison, and fit it in the [0.3-10.0] keV energy band with an absorbed APEC model with temperature, metallicity and NH as free parameters. Then, we compare the resulting best fit model with the spectra obtained by the other cameras, using the same normalization factor. We identify three different cases that we show in the three panels of Figure A1 . In the first case, shown in the top panel of the Figure A1 , we find that the best fit model obtained by ACIS-I camera reproduces very well the spectra of all the other XMM-Newton cameras within a confidence level better than 2σ. It is worth noticing that this case seems to hold for most of the clusters in our sample.
In the second case, shown in the middle panel in Figure A1 , we find that the best fit model obtained by ACIS-I camera reproduces well the spectra of some of the cameras of XMM-Newton but not all. In the third case, shown in the bottom panel in Figure A1 , we find that the best fit model obtained by ACIS-I camera does not reproduce any of the spectra from the cameras of XMMNewton. We find a disagreement between the Chandra spectrum and each of the three XMM-Newton spectra at energy lower than 0.7 KeV, which may be related to some bias in the modelling of the Chandra response. Such low energy discrepencies do not affect our overall analysis, which is performed in the [0.7-10.] KeV energy band. Furthermore, the EPIC-PN spectra exhibit an excess at high energy with respect to the ACIS-I and EPIC-MOS spectra. This could partly be due to the presence of non-standard emission lines related to solar flare contamination that are not predicted in the particle background model. The EPIC-PN data has not been used for spectroscopic measurements in the few systems of this kind in our sample.
To quantify the average effect of the above calibration issues on the temperature measurements, we fit in the energy band [0.7-10] KeV an absorbed APEC model to the spectra extracted from each single camera (ACIS-I, MOS1, MOS2 and PN) and for the combination of the three cameras of XMM-Newton (Table A1 ). In Figure A2 we compare the temperatures from the three cameras of XMM-Newton with the one from Chandra. For convenience in red we overplot the 1:1 relation. We notice that, due to the relatively large errors, if we compare the temperatures of each cluster, those are consistent within the errors at 1σ. Nevertheless, if we consider the sample, we immediately notice that, on average, Chandra returns higher temperatures than XMM-Newton. In particular, using the method described in §6.1, we derived the ratio of TXMM /TCXO for the different cameras as reported in table A2. We notice that the average discrepancy is of the order of 9±3%.
For completeness, we repeat the same analysis using only the cameras of XMM-Newton. This comparison is shown in Figure A3 and the results of the fit are reported in table A2. It is important to say that we find that even XMM-Newton alone shows significant average temperature discrepancy for some cameras. In particular, we notice that Tpn/TM1 = 0.92 ± 0.3.
Finally, we investigate the possibility of a systematic trend with cluster temperature by fitting a two-parameter model to the respective temperature measurements: T1 = A T α 2 , where T1 and T2 are the temperatures obtained from different satellites/cameras, the exponent α characterizes the temperature dependence of any bias. We obtain best fits of α = 0.81 ± 0.18, 0.92 ± 0.18, 0.83 ± 0.14 for the PN/ACIS-I, MOS1/ACIS-I, MOS2/ACIS-I combinations respectively, indicating that the differences between satellites and instruments depend on cluster temperature. 
