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The development and validation of a model for dynamic traﬃc noise prediction is pre-
sented. The model is composed of a GIS-based traﬃc microsimulation part coupled with an
emission model, and a beamtrace-based 2.5D propagation part, which takes into account mul-
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level maps. However, it also allows to calculate and visualize statistical noise levels and indi-
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diﬀerent traﬃc demand scenarios are simulated.
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To guarantee mobility while minimizing its negative impact on man and environ-
ment, is one of the main challenges for sustainable development of our society.
Although the interest in the study of traﬃc dynamics is more than 50 years old [1]
and in spite of many eﬀorts to cope with the ever growing mobility demand, in
the last decades the traﬃc situation has deteriorated a lot. The time that drivers
spend standing in traﬃc jams amounts to several days each year; vehicle emissions
have reached or even exceeded a level comparable to those by industrial production
and those by private households.
An important consequence, particularly but not only in urban environment, is dis-
turbance by noise. The assessment of the impact of mobility on the urban sound cli-
mate and the quality of life, is mostly based on the calculation of noise maps, using a
set of standard calculation schemes for the evaluation of the contribution of diﬀerent
sources. This has already been extended to mapping the expected percentage of
highly annoyed people based on exposure–response relationships [2]; there have even
been initiatives to produce an integrated presentation of diﬀerent environmental and
quality of life-maps [3,4].
However, today mainstream methods are mostly based on the measurement and
prediction of time-averaged A-weighted levels and derived measures such as Ldn or
Lden, which account for the diﬀerent response of people to noise during the evening
(+5 dB correction) and the night (+10 dB). Traﬃc is hereby modelled as a steady
sound source ﬂow. There is a consensus that road traﬃc noise causes annoyance,
but some studies have detected unexplained peaks of annoyance in quieter places,
or a plateau in the relation between annoyance and noise at high noise levels (an
overview can be found in [5]). The time pattern of the noise of vehicles passing by
may explain these anomalies. In [6], a principal components analysis revealed three
factors describing at best variations in auditory judgment on various urban situa-
tions, one of which was strongly correlated with the time variations of the noise.
One way to modify the dynamics of passby sound, is to concentrate on the sound
quality of individual vehicles. The SVEN project [7–9], for example, is looking at
a number of aspects of vehicle noise, developing methods for the objective and sub-
jective assessment of traﬃc noise quality. However, recent studies have shown that
there are also clear diﬀerences in longer-term dynamics between diﬀerent urban set-
tings, caused by the alternation of passby noise and background noise [10,11].
An important tool to change traﬃc dynamics, and as a consequence to change
traﬃc noise dynamics, is traﬃc ﬂow management. In the last few years, there has
been a considerable amount of eﬀort spent on the study of the impact of traﬃc light
timing [12,13], road bumps [14] and roundabouts [15,16] on overall noise immission
levels. These studies were of theoretical as well as of experimental nature. The need
for traﬃc noise prediction models which are able to represent interrupted and com-
plex ﬂow is stressed in [17,18].
The introduction of the time component in traﬃc noise prediction poses an addi-
tional problem: what are suitable indicators? In an attempt to assess the annoyance
caused by ﬂuctuating noise, several descriptors have been proposed [19], such as
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proposed in [20] and the noise pollution level LNP = Leq + kr (where k is a constant
and r is the standard deviation of the sound level) introduced in [21] are encountered
occasionally. These indicators all give an idea about the size of the ﬂuctuations from
the average background noise.
However, almost exclusively only the negative aspects of the urban sound climate
are nowadays taken into account (annoyance, stress, heart diseases, etc.), while the
positive axis in the analysis of soundscapes is seldom considered. Sometimes, it is not
desirable to simply make the environment quieter, because some urban areas ask for
a matching sound, e.g., the sound of birds in a city park or the hum of a market place
[22]. From the soundscape point of view, it looks appealing to evaluate the patterns
in time variations also. A way to do this is to calculate the power spectrum of sound
amplitude ﬂuctuations. This was ﬁrst done for music already in the late 1970s [23,24],
and has recently been adopted to environmental soundscape research [25].
This paper will present a tool for dynamic traﬃc noise prediction. The starting
point will be the GIS-based microsimulation of the traﬃc in an urban neighbour-
hood or part of a town. Compared to the earlier work [12–16] that concentrated
on one intersection or one street, this has the advantage that a much more realistic
traﬃc dynamics situation can be created, and that sources at a greater distance also
can contribute. This microsimulation model will be coupled with a vehicle emission
model and a state of the art propagation model based on acoustic beamtrace meth-
ods, which takes into account multiple reﬂections and diﬀractions. This way, the
soundﬁeld at the quiet sides of buildings or in urban quiet areas can be simulated
accurately. The result will be a time series of immission values at diﬀerent observer
points. These will allow to draw maps of the LAeq and statistical levels L5, L50, L95,
etc., but also to make maps of dynamic descriptors based on the power spectrum of
noise amplitude ﬂuctuations. The proposed model will be compared to measure-
ments in Section 3 and it will be illustrated how the model can be used in Section 4.2. Methodology
2.1. Traﬃc modelling
Since the 1950s, there is a clear evolution in the modelling of road traﬃc [26]. The
early models were based on a ﬂuid-dynamic model for kinematic waves [27], which
made it possible to simulate the propagation of density jumps in traﬃc; later micro-
scopic follow-the-leader models [28] and gas-kinetic, or so called Boltzmann-like
models [29] were introduced. In the last decade, discrete cellular automata models
of vehicle traﬃc [30,31], shortly called micromodels, have become very popular,
mainly because of the large computing power that has become available.
In these micromodels each vehicle, represented by a particle, is simulated individ-
ually. The nature of the interactions between these particles is determined by the way
vehicles inﬂuence each others movement. This way, traﬃc is simulated not as a steady
ﬂow, but as a system of interacting particles, far beyond equilibrium. The vehicle
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discretized.
The traﬃc noise prediction model that is developed, uses Paramics [32], a com-
mercially available microsimulation package. The basic building blocks of Paramics
road networks are nodes, corresponding to junctions, and links, which can be sub-
divided into several lanes. These can be coded starting from an overlay photograph.
Diﬀerent links and nodes can be grouped into zones, each representing a certain
activity, like residential areas, industrial zones, parking lots, etc. During simulation,
vehicles are created at random, are given an origin and destination zone pair, and are
loaded onto the network on a link inside its origin zone. After reaching their desti-
nation zone they are cleared from the network. The demands between diﬀerent zones
are described by a so called origin-destination matrix (OD matrix). These OD matri-
ces can be vehicle type speciﬁc to represent the actual vehicle ﬂeet properties; they
can also vary in time. Customization of the available vehicle types makes it possible
to simulate cars, light and heavy goods vehicles, coaches, minibusses and busses.
When seperate links and nodes are used, it is also possible to simulate the movement
of trams and trains.
2.2. Vehicle noise emission model
Paramics allows users to write plugins, consisting of a dynamic link library bun-
dling a set of callbacks, each called at deﬁned points in the simulation. This makes it
possible to extend and reﬁne the microsimulation model. For our traﬃc noise predic-
tion model a vehicle noise emission plugin was written. First of all, a viewport is set,
which consists of a polygonal part of the network around the observer(s). Only vehi-
cles inside this viewport will be taken into account. At each timestep, positional data
of each vehicle inside the viewport is gathered, together with vehicle type, age, speed,
acceleration, travelling direction and additional info about the link the vehicle is
travelling on (e.g., the road surface type, the link gradient, etc.).
With each vehicle, one or more sources are associated, each consisting of an ISO
octave band spectrum with center frequencies from 63 Hz to 8 kHz. Emission spectra
are then calculated from an external database, and can be a function of the vehicle
and link variables given in the previous paragraph. Currently the Nord 2000 vehicle
noise emission database is used [33,34]. In this calculation scheme, a single direc-
tional source spectrum is associated with each vehicle. The source is located at the
right-hand side of the vehicle at a height of 20 cm. Emission values are only function
of vehicle type and speed (in the form of tables), and only three emission classes are
used: cars (CAR), dual-axle heavy vehicles (DHV) and multi-axle heavy vehicles
(MHV). However, the design used makes it easy to extend the emission model, as
data becomes available. Possible extensions could be the subdivision of vehicle emis-
sion into engine noise, tire/road noise and exhaust noise with associated sources, or
the use of corrections for vehicle acceleration/deceleration, link gradient and road
surface type.
Subsequently, the sources associated with each vehicle are mapped on a set of
emission points. Two conﬁgurations are possible:
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The links are segmented per lane with a user-deﬁned segment length; one emission
point is placed in the center of each segment. On the nodes a rectangular grid of
emission points is placed. This allows to account for wide and complex crossings
and for small roundabouts. During simulation, the vehicle sources are mapped to
the nearest emission point. When the distance between adjacent emission points is
large, it is possible that multiple sources are mapped to the same emission point,
in which case the sum of the sound power spectra is calculated. It is also possible
that vehicles travelling in diﬀerent directions are mapped to the same emission
point, so in this conﬁguration the directional info cannot be taken into account.
2. A set of emission points is constructed on the ﬂy for each vehicle in the network,
at their exact locations. This way, directional info can be used. However, the posi-
tions of the emission points are changed each simulation timestep, which is a
major disadvantage when it comes to propagation calculations, as discussed
below.
2.3. Propagation
Once a set of time-changing vehicle noise emissions are available, dynamic noise
immission at a set of observers can be calculated using a propagation model, spe-
cially tuned for time varying sources. The model implemented consists of 3 steps:
path generation, attenuation calculation and immission calculation.
A beam tracing model is used to generate paths between the emission points and
the receivers. The technique used is object precise polygonal beam tracing [35,36]. A
beam consists of a group of rays, coherent in space (following about the same path)
and bounded by the objects in the simulation area. The model uses a 2.5D represen-
tation of the world, which consists of a terrain model with super-positioned blocks
representing the buildings (Fig. 1,2.5D). When looked from above, the world is seen
as a number of polygons in a plane. Standing inside the world all walls are upright
and all roofs are ﬂat. Terrain and building data are loaded from standard GIS maps.
The most important advantages of the beam tracing approach in comparison with
ray tracing is that no receivers are missed by the inﬁnitesimal small rays constituting
the beams, and that diﬀraction is modeled eﬃciently, which is important in high
shielded regions like urban areas.
The path generation itself is split into two parts. First, a set of beams is traced
through the geometric network in 2D using the footprints of the houses as objects
(Fig. 1,2D). The shaded areas in this ﬁgure represent the bundles. Second, paths
are constructed between each emission point and receiver within reasonable distance,
and the diﬀerent diﬀraction and reﬂection points in a vertical section are computed
(Fig. 1,0.5D).
While the beams propagate through the geometrical environment, they reﬂect and
diﬀract on boundaries, so each beam must have a local view on the environment to
eﬃciently perform this tracing. A convenient method to allow this is to use a convex
cell subdivision of the environment [37,38]. Within each convex cell a beam has full
2.5D
0.5D
2D
Cell
Fig. 1. Beam tracing through a 2.5D environment. The emission point is shown as a dark grey circle, the
receiver as a light grey circle.
180 B. De Coensel et al. / Applied Acoustics 66 (2005) 175–194visibility by deﬁnition and construction. Thus, only interactions of a beam with a cell
boundary have to be described. This cell boundary can be a wall of the real world
environment or a portal, which is a virtual boundary placed during the convex cell
construction. Fig. 1, cell shows a convex cell division where each cell has exactly
three boundaries, also called a triangulation. The constrained Delaunay triangulation
scheme is used, which preserves the original boundaries (walls of buildings) and has
among all triangulation schemes the largest internal angle for all triangles, which is
important for the numeric stability of the implementation. Using a triangulation
over a convex polygonalization has the advantage that operations on the beams
are easy to formalize and to implement. The disadvantage is that more beams need
to be traced.
Once a beam is constructed and a receiver is detected inside it, the path between
the emission point and the receiver is generated. The stack of beams is unwound and
at each real boundary the points of interest (reﬂection and diﬀraction points) are
computed on the ﬂy. On modern pcs (2 GHz) rates of 800,000 paths/s are achieved
for the simplest conﬁguration down to 200,000 paths/s when multiple reﬂections and
diﬀractions are allowed, which is more than an order of magnitude faster than the
actual attenuation computation following it. Diﬀuse reﬂections are not taken into ac-
count in the model. These can not be implemented optimally using a beamtracing
technique; radiosity methods are more suited for this. A hybrid model would ask
for considerably more computing time and resources.
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extended with sideways diﬀraction according to the Nord 2000 model [40]. This
model allows to take into account geometric divergence, atmospheric attenuation,
ground eﬀects and meteo eﬀects (moderate downward refraction according to ISO
9613).
Finally, the immission at the receiver points is calculated by multiplying the
emission with the attenuation coeﬃcients. Two scenarios are possible, based
on the emission point conﬁguration (see Section 2.2). When exact source positions
are used as emission points, the whole propagation calculation (path generation
and attenuation calculation) has to be performed at each timestep. When a ﬁxed
grid of emission points is used, the propagation is done only once, and the
attenuation between each emission point and receiver pair is stored. This way,
it is possible to rapidly compute immissions for a series of timesteps. The
downside is that more memory is needed for the calculations because there
are more emission points, and thus more paths between emission points and
receivers.
For the emission points in the vicinity of receivers the source direction is
important, so the ﬁrst scenario using exact vehicle positions has to be used. Of
both scenarios, this provides the most accurate results. However, the duration
of the attenuation calculation increases with the number of paths between the
emission points and the receivers, which is about proportional to the square of
the viewport radius, and also with the maximum number of reﬂections and dif-
fractions allowed. For a typical urban setting of one receiver point and a view-
port radius of 150 m, enclosing about 10 sources, the propagation calculation
has a duration of about 0.5 s, taking into account four reﬂections and one dif-
fraction. When 10,000 receiver points are considered, this can grow to 30 s,
resulting in a 15 h simulation time for a 15 min traﬃc simulation using a timestep
of 0.5 s.
When the simulation area is large, or there is a lot of traﬃc, it is no longer possible
to simulate all vehicle sources using exact positions within a reasonable amount of
time. In this case a combination of both scenarios has to be used, where vehicle
sources at a larger distance from the observers are mapped to an emission point grid.
Paths between receivers and sources at a greater distance are more complex, consist-
ing of multiple reﬂections and diﬀractions, particularly in urban environment. A di-
rect path is mostly not possible, so the source direction can be neglected for these
sources. In Section 3.3 this approach is demonstrated. The grid used in this example
has about 12,000 emission points; using the same propagation settings as in the pre-
vious paragraph, the propagation calculation has a duration of about 15 min. Sub-
sequent immission calculations using the attenuation coeﬃcients stored take only
about 50 ms.
When a large number of observers is placed, e.g., for the calculation of a noise
map, memory restrictions exist on the use of a grid, and it is more feasible only to
use the ﬁrst scenario, but making the viewport radius larger. This approach is illus-
trated in Sections 3.4 and 4.
Fig. 2 gives an overview of the complete dynamic noise immission model.
Microsimulation model
GIS dataVehicle emissiondatabase
Dynamic emissions
Dynamic immissions
roads
buildings
Vehicle fleet
properties
Emissionplugin
Beamtrace propagation model
Fig. 2. Methodology outline.
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Dynamic noise immission calculations result in an enormous amount of raw data.
To present these data in a condensed form in maps or tables, suitable indicators or
descriptors have to be selected. Ideally these indicators reﬂect current knowledge on
the impact on health, quality of life (annoyance) and general appreciation of the
soundscape. Unfortunately, at least for health and annoyance eﬀects, most recent re-
search has focused on long term averaged noise levels (Ldn, Lden) not explicitly taking
into account ﬂuctuation in noise exposure level.
For traﬃc noise LAeq has become the measure most commonly used. In the past,
other descriptors have also been suggested, based on the common assumption that
ﬂuctuating noise is more annoying, such as TNI and LNP, as mentioned in the intro-
duction. The statistical level L10 itself has also been used to characterize traﬃc noise
annoyance [41]. Positive soundscapes, in particular quiet areas, are probably not well
characterized by average noise levels. In [42] statistical noise levels, in particular L95
and L50, were proven to be much better discriminators between rural soundscapes
subjectively evaluated as silent and those evaluated as not silent, than LAeq.
All the indices mentioned above have in common that they do not consider the
time pattern of the exposure. A few long noise events separated by long periods of
relative silence may result in the same statistical levels as a large number of short
events separated by short periods of silence. In particular for the evaluation of
soundscape quality, it can be important to distinguish between the above-illustrated
situations by using a suitable indicator. It is proposed to use the spectrum of level
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suﬃciently long duration is necessary, e.g., 15 min. The spectral density of this
time-series is then calculated using an FFT. Because ﬂuctuations in the sound level
are considered, the corresponding frequencies are much lower, as opposed to the
more usual spectrum of the instantaneous sound pressure. In this spectrum, periodic
events will show up as peaks. When, e.g., a vehicle passes about each 10 s, one will
see a peak at about 0.1 Hz in this spectrum.
However, this spectrum has much more interesting characteristics. If the events
contributing to the soundscape result from a complex system, then the spectrum will
be linear on a log-log scale for the relevant inter-event time scales (0.002–0.2 Hz, or
from 5 s to about 10 min), according to the formula f a, with f the frequency of level
ﬂuctuations. Self-organization of the underlying system will lead to a slope a = 1,
so called 1/f behaviour. Steeper slopes (a < 1) tend to indicate high predictability;
less steep slopes (a > 1) are an indication of a chaotic process. It was observed that
1/f spectral characteristics are quite common in rural, natural, and urban sound-
scapes with a mixture of activities [25]. By drawing the link to music, where this tem-
poral structure was observed earlier [23,24], it is suggested that perception of
soundscape dynamics and the spectrum of sound level ﬂuctuations are related and
that the slope a of the spectrum and its deviation from linearity  on a log-log scale,
may be suitable soundscape descriptors [10]. To estimate a, a linear ﬁt of the spec-
trum is made in the interval from 0.002 Hz to 0.2 Hz.
Based on the above analysis, it is proposed to use LAeq, statistical noise levels and
in particular L5L95, and the slope a of the spectrum of sound level ﬂuctuations as
primary descriptors that summarize the dynamics of the sound ﬁeld.3. Case study: Gentbrugge
3.1. Traﬃc modelling and calibration
To make a validation of the model presented, a part of Gentbrugge – a suburban
area near Ghent, Belgium — was chosen as a study area. Fig. 3 shows the streets and
the buildings in that area. The area contains local streets with low and medium
amounts of traﬃc and a district road connecting the city of Ghent (located to the
north-west) with other suburban areas. The E17 highway is crossing the area in
the south, and is situated on a viaduct about 20 m high, with noise barriers on both
sides. A railroad is also crossing the area, but is not shown in the ﬁgure (for the time
being, the emission model only accounts for road traﬃc). The area, which has an
area of about 1 km2, has a mainly residential use; almost no industry is located in
it. Road traﬃc and daily life of the inhabitants are the main sources of noise. Coding
of the area in Paramics resulted in a network consisting of about 180 nodes and 450
links. Maximum vehicle speeds on the urban roads varied from 45 to 70 km/h (note
that these are not the legal speed limits); for the highway it was 120 km/h. Turning
restrictions and priorities for the junctions were set as in reality, as well as the signal
timing for the three signalized junctions shown in Fig. 3.
12
3
4
5
6
0 100 500 m
E17 highway
district road
Fig. 3. View of the study area Gentbrugge. In grey, the buildings are shown; the black lines give an
impression about the road network. The district road at the south-west is shown in bold, with the three
signalized junctions shown as black dots. At the south-east, the E17 highway is shown; six observer points
are shown with a circle at the measurement side of the road.
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data was necessary. Diﬀerent simulations with the Macroscopic Traﬃc Model of
the City of Ghent gave a rough image of the origins and destinations of vehicles
on the major roads passing through our network, during the morning and evening
rush-hour. For these periods, the number of vehicles passing per hour on the major
roads were also calculated using this model. Subsequently, on three locations within
the study area, traﬃc counts were done by the Roads and Traﬃc Administration of
the Flemish Community (AWV), using loop detectors. For a period of a couple of
weeks, the number of vehicles passing per hour was counted continuously. During
the same period, manual counts were done at seven other points during the morning
and evening rush-hour. The number of vehicles passing was counted per quarter of
an hour, making a distinction between diﬀerent vehicle categories. The AWV also
provided us with reasonable rush-hour traﬃc data for the E17 highway. Finally
the Flemish transport company De Lijn provided us with the timetables of busses,
trams and trolleys, which were also checked in situ.
Table 1 gives an overview of the diﬀerent types of vehicles used in the microsim-
ulation, together with their main simulation properties. The vehicle types were
grouped into 4 categories; for each category an OD matrix was constructed for each
quarter of an hour, by combination and interpolation of the gathered data. An iter-
Table 1
Vehicle categories and properties
Vehicle type Maximum speed (km/h) Demand matrix Proportion Emission class
Car 50 (90) 1 10.0 CAR
70 (110) 1 50.0 CAR
90 (130) 1 31.6 CAR
Van 80 1 5.2 DHV
Lorry 80 1 1.3 MHV
Lorry with trailer 80 1 0.1 MHV
Bus 80 1 0.8 MHV
Motorcycle 90 1 1.0 MHV
City bus 65 2 100.0 MHV
Trolleybus 65 3 100.0 MHV
Tram 50 4 100.0 MHV
The speed values between brackets are used for the vehicles on the E17 highway.
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egory (demand matrix 1), consisting of several vehicle types, the proportions of each
type are given in Table 1. A number of vehicle properties, such as mean vehicle top
speed, maximum acceleration and deceleration, and a number of driver properties,
such as mean reaction time, awareness and aggressivity, were also introduced in
the simulation, to represent the Flemish vehicle ﬂeet and drivers. One has to point
out that most microsimulation models tend to maximize the vehicle driving speeds,
taking into account the maximum link driving speed and the vehicle top speed. When
traﬃc is freely ﬂowing, this could result in all cars passing by at about the same
speed. Therefore we divided the car vehicle type into 3 categories with diﬀerent max-
imum speeds, to better represent diﬀerent driving behaviour; the diﬀerent percent-
ages in Table 1 for the car type are tuned to obtain the best agreement with the
actual situation.
3.2. Acoustic parameters
The noise immission simulation requires that some additional acoustic parameters
about the vehicles and the environment are deﬁned. Because the Nord 2000 database
only distinguishes between three emission classes, the vehicle categories used for traf-
ﬁc modelling were mapped to these three categories, as shown in Table 1. Because no
emission values for motorcycles and trams are available up to now, these were con-
sidered to have a noise emission comparable with the MHV class, which seemed the
best compromise. The information on buildings shown in Fig. 3, to be used in the
propagation model, was loaded from GIS. The external walls were assumed to have
a normalized impedance of 20, which results in a power absorption coeﬃcient of
about 0.1 for perpendicular incidence. Because of the 2.5D model, the buildings have
a ﬂat roof in the simulation.
For the propagation calculations, a temperature of 21 C, a relative humidity of
70% and a wind direction with most probability from the south-west were used,
which are typical Flemish values for the time of year when measurements were
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acoustically hard over the full area.
3.3. Comparison with immission measurements
On the 5th of June 2003, during the evening rush-hour, sound measurements were
done at the 6 observer points shown in Fig. 3. Using a B&K 2260 Investigator with a
B&K 4189 free-ﬁeld microphone mounted at a height of 1.2 m and a distance of 1.2
m from the edge of the road, time series of LAeq, 1 s values were measured, for a per-
iod of 15 min. Simultaneously, the number of vehicles passing by was counted. The
results of these counts are shown in Table 2, together with the number of vehicles
obtained from 5 simulation runs, each with diﬀerent random generator seed values.
For the random process involved in the simulation, these numbers illustrate the var-
iation between diﬀerent runs, which is mostly small. Overall for the evening rush-
hour, the simulated number of vehicles diﬀers by at most about 25% from the actual
counts, which is small enough to have no signiﬁcant eﬀect on equivalent noise levels.
Measured LAeq, 15 m values and statistical noise levels are shown in Table 3.
Traﬃc simulation and emission calculation at the evening rush-hour of our coded
network resulted in a 15 min time-series of vehicle emissions; a single run with a
timestep of 100 ms was used. For reasons of eﬃciency, the propagation calculation
was done for each observer point seperately, and was in itself also divided into three
parts:
1. For the vehicles within a range of 150 m of the observer in question, exact posi-
tions of the sources were used. This covered about 10–20 vehicles each timestep
for which directional emission values could be used. The beamtrace model was
set to account for a maximum of 4 reﬂections and 1 edge diﬀraction.
2. To make propagation calculations feasible and eﬃcient for the traﬃc at larger dis-
tance, a grid of emission points was used with a spacing of 5 m. The same beam-
trace conﬁguration was used.Table 2
Vehicle counts at the observer points and results of diﬀerent simulation runs
Point Measurement Run 1 Run 2 Run 3 Run 4 Run 5 Mean Deviation
1 (a) 46 39 36 46 38 38 39.4 14.3%
1 (b) 64 72 62 77 67 77 71.0 +10.9%
2 (a) 27 36 33 35 30 33 33.4 +23.7%
2 (b) 9 7 8 10 8 9 8.4 6.7%
3 (a) 67 79 80 78 72 84 78.6 +17.3%
3 (b) 62 57 61 59 61 64 60.4 2.6%
4 (a) 31 23 33 31 29 28 28.8 7.1%
4 (b) 27 26 28 25 27 23 25.8 4.4%
5 (a) 246 208 160 205 216 197 197.2 19.8%
6 (a) 286 280 255 281 298 266 276.0 3.5%
For points 1–4, vehicles were counted along the measurement side of the road (a), and in the opposite
travelling direction (b). The counts are each for a duration of 15 min, and include all vehicle types under
consideration. The mean value is also given, together with its deviation from the measurement.
Table 3
Measurements and simulations – statistical levels and power spectrum features for a period of 15 min
Point Measurement Simulation
LAeq L5 L50 L95 a  LAeq L5 L50 L95 a 
1 70.4 76.7 63.5 49.3 0.23 0.36 67.5 74.3 60.9 50.3 0.01 0.39
2 64.4 70.1 53.5 43.6 0.22 0.28 65.6 73.5 51.4 34.0 0.01 0.39
3 67.2 73.4 58.6 49.7 0.21 0.42 66.2 73.5 58.8 49.9 0.16 0.35
4 66.0 72.5 56.2 41.4 0.09 0.50 66.2 74.2 51.7 34.9 0.42 0.40
5 73.0 78.3 69.9 62.3 0.18 0.46 71.3 75.3 68.9 56.6 0.31 0.46
6 73.8 77.6 71.6 60.6 0.09 0.18 73.7 77.7 70.1 62.1 0.14 0.44
The simulated values are for one simulation run only.
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grid with a spacing of 5 m was also used here, but during beamtrace only prop-
agation in the vertical plane connecting source and receiver (diﬀraction over the
buildings) was included. The noise barriers were not taken into account.
Finally, a time series of LAeq, 1 s immission values was calculated at each observer
point. Fig. 4 shows a 5 min fragment at the ﬁrst observer point, together with a
measurement excerpt. Because of the probabilistic nature of traﬃc micromodelling,
both time-series are not equal, but about the same dynamic pattern seems to arise;
the duration and magnitude of the events are also comparable.
Fig. 5 shows the statistical and cumulative level distributions at the 6 observer
points, both for measurements and simulations. For the LAeq,15 m, L5 and L50 values,
the deviation between simulation and measurement is on the average within 3 dB(A),
as can be seen in Table 3. The deviation in L95 is more striking for points 2, 4 and 5.
The streets in which point 2 and 4 were situated are both streets with low traﬃc. Be-
tween the passing by of vehicles, the simulated level drops to unrealistically low val-
ues of 30 dB(A) and less for this suburban area. The noise coming from other sources
such as the wind, birds, pedestrians and cyclists, planes at high altitude, ventilation0 60 120 180 240 300
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Fig. 4. Time-series of LAeq, 1 s at the ﬁrst observer point, for 5 min. (a) Measurement; (b) simulation.
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from the E17 highway has, because of the distance, no eﬀect on the noise immission
levels at these points in our simulation. The road at the ﬁfth observation point car-
ries a high amount of traﬃc, but because of the presence of a lot of shops in the
neighbourhood, also a lot of pedestrians are passing by at the evening rush-hour.
The power spectra of ﬂuctuations in LAeq, 1 s at the observer points are shown
in Fig. 6. To calculate the linear ﬁts in the interval [0.002 Hz; 0.2 Hz], the spectra
were ﬁrst logarithmically resampled to 12 values per octave, to assure that the lowerFig. 5. Statistical and cumulative level distributions at the six observer points. The measurements are in
solid lines, the simulations in dashed lines.
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standard deviation from a straight line  can be found in Table 3. Overall, the spectra
are rather ﬂat, indicating an almost random passing of vehicles. One can see that the
correspondence for a is best for points 3 and 6, for which the statistical and cumu-
lative level distribution correspondence was also the best. Comparison between
measurements and simulation in this paragraph gives us some conﬁdence in the
methodology used.(a)
(b) (b) (b)
(b)(b)(b)
(a) (a)
(a)(a)(a)
Fig. 6. Power spectrum of ﬂuctuations in LAeq, 1 s at the six observer points (solid lines), together with a
linear ﬁt in the interval [0.002 Hz; 0.2 Hz] (dashed lines). (a) Measurement; (b) simulation.
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As an example of a map showing the dynamics of the acoustic ﬁeld, the signalized
junction on the main district road between observer points 5 and 6 was chosen. A
rectangular grid of 100 · 100 observers with a spacing of 1 m was put around the
junction, at a height of 1.2 m. A 15 min time-series of vehicle emissions was calcu-
lated using a timestep of 0.5 s. Only noise emission of vehicles within a distance of
300 m from the center of the grid was taken into account; exact vehicle positions
were used. The beamtrace propagation model was set to account for a maximum
of 3 reﬂections and 1 diﬀraction. The calculation of a dynamic immission map with
these settings takes about 60 hours, using an AMD Athlon at 1.7 Ghz.
Fig. 7 shows the resulting maps of LAeq,15 m, L5, L5L95 and a. The major road,
from the north-west to the south-east, carries about 5 times more traﬃc than the
crossing minor road, which is reﬂected in the signal times: the green (red) time on
the major road is 65 s (30 s), on the minor road it is 20 s (75 s). As a consequence,
vehicles are standing still for a much longer period on the minor road. This, together
with the discretization of the vehicle positions, characteristic to microsimulation
models, explains the dots appearing on the north-east arm of the junction. In this
context, one has to point out that the noise emission of vehicles standing still is
somehow overestimated using the Nord 2000 database, because only noise measure-
ments of vehicles driving at a non-zero speed are available. In any case, only the ob-
server points along the edge of the road are of interest, for obvious reasons.Fig. 7. Noise maps at a signalized junction. The white areas represent the buildings.
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The L5L95 map shows much more variation. Low values can be found on the junc-
tion itself, because vehicles are passing nearly all the time, so both L5 and L95 are
high. In the backyard shown in the north, L5L95 is also low but this time because
L5 and L95 are both low. In contrast, in the backyards to the east and in the south-
west corner high L5L95 is observed. This can be explained by the partial screening:
for some vehicle positions, traﬃc noise can reach these backyards directly. The a
map shows a more nuanced image. Values along the major road are almost zero,
implying random traﬃc dynamics. Values along the stoplines, and in particular on
the minor road, have a 1/f1.5 to 1/f2 behaviour, indicating very predictable dynamics
caused by stop-and-go traﬃc. In the backyard in the north, the level ﬂuctuations
have a more 1/f to 1/f1.5 behaviour, and is now more diﬀerentiated from the dynamics
on the junction itself.4. Inﬂuence of traﬃc ﬂows
To simulate the eﬀect of a street closure (e.g., because of road repair works further
on in the network), the north-eastern link of the junction discussed in the previous
section was closed, while leaving the original signal times; the other three arms of
the junction still carry traﬃc. Using the original demand matrices, this resulted in
a (minimal) rerouting of the traﬃc. This way, it was possible to study the dynamics
of the noise in the minor arm of the junction, caused by traﬃc on the major road.
Fig. 8(a) shows the resulting L5L95 and a maps. Subsequently, the traﬃc demand
on the major district road was gradually increased. Fig. 8(b) shows the results for a
demand 20% higher than the original demand. The traﬃc becomes more and more
dense, small jams are formed but disappear after some time. Fig. 8(c) shows results
for a demand 50% higher than the original; in this case some small traﬃc jams do not
disappear any more, resulting in a situation where the individual velocities of the
vehicles are strongly correlated to each other, and where the capacity of the major
road drops.
For the diﬀerent demands, a small but visible trend can be found on the L5L95
maps in the no-traﬃc arm of the junction. However, when considering the a maps, a
clearer evolution is visible. The original demand, which does not display any jams,
results in a rather chaotic behaviour with a  0.5. The 20% higher demand, near
the traﬃc jam transition point, shows a more 1/f behaviour in the closed street; this
behaviour is now also found in the northern backyard. When traﬃc demands are still
further increased, the clustering and jamming of the vehicles results in a 1/f1.5 to 1/f2
behaviour of the noise immission spectrum. At the fac¸ades along the major road and
away from the junction a 1/f spectrum is still observed. This corresponds with the
earlier ﬁndings of 1/f behaviour in the power spectrum of traﬃc ﬂow in microsimu-
lating models near the jamming transition point [43,44], which is reﬂected here in the
noise immission spectrum.
If anything, these few scenario calculations show that taking into account traﬃc
noise dynamics makes noise maps much more sensitive to minor changes in traﬃc.
Fig. 8. Maps of L5L95 and a for diﬀerent scenarios of traﬃc demand on the main district road, from the
north-west to the south-east. (a) Original demand; (b) 20% higher demand; (c) 50% higher demand.
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A tool for dynamic traﬃc noise prediction, based on microsimulation of the traﬃc
in an urban neighbourhood coupled with a state-of-the-art beamtrace propagation
model was introduced. The unique feature of this approach is that it allows to esti-
mate the eﬀect of traﬃc ﬂow management on noise in a much wider area than pre-
vious models. The model was compared with measurements of LAeq, 1 s over 15 min
and in general good agreement was found for all the statistical properties of this ﬂuc-
tuating noise level. Further improvement could include the introduction of correc-
tions on the emission of accelerating and decelerating vehicles, the introduction of
correct motorcycle and tram emission spectra, and the implementation of diﬀuse
reﬂections in the propagation model.
B. De Coensel et al. / Applied Acoustics 66 (2005) 175–194 193A method for evaluating the patterns in time variations of a series of dynamic
noise immission values, based on the power spectrum of sound amplitude ﬂuctua-
tions, was proposed. A combination of this new indicator with more conventional
indicators based on statistical noise levels allows to monitor the eﬀect of traﬃc on
the urban soundscape more accurately. Based on these indicators, it was shown that
minor changes in traﬃc (possibly caused by ﬂow management) have a much larger
eﬀect on the soundscape than expected on the bases of average emission and immis-
sion mapping.References
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