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Abstract
The acquisition of fetal biometric measurements via 2-D B-Mode ultrasound (US) scans is crucial for fetal monitoring. However,
acquiring standardised head, abdominal and femoral image planes is challenging due to variable image quality. There remains a
signiﬁcant discrepancy between the way automated computer vision algorithms and human sonographers perform this task; this
paper contributes to the attempt to bridge this gap by building knowledge of US image perception into a pipeline for classifying
images obtained during 2-D fetal US scans. We record the eye movements of 10 participants performing 4 2-D US scans each, on a
phantom fetal model at varying orientations. We analyse their eye movements to establish which high-level constraints and visual
cues are used to localise the standardised abdominal plane. We then build a vocabulary of visual words trained on SURF descriptors
extracted around eye ﬁxations, and use the resulting bag of words model to classify head, abdominal and femoral image frames
acquired during 10 clinical US scans and 10 further phantom US scans. On phantom data, we achieve classiﬁcation accuracies
of 89%, 87% and 85% for the head, abdominal and femoral images respectively. On clinical data, we achieve classiﬁcation
accuracies of 76%, 68% and 64% for the head, abdominal and femoral images respectively. This constitutes the ﬁrst insight into
image perception during real time US scanning, and a proof of concept for training bag of words models for US image analysis on
human eye movements.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of MIUA 2016.
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1. Introduction
The acquisition of fetal biometric measurements via 2-D B-Mode ultrasound (US) scans is crucial for fetal moni-
toring. In particular abdominal circumference (AC), obtained via 2-D B-Mode ultrasound (US), is the most sensitive
biometric measurement for the diagnosis of intrauterine growth restriction (IUGR)- a condition whereby a fetus does
not reach a healthy size for its gestational age, and a contributing factor in approximately 3.5 million neonatal deaths
per year1. In order for serial AC measurements to be comparable, biometric measurements must be taken from
standardised image planes as deﬁned, for instance, by the International Society for Ultrasound in Obstetrics and Gy-
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Fig. 1: Schematic diagrams showing standardised cross-sectional fetal US planes with key anatomical landmarks, and corresponding US images
showing standard biometric measurements, speciﬁcally (a) Abdominal plane showing abdominal circumference (AC), trans-abdominal diameter
(TAD) and antero-posterior abdominal diameter (APAD) (b) Head plane showing head circumference (HC), biparietal diameter (BPD) and occipito-
frontal diameter (OFD) (c) Femoral plane showing femur length (FL).
necology (ISUOG)2 as showing the stomach bubble, umbilical vein and a circular abdominal wall occupying more
than one half of the image. However, standard plane acquisition can be challenging due to poor contrast, the variable
orientation and shape of key anatomical landmarks, and variations in sonographers’ scanning techniques. There is a
clear need for computer vision algorithms which automatically identify the correct cross-sectional abdominal planes
during fetal US scans, through the classiﬁcation of abdominal image frames and the subsequent identiﬁcation of the
stomach bubble and umbilical vein. Early work in this ﬁeld by Rahmatullah3, achieved detection accuracies of 80.6%
and 64.0% for the stomach bubble and umbilical vein respectively in 2-D abdominal US images, and 91.3% for stan-
dardised plane detection in 3-D abdominal US volumes. This approach involved the extraction of local image features
(intensity, phase, region covariance and Haar-like features) from training images in conjunction with boosted deci-
sion trees to localise the stomach bubble and umbilical vein in testing images. Similarly, Yaqub4 employed guided
random forests to classify US images into one of seven categories including trans-cerebellar, abdominal and femoral-
achieving frame classiﬁcation accuracies up to 91%. These methods employed a purely ‘bottom-up’ approach, rely-
ing on low-level image features. In contrast, the human visual system employs a ‘top-down’ approach, using prior
knowledge and visual cues from a given image to search for targets in an image. There remains, therefore, a signif-
icant disparity between the way in which human observers analyse US images to locate anatomical features, and the
way in which computer vision algorithms perform the same task. Mathe5 carried out initial work on the use of eye
tracking data to boost action recognition in videos of natural scenes. This involved tracking the eye movements of
16 observers viewing 497,000 video frames and using the resulting ﬁxation points to train a bag of words model for
use in an action recognition pipeline- constituting the ﬁrst demonstration that human ﬁxations can be used as interest
point operators to boost action recognition. Similarly, two previous studies6,7 have shown that using eye-tracking to
inform the design of automated 2-D and 3-D US analysis frameworks can lead to signiﬁcantly improved detection
rates. Speciﬁcally, they achieved detection accuracies of 87.2% and 83.2%6 for the stomach bubble and umbilical
vein respectively in 2-D abdominal US images, and 92.5%7 for standardised plane extraction in 3-D abdominal US
volumes using boosted decision trees trained on Haar-like features, histograms of gradients and phase in conjunction
with a probabilistic pictorial structures model.
Here, we build on these studies, and for the ﬁrst time tackle 2-D US scan video analysis. We train a bag-of-visual
words model on SURF descriptors extracted around eye ﬁxation points on real-time 2-D US scan video. We then use
this model to classify unseen image frames from clinical and phantom fetal US scans as either head, abdominal, or
femoral.
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Fig. 2: Experimental setup showing a Eye Tribe eye tracker (comprised of an array of infrared LEDs and cameras to track reﬂections from the
participant’s retina), display screen showing real time US scan video, a USB US probe and a phantom fetal model.
2. Methods
2.1. Eye Tracking
The eye movements of ten participants, all medical or biomedical engineering students, with normal acuity were
recorded using an EyeTribe eye tracker (The Eye Tribe, Denmark) at a sampling frequency of 30Hz. Each participant
was asked to perform an US scan on a biometric fetal US training phantom (Computerized Imaging Reference Sys-
tems, USA) positioned at 4 diﬀerent orientations with the coronal (frontal) plane of the phantom at 0, 180, 45, and
213◦ to the horizontal plane (Fig 2), in order to ﬁnd the standardised abdominal plane using an Interson USB US probe
(Interson, USA) at 3.5MHz. Scan video and eye movements were processed, recorded and displayed using a custom
Python interface, on a PC with 16GB RAM and a 3.4GHz Intel processor. The two eye tracking and video capture
recordings were synchronised by setting the eye tracker to begin recording at a pre-determined time, and cropping
the acquired US video to begin at the same pre-determined time via a milisecond precision clock visible as part of
the video. Raw eye movements were ﬁltered to distinguish ﬁxations (points on which the gaze lingers) from saccades
(fast movements between ﬁxations). A low-pass ﬁlter was applied to the raw signal to reduce high frequency eye
tremors. Eye movement velocities ([(∂x/dt)2 + (∂y/dt)2]
1
2 ) were calculated in px/sec and a threshold of 2450px/sec
(based on the widely used threshold of 30◦ visual angle per second) was applied, with data points falling below this
threshold classiﬁed as ﬁxations and those above classiﬁed as saccades. The recorded US video was split into individ-
ual frames, or images, to allow analysis of the ﬁxations falling on each frame. The frames associated with each scan
were manually labelled by the ﬁrst author as either head, abdominal, femoral, or other.
2.2. Search Path Analysis
Participants’ search paths, and similarities between their visual search strategies, were then analysed by adapting
the methods of Mathe4. For each participant and each scan, a ﬁxation ‘string’ was generated, showing the order in
which the participant ﬁxated on the diﬀerent image types (e.g. the string ‘2-3-1-2’ denotes that a particular participant
ﬁxated ﬁrst on the abdomen, then the femur, the head, and ﬁnally the abdomen where ‘1’ denotes an image showing
the head, ‘2’ the abdomen, and ’3’ the femur). These strings were treated as Markov chains, where the transition
from one state (or image type) to another was modelled as a ﬁrst order Markov process. A transition matrix, T , was
computed for each participant using all other participants’ strings, where T (a, b) was the probability of transitioning
from state a to b- given by Equation 1 where the jth state of subject i was given by f ji , and C is an additive smoothing
term representing the total number of states (Fig 3). The probability of one participants entire string occurring was
computed by multiplying the relevant elements of T . Search path similarity was taken as the mean of the individual
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Fig. 3: The calculation of search path similarity as a measure of the similarity between diﬀerent observers ﬁxation strings, using a transition matrix
and Markov chains.
transition probabilities of each pair of states within a string. A baseline value of search path similarity was calculated,
by comparing each participants string with randomly generated strings.
P(S t+1 = b|S t = a) =
1 + ΣiΣ j[ f
j
i = a][ f
j+1
i = b]
C + ΣiΣ j[ f
j
i = a]
(1)
2.3. Bag of Visual Words Model
A bag of visual words was constructed by extracting basic 64 channel SURF descriptors (chosen for speed) centred
on each participant’s ﬁxation points across all head, abdominal and femoral US frames (Fig 4); our training set
therefore consisted of 3173 ﬁxation points extracted from a total of 40 US scans comprised of a mean 579 frames
each. The resulting 1-by-64 feature vectors were clustered in 64-D space using k-means clustering (k = 10), where
each cluster centre was designated as a visual word. This resulted in a vocabulary, or bag, of 10 visual words (Fig 5)
where each US frame in the training set could be represented by a histogram of these visual words. Each histogram
in the training set was treated as a 1-by-10 feature vector and labelled as encoding a US frame showing either a head,
abdominal or femoral cross-section. A multi-class naive Bayes classiﬁer was trained on 10 visual words and their
corresponding labels. Here, prior probability distributions associated with each class were modelled by Gaussians
(Equation 2) where p(xk |C j) is the conditional probability distribution of the kth feature channel xk for the jth class C j,
with standard deviation σk j and mean μk j. The trained bag of words model was tested on two data sets. The clinical
testing set consisted of image frames acquired during 10 clinical US scans at the Oxford John Radcliﬀe Hospital.
Each frame of each US scan was manually labelled by the ﬁrst author as either head, abdominal, femoral, or other.
The phantom testing set consisted of image frames acquired during 10 further US scans on the phantom fetal model
performed by the ﬁrst author, again with each frame manually labelled as head, abdominal, femoral, or other. The
ﬁnal clinical and phantom testing sets consisted of 100 head, abdominal and femoral images each. Interest points
based on SURF descriptors, with a minimum Hessian corner detector threshold of 100, were extracted from each
frame. The local image patches surrounding these interest points were classiﬁed as one of the 10 visual words in the
visual vocabulary developed above, based on their 1-by-64 SURF vectors and distances to visual vocabulary cluster
centroids. Each testing image was then encoded as a histogram of its constituent visual words, which in turn was
treated as a 1-by-10 feature vector. The naive Bayes model developed above was then used to classify each image as
either head, abdominal or femoral. This was done by maximising the posterior probability (Equation 3) across all j
classes and d feature channels, where p(C j|X) is the conditional probability of the jth class C j given a 1-by-10 feature
vector X, and p(C j) and p(xk |C j) are prior probabilities. The classiﬁcation accuracy for each class was deﬁned as the
number of correct classiﬁcations as a fraction of the total number of images of that class.
p(C j|X) ∝ p(C j)Πdk=1p(xk |C j) (2)
p(xk |C j) = 1
σk j
√
2π
exp
−(x − μk j)2
2σk j
(3)
3. Results
The 40 US scans carried out by participants had a mean duration of 10.3s each. As shown in Table 1, the majority
of participants’ ﬁxations fell on abdominal images- this is consistent with the assigned task of localising the abdominal
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Fig. 4: Three US image frames acquired by the same participant, showing (a) Head (b) Abdominal (c) Femoral cross sections, with the participant’s
ﬁxation points superimposed in blue, and SURF descriptors extracted around the participant’s ﬁxation points in yellow.
(a) (b) (c)
Fig. 5: A visualisation of the most frequently occuring visual words in abdominal, head and femoral US frames respectively, showing four 20-by-
20px image patches extracted around ﬁxation points in (a) Head (b) Abdominal (c) Femoral US frames. Note especially that the most frequently
occuring visual word in abdominal images depicts portions of the abdominal wall, the most frequently occuring visual word in head images depicts
portions of the skull boundary and the most frequent visual word in femoral images shows portions of the femur.
plane. However, the majority of participants’ ﬁrst ﬁxations during a scan fell on the fetal head. As shown in Table
2, the most common string of three ﬁxations was 1-3-2 and the most common string of two ﬁxations was 1-2. The
mean search path consistency score was 39%, which was signiﬁcantly greater than the random baseline of 20%.
Classiﬁcation accuracies for head, abdominal and femoral image frames are given in Table 3 for both testing sets.
Image Type Percentage of Total Fixations Percentage of First Fixations Percentage of Scanning Time
Abdominal 48 42 63
Head 33 47 31
Femoral 12 11 4
Other 7 0 2
Table 1: Table showing the most commonly ﬁxated image types, the most common image types for participants’ ﬁrst ﬁxations, and the proportions
of total scanning time spent observing each image type.
Most Common String of 2 Fixations Most Common String of 3 Fixations Most Common String of 4 Fixations
1st 2nd 1st 2nd 1st 2nd
1-2 3-2 1-3-2 2-1-2 1-2-1-2 1-3-1-2
Table 2: Table showing the most commonly ﬁxated image types, the most common image types for participants’ ﬁrst ﬁxations, and the proportions
of total scanning time spent observing each image type.
Image Type Phantom Classiﬁcation Accuracy (%) Clinical Classiﬁcation Accuracy (%)
Head 89 76
Abdominal 87 68
Femoral 85 64
Table 3: Table showing bag of words classiﬁcation accuracies for each image type, on testing sets consisting of clinical US images, and phantom
US images.
162   M. Ahmed and J.A. Noble /  Procedia Computer Science  90 ( 2016 )  157 – 162 
4. Discussion and Future Work
An analysis of participants’ eye movements indicates that the head and, to a lesser extent, the femur are used
as landmarks to orient the fetus and establish its position during the search for the abdomen - this may be due to
the easily identiﬁable bony regions in both cross sectional views. This is conﬁrmed by an analysis of search path
strategies, where the most common ﬁxation sequences involved the head. Search strategies appeared to be divided
between those which reference the head only, and those which reference both the head and the femur. On the clinical
testing set, the classiﬁcation accuracy of the bag of words model is highest for head images - this is likely due to the
distinctive bony parameter of the skull which, as shown in Fig 5, constitutes the most frequently ﬁxated visual word
in the head training set. Furthermore the appearance of the fetal head in the phantom images closely resembles the
fetal head in clinical images, making the head training set an acceptable proxy in the absence of clinical training data.
Classiﬁcation accuracies for the abdomen and femur were lower - this may be explained by the fact of the signiﬁcant
diﬀerence in appearance between the phantom fetal abdomen and femur, and their real fetal equivalents. On the
phantom testing set, classiﬁcation accuracies were signiﬁcantly higher for all three image types. This is expected,
as in this case the training image set closely resembles the testing set as both were obtained via a phantom fetal
model. More signiﬁcantly, these results demonstrate that using human eye ﬁxations as interest points to generate
bag of words models is a promising technique for classifying fetal US images. However, perhaps expectedly, the
use of a phantom fetal model to train a bag of words classiﬁer for testing on real clinical images is not ideal, as
the appearance of the testing set deviates signiﬁcantly from the training set. Therefore, future work will involve
performing more extensive eye tracking experiments on fetuses in clinical settings, thus gaining real clinical training
data to improve the classiﬁcation accuracies of our model on clinical testing data. More extensive experiments with
a greater number of participants will also allow an analysis of the diﬀerences in visual search strategies between
clinicians and non-clinicians, as it is possible that the inclusion of students in this study adversely aﬀected the learned
visual vocabulary due to a greater number of erroneous, or irrelevant, ﬁxation points by student participants. Overall,
this work constitutes the ﬁrst insight into image perception during real time US scanning, and a proof of concept
for training bag of words models for US image analysis on human eye movements. The classiﬁcation accuracies
on phantom US images demonstrate that using human ﬁxations to generate interest points for training bag of words
models for US analysis, and computer vision frameworks more broadly, is a feasible and promising avenue for further
research.
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