This paper is concerned with an autocatalysis model subject to no-flux boundary conditions. The existence of Hopf bifurcation are firstly obtained. Then by the center manifold theory and the normal form method, the direction of Hopf bifurcation and the stability of spatially homogeneous and inhomogeneous periodic solutions are established. On the other hand, the steady-state bifurcations from simple and double eigenvalues are intensively studied. The techniques of space decomposition and implicit function theorem are adopted to deal with the case of double eigenvalues. Finally, some numerical simulations are shown to verify the analytical results.
Introduction
In recent years, the autocatalysis models received much attention, which have been used in various forms in the studies of morphogenesis, population dynamics and autocatalysis oxidation reactions. If the initial concentration of reactant is fixed and the reaction rates are the same, then the simplified and non-dimensional form of arbitrary order autocatalysis model can be stated as follows: (1.1) where Ω is a bounded domain in R N (N 1) with smooth boundary ∂Ω; the variables u, v represent the dimensionless densities of reactant and autocatalyst respectively, which are usually considered to be non-negative. The reactor is assumed to be closed, thus no-flux boundary conditions are imposed and ∂ ν = ∂/∂ν represents the outer normal derivative. The parameter a is taken as the initial concentration of reaction precursor, p denotes the order of the reaction with respect to the autocatalytic species, d 1 , d 2 are the diffusion coefficients; a, p, d 1 and d 2 are positive constants. Here, we refer the interested readers to [1, 2] and references therein for a more detailed description for the derivation of this model. It is not difficult to see that (1.1) is very similar to the Sel'kov model
(1. 2) In fact, the corresponding elliptic equation of (1.2) is a special case of the corresponding elliptic equation of (1.1) by letting a = 1, d 1 /d 2 = θ and 1/d 2 = λ. As we know, the Sel'kov model (1.2) has been extensively studied in the past several years, see [3] [4] [5] .
In addition, there are many works on other autocatalysis models. For example, see [6] [7] [8] for the general Brusselator model, see [9] [10] [11] [12] for the Lengyel-Epstein model, see [13] [14] [15] for a bimolecular model with saturation law. More specifically, the existence and non-existence of non-constant positive steady-state solutions were studied in [6, 7, 9, 10, 14] ; Hopf bifurcation analyses were performed in [8, 11, 12, 15] . In particular, both Hopf bifurcation and steady-state bifurcation were considered in [15] .
Motivated by the papers [4, 5, [10] [11] [12] 15 ] mentioned above, we will carry out Hopf bifurcation and steady-state bifurcation analyses on the autocatalysis model (1.1). For Hopf bifurcation, the existence and stability of spatially homogeneous and inhomogeneous periodic solutions are obtained. For steady-state bifurcation, we mainly focus on the bifurcation from double eigenvalues. In fact, there are lots of steady-state bifurcation results for many different reaction-diffusion models. But, the assumption of simple eigenvalues was always imposed (see [4, 10, 15, 16] ) so that the Crandall-Rabinowitz bifurcation theorem [17] can be directly applied. In the case of double eigenvalues, there are no ready-made theory to our knowledge. Our proof is based on the techniques of space decomposition and implicit function theorem, which have been used in [18] to obtain the existence of positive solutions for predator-prey diffusion equations under Dirichlet boundary conditions. It must be pointed out that the linearized operator in [18] is actually a diagonal matrix, which is much easier to deal with than that in our paper.
The rest of the paper is arranged as follows. In Section 2, the existence and stability of Hopf bifurcating periodic solutions are established; Section 3 is devoted to considering steady-state bifurcations from simple and double eigenvalues; we illustrate our results with numerical simulations in Section 4.
Hopf bifurcation analysis
is the unique positive constant solution of (1.1). In this section, we first derive Turing instability with respect to the equilibrium solution U * and then establish the existence and stability of spatially homogeneous and inhomogeneous periodic solutions of (1.1).
We restrict ourselves to the case of one-dimensional spatial domain Ω = (0, π), for which the structure of the eigenvalues is clear, and consider the diffusive system
Our results below can be adapted to higher spatial domains.
It is well known that the operator u → −u xx with no-flux boundary conditions has eigenvalues and eigenfunctions as follows: 
2)
Consider the characteristic equation
It is clear to see that all the eigenvalues of L are given by the eigenvalues of
3)
By analyzing the distribution of the roots of (2.3), we can obtain the following result. 
4)
and U * is asymptotically stable if .3) has at least a positive root, which implies that U * is unstable.
If f 0, then the equation f (s) = 0 has two real roots, and when these two roots are negative, we have that for any s 0, f (s) > 0. At this time, we obtain
It readily follows from (2.7) and (2.8) that if
holds, then f (s) > 0 for any s 0. Since (2.9) is equivalent to
From arguments above, if (2.5) or (2.6) holds, then we have D k > 0 for any k 0. Note that T k < 0 for any k since p > 1 and a > a 0 . Therefore, for any k 0, ζ k (ρ) = 0 has two roots ρ 1,k and ρ 2,k with negative real parts. Next, we shall prove that there exists δ > 0, which is independent of k, such that Re{ρ 1,k },
It is easy to see that two roots of ψ k (ξ ) have negative real parts when k is large enough. Hence, there exists a positive constant δ such that Re{ρ 1,k }, Re{ρ 2,k } −δ, which shows that U * is asymptotically stable. The proof is completed. 2
Now, we look for Hopf bifurcating periodic solutions of (2.1) when p > 1. Let ρ = α(a) ± iβ(a) be the roots of (2.3).
The transverse condition is always satisfied. We only need to verify whether 
holds, then Proof. From Section 2 in [16] , the bifurcation direction and the stability of the bifurcating periodic solutions are determined by ρ (0), which is given by
And from Theorem 2.1 in [16] , the bifurcation is supercritical (resp. subcritical) if
and in addition, all other eigenvalues of L(a H 0 ) have negative real parts, then the bifurcating periodic solutions are stable (resp. unstable) if Re(c 1 
Further calculations lead to )) because it is very lengthy.
The steady-state bifurcation
In this section, we focus on the following steady-state problem
Taking a as a parameter, we shall prove the existence of positive solutions bifurcating from (a, U * ). The Crandall-Rabinowitz bifurcation theorem will be used to derive bifurcations from simple eigenvalues. For the case of double eigenvalues, the techniques of space decomposition and implicit function theorem are applied.
Then the solutions of (3. 
We shall prove that there exists a non-constant positive solution of 
) is a bifurcation point of F = 0. There is a curve of non-constant solutions (a(s), (u(s), v(s))) of F
= 0 for |s| sufficiently small, satisfying a(0) = a S j , (u(0), v(0)) = U * a S j , u(s) = u * a S j + sφ j + o(s 2 ), v(s) = v * a S j + sb j φ j + o(s 2 )
, where a(s), u(s), v(s) are continuous functions and b j
3) 
Recall that the operator
It is clear that the linear operators F U , F a and F aU are continuous.
According to the assumption in (i), we have
where
Finally, since
Obviously, the condition (b) in (i) is not satisfied and the Crandall-Rabinowitz bifurcation theorem does not work. Now, we resort to the techniques of space decomposition and implicit function theorem to deal with the case of double eigenvalues. First, we translate U * a to the origin by the translation (y, z) = (u, v)− U * a , and thus consider the new map F :
where f 2 = − f 1 and
It is clear that F ( a, (0, 0)) = 0 and
is a solution of (3.1) (or F = 0) if and only if (y, z) satisfies F (a, (y, z)) = 0. So we only need to find the existence of non-constant pair (y, z). Second, we decompose X as X = X 1 ⊕ X 2 and look for solutions of F = 0 in the form
For latter use, we define the operator P on Y by
such that P is the projection from Y to X 1 , and then decompose
Next, we apply the implicit function theorem to show the existence of non-constant pair (y, z). Fix ω 0 ∈ R for the time being and define a nonlinear mapping K (a, s, W ; ω 
Here, f 2 = − f 1 and
is the linear mapping
where A 1 , A 2 , A 3 are given in (3.3) and (3.4).
In order to use the implicit function theorem, it suffices to verify that
isomorphism. For this purpose, try to rewrite
To this end, decompose
In the following, we need to divide our arguments into two cases j = 2i and i = 2 j.
In this case,
∈ Y 2 and we need to decompose
Note that L( a ) is an isomorphism from X 2 to Y 2 . Hence, we can assume 
Substituting it into (3.8) yields 
= 0. Then
∈ Y 2 and we need to decompose 
Numerical simulations
In this section, we present some numerical simulations that verify the analytic results in previous sections by using Matlab programming. Our numerical simulations presented below illustrate the following major outcomes:
(1) For the system (2.1), choose d 1 = 1, d 2 = 3, p = 2 and thus a H 0 = 1. By Theorem 2.2, a Hopf bifurcation occurs at a = a H 0 . And by Theorem 2.3, the bifurcation direction is subcritical and the bifurcating periodic solutions are asymptotically stable. These facts are shown in Fig. 1 . Our numerical simulations suggest that the periodicity decreases with respect to the value of a, see Fig. 2 . 
