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Resumen La introduccio´n de nuevas familias de funciones de implica-
cio´n borrosas es una necesidad para poder elegir aquella ma´s adecuada
para una aplicacio´n concreta. En esta l´ınea, en este trabajo se introdu-
ce un nuevo tipo de funciones de implicacio´n borrosas basadas en las
potencias respecto de t-normas, especialmente continuas. Las potencias
de t-normas han sido utilizadas en los modiﬁcadores o cuantiﬁcadores
de Zadeh para relajar las proposiciones borrosas. As´ı, la propiedad ma´s
interesante que satisfacen estas implicaciones es la de la invariancia con
respecto a potencias asegurando que si tanto el antecedente como el con-
secuente de la proposicio´n son modiﬁcados de igual forma, la implicacio´n
devuelve el mismo valor de verdad.
Palabras clave: Funcio´n de implicacio´n borrosa, t-norma, potencias de
t-normas, negacio´n borrosa.
1. Introduccio´n
El estudio de las funciones de implicacio´n borrosas ha experimentado un gran
auge en las u´ltimas decadas debido a que dichas funciones se usan, en el razona-
miento aproximado y el control borroso, para modelar los condicionales borrosos
y tambie´n en el proceso de inferencia borrosa mediante las reglas del Modus Po-
nens y el Modus Tollens. La importancia de las funciones de implicacio´n borrosas
radica principalmente en sus aplicaciones que se extienden a muchos campos y
no se limitan u´nicamente al razonamiento aproximado y al control borroso (ver
[3,4]). Ese es tambie´n el motivo de que resulte importante disponer de un amplio
espectro de posibilidades, as´ı como de tantos modelos distintos de funciones de
implicacio´n borrosas como sea posible (ver [17]).
De esta forma, el estudio teo´rico de las funciones de implicacio´n borrosas
se ha extendido considerablemente con la intencio´n de poner de maniﬁesto la
512
© Ediciones Universidad de Salamanca
SEBASTIA MASSANET, JORDI RECASENS, JOAN TORRENS 
FUNCIONES DE IMPLICACIÓN BORROSAS BASADAS EN POTENCIAS
Actas de la XVII Conferencia de la Asociación Española para
 la Inteli?encia Arti?cial? pp? ???????
S. Massanet, J. Recasens y J. Torrens
ma´xima variedad posible de funciones de implicacio´n borrosas junto con sus
propiedades. Dos de las l´ıneas de investigacio´n ma´s importantes en este sentido
son:
La introduccio´n de diversas familias de funciones de implicacio´n borrosas, el
estudio de sus propiedades y la caracterizacio´n axioma´tica de dichas familias
(ver [3,10] y las referencias all´ı citadas).
El estudio de numerosos me´todos de construccio´n de funciones de implica-
cio´n borrosas (ver [2,4] junto con las referencias all´ı citadas y tambie´n ma´s
recientemente los art´ıculos [1,11,12,13,16,18]).
En esta comunicacio´n queremos presentar un enfoque completamente nuevo
a las funciones de implicacio´n borrosa basada en las potencias respecto a una
t-norma cualquiera (principalmente continua). Con ello, no so´lo introduciremos
una nueva familia de funciones de implicacio´n, sino que lo haremos de forma
constructiva a partir de t-normas.
2. Preliminares
Supondremos que el lector esta´ familiarizado con los resultados ba´sicos so-
bre t-normas, t-conormas, negaciones y funciones de implicacio´n borrosas (para
detalles sobre t-normas ve´ase [6,19]; sobre implicaciones, ve´ase [2,3,4,5]). A con-
tinuacio´n recordaremos so´lo algunos conceptos sobre funciones de implicacio´n
borrosas y sobre potencias respecto de t-normas continuas con el objetivo de
que el trabajo sea lo ma´s autocontenido posible.
2.1. Funciones de implicacio´n borrosas
Deﬁnicio´n 1. ([3,5]) Una operacio´n binaria I : [0, 1]2 → [0, 1] es una funcio´n
de implicacio´n borrosa, o una implicacio´n borrosa, si satisface:
(I1) I(x, z) ≥ I(y, z) cuando x ≤ y, para todo z ∈ [0, 1].
(I2) I(x, y) ≤ I(x, z) cuando y ≤ z, para todo x ∈ [0, 1].
(I3) I(0, 0) = I(1, 1) = 1 e I(1, 0) = 0.
No´tese que, de la deﬁnicio´n, se desprende que I(0, x) = 1 e I(x, 1) = 1
para todo x ∈ [0, 1] mientras que los valores sime´tricos I(x, 0) e I(1, x) no se
derivan de la deﬁnicio´n. A continuacio´n recordamos algunas de las propiedades
ma´s habituales de las implicaciones borrosas.
Deﬁnicio´n 2. ([3,5]) Sea I una implicacio´n borrosa.
La funcio´n NI deﬁnida por NI(x) = I(x, 0) para todo x ∈ [0, 1], se llama la
negacio´n natural de I y es siempre una negacio´n borrosa.
Se dice que I satisface
1. Principio de Intercambio:
I(x, I(y, z)) = I(y, I(x, z)), para todos x, y, z ∈ [0, 1]. (EP )
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2. Ley de importacio´n respecto a una t-norma T :
I(T (x, y), z) = I(x, I(y, z)), para todos x, y, z ∈ [0, 1]. (LIT )
3. Principio de neutralidad por la izquierda:
I(1, y) = y para todo y ∈ [0, 1]. (NP )
4. Propiedad del orden:
x ≤ y ⇐⇒ I(x, y) = 1 para todos x, y ∈ [0, 1]. (OP )
5. Principio de Identidad:
I(x, x) = 1 para todo x ∈ [0, 1]. (IP )
6. Principio de la negacio´n fuerte:
NI(x) es una negacio´n fuerte. (SN)
2.2. Potencias respecto de t-normas
Por simplicidad supondremos en esta seccio´n y a lo largo de todo el art´ıculo
que las t-normas utilizadas son continuas. Para ma´s detalles sobre los resultados
incluidos en esta seccio´n ver [19] donde las potencias de t-normas continuas son
estudiadas con detalle.
Dado que una t-norma T es siempre asociativa, podemos considerar las po-
tencias enteras respecto de T de la forma habitual. Esto es, para todo x ∈ [0, 1]:
x
(n)
T = T (
n veces︷ ︸︸ ︷
x, x, ..., x) para todo n ∈ Z+ y n ≥ 2,
con el convenio x
(1)
T = x y x
(0)
T = 1 para todo x ∈ [0, 1].
De forma similar, las ra´ıces n-e´simas y las potencias racionales de un x ∈ [0, 1]
respecto de T se deﬁnen como
x
( 1n )








para todos m,n ∈ Z+.





T para todo x ∈ [0, 1].
Las potencias racionales respecto de una t-norma continua se pueden exten-
der a exponentes irracionales de la forma habitual.
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Deﬁnicio´n 3. Sea T una t-norma continua y r ∈ R+ un nu´mero real positivo.
Sea {an}n∈Z+ una sucesio´n de nu´meros racionales con l´ım
n→∞ an = r. Para todo






La continuidad de T asegura la existencia de este l´ımite y la independencia
de la sucesio´n {an}n∈Z+ elegida.
En el caso de que la t-norma T sea arquimediana, la expresio´n de su potencia
asociada depende del generador aditivo de la t-norma.
Proposicio´n 1. Sea T una t-norma arquimediana continua y sea t un generador





Ejemplo 1. En el caso de las tres t-normas continuas ba´sicas tenemos:
Si T = TL es la t-norma de Lukasiewicz, entonces x
(r)
TL
= ma´x{0, 1− r+ rx}.









x si r > 0,
1 si r = 0.
3. Implicaciones basadas en potencias
Empezaremos esta seccio´n analizando la idea intuitiva que subyace en la
deﬁnicio´n formal que daremos ma´s adelante (ver deﬁnicio´n 4).
3.1. La idea intuitiva
En lo´gica borrosa, para manejar condicionales borrosos del tipo “Si P , en-
tonces Q”(denotado por P → Q) con P y Q proposiciones borrosas, se utilizan
habitualmente las funciones de implicacio´n borrosas3. Concretamente, el valor
de verdad del condicional borroso P → Q se expresa funcionalmente a partir de
los valores de verdad de las proposiciones iniciales P y Q; esto es:
μP→Q(x, y) = I(μP (x), μQ(y)),
donde I : [0, 1]× [0, 1] → [0, 1] es una funcio´n de implicacio´n borrosa.
Hay muchas maneras de construir funciones de implicacio´n adecuadas en
este contexto (ver [2,3]), pero en esta seccio´n queremos presentar una nueva
forma basada en potencias respecto de una t-norma. Para ello hagamos uso del
siguiente ejemplo. Consideremos el condicional:
3 En [7], se propuso otro enfoque basado en el uso de implicaciones borrosas no ex-
presables funcionalmente.
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“Si el precio de un ordenador esta´ entre 300 y 350 euros, entonces es muy bueno.”
Seguramente costara´ que un experto este´ de acuerdo con esta aﬁrmacio´n.
Posiblemente requerira´ una determinada relajacio´n del consecuente, cambia´ndolo
por bueno o incluso por correcto. Una relajacio´n de este tipo se puede obtener
mediante los modiﬁcadores o cuantiﬁcadores de Zadeh basados en potencias. De
esta manera, los modiﬁcadores muy o poco suelen modelarse mediante funciones
potenciales de modo que, para un valor x ∈ [0, 1], “muy x” se calcula como x2,
o “poco x” se calcula como x1/2.
De esta forma, basa´ndonos en esta idea, el valor de verdad de x → y se
podr´ıa deﬁnir como la ma´xima potencia a la que se puede elevar y de manera
que el resultado sea mayor o igual a x. Por ejemplo, (0,8 → 0,64) = 12 ya que
0,64
1
2 = 0,8. Notemos que, para deﬁnir estos modiﬁcadores, Zadeh utiliza la
t-norma producto, pero es obvio que se pueden utilizar potencias respecto de
cualquier t-norma T . En la siguiente seccio´n pretendemos formalizar esta idea y
ver las propiedades de las implicaciones as´ı obtenidas.
3.2. Deﬁnicio´n formal y propiedades
A partir de la idea descrita en la seccio´n anterior, empecemos por formalizar
la deﬁnicio´n que queremos introducir.
Deﬁnicio´n 4. Dada una t-norma continua T , deﬁnimos IT : [0, 1] × [0, 1] →
[0, 1] como la funcio´n dada por
IT (x, y) = sup{r ∈ [0, 1] | y(r)T ≥ x},
para todos x, y ∈ [0, 1].
En primer lugar se demuestra que, para cualquier t-norma continua T , la
funcio´n IT es siempre una funcio´n de implicacio´n borrosa en el sentido de la
deﬁnicio´n 14.
Proposicio´n 2. Para toda t-norma continua T , se tiene que IT es una impli-
cacio´n borrosa.
De la deﬁnicio´n se derivan fa´cilmente las siguientes propiedades para este
tipo de implicaciones.
Proposicio´n 3. Sea T una t-norma continua. Entonces
i) IT veriﬁca (OP) y por lo tanto, tambie´n (IP).
ii) IT (1, y) = 0 para todo y < 1. Consecuentemente IT nunca veriﬁca (NP).
La proposicio´n anterior nos asegura en particular que las implicaciones IT , ba-
sadas en potencias, no coinciden nunca con ninguna de las implicaciones ma´s
usuales (con la excepcio´n de la implicacio´n de Rescher introducida en [15],
4 Omitimos las demostraciones de los resultados por falta de espacio.
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ver tambie´n [3] y la Proposicio´n 4 ma´s adelante). Recordemos que todas las
familias habitualmente manejadas (R-implicaciones, (S,N)-implicaciones, QL-
implicaciones, D-implicaciones, implicaciones de Yager) veriﬁcan (NP) y por lo
tanto no pueden coincidir con ninguna IT .
Veamos a continuacio´n, segu´n el tipo de t-norma continua considerada, cua´l
es la expresio´n general de IT .
Proposicio´n 4. Sea T una t-norma continua. Entonces,
Si T = TM es la t-norma Mı´nimo, la implicacio´n I
TM coincide con la im-
plicacio´n de Rescher, esto es:
ITM(x, y) = IRS(x, y) =
{
1 si x ≤ y,
0 si x > y.
Si T es arquimediana y t es un generador aditivo de T ,
IT (x, y) =
⎧⎨
⎩
1 si x ≤ y,
t(x)
t(y)
si x > y.
Si T es una suma ordinal de la forma T = (〈ai, bi, Ti〉)i∈I , donde Ti es una
t-norma arquimediana con generador aditivo ti para todo i ∈ I,
IT (x, y) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩










) si x, y ∈ [ai, bi] y x > y,
0 en cualquier otro caso.
En la Figura 1 se puede ver la estructura de las implicaciones IT cuando T
es arquimediana y cuando es una suma ordinal en general.
Ejemplo 2. En el caso de las dos t-normas arquimedianas cla´sicas tenemos:
Si T = TP es la t-norma Producto, entonces
ITP(x, y) =
{
1 si x ≤ y,
log x
log y si x > y.
Si T = TL es la t-norma de Lukasiewicz, entonces
ITL(x, y) =
{
1 si x ≤ y,
1−x
1−y si x > y.
Pasemos a estudiar ahora la negacio´n natural de IT que de nuevo depende
de la forma de la t-norma continua T elegida.
Proposicio´n 5. Sea T una t-norma continua. Si denotamos por NIT la nega-
cio´n natural de IT , se veriﬁca:
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(b) T suma ordinal
Figura 1: Estructura de las implicaciones IT cuando T es arquimediana y cuando











todo i ∈ I.
i) Si T es la t-norma mı´nimo o T es arquimediana estricta, entonces NIT =
NGD es la negacio´n de Go¨del, esto es:
NIT (x) = NGD(x) =
{
0 si x > 0,
1 si x = 0.




para todo x ∈ [0, 1].
iii) Si T es una suma ordinal de la forma T = (〈ai, bi, Ti〉)i∈I , donde Ti es una
t-norma arquimediana con generador aditivo ti para todo i ∈ I, entonces
• Si ai 
= 0 para todo i ∈ I, NIT = NGD es de nuevo la negacio´n de Go¨del.










si x ≤ bi0 ,
0 si x > bi0 .
De la proposicio´n anterior se deduce inmediatamente el siguiente resultado
concerniente a la propiedad (SN).
Corolario 1. Sea T una t-norma continua. La implicacio´n IT veriﬁca (SN) si,
y solo si, T es arquimediana no estricta con generador aditivo t normalizado (tal
que t(1) = 0) involutivo (es decir, tal que t2 = id).
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Ejemplo 3. Consideremos la t-norma T dada por la suma ordinal de la forma
T = (〈0, 1/2, TL〉, 〈1/2, 1, TP〉). Entonces su implicacio´n IT viene dada por:
IT (x, y) =
⎧⎪⎪⎨
⎪⎪⎩
1 si x ≤ y,
1−2x
1−2y si x, y ∈ [0, 1/2] y x > y,
log (2x−1)
log (2y−1) si x, y ∈ [1/2, 1] y x > y,
0 en otro caso,
mientras que su negacio´n natural ser´ıa: NIT (x) =
{
1− 2x si x ≤ 1/2,
0 si x > 1/2.
En la Figura 2 se puede ver la estructura de la implicacio´n IT y su negacio´n





































Figura 2: Estructura de la implicacio´n IT y su negacio´n natural NIT cuando
T = (〈0, 1/2, TL〉, 〈1/2, 1, TP〉).
Respecto del principio de intercambio y la ley de importacio´n respecto de una
t-norma T ′, los resultados son siempre negativos como recogemos en la siguiente
proposicio´n.
Proposicio´n 6. Sea T una t-norma continua.
i) IT no veriﬁca (EP ).
ii) IT no veriﬁca (LIT ) respecto de ninguna t-norma T .
En cambio, las implicaciones IT s´ı veriﬁcan otras propiedades importantes
que esta´n relacionadas con el razonamiento aproximado. Concretamente, si recor-
damos el ejemplo t´ıpico del tomate [14], es razonable pensar que las aﬁrmaciones
siguientes:
Si el tomate es rojo, entonces esta´ maduro.
Si el tomate es muy rojo, entonces esta´ muy maduro.
Si el tomate es poco rojo, entonces esta´ poco maduro.
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deber´ıan tener el mismo valor de verdad. Esta propiedad, que trasladada a nues-
tro a´mbito se corresponde con ser invariante con respecto a potencias, se veriﬁca
para las implicaciones IT introducidas en esta comunicacio´n tal y como se recoge
en la siguiente proposicio´n.
Proposicio´n 7. Sea T una t-norma continua. Entonces IT es invariante por






= 0, 1, se veriﬁca:









4. Conclusiones y trabajo futuro
En este trabajo hemos introducido una nueva clase de implicaciones basadas
en potencias respecto de una t-norma continua T . Basa´ndonos en la deﬁnicio´n
hemos visto diversas propiedades de estas implicaciones como por ejemplo las ha-
bituales (OP), (IP) y el hecho de que nunca veriﬁcan el principio de neutralidad
por la izquierda. Esta u´ltima propiedad demuestra que las implicaciones basadas
en potencia forman una nueva familia de implicaciones que no tienen intersec-
cio´n con ninguna de las familias conocidas ma´s habituales. Esto asegura que las
implicaciones aqu´ı introducidas son en general nuevas posibilidades a tener en
cuenta. Por otra parte, cabe destacar que todas ellas veriﬁcan una propiedad
no usual pero muy razonable como es la invariancia por potencias respecto de
la propia t-norma T . Por u´ltimo, hemos visto tambie´n que las implicaciones IT
veriﬁcan otras propiedades, como (SN), en segu´n que casos.
Este trabajo representa solo el primer paso en el estudio de estas nuevas
implicaciones, por lo que son muchas las posibles l´ıneas de investigacio´n con
respecto a las mismas. Podemos destacar entre otras:
Dar una caracterizacio´n axioma´tica de las implicaciones IT en la que, no
cabe duda, tendra´ gran importancia la propiedad de invariancia respecto de
potencias.
Estudiar otras propiedades importantes que no se han analizado aqu´ı por
falta de espacio, como la contraposicio´n respecto de una negacio´n N o la
propiedad del Modus Ponens. Esta u´ltima se podr´ıa esudiar no solo con
respecto a la propia t-norma T , sino que podr´ıa generalizarse a cualquier
t-norma T1 (o conjuntor ma´s general como por ejemplo una uninorma con-
juntiva, ver [8,9]).
El estudio se ha dado solo para t-normas continuas. Una l´ınea interesante
ser´ıa extender dicho estudio a t-normas continuas por la izquierda.
Hemos visto que IT es una relacio´n reﬂexiva (esto es, IT (x, x) = 1 para todo
x ∈ [0, 1]). Ser´ıa interesante estudiar si es tambie´n T -transitiva y, por tanto,
un T -preorden en [0, 1]. Recordemos que la T -transitividad se escribe
T (IT (x, y), IT (y, z)) ≤ IT (x, z) para todos x, y, z ∈ [0, 1].
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Por ejemplo, resulta inmediato ver que en el caso de las t-normas Mı´nimo y
Producto se veriﬁca la correspondiente T -transitividad, pero ¿en que´ otros
casos se veriﬁca?
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