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Abstract 
Predictive control is a very useful tool in controlling constrained systems, since the 
constraints can be satisfied explicitly by the optimisations. Sets, namely, reachable 
sets, controllable sets, invariant sets, etc, play fundamental roles in designing predictive 
control strategies for uncertain systems. Meanwhile, in addition to the commonly 
assumed boundedness of the uncertainty, the explicit use of its stochastic properties 
can lead to improvement in system response. This thesis is concerned with robust set 
theories, mainly for reachable sets, with applications to time-optimal control; and the 
use of stochastic properties of the uncertainty to achieve less conservative controls. 
In the first part of this thesis, we focus on LTI systems subject to, additional to the 
usual constraints, a constraint on the control change between sample times. One key 
ingredient in controlling such constrained systems is the initial control value, which, via 
analyses and simulations, is shown to be a useful extra degree of freedom. Reachable 
sets that incorporate this influential initial control value are derived and analyzed, 
with theoretical as well as computational algorithms developed for both nominal and 
uncertain systems under different types of feedback policy. Following this, the reachable 
set is discussed in connection with time-optimal control to obtain desired control laws. 
In addition, controllable sets, stabilisable sets and invariant sets for such constrained 
uncertain systems are studied. 
In the second part, the uncertainties are assumed to have stochastic properties. 
They are exploited in three different ways: the expected worst-case is used instead 
of the worst-case to achieve less conservative control even when the uncertainty is 
relatively large; the stochastic invariant set is proposed to provide alternative methods 
for approximating disturbance invariant sets; the relaxed set difference is developed 
to obtain less restrictive controls and/or replacing probabilistic constraint or slack 
variables. 
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Chapter 1 
Introduction 
1.1 Introduction to Predictive Control 
As an advanced control strategy, well-known for handling constraints, model pre- 
dictive control has attracted considerable attention ever since its fundamental 
idea emerged firstly in the 1960s. For almost half a century, especially since the 
70s, controllers adopting this predictive concept have become more and more 
popular in the petrochemical industry, where these can be applied to maintain 
a plant working under very economical conditions. Starting from the 90s, with 
the help of fast developing computer technology, model predictive control has 
advanced to a stage that it is now spreading into many other sectors in various 
industries. 
1.1.1 Predictive Control Concept 
Model Predictive Control (MPC) or Receding Horizon Control (RHC) refers to a 
class of control algorithms that solve on-line finite horizon optimisation problems. 
At each discrete time, using an explicit plant model, an MPC algorithm adopts 
the current state of the plant as the initial state and attempts to optimise future 
plant behaviour, by computing a sequence of future control adjustments. The first 
element in the optimised control sequence is applied to the plant, then the entire 
1 
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optimisation procedure is repeated at each subsequent discrete time. The concept 
of MPC reflects human behaviors whereby people select control actions, based 
on an internal model of the process in question, leading to the best predicted 
outcome over some limited horizon. The decision is constantly updated as new 
observations become available. 
Compared with conventional control strategies, which use a pre-computed con- 
trol law, MPC has many clear advantages. It is well recognised that the on-line 
optimisation in MPC provides it with the ability to handle control problems where 
off-line computation of a control law has proved to be difficult. In many other 
cases, where off-line computation is possible, MPC is believed to be more efficient 
in controlling multivariable plants than traditional PID controllers. Constraint 
handling is another substantial capability that few other control methods can 
match. Nearly every application imposes some kinds of constraints like actuator 
limits, safety limits, etc. Efficiency often dictates that the plant's steady-state op- 
eration should be as close as possible to the constraint boundaries. Conventional 
control strategy, with almost no exception, relies heavily on ad hoc methods that 
are time consuming, without providing a guarantee of constraints satisfaction 
and often limited performance. In contrast, MPC takes constraint satisfaction 
explicitly into consideration and results in an optimised control law continuously 
adjusted to the current plant situation. Other examples where MPC may be 
employed include the control of nonlinear plants and time-varying plants. 
The idea of MPC has a long history, with the first related publication [87] in 
the 60s, followed by a more detailed discussion in [27]. However, the real MPC 
strategy was not founded until the mid-seventies to mid-eighties, when Model 
Predictive Heuristic Control(MHRC)[83] and Dynamic Matrix Control(DMC)[151 
were popularly implemented in the petrochemical industry. Shortly after the 
birth of MHRC and DMC, there was a burst of new MPC algorithm coming out, 
such as MAC, EPSAC, PFC, GPC, etc[19]. Although all these abbreviations 
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appear to be distinct from each other, there is not much fundamental difference 
between them, apart from some variations in the process and disturbance model 
adopted. In the 90s and afterward, MPC technology has matured substantially 
because of the use of state-space model [34], which in turn enable simplification 
and generalization of a lot of MPC theories, as well as providing the possibility 
of obtaining quick solutions by using computers. These recent, advances in the 
MPC field, reviewed in [65], [107], [64], [52], [28], [5], [86], [97] and [96], are mostly 
related to the robustness against uncertainties, the adoption of nonlinear models 
and methods for widening the applicable areas. 
1.1.2 General Formulation 
In this report, we will exclusively use state-space methods, with a principle linear 
discrete time invariant system 
Xk+i = Axk +B uk 
Yk = Cxk 
(1.1.1) 
where Xk E RI, Uk E RI, Yk E RP denote the state, control and controlled output, 
respectively. The system is also subject to state and control constraints 
Uk EUC Rm (1.1.2) 
XkEXCR" (1.1.3) 
MPC uses an optimisation-based control law that optimises performance mea- 
sures. For a MPC controller with a prediction horizon length N, the task is to 
find, at each time k, a control sequence 
Uk = {tLklk, tLk+llk, ... , Uk+N-Ilk} (1.1.4) 
(here Uk+jlk refers to the choice of tuk+j made at time k) that optimises the cost 
function 
k+N-1 
V (x, k, u) =E l(xi, u; ) + F(xk+N) (1.1.5) 
i=k 
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with l(. ) being the stage cost and F(. ) being the terminal cost. It satisfies the 
state and control constraints (1.1.2) and (1.1.3). A typical optimisation involved 
is: 
k+N-1 
min V (x, k, 2c) = min E 1(x1, ui) + F(xk+N) (1.1.6) 
i=k 
subject to acs+klk EU 
Xk+Ilk EX 
1.2 Motivations and Contributions 
This thesis is about robust model predictive control (MPC) of discrete-time linear 
disturbed systems. It contains contributions to two topics related to improving 
the control of such systems. 
One topic (Chapter 3 to Chapter 7) concerns minimal-time control in the pres- 
ence of disturbances when, in addition to the usual constraints, restrictions are 
imposed on the change in the control between adjacent discrete times. Such con- 
straints are often used in practice however the consequences for minimal time 
control do not seem to have been considered much before. Thus here we study 
this problem to extend the area. The only assumptions made on the disturbances 
are that they lie in particular known polytopes - probabilistic properties of the 
disturbances are not assumed or used. The standard concepts are extended to 
the new case and efficient ways for computing the relevant invariant sets, and 
hence the optimal control, are presented. 
The second topic (Chapter 8 to Chapter 10) is associated with taking advantage 
of some reasonable probabilistic properties of the disturbances in order to obtain 
controllers that are less conservative than those obtained by just assuming (as 
is often done) that they are random and bounded and then applying standard 
minimax schemes. New set theories, operations and optimisation procedures are 
developed for this purpose. 
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For both topics, MPC with control change constraint and probabilistic MPC, 
new algorithms, mostly based on set theoretic calculations, are obtained and 
implemented using methods from computational geometry that exploit the com- 
putational advantages of the use of the vertices of relevant convex hulls rather 
than the use of the half-space representations of the hulls using inequalities. 
Examples that demonstrate the effectiveness of the two new approaches and 
the advantages of the new computational methods based on those approaches are 
presented. 
In more detail, this thesis contributes to to the following areas: 
" Owing to the additional change-of-control constraint, we demonstrate the 
necessity of considering initial control values, and the need to derive new sets 
so as to appropriately analyse the robustness and reachability of uncertain 
systems. 
9 Under the additional change-of-control constraint, useful sets, e. g. reach- 
able sets, controllable sets and invariant sets, for convergence/robustness 
analyses and time-optimal control are proposed and derived. 
9 Algorithms for computing or approximating the newly proposed sets are 
developed, exploiting the convexity of those sets. 
" An optimisation scheme that employs a weighted worst-case, namely, ex- 
pected worst-case, is proposed and developed. Out analyses show that the 
proposed scheme could yield improved system performance in the case of 
larger-than-normal disturbances. 
" New methods for approximating the new minimal/maximal disturbance in- 
variant set are proposed and developed. The new methods follow an alterna- 
tive approach to existing ones, and could be used to construct approximated 
invariant sets that are less conservative than those existing. 
6 
"A relaxed set difference is proposed and developed. The proposed set differ- 
ence can be used for state constraint relaxation, replacing the slack variable 
approach, or as an alternative way to handle probabilistic constraints. Al- 
gorithms for computing or approximating the set difference are developed. 
1.3 Organization of the Thesis 
This thesis is organised as follows: 
" Chapter II is a literature review about predictive control. It contains brief 
surveys on existing robust predictive control methods, computational ge- 
ometry and stochastic MPC. 
" Chapter III contains firstly a review of some existing sets and definitions 
relevant to the analysis of linear uncertain systems. Then the necessity 
of developing new sets for studying systems in the presence of change-of- 
control constraints is explained. Useful sets and a theoretical method for 
computing them are presented. 
" Chapter IV consists of the derivation of the reachable set and computational 
algorithm for finding the sets for linear nominal systems. The analysis with 
fixed initial control value shows the significance of the initial control value 
in the presence of the change-of-control constraint. This motivates the use 
of variable initial control value. 
" Chapter V contains the derivation of the reachable set and computational 
algorithms for the set for linear uncertain systems. In deriving the set, open- 
loop, disturbance feedback and a newly-proposed disturbance-cancellation 
policy were used. 
9 Chapter VI presents a brief review of the connections between time-optimal 
control and predictive control. Then the newly-proposed reachable sets 
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are applied to obtain time-optimal controls for linear nominal/uncertain 
systems under the change-of-control constraint. 
9 In Chapter VII the results on reachable sets are extended to controllable 
sets, stabilisable sets and invariant sets. The possibility of further incorpo- 
rating the change-of-state constraint is also considered. 
" Chapter VIII contains a proposed optimisation scheme employing an expected- 
worst-case concept and associated analyses. Simulations show the use of 
the expected-worst-case can yield improved system performance under rel- 
atively large disturbances. 
" Chapter IX proposes a new method for approximating the minimal/maximal 
disturbance invariant set. It is believed that the new method, which uses 
some stochastic properties of the disturbance, yields sets that are less con- 
servative that existing sets. 
" Chapter X focuses on the derivation and development of relaxed set differ- 
ence. The relaxed set difference exploits some stochastic properties of the 
disturbance and can be used in alternative ways for replacing the probabilis- 
tic constraints or the slack variable approach in relaxing state constraints. 
9 Chapter XI concludes the research and suggests potential future research 
1.4 Notations 
Unless specified locally, some of the most frequently used notations in this thesis 
are: 
x system state 
u control input 
uo initial control value 
8 
w disturbance 
k time step number 
N prediction horizon 
X state constraint set 
U control constraint set 
V change of control constraint 
W disturbance set 
IR set of real values 
V(. ) cost function 
Pr(. ) the probability of 
Conv(. ) convex hull of 
® Minkowski set addition 
e Minkowski set difference 
eQ relaxed set difference 
O (Q) One Step Set 
O(Q) Robust One Step Set 
RZ(Sl) Reach Set (Different from Reachable Set) 
'1Z(Q)Robust Reach Set 
Xi (11, T) i-step Robust Controllable Set 
X1(T) i-step Reachable Set 
: (T) Robust i-step Reachable Set 
z"0 (SZ) One Step Set with Fixed Initial Control Value 
Z"0 (cl) Robust One Step Set with Fixed Initial Control Value 
Z(l) One Step Set with Variable Initial Control Value 
Z(Q) Robust One Step Set with Variable Initial Control Value 
8j'0(T) i-step Augmented Reachable Set with Fixed Initial Control Value 
Si ° (T) Robust i-step Augmented Reachable Set with Fixed Initial Control Value 
Sti(r) i-step Augmented Reachable Set with Variable Initial Control Value 
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Si (T) Robust i-step Augmented Reachable Set with Variable Initial Control Value 
J, ° i-step Reachable Set with Fixed Initial Control Value 
R. t i-step Reachable Set with Variable Initial Control Value 
T, Robust i-step Reachable Set with Variable Initial Control Value 
X °'"(T, Sl) i-step Controllable Set with Fixed Initial Control Value 
Xý °'"(T, f) Robust i-step Controllable Set with Fixed Initial Control Value 
X; (T, f) i-step Controllable Set with Variable Initial Control Value 
k (T, Il) Robust i-step Cpntrollable Set with Variable Initial Control Value 
Si(f 
, T) Robust i-step Stabilisable Set 
8,,,, (f2, T) Maximal Robust Stabilisable Set 
C; (cl) Robust i-step Control Invariant Set 
C... (SZ) Maximal Robust Control Invariant Set 
Cs (SZ) Robust i-step Control Invariant Set with Variable Initial Control Value 
G02) Maximal Robust Control Invariant Set with Variable Initial Control Value 
11 jxjI lp the p-norm for p=1,2, """, 00 
x+ denotes the sucessor of x 
Conv() denotes the convec hull of a set of points 
Chapter 2 
Literature Review 
2.1 Overview 
MPC provides stabilising optimal control laws for systems like (1.1.1) with state 
and control constraints. However, in the real world, system description is often 
not as exact as (1.1.1) and contains uncertainties. The introduction of uncertainty 
in the system description raises the requirement of robustness, i. e. maintaining 
certain system properties, such as stability and performance, in the presence of 
uncertainty. 
The simplest way to handle uncertainty is to ignore it and apply nominal MPC. 
In theory, nominal MPC possesses a degree of inherent robustness at least when 
there are no control or state constraints[65]. In those inherent robust approaches, 
it is said that if a Lyapunov function for the nominal closed-loop system main- 
tains its descent property if the uncertainty is sufficiently small, then the sta- 
bility is maintained in the presence of uncertainty[107]. The weakness of these 
approaches is clear to see: they may result in constraint violations if control and 
state constraints are present. As a result, it is necessary, in general, to take sys- 
tem uncertainty into account and to employ a more sophisticated control strategy 
ensuring robustness. 
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To model the uncertain system, using state-space representation, a linear dis- 
crete time invariant system subject to disturbance is described as 
xk+i = Axk + Buk + Gwk (2.1.1) 
Yk = CXk 
where Xk E R', Uk E R"`, Yk E R', wk E 1R" denote the state, control, controlled 
output and state disturbance, respectively. The system is also subject to state 
and control constraints 
uk EUC Rm (2.1.2) 
XkEXCIES" (2.1.3) 
while the disturbance belongs to a disturbance set 
Wk EWC R" (2.1.4) 
2.2 Current Methods in Robust MPC 
2.2.1 Open-loop MPC 
When controlling uncertain systems like (2.1.1), in order to achieve the desired 
robust stability and/or performance, it is necessary to i) ensure the worst-case 
caused by disturbances is acceptable, i. e. no constraint violations occur; ii) sta- 
bilise the system, i. e. achieve closed-loop stability; iii) optimise the system perfor- 
mance under the previous two conditions. Those three tasks raise the requirement 
of the use of minimax optimisation, which optimises the worst-case performance 
under constrained conditions. Using the minimax optimisation method to robus- 
tify MPC has attracted a large amount of attention in the past. In the early 
reference [68], an interesting problem arising in the implementation of min-max 
in MPC is described and a possible solution to it, by means of convex optimisa- 
tion is suggested. Recent development like [58] aims to cast the problem into a 
more tractable convex optimisation problem. 
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Minimax optimisation 
In general, a min-max optimisation takes the form of 
min max F(X, Y) (2.2.1) XEt2 YEG 
where 11 is a convex closed subset of R", En and Ga bounded closed subset of 
m E,,,. 
If F(X, Y) is a linear function of X for every fixed YEG and the set SZ is 
defined by linear equalities and inequalities, (2.2.1) is known as a linear minimax 
problem, otherwise as a nonlinear minimax problem. If SZ = R", then the minimax 
problem is unconstrained, otherwise, it is constrained. 
According to [61], there are three basic ideas that can be applied to solve 
minimax problems. 
1. The search for an extremal basis. Let the function F(X, Y) be convex in 
X on St for every fixed YEG. Then there are r points Y1, Y2, """, Y,. E G, 
1<r<n+1, such that the minimax problem (2.2.1) is equivalent to 
min max F(X, Y) (2.2.2) XEn YEG, 
where G, = {Y1, Y2,. .., Y,. }. The set G, is known as an extremal basis. 
2. Minimisation of the maximum function. Set 
cp(X) = macx F(X, Y) (2.2.3) 
The original problem of (2.2.1) is then equivalent to minimising the function 
W(X) on Q. A potential difficulty is that (2.2.3) might be non-differentiable. 
3. Determination of a saddle point. A point [X*, Y*] is known as a saddle point 
of F(X, Y) on the set QxG if F(X *, Y) < F(X *, Y*) 5 F(X, Y*), `dX E 
Q, VY E G. Assuming that the function F(X, Y) has a saddle point [X* I Y*] 
on1 x G, then 
min max F(X, Y) = F(X *, Y*) = max min F(X, Y) (2.2.4) XESZ YEG YEG XESZ 
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Depending on the specific function F(X, Y), the solution for a minimax opti- 
misation in MPC can normally be found, at least conceptually, using Dynamic 
Programming [100] [73], Linear Programming [48] [95], Quadratic Programming 
[8] [120] and Nonlinear programming [9] [41], using methods like the Active Set 
method [120], the Interior Point Method [16], etc. 
Minimax open-loop MPC 
The open-loop min-max strategy has been widely used in many control problems 
[101] [67] [64] [13] [60] with the first application in the context of predictive control 
in the late 80s by Campo and Morari[79], followed by [44], [2], [82] and [1]. 
MPC is in fact a closed-loop control strategy, as at each time instant the 
current state is taken to be the initial state in the prediction that leads to an 
optimised control action. The so-called open-loop here actually refers to the way 
in which the prediction is formed in the optimisation: at each time instant k, the 
prediction is found by adopting an open-loop strategy, i. e. the control sequence 
Uk _ {uk k, uk+lIk, """, uk+N_llk} only depends on xkjk. For this reason it is called 
open-loop minimax. 
For a linear discrete time system with additive state disturbances described by 
(2.1.1), if the cost function (1.1.5) has no terminal cost and stage cost l(. ) in the 
form 41k, Uk) = xk Qxk + ur Ruk where Q and R are weights, then the open-loop 
min-max optimisation is 
N-1 
min max E xk+ilkQxk+ilk + Uk+ilkRUk+ilk (2.2.5) Uw 
i=0 
subject to Uk+ilk E U, Vw EW 
Xk+ilk = Axk + Buk + Gwk E X, Vw EW 
Wk+jlk EW 
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To obtain a convenient notation, define the vectors of present and future pre- 
dicted outputs, states, control inputs and unknown disturbances by 
= (yk k+ Yk+1Ik, """' Yk+N-1I k)T 
TTTT ýxk+1lk, Xk+21k, ... I Xk+NIk) 
TTTT 
- 
ýýklk, Uk+lýk, """' Uk+N-lIk) 
TTTT 
- 
ýWklk+ Wk+llk, ... 7 2Uk-f-N-llký 
Since wEW 
WEWN=WXWX"""XW 
(2.2.6) 
(2.2.7) 
(2.2.8) 
(2.2.9) 
(2.2.10) 
The predicted states and outputs depend linearly on the current state, the future 
control input and the disturbance. Hence, the following relations hold 
x=. A. Xk, k+Bu+9W 
u=ex 
while 
A 
A2 
A= A3 
AN-1 
B00 """ 0 
AB B0 """ 0 
A2B AB B """ 0 
AN-1B AN-2B AN-3B 
"""B 
(2.2.11) 
(2.2.12) 
(2.2.13) 
(2.2.14) 
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G00".. 0 
AG G0".. 0 
9= A2G AG G ... 0 (2.2.15) 
AN-1 G AN-2G AN-3G ... G 
C00... 0 
0C0... 0 
e=00C... 0, dim e= N (2.2.16) 
000 """ C 
Vectorization of (2.2.11) gives the following compact definition of the minimax 
optimisation problem 
min mw XTQX + UTjZU (2.2.17) 
subject to 1. LEUN, VWEWN 
XEXN, VWEWN 
WEWN 
where 
Q00 """ 0 
0Q0 """ 0 
Q= 00Q """ 0, dim0=N (2.2.18) 
000 """ Q 
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R00 """ 0 
0R0 """ 0 
00R".. 0, dim s, =N (2.2.19) 
000 """ R 
If the solution of (2.2.17) is U, the predictive control is 
Uk = UkIk 
= [1, O,... , O]tL 
where 
(2.2.20) 
'U E arg min mw XTQX + 
UTJZU (2.2.21) 
subject to Uk+jlk E U, Vw EW 
xk+, lk=Axk+Buk+GWkEX, VwEW 
Wk+jlk E dY 
2.2.2 Closed-loop MPC 
Open-loop MPC was very attractive in the early years; however it was then 
realised that it may be very conservative because of the open-loop nature of the 
prediction: for a given initial state, owing to the uncertainty in the prediction, the 
future states spread up to the prediction horizon and may diverge so much that 
the feasible region (or the region of attraction) becomes very small or even empty. 
The shortfalls of open-loop MPC may be overcome by, in the prediction, adopting 
a feedback policy that prevents the trajectories from diverging excessively. The 
use of feedback results in the closed-loop MPC formulation, or feedback MPC. 
Closed-loop MPC became a subject of study and attracted a large amount 
interest almost a decade ago, Since then, many proposals have been made, in- 
cluding [77], [68], [121], [7], etc. Although the approaches in all those proposals 
are relatively different from each other, the fundamental idea is the same. 
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In the closed-loop MPC formulation, the open-loop decision variable U, which 
is a sequence of control actions Uk = {ukIk, uk+llk, """, uk+N-llk}, is replaced by 
a control policy 7r, which is a sequence of control laws, i. e. 
Irk :_ {Uklk, kk+lik("), """' kk+N-llk(")} (2.2.22) 
where, at time k, for each predictive time step i=k+j, j=1: (N - 1), 
k1(. ) :X -º U is a control law, whereas UkIk is a control action. The cost is 
N-1 
VN(x, ir, w) =E l(x, ir, w) + F(x(N)) (2.2.23) 
i=0 
The feedback optimisation problem is then 
min max VN (. ) (2.2.24) 
aW 
subject to xEX, VwEW 
irEU, VwEW 
wEW 
At time k with initial state x0, the solution, if exists, is 
irk = {Ukik(Xk), kk+lIk(xk)o """' kk+N-lIk(xk)} (2.2.25) 
= arg, min, max, VN(. ) 
subject to xEX, Vw EW 
irEU, VwEW 
wEW 
The implicit feedback MPC control law to be applied at time k is 
eck _ Uklk(XO) (2.2.26) 
The main advantage of the use of closed-loop MPC is that it normally yields 
a region of attraction or feasible region that is (often much) larger than the one 
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obtained by the use of open-loop MPC. Meanwhile, it also has its obvious dis- 
advantage: The introduction of feedback up to the horizon causes a significant 
increase in the problem complexity which in turn requires a large amount of 
computational capacity as well as special optimisation algorithms. The compu- 
tational burden has sometimes proved to be so large as to prohibit practical use. 
However, the novel significance of closed-loop MPC approaches which can, by 
large, improve the system performance, is believed to be well worth studying. 
" One of the papers that recognises the necessity for a feedback version of the 
optimal control problem solved on-line is [77], in which the use of closed-loop 
MPC for linear constrained systems is presented. The main uncertainties 
treated in [77] are model uncertainties, meaning that the. system matrices 
are only known to a certain extent, i. e. we might have 
x(k + 1) = A(k)x(k) + B(k)u(k) (2.2.27) 
y(k) = CX (k) 
that A(k) and B(k) are not known exactly but are only known to belong 
to a set e. g. 
[A(k) B(k)] EQ 
11 = Conv{[Al B1], [A2 B2], ". ", [AL BL]} (2.2.28) 
where Conv devotes the the convex hull where [Ai, Bi] are extreme points. 
The optimisation problem is 
min max l(x, u) (2.2.29) u (A(k) B(k)j¬n, k=1: (N-1) 
where 
N-1 
l(k, u) = x(k + il k)TQX(k + ilk) + u(k + 2t k)T RU(k + ilk) (2.2.30) 
i=0 
where Q and R are weighting matrices and positively definite. 
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Suppose the cost is changed to F(x, P) = xTPx, and the feedback control 
used is uk = Kxk for constant K, i. e. Al = A(k) + B(k)K, and the control 
and state constraints are U= {uIIlull < Cu} and X= {xJIIxl) < Cx}, 
respectively, and X (-y, P) = {xI F(x, P) I< -y}. Then at each state x, the 
feedback optimal control problem is to minimise the cost F by minimising 
ry with respect to -y, P, and the time-invariant feedback gain K subject to 
(i) F(x, P) <y 
(ii) F(Akx', P) - F(x', P) + l(x', Kx') < 0, Vx' E X(7, P), (2.2.31) 
V[A(k) B(k)] E SZ 
(iii) I Kx'1< C,, and Ix'I < Cx, Vx' EX (ry, P) 
This has the solution (yo (x), Po(x), Ko(x)), which are constant up to the 
horizon but vary with the value of x at the start of the optimisation interval. 
It is shown [77] that solving the above optimisation problem (2.2.29) is 
equivalent to solving a linear matrix inequality. The control u= Ko(x)x is 
applied to the plant, and the optimisation procedure is repeated. 
This approach is an interesting contribution, however, it is also conservative 
as the sets of states steerable to the origin by the approach are ellipsoids 
that are inner approximations to the actual sets of states that are steerable 
to the origin. 
" The use of closed-loop MPC for constrained linear systems with parametric 
uncertainties is studied in another paper[121], in which several different min- 
max formulations are examined from a closed-loop robustness viewpoint. 
Computational attractive algorithms are proposed. 
" In the novel approach presented in [68], a constrained linear system with 
uncertain disturbance is considered. 
Xk+i = Axk + Buk + Wk (2.2.32) 
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where the state, control and disturbance satisfy the constraints xEX, 
uEU, and wEW, respectively. These sets are convex, compact and 
contain the origin in their interiors. Furthermore, W is assumed to be a 
fixed polytope, within which disturbances lie. 
Due to the existence of the unknown bounded disturbance, it is impossible 
to steer the state to the origin, instead, the most that can be done is to 
steer the state toward a robust control invariant set, called X f. Then a 
local controller kf(. ) maintains the state in Xf despite the effect of the 
disturbance. 
In the min-max optimisation, in which the cost function is convex in w, 
maximising over WN is achieved by maximising' over the vertices VN, the 
set of vertices of W, which only has a finite number of elements. Then the 
optimisation problem is, at each iE [0 :N- 11, to determine an optimal 
control action uj (i; x) for (2.2.29) such that for each of the states xx (i; x) 
resulting from the different realizations of W, the decision variable is 
7r = {u(0), {uj(1)lj E I}, """, {u1(N - 1)Ij E IN-1}} (2.2.33) 
where I is the number of the vertices of W. The MPC control law applied 
is Uk = uo(O; x). Although this approach only considers the finite number 
of disturbance extreme realisations, the number of vertices actually grows 
exponentially, and may cause the proposed algorithm to be effective only 
with relatively small horizons. 
" Later, Bemporad proposed a closed-loop approach[7] that is less computa- 
tionally demanding compared with [121] and [68]. In the paper, the closed- 
loop predictive action is limited to include a constant feedback matrix gain 
in the set of variables to be optimised. The system under control is (2.1.1); 
the goal is to design a feedback control law Uk =f (xk, rk) such that the 
output Yk tracks the desired reference rk while satisfying all the state and 
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control constraints. Let 
v(O) 
VE R"` (2.2.34) 
v(N,, - 2) 
v 
be a vector of Nu free parameters and FE IF be a constant state feedback 
gain, where 
F= {F E Rnxmi(A+BF) asymptotically stable and rank K(F) = minn, p)} 
(2.2.35) 
and K(F) := C(I -A- BF)-1B is the closed-loop DC gain. The control 
action predicted is 
Uk {Vk+FXkif 
0,: 5 k<N. -2 
. (2.2.36) 
v+ FXk if k>_N. -1 
and the cost function is V(V, F, r, w). At each time instant k, the control 
action eck is 
Uk = Uklk = vo + Fxo (2.2.37) 
where 
(V, F) := argv, F min max V(V, F, r, w) subject to constraints (2.2.38) 
w 
Because of the feedback structure, this formulation reduces the conserva- 
tiveness in the optimisation stage by a certain amount. However, the level 
of conservativeness reduction is limited owing to the use of one constant 
feedback for the prediction made at each time. On the other hand, the con- 
stant feedback allows closed-loop MPC to be achieved with less significant 
increase in the demand of computation, compared with previous methods. 
22 
" Another attempt to reduce the computational burden in closed-loop MPC 
was made in [99]. Similar to [7], a useful semi-feedback approach is pro- 
posed, with u taking the form 
Uk = Kxk + Vk (2.2.39) 
where K is predetermined (e. g. to make A+ BK stable) and the control 
sequence v determined using MPC on the closed-loop plant 
xk+l = (A + BK)xk + Bvk (2.2.40) 
The major difference between [99] and [7] is that in [99] the feedback gain 
is fixed for the plant and not chosen through the optimisation, whereas in 
[7] the feedback is selected once in every optimisation process. Using the 
constant feedback K in this way reduces the computational burden further; 
however, at the cost of large reduction in control flexibility, which is one of 
the main selling points of a control algorithm, such as MPC. 
" In 2000 and 2001, Rossiter et al proposed a semi-feedback scheme for linear 
system having both model uncertainty and disturbances in [105] and [122], 
respectively. We concentrate on [122], where the system is the same as 
(2.1.1) with constraints (2.1.2)-(2.1.4). It is assumed that the pair (A, B) 
is stabilizable; the sets U, X, W contain the origin as an interior point; U 
and W are compact sets. It is also assumed that if the state Xk is within 
the target set T, there exists a stabilizing LTI state feedback 
eck = Fxk (2.2.41) 
that provides a satisfactory or optimal in some sense, control performance 
for the system (2.1.1) in the absence of constraints. The F is regarded as a 
priori fixed for the system (2.1.1), and the corresponding closed-loop system 
is 
Xk+i = (A + BF)xk + Dwk (2.2.42) 
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It is further assumed that (A + BF) has all its eigenvalues strictly inside 
the unit circle. The MPC control move is in the form 
Uk = Fxk + ck (2.2.43) 
with the resulting system 
Xk+1 = (A + BF)Xk + Bck + Dwk (2.2.44) 
where ck is determined by the minimax optimisation in a receding horizon 
fashion. 
The main result of the paper states that if the initial state xo is feasible, 
then under the feedback control law Uk = FXk + Ck, the following hold: 1). 
Xk EX and Uk EU for all k>0; 2). limk_, )o Ck = 0; 3). Xk -+ 
R,,,, i. e 
real infinity, as k --+ oo. This approach is claimed to be efficient in the 
sense that it provides feedback MPC control with reasonable computation 
burden; however, because the feedback is not determined dynamically, the 
control flexibility has also been significantly reduced, which could mean that 
the control law obtained may be suboptimal. Meanwhile, the best choice 
of F remains a challenge. 
" In [54], the following common constrained uncertain linear time-invariant 
system was considered 
2= CSC (2.2.45) 
X= AXklk + BU + 9W (2.2.46) 
EX(Axklk + BU + 9W) < T., (2.2.47) 
E, U < FU (2.2.48) 
where E,, and E,, are matrices and FX and Y,, are vectors, all other notations 
have the standard meanings specified in Chapter 1. 
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If the predictive control move has the form 
U =£ X+V (2.2.49) 
where £x is the feedback matrix, then closing the loop results in 
I= Sl(Axklk + BU + 9W) (2.2.50) 
U_ txQ(Axklk + BU + SIN) +V (2.2.51) 
0= (I - BL-, )-' (2.2.52) 
It was then argued that the mapping from , C-, and V to X and U is nonlinear, 
which cause problems or difficulties in optimising Z., and V. Focusing on 
the parameterized control sequence, 
U: -- (, Gxcl(AXklk) + BV + V) + £X1 SW (2.2.53) 
it was pointed out that it contains one certain part £ xI2(Axklk) + BV +V 
and one uncertain part C_ -09W, which is a mapping 
from the disturbances 
to the control sequence. As a result, it was proposed that instead of having 
a control move that has the form of feedback from the states plus a free 
move, it should be formulated as a feedback of the disturbance plus a free 
move, giving 
u=fw+v 
where 
00 """ 0 
Llo 0 ... 0 
L20 L21 ... 0 
L(N-1)o L(N-1)1 ... 0 
Consequently, the system became 
X= Axklk + BV + (9 + BT, )W 
(2.2.54) 
(2.2.55) 
(2.2.56) 
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U= , C'W +V 
(2.2.57) 
At this point, it can be seen that the mappings from ,G to X and from 
V to 
U are both linear, which enables convex optimisation theory and algorithms 
to be adopted. 
The main contribution of [54] is the formulation of a convex optimisation 
problem; it does not contain theoretical analysis of issues like stability, 
feasibility, etc, all of which were later investigated by other authors in [59]. 
2.2.3 Tube MPC 
In contrast to the common robust MPC approach that uses minimax optimisation 
to obtain robustness, a limited number of publications have proposed that the 
robustness can be acquired otherwise. In those non-minimax approaches [49] [71] 
and [72], the optimal control problem is solved on-line and yields a `tube' with an 
associated piecewise affine control law that maintains the controlled trajectories 
in the tube despite uncertainty. 
The system considered in those `tube' approaches is 
x+ = Ax + Bu +w (2.2.58) 
uEUxEXwEW 
where U and W are convex, compact polytopes and X is a convex closed polyhe- 
dron. The sets U and X contain the origin in their interiors. 
In [72], the optimal control problem is the determination of a tube defined as a 
sequence X := {X0, X1, """, XN} of sets of states and an associated time-varying 
piecewise affine policy 7r = {µo(. ), /il(. ), """ , µN_1(. 
)} satisfying 
Xi C X, Vi E (N_1 (2.2.59) 
XN CXfCX (2.2.60) 
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A(x) CU V(x, i) E Xi x bN-1 (2.2.61) 
f (x, pi (X), w) E X; +1 `d(x, w, i) E Xi xWX (N_1 (2.2.62) 
where Xf is a terminal constraint set. For any integer i, the set (; and ( are 
defined by (i := {0,1, """, i} and ('a := {1, ."", i} 
Proposition 2.2.1. [72] Suppose that the tube X and associated policy ir satisfy 
constraints (2.2.59)-(2.2.62). Then 0(i; x, 7r, w) E Xi CX and µi(0(i; x, ir, w)) E 
U for all iE (N_1; and c5(N; x, ir, w) E Xf CX for every initial state xE X0 and 
every admissible disturbance sequence wEW := WN (policy ir steers any initial 
state xE Xo to Xf along a trajectory lying in the tube X, therefore satisfying all 
state and control constraints for every admissible disturbance sequence). 
The optimal control problem is the minimization of an appropriate cost function 
subject to constraints (2.2.59)-(2.2.62). Minimisation yields an optimal policy 
7r° = {/cö(. ), 101 ... , µ0t-1(. 
)} (2.2.63) 
The `tube' X used in tube MPC[72] is 
Xo = {x}, X; = zs + a; Z, Vi E( (2.2.64) 
where the sequence {z; } can be freely chosen and the sequence {a; } permits the 
size of X; to vary. z; is referred as the center of X;. The set Z= co{vl, v2, """, vJ} 
is a polytope and not necessarily positively invariant. For each i, X; =co{x;, x?, "", x4}, 
where for each j, xi = z; + a; v'. 
With each tube Xis associated a tube control sequence U= {U°, U1, """, UN_1} 
where U° _ {u°} and for each iE ß'N_1, U1 = {us, u;, """, ui'}. For each j, the 
control u; is associated with the vertex xi. A tube pair (X, U) defines a time- 
varying policy ir = {µö("), y°(")ý ... , µN - 1001. 
Define 
J 
µx, v(X) :_ FAºJ(x)u' Vx EX (2.2.65) 
j=l 
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where for each xEX, A(x) is defined to be the least squared error solution of 
J: jLl Aix' =x subject to the constraint AEA :_ 
JAJAj >0E ý' = 1} 
where(: ={1, """, J}. 
For each x, define 6(x) as the set of 0,0 :_ {a, z, U} where a := {al, a2, """, aN}, 
z: = {zl, z2, """, ZN} and U: = {Uo, U1, """, UN_1}, satisfying the constraints 
®(x)={ela>0, X1cXi, U{CU, XNCX1C X, Ax+Bui EX{+1eW, 
V(i, ß) E (N-1 x (} 
where e denotes Minkowski subtraction (see section 2.3.2). 
(2.2.66) 
Proposition 2.2.2. [72] Suppose xE XN, XN :_ {xI0(x) # 0}, and 0E 6(x). 
Let 7r denote the associated policy defined in (2.2.63). Then ¢(i; x, 7r, w) E X; CX 
for all iE (N_11 µti(7r(i; x, 7r, w)) EU for all iE (N_i, and qS(N; x, 7r) EXfCX 
for every initial state xE X0 and every admissible disturbance sequence wEW 
(policy ir steers any initial state xE Xo to Xf along a trajectory lying in the tube 
X, and satisfying, for each i, state and control constraints for every admissible 
disturbance sequence). 
2.2.4 Piece Wise Affine MPC 
In recent years, the subject of controlling a system with piecewise affine (PWA) 
control laws has attracted a considerable amount of attention. The reason for 
using a piecewise affine control law, either open-loop or closed-loop, is due to the 
fact that the system itself may be naturally piecewise affine or has been made 
PWA by the chosen control strategy. Despite the use of MPC and having a PWA 
control law, it is not our aim to examine those cases [75] [66] [91] [93] [92] where the 
system description is in PWA form. We will concentrate only on research in the 
area of linear time invariant systems[18] [57] [58]. 
To date, all the existing MPC methods for LTI systems that yield PWA control 
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laws adopt the closed-loop prediction and dual-mode control methodology firstly 
proposed in [49]. The desired robustness is achieved by an explicit use of Min- 
Max, however, due to the specifically chosen cost function which leads to the 
PWA feedback control law, the properties of those approaches are substantially 
different from the other conventional closed-loop minimax MPC, and hence have 
been treated separately. 
In a typical PWA approach, like [58], the system is considered to be 
Xk+l = Axk + BUk + Wk (2.2.67) 
xkEX, UkEU, WkEW, VkEN 
where the sets W, X, U, T are compact, convex sets that can be described by a 
finite number of linear inequalities. It is also assumed that W, X, U contain the 
origin in their interior. The closed-loop predictive control policy is defined as 
%r := {u(0), µi(. ), ... , ILN-1(. 
)} (2.2.68) 
where u(O) EU and yk :X--+U, kE {1, ... ,N- 
1}. Under the dual-mode 
control law, the actual control applied is 
k(x)if xEXN\T 
r(x) ;-{ (2.2.69) 
KxifxET 
where 
kN(x) := uO(X) , 
Vx E XN (2.2.70) 
Here uö(x) is the first element of the min-max optimisation solution with initial 
state x, K is a pre-selected stabilising linear feedback gain, and XN is the set of 
states that can be robustly steered to the target set T in N steps or less, while 
satisfying all input and state constraints, e. g. 
XN := {x E R' IIIN(X) e} (2.2.71) 
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where 
IIN(x) := {7rlu(0) E U, µk(q5(k; x, 7r, w)) E U, 0(k; x, 7r, w) E X, (2.2.72) 
q(N; x, ir, w) ET, Vk E {1, """ N- 1}, VwEWN} 
Here q5(k; x, ir, w) denotes the solution to the LTI system (2.2.67) at time k when 
the state is x at time 0, the control is determined by policy 7r at event (x, k) and 
the disturbance sequence is w. 
In order to make the control law piecewise affine, it was proposed to use a 
special stage cost function in the optimisation: 
l (x, u) := min, II Q (x - y) IIp + II R(u - Kx) ll p 
(2.2.73) 
where QE R7 ° and RER 7n" are weights, KE RI" is a linear feedback 
gain and TC R' is the target set and is a polytope containing the origin in its 
interior. 
The resulting piecewise affine control law is defined 
KN(x) =K ix + hi, VxER;, R- CX (2.2.74) 
2.3 Computational Geometry 
Geometric objects such as points, lines, polygons, polyhedrons, etc. are the basis 
of a broad variety of important applications. Over decades, tools and techniques 
have been developed that exploit the structure provided by geometry. This dis- 
cipline is known as Computational Geometry. 
Computational geometry is of great importance. The field of computational 
geometry covers a vast number of topics, including the convex hull construction 
problem, the proximity problem, the searching problem, the intersection problem, 
the volume computation problem, etc. 
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2.3.1 Computational Geometry 
Polytopes/Polyhedrons 
Definition 2.3.1. A subset P of Rd is called a convex polyhedron if it is the set 
of solutions to a finite system of linear inequalities 
P={xER'9Mx<b} 
where ME lRmxd and bE Rd 
Definition 2.3.2. A convex polyhedron is a convex polytope if it is closed and 
bounded. 
Theorem 2.3.1. (Minkowski-Weyl's Theorem) For a subset P of Rd, the follow- 
ing statements are equivalent: 
(a) P is a polyhedron P= {xI Mx < b}; 
(b) There are finite real vectors v1, v2, """, vn and r1, rz, """, r, in Rd such that 
P= Conv(vl, V2, """, v) + nonneg(rl, r2, """, r, ), where, as in 
[33], 
kk 
Cionv(vi, v2,... 9v 
)= {x :x= 
ExjvjgEAi 
= lAj k O, dj = 1'... , 
%C} 
j=1 j=1 
k 
nonne9(r1, r2, ... , r3) = {x : x= 
E Ajvv, Aj > 0, dj = le... , k} 
j=l 
Thus, every polyhedron has two representations one of type (a) and one of type 
(b), known as the (half-space) II-representation and the (vertex) V-representation, 
respectively. A polyhedron given by the H-representation and the V-representation 
is called H-polyhedron and V-polyhedron, respectively. 
A representation of a polyhedron may contain redundant components. Finding 
the minimum representation is a redundancy-removal problem. Let Mx < b, 
ST x<t be a given system of m+1 inequalities in d variables x= (x1, x2) """, Xd)T 
The test is to find whether the subsystem of first m inequalities Mx <_ b implies 
31 
the last inequality s Tx < t. If so, the inequality s Tx <t is redundant and can be 
removed from the representation. 
The procedure can be carried out by using linear programming 
(2.3.1) f*= maximize sTx 
subject to Mx <b 
STxGt+1 
Then the inequality sTx <t is redundant if and only if the maximal value of * 
is less than or equal to t. By successively solving this LP for each untested 
inequalities against the remaining, a equivalent non-redundant representation 
can finally be found. 
If a polyhedron P in ]Rd has at least one extreme point and is full dimensional, 
the conversions between the II-representation and the V-representation are well- 
defined fundamental problems. The transformation from (a) to (b) is known as 
vertex enumeration and from (b) to (a) is known as the facet enumeration. If P 
is a polytope, the facet enumeration problem reduces to a convex hull problem. 
If a polyhedron is not a polytope, then, it can be transformed into an isomorphic 
lower dimensional polyhedron satisfying the requirement. 
The convex hull computation problem is to determine Conv(S) for a given 
finite set of n points S= {pl, p2, ""., p"} E Rd. A common way to determine 
Conv(S) is to represent it as the intersection of half spaces, or a set of solutions 
to a minimal system of linear inequalities. This amounts to computing a matrix 
ME 1Rmxd and a vector bE Rm for some m such that conv(S) = {xlMx _< 
b}. 
When Conv(S) is full-dimensional, each non redundant inequality corresponds 
to a facet of conv(S). 
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Intersection of polytopes 
Let Pl and P2 be two input polytopes in Rd, and let P= P1nP2 be the intersection 
of the two polytopes. 
If the input polytopes are H-polytopes then the intersection is represented by 
the union of the two inequality systems. Obtaining a minimal H-representation 
for the intersection is a redundancy removal problem. To get a minimal V- 
representation for the intersection is the vertex enumeration problem. If the 
input polytopes are V-polytopes, then it is better to firstly transform them into 
H-representation, then repeat the same procedure for H-polytopes. 
Volume computation 
Finding the volume of a polytope/polyhedron, in general, is NP hard[46][43], 
and some even claim that no method is known for computing the exact volume 
of a general convex polyhedron. However, it is also widely believed that good 
estimations could be obtained in case that computing the exact one is intractable. 
There are three different main ways of computing the exact volume of a poly- 
tope: 
1. Triangulation methods, which decompose the polytope into simplices for 
which the volume is easily computed and summed up. Main algorithms in 
this group include the boundary triangulation[1081, Delaunay triangulation[46] 
and Cohen & Hickey's Triangulation[42]. 
2. Signed decomposition methods, which decomposes a given polytope into 
signed simplices such that the signed sum of their volumes is the volume 
of the polytope. This group includes algorithms like Lasserre's method[50] 
and Lawrence's method[51]. 
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3. A hybrid method involving both method 1 and 2. There is probably just 
one type of this kind: HOT, which stands for hybrid orthonormalisation 
technique, proposed in [30]. 
Although many algorithms are claimed to be suitable for polytopes in high 
dimensions, it is believed, or even admitted by those authors themselves, that 
the exact volume computation for polytopes in Rn, n> 10 is so demanding that 
frequently it is considered to be intractable. As a result, it is widely accepted 
that for high dimensional systems, it is better to use an algorithm that leads to 
a good approximation than try to find the exact volume. 
Almost all the approximation algorithms adopt the Monte Carlo Method[14][80], 
explicitly or implicitly. Some of those approximating algorithms are in [42] [22] [112]. 
Convex hull computation 
For a subset S of R", the convex hull Conv(X) is defined to be the smallest 
convex set in 1R. ' containing S. 
The convex hull computation means the determination of Conv(S) for a given 
finite set ofd points S := {pl, p2i """, Pd} in R" 
The usual way to determine conv(S) is to represent it as the intersection of 
halfspaces. This implies that the algorithm should output a matrix AE Rmxn 
and a vector bE R'" for some m, such that Conv(S) := {x : Ax < b}. When 
conv(S) is full-dimensional, each non redundant inequality corresponds to a facet 
of Conv(S), therefore, the convex hull problem is also known as the facet enu- 
meration problem. 
Some of the established algorithms for convex hull computations include those 
of [108], [56], [53], [62]. 
N. B. Often it is difficult to distinguish between the vertices of a convex hull 
and those points within, before compute the convex hull. Therefore, we will, with 
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slight abuse of notation, regard pi as the vertices of Conv{p;, Vi}, even though 
some pi may not be the boundary points. 
Software issues 
Some freeware can compute the intersection of two polytopes/polyhedrons and 
the exact volume of a polytope. These include: 
" VINCI This program is based on some of the algorithms described in [30] 
for computing the volume of a full dimensional bounded polyhedron(polytope). 
It is said that the program works with polytopes in vertex or hyperplane 
or double representation. 
(http: //www. lix. polytechnique. fr/Labo/Andreas. Enge/vinci/manual/manual. html) 
" lrs This program is based on [4] and [3] and has functions to perform tasks 
such as the vertex enumeration problem, the facet enumeration problem, 
computing the volume of a polytope in vertex representation and redun- 
dancy removal for H-representation. 
(http: //cgm. es. mcgill. ca/ avis/C/lrs. html) 
" qhull This program is based on [46] and has functions for computing convex 
hulls and volume computation by Delaunay triangulations. 
(http: //www. qhull. org/) 
9 cdd+ This program [63] is written in C++ and provides transformations 
between the V-representation and H-representation. 
(http: //www. cs. mcgill. ca/ fukuda/soft/cdd-home/cdd. html) 
The software used for polytopic computations in this research is the Geometric 
Bounding Toolbox, details of which can be found at http: //sysbrain. com/gbt/. 
35 
2.3.2 Minkowski Set Operations 
Set addition 
Using the notation of [98], if a polyhedron X in R' is described as 
X: = {xEl[Bn: MMix<1, iE[1: s]} (2.3.2) 
then the set addition of two polyhedrons X, YC RI is 
X ®Y := {x E IIB" : MM; x 1+ max MMiy, Mz, 1x <_ 1+ max MM; x} (2.3.3) yEY sEX 
Set difference 
The Pontryagin Set Difference is sometimes also called Minkowski Set Subtraction[47], 
or P-Subtraction[37], is defined as 
XAY: ={xE1r: x+YCX, X, YCR"} (2.3.4) 
Important properties are in the followings: 
Proposition 2.3.2. [371 
"X E) Y= nyEY (X - y) 
" (XeY)+Ycx 
0 oEY impliesXeYCX 
" Suppose Y= Yl + Y2, then X E) Y= (X E) Yl) A Y2 
" Suppose x= Xl n X2 then X E) Y= (Xl E) Y) fl (X2 e Y) 
" ForAER, AXeAY=A(XeY) 
" If X is bounded, closed or convex then X©Y is bounded, closed or convex 
" If X, Y are symmetric then XeY is symmetric 
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" If X, Y are symmetric and convex then 0EXeY if YCX 
" Suppose X is convex and YCX then XeY=xe conv{Y} where 
conv{Y} is the convex hull of the set Y 
Proposition 2.3.3. [37]The Pontryagin Set Difference is not an additive inverse, 
i. e. XeY®YOX 
Proposition 2.3.4. [47]Let X, YE Rn, and let AE Rnxn be a square matrix, 
then A(X e Y) = AX e AY 
Computation of set difference 
The Pontryagin Set Difference for convex, polyhedral sets can be calculated as 
follows[37]: 
Define the support function by (rj) of a set V evaluated at 17 E ][8" as 
by (77) = min 77'x (2.3.5) 
XEV 
where 77' is the transpose of i. 
Proposition 2.3.5. [37] Suppose that L is a polyhedron 
L: = Ix ER": s; x<r;, iE[1: N]} 
Then the Pontryagin Set Difference L6V is given by 
LeV := {x E R" : ssx < r; - hv(si), iE [0: N]} 
(2.3.6) 
where hi(ss) = maxZEv s'; x is the support function of V evaluated at si. 
2.4 Stochastic MPC 
Using stochastic ideas in MPC schemes has been long established, with the first 
publication[88] in 1997 indicating a clear and strong connection between stochas- 
tic control and MPC. The field of stochastic MPC has been explored by many 
authors [113], [88], [89], [109], [119], [114], [85] and [118]. 
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Almost all existing stochastic MPC approaches adopt a stochastic model, with 
probabilistic measures on system performance as well as different types of con- 
straint. One way to distinguish one from another among those approaches is 
by their ways of imposing constraints. One mainstream method in stochastic 
MPC can be characterised by its use of so-called entropy constraints, which is 
a constraint on the relative entropy between a nominal noise distribution and 
the perturbed noise distribution[89]. Typical examples of the use of entropy con- 
straints include [89], [88] and [85]. Another popular way in stochastic MPC is to 
use the chance constraint, which replaces those deterministic state/output con- 
straints by probabilistic constraints. Typical examples using chance constraints 
are in [119] and [118]. 
Details of the probabilistic constrained approach are outlined next (the entropy 
approach is difficult to implement and more common in LQGs). In [119], a 
probabilistically constrained predictive controller is proposed, in which the output 
is to be controlled in the constrained range with a certain probability. 
The system controlled is the SISO system 
Xk+l = Axk + Buk + Wk (2.4.1) 
where k is the discrete time and Uk E [Umin, Umax] -the control variable. Wk 
is 
a correlated random sequence, corresponding to the system disturbances, which 
has a known density function, with known mean values, variances and correlation 
factors. 
The output is confined within a range, e. g. 
Ymin : Yk 5 TJmax (2.4.2) 
and due to the uncertainty, this has to be transformed into the probabilistic 
constraint 
P{y,,, ýý < yk < y,, ýQý} > P, where pE (0,1) (2.4.3) 
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Then the optimisation problem is 
N 
min J(N) _ E[uk+j - uk+j-112 (2.4.4) Uk+7 E [Umin sumaxl j=1 
subject to 
P{ymin <_ Yk+j : ymax, VE [1, NJ} >p 
Despite the fact that the system is linear, an explicit solution of equation (4.1.4) 
can not be obtained because of the joint chance constraints, which leads to a 
stochastic programming problem. However, it is then proposed that the chance 
constraints can be somehow re-formed to be an equivalent nonlinear programming 
problem, which might be easier to solve. 
Although these stochastic MPC approaches have shown some promising signs 
for the treatment of stochastic disturbances and the associated constraint prob- 
lems, their significance is seriously undermined by three facts: Firstly, to apply 
stochastic controls, all existing approaches adopt stochastic system descriptions. 
However, the real plant is hardly stochastic, but is better viewed as a perturbed 
deterministic system, thus making the use of stochastic models, to a certain de- 
gree, inappropriate. Secondly, for most current stochastic MPC, the constraint 
satisfaction is carried out in a probabilistic way that almost inevitably leads to 
stochastic programming, which is known to be very difficult to solve. Finally, al- 
though some steps have been put forward for reducing the optimisation burden, 
the result is still hardly convincing. The so-called simplified version is a nonlinear 
programming problem, which is still hard to solve, meanwhile, the simplification 
has only been shown workable on SISO systems. Those facts reveal the urgent 
needs for further improvement on linking MPC to stochastic ideas for the proper 
handling of the stochastic disturbances and the associated constraints. 
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2.5 Summary 
This chapter contains a brief survey of existing predictive control methods. Specif- 
ically, we reviewed many early development that use open-loop prediction; fol- 
lowed by the more recent closed-loop prediction. The tube and PWA MPC ac- 
tually belong to the closed-loop prediction category, however, due to their im- 
portance, they have been surveyed under individual sections. This chapter also 
covers some areas in computational geometry, which is widely used in many re- 
cent MPC developments. The last part of the chapter gives some details about 
existing stochastic MPC methods, which are predictive control methodologies 
that exploit explicit stochastic properties of the disturbances. 
Chapter 3 
Reachable Sets with Initial 
Control Value 
3.1 Introduction 
An important control problem is to determine the set of states that can be steered 
by admissible controls to a certain given target set, while guaranteeing the satis- 
faction of control and perhaps state constraints for all possible disturbance reali- 
sations. This problem of steering a system to a target set in the presence of input 
constraint and a bounded disturbance has been considered relatively early and 
extensively. In early works of [74], later followed by [98] and more influentially 
[11], general results are given for determining whether it is possible to steer a 
system to a given target set, despite constraints and disturbances. 
A detailed examination of LTI systems with closed-loop linear feedback control 
laws and bounded disturbances is given in [38]. A very comprehensive survey of 
papers on set invariances is given by [12]. However, in those examples, and more 
recent novel works of [45], [94], [69], [90], the constraint imposed on the control 
has been limited to the total amount of control at each discrete time step. In 
reality, it is very likely that the rate of control change is also limited. This acts 
like an additional constraint on the amount of control change between adjacent 
discrete time steps. In the following, we will address the problem caused by the 
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introduction of an additional constraint. 
3.2 Reachable Sets 
Definition 3.2.1. (The One Step Set[45]) The set O(1) is the set of states 
Xk E R" for which an admissible control input exists which will guarantee that 
Xk+l will be driven into Sl, i. e. 
0 (SZ) :_ {Xk E Rn13Uk EU: f (2k) uk) E SZ} 3.2.1) 
Definition 3.2.2. (The Robust One Step Set[45]) The set Ö(St) is the set of 
states Xk E R'ß for which an admissible control input exists which will guarantee 
that Xk+1 will be driven into SZ, for all possible disturbance, i. e. 
(9) := {xk E R' I (2uk EU: f (xk)uk)wk) E cz), VWk E W} (3.2.2) 
For the closed-loop system that uses the feedback law Uk = h(Xk), 6h(1) is the 
set of states Xk E RI from which Xk+1 is guaranteed to evolve to Sl, given any 
possible disturbance, i. e. 
6h(S2) := {Xk E ]Rn13h: R --+ U, f (xk, h(xk), wk) E SZ, VWk E W} (3.2.3) 
Definition 3.2.3. (The Reach Set[45]) The set R(SZ) is the set of Xk+l E R' that 
arise owing to some Xk E 11 and some admissible control Uk E U, i. e. 
2(9) :_ {2k+1 E R'13xk E SZ, Uk EU: Xk+1 = .f 
(xk, uk)} (3.2.4) 
Definition 3.2.4. (The Robust Reach Set[45]) The set ß(S2) is the set of Xk+1 E 
R12 that arise owing to some Xk E SZ, some admissible control Uk EU and some 
possible disturbance from W, i. e. 
Y(cz): = {Xk+1 E Rnl32k E SZ, Uk E U, Wk EW: 2k i-1 =f 
(xk, uk, Wk)I (3.2.5) 
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For the closed-loop system, ýZ'(Q) is the set of xk+1 E R' that arises owing to 
some Xk E St, some feedback law Uk = h(Xk) and some possible disturbance Wk, 
i. e. 
jýhg := {Xk+1 E R'sI2xk E St, h: R" --º U, Wk E W: (3.2.6) 
Xk+1 =f (xk, h(xk), wk)} 
Definition 3.2.5. (The i-step Robust Controllable Set Xj(SZ, T)) The set is the 
set of states xk E 11 for which there exists an admissible time-varying state 
feedback control law such that an terminal set TC IR" is reached, i. e. Xk+i E 
T, while keeping the state Xk inside Sl for the first i-1 steps, for all possible 
disturbance sequences, i. e 
Xi(9, T) := {xo E 1[ß"I3{hk : IE8" -* U}ö 1: {Xk E 9}'-1, x; E T, V{wk E ýY}ý 
1} 
(3.2.7) 
The limit, if it exists, defines the infinite-time robust controllable set: 
T) := lim Xi (n, T) (3.2.8) 
Remark 3.2.1. For the open-loop system, we have 
ý:? i(9, T) := {x0 E R"I3{Uk E U}0'p 1: {2k E 1}0 
'- 1, x1 E T, V{wk E w}p 
l} 
(3.2.9) 
Definition 3.2.6. (The i-step Reachable Set XCi(T)) This set is the set of states 
for which there exists an admissible time varying control law such that an arbi- 
trary terminal set TC R' is reached in exactly i steps, i. e 
Xi(T) :={. To ER I2{9. ßk E U}p-1 : 2{ E T} (3.2.10) 
Definition 3.2.7. (The Robust i-step Reachable Set 1C; (T))1 The set is the set 
of states for which there exists an admissible time varying state feedback control 
'The Robust i-step Reachable Set is similar to the Robust i-step Controllable Set defined 
in [45]. However, we define a different name here to emphasize that our major interest is about 
reaching target set T. 
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law such that an arbitrary terminal set TC R" is reached in exactly i steps, for 
all allowable disturbance sequences, i. e 
Xi(T) := {xo E R"I2{ttk = hk(xk) E U}0'-ö ': xi E T, V{wk E W}ö 1} (3.2.11 
Remark 3.2.2. For the open-loop system, we have 
`. C'(T) := {2p E 1RnI2{uk E U}p 1: xET, V{Wk E W}p 1} (3.2.12) 
Algorithm 3.2.1. (Robust Controllable Sets [45]) The robust controllable sets of 
a system can be computed via the following iterative procedure: 
TCo(Q, T) =T 
Tci+l(c, T) 
- 
(3.2.13) 
(3.2.14) 
_ If i+1(St, T) = Xj(St, T), then terminate the algorithm and set X., #1, T) 
k1(c, T), i=0,1, ..., 
Remark 3.2.3. Note that convergence does not always happen. 
Assuming that the disturbance is only acting on the state, i. e. 
xk+l = fiu(xk, Uk) + fw(wk) (3.2.15) 
and using Minkowski subtraction[45], the robust one-step set is equivalent to 
Ü(cl) = O(cefw(W)) := {2k E I"I2Uk E U, Xk+1 E cefw(W) : Xk+1 = fxu(xk)uk)I 
(3.2.16) 
thus the i-step robust controllable set can also be found by: 
Algorithm 3.2.2. (i-step Robust Controllable Set) The i-step robust controllable 
sets for increasing i of the system can be computed via the following iterative 
procedure: 
xo(cz, T) _T (3.2.17) 
O(9Cc(c 
, T) e f,,, 
(w)) nn (3.2.18) 
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Using procedures similar to Algorithm 3.2.1 and 3.2.2, the i-step Reachable Set 
and the Robust i-step Reachable Set can be computed as: 
Algorithm 3.2.3. (i-step Reachable Set) The i-step reachable sets for increasing 
i of the system can be computed via the following iterative procedure: 
9Co(T) =T (3.2.19) 
xi+1(T) =O (X (T)) (3.2.20) 
Algorithm 3.2.4. (Robust i-step Reachable Set) The robust i-step reachable sets 
for increasing i of the system can be computed via the following iterative procedure: 
o(T) =T (3.2.21) 
i ci+, (T) = U(`ýi(T)) (3.2.22) 
or equivalently 
o (T) =T (3.2.23) 
`fit+i(T) = 0(JC, (T) e f,,,, (W)) (3.2.24) 
For the LTI system, we have 
0(9) =0 (St) = A-1(9 eW® (-BU)) (3.2.25) 
where A-1 is the inverse map of A, and thus the (robust) i-step reachable set for 
the LTI system can be found by 
Algorithm 3.2.5. (The i-step reachable set for the LTI system) The i-step reach- 
able sets for increasing i of the LTI system can be computed via the following 
iterative procedure: 
Xo(T) =T (3.2.26) 
xs(T) = A-1(xs-, (T) ® (-BU)) (3.2.27) 
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Algorithm 3.2.6. (The robust i-step reachable set for the LTI system) The robust 
i-step reachable sets for increasing i of the LTI system can be computed via the 
following iterative procedure: 
TCo (T) _T (3.2.28) 
ki (T) = A-'(Xi-, (T) eW ®(-BU)) (3.2.29) 
3.3 A New Challenge Posed by Additional Con- 
straint 
The traditional i-step reachable set or controllable set theories study a system in 
which the control is only constrained by U, i. e. the total amount of control that 
can be applied at each time step. In reality, the system may face further restric- 
tions on the control that the change of the amount of control applied between 
adjacent time steps is limited, possibly due to physical limitations, economical 
reasons or safety concerns. It could also be the case that at the beginning of 
the process, the control may start from a position other than its origin. We call 
this control position at the beginning of the process the initial control value. It 
is reasonable to assume the possibility of choosing the initial control value to an 
arbitrary value in the interest of better system performance. Obviously, in the 
absence of the constraint on the change-of-control, the initial control value plays 
no role in affecting the system behavior since any control value can be freely se-. 
lected given any previous value. However, in the presence of the change-of-control 
constraint, the initial control value will have some quite influential effects. 
To examine this new problem, let's take a LTI system, for example, as: 
Xk+1 = Axk + Buk (3.3.1) 
subject to Uk E U, uk+l - urn EV for all k=0,1, "".. It is also assumed that 
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at the very beginning of this process, we can choose the initial control value i1o, 
then start the control sequence from that value. 
The system is equivalent to 
Xk+l = Axk + Beck (3.3.2) 
= Axk + B(uk_1 + Vk) (3.3.3) 
Uo = üo -I- vo (3.3.4) 
subject to üo E U, Vk E V, Uk E U, for all k=0,1, """, where Uo denotes the initial 
control value. 
Clearly, the amount of control that can be applied in any number of steps is 
affected by the choice of üo. Therefore, one may suggest to use an augmented 
approach so that the evolution of Xk and Uk are both captured by the augmented 
system equation. In details, this might be done by defining üo = Üo + vo and 
Vk = Vk+1, which yield 
Xk+i = Axk + BÜk (3.3.5) 
Ük+i = irk + £k (3.3.6) 
and in augmented form, that is 
Xk+l AB 2k 0 
+ (3.3.7) 
üI uk I 
To find the i-step reachable set for this system, assume that there is a given target 
set T with 
Xk+1 
E T. Then as usual, 
Xk 1 is to be found recursively as 
ük+i ilk 
Xk ABi0 
(T - E vk) (3.3.8) 
ük 011 
-1 
AB 
where denotes the inverse mapping of 
AB 
If we denote the 
0101 
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Xk 
set of satisfying the above equation by To, then 
Uk 
-i 
To =AB (r -0 V) (3.3.9) 
011 
which might look promising. However, when examined carefully, the set of To 
Xk 
obtained via the above method may not satisfy for every E To, that 
Uk 
ük E U, and therefore may cause constraint violations. 
To prevent the constraint violation, it might be sensible to use some additional 
admissibility conditions in the above approach that could look like: 
-1 
To 
-(AB (T -0 V)) n 
(3.3.10) 
0IIU 
in the attempt of satisfying the control constraint U. However, this approach 
x 
causes further problems: one is that with the admissibility constraint , the 
U 
choice of T, especially the bottom half that corresponding to Ük+1, becomes very 
influential. Since we can not, in general, specify a particular set for the control 
to converge to, presumably the bottom half of t has to be taken to be U. The 
combined result of having this T and the operation of n in (3.3.10), causes 
U 
0 
the effect of having ®-V in (3.3.10 )to be cancelled at each iteration. If 
I 
we ignore this questionable issue and wish to carry on to find the i-step reachable 
sets using (3.3.10), then for every $; obtained, it would have the same bottom 
half which gives no information about the initial control value in relation to the 
reachable states. 
Having shown those above, it can be further demonstrated that the augmented 
approach is not a viable choice by looking at the following: 
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The control constraint U requires that 
Xk 0X 
+ 9Ik E, (i. e. ük+1 E U), Vük, vk (3.3.11) 
ük IV 
To satisfy this constraint, we need to know ilk prior to choosing any vk, whereas 
the augmented approach tries to extract 
Xk 
based on vk and the given 
Uk 
Xk+1 
E T. The augmented approach treats the problem in the wrong way 
Uk+1 
thus causing many problems. 
Facing the problem of having the additional constraint V, one may suggest yet 
another alternative method, which is: given system Xk+1 = Axk + Buk, define 
F Xk+1 A0 Xk B0 Uk L_ + (3.3.12) 
Xk+2 0A 
[xk+1j 
BB 
[Vk+1] 
and denote 
with constraint 
Xk 
= Zk ER2", 
ýý 
=Uk ER 
Xk+l Lvk+li 
A0B0 
_A, =B 
L0 ABB 
Au 0 bu 
uk E üJ :={ 
Uk 
(0 Av 
Uk 
< by } (3.3.13) 
vk+i vk+l 
Au Au bu 
where U := {u E RmIAuu < bu} and V := {v E RtmIAvv < bv}. Then the new 
system is 
Zk+l = AZk + BUk (3.3.14) 
and thus one may wish to apply the standard set operation to obtain the desired 
sets. 
49 
However, although this time the constraint V seems to have been implicitly 
incorporated into the new control constraint U, the fundamental problem asso- 
ciated with V remains: In the absence of V, at time k, eck can be freely chosen 
from U; and at time k+1, Uk+1 can also be freely chosen from U without knowing 
or being concerned about Uk. However, with V in presence, this situation differs 
significantly. Even for ük in the new system (3.3.14), at time k+1, we still need 
the knowledge of ilk before choosing any Ük+1i otherwise V may be violated. 
Having shown that using augmented approach to treat the new system in a 
traditional way does not work, new methods that deal with the constraint V 
appropriately are to be found. 
3.4 Defining New Reachable Sets 
Now let's define the system which will be studied in detail: 
Xk+i = .f 
(xk, uk) (3.4.1) 
or 
Xk+1 = .f 
(xk, uk) wk) (3.4.2) 
subject to WkEWCR1, XkEXCR"`, ukEUc manduk+1-UkEVCRm. 
It is further assumed that W, X, U, and V are polytopes containing the origin. 
We shall refer the system in (3.4.1) as the nominal system and the system in 
(3.4.2) as the uncertain system. 
Definition 3.4.1. (One Step Set with Fixed Initial Control Value z"0(cl)) This 
is the set of column vectors [XT' uö ]T, consisting of the state and the given initial 
control value ico in R+' for which some admissible control input, starting from 
the given initial control value U0, exists, which guarantees that xk+1 will be driven 
into SZ, i. e 
Z O(1) :=i [Xk e u0 
]T Ixk E 1R'a : 2Uk EU: Uk - üo E V, f (xk, uk) E fl} 
(3.4.3) 
tý ý 
ýýt"; 
«a 
ýý c' I 
; "ý: C. 
r 
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Definition 3.4.2. (Robust One Step Set with Fixed Initial Control Value z"o(SZ)) 
This is the set of column vectors [xi , ýö 
]T, consisting of the state and the given 
initial control value üo in R'+' for which some admissible control input, starting 
from the given initial control value i-co, exists, which guarantees that xk+l will be 
driven into SZ, for all possible disturbances, i. e 
{[Xk, ýö ]T Ixk E Rn : Beck EU: Uk-Uo E V, f (xk, uko wk) E SZ, VWk E W} 
(3.4.4) 
For closed-loop systems, Z"oih(cl) is 
ZU0, h(1l): _{[x7, a ]TIxkE IR": 3h: ]R"'-ºU: h(Xk)-ýloEV, (3.4.5) 
f (xk, h(xk), wk) E SZ, Vw, E W} 
Definition 3.4.3. (One Step Set with Variable Initial Control Value Z(SZ)) This 
is the set of column vectors [4ý , üö 
]T, consisting of the state and initial control 
value üo, in 1Rn+m for which some admissible control input, starting from some 
initial control value 1co, exists, which guarantees that Xk+1 will be driven into 0, 
i. e 
zoo (Sj) := {[2k , up 
]TIxk E R", 1Lp E Rm : 2260 E U, Uk EU: Uk - Üp E V, 
f (xki uk) E 1} 
(3.4.6) 
Definition 3.4.4. (Robust One Step Set with Variable Initial Control Value 
Z(1)) This is the set of column vectors [xT, u ]", consisting of the state and 
initial control value üo in 1[8"+' for which some admissible control input, starting 
from the initial control value Uo, exists, which guarantees that xk+1 will be driven 
into 11, for all possible disturbances, i. e 
z(Q) :={ [XT' UÖ ]T I xk E RI, uo E Rm : 3ü0 E U, Uk EU: 4. ßk - Up E V, (3.4.7) 
.f 
(xk) uk, wk) E SZ, `dwk E W} 
For closed loop systems, zh (1) is 
Z"()): _{[2k, 21Ö]TIxkERn, 0EU: 3%t: Rn---ºU: h(2k)-üoEV, 
(3.4.8) 
.f 
(xk, h(xk), wk) E S2, Vwk E W} 
51 
Definition 3.4.5. (i-step Augmented Reachable Set with Fixed Initial Control 
Value 8°(T)) This is the set of column vectors, consisting of the state and a 
given initial control value in I[8"+"+, for which there exists some admissible time 
varying state feedback control law, starting from the given initial control value, 
such that the state reaches an arbitrary terminal set TC R" in exactly i steps, 
i. e 
8i 0 (T) :={ lxo , u01Tlxp 
E Rn : 3{uk E U}p 
1, 
up - 26p E 
v, 
(3.4.9) 
{uk - Uk_i E d}i-1 : xi E T} 
Definition 3.4.6. (Robust i-step Augmented Reachable Set with Fixed Initial 
Control Value g° (T)) This is the set of column vectors, consisting of the state 
and a given initial control value in Rn+'", for' which there exists some admissible 
time varying state feedback control law, starting from the given initial control 
value, such that the state reaches an terminal set TC R" in exactly i steps, for 
all possible disturbances, i. e 
(T) :={ [x , uÖ 
]T I xo E R' : 3{2Lk = hk (2k) E U}ý uo - 26o E V, (3.4.10) 
{Uk - Uk_1 E V}' : x1 E T, V{wk E W}' o-'} 
Remark 3.4.1. For the open-loop system, we have 
ä1I'u0(T) := 1[X T7 u ]TIxp E R" : 2{uk E U}'-i u0 -0E Vs {Uk - uk-1 E d}i 1 s 0 
xET, V{Wk E W}ý 1} 
(3.4.11) 
Definition 3.4.7. (i-step Augmented Reachable Set with Variable Initial Control 
Value S; (T)) This is the set of column vectors, consisting of the state and initial 
control value, in Rll+m, for which there exists some admissible time varying state 
feedback control law, starting from some initial control value, such that the state 
reaches an terminal set TC R" in exactly i steps, i. e 
Si(T) := {[x', ÜÖ ]TIXo E Rn : 3ü0 E Ui{Uk E U}i l, u0 - no E 
V, 
(3.4.12) 
{Uk 
- Uk-i E V}i-1 : xi E T} 
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Definition 3.4.8. (Robust i-step Augmented Reachable Set with Variable Initial 
Control Value S2(T)) This is the set of column vectors, consisting of the state 
and initial control value, in Rn+"`, for which there exists some admissible time 
varying state feedback control law, starting from some initial control value, such 
that the state reaches an terminal set TC 1R" in exactly i steps, for all possible 
disturbances, i. e 
Si(T) := {[XT 0,2ýö 
]T I2p E 1[8nß up EU: {uk = hk (2k) E U}0-1, up - ilp E V, 
{Uk - Uk-1 E V}' :xET, `d{wk E 
W}0 1} 
(3.4.13) 
Remark 3.4.2. For the open-loop system, we have 
{[2Ö 
, 2ýÖ 
ITI2p E Rn, 26p EU: {Uk E U}p ', up - 16p E V, (3.4.14) 
{Uk - Uk_i E V}i '-x E T, V{Wk E W}ý 
1} 
Denote the function Project(fZ) as the projector of xE R'+' into IR'ß. 
Algorithm 3.4.1. (i-step Augmented Reachable Set with Fixed Initial Control 
Value) This set can be computed via the following iterative procedure: 
Si° (T) = z'0 (T) (3.4.15) 
8i °(T) = Uz"0(Project (3 _°i(T))) 
(3.4.16) 
where the union of z"0 (. ) is for üo taking all possible control values in computing 
8ý0 
%-I 
Algorithm 3.4.2. (Robust i-step Augmented Reachable Set with Fixed Initial 
Control Value) The set can be computed via the following iterative procedure: 
RO (T) = z"0 (T) (3.4.17) 
A °(T) = Uz"0(Project (g; °1(T))) (3.4.18) 
where the union of is for üo taking all possible control values in computing 
i° 1(T) . 
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Algorithm 3.4.3. (i-step Augmented Reachable Set with Variable Initial Control 
Value) The set can be computed via the following iterative procedure: 
31(T) = Z(T) (3.4.19) 
S (T) =U Z"0(Project ($; -1(T))) 
(3.4.20) 
where the union of Z"0 (. ) is for üo taking all possible control values in computing 
Si-, (T). 
Algorithm 3.4.4. (Robust i-step Augmented Reachable Set with Variable Initial 
Control Value) The set can be computed via the following iterative procedure: 
S1(T) = z(T) (3.4.21) 
g; (T) =U z60(Project(gi_1(T))) (3.4.22) 
where the union of Z"0(. ) is for uo taking all possible control values in computing 
L-1(Tý. 
3.5 Summary 
This chapter contains a brief review about reachable sets, which are frequently 
used in analysing system convergence in the recent MPC literature. This is 
followed by the introduction of a new constraint, namely, the change-of-control 
constraint. Our analysis shows that due to this additional constraint, existing 
reachable set methods are no longer appropriate, thus giving the rise to the 
necessity of defining new sets. New reachable sets are defined and theoretical 
computation algorithms are derived. 
Chapter 4 
Nominal Reachable Sets with 
Variable Initial Control Value 
4.1 Introduction 
Define our nominal LTI system as 
xk+i = Axk + Buk (4.1.1) 
U0 = Üo+VO (4.1.2) 
ILk _ Uk-i + Vk (4.1.3) 
in which k=0,1, """, and for each k, we have 
XkEXCRn, UkEUCRm, vkEVCRm, AERn"andBERnxm 
Here X, U and V are assumed to be polytopes containing the origin. It is further 
assumed that X, U and V have the half-space representations 
X: = {x E iR"IAxx < ba(}, U := {u E iRmIAUu < bu}, V := {v E R'lAvv <_ by}, 
(4.1.5) 
respectively. It is assumed throughout that VCU and A is non-singular. 
Obviously, it is desirable that we should be able to assign any feasible value to 
uo, i. e. any value from U. This can be achieved by (4.1.2), for suitable choice of 
vol since the set of possible values of üo + vo is, bearing in mind the constraint of 
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(4.1.4), {zio + vo : 20 + vo E U, Uo E U, vo E V}. Since 0EV and VCU, this set 
is just U. Hence any value of uo from U can be achieved by (4.1.2) by choosing 
ico suitably. Definition of uo by (4.1.2) instead of by the constraint uo EU has 
been used here since it enables uo to be treated in the same way as the other Uk, 
with ico interpreted as u_1. 
4.2 Reachable Sets with Fixed Initial Control 
The algorithm stated in the previous chapter for computing the i-step reachable 
sets with either fixed or variable initial control value is viable only conceptually 
since it requires the union of a potentially large number of sets, and therefore, a 
more practicable algorithm needs to be developed. 
4.2.1 Derivation of Reachable Sets with Fixed Initial Con- 
trol 
For the nominal LTI system specified, the i-step prediction, in compact form, is: 
xi = Aixo + BiUi-l 
where 
x1 U0 
xi Ui 
B0 """ 0 A 
AB B00 
Ai = `B i= 
A' 
As-iB A'-2B ... B 
(4.2.1) 
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Since the control applied at each discrete time is made up from üo plus changes 
va, it is useful to define vectors 
no VO 
U1 V1 
us Vi 
From (4.1.3), we will often write u; °i" as 
u opv = 260 +E Vj 
j=0 
The vector of the corresponding control values us °'" will be written as 
Uýo, v 2l0 + VO 
Uio, v Flo +, VO ,+, vl utio, v 
Ui o, v 2EO + E9=0 v1 
(4.2.2) 
(4.2.3) 
(4.2.4) 
When Uo EU is considered to be given, the set of feasible values of U°' is 
pi 0 :- I' i 
ON : 2i E Vi+l ,Uo, 
v EU'} 
and the set of feasible values when üo is considered to be variable is 
U : ={Uiu°: z10EU} 
Then, in terms of üo and Yt, 
xs = Aix0 + l3iUi_°i 
(4.2.5) 
(4.2.6) 
(4.2.7) 
For a nominal system, we can assume that the target set T is the origin; then 
we can derive OZi°, the i-step reachable set with fixed initial control, as follows: 
JZi{xoERnI2 "o'°E L °: Axo-}-B1W "0iV=0} (4.2.8) 
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9'Zo - {xo E Rn12 
Ui"' E 1LTio . A2xo + [AB, B] uio'' = 0} 
_ {xo E ][8n12 Mio' EM: A(Axo + Buö01") + Buio, ' = 0} (4.2.9) 
_ {xo E ]Rnl3 'Uio, " E0: Axo + Buoo, " E gZio+vo} 
and hence 
9Z= °: = {xo E R"121LL_°i E ýJ °1 : A`xo + [Ai-'B, Aý-ZB, ... , B] 'i 
°i =0} 
_ {x0 E iRj3 iLa°1 E ýTi_1 : Axo+BOj. E ýi°iv°+... +,,; _ý} 
(4.2.10) 
For future convenience, we also define the augmented reachable sets with fixed 
initial control ii as 
W0 := {fro, iloF Fxo E ]R' : 2' i! ' E Uä of : Aixo+[A'-1B, A4-2B, ... ' B] i !' =0 
} 
(4.2.11) 
where Qx0, coJ := [x0 , u0 
]T 
Denote the projector of a set from ]Rn+m into RI by Project(. ), i. e. if 1C 
][8"+m, then Project(1) = {x E 1R : (x, y)T E Si for some yE R'n}. Then we 
have Rio = Project(8 o) 
4.2.2 Properties of the Reachable Set with Fixed Initial 
Control 
Proposition 4.2.1. Let 1P ° be the set of vectors that are partitioned with a given 
initial control ii at the top and an admissible control change v; below, i. e. 
k 
Mio {tIo, vl{vk}ö E V, {flo+Evj}ö E U} (4.2.12) 
j=o 
then P° is a convex set. 
Proof. Clearly, a vector U , l' satisfying the conditions can be written in the form 
H1[i °'° <b where H is a matrix and b is a vector, so 1P ° is a convex polytope. D 
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Proposition 4.2.2. The set Lt ° of (4.2.5), is a convex set which is equal to 
JjP °, where 
II0 """ 0 
I ... ... ... I 
Proof. Recall from (4.2.4) that, for each U; °"E P 7°, we have 1I °i" = °'U °i" 
and thus u; °i" =l °P °, which is convex since P° is convex. o 
Proposition 4.2.3. The set fit.; ° of (4.2.10) is a convex set. 
Proof. This is a consequence of definition (4.2.10) of R° and the convexity of 
Jz °. Q 
Proposition 4.2.4. The set RO of (4.2.11), is a convex set. 
Proof. This is an immediate consequence of the definition of 8i ° and li °i" of 
(4.2.4). Q 
Proposition 4.2.5. The i-step reachable set with given initial control JZi ° has 
the following property: With io = 0, the sets 5o contain the origin and form a 
non-decreasing sequence as i increases, i. e. 9Z_°1 C ýZ{°. 
Proof. (a) With Uo =0 and since 0Ev fl u, we have that 0ER° for all 
i. This can be proved by induction. For Ot. i°, with üo =0 and 0EN fl d, 
there is a vo EUnV (actually 0) such that 0E Ri°, since for x0 =0 there is 
a uo (actually 0) such that 0= Ax0 + Buo. For the induction step, we need 
that if 0EJ° then 0E fit, +l. Now 0ER +1 if there is a u; +1 EU such that 
AO + Bu; +i EO°. Since üo = 0, {Vk}o 'EU fl V and 0EUnV, we can choose 
u1 =0 such that AO + Buy =0E JZr °. For the subset properties, consider an 
xo E R, ý°1. Then there exists ui-1 EU f1 d such that Axo + Bu; _, =0E9. 
ti°, 
thus 9Z1°19? °. Alternatively, to prove the subset property, recalling that 
59 
ýZ2° := {xo E ]IBn13'L °i" E TO : Axo + Buoo, " E Ri°+"}, with 0E R2, io+vo 
we have that JZ. 2 J aio+vo D gZio. Consequently, recall that Jf ° {xo E 
RJ3 Uju'°'" E ýJ"° : Axo + Buu°'" E Rv'°+°} and with 0E ýtf'°+"° we have that a-1 -i-1 s-1 1-1 s t-1 
qzýo fpfiO+vo j ýo 
t: 1i 1" 
Remark 4.2.1. If UO :A0 and -üo 0 V, then it is possible that 00 Rj'° or 
, Dzi-° n ots °1=o or OVj_° 1Ca i" for some i. 
Remark 4.2.2. Proposition 4.2.5 indicates a clear contrast between the traditional 
reachable sets and the reachable sets obtained here under the additional constraint 
set V and a given initial control üo. The traditional sets always form a non- 
decreasing sequence, whereas for the new reachable sets, it is only guaranteed 
that they form a non-decreasing sequence when üo = 0. The intersections among 
those new reachable sets and the possibility of forming a sequence rely on the 
relative sizes of i1 o, V and U. 
Unlike the traditional unconstrained system, for which the controllable or 
reachable sets each contain the origin and form a non-decreasing sequence, Propo- 
sition 4.2.5 indicates that the 9Z. s ° may not form a sequence of nested sets con- 
taining the origin. This means the new system requires more careful selection of 
Vk since a bad choice may cause no convergence, whereas an inappropriate uk in 
the traditional system may only cause slower convergence. 
4.2.3 Computation of the Reachable Set with Fixed Initial 
Control 
Set Oriented Approach 
By the definition of 2a °, which is 
;ý_ {x0 ER 13 Ui'-'i E L! 1 : 
A'x0 + [At-1B, A' B, ... , 
Bý ýÜ--1 = 0}ý 
(4.2.13) 
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we can derive the following formula for computing JZ °: 
`. lZ Y°= -A-'[A. -1B, A' 2B, ... ' B]ýj 
(4.2.14) 
where A-i denotes the inverse of A. It is also known that ä7i`° = Jj1ý1 °, for ° 
and P° of Proposition 4.2.2 and 4.2.1, respectively, and we have 
[A'-'B, Ai-2B, ... , 
B]U o, v = [Ai-1B, Ai-2B, ... , 
B]'Jj?, 0. (4.2.15) 
Therefore 
Jo= -A-'[(A`-1B + As-2B + ..... }.. B), ... , B]gi-11 1-°1 
(4.2.16) 
The computation of 1P ° is relatively easy since it is similar to a redundancy 
removal problem for obtaining a matrix H and a vector b such that the constraints 
{Vk}ö EV and {u0 +> vj}ö EU can be represented as 
HtL 0i" <b 
where 
I0 """ 0 
-I 0 """ 0 
0 Av 00 
H=1 
00 """ Av 
Au Au 00 
Au Au ... Au 
ºb= 
Uo 
-U0 
by 
by 
by 
by 
(4.2.1 7) 
(4.2.18) 
After obtaining r °, the set 8', -0 can be obtained by combining Xo ERO and 
ilo together as [x0, ü01 such that 
xo 
L<1 (4.2.19) 
Uo 
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where 
H0b 
L= 0I 'l= üo 
0 -I -üo 
and H and b are of (4.2.18). It is possible that redundant constraints are included 
here. They can be removed by setting up a redundancy removal problem[31], 
which is essentially a linear programming problem. We will still denote the re- 
sulting non-redundant versions of L and 1 of (4.2.19) by L and 1. 
Vertex Oriented Approach 
Because of its convexity, it is possible to represent ° as a convex hull of points. 
This can be done by starting with the vertex description of V and U. The vertex 
algorithm is like that for generating a tree, as we shall see next. 
The procedure for representing OZ ° as a convex hull will be outlined next: 
From (4.2.8), and since uo E (11o + V) fl u, 
JZi° = {x0 :0E Axo + B((üo + d) n u)} (4.2.20) 
Denote üo ®V by V*, then (4.2.2V) is equivalent to 
Ri° = {xo : xo E -A-lB(V* n U)} (4.2.21) 
For R° of (4.2.9), we have 
{x0 : Axo E -A-1B(V* n u) ®-B((V* e V) n U)} (4.2.22) 
From its definition in (4.1.4), the set V can be represented as the convex hull of a 
finite number of points (ideally all vertices). Call those points V', i=1: I. Then 
V®V can be represented as the convex hull of those points V; 1+Vo1, `di, jE [1 : III, 
which we will call V2, i=1: 11 2. The set V' can be represented as the convex 
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hull of points Flo +V1, i=1: Il, and the set V®V can be represented by the 
convex hull of points üo + V' + V1, Vi, jE [1 : Il]. 
Since we assume that U and V are given by their half-space representations, 
finding the intersection between two sets V* and U is relatively easy[33]. The set 
V* fl U is the intersection of 2 convex hulls, therefore, it is a convex hull and can 
be written as convex hull of points V 1'n, i=1: In. Similarly, let (V* ® V) nU 
be represented by the convex hull of points Vs 2'I ,i=1: I2 . 
Then, we have 
JZ, O = Conv({-A'1BV; 1'n, i=1: I1 }) (4.2.23) 
°= Conv({-A'ZBV i'n - A-1BVý 'n i= 1: I1, j=1: I2 }) (4.2.24) 
n° = Conv({-A-'BV; 1'n-" "" -A-1BVn'n, i= 1 : In , 
}) "", j=1 : In (4.2.25) 
This procedure for finding the RZn° as the convex hull will be called the vertex 
algorithm for determine Rn° involves linear transformation of a given set by ap- 
plying the transformation to vertices, which has little computational cost. The 
algorithm also involves the finding of the vertices of the intersection of convex 
hulls. This procedure is also computational efficient when, as is the case here, 
the sets' vertices and half-space representations are both known. 
Often, the interest is just to find whether a given point xo is in RZ. n° or not. 
In this case, it is sufficient to make the decision by just knowing the points 
that form the convex hull of Rn°. The test involves fitting hyperplanes using 
linear programming, thus avoids the burden of constructing the convex hull. The 
algorithm is as follows: 
Algorithm 4.2.6. (Point/Convex Hull Inclusion Test[31]) Assume that JZn° is 
represented as the convex hull of V", i=1: In. Then the determination of 
whether a given zo is in Run-0 P can be carried out as follows 
find zo E R, zE R' (4.2.26) 
s. t. zT V. < zo, `di E [1 : In] 
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zTxo > zo 
Problem (4.2.26) is to find vector z and constant zo, such that the distance from z 
to all the points V" made up the convex hull is smaller than zo while the distance 
between z and xo is larger than zo. This has a solution if and only if xo is outside 
the convex hull represented by points Vr. If (4.2.25) admits a solution, then there 
is a hyperplane separating the polytope from x0. To solve the problem, set up an 
LP 
f' = max zT xo - zo (4.2.27) zp, z 
TV s. t. zn - zo < 0, `di E [1 : In] 
zTxo - zo <1 
4.3 Reachable Sets with Variable Initial Control 
Value 
4.3.1 Derivation of Reachable Sets with Variable Initial 
Control 
For our nominal LTI system of (4.1.1), the i-step prediction is 
xi = Aix0 + `BiUi-1 4.3.1) 
Recall from (4.2.2) that 
VO 
V1 
'U; °°° ° (4.3.2) 
vi 
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we define vector 
U= 
u° (4.3.3) 
in which üo and V; are to be chosen. Similar to u; °i° of (4.2.3) and 'U °i° of (4.2.4), 
we also define vectors 
u? = üo + vi 
. 7=o 
uo ü° + v° 
Ul ýc°+v°+vl 
Riv 
u1 u° + Fi=0 vi 
(4.3.4) 
(4.3.5) 
Because üo is considered to be variable, we have the constraint U; E N;, where 
Then we have 
U{ := {Tj : üp E U, VE Vti+l, Ti E U'+'} 
_(4.3.6) 
xi = Aixo + Si'l(; _, 
(4.3.7) 
Because this is a nominal system, we can assume that the target set T is the 
origin. Then the i-step reachable set with variable initial control can be derived 
as 
2l := {xo E R" : 2U" EN: Axo + BU = 0} (4.3.8) 
22: = {xo E R' : 23 E Ul : A2x0 + [AB, B]'U, i = 0} (4.3.9) 
and hence 
_ {x0 E R': 3T1 E Ni-1 " 
A'xo + [A'-1B, A'-2B, ... , 
B]Tj 1= 0} 
(4.3.10) 
For future convenience, we also define the augmented reachable sets with vari- 
able initial control, recalling [x0, col := [XT' v, ö1T, as 
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Si = {x0, o]13uz 1E Mi-, : A`xo + [A'-'B, Ai-2B,... , B]Mä 1= 
O} 4.3.11) 
Recall that with the definition of projector of section (4.2) we have DZ; = 
Project(8, ). 
4.3.2 Properties of Reachable Sets with Variable Initial 
Control 
Proposition 4.3.1. Let lit be the set of feasible vectors U; = [ýcö , 12T ]T , i. e. 
k 
1 '- {Ui üo E U) {vk}Ö E V, {uu0 + vj}Ö E U} (4.3.12) 
j=0 
Then lei is a convex set. 
Proof. Clearly, a vector tt satisfying the conditions can be written in the form 
HUB <b where H is a matrix and b is a vector, so, P; is a convex polytope. 0 
Proposition 4.3.2. The set U; of (4.3.6) is a convex set which is equal to J; Pj, 
where, as in proposition (4.2.2), 
II0... 0 
'I ... ... ... I 
Proof. This is analogous to the proof of proposition 4.2.2. Q 
Proposition 4.3.3. The set gZ= of (4.3.10) is a convex set. 
Proof. This is a consequence of the definition (4.3.10) of Rj and the convexity of 
the set M of (4.2.5). Q 
Proposition 4.3.4. The set Si of (4.3.11), is a convex set. 
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Proof. This is an immediate consequence of the definition of 8i and the convexity 
of Pi. 
Proposition 4.3.5.92. E have the following properties: 
(a). JZ, = ®r'oEU JZsv, ° ; 
(b). 9Z"° C R;, for allüo E U; 
(c). 0E DZs and 5j fl 
(d). With VCU, it is possible that R; Z 94. +l and OZ1+1, for some i; 
(e). If xo ERs °, then xo E RZß with j<i. 
Proof. Statement (a) is true because, from (4.2.13), 
J CO := {x0 ER 13 'Uiu-° iE Ni- 1: A'xo + [A'-1 B, ... , B] 1(, 
i0 i= 0} 
and, from (4.3.10), 
g-: = {x0 ER: 3h1 E_1 : A'xo + [A'-1B,... , 
$] 
'i-1 =0} 
Here 
N; ={Uü0: coEU} 
and since for any given xo in 9Za °, we have 50 E U, thus (a) is true. 
(b) is an immediate consequence of (a); 
0 
(c) is clearly true since given the constraint U and V of (4.1.4), and with 0EU, 
0EV, it is obvious that if üo =0 that 0E Jt °, and from (b), we have 0E. 
Because i is arbitrary, we have 0E 9Zj and 0ER.; +1, and therefore JZ; n fit; +l ý` 0; 
(d) is also true since we already know that with VCU, there could exist some 
i with some üo EU such that R°1lJ, °=o, which means there exits some 
{x: xER, x0 JZi+1 } and therefore it is possible to have (d). 
Statement (e) is an immediate consequence of (b). 0 
Remark 4.3.1. Proposition 4.3.5, especially (d) and (e), demonstrates that a vari- 
able initial control value üo could yield better system convergence. 
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4.3.3 Computation of Reachable Sets with Variable Initial 
Control 
Set Oriented Approach 
We already know that the augmented i step reachable set is 
gi = {fro, üo lxp E Rn : 3Üä 1E 
U{-1 : Ai x0 '+' 
[A 'B, Ai-2B,... 
, 
B]W 1= 
Q} 
_ {Qxo, ýco] ýxo E Rn : 21L; E ]P; : A'xo + [(Ai-1B + A'-2B .... } B),... B]Ut = 0} 
(4.3.1 3) 
Therefore, for every vector Qx0, üol E Si 
xo = A-'(-[(A'-iB + A'-2B + ... + B), ... , B]Us 
) 
and for some tt E P; 
"o = [1,0,... 1 0]U7 
Hence 
xo 
_ 
-A-i 0 [(A'-1B + Al-2B + ... + B), ... , B] Us (4.3.14) 
ü0 0I [I, 0, ... , 0] 
and therefore 
[-A-i 
0 [(Ai-1B + Ai-2B + ... + B), ... , B] P; (4.3.15) 
0I [I, 0'... , 01 
In (4.3.12) 
IN = {Ui: H'U'i < b} (4.3.16) 
0 
where 
Au 
Av 
H= Av b= 
Au 
bu 
bv 
by 
bu 
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LAU Au ... Au J LbUJ 
in which AU, Av, bu and by are defined by (4.1.4). Ideally, redundant constraints 
in (4.3.16) would be removed using, for example, linear programming. 
Vertex Oriented Approach 
We already know from (4.3.12) that 
-A-i 0 [(A'-1B+Ai-2B+... +g),... , BI Si = Pi-1 (4.3.17) 
01 j1 l 0, ... '01 
which can be represented alternatively as 
8ý = Conv({ Vertices(P; _1))}) 
0I [1,0'... , 0l 
(4.3.18) 
Therefore, the vertices of Si can be found easily if the vertices of P; are available. 
Of course, the vertices of Pi can be easily obtained if the half-space representation 
of Ids is already known, however, here we are more interested to find the the 
vertices of Si without the construction the convex hull of 1P1. It is known that this 
problem here of finding the vertices of polyhedral and/or groups of hyperplanes 
can be transformed into standard linear programming problems, [25]and [211. 
Let A be an mxn matrix, with columns indexed by the set E= {1,2, """, n}, 
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also assume that fEE and gEE are distinct indexes. Define the system to be 
Ax=O, x9 =1 (4.3.19) 
For any JCE, Xj denotes the subvector of x indexed by J, and AJ denotes the 
submatrix of A consisting of columns indexed by J. Let's call B the basis for 
(4.3.19) as a subset of E of cardinality m containing f but not g, for which AB 
is nonsingular. With any given B, equation (4.3.19) can be transformed into 
XB = -AB'ANXN = AXN (4.3.20) 
where N=E-B, and A denotes -AB1AN with rows indexed by B and columns 
indexed by N, so that A= (äj :iEB, jE N). Also, we know that N always 
contains the index g. 
Solving equation (4.3.20) is a standard linear programming program, and the 
vertex enumeration problem of any given polyhedral can be transformed into an 
equivalent form of (4.3.20) [123], hence is a linear programming problem as well. 
Assume that a convex polyhedron P is given as the solution set to a system of 
no inequalities in d non-negative variables: 
P= {yEIRdiA'y<b, y>0} (4.3.21) 
where A' is an no xd matrix and b is a no vector. A vertex of the polyhedron is 
a vector yEP that satisfies a linearly independent set of d of the inequalities as 
equations. 
Let n= no+d+2, f= n- 1, g =n, B= {1, """, no, n- 1} and N= 
{no + 1, """, no + d, n}. Then the problem of finding the vertex of (4.3.21) can 
be transformed into the form of (4.3.19) as 
1 XN_9 + X1 = 0, IXB_ f+ A'XN_9 - bx9 = 0, x9 =1 (4.3.22) 
where I is an identity matrix and 1 is a vector of all ones, of appropriate di- 
mensions. Set m= no +1 and let A be the mxn matrix corresponding to the 
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coefficient in the first m equations of (4.3.22), then the solution of (4.3.20) yields 
one vertex of P. It is shown that each feasible solution of (4.3.22) yields one 
vertex of P and it is sufficient to enumerate all vertices of P by evaluating every 
possible combinations in (4.3.22)[24]. 
Since in Proposition 4.3.1, it is shown that ]P; is a convex polytope, with its 
half-space representation, with some possible redundancies, given in (4.3.16), we 
can use the vertex enumeration method described above to find the vertices of 
P. Once the vertices Vertices(Pi) of Ids are found, the set St+i in (4.3.18) can be 
easily found as a convex hull of points. 
Remark 4.3.2. The significance of this approach is that, instead of computing a 
sequence of PI, Pß_1, till ]Pi, to determine whether a given x is in Si or not, we 
can just build up one large LP to compute all the vertices of ]P; directly and then 
apply the method in Algorithm (4.2.6) to give the result. 
4.4 Examples 
4.4.1 Fixed Initial Control Value 
Let us take the example system to be 
1 0.8 10 
Xk+i = Xk + uk (4.4.1) 
0 0,7 01 
where xE R2 and uE ]R2, subject to U := flUII, o < 3. We examine four different 
cases, and for case I, II III and IV, üo is given by (0,0), (0,0), (2,2) and (2,2), with 
V given by I JvI1,,. < 3, IIvýJ,,. < 1,1 JvII,,. <1 and IHvIIoo < 0.1, respectively. Under 
those conditions, the reachable sets with given initial control can be obtained 
using the described algorithm in a straightforward manner, with results shown in 
Figure 4.1 and 4.2. In both figures, only the projections of the states are shown 
since the üo in the reachable set is given and fixed. 
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ýo 
i 
i 
Figure 4.1: Rt " with Uo =0 
Figure 4.1 demonstrates that with the given initial control fo = 0, the reach- 
able sets T, " form a nondecreasing sequence, as expected by Proposition 4.2.5. 
Meanwhile, the relative size of V compared with U has some clear observable 
influence on determining the reachable sets and its state projections. The result 
illustrates that, as rationally expected, the smaller the V compared with U, the 
more limitation it has on the set of states that can reach the origin in a certain 
number of time steps, with admissible controls starting from the given initial 
control value fio. 
Figure 4.2 mainly illustrates the significant influence of the initial control value 
110 in determining the reachable sets when the change of control constraint V is 
in presence. Compared with Figure 4.1, the initial control ü in Figure 4.2 is not 
zero. This causes the set VO, i. e. the sets of states that can reach the origin 
in i steps, to jump, in the sense that the state projection of the reachable sets 
are not nested. This has been expected by Proposition 4.3.5. Another important 
observation that can be made is that when vo # 0, the smaller the relative size 
of V compared with 1co, the severer the jumps are. 
R-d. bW SM. . Yh Rd kMW C-bd PoWM - 8. t. Praj. dio. 
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Figure 4.2: 9. z`" with zoo = (2,2) 
Compared Figure 4.1 and 4.2, it can be reasoned that under the change-of- 
control constraint V, the given initial control iI0 plays a vital role in determining 
the possible convergence of the states. Some üo values could certainly provide 
better convergence than the others, and Bence this highlights the benefits of 
having a variable v, 0. 
4.4.2 Variable Initial Control Value 
Box constrained controls 
Suppose the example system is 
1 0.8 1 
Xk+1 = Xk + Uk (4.4.2) 
0 0.7 1 
where xE ]R2 and uE IR, subject to U := Jul <3 and V := IvI < 1. The 
augmented reachable sets Si with variable üo are computed with their contours 
plotted in Figure 4.3. The three 2D projections of Si, namely, Z, xl -u and 
x2 - u, are given in Figure 4.4 to 4.6, respectively. 
In Figure 4.3, observations can be made that S are intersecting each other, 
but without forming any sequence. This is partially due to the varying vo in 
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Figure 4.3: Contours of Si 
Figure 4.4: 92i 
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Figure 4.6: 
-12 - u0 projections of Si 
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Qx0, vol E Si. Another observation is that the origin belongs to every Si, which 
confirms the proposition made earlier. Figure 4.4 mainly demonstrates that the 
set Ri, like the set $i, are intersecting, but without forming any sequence. This is 
caused by, as shown in the fixed üo example, certain üo values that lead to jumps 
in the sets of states. The jumps caused by some ii values and the varying üo 
together explains the non-nesting property of Si and R. From Figures 4.5 to 4.6, 
it can be seen that with a given xo E OZi, from which the state is to be steered 
to the origin, there are different ranges of üo that can make the convergence 
happen in different number of steps, and an inappropriate üo may cause longer 
unnecessary convergence time. 
Polytopic constrained controls 
The example system is 
0.8 0.5 1 0.2 
Xk+i = Xk + Uk (4.4.3) 
-0.4 1.2 -0.1 0.7 
113 
1 -1 3 
where xE R2 and uE R2, subject to Uu<} and 
-1 13 
-1 -1 3 
101 
-1 01 Vv<}. The reachable sets JZ; are given in Figure 
0 -1 1 
011 
4.7. The main difference between this example and the previous box constrained 
example is that the constraints are now having more complicated shapes and the 
reachable sets is in a higher dimension, which is why only the state projection 
can be possible shown. 
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Reachable Sets, State Projection 
1" 
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Figure 4.7: R1 with polytopic constraints 
For the previous Si E R' example, the difference in computation speed between 
the set operation oriented method and the vertex oriented method is insignificant. 
However, in this Si E R4 example, the vertex-oriented method is considerably 
fiq, ster. This is believed to be caused by the following reasons: 1). The set, 
operation oriented method requires a number of operations like mapping a set by 
a matrix and projections into subspaces, all of which demand several redundancy 
removal iterations that take up computational time. 2). The vertex method 
mainly uses point, operations, the complexity of which is hardly affected by the 
increase in system dimension. 3). The projection of points, i. e. pE ]EP4 -> 
pE 1R2, into subspaces in the vertex approach almost takes no computational 
effort thus obtaining lei as a convex hull of points at, nearly no computational 
cost. To illustrate Pi, the convex hull need to be constructed, which will take 
some considerable time and computation if the dimension is high. However, 
as described before, it is unnecessary to compute the convex hull to determine 
whether a given point is within it or not. Therefore, it, is believed that for high 
dimensional case, like Si E R" with n>4, the vertex method is a more efficient 
approach. 
77 
4.5 Summary 
This chapter deals with the state convergence problem of nominal LTI system 
subject to the change-of-control constraint. It is firstly shown that under that 
constraint, the initial control value has significant influence on state convergence, 
thus motivating the use of a variable initial control to improve the convergence. 
The second part of the chapter derives and analyzes the reachable set with variable 
initial control. The influence of the initial control value and the benefit of using 
a variable initial control are shown by examples. 
Chapter 5 
Robust Reachable Sets with 
Variable Initial Control Value 
5.1 Introduction 
Define our uncertain LTI system as 
Xk+i = AXk + Buk + Wk (5.1.1) 
uo = üo + vo (5.1.2) 
Uk = Uk-i + Vk (5.1.3) 
in which k=0,1, """, and for each k, we have 
XkEXCRn, UkEUCRm, 'VkEVCRm, WkEWCR , 
AERnxnafdBERnxm 
(5.1.4) 
Here X, U, V and W are assumed to be polytopes containing the origin. It is 
further assumed that X, U, V and W have their half-space representations 
X: ={xEiR"jAxx<bx}, W: = {wE]RnlAww<bw} (5.1.5) 
U: ={uER'lAvv<bv}, d: = {vERtmIAvv<bv} 
respectively. In line with the previous chapter, we also assume that VCU and A 
is non-singular. Additionally, since it is well known that it would be impossible 
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to control any system with disturbance set greater than its feasible region, we 
impose that WCX. 
Having shown that, in the nominal case, the reachable sets with fixed initial 
control value are just special cases of the variable one, in the sequel, we will 
only derive and examine the reachable sets with variable initial control value for 
uncertain system (5.1.1). 
5.2 Open-loop Robust Reachable Sets 
5.2.1 Derivation of Open-loop Robust Reachable Sets 
For the uncertain LTI system specified, the i steps prediction, in compact form, 
is: 
Xi = Aixo + BiUi-1 + DiW1-1 (5.2.1) 
where 
x1 Uo wo 
Ui wi 
xi Ui Wi 
B0 """ 0I0 """ 0 A 
AB B00A 10 0 
Ai= 
A'-'B A-2B ... B A'-1 A'-2 ... I 
As for the nominal case, the control applied at each discrete time is made up 
from no plus changes v;. We therefore use again the vectors 
VO 
ýs = 
V1 
'u? = 
uo (5.2.2) 
vi 
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in which üo and v; are to be chosen. We also define the vector U j', which includes 
the control history up to and including time i, to be: 
uö 'uo + vo 
ui 'lo + vo + vi (5.2.3) 
Ui Uo + Ej_ö vj 
where 
ui = zoo +E vj (5.2.4) 
j=o 
Since we consider Uo to be variable, we have that the set of feasible Ili' 
11; _ {'U, i : uo E U, 2i E Vt+', ii E U'+1 1 (5.2.5) 
Then the i step prediction is 
X= Aixo + l3i 1+ DiWi-, (5.2.6 
For the uncertain LTI system of (5.1.1), assume there is a target set T that is 
normally taken to be a robust invariant set for which there exists a LTI control 
law to maintain the state inside T forever, after it enters T. With the assumed 
target set T, the robust open-loop i step reachable set with variable initial control 
value is: 
9-Zit :_ {x0 E R' Ili E ýJo : Ax0 +Bl t-0° + wo E T, `dwa EW} (5.2.7) 
:% := {xo c R'13! lE Ul : A2xo + [AB, B]T, + Awo + wl E T, Vwo, wl E W} 
(5.2.8) 
and therefore 
2: _ {x0 E R' 1 21j ]E 
Mi-1 
Aixo + [Ai-'B, Ai-2B, ... , B] '+ Ai-iw 
(5.2.9) 
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Knowing JZ? ', we also define the augmented robust i step open-loop reachable 
sets with variable initial control, recalling that [xo, üo] :_ [xö , u0 
]T 
, as 
giol := {Qx0, ü0j xo ER: : 3Ti-1 Eiji-1 : A`x0 + [A'-1B, ... , 
B]'l, j, 1+ 
A'-lwo+ 
... + wi-i E T, Vwo, ... , wi-1 E 
W} 
(5.2.10) 
Recall that the projector function of a set from R'+' to R' is denoted as 
Project(. ), then we have Ö"= Project(ktl). 
Proposition 5.2.1. A necessary and sufficient condition for J" or As' to exist 
is that Te Ai-'W e"""ew: -- e. 
Proof. (Necessity)If Te A'-1W e"""eW=0, then there exist unknown reali- 
sations of wo, ""-, w; _1 EW at the time of computing 
i1o, vo, """, vi_1 that leads 
to Ai-lwo +"""+w; _1 
0 T. (Sufficiency) With Te A'-'W A"""eW`0, and 
0EU, 0EV, there exists at least one xET with xE Rjl or xE gel. Q 
Proposition 5.2.2. The sets ij , Y. sl and 9ýl are convex sets. 
Proof. The convexity of Ki follows immediately from its definition in (5.2.5). 
The convexity of 5 and g1l are consequence of their definitions, in (5.2.9) and 
(5.2.10), and the properties of K; and Minkowski set subtraction described in 
Chapter 2.13 
5.2.2 Computation of Open-loop Robust Reachable Sets 
Assume that T is an appropriate set so that TG A'-1W e"""eW ,E0, and 
define T by 
Ti: = TeA'-1We... eW (5.2.11) 
Then the robust open-loop reachable set with variable initial control is 
911: _ {x0 E 1[8"131v E: Axo + BiQ E T1} (5.2.12) 
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[AB, Blur, E T2} (5.2.13 JZ21 := {xo E R'13! lE ýTi : A2xo + 
and therefore, for step i, we have 
iZiol := {xo E R"I2i iE Uti-i : A'xo + [A'-'B, As-2B, ... , B]7_1 E Ti} 
(5.2.14) 
Using the set P; defined in Proposition 4.3.1, equations (5.2.12) - (5.2.13) yield 
: toi = {xo E Rn jUp E Pp : Axo + [B, B]Uo E T1 } (5.2.15) 
jt, 21 = {x0 E I1 Ui E P1 : A2x0 + [AB + B, AB + B, B]tL E T2} (5.2.16) 
and therefore, the i-step reachable set and its augmented set are 
ýtýý _ {x0 E R"IUiv 1E 1Pi-i : A'xo+[(A'-iB+Ai-2 B, }.... +B), ... ' B]U 1E 
Ti} 
and 
(5.2.17) 
{ xo, üo lxo E Rn, Ui 1E 
1i-1 
(5.2.18) 
A'xo+ [(A'-1B+Ai-2B+... +B),... , B]Ui-1 ET} 
, it can be seen that 
for From the above expression for the augmented set 9tii 
vector [xo, Rol, the pair xo and üo satisfy 
x0 E {A-'(T ®-[(A'-'B+A'-2B+... +B), ... '$]U 1), U E P{} 
(5.2.19 
I- s- 
and 
zto E {[I, O, ... , 
OIU 1, U 
Y-1 E Pi-1} (5.2.20) 
where in both equations (5.2.19) and (5.2.20), vector UI 1 have the same value 
for the pair. However, owing to the set T and Minkowski set addition ®, we 
can not obtain an analytical solution for Qx0, uoj in terms of a linear mapping 
of Us E Pi that is similar to the one obtained in (4.3.12) and therefore a vertex 
oriented approach has to be adopted. 
Denote the vertices of T by VT; J for j=1: NT, where NT; is the number of 
vertices of Ti. Denote the vertices of ]Ps by Vp,, l for I=1: Np, where Np, is the 
number of vertices of P;. 
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Algorithm 5.2.3. (Vertex Algorithm for Ail) The i-step augmented set gel can 
be computed as: 
äsl = Conv({[xl, ui ]T }, 1 =l: Np; _1, 
j=1: NT; ) (5.2.21) 
where 
ýi . V, 0, ... , o]VP; -,, l 
(5.2.22) 
xzj = A-`(VT,, J - [A'-'B, Ai-'B, [B, ... , B]Vp _1, z) 
(5.2.23) 
We also have 
ý,, l = Conv({xlj}, 1=1: Nß; _1, 
j=1: NT) (5.2.24) 
where 
xli = A-'(VT, ä - [As-'B, A'-1B, ... , O]Vp. _1, i - ... - 
[B, ... , B]Vp _111) 
(5.2.25) 
As described previously, the vertices of P; can be computed using vertex- 
oriented algorithms. In addition, it is unnecessary to construct as the convex 
hull of the xij in order to test whether some given xo EX is in or not. Using 
those x1j and the feasibility test method (described in Chapter 4) is a sufficient 
and effective way to determine the outcome of the above inclusion test. The speed 
of computation for computing the open-loop sets is mainly restricted by the con- 
struction of Ti, which involves i Minkowski set subtractions. Once T{ is known 
in its half-space representation, which is given by the Minkowski subtraction, 
finding the vertices of Ti is just a vertex enumeration problem[32]. 
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5.3 Robust Reachable Sets under Disturbance- 
Feedback Policy 
5.3.1 Disturbance-Feedback Review 
Open-loop control over the horizon is unquestionably conservative in the presence 
of uncertainty which often leads to infeasible optimisation, since the uncertainty 
escalates quickly along the horizon. To reduce the conservativeness in the predic- 
tion, the best way seems to be to introduce feedback. However, as discussed in 
[55] and [54], feedback often gives rise to nonconvex optimisation problems. To 
yield effective closed-loop prediction and yet allow linear/quadratic optimisation, 
a disturbance-feedback policy can be used[55]. This will be discussed next 
For system (5.1.1), denote the future states, control and disturbance to be, in 
compact vector form: 
IN = [Xk+llke .""' xk+Nlk]T 
UN = [Uklk, ... ' 1. ßk+N-1lk]T 
'V7N = EVklk, ... ' Vk+N-1jkJT 
WN = [wklki ... v Wk+N-Ilk 
]T 
and define the feedback policy to be the affine policy 
UN = IC+NWN'+'VN 
where 
00 """ 0 
Llo 0 ... 0 
'GN L20 L21 ... 0 
L(N-1)0 L(N-1)1 
... Ii(N-1)(N-2) 
(5.3.1) 
(5.3.2) 
(5.3.3) 
(5.3.4) 
(5.3.5) 
(5.3.6) 
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Inserting the feedback policy into to the state equation yields: 
XN = ANxklk + BNVN + (DN + BNLN)W N 
(5.3.7) 
with 
B0 """ 0I0 """ 0 
A 
AB B """ 0AI00 AN = `3N = DN = 
AN-'B AN-2B ... B AN-i Arr-2 ... I 
Clearly, the relationship between IN and £N, and between UN and VN are both 
affine and leads to convex optimisation problems. 
5.3.2 Derivation of Disturbance-Feedback Robust Reach- 
able Set 
Under the disturbance-feedback policy, the i-step prediction for uncertain system 
(5.1.1), as surveyed in chapter 2, is: 
Uo+vo 
xi =Aixo +B; 
Llowo }vl 
+ Diwi (5.3.8) 
Liowo + .. "+ L(i-1)(i-2)wi-2 + vi-1 
For convenience, we define vectors V. and U as 
V0 
1ýý = 
VI GO 
._ 
(5.3.9) 
v; 
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in which i= ui - ui_,, and üo and vi are to be chosen. With this feedback policy, 
Uli is given by 
Uo 
vo 
Ui = (Liowo + vi) - (üo + vo) 
(L(s)owo + ... + L(, )(i-l)wi-l + vi) - (L(i-l)owo + ... + L(, -i)(i-2)w4_2 
+ vi-1) 
(5.3.10) 
We also define 
v UO 
i; := üo+Evj, and 'U.; = (5.3.11) 
j=o 
Then with the disturbance-feedback policy, we have 
üo+vo 
'U - 
Llowo + vi (5.3.12) 
L(i)oWo + ... + L(+)(; -l)wi-l + vi 
The set of feasible U; is 
N; :_ {'Ua Iüo E U, V, - E V'+', 1. Lq° E U'+1, V{wk E W}ö} (5.3.13) 
For i-step prediction, we have, from (5.3.7) and (5.3.12), 
Xi = Aixo + B1 + DiWi-I (5.3.14) 
Assume there is an appropriate target set T. Then the robust disturbance- 
feedback reachable sets with variable initial control are 
RDF: ={x0ERn13M EN : Axo+B'A +woET, `dwoEW} (5.3.15) 
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9F := {xo E R° I2w' E 111 : A2xo + [AB, B]1A + Awo + wl E T, `dwo, wl E 
W} 
(5.3.16) 
and therefore, the i-step set and its augmented set are 
`. R, DF := {x0 E RnI 2/Ü'i-1 E Ui-1 : 
A'xo + [Ai-1B, ... , B]1(, 
ß 1. }. A'-lwo + ... + w; -1 E 
T, Vwo, ... I wi-1 E 
W} 
l 
(5.3.17) 
and 
{Qro, üojjxo E Rn : 21 1E Ns-1 : A'xo . +. 
[Ai-1B,... 
, B]U 1+ 
A'-iwo+ ZDF := 
... +w; -i E 
T, Vwo,... ºw; -i E 
W} 
(5.3.1 8) 
with jZ°F = Project(8DF) 
Proposition 5.3.1. Let ]P; be the set of feasible vectors 1L; = [ü , 
2T ]T , i. e. 
k 
Pi := {tt Iüo E U, {vk}ö E V, {üo + vj}ö E U} (5.3.19) 
j=o 
Then Pi is a convex set. 
Proof. Clearly, a vector U satisfying the conditions can be written in the form 
H'U. 'j <b where H is a matrix and b is a vector, so, ]Pi is a convex polytope. 0 
Using the notation of U; E P;, the augmented set 9°F is equivalent to 
°F := {Qxo, uoDIxo E III" : 2Us 1E 1Fi-i : Aixo + [(A'-'B + ... + B), (At-iB . +..... }. B), 
(Ai-2B+... +B),... , B]U; -i 
+A'-iwo+... +w; -1 E 
T, Vwo,... , wti-1 E 
W} 
(5.3.20) 
Proposition 5.3.2. Sets 8PF and YDF are convex sets. 
Proof. The convexity is the immediate consequence of their definitions. Q 
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5.3.3 Computation of the Disturbance-Feedback Robust 
Reachable Set 
analytically Similar to the open-loop situation, it is impossible to compute g°F 
using set operations and therefore a vertex-oriented approach has to be used. 
Denote the vertices of TeW by V3, for j=1: NTW where NTW is the number 
of vertices; also denote Vp;, l by the vertices of 1P where 1=1: Np and Np is the 
number of vertices. 
For gDF we have 
g0 F= Conv([{x1, UT ]T }, for 1=1: NN,, and j=1: NTW) 
where the xis are chosen such that Ax + [B B]Vpo,, = V3, i. e. 
xi = A-1(V - [B, B]VP0, i)} 
and the ui are defined by 
Uj = (I, 0,... 1 01vpo, l 
(5.3.21) 
(5.3.22) 
(5.3.23) 
For °F, although Llo and Vo are individually unconstrained, they are con- 
strained together by Llowo + wi E U, Vwo EW and Llowo + v, - fuo - vo E 
V, Vwo, wl E W. This means that Llo and vl are selected to satisfy the constraint 
Ui = [Uo, vo, Liow0 + vl - ýco - voIT E IF1, Vwo EW (5.3.24) 
Meanwhile, the states x in gDF must satisfy 
A2xo+AB(ico+vo)+B(Llowo+vl)+Awo+wl ET, Vwo, wi EW (5.3.25) 
which implies that 
A2xo + AB(üo + vo) + B(Liowo + v1) + Awo ETeW, two EW (5.3.26) 
Since W is a convex set and A2xo + AB(üo + vo) + B(Llowo + v1) + Awo =V 
is a affine function of Llo, üo, vo, v1, the impact of wo can be fully accounted for 
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by just considering its vertices. This uses a similar treatment for the disturbance 
as in [68]. Denote the vertices of W as wö, for q=1: N,,,, where N,,, is the 
number of vertices of W. Then using the approach of Algorithm 5.2.3, we obtain 
the following algorithm 
Algorithm 5.3.3. (Vertex Algorithm for ADF 2) The augmented set 9°F can be 
computed using 
Step1. Set j=1. 
Step2. Set 1=1. 
Step3. Set q=1. 
Stepp. Compute 
max Ilýj(XO - VJ) 112 (5.3.27) xo, 'lo, vo, Lio, vi 
subject to 
A2x0 + AB(üo + vo) + B(Llow0 + vl) + Aw0 = VV 
üo+Vo = [I, I, 0]Vpl, s 
Llow0 + vi = [0,0, I ]Vpl, t - [I, I, 0] VPI, i 
where dv, =ý is the normalised vector V1. Denote the xo obtained via the 
above optimisation as Xi, j, j. 
Step5. If q< NW, increase q by 1 and go back to Step 4. 
Step6. Let x= X1, , 9., where XIJ, q. 
is the Xj, j, q computed in Step 4 such that 
IIXIä, 
e" - Vj112 : IIXIJ, e - Väll2, Vq = [1 : Nw] (5.3.28) 
Step7. If I< NN1, increase l by 1 and go back to Step 3. 
Step8. If j< NTW, increase j by 1 and go back to Step 2. 
Step9. 
. 4'F = 
Conv(I[x , ([I 0'... O]VP1, l)T]T I 
I= [1: Npi]e = Jl : NTW]). 
Using a similar approach as that for °F, the method for computing the i-step 
augmented set 9DF for general i can be developed as follows: Clearly, x0 of g°F 
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must satisfy the condition 
A'xo + A'-'B(o + vo) + As-2B(Liowo + v1) + ... 
+B(L(s -i)owo + ... + L(i-1)(i-2)wi-2 + Vi-l)+ A'-iwo + .... }. Awi-2 + wi-i ET 
(5.3.29) 
subject to all the usual constraints. Again, the effect of the disturbance can be 
captured by vertices. Denote the vertices of wk, for k=0: i-1 as wqk, for 
qk =1: NW, then (5.3.29) yields 
A'xo + A'-1B(üo + vo) + A'-2B(L10wao + v1) +... + 
B(L(i_l)owao . {....... }.. L(; -i)(i-2) w9s_2 + vs-1) + 
A{-lweo . }.... + Awgs-2 ETGW 
(5.3.30) 
subject to all the usual constraints. In the above equation, qk, for k=0: i-2 
forms a sequence {qo, """, qi_Z} with each qj taking a value in [1 : Nw], thus 
this sequence has N 7l realisations. Therefore w := {w90, ... , Wqi-2 
} has Nß, 1 
realisations. If we denote one realisation of w as wq, for l=1: NW'-' then ZDF 
can be computed by an extension of Algorithm 5.3.3: 
Algorithm 5.3.4. (Vertex Algorithm for ZDF) The i-step augmented set °F 
can be computed using: 
Stepl. Set j=1. 
Step2. Set 1=1. 
Step3. Set q=1. 
Step.. Compute 
max(: 
-2), vi,...,,,; _1 
ýýdVj(xo - Vi) 112 (5.3.31) xo,, Uo, vo, Lio,..., 
subject to 
Aixo+A'-'B(fLo+vo) .... {_B(L(i-1)oweo .- -+L(s-1)(, -2)Wq, -2 I-vi-, 
)+A'-iweo ... +AwQ'-' = Vi 
ilo+vo = [I, I, 0,... , 0]V _111 
Liow40 + vl = [0,0, I1 0, ... , 0]Vp1_l, t - II, 11 0, ... , O]vpi-,, t 
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L(i-1)oW4o +... +L(, -i)(: -z)wq'-2 +vs-i = 
[0, ... 9 01 I]vpi-I, z - 
[0, ... , 0, I, O]Vp: -: 
-1 {w9o, ... , wei-2} = w4, q= 
[1: Ntw ] 
where dv, =l is the normalised vector V3. Denote the xo obtained via the 
above optimisation as x:, j, q. 
Step5. If q< Nt', increase q by 1 and go back to Step 4. 
Step6. Denote xt, j = xZJ, q., where xl, j, q. is the x1 j,, computed in Step 4 such that 
IIXZJ, 
q* - Vj1I2 : 
IIx: ä, a - Vill21Vq = 
[1: N'] (5.3.32) 
Step7. If I< NP; 
_,, 
increase l by 1 and go back to Step 3. 
Step8. If j< NTW, increase j by 1 and go back to Step 2. 
Step9. AP' = Conv({[x7,, ([I, 0'... , 
O]Vp 
.. 1,, 
)T]T }, 1= [1 : Npt-IIJ = [1 : NTwj). 
The disturbance feedback policy is an effective way to reduce the conserva- 
tiveness, demonstrated in [57] and [59]; nevertheless, it has some limitations in 
computing the reachable sets. Specifically, although the entire computation of 
ZDF and the determination of xo E ýDF can both be carried out via QP/LPs, 
the number of xjjq that are required to obtained x1 j, which is used to construct 
ZDF or , 
DF, grows exponentially as i increases and therefore could be a serious 
computational burden. 
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5.4 Robust Reachable-Sets under a Disturbance 
Cancellation Policy 
5.4.1 Introducing the Disturbance Cancellation Policy 
To introduce the disturbance cancellation feedback policy, we first define the 
simplified, (owing to the absence of change-of-control constraint), problem for 
Xk+i = Axk + Beck + Wk (5.4.1) 
subject to Xk EXE ]R' , Wk EWE 
]Rn, n=m. Note here we have eck to be chosen 
directly instead of as ii +E v3. Obviously, given such a system, the smallest 
target set possible is W. Clearly, the difficulty of steering the state into W and 
keeping it there, in the presence of disturbance from W, depends in a non-trivial 
way on the size of W. However, this can be achieved relatively easily under the 
following assumption. 
Assumption 5.4.1. Assume that AW C BU. 
The receding horizon strategy implies that: at the discrete time k+1k, we 
can assume that the disturbance wklk at time k1k, is known; at time k+ 21k, we 
can assume that Wk+lIk is known; and so on. Therefore, under the assumption of 
AW C BU, at time k+ 11k we can always find a suitable value Vk+llk inside U 
to cancel the propagated effect Awklk of wjqk; and at time k+ 21 k, we can always 
find Vk421k EU to cancel Awk+ljk; and so on. 
Therefore, for the horizon length N, we can define the feedback policy to be 
Uk = {Ukjk, Uk+llk, ... , Uk+N-llk} where: 
UkIk = Kxklk + Vklk (5.4.2) 
Uk+llk = Ck+llk + Vk+llk (5.4.3) 
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uk+N-Ilk = Ck+N-Ilk + Vk+N-Ilk (5.4.4) 
where the vk+ilk and K and the Ck+jlk are arbitrary at present apart from being 
such that Vk+ilk lies in U. 
Hence, in view of (5.4.3), the values of ck+l1k and Vk+ilk have to satisfy Bck+$Ik+ 
Bvk+ilk E BU. 
Now, 
Xk+i = Axk+i-1 + Buk+i-1 + Wk+i-1 (5.4.5) 
Xk+iß-1 = Alk+i + Buk+i + Wk+i 
= A2xk+i-1 + ABuk+i-1 + Awk+i-1 + Buk+i + Wk+i 
= A2xk+i-1 + ABuk+i-1 + Awk+i + B(ck+i + Vk+j) + Wk+i 
= A2xk+i-1 + ABUk+i-1 + (Bck+i + Awk+i-i) + Bvk+i + Wk+i 
(5.4.6) 
so the propagated effect Awk on Xk+1 can be canceled by choosing Ck+1 such that 
Bck+1 + Awk = 0, provided that the corresponding Ck+l belongs to U, which 
happens always because it has been assumed that AMY C BU. Since Bck+i + 
Awk = 0, and Bck+i + BVk+j E BU, we have 
Bvk+ilk E BU e AW °= N (5.4.7) 
Therefore the feedback policy is 
UkIk = Kxk k+ Vklk (5.4.8) 
Uk+ilk = Vk+ilk, for i=1: N-1 (5.4.9) 
subject to (recall from (5.4.7) that U BU e AW) 
Kxktk + Vklk EU (5.4.10) 
Bvk+ilk E U, for i=1: N-1 (5.4.11) 
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It will be shown next that this policy causes Xk+j+2 to be independent of Wk 
for all j>i, i. e. the disturbance wk might affect Xk+i but has no effect on all 
later x3. 
Recalling (5.2.1), we have 
xi = Aixp + B; ti-1 + DiWi-1 (5.4.12) 
for its corresponding A;, B;, etc. The form of B; and Ds are particularly important 
and so will be repeated here: 
B0 """ 0 
AB B """ 0 Bz = (5.4.13) 
A'-'B Ai-2B ... B 
I0".. 0 
AI """ 0 D2 _ (5.4.14) 
A-' Ai-2 ... I 
Then using the policy of (5.4.2) - (5.4.4), we have 
xk+lik = Axklk + BKxklk + WkIk (5.4.15) 
Xk+2Ik = A2Xkjk + ABKxklk + Awkik + BCk+llk + Bvk+llk + Wk+llk (5.4.16) 
Xk+Nlk = ANxklk+A"1BKXklk+" " "+AWk+N-llk+BCk+N-llk+BVk+Ni1k+Wk+N-Ilk 
(5.4.17) 
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which equals to 
Xk+1tk A B0... 0 KXklk 
Xk+2lk A2 AB B""" 0 vk+llk 
= xklk + 
L Xx+Nlk AN An1B AN-2B ."" B Vk+N-11k 
00 "". 0 0 I0 . "" 0 wklk 
0B... 0 Ck+llk AI . "" 0 Wk+1jk 
+0 AB B 0 Ck+2jk 
" 
AN-2 AN-3 ... j 'ulk+N-21k 
0 AN, B ... B Ck+N-llk 
AN-1 AN-2 ... I 'ulk+N-llk 
(5.4.18) 
Since Ck+ilk is chosen such that Bck+ilk + Awk+i_1lk =0 at time k+ ilk when 
Wk+i_1lk is suppose to be known., we further have 
Xk+llk AB0 
Xk+2lk A2 AB B 
_ Xklk+ 
L Xx+Nik AN AN-1B AN-2B ... 
Hence the effect of wklk disappear in Xk+ilk for i>2. 
Now suppose we choose the v; so that 
0 K2klk WkIk 
0 Vk+llk Wk+llk 
B Vk+N-Ilk WK+N-Ilk 
(5.4.19) 
Zk+N ANXk + AN-'B(KXklk) + ... + BVk+N-1 =0 
then 
Xk+N = Zk+N + Wk+N-1 = Wk+N-1 EW 
so the policy drives the state into W. 
(5.4.20) 
(5.4.2 1) 
Proposition 5.4.2. Suppose Assumption 5.4.1 applies, i. e. AW C BU. Then 
for any xEW, there exists a control Kx +vEU, (i. e. an admissible control), 
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such that x+ = Ax + B(Kx + v) +wEW, for all wEW, i. e. W is a robust 
control invariant set under the proposed control law. Here x+ refers to xk+l if 
Xk = X. 
Proof. A set Q is robust control invariant if and only if Xk E St implies there 
exists Uk EU such that xk+l E 1, for all wk E W. In our case here, Xk+l = Axk + 
B(Kxk + Vk) + Wk. For every xk E W, because of our assumption of AW C BU, 
there always exists K and Vk such that Kxk +Vk EU and Axk +B (KXk +Vk) = 0. 
This implies that Xk+l E W, for all wk E W. Hence W is a robust control invariant 
set under the proposed control policy and assumptions. 0 
Remark 5.4.1. If B is invertible, then using the feedback policy uk = KXk with 
K= -B-IA makes Wa robust control invariant set. 
5.4.2 Derivation of Disturbance Cancellation Robust Reach- 
able Set 
Now let's examine the robust reachable set for the uncertain LTI system defined 
by (5.1.1) in the introduction. 
Similar to the previous section, we define vector 3 as 
[uo+Kxo+vol flo+Kxo+vo 
cl+vl 
_ 
üo+Kxo+vo+cl+v1 
(5.4.22) 
_t . 
ci+v; 
[üo+Kxo+vo+Ei(cj+j)j 
in which the change of control constraint V enforces that {Ck + vk E V}i. 
Assumption 5.4.3. Assume that AMY C By. 
Under the assumption, it is always possible to choose {ck}i such that {BCk + 
Awk_1 = 0}i while having the freedom to choose {vk}i that satisfies {BZk E 
BV e AMY} i with BV e BW 0 by the assumption. 
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Therefore, for the i-step prediction, we have 
xi = Aixo + Bi! 1+ DiWi-1 (5.4.23) 
_ Aixo + BiUi-1 + JiWi-1 
where 
Uo+Kxo+vo 
üo+Kxo+vo+vl 
'U; _ (5.4.24) 
L 3=1 
ýco + Kxo + vo +EE vß 
with constraint Uz E U;, where 
U ': _ {Ui : ico E U, Kxo + vo E V, üo + Kxo + vo E U, {Bvk E BV e AW }i, 
{B(fto + Kxo + vo + Ej_1 vi) E BUJ e AW}i} 
(5.4.25) 
Assume the target set is T=W, then the robust disturbance cancellation 
reachable set can be derived as 
j 
, Z°C {xo E R" 13Uo E U0 : Axo + B'U0 + wo E W, Vwo E W} (5.4.26) 
_ {x0 E R"I2Uo E Uo : Axp + BUo = 0} 
°C := {xo E 1Rn13U1 E Ul : A2xo + [AB, B]U1 + wi E W, Vw1 E W} 
= {x0 E 1n 13U1 E U, : A2x0 + [AB, B]U1 = O} 
(5.4.27) 
and therefore, the i step set and its augmented set are 
: ZD°: = {xo E 1R I21Li-i E Ui-i : A'xo + [A'-1B, ... , B]Ui-, + wt-i E W, `dw; -i E 
W} 
= {x0 E R'13Uj-1 E Ui-1 " 
Aixo + [As-1B, "", B]11 _1 = 
O} 
(5.4.28) 
giDc .= {Qxo, 1lp] Ixo E R' : 2Ui E Ui : Aixo + [Ai-1B,... , 
$]U; + wi-1 E W, Vwi-1 E W} 
1[x0, üo l 
lxo E Rn : 3U; E U{ : iä'2p -}- 
[As -18, 
... , 
B]U{ = 0} 
(5.4.29) 
with ýZDý = Project(AP") 
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5.4.3 Computation of Disturbance Cancellation Robust 
Reachable Set 
While the other robust reachable sets computation, which can only be computed 
via the vertex algorithm due to the Minkowski set additions and subtractions, 
the reachable sets here allows a set operation oriented computation. 
Recall from (5.4.29) that 
äDc = {fro, ýco] Ixo E R" : 2Ui-1 E Ui-i : A'xo + [A'-1B, ... , B]Ui-i =0} 
(5.4.30) 
we define vector tt as 
U0 
Kxo + vo 
1Li = vl (5.4.31) 
vt 
Proposition 5.4.4. Vector U; satisfying zco E U, Kso + vo E V, üo + Kxo + vo E 
U, {Bvk E BV e AW }i and {B(1io + Kx0 + vo + Eý_i vj) E BU e AW}i forms 
a convex polytope, denoted by ]Ps 
Proof. Bvk E BV E) AW and B(üo + Kxo + vo + Ej=1 vj) E BUJ 6 AW are two 
polytopic sets since a polytopic set mapped by a matrix is still polytopic and the 
Minkowski difference of two polytopic sets is still polytopic. This means that all 
the elements made up Ui are subject to polytopic constraints therefore the set 
Uiv is polytopic. Q 
Using the notation of Uj , the augmented set 9Dc is equivalent to 
äDC_ 
i li) xp, alp] 
I2p E Rn : 3U, 
-1 
E Ps-1 : A'xp + [(At-1 B+.... +. B 
(5.4.32) 
(A+-1B . +..... +. B), (A'-2B , +...... }.. B), ... , B]Us 1= 0} 
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Proposition 5.4.5. The set 9DQ and fit, °C are convex. 
Proof. This is an immediate consequence of their definitions. 0 
For each vector Qx0, col E °C, the pair x0 and üo must satisfy 
xo = -A-'([(A. -1B ++ B), (A`-1B+... +B), (A'-2B+... +B), ... , B]U i) 
(5.4.33) 
where A` denotes the inverse of Ai, and 
o= [1,0, ... , 0]U i 
(5.4.34) 
where in equation(5.4.33) and (5.4.34), the vector U1 E Pi-, has the same value 
for the pair. Therefore, we have 
[-A-i 
0( [(Aý-1B + ... + B), ... , BJ u i) (5.4.35) 
ýco 01 [I, 0'... 101 
and thus, using set operations, we have 
-A-' 0 [(Ai-'B+ +B),... B] , pc 3Z P{-i) (5.4.36) 
01 (I, 0'... , 0l 
with 
', °O = -A-'[(A'-'B + ... + B), ... I B]Pi-i 
(5.4.37) 
For vector U? E P1, the constraint for v; is in the form of {Bi kE BV e 
AW}i and also there is the constraint {B(o + Kxo + vo + Fj=1 vj) E BUJ e 
AW}i. Sometimes, it might be the case that constructing P; in its half-space 
representation is problematic, which causes difficulties in using the set operation 
approach. In such cases, because that both 9D° and Ps are convex, it is possible 
to use a vertex oriented algorithm that represent 9DC as a convex hull of points. 
Denote the vertices of 11 as Vp,, I, l= [1 : Np{I , where NPD is the number of 
vertices, then A°C can be found by the following algorithm 
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Algorithm 5.4.6. (Vertex Algorithm for AFC) The augmented set can be com- 
puted as 
Stepl. Set 1=1 
Step2. Compute 
xi, = -A-'([(A'-iB + A'-2B + ... + B), ... I B]Vp, -,, 1) 
(5.4.38) 
Step3. If 1< Np; 
_1, 
increase l by one and go back to step2 
Step4. 
°Q = Coriv({[x ([I p, ... , p)VIý_I, i)T}T}, l= 
[1 : Np _1]) 
(5.4.39) 
and therefore we have 
ADC = Conv({x; i}, l= [1 : Np, _J) 
(5.4.40) 
5.4.4 Some Discussion about the Policy 
Proposition 5.4.7. Assuming AW C BU is a weaker assumption than assuming 
(A, B) stabilizable. 
Proof. A, B stabilizable for constrained system (5.4.1) means AX C BU. With 
the necessary feasible condition of WCX, (A, B) stabilizable implies AW C BU, 
however, the opposite is not true. 0 
Now, if we let the size of V to get further smaller, then there could be (i). 
AKW C BU, W C X, VCU, AW = BV. (ii). AW C BU, WCX, VCU, BV C 
AW. (iii). AW C BUJ, WCX, VCU, BAw E AW, By E BV : Aw, By 0 
AW fl BV # 0. In the first situation, BV e AMY = 0, which means no part of V 
can be used other than canceling the effect of the propagated disturbance from 
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the previous time step, and thus we have 
} { ADC 
Qxo, üo}j xo E Rn : 2üo E U, Kxo + vo E V, ýco + Kxo + vo EU: 
A'xo + A'-1B(üo + Kxo + vo) + wi_1 E W, `dw; _1 EW 
} { 
Qxo, üoj Ixo E Rn : Büo E U, Kxo + vo E V, üco + Kxo + vo EU: 
A'xo + A=-'B(üo + Kxo + vo) =0 
In the second and the third case, this disturbance cancellation policy would no 
longer be viable as BV E) AW = 0. However, it is believed that in such situations, 
it is difficult to find any sensible feedback policy that provides linear computation 
and guarantees the convergences at the same time. 
One may argue that the disturbance cancellation policy appears to be conser- 
vatives as it is like reserving a portion of the control at each time step for the 
uncertainties, and the assumption of AMY C BU is somehow restrictive. Those 
are indeed some possible limitations of this feedback policy, however, it can be 
justified by the following: 
Firstly, the feedback policy tries to cancel all effect caused by the uncertainty, 
both negative and positive ones, from the previous time step. A less conservative 
approach might be canceling only the negative ones and using the positive ones 
in favor of the convergence. Although appears sensible at the first glance, it is 
a rather dangerous move to try to exploit something with uncertain nature in 
searching for a better response. A safer way, like the disturbance cancellation 
feedback policy, is to not exploit it at all. 
Secondly, compared with the disturbance feedback policy, the disturbance can- 
cellation policy as well provides linear relationship between the feedback control 
and the state, with the added benefit of permitting an additional set operation 
oriented approach to compute the reachable sets. 
Thirdly, with the proposed feedback policy, the state can be steered to a target 
set that is the smallest possible for the system, and as pointed out in [104], 
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normally, the smaller the target set the more the desirable. 
Finally, although all the procedures are carried out under the assumption of 
AMY C BU, i. e. the effect of the disturbance can be propagated and subsequently 
canceled by the control at the next time step, it is not necessarily restricted to just 
this case only. The procedures can be modified to allow the cancellation to happen 
at one further time step, in which case the assumption may be AW C ABU. It 
is also possible to modify the procedure to allow U, VE R'm, X, WE R" with 
nLm. 
5.5 Examples 
The first example system is 
Xk+l 
0.8 0.5 
Xk +10 'tk+Wk (5.5.1) = 
-0.4 0.2 0 0.7 
with constraints 
11310 
1 -1 3 -1 0 
-1 1301 
-1 -1 30 -1 
0.1 
0.1 
w< }, V: =llvlloo<1 
0.2 
0.2 
The robust open loop reachable sets for the system is computed with tot 
shown in Figure 1, with black, blue and red corresponding to 1,2 and 3 step sets, 
respectively. The computation is carried out using the vertex method, and 
Y ?L 
is given by the convex hull of 120,384 and 2352 points for i equals 0,1 and 2, 
respectively. The number of points may look large, however, most of the points 
are redundant and the computation of the convex hull, which is in R2, is almost 
obtained instantly using the GBT toolbox in Matlab. 
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Open-loop Reachable Sets, State Projection, x1 - x2 
10 
8 
6 
4 
2 
N 0 
-2 
-4 
-E 
ý.... i ............................. ........... ;........... :....... 
:"........................ "........... 1 
-10 
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xI 
Figure 5.1: Robust open-loop reachable sets 
The second example system is 
with constraints 
1 0.8 10 
k+l - Xk 
+ Ilk + 417k 
0 0.7 0t 
U := Ilull... < 3, V: = lI21Il... < 1, W: = jjivjj,,,, < 0.5 
(5.5.2) 
The robust reachable sets are shown in Figure 2. At the first glance, the 
open loop may appear to be a better strategy compared with the distººrbance 
cancellation policy as the former yields a larger °L 
than ý')' ". However, examine 
this closely, it can be observed that the disturbance cancellation policy has a 
much smaller target set than the open loop one. Therefore, the disturbance 
cancellation policy may have a slightly slower convergence to its target set, which 
is the smallest possible, but the convergence inside the target set is much better. 
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Figure 5.2: R9L v. s. ADC 
5.6 Summary 
This chapter deals with the state convergence problem of uncertain L TI system 
subject to the change-of-control constraint. Reachable sets with variable initial 
control value are derived and analyzed for three different cases: open-fool) pre- 
diction, disturbance feedback and disturbance cancellation policy. The newly 
proposed disturbance cancellation policy has been shown, via simulation and 
analyses, to be effective in providing fast convergence and efficient computation. 
Chapter 6 
Reachable Sets and Time 
Optimal Control 
6.1 Introduction 
Many modern control applications involve tracking a reference signal or converg- 
ing to a certain operational region in the fastest possible way; meanwhile, in most 
implementations, there also exist hard and soft constraints on controls and states, 
respectively. Time optimal control is known for its minimal-time characteristic, 
and predictive control is well capable of handling both hard and soft constraints. 
This provide a natural connection between time optimal control and predictive 
control. 
One current trend in studying this subject is to use reachable sets to guar- 
antee the fast convergence of the states, while keeping the constraints satisfied. 
However, not enough research has been conducted toward the situation when, 
besides the usual state and control constraints, the change in control between 
adjacent discrete time steps is also limited. In the following, we present our 
findings regarding reachable sets and time optimal control, under the additional 
change-of-control constraint. 
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6.2 Review of Time Optimal Control and MPC 
The results of intense research on optimal control have been described in text- 
books, e. g. [29] and [115]. The time-optimal control problem has been studied 
since the 1960s. Early papers include [20], [26], [116], [111] and [110]. The sys- 
tem they described was assumed to be known precisely, and their approach to 
the constraints was focused on constraining the maximal amplitude of the control 
signals. Later in [17] and [40], it was shown that the dual problem of minimising 
the maximal amplitude of a control signal for a fixed terminal time can be for- 
mulated as an linear programming problem. Another approach, e. g. [6], to the 
time optimal control problem is to minimise the norm of the final state with the 
control signal bounded, and then search for the minimum final time such that the 
norm is zero. According to [81], the third approach to the discrete time optimal 
problem is to generate sets in the state space, as in [23] and [39]. 
Almost all recent advance in time optimal control are of the third kind with 
the explicit use of state space models and set theories. This provides a good 
connection between predictive control and time optimal control. In [76] and [78], a 
parametric programming approach was adopted which provides explicit solutions 
for the predictive time optimal control problem. Since the solution is piecewise 
affine, low on-line computational cost is promised. However, these studies are 
limited by the facts that only an upper bound is minimised in the optimisation 
and the important feasibility and stability issues were not addressed. 
A less conservative and perhaps also more thorough way of approaching the 
problem is listed in [10], [103] and [104]. In [104] for example, the feasibility issues 
were addressed as follows. Given a set X0, and state and control constraints, there 
is a set Xl which is a robust control invariant set such that for any state in X1, 
the state can be steered into Xo in just one step. Similarly, given a set Xo and 
constraints, there is a sequence of sets Xo, """, Xk, """, XN such that each Xk is 
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a robust control invariant set for which any state in Xk can be steered into Xk_1 
in just one step. This results in a feasible set FN = XN which is a robust control 
invariant set, and for any state in FN, the state can be steered into Xo in no more 
than N steps. In fact N is the optimal-(minimum) time. Often X0 is chosen to 
be a robust control invariant set. 
Mayne[104] then proposed a one-step MPC such that given xo E FN, the only 
thing required for an optimal controller is the MPC that it steers the state from 
XN into XN_1, and from XN_1 into XN_2, etc. satisfying all constraints. Once 
the state is in X0, a constant feedback law is applied. The work in [72], [90] and 
part of the work in [451 fit into this category but with larger horizons and using 
tubes as the sequence of target sets. 
Given Xk_1i the set Xk is calculated using Xk = (A'1(Xk_ieW)-A'1BU)flX. 
The set Xo is the target/terminal set and is defined as Xo =W+ (A + BK)W + 
"""+ (A + BK)9-'W, Xo C X, KXo C U. 
In the sequel, we study the time optimal control problem using a similar ap- 
proach to that of [104], but with longer prediction horizons and subject to the 
additional change-of-control constraint. 
6.3 Determining the Optimal Number of Steps 
Needed to Steer into the Target Set 
6.3.1 Fixed Initial Control 
Given an initial state XO, from which the state will be regulated via a time- 
optimal control scheme, and a fixed initial control value Uo, the optimal number 
of steps can be computed via the following procedure because Rj is the set of 
initial conditions that can be steered into T in i steps. 
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Algorithm 6.3.1. (Computing the optimal steps with fixed ü0) 
Step 1. Set i=1. 
Step 2. Compute Ro or ko 
Step 3. Test whether xo is in Ro or jZj o 
Step 4. If xo E RZs ° or xo E R; °, set N=i, otherwise increase i by 1 and go back 
to step 2. 
The RZ ° or N. ,O computed 
in step 2 in the above algorithm could be in half- 
space representation, obtained via the set operation oriented approach; or in 
convex hull representation, obtained via the vertex oriented approach. To test 
whether a given xo belongs to a set, for half-space representations, it is to see 
whether xo satisfies all the equations/inequalities, for the convex hull of points 
case, an LP can be set up and conduct a feasibility test using the same procedure 
described in Chapter 4. 
6.3.2 Variable Initial Control 
Given x0, from which the state will be regulated via a time optimal control scheme 
that starts from some initial control U that can be chosen freely, the optimal 
number of steps can be computed via the following procedures: Algorithm 6.3.2 
and Algorithm 6.3.3. 
The main difference between Algorithm 6.3.2 and 6.3.3 below is that in algo- 
rithm 6.3.2, the set and the point inclusion tests are conducted in a set of lower 
dimension than in algorithm 6.3.3, which in addition requires the projection of 
set prior to the inclusion test. Therefore, algorithm 6.3.2 is considered to be the 
more efficient. 
Algorithm 6.3.2. (Optimal steps with variable üo, I) 
Step 1. Set i=1 
Step 2. Computed or using either set operation oriented or vertex oriented 
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approach. 
Step 3. Test whether xo is in R; or : ý;. 
Step 4. If xo ER or xo E 9Z;, set N=i and compute Si or Si. Otherwise 
increase i by 1 and go back tp step 2. 
Algorithm 6.3.3. (Optimal steps with variable U0, II) 
Step 1. Set i=1 
Step 2. Computed 8i or L; using either set operation oriented or vertex oriented 
approach, where 9; denotes gI L or °F or 9°C. 
Step 3. Test whether x0 is in Project(8i) or Project(gi), where Project(. ) is the 
projector function form Rn+' to R n. 
Step 4. If xo E Project(S) or xo E Project(gi), set N=i. Otherwise increase 
i by 1 and go back to step 2. 
6.3.3 Efficient Testing Algorithms 
Suppose the aim is to determine whether for a given x0 and integer i>0, there 
is a U0 such that xi ET for appropriate Vk. Or alternatively, suppose the aim is 
to determine whether, for a given x0 and integer i>0, there is a üo such that 
xo E Proj(S1) or xo E Proj(S)i for some appropriate vk. Then there are efficient 
ways to conduct those tests. 
Assume that we have the knowledge of appropriate P; in the form of Ap, p <_ bp, 
and T; =Te A'-iW e"""eW is represented in the form of AT X< b1. Then 
we have the following algorithm for determine whether there is a üo such that 
xi ET for some appropriate Vk. 
Algorithm 6.3.4. (Efficient testing algorithm-nominal case) 
Find pE ]Rn, such that, for the given i 
A'xo+[(A'-'B+... +B), ... , B]p=0 
(6.3.1) 
Ap: P<_br; 
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Algorithm 6.3.5. (Efficient testing algorithm-open-loop case) 
Find pE ]Rn, such that, for the given i 
AT{ (A`Xo + [(A`-' B+... + B), ... ' B]P) < 
b'r'. (6.3.2) 
Ap1p <_ bpi 
When the controller is designed to cancel the disturbance, the only change in 
Algorithm 6.3.5 is that the inequality in (6.3.2) is replaced by an equality. 
Algorithm 6.3.6. (Efficient testing algorithm-disturbance cancellation case) 
Find pE Rn, such that, for the given i 
A'xo + [(A'-'B+ ... +B), - --, B]p =0 (6.3.3) 
Ap1p<bp, 
Remark 6.3.1. The above three algorithms can be converted easily into linear 
programming problems, which, can be solved efficiently. However, owing to the 
structure of the disturbance feedback policy, the corresponding test involves a 
minimax problem that can not be converted into an LP and is a lot more com- 
putationally demanding. 
In section 6.3.2, we have seen two algorithms for determine the optimal number 
N of steps with which a given x0 can be steered into T. Using above fast test 
algorithms, the optimal step number N may be computed alternatively as follows: 
Algorithm 6.3.7. (Efficient computation of N) 
Step 1. Set i=1 
Step 2. Compute ]P; 
Step 3. Conduct test as in Algorithm 6.3.4, or 6.3.5 or 6.3.6. 
Step 4. If solution exists, set N=i and compute 8i or LL, otherwise increase i 
by 1 and go back to step 2. 
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6.4 Computing the Set of Initial Control Values 
6.4.1 Reachable Sets as Half-spaces 
After determining the optimal number of steps N, it is now necessary to ex- 
tract those feasible Uo from 8N or 8N before initiating the control sequence from 
it. Since there isn't any structural difference between SN and SN, to ease the 
notation, in the following, only SN will be used. 
If SN is obtained via the set operation oriented approach, it is in its half-space 
representation with a structure in the form of AsN Qxo, üo] <_ bsN. With a given xo, 
to extract the set of üo corresponding to that xo, satisfying ASN Qxo, üo] < bsN, 
is relatively straightforward. It is equivalent to linear matrix operations, i. e. 
ASNlüo < bsN -ASNxo where xo is given, A() denotes the last m columns of ASN 
and ASN denotes the first n columns of AS,, followed by a redundancy removal 
problem. 
Algorithm 6.4.1. (Redundant inequality removal [31]) 
Let Ax < b, sTx <t be a given system of n+ 1-inequalities in d-variables x= 
(x1,... 
, xd)T . To test whether the subsystem of 
first n inequalities Ax <b implies 
the last inequality sT x<t, in which case, the inequality sT x <_ t is redundant 
and can be removed from the system, is a linear programming problem: 
f*= maximize sTx, subject to 
Ax<b, sTx<t+1 
Then the inequality sTx <t is redundant if and only if the optimal value f* is less 
than or equal to t. By successively solving this LP for each untested inequality 
against the remaining, an equivalent non redundant system can be obtained. 
Denote the set of üo corresponding to the given xo and the optimal number of 
steps N as Co 
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6.4.2 Reachable Sets as Convex Hull of Points 
Exact computation 
Now let's examine the problem of finding Co, given x0, optimal step number N 
and Si, when Si is given by Si = Conv({sq}), where sq E Rn+yn and qE [1 : N3], 
where N9 is the total number of points. It is clear that S; C 1I81+1 can be 
projected onto nxm number of R2 spaces with the jth (j = [1 : n]) element of 
vector sE i[8n+'" being on one axis and the (n + l)th (l = [1 : m]) element of 
vector s being on the other axis. Denote those projections as P3i. 
Algorithm 6.4.2. (Constructing Uo using points) 
Step1. Set j=1. 
Step 2. Setl=1. 
Step 3. Project {sq, q=1: N3} onto Phi, denoted as Pp (Is, }). 
Step 4. Computed Conv(P3i({s9})). 
Step 5. Intersect Conv(Pji({sq})) with [0, ý, 0, """, 0)xo to obtain AP,, üo < 
, 
jth 
bpi,. 
Step 6. If l<m, increase 1 by 1 and go back to step 3. 
Step 7. If j<n, increase j by 1 and go back to step 2. 
Step 8. we have 
Co := Avoüo < boo 
where 
AP11 
Apim 
Auo= 
AP,,, 
APm 
bpi, 
bP, 
n 
bvo 
bp1 
bp,,,,, 
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Remark 6.4.1. The above algorithm requires a fairly large amount of computation 
as it requires the constructions of nxm number of convex hulls.. However, as 
those convex hull computation are all in R2, the complexity may not be as high 
as it first appears. 
Approximations 
If it is desired to find just one üo that is the closest to the origin, then it can be 
found efficiently by solving the following optimisation problems as follows: 
For the nominal case: 
min II u0l 12 (6.4.1) f, O, VO,... 'vN_ 1 
subject to 
ANXo + [(AN-18 +.... +. B), ... , B] Ifio, vo, ... , vN-11 =0 
k 
io E U, {vk E V, üo -I- 
1: vv}o '1 
j=o 
For the open-loop case: 
min ý1110112 (6.4.2) üo, vo r.. , VN-1 
subject to 
Arrxo + [(AN-i B+.... {. B), ... , B] Quo, vo, ... , VN-il ET 
k 
uo E U, {vk E V, ýco +-E v1}0N -Y 
j=o 
For the disturbance cancellation case: 
min Mä0112 (6.4.3) tiO, K, v0, v1... i N-1 
subject to 
ANxo + [(AN-1 B+.. + B), ... , B] 
Qüo, Kxo, vo, 'ii, ... , ON-11 =0 
k 
zco E U, {Bvk E BVeAMY, B(uo+Kxo+voEvj) E BUeAMY}i -1 
j=l 
Assume that U has NU number of vertices, then the set U0 can also be approx- 
imated by the following algorithm: 
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Algorithm 6.4.3. (Approximation of Co, nominal case) 
Step 1. Set i=0. 
Step 2. Compute 
max Ai 
)i, vo,... 'VN_1 
subject to 
k 
diAi E U, {Vk E V, d; A +E vj E U}ö -1 
j=o 
ANXO + [(AN-1B + .... +. B), ... I $]Jdi%i, v0, ... i VN-11 =ý 
where di is a unit length directional vector pointing toward the ith vertices of U, 
i= [1 : Nu], Aj is a scalar. 
Step 3. If i= NU, U0 can be approximated by Conv({di)i, i=1: NU}). Other- 
wise, increase i by 1 and go back to step 2. 
Algorithm 6.4.4. (Approximation of Uo, open-loop case) 
Step 1. Seti=0. 
Step 2. Compute 
max A{ 
a., vo,... 'VN-1 
subject to 
k 
diAi E U, {vk E V, dial + v1 E U}ö -1 
j=o 
ANxo + [(AN-1B , +, .... }. B), ... , 
B]Qdi, \{e v0i ... 'VN-1j ET 
Step 3. If i= Nu, Co can be approximated by Conv({d; a;, i=1: Nu}). Other- 
wise, increase i by 1 and go back to step 2. 
Algorithm 6.4.5. (Approximation of Üo, disturbance cancellation case) 
Step 1. Set i=0. 
Step 2. Compute 
a., K, vomi 'ON-1 
xi 
subject to 
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diA1 E U, Kxo + vo E V, diA + Kso + vo EU 
{Bvk E BV eAW, B(d; A1+Kxo+vo+ývv) E BUeAU}i'1 
j=l 
ANxo + [(AN-1B + ... + B),... ' B]QdiAi, Kx0, vo, vl, ... '1N-11 "0 
Step 3. If i= NU, Co can be approximated by Conv({dial, i=1: Nu}). Other- 
wise, increase i by 1 and go back to step 2. 
As before, due to its structure, such fast quadratic algorithm, as in (6.4.2) and 
(6.4.3), for finding the flo closest to the origin and the LP algorithm for finding 
Uo approximation does not exist for the disturbance feedback case, unless the 
disturbance is defined by the infinity norm, which is a very special case under our 
specification. 
Remark 6.4.2. If set Co contains the origin in its interior, then all A take positive 
values, otherwise, some A may take certain negative values, which , means 
d; A{ 
have the opposite direction as di. 
Remark 6.4.3. Sometimes, in the interest of lowering computational demands, it 
may be acceptable to compute just one üo out of CO. In this case, it may be 
desirable to choose the one üo closest to the center of Co rather than the nearest 
one to the origin. Given Co or its approximations as a convex hull of points, 
algorithms for finding the center point do exist, however, those algorithms are 
only efficient for low dimensional cases[32] [80], and for high dimensional ones, it 
may not be that more beneficial in time savings than computing the convex hull. 
Remark 6.4.4. Clearly, those approximations obtained via Algorithm 6.4.3,6.4.4 
and 6.4.5 are inner approximation to Uo. 
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6.5 Computing Control Sequence using Predic- 
tive Control 
6.5.1 Nominal Case 
We shall not distinguish the difference between a given üo or a variable iuo E ý1 
from now on. 
For the nominal case, because there is no uncertainty involved, the time optimal 
control problem is equivalent to a regulator problem with horizon N where N is 
the optimal step number. 
The sequence of controls can be computed via the following optimisation: 
(6.5.1) min 11PN11oo Volvo,... )VN_1 
subject to 
fco E Uo, vo, ... 7VN-1 EV 
{üo+Eva Eý1}ö'1 
j=o 
ANxo+[(AN-1N, +,... +B),... 
'B]Qüo, vo,... 'VN-1]1 =0 
Remark 6.5.1. The above optimisation is a linear programming problem, since it 
is equivalent to 
min 9 O, üo, vo,... MN_1 
subject to 
-8 < e(i)XN 5O, Vi = 
[l : n], e(i) 
ith 
üo E 00, v0, ... ' VN-1 EV 
k 
{üo+Ev, EU}0-1 
j-o 
ANxo + [(AN-1N -+.... + B), ... , $]10, vo ... 9 VN-11 = 
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6.5.2 Uncertain Case 
For the open-loop prediction case, with the knowledge of N and UO, the admissible 
control law can be obtained via a receding horizon method with reduced horizon 
length at each time step: 
At the first time step: 
min max IItN I loo (6.5.2) Üo, v0,... ttN_1 WO,... 'WN_IEW 
subject to 
ico E Üo, vo, ... , VN-1 EV 
k 
{üo +E vi E U}ö -1 
j=o 
ANxo + [(AN-1B + .... +. B), ... ' 
B] Qü0, vo, ... ' VN-11 E 
TN-1 
At the following i time steps, i= [1 :N- 1] 
min Max IIXN_; IIoo (6.5.3) 
vol..., VN_i_; EV wo,... 'WN_1_{EW 
subject to 
k 
{'a` o-I- vE QJ}N-1-i o 
j=o 
AN-ixo + [(AN-1-'B +"+ B), ... , B]Qü* vD pý 0, "' s VN-1-i 
E TN-1-i 
where üö is given by the control applied at the i-1 time step, and x0 is the 
updated state at the time of the i time step. Once the state is inside T, apply 
the LTI control law f (T). 
For the disturbance feedback case, if it is already known that N is the optimal 
number of time steps, and the corresponding Uo is computed for the given xo E X, 
then the admissible control laws, at time step 0 to N-1 can be computed as 
follows: 
At the first time step: 
min max II XN Ik oo (6.5.4) ÜO, CN, VN'WO, "", 'WN-1EW 
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subject to 
üo E X10, üo+vo E U, vo EV 
[O), 
_, 
Iý0,... 
70](, 
CNWN+VN) E U, dwp,.. * wN-1 E W,. 7 = 
[2: N] 
jth 
[O) 
ý ,, ýIý'0)... '0](, 
GNWN+VN) E V, Vwp,... wN-1 E W, j = [L : N- 1ý 
jth (i+1)th 
[0, ... ' 0, 
I] XN ET 
At the remaining ith time steps, i= [1 :N -11: 
min max IIXN_44I, o 
(6.5.5) 
, CN-t, VN-i WO,..., 'WN-1_ EW 
subject to 
üö+vo E U, vo EV 
[Q, 
`ýw, 
0, ... ' 
O] (£N-iWN-i + VN-i) E U, Vwp, ... ' WN-1-i 
E W, i= [2: N- il 
jth 
[0) 
_I ý %Ir 
01... 01(, ý, N-iWN-i+VN-i) E 
V, Vwo, ... 'WN-1-i 
E W, j = [l: N-i-il 
jth (i+1)th 
toi... 
e0)I]XN-i ET 
in which üö denotes the control applied at the i-1 time step and once the state 
is inside T, apply the LTI control law f (T). 
For the disturbance cancellation case, given x0 EX and knowing that N is the 
optimal number of steps, as well as the set of üos associated with x0 and N, the 
first optimisation takes the form: 
min max IIXNlloo (6.5.6) iiO, K, v0, v1,... i N_1 WO,..., WN_1EW 
subject to 
üo E Co, Kxo+vo E V, üo+Kxo+vo E ýJ 
k 
{B(uo+Kxo+vo+Evj) E BUeAW}i'1 
j=1 
{BDk E BV e AW}1-1 
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[09 ... 1 0, I]XN -- 0 
After the first step, the remaining i, i= [1 :N- 1] of the N-1 optimisations 
are: 
min Max IIXN_iIIoo (6.5.7) K, vo, v1,... JÜN_1_j Wc,... 'WN_1_1EW 
subject to 
Kx0+vo E V, iiö+Kxo+vo EU 
k 
{B(fco+Kxo+vo+Eij) E BUeAW}i'1'i 
j=l 
}i -1-i {Bvk E BVeAW 
[0) 
... 'O, I]xN-i =0 
in which ü, ö denotes the control applied at the i-1 time step. Once the states 
is in W, apply f (T) = Kx = -B-IAx if B is invertible, or apply a time varying 
control law Kx + v. 
Proposition 6.5.1. The proposed time optimal control strategy regulates the state 
from its initial position to the target set in no more than N steps, where N is 
minimal number of steps of the reachable sets corresponding to the given initial 
state x0. 
Proof. N is the optimal number of steps obtained by the reachable sets analsis 
meaning the state will reach the origin in N steps even for the worst situation. If 
the worst situation does not happen, less time may be required for convergence. 
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Remark 6.5.2. The constraints in the last line of those optimisations have been 
set up to guarantee convergence to the target set in not more than the number 
of time steps calculated by using reachable sets. However, it is believed that 
due to the form of the cost function, this constraint is inactive all the time, 
since the convergence is mainly driven by the minimisation of the infinity norm. 
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Nevertheless, the constraint is there and could be useful when some other forms 
of cost function are used, especially when the control moves are also penalized, 
to safeguard the convergence. 
Remark 6.5.3. Similar to remark 6.5.1 and using the same way as in [54], the 
optimisations used in proposition 6.5.1 are all equivalent to linear programming 
problems if the disturbance is bounded by infinity norm. 
6.6 Examples 
6.6.1 Compute the Set of Initial Controls 
Reachable sets as half-spaces 
The system is 
0.8 0.5 1 0.2 
xk+l = Xk + Uk (6.6.1) 
-0.4 1.2 -0.1 0.7 
113101 
1 -1 3 -1 01 
subject to Uu< }andV: ={ v<_ 
-1 130 -1 1 
-1 -1 3011 
The 3-step augmented reachable set i. e. 83 for the nominal system has been 
computed using the set operation oriented method. In figure 6.1, the set of initial 
control position CO corresponding to initial state (9,5), (4, -2) and (-10.2, -6,2) are 
given in black, blue and red, respectively. The observations here are twofold: one 
is that clearly the origin is not always an ideal starting position, since setting 
üo =0 would not make the state in any of the three cases converge to the origin 
in three steps. The other is that ii value may have decisive influence upon the 
convergence as, for example when xo = (-10.2, -6.2) only a tiny portion of all 
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Set of Admissible Initial Control Positions, u1 - u2 
(Case I Black, Case II Blue, Case III Red) 
N 
Figure 6.1: Do corresponding to Si with different xo 
possible control values would make the 3 step convergence, any other value outside 
the red polytope leads to longer reaching time or possibly non-convergence. 
Reachable sets as convex hull of points 
TIC system is 
0.8 0.5 10 
1=3, 'k + 1k + '111k 
(6.6.2) 
-0.4 0.2 0 0.7 
with constraints 
1131 
1 -1 3 -1 
-1 130 
-1 -1 30 
0 0.1 
0 0.1 
w< }and. 
1 0.2 
-10.2 
The 3 step augmented robust open-loop reachable set, i. e. ý°L, for the uncer- 
tain system has been computed using the vertex method. The initial states are 
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Figure 6.2: Exact v. s. approximation of Uo 
said to he (10,8) for case I and (0,5) for case II. The corresponding set. of initial 
control positions Uo have been found using the two methods described: one being 
the exact solution while the other serving as its approximation. When comparing 
the approximation with the true set, it can be said that when the origin is inside 
UO, the approximating method provides better accuracy than when it does not. 
The difference in computational demand between those two methods is not sig- 
nificant here due to the relatively low system dimension. However, it. is believed 
that the approximation method is more compiitationaUIy manageable when the 
system dimension is rather high. 
6.6.2 Simulation of Time Optimal Control 
Nominal case 
The system is 
Xk+i = Xk - pik (6.6.3) 
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Figure 6.5: Simulations of time optimal control, DF v. s DC, the controls 
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case is T=W with f (T) = -B-'Ax since B is clearly invertible here. In 
computing the reachable sets with variable initial control positions, it has been 
found that Xo = (-15,15) E ADC and xo = (-15,15) E ZDF, which means that 
it takes three steps for the disturbance cancellation policy to regulate the state to 
its target set whereas the disturbance feedback policy takes two steps to makes 
the state reaching tis target set. Comparing the simulation results, shown in 
figure 6.4 and 6.5, it can be seen that the disturbance cancellation case provides 
faster convergence as the state is regulated to JJxil <3 in just 2 time steps, i. e. 
the same as for the disturbance feedback case, but with much smaller oscillations 
after reaching the set. 
6.7 Summary 
This chapter begins with a brief survey about time-optimal control and it s con- 
nection with MPC. Algorithms are developed for determining the optimal time 
steps, using the reachable sets with variable initial controls. Methods for com- 
puting the appropriate set of variable initial control values, given an optimal time 
steps, are also developed. Knowing the optimal step number and its correspond- 
ing set of initial controls, control policies are then obtained using standard MPC 
settings. The chapter concludes with some simulation results to demonstrate the 
effectiveness of the proposed sets. 
Chapter 7 
Extensions to Reachable Sets 
7.1 Introduction 
We have so far shown the connections between the reachable sets and time optimal 
control. In slight contrast to some of the recent literature sited at the beginning of 
last chapter, the reachable sets in Chapter 6 do not provide the same guarantee as 
the controllable sets that the state remain inside X. We would here argue that for 
time optimal control, the reachable sets and controllable sets both have the most 
important character of state convergence : if N is the optimal/minimum number 
of steps yielded by the reachable and/or the controllable sets, it is guaranteed 
that there exists admissible controls to regulate the state to the origin/target set 
in no more than N steps. To this point, the difference between those two types 
of sets is minimal. 
Compared with controllable sets, the reachable sets computation does not im- 
pose the nX operation at each time step, thus may cause violations of the the 
state constraint X. However, it is widely believed that the state constraint is a 
soft constraint and may be violated if really necessary. The reachable set offers 
at least the same speed of convergence as the controllable set, and in certain 
conditions, at the slight cost of soft constraint violation, the reachable set might 
offer a quicker convergence. Thus using the reachable sets over the controllable 
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set might be quite rationally justified. Nevertheless, to complete our study about 
systems subject to the change-of-control constraint, in the sequel, ways to extend 
the reachable sets into other sets, including controllable sets, will be examined. 
In addition, some effort will also be drawn to the question of how to handle 
the constraint at the transient moment of switching controllers and the situation 
when further constraint are added to the system. 
7.2 Controllable Sets and Stabilisable Sets 
We have already shown the computation of various reachable sets. Their defi- 
nition and computation can be easily, at least theoretically, extended to obtain 
the controllable sets. Unless otherwise stated, the notations in the following take 
their usual meanings as in Chapter 3. 
Definition 7.2.1. (i-step Controllable Set with Fixed Initial Control X; °i (T, SZ)) 
The set is the set of column vector, consists of state and a given initial control 
position, in R"+m, for which there exists an admissible time varying state feedback 
control law, starting from the given initial control position, such that the state 
reaches an arbitrary terminal set TC 1[8" in exactly i steps while the evolution 
of the states remains inside SZ, i. e 
Xý01v(T, 1) := {Qx0i ilo xo E R' : 2{uk E U}ý 1, u0 - 1. d0 E Vv{Uk - Uk-1 E V}i 
1 
{xk E SZ}o, x{ E T} 
(7.2.1) 
Definition 7.2.2. (Robust i-step Controllable Set with Fixed Initial Control 
Value k °i"(T)) The set is the set of column vectors, consisting of state and a 
given initial control position, in R11+1, for which there exists an admissible time 
varying state feedback control law, starting from the given initial control position, 
such that the state reaches an arbitrary terminal set TC R" in exactly i step 
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while the evolution of the states remains inside SZ, for all possible disturbances, 
i. e 
: =I IIxo, üoII xo E Rn : 3{2lk = hk(xk) E U}' 
', Uo - Flo E 
V, 
{uk 
- Uk_1 E 
V}1 : {xk E Si}p, x; E T, V{wk E W}'0-1} 
(7.2.2) 
Definition 7.2.3. (i-step Controllable Set with Variable Initial Control Value 
X; (T, SZ)) This is the set of column vectors, consisting of state and initial control 
position, in R'+'", for which there exists an admissible time varying state feedback 
control law, starting from the initial control position, such that the state reaches 
an arbitrary terminal set TC ]Rin exactly i step while the evolution of the states 
remains inside Q, i. e 
{fro, üolI xo E R" : 2ü0 E U, {Uk E U}0 
1,2lp 
- üp E V, 
(7.2.3) 
{uk 
- uk-1 E d}i 
1: {xk E SZ}', X{ E T} 
Definition 7.2.4. (Robust i-step Controllable Set with Variable Initial Control 
Value k(T)) This is the set of column vectors, consisting of state and initial 
control position, in R"+'", for which there exists an admissible time varying state 
feedback control law, starting from the initial control position, such that the state 
reaches an arbitrary terminal set TC R'i in exactly i step while the evolution of 
the states remains inside Q, for all possible disturbances, i. e 
x, i (T, n) :={ xo, üo]j fxo E R: 226p E U, {uk = hk (Xk) E U}Ö 
1, 
uo - 1lo E 
V, 
{Uk 
- Uk_l E V}i 
1: {2k E S2}', 21 E T, V{wk E W}0 1} 
(7.2.4) 
Denote function Project(S2) as the function to project set SZ E R+' to set 
S2p E R", and denote QX, UD as the set in Rn+'" such that its upper part in R" is 
X and the lower part in R' is U. 
Algorithm 7.2.1. (Conceptual algorithm for computing Xf °i°) The i-step con- 
trollable set with fixed initial control can be computed via the following iterative 
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procedure: 
xl, v(T, Q) = Z. -(T) n ill, MoD (7.2.5) 
x O, (T, fl) =U o(Project (X o, v(T, Q))) n IQ, uOl (7.2.6) 41 1 
where the union of Z. uo(. ) is for üo taking all possible control values in computing 
X; 0, " (T, 9). 
Algorithm 7.2.2. (Conceptual algorithm for computing k 1v) The robust i-step 
controllable set with fixed initial control can be computed via the following iterative 
procedure: 
Q) _ Z, -,,, (T) n in, MoD (7.2.7) 
x +i (T, Sý) =U zuo(Project (TC o, '(T, n))) n Qý, o}i (7.2.8) 
where the union of 7.0 (. ) is for üo taking all possible control values in computing 
i 
o, v(T, 11) 
Algorithm 7.2.3. (Conceptual algorithm for computing XC; ) The i-step control- 
lable set with variable initial control can be computed via the following iterative 
procedure: 
X'l (T, Q) = Z(T) n QSl, Ul (7.2.9) 
X; '+1(']f, St) =U ziio(Project (X; (T, S))) n in, ul (7.2.10) 
where the union of Z0(. ) is for üo taking all possible control values in computing 
xi(T, c ). 
Algorithm 7.2.4. (Conceptual algorithm for computing R) The robust i-step 
controllable set with variable initial control can be computed via the following 
iterative procedure: 
x, (T, Q) = z(T) n IQ, ul (7.2.11) 
ýCý'+1(T, St) =U Zua(Project (ýC, (T, Q))) n IQ, ul (7.2.12) 
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where the union of (. ) is for üo taking all possible control values in computing 
(T, 0). 
Algorithm 7.2.1 - 7.2.4 are only conceptually viable. For realistic computation, 
let us assume that we have the system as either, for nominal case, Xk+l = Axk + 
Buk, or, for the uncertain case, Xk+1 = Axk + Buk + Wk, subject to constraints 
xkEXcR", ukEUCRm, Uk-Uk_1EVCR'"andWkEWCRn, with 
X, U, V, W are all polytopes containing the origin. 
Algorithm 7.2.5. The i-step controllable set can be computed as 
ýCý' (ý', fl)= = 8i n QX, ND 
T (T, fl) = s; n QX, UD 
Remark 7.2.1. Here we do not distinguish between the fixed initial control case 
from the variable one, since the fixed io situation is just a special variable initial 
control case. 
Remark 7.2.2. Conceptually, the algorithm for computing the reachable sets and 
controllable sets are very much similar, however, in realistic applications, the 
computation of the controllable sets would require much more computational 
power as at each iteration, a convex hull has to be established before carrying 
out the required set intersections. 
Definition 7.2.5. (Robust Stabilisable Set[45]) The set Si(SZ, T) is the i-step 
stabilisable set contained in Il for the system Xk+1 =f (xk, nk, wk) if and only if 
T is a robust control invariant subset of SZ and 9i (Q, T) contains all states in 1 
for which there exists an admissible time-varying feedback law which will drive 
the state of the system into T in i steps or less, while keeping the evolution of 
the state inside SZ for all possible disturbances. 
Definition 7.2.6. (Maximal Robust Stabilisable Set[45]) The set ýý(SZ, T) is the 
maximal robust stabilisable set contained in 11 for the system Xk+1 =f (xk, Uk, Wk) 
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if and only if L,,. (S2, T) is the union of all i-step robust stabilisable sets contained 
in St. 
Remark 7.2.3. If T is a robust controllable set for the uncertain system, then 
X; (T, fl) is the i-step stabilisable set, which can then be used to generate the 
maximal robust stabilisable set. 
7.3 Robust Control Invariant Sets 
For obvious reasons, such as the need of a target set, it is preferable to study the 
robust control invariant set of an uncertain system. In those previous sections, 
we have assumed that appropriate robust control invariant set or target set exists 
for various conditions, and it is considered that the change of control constraint 
only acts when the states is outside the invariant set. It is likely to be unrealistic 
though possible that the change-of-control constraint disappears when the state 
gets inside the target set, therefore, new approaches have to be taken to guarantee 
the satisfaction of constraints. 
Definition 7.3.1. (Robust control invariant set[45]) The set 11 C R'ß is a robust 
control invariant set for the system Xk+1 =f (xk, Uk, wk) if and only if there exists 
a feedback control law eck = h(xk) such that Sl is a robust positively invariant set 
for the closed-loop system xk+l =f (xk, h(xk), wk) and uk E U, VXk E SZ. In other 
words, a set SZ is robust control invariant if and only if 
xk Ec4 2uk E U: xk+l E Sl, dwk Ew 
Proposition 7.3.1. [451 The union of two robust control invariant sets is robust 
control invariant. 
Proposition 7.3.2. [45] The set SZ C R' is a robust control invariant set if 
and only if fl C Q(St), i. e. the set SZ is robust control invariant if and only if 
ý(n)nn=S2. 
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Algorithm 7.3.3. [45] To test for robust control invariance: 1). Compute 
ö(SZ); 
2). Test whether )C Q(Si); 3). If 119 Q(SZ), then SZ is robust control invariant, 
otherwise it is not. 
Definition 7.3.2. (Robust i-step control invariant set or robust admissible set[45]) 
The i-step robust control invariant or admissible set 
O (1l) contained in 12 is the 
set of states for which an admissible time varying feedback control law exists 
such that the evolution of the state remains inside SZ for i steps, for all possible 
disturbance sequences, i. e. 
O1) := {xo E IIV'12{Uk = hk(xk) E U}ö 1: {xk E 1l}ö, V{Wk E W}ö 
1} 
Definition 7.3.3. (Maximal robust control invariant set[451) The set is 
the maximal robust control invariant set contained in 1 for the system xk+l = 
f (xk, Uk) wk) if and only if C.. (1) is robust control invariant and contains all the 
robust control invariant sets contained in fl. 
Remark 7.3.1. The maximal robust control invariant set is unique and a set c is 
robust control invariant only if 4) C Cco(St) C Q. 
Proposition 7.3.4. [45] If there exists an iEN, such that Cs+l(SZ) 
then Ci(f) = C; (0). 
Algorithm 7.3.5. (Conceptual algorithm for computing the i step robust control 
invariant set[45]) The i-step robust control invariant set C; (SZ) and the maximal 
robust control invariant set Cý(SZ) can be computed by 
C; (c) _ (Q, St) 
If C; (1) = 0, then terminate and set C, o(S2) = 0. If 
Ci+1(1l) = O1(ci), then 
terminate and set CO(Q) 
Proposition 7.3.6. [45] Cß(1) is finitely determined if and only if IEN such 
that Cs+1(SZ) = C; (c ). 
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Now let's consider our new system which is Xk+1 =f (xk) uk, wk) subject to 
ukEU, wkEWanduk-11, E+1E 
V. 
Definition 7.3.4. (Robust control invariant set with given initial control value) 
The set SZ C R" is a robust control invariant set for the system xk+i =f (xk, Uk, wk), 
with a given initial control Uo, if and only if there exists a feedback control law 
Uk = h(xk) such that Sl is a robust positively invariant set for the closed-loop 
system xk+l =f (xk, h(xk)) wk) and Uk E U, eck - üo E V, VXk E 11. In other 
words, a set 1 is robust control invariant with a given üo if and only if 
XkEQt *3UkEU, Uk-ii EV: Xk+1ESt, VWkEW 
Proposition 7.3.7. The set SZ C R" is' a robust control invariant set if and 
only if, for the given üo, S2 C Project (Z)uo(SZ), where Project(. ) denotes the 
projection of a set from Rn+m -º Rn 
Proof. This is a direct generation from proposition 7.3.2. Q 
Definition 7.3.5. (Robust i-step robust invariant set with given initial control 
value) The i-step robust control invariant with given initial control Uo, 
e 01'(SZ) 
contained in l is the set of states for which an admissible time varying feedback 
control law exists such that the evolution of the state remains inside SI for i steps, 
for all possible disturbance sequences, i. e. 
io, v ý(Q) := {x0 E R'13{ttk = hk(2k) E U}ö 1, {hk(Xk) - hk-l(xk-1) E V}i 1, 
ho(xo) - üo EV: {Xk E SZ}o, V{wk E W}0-1} 
Definition 7.3.6. (Maximal robust control invariant set with given initial con- 
trol value) The set e N(SZ) is the maximal robust control invariant set contained 00 
in 1 for the system xk+1 =f (xk, Uk, Wk) if and only if Cüo, ý(S2) 
is robust con- 
trol invariant with initial control position üo and contains all the robust control 
invariant sets contained in SZ with the same initial control position. 
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Proposition 7.3.8. If there exists an iEN, such that &01(St) = e; O, ' (Q), then 
ý,,, (ci) =ýo, v(Q) 
00 
Proof. This is a direct generation from proposition 7.3.4.13 
Algorithm 7.3.9. Similar to algorithm 7.3.5, C; °i"(SZ) and e "9(S2) can be com- 00 
puted by 
ýio, v(SZ) = Project(KC o, v(Q, O)) 
If e °°(cl) = 0, then terminate and set C , "(St) = m; If ('., +i (SZ) _ 
ýj°iv(SZ), 
then C i"(SZ) _ C'i°iv(S2) 00 
Definition 7.3.7. (Robust control invariant set with variable initial control 
value) The set QC R' is a robust control invariant set for the system Xk+1 = 
f (xk, Uk, wk), with a variable initial control position üo E U, if and only if there 
exists at least one üo and a feedback control law Uk = h(xk) such that SZ is a 
robust positively invariant set for the closed loop system Xk+1 =f (xk, h(xk), Wk) 
with uk E U, 11o E U, uk - üo E V, VXk E Q. In other words, a set Q is robust 
control invariant with variable üo if and only if 
Xk E St * 2Uo, eck E U, eck - fuo EV: Xk+i E Il, VWk EW 
Proposition 7.3.10. The set SZ C R" is a robust control invariant set with 
variable initial control position if and only if SZ C Project(zuo(1l)) for at least 
one ü0EU. 
Proof. This is a direct generation from proposition 7.3.2.0 
Remark 7.3.2. Note that we can not say that S2 is a robust control invariant 
set with variable üo if and only if 1C Project(Z(S2)). This is because the set 
Project(Z(fZ)) to which SZ belongs, many be obtained by the combination of a 
few sets each with a different üo value and thus makes no practical sense. 
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Proposition 7.3.11. The set SZ C R" is a robust control invariant set with 
variable üo only if SZ C Project(z(SZ)). 
Proof. This is true because we need SZ C Project(Zuo(SZ)) for at least one ho for SZ 
tobe a robust control invariant set, and clearly Project(z, ao(SZ)) 9 Project(z(SZ)). 
0 
Algorithm 7.3.12. To test for robust control invariance with variable üo: 1). 
Compute Z(SZ); 2). Test whether 11 C Project(Z(SZ)); 3). If SZ C Project(Z(SZ)), 
then test whether exists one baruo such that QC Project (7., uo(SZ)), otherwise SZ 
is not an invariant set; 4). If SZ C Project (zua(SZ)) for at least one ü0, then It 
is a robust control invariant set, otherwise it is not. 
Algorithm 7.3.13. Given that SZ C Project(Z(SZ)), to test the existence of a 
2co EU such that St C Project (Zuo(SZ)), is similar to a redundancy removal 
problem. Assume the the set . (1) is given by Aj jxo, üol < bz and fl is given by 
A, x < bn, then the redundancy removal problem of 
Az bz 
An Qxo, üoI <_ bn 
Au by 
is feasible if at least one üo fits the requirement. 
Definition 7.3.8. (Robust i-step robust invariant set with variable initial control 
value) The i-step robust control invariant with variable initial control üo, ý(c) 
contained in 1 is the set of states for which an admissible time varying feedback 
control law exists such that the evolution of the state remains inside fl for i steps, 
for all possible disturbance sequences, i. e. 
{x0 E 1R I2 oEU, ho(xo) - üo E V, {uk = hk(xk) E U}Ö 
1, 
{hk(xk) 
- hý_1(2k_1) E V}', % , 
V{wk E W}p 1} 1: {Xk E SZ}O 
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Algorithm 7.3.14. The i-step robust control invariant set with variable initial 
control value C; (1) can be computed by 
eiv (SZ) = Project({Qxo, üoD}) 
where set {Qxo, üo]} is the result of the redundancy removal problem of 
An bri 
F AProj 1X0, üo]1 bProj 
Au by 
assuming that fi f) and Project(f i: (SZ, SZ)) are given by An[xo, ao]T <_ 
bn and Ap 0x< bproj, respectively. Denote the set of feasible üo yield by the 
redundancy removal problem as Üo; '. 
Remark 7.3.3. Knowing e (Q) and its corresponding C"', it means that given 
such that xk+ jE Xk E Ci (Si), there exist a initial control position üo E C"" 0,1 
Ci (SZ), j= [1 : i] under admissible controls. 
Definition 7.3.9. (Maximal robust control invariant set with variable initial 
control value) The set e , (SZ) is the maximal robust control invariant set contained 
in ci for the system Xk+1 =f (xk, nk, Wk) if and only if e00' (Q) is robust control 
invariant with variable control position üo and contains all the robust control 
invariant sets contained in 11 with the same set of initial control positions. 
Proposition 7.3.15. If e, (11) =e +1(St), then C' (SZ) is finitely determined with 
COO(Q) 
Proof. This is a direct generation from proposition 7.3.4.11 
Remark 7.3.4. Because of the possible non-nesting property caused by the com- 
bined effect of V and üo E U, it may be the case the Gi (SZ) would not form a 
non-increasing sequence as in the conventional case, thus it could be unlikely for 
ý, 
O(Q) to be finitely determined or even exist. 
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7.4 Additional Constraints on the Change of States 
Having studied the system faced with the change of control constraint in addi- 
tion to the normal constraints, it is possible that the system may face further 
constraint, like the restriction on the change of states at each discrete time step. 
The system could be in the form of (4.1.1) or (5.1.1) for the nominal or uncertain 
case, respectively, subject to (4.1.4) or (5.1.5). 
Although AX is similar to V in terms of that both restrict the rate of change, 
the influence of 0X has a far less complicated effect in determining the system's 
behavior. Knowing the current state, it is enough to calculate in which set the 
next state could be permitted by the change-of-state constraint, whereas for the V 
constraint, the knowledge of current u is also needed to determine the admissible 
state at the next step. The procedures and algorithms already developed can be 
modified to take the additional constraint of AM 
Since the nominal system is a special uncertain system with W=0 and the 
given initial control is a very specific situation in the variable case, we will only 
state the problem of robust sets with variable go. 
Algorithm 7.4.1. The i-step robust controllable set with variable initial value 
can be computed via the following iterative procedure: 
Co, ° (T, c) = z(T) n [si, U]T n Q-ox, u} 
U zuo(Project (xs-°(ý, ý))) n in, un (-x; =°(T, c) ®QAX, 0D) 
Assume that the system is the same as (5.1.1) with all the constraints, on top 
of which we further impose that Xk - Xk_1 E 0M 
Algorithm 7.4.2. The i-step controllable set can be computed as 
C" (T, sz) = äi n QX, UD n (-Li-, (D QoX, ol) 
Remark 7.4.1. Having known how to compute ýC; '° (T, SZ), it is easy to extend it 
to compute the reachable set, robust control invariant set and other relevant sets. 
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7.5 Constraint Satisfaction at Transient Moment 
For the time optimal control problem, it has been focused on driving the state 
to the origin/target set as quickly as possible. However, there could be further 
complications after the state reaches the target. 
First, look at the nominal case, at the time when the state XN reaches the 
origin, it could be the case that UN-1 V -V, as it is the situation in the simulation 
example in Chapter 6, which means the control value at time step N, i. e. UN can 
not be made to be zero and hence causing the state to overshoot. This is not a 
critical problem if over shoot of the state is permitted since it would die down 
eventually. If in case it is preferred that the state should reach the origin quickly 
but without any over shoot, then the previous procedures can be modified to 
accommodation the new request. To have no overshoot, the final control uN_1 
has to be within -V, which acts like a terminal constraint. As a result, we can use 
a augmented state Ix, uD replacing the x part in those reachable set computations, 
i. e. using Ix, u, 2co] instead of Qx, Rol, and impose a new terminal condition as 
[x, u] E 10, -V for vector Ix, uD. This would allow a quick convergence and a 
smooth transient moment. 
The situation for the uncertain case is more complicated. Here, the state is 
steered to a target set T, for which there is a LTI control law f (T) such that T is a 
robust control invariant set with f (T) EU for all possible xET and wEW. This 
essentially means that depending on where the state first enters the target set T, 
the LTI control law would have different values and the transition from the time 
varying control law, computed under the predictive control framework, to the LTI 
control law may violate the change of control constraint if f (T) - uN_1 0 V. 
We can use a similar augmented approach as for the nominal case but a bit 
more sophisticated. T needs to be divided into smaller polytopes T(j), such that 
T(j) fl T(j + 1) =0 and ®yjT(j) =T for each T(j) we have u=f (T(j)) and 
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the terminal condition would be [x, u]T E [T (j ), f (x) ® -V, Vx ET (j )]T , which is 
equivalent to [x, u]T E [T (j), f (T (j) (D -V)]T. Using the same approach as before, 
the reachable set in terms of Qx, u, ü0 rather than Qx, Uc can be computed for 
each T(j). This could mean a lot of computation. However, the transient moment 
may not be a problem for the disturbance cancellation case, since it could employ 
a time varying control law, which is determined in the same way as for steering 
the state to the target set, once the state enters the target set, and therefore, 
would not break the change-of-control constraint at the transient moment. 
If the target set is not a conventional one in the sense that we also require the 
satisfaction of V within T, then the target set needs to be derived using Cj (fZ) and 
therefore yields T' and its corresponding Uo '. The the end of horizon condition 
in the above terminal method needs to be replaced by XN E T' and IN_1 E X10". 
7.6 Summary 
This chapter mainly deals with the extension from reachable sets. The concept 
of reachable sets with the change-of-control contraint are extended to control- 
lable sets, stabilisable sets and robust invariant sets. The case that the system 
may also subject to the change-of-state constraint is also considered; followed by 
discussions about constraint handling at some transient moments. 
Chapter 8 
Predictive Control with Expected 
Worst-Case 
8.1 Introduction 
Reviewed in Chapter 2, the open-loop MPC strategy is considerably conservative. 
The conservativeness inevitably leads to the fact that open-loop MPC can only be 
used either in conjunction with a very short prediction horizon, which significantly 
reduces those advantages introduced by the predictive concept, or in situations 
where the uncertainty in the system is relatively small. In addition, even in 
situations where the uncertainty is relatively small and the prediction horizon is 
short, it is believed that the region of attraction of the origin is small. These 
facts make the open-loop minimax MPC almost ineffective in practice with very 
limited usefulness in the areas to which it can be applied. 
Closed-loop MPC provides a way in reducing the conservativeness of the open- 
loop MPC approach. Compared with the open-loop method, because of the 
feedback policy employed, the closed-loop one has lower worst-case cost. However, 
the existing closed-loop MPC formulations and theories are still conservative. 
Almost all existing robust MPC strategy adopt minimax optimisation, which 
is conservative by nature. Consequently, the MPC control strategies, always 
preparing for the worst, are very likely to be overly concerned with the worst 
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case and therefore tends to be very conservative. 
To date, all the examples shown in publications related to robust MPC have 
disturbance sets smaller than one hundredth of the size of state sets, if not much 
smaller than this. Further, the state constraints are either not very tight or are 
inactive most of the time. Hence, although those proposed robust MPC strategies 
are claimed to be effective in dealing with uncertainties, the size of uncertainty 
which can be coped with and the degree of constraint tightness that can actually 
be handled are actually quite small. 
One reason for the overwhelming conservativeness in robust MPC, either open- 
loop or closed-loop, is the way in which the uncertainty is treated. Consider a 
disturbed linear time invariant system 
Xk+1 = Axk + Buk + Wk (8.1.1) 
where xEXC R', uEUC Rn and wE R' are the state, control and 
disturbance, respectively. The normal procedure for such system is to assume that 
the disturbance is bounded, such as by having wEWC Rm. More frequently, 
the disturbance is further assumed to be norm bounded, e. g. 11wiI., <rE R+. 
After bounding the disturbance, the optimisation will normally take the form 
min max V (. ) uw 
(8.1.2) 
where u is either a control move or a control policy, and V(. ) is a cost function 
which often involves predicted future states and controls, as well as their weighted. 
Ignorance of the distribution function for the disturbance makes this optimisa- 
tion conservative. To solve this problem of overly conservative optimisation, an 
expected worst-case is proposed next. 
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8.2 Uncertainty Propagations 
Define our uncertain system to be 
Xk+1 = Axk + Buk + Wk (8.2.1) 
inwhich k=0,1, """withxk EXCR , uk EUCRm, AERnxnandB ERnxm. 
The vector Wk is assumed to be a random vector satisfying wEWC R", where 
W is a polytope defined by 
W: = jw: Lw <I, LEJR <m, 1 ER4i1} (8.2.2) 
At discrete times k, the predicted uncertainty at time k+iI k is w; :_ Eö A; 'Jwk+jlrý 
which belongs to >ý 1 A'-1W 
Assume that the vector Wklk+i is defined by Wk+iIk ((wk+; lk)i, ''", ('cuk+ilk)nIT 
where (wk+jlk)j E R, f or j=1: n. Denote the density function of (wk+jtk) j 
by (fk+ilk)J(ww) and the probability distribution function by (Fk+tik)j(wj). Also 
assume that (wk+ilk)j are independent random variables. 
Lemma 8.2.1. [84]If X and Y have a joint mass/density function f, then X 
and Y are independent if and only if 
f ýýý y) = g(x)h(y) (8.2.3) 
Proposition 8.2.2. The probability distribution of the random vector Wk+ilk is 
n 
Fk+ilk(wk+ilk) _ 
fl(Fk+$Ik)j((wk+ilk)j), Vj (8.2.4) 
j=1 
with density function 
n 
fk+ilk(Wk+ilk) _F +i1k(wk+ijk) = 
fl(fk+ilk)j((wk+ilk) )tVj (8.2.5) 
j=1 
Proof. This follows naturally from Lemma 8.2.1 and the assumption that the 
(wk+j; k) j are independent random variables. Q 
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Remark 8.2.1. The density fk+jtk(wk+ilk) of the uncertainty Wk+ilk, predicted at 
time k is actually independent of k and i, i. e. fk+ilk(wk+ilk) = fk+l+ilk+1(wk+l+ilk+1), 
and therefore, we can denote fk+ilk(wk+jIk) by f (w). 
Lemma 8.2.3. [117]A linear transformation y= Aw + b, where w is a ran- 
dom vector, A is a nonsingular square matrix and b is a vector all with proper 
dimensions, yields a random vector y with density function 
g(y) _1 det AI 
If M icy - b)) (8.2.6) 
where f (. ) is the density function of w. 
Proposition 8.2.4. The propagation i steps into the prediction horizon of the 
disturbance wkIk is a random vector with density 
1 
. 
fe(w) = detAl, 
f ((A'-i)-lw) (8.2.7) 
where f (. ) is the density of wklk. 
Proof. This follows naturally from Lemma 8.2.3. 11 
Lemma 8.2.5. [84]The sum of two continuous/ndependent random variables is 
a random variable, whose density is the convolution of the densities of the two 
independent random variables. 
Corollary 8.2.6. [117]The sum of two independent random vectors is a random 
vector, whose density is the convolution of the densities of the two independent 
random vectors. 
Proposition 8.2.7. Let w; denote the the uncertainty at time i. Then the density 
of wi is the convolution of fe(w), j=0: i, where fo(w) =f (w) and 
fi(w) =11 If ((Aj-i)-iw), j =1 .i 
(8.2.8) 
detA 
Proof. This is an immediate consequence of Lemma 8.2.5, Corollary 8.2.6 and 
the propagation of the disturbance. 0 
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8.3 Uncertainty Distributions and Sets 
Given the random vector wEW with density f (w), for aE (0 : 1], define 
Fw(a) = Pr(w E aW) (8.3.1) 
Proposition 8.3.1. Fw(a) is a distribution function with the density function 
fw(a) = Fes, (a) (8.3.2) 
Proof. Fw(a) satisfies: 
1). For(a)=0, a<0. 
2). Fw(a) = faw f (w)dw, 0<a<1. 
3). Fw (a) monotonically increases with a, 0<a51, Fw (1) =1 
thus being a distribution function. 11 
Remark 8.3.1. Using Proposition 8.2.4 and 8.2.7, at time k, the distribution 
Fk+ilk(a) can be found at each predicted time k+ ilk and is independent of k, 
thus we denote Fk+ilk(a) by Fi(a). 
Remark 8.3.2. Alternatively, the distribution F; (a) can be found by firstly using 
Monte-Carlo simulation generates M points, (pklk):, for l=1: M, satisfying 
the given properties of W, followed by propagation of (pklk)l, for 1=1: M to 
obtain (pk+ilk)i at each predicted time step k+ilk. Then the density of F; (a) can 
be computed using standard parametric/nonparametric estimation methods. 
Proposition 8.3.2. Consider a density function f (a3), let a1 =n for j=0: n. 
Denote the density value f (aj) by'yj. Then, the piecewise constant distribution 
('yj, a3);, where yj is the constant density between aj- aj_1, is an approximation 
of F; (a), with 
raj 
ryý =nJ ff(a)da (8.3.3) 
aj_1 
where fi(a) is the density function of F; (a). 
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Proof. From (8.2.3), which is equivalent to -yj n= 
fäi 
1f 
(a) da, it can be seen 
that the areas, between a3_1 and aj, beneath the two density curves, fi(a) and 
((yj, aj));, are equal. Meanwhile, the piecewise constant distribution (yj, a j) also 
satisfies that >ý yj n=1 as >ý yj n= 
Eý fý j1 fi(a)da = fö fs(a)da. Thus 
(yj, aj) equals the a-distribution as n approaches infinity. Q 
Remark 8.3.3. The discrete random variable aj, for j=1: n,, with mass 
function g; (as) = (rye, a3)i, and distribution function G; (aj) = (n );, can be seen 
as the discretisation of F2 (a). 
8.4 An Expected Worst-Case 
The minimax optimisation strategy minxEX max.,, EY V (Xi y) is clearly robust but 
conservative. However, if additional information is available or additional as- 
sumptions can be made about the uncertainty, such as its probability distribu- 
tion, then although optimising the worst-case is robust, the system performance 
may not be the best achievable under the given circumstances. 
To take account of the additional information about the uncertainty, and to 
make the optimisation less conservative, here we propose a minimax strategy with 
an expected worst-case. 
Assume that the distribution of the uncertainty is given by 
FY(a) = P(y Ec Y) (8.4.1) 
with density 
fv(a) = yF'v(a) (8.4.2) 
assuming that Fr(a) is differentiable. 
For yEY we have Fß(0) = 0, Fv(1) = 1, and Fr(a) is strictly monotonically 
increasing with a. 
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Define M(x, a) by 
M(x, a) = max V (x, y) (8.4.3) yEaY 
then 
M' (x, a) =d max V (x, y) (8.4.4) da vEay 
The traditional worst-case is equivalent to 
M(x, 1) = max V(x, y) (8.4.5) yEY 
Given the distribution of the uncertainty, it is now known that each uncertainty 
value has its own probability of occurrence. Under such a circumstance, compared 
with only considering the worst-case regardless of its likelihood of happening, a 
more reasonable treatment of the uncertainty is to introduce a new expected 
worst-case: 
Definition 8.4.1. Consider V (x, y), and aj = n, j=1: n. Assuming yEY, the 
expected worst-case is defined to be 
P(y E ajY)M(x, aj) (8.4.6) 
Remark 8.4.1. The above expected worst-case is the discretised approximated 
case of the continuous case f0 f (0)M(0)dO. 
Remark 8.4.2. Although the worst-case always occurs at one the vertices of Y, 
there is no analytical relationship between the worst-case vertices of V and aY. 
Therefore each worst-case needs to be found individually, which is only practicable 
when a is discretized and the density aj =n is concerned. 
Remark 8.4.3. In practice, it is often the case that the worst-case vertex of aY 
is in the same direction as the worst-case vertex of V. Therefore, it is probably 
efficient to use the worst-case vertex of aj-1Y as the starting searching point for 
a1Y. 
Proposition 8.4.1. For all probability Pj, with E Pj =1 and n>1, we have 
Eý P, M(x, aa) < M(x, 1). 
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Proof. The expected worst-case cost is effectively >3 PPM(x, a2). If all M(x, aj) 
were equal to M(x, 1), then >' PjM(x, a7) would be the same as M(x, 1). How- 
ever, since M(x, a) is strictly monotonically increasing with a, we have M(x, aj) < 
M(x, 1), thus E' P, M(x, a; ) < M(x, 1). Cl 
Remark 8.4.4. Since the expected worst-case cost is lower than the usual worst- 
case cost, minimising it will be less conservative. 
Proposition 8.4.2. Assume V (x, y) is a convex function in y. Then 
max V (x, y) = max V (x, ay) yEaY yEYY 
(8.4.7) 
Proof. Now, from the convexity, i. e. Y := {yjAy < b}, of Y, yE aY implies 
yE {y : Ay < ab}. Hence, y= ay for yEY implies yE {y : Ay < ab}. Hence 
making maxyEay V (x, y) = maxyEV V (x, ay). 11 
8.5 MPC with Expected Worst-case 
The replacement of the worst-case by the expected worst-case in MPC provides 
a way of reducing the conservativeness of the traditional worst-case optimisation. 
In a control context, this should yield more active controls and thus possible 
better system performances. 
Assume the MPC cost function is a norm on the predicted future states, i. e. 
TT IXilk, ... 7 xk+NIkl 
Ip, pE {1,2, oo}, 
Axo + Buo + wo 
:_ 
11 A2xo + ABuo + Bul + Awo + wl 
ANxo +A N-'Buo ... BUN-1+A N-lWo... WN-1 
(8.5.1) 
P 
where U := [UT' UT 1'... ... , uN-i]T and W: = 
[wö 
, wi , ... , wN-i]T. 
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Denote 
Axo + Buo 
A2xo + ABuo + Bul (8.5.2) ýN(x0ý ý) 
ANxo + AN-'Buo +"""+ BUN-1 
and 
WO 
Awo + wl 
SN(W) _ (8.5.3) 
AN-1WO ++ WN-1 
Then the cost as of (8.5.2) can be re-written as 
VN(XO, U, W) 
- 
II3N(xO, tL) +J'N(W)IIP (8.5.4) 
The traditional minimax problem is then 
min ma II3(xo, U) + 9(W)IIp (8.5.5) 
As already discussed in the previous section, the traditional minimax method 
is conservative, and it is possible to adjust the optimisation effort according to 
the probability of the uncertainty. 
Given f,, (w), recall from (8.2.8), that the uncertainty i steps into the prediction 
horizon is denoted by w; where wi = Ai-iwo +"""+w; _1 E A' 
'W +"""+W, 
with distribution 
(ý) 
24 
and density 
. 
fw; U )= Fw; (wi) 
(8.5.6) 
(8.5.7) 
From Proposition 8.3.2, each fx, (w; ) can be approximated by piecewise constant 
distributions, denoted by fwi (w) = -y; for wE [i, `) with 'yj > 0, =n nn- 
ýýi 
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Let 
FN(aN, j) = P( wo E aNJW 
Awo+wiEow (AW+W) 
AN-1 + ... +wE aNä (AN-1W +... + W)) 
and 
fN(aNj) = FN(aNJ) 
where, as before, aNJ = ,, j =1: n. 
Then, fN(aN, j) for j=0, """, can be approximated by 
N-1 ýi=0 Yi, j 
1'N, ß _ ýn rrN-1 9=1 i=0 'Y{, j 
(8.5.8) 
(8.5.9) 
(8.5.10) 
Proposition 8.5.1. fN(a) is a distribution function with being the proba- 
bility of the worst-case M(x, aj) occurring. 
Proof. Here fN(a) is a distribution function because -YN, j > 0, E2 ryN, jaNj is 
strictly monotonically increasing with a, Ej IN, jaN, j =0 when a=0, and 
>jryN, jaN, j =1 when a=1. o 
Proposition 8.5.2. 
n 
ryN'' max IITN(x0, U)+ajSN(W)IIP (8.5.11) 
j=1 
n w; EW, i=0,1, """, N-1 
is the expected worst-case cost predicted at 'time k for the horizon up to k+ Nlk 
Proof. This follows naturally from Proposition 8.5.1. 0 
Using the expected worst-case cost of (8.5.10), we have the following optimisa- 
tions for the N step prediction being 
n 
min Ej 
7Nj 
max lI TN (Xo, 'U) . i- cxN, j9N (W) jjP (8.5.12) u; EU, i=0,1, """, N-1 7b wiEW, i=0,1, """, N-1 
=1 
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Remark 8.5.1. Optimisation of (8.5.11) can be effectively solved by QPs or LPs, 
depending on p. The optimisation is equivalent to 
min 0 
subject to 
J: oj<9 
Ui <- IITO")+ai9(")IIp < Ui 
w; E W, u; EU 
with is an QP when p=2 and LP when p=1 or p= oo. 
8.6 Simulation Results 
Suppose the example system, is 
1 0.8 0 
Xk+i = Xk + Uk + Wk 
0 0.7 1 
with constraints 
XkEX: ={2ER2111x1loo 5 10}, ukEU: ={uERllul 53} 
(8.6.1) 
(8.6.2) 
wik 
In example I, the disturbance is assumed to be wk with density 
W2k 
fl (WI) = f2 (w2) = 25, wl E [-0.1,0.1], w2 E [-0.1,0.1] (8.6.3) 
fl (W1) = f2(w2) = 0, wl e [-0.1,0.1], w2 e [-0.1,0.1] (8.6.4) 
i. e. we assume that the disturbance is a random vector in ]R2 with uniform 
distribution in each dimension. 
The densities of random vectors wo and wi are shown in Figure 8.1. It can be 
seen that although the disturbance has a uniform distribution, the uncertainty 
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2iß, clearly is non-uniform. The density is much larger in the center of the set 
AW EH W than at its sedges. This is expected since the sure of many nniforin 
distributions converges to a normal distribution by central limit theory. It can 
be said that f,,, i(w1) would 
become more and more peaked in the center as i 
increases. It. is very conservative to treat the uncertainty across the set equally. 
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Figure 8.1: Densities for uniformly distributed disturbance 
Using a prediction horizon N=2 and a cost function I IX +1I 7 : '±2k 
l(), 
, the 
simulation with initial state Xo = [10, -10]T is given in Figure 8.2. Toi obtain the 
desired weights, the uncertainty 1)=has been approximated by four evenly sepa- 
rated piecewise affine distributions, with (0.25,0.0534), (0.5,0.334), (0.75,0.4272) 
and (1,0.1794) used in the optimisation. 
In example II, the disturbance has been assumed to be truncated Ganssiau in 
each dimension, bounded by Wk EW :_ {iv E IR211171)11 ... < 0.11. The density 
of w0 and w, are shown in Figure 8.3. Still using a prediction length 2 and the 
same cost function as in example 1, the simulation is shown iii Figure 8.4, with 
weights (0.25,0.2038), (0.4,0.7158), (0.75,0.0797) and (1,0.000685). 
Comparing example I and 11, it may appear that the proposal met hod had not 
as expected led to a significant improvement in performance when the disturbance 
is normally distributed. The reason for this is possibly that, in both cases, the 
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Figure 8.2: Simulation result with uniformly distributed disturbance 
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Figure 8.3: Densities for normally distributed disturbance 
states 
size of the disturbance is relatively small, thus making it <liliicult to notice the 
potential benefit of having a weighted worst-case. 
To further demonstrate the advantage of having the proposed expected worst- 
case, in the third example, the size of the disturbance set has b(xeu increased to 
threefold, i. e. W :_ {w E R2111wI1, )" < 0.3}, while keeping the rest of the setting 
the same as in example II. The distribution of the uncertainty III this case is very 
similar to the one shown in Figure 8.3, apart from a change in the disturbance 
magnitude. The simulation result is shown in Figure 8.5. 
Comparing Figure 8.4 and Figure 8.5, it can be seen clearly that although 
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Figure 8.4: Simulation result with normally distributed disturbance 
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Figure 8.5: Simulation result with enlarged disturbance 
the potential disturbance in example III is three times larger than the one in 
example II, the state response has not changed significantly, whereas the controls 
have become more active. This shows that using the proposed method, with the 
controller being more active, the system response can be as good as for small 
disturbance case, even when the disturbance is considerably enlarged. 
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8.7 Summary 
This chapter contains an optimisation scheme, designed to reduce the conserva- 
tiveness in worst-case optimisation. It begins with reviews and an analysis of 
uncertainty propagations and distributions followed by the definition of the ex- 
pected worst-case. Then the minimax optimisation with the proposed expected 
worst-case is applied in a standard MPC context, with its effects on conservative- 
ness reduction shown by simulated examples. 
Chapter 9 
Probabilistic Approximation of 
Disturbance Invariant Sets 
9.1 Introduction 
Set invariance is very important in control[12], and this section is focused on min- 
imal/maximal disturbance invariant sets. The minimal disturbance invariant set 
is fundamental for performance analysis and synthesis of controllers for uncertain 
systems, and for computing the maximal disturbance invariant set [38]. Set invari- 
ance is of fundamental importance in the synthesis of predictive controllers [65][107] [52] 
with guaranteed invariance, stability and convergence properties. The minimal 
disturbance invariant set is also a suitable target set in robust time-optimal 
control[98], [101, [1041, [1061. 
As pointed out in [35], an exact representation of the minimal disturbance 
invariant set is problematic, and often a disturbance invariant set can not be 
obtained in a finite number of iterations. In such cases, it may be only possible 
to compute an approximation to the minimal disturbance invariant set. Methods 
to approximate this set have been extensively studied in [12], [47] and more 
recently in [36], [70]. Further to those existing approximation methods, here we 
propose a probabilistic approximation to the disturbance invariant set. 
A review of some results from conventional disturbance invariant set theory will 
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be given next, as background for the generation to the probabilistic disturbance 
invariant sets that will be given in section 9.3. 
9.2 Disturbance Invariant Set Theory 
Consider a system 
(9.2.1) Xk+i = AXk + Wk 
with Xk E R", AE Rnxn and Wk E R1. It is assumed that Wk lies in a polytope 
WC Rn and that 0EW. 
Definition 9.2.1. (Disturbance Invariant Set[102]) The set SZ is a disturbance 
invariant set or disturbance positively invariant set for the system (9.2.1) if and 
only if Xk E 11 implies Axk + Wk E SZ, Vwk E W, i. e. 
AQ®WCQ 
Proposition 9.2.1. [45] The union of two disturbance invariant set is distur- 
bance invariant. 
Assume system (9.2.1) is asymptotically stable, i. e. the system matrix A has 
eigenvalues inside the unit circle of the complex plane. Define the set Si by 
Si =WED AWED ... ED A'W- ®j'_0A'W, i=0,1,... (9.2.2) 
Clearly, Si 9 SS+j, for all i>0. The set Si is also a convex polytopic set with 
0 ES;. 
The set Si also satisfies the recursion 
SS+j =AS1®W =S; ®A'+'W (9.2.3) 
which means that any trajectory of the system (9.2.3) starting from xE Si will 
remain in Sk for k at time k>i. Moreover, the sequence of Si also has the 
property of 
Soo = li0mSi =®j°6AjW (9.2.4) 
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where the limit exists if A is asymptotically stable [47]. Furthermore, S, is a 
disturbance invariant set for the system since S,,. ED W= S". [47]. 
If the system is also constrained by xk EXE R' where X is polytopic and 
contains the origin, then, in order to satisfy the constraint xEX, it is necessary 
that Xk belongs to a disturbance invariant subset of X. If the sequence {Sj} is 
nondecreasing then it is possible that there might not exist an xEX such that 
the trajectory starting from x remains in X. 
According to [37], the set S.. is the smallest disturbance invariant set for the 
system (9.2.1) and thus it is called the Minimal Disturbance Invariant Set. 
If S.,, C X, then there might exist other disturbance invariant sets in X for the 
system. It is possible that the set S,,. may not be finitely determined, ' i. e. may 
not be determined in a limited number of steps, and therefore, that it might not 
be easy to verify the condition S,,. C: X is satisfied. Let us further assume that 
the system (9.2.1) is asymptotically stable. 
Proposition 9.2.2. [47] Let system (9.2.1) be asymptotically stable, then there 
exists iE Z+ and eE [0,1) such that 
A'+'W C eW 
and 
S, ýC11ýS; 
Moreover, the set S.. is a disturbance invariant set for (9.2.1) included in X if 
soo 
11E. 
S{ cx 
or 
Si (1-E)xi 
Definition 9.2.2. (Maximal Disturbance Invariant Set [371) The set 0,,, #1) is the 
maximal disturbance invariant or disturbance positively invariant set contained 
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in St for system (9.2.1) if and only if O,,, (S2) is disturbance invariant and contains 
all the disturbance invariant sets contained in Q. 
Remark 9.2.1. The maximal disturbance invariant set is unique and a set 1 is 
disturbance invariant only if 4D C O,,. (SZ) C St. 
Clearly, the definition of the maximal disturbance invariant set does not provide 
a practical way to find the set. Therefore, we have to define it alternatively for 
system (9.2.1) as, assume that A is invertible since this is the most usual case for 
discrete-time systems ([104]). Then we can define the sets Oi by 
O; = {x0 ER: x0 E X, Xk+1 = Axk + Wk, Vk = 0,1, ... , i, VWk E W} (9.2.5) 
and the maximal disturbance invariant set is then O. 
The set Oi can be found recursively using 
0=x (9.2.6) 
Oi+l = {XE]'i: XE X, AX+WEOi, VWEW} (9.2.7) 
= {xEX, AX+WEOI, VWEW} (9.2.8) 
i=0,1,... (9.2.9) 
The set sequence 0; is a decreasing sequence, with the maximal disturbance 
invariant set given by [47] 
Ooo= n Oi (9.2.10) 
iEZ+ 
It is difficult to calculate 0,, 0 from the above relation. It would be computa- 
tionally convenient if O,,, were to be finitely determined. 
Proposition 9.2.3. [37] The set O,,. is finitely determined if O{ = O; +1. 
From (9.2.5), the set Oi is also given by 
00 =X (9.2.11) 
Oi = A-1(Oi-1 e W) nX (9.2.12) 
i=1,2,... (9.2.13) 
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Proposition 9.2.4. [4 7] Let the system Xk+1 = AXk + Wk be asymptotically stable 
and the matrix A be invertible. If (1) there exists iE Z+ such that Ai+IW 
cW, cE [0,1), (2) the set (1 - c)-'Si is a disturbance invariant set for Xk+I 
AXk + Wk and (3) Si g (1 - c)X, then there exists i* E Z+ such that the set 0,,. 
is finitely determined with 
Opp 
= 
Ojs 
Consider the LTI system 
lk+l = Axk + Buk + Wk (9.2.14) 
with Xk EXC R', Uk EUC R711 and Wk EWc Rn. The constraints X, U and 
W are all polytopic and contain the origin. Assume that the system is controlled 
by the feedback control law Uk = FXk such that the matrix AF =A+ BF of the 
closed loop system xk+l = AFXk + Wk is asymptotically stable. 
Define the set 
Xu={xER": FxEU} (9.2.15) 
and 
XF =Xn X (9.2.16) 
then we have 
Si = ®j=0A`FW (9.2.17) 
Remark 9.2.2. Proposition 9.2.2 can be applied for the constrained closed loop 
system (9.2.14), since AF is asymptotically stable and there exists i and fE [01 1) 
such that Ai+'W C M, then S,,. 9 (1 - c)-'Si 
Proposition 9.2.5. [47] For the constrained system (9.2.14) with the linear state 
feedback Uk = Flk: if there exists iE Z+ such that A'+'W C M, cE [0,1), then 
the following hold: (i) The set S.. is a disturbance invariant set for the closed 
loop system that is included in X if (1 - c)-'Si 9 XF- (ii) The set (1 - f)-ISj is a 
disturbance invariant set for the closed-loop system included in X if (1 - C)-1Sj 
XF- (iii) FS,, ý CU and (1 - iE)-'FSi 9 U. 
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We also have 
of = {x0 E R" : Xk+1 = AFxk+wk EXiF, Fxk E U, Vk = 0,1, ... ' 
i-1, VWk E X} 
(9.2.1 s) 
with 
OO = XiF 
OF = AF. 
' (OF 
1E 
w) (1 XF (9.2.19) 
k=1,2,3, "". 
Remark 9.2.3. The inclusion Oi'+, C- Of' C- XF holds for all i=0,1, ---, and by 
applying proposition 2.4, the maximal disturbance invariant set 00, is finitely 
determined if there exists iE Z+ such that Oi+i = O;, then Oý = OF. 
Proposition 9.2.6. [47] If there exists iE Z+ such that A'+'W C M, fE [01 1) F- 
and (1 - E)-1Si g XF, then the set O., is the maximal disturbance invariant set 
for the closed loop system such that FOQ C U. 
9.3 Probabilistic Approximation of Invariant Sets 
Now consider 
Xk+1 = AXk + Wk (9.3.1) 
where xA: EXE Rn, the set X is a polytopic set containing the origin and wk E Rn. 
We assume Wk E W, 0EW and W might not be polytopic. In addition, we do 
not assume wk is bounded. However, we do assume that Wk has a known density 
function f,,,, (w) and a known distribution function F,,, (w). 
Definition 9.3.1. (Inner/Outer Approximations[70]) Given a set fl C R' and 
cER, then the set 4) ý-ýl en C R' is an outer approximation- of Q if Qg (P with 
c>1, and it is an inner approximation of St if 1C 11 with c<1. 
Assumption 9.3.1. Suppose we are confident that the event sES will not 
actually occur if Prob(s E S) <E for a pre-specified eE (0,1). 
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Definition 9.3.2. (Probabilistic Invariant Set) The set Q is a probabilistic in- 
variant set for system (9.3.1) if and only if Xk EQ implies that Prob(Axk + Wk E 
11) i1-E. 
Proposition 9.3.2. Denote the invariant set for system (9. S. 1) by 4). Then the 
probabilistic invariant set Q defined in Definition 9.3.2 is an inner approximation 
of the true invariant set, i. e. SI C ýD, with the equality takes place when e=0. 
Proof. This is a direct consequence of definitions 9.3.1 and 9.3.2.0 
9.4 Minimal Disturbance Invariant Set 
For the rest of the chapter, we assume that Wk EW with density function fw(w). 
The set W may be bounded or unbounded. Then we have 
Si = ®=oAjW (9.4.1) 
with density f s1(w) . 
Proposition 9.4.1. The minimal disturbance positively invariant set, call it S,,., 
is finitely determined if there exists aiE Z+ such that 
1 
IdetAý+i 
fw((A'+')-lw) 
is a unit impulse. 
Proof. The minimal disturbance positively invariant set S. is finitely determined 
if there exists aiE Z+ such that ASj (D W= Si. The definition of Si yields: 
S; =W®AW®".. ®A`W 
ASs=AMY®A2W®... eA'WeA'+'W 
ASi(DW=W(DAWEDA2W(D... (D A`WE)A'+'W=Si ®A'+'W 
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Denote the density of Si by fs, (si). Then the density of ASj (D W is fs, (si) * 
fAi+IW(W), where * denotes convolution. When fAi+iw(w) is a unit impulse, the 
convolution yields fS, (si) * fAi+iw (w) = fsi (si), which means ASj (D W= Si, thus 
making S... finitely determined. 0 
Remark 9.4.1. Proposition 9.4.1 shows that the minimal disturbance invariant 
set is very unlikely to be finitely determined. This means having an inner/outer 
approximation of the minimal disturbance invariant set is very desirable. 
Definition 9.4.1. Define the set Si,, to be an approximation of Si(Si,, 5--- Sj) for 
some iE Z+ and (: E [0,1), such that Prob(s ý Si, sE Sj+j) :5c if Prob(s 
Sj+j) =1 and Prob(s E Si'+, ) = 0. 
Proposition 9.4.2. With asymptotically stable A, Prob(s V Si, sE Sj+j) con- 
verges to zero as i increases. 
Proof. Now fS, fsi (s)ds =1 and fs,,, fsi+, (s)ds = 1, where fs, (s) is the density 
of set Si. Denote the region between the set Si and set Sj+j by ASj L Sj+j - Sj. 
Then Prob(s ý Sit sE Sj+j) = f&S, fsj+ý (s)ds and Prob(s ý Si-1, sE Sj) 
f& 
Si , _, 
fsi(s)ds. For asymptotically stable A, Si g Sj+j. In addition Si and Sj+j 
converge to S,,. as i increases. Therefore, the region ASj converges to 0. Thus 
f&S, fsi+, (s)ds < f&s, fsi(s)ds, and Prob(s 0 Sits E Sj+j) converges to zero as 
i increases. 13 
Proposition 9.4.3. Suppose given the set Si,, and SE Si+j+,. Then Prob(s V 
Sj+j, sE Si+j+, ) : ý, c, for all jE0: oo. 
Proof. Proposition 9.4.2 states that if Prob(s 0 Si, sE Sj+j) :5J, then Prob(. 5 
Si+j, sE Si+, +j) :5J, for all j ý: 0. Therefore, given Si,,, i. e. Prob(s 0 Sil s 
Si+, ) :5c, we have Prob(s V Si+j, sE Si+1+1) 5 c, for all j>0.0 
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Remark 9.4.2. Proposition 9.4.3 is equivalent to saying that: given c, if a constant 
n satisfies the condition of Definition 9.4.1 and makes Sn a suitable Sn,,, then for 
alli>n, wehave Si, E^'S;. 
Proposition 9.4.4. For given E: suppose i is the smallest integer such that 
SS, E N Si. Then Spp, E ý-"- Si,, N Si. 
Proof. This follows directly from Definition 9.4.1 and Proposition 9.4.3.0 
Definition 9.4.2. In view of Proposition 9.4.4, S,,.,,, will be called the proba- 
bilistic approximated minimal positively disturbance invariant set. 
Remark 9.4.3. The approximated minimal positively disturbance invariant set is 
different to the traditional one, as it carries a confidence 1-f for the degree 
to which the set is believed to be truly invariant. To differentiate this invariant 
set from the traditional one, we call S,,,,,, probabilistic invariant set or a c- 
invariant set. 
Proposition 9.4.5. Given E, the set S,,.,, is finitely determined if there exists a 
iE Z+ such that 
fs11(s)ds<E (9.4.2) 1 -fsi 
Proof. For Si g Sj+j, we have Prob(s E Sj) =1- Prob(s V Sil sE Sj+j) which is 
equivalent to Prob(s ý Si, sE Sj+j) =1- Prob(s E Sj) =1- fs, fs,, ý 
(s)ds :5c, 
where fs; +l 
(s) is the density of the set S. 
Proposition 9.4.6. If c=0, then S..,,, = S,,.. 
13 
Proof Suppose Si 9 Si+,. Then sE Sj+j and c=0 implies s..,, = Si and 
Prob(s V Si, sE Sj+j) = 0, which implies that Si = Sj+j = S.., i. e. S,,.,, = 
SOO. 13 
Remark 9.4.4. Clearly, for c=0, the set S..,, is finitely determined if and only if 
S, o is finitely determined. 
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Proposition 9.4.7. For c>0, the set S.,, is always finitely determined. 
Proof. For sE Sj+j, we have that Prob(s ý Si, sE Sj+j) decreases as i increases. 
Given any c, 0<c<1, it is always possible to find an integer i such that 1- 
fS, fsj, ý 
(s)ds < c. Hence by Proposition 9.4.5, the set S.,,,, is finitely determined. 
13 
Proposition 9.4.8. For 0<c <- 1, we have S..,, g S,,.. 
Proof. For cE (0,11, there exists ai such that S,,.,, G-- Si 9 Sj+j g Soo. 13 
Remark 9.4.5. Clearly, the set S,,.,, is an inner approximation of S.. 
9.5 Maximal Disturbance Invariant Set 
Owing to the structure of the maximal disturbance invariant set, we have to make 
the further assumption that the disturbance set W is bounded. The assumption 
that we have a bounded probabilistic variable is still reasonable since there are 
obvious examples: the uniform and the truncated Gaussian distributions. 
As before we have 
oo=xý (9.5.1) 
Oi+l ={x EX: AX+w E Oi, VW EW} (9.5.2) 
which is equivalent to 
OoEX (9.5.3) 
01 = Ix EX: Ax+w E X, Vw r= W} (9.5.4) 
02 7-- {x E X: A 2X + Awo + wi E XsVwo) wi E W} (9.5.5) 
Oi=IXEX: A'x+A'-'wo+... +wi-, EX, Vwo,..., Wi-IEWI (9.5.6) 
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which can be represented alternatively as 
00 =X (9.5.7) 
01 = ýx E X: Ax + so E X, Vso E Sol (9.5.8) 
02 
={x EX: A 
2X + si E X, Vsi G Sil (9.5.9) 
Oi = {x E X: A'x + si-, E X, Vsi-i E Si-, } (9.5.10) 
Using set operations, the above is just 
00 =X (9.5.11) 
01 = (ý e So) n (A-'X) (9.5.12) 
02 = (x e S1) n (A-2X) (9.5.13) 
Oi = (X 9 Si-1) n (A-iX) (9.5.14) 
We know from Proposition 9.2.3 that the invariant set exists and is finitely 
determined if and only if Oi = Oi+1- With Oi = (x e si, ) n(A-'X) and 
oi+i = (x eSj) n (A-(i+')X), the sets Oi and Oj+j are equal if any of the 
following three conditions are satisfied: 
1). (x e si-, ) = (X e Sj) and A-'X = A-(i+')X; 
2). A-iX = A-(i+')X and A'X C- (X E) Si-1) and A'+IX 9 (X E) Sj); 
3). (x e si-, ) = (X 0 Sj) and (X E) Si-1) g A-'X and (X E) Sj) CZ A-(i+I)X. 
Clearly, it is very unlikely that AiX = Ai+lX as in 1) and 2). Thus we may focus 
on the last case. 
Proposition 9.5.1. The maximal disturbance invariant set 0,,. is finitely deter- 
mined if (X E) Si-1) = (X e Sj) and (X E) Si-1) 9 A-'X and (X E) Sj) C A-('+')X. 
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Proof. Under the above condition, we have Oi = Oi+,, and by proposition 9.2.3, 
we have Oi = °i+1 = O.. 11 
Proposition 9.5.2. The maximal disturbance invariant set 0,,. is finitely de- 
termined if the minimal disturbance invariant set S,,. is finitely determined and 
(X ED Si-1) C A`X and (X G Si) C A-('+')X. 
Proof. When the minimal disturbance invariant set is finitely determined, we 
have (X E) Sj) = (X E) S,,. ) = (X E) Sj+j). This together with the other conditions 
implies that Oi = Oi+j = 0.,,. 13 
We have shown that it is unlikely that S,,. is finitely determined. We now con- 
sider the finite determination of the approximated set S..,,. Using the same idea 
in deriving S..,,, we can have a probabilistic approximated maximal disturbance 
invariant set 0,,.,,, which is defined as follows: 
Definition 9.5.1. The probabilistic approximated maximal disturbance invari- 
ýnt set 0,,,,, is defined to be Oi,, with iE Z+ being the smallest integer such that 
Si = S,,.,,, and (X e Si-1) 9 A'X and (X E) Si) C: A'+'X. 
Proposition 9.5.3. For 0<c <- 1, we have 0.,, g 0..,,, with the equality holding 
when E=1. 
Proof. This is a direct consequence of Definition 9.4.2 of ý S,,.,, and Definition 9.5.1 
of O. Q 
Remark 9.5.1. Clearly, with 0,,. g 0,,.,,, the set 
0,,,, is an outer approximation 
of O. 
9.6 Disturbance Invariant Set with Feedbacks 
Consider the LTI system 
Xk+l =- Axk + BUk + Wk (9.6.1) 
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with Xk EXc R", Uk EUc RI and Wk EWC Rl. We assume that the sets X, 
U and W are all polytopes containing the origin. It is further assumed that the 
density of W is given. 
The system iwill be controlled by the feedback control law Uk = Fxk such that 
the matrix AF of the closed-loop system Xk+1 = 
AFXk + Wk is asymptotically 
stable, Recall from (9.2.15) and (9.2.16) that we have 
Xu = {x E R: Fx E U} (9.6.2) 
XF=Xi (1Xu 
and the set Sj' is defined by 
(9.6.3) 
SF i' = ej=OAýW (9.6.4) 
Proposition 9.6.1. Consider the constrained system (9.6.1) with linear state 
feedback Uk = Fxk. If there exists iE Z+ and a given eE (0,11 such that 
Prob(s SjFj sE SjF+j) < E, then the following holds: 
(i) SF SOF 
C 
0", 
g SOF (i i) SOF 
0; 
(iii)If S. F,, 9 XF, then the set S. F,, is a probabilistic approximated disturbance 
invariant set for the closed-loop system included in X; 
(iv) The set S. F is a disturbance invariant set for the closed-loop system that 
included in X only if S.,, C XF; 
(v) FS. F,, 9U if SL,, C XF- 
Proof Suppose there exists iE Z+ and a given fE (0,1] such that Prob(s 
SF 
i Is E SjF+j) < c. Then, the condition in 
Definition 9.4.1 and the condition 
in Definition 9.4.2 are satisfied thus (i) holds. Similar to Proposition 9.4.8, we 
know that S. F,, C: SF,. and it is an inner approximation of S. F, thus (ii) holds. 
F SOF For (iii), if Soo, e 9 XF, and since that XF 9X and XF 9 U, we have that 0,, 
is an approximated invariant set inside X that satisfies the control constraints. 
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For (iv), since SF,,,, 9 S. 
F, we need to have S. 
F,, C XF for S. j' to be a potential 
invariant set inside X. Finally, (v) holds by the definition of SOFO,,. 11 
Remark 9.6.1. The inclusion S.,, C XF ensures that the control constraints are 
satisfied. 
Remark 9.6.2. Proposition 9.6.1 provides conditions for the system Xk+j = AFXk+ 
Wk to posses a probabilistic approximated disturbance invariant set in X such that 
the input constraints are also satisfied. 
Again considering the closed-loop system Xk+l= 
AFXk + Wkwith XF 9 X, we 
have Of defined by 9 
Of ={X EX* Xk+l =AFXk+Wk EXF, FXk EU, Vk=0, --- ii- 19VWk EWl 
which is equivalent to 
OF =XF (9.6.6) 
01ý " (XF E) sjý, ) n(A' XF) (9.6.7) F 
Proposition 9.6.2. Suppose there exists iE Z+ such that, for a given cE (0,1], 
we have Sf S,: ý SF and XF E) SiLl 9 
A-iXF and XF E) SJF 9 A-(i+I)XF. Then 1-1 00, f FF 
QF_QF 
ti oo, c" 
Proof. This is a direct consequence of the definition of OjF in (9.6.7) and the 
Definition 9.5.1 of 01. 00, C 
Remark 9.6.3. Clearly, 01,, is an outer approximation of OF since OF C OF 00 00 00 - 00,41 
9.7 Examples 
In the first example, assume the system is 
0.5 0 
Xk+1 Xk + Wk (9.7.1) 
0 0.5 
1(; 9 
z.: 
o. 
N 
X 
-0. 
-i 
Minimal Disturbance Invariant Sets 
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-ý-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5 
xI 
Figure 9.1: Inner Approximation of Minimal Disturbance Invariant Set 
with 
21 < [1.1.1.11 ) 117k E W: ---7 
liv ER-I11 (9.7.2) 
The small number c is given as c=0.05. Using the method described M (9.2.2), 
the sets So, S, and S2 are constructed and are shown in Figure 9.1. 
Since the minimal disturbance invariant set is unlikely to he linitely deternfined, 
we compute an approximation of S,,,,, denoted by S,, using the algorithm stated 
in Proposition 9.2.2. The integer i that satisfies the requirement A'+'W (W in 
Proposition 9.2.2 is that i=2, thus the set, S(,,, is given by S', = ()- 
ý, 
I-r' 152 
Using the probabilistic approximation idea and Definition 9.4.2, Ole proba- 
bilistic approximated inininial disturbance invariant, set, happens also at, iteration 
i=2. Thus we have S,,,,, = S2. Clearly, this is an inner appi-minianon of I he 
true invariant set, which lies between S2 and 
At this stage, the idea of using an probabilistic approximated set, iniky not be 
significantly outstanding, since the approximation procedure terinillates at itera- 
tion i=2 for both the traditional approximation method and OW IWWIY pTOj)()', 'Wd. 
On top of this, the size of the sets S2 and S,,. do not differ sigifific-mit ly. I lowever, 
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the situation vastly changes if the A in the system has larger engienvalues. If we 
take A= [0.95,0; 0,0.951, then, using the method of Proposition 9.2.2, the iter- 
ation terminates at i= 58, whereas for the probabilistic approximation method, 
it terminates at i=3. This means that using the proposed idea of having a 
probabilistic approximated set can, on one hand, consume far less computational 
resource than the traditional method; and the other, provide a possibly much 
smaller set that can be used as a target set for robust LTI systems. All of this 
may be achieved at the very small cost of having a tiny probability (1 - C) of 
violation, just 5% of the time for this example. 
For our second example, suppose the system is 
Xk+i = 
0.95 0 
0 0.95 
Xk+wk (9.7.3) 
with 
Xk E X: = Ix ER 
21[1,1; 
_l , -l; 
1, -l; -1, llx < 
(10; 10; 10; 10)1 
Wk E W: = {w E R21[1,1; -1, -1; 1, -1; -1, llw: 5 
[1; 1; 1; 1]} 
(9.7.4) 
(9.7.5) 
Using the method described in (9.2.11), the set Oi has been constructed, with 
001 01) 02 and 03 shown in Figure 9.2. For the constrained system (9.7.3), the 
maximal disturbance invariant set is unlikely to be finitely determined, or it even 
may not exist. An approximation of the maximal disturbance invariant set is 
obtained using the method in [451 with iteration number set to be i= 10. This 
set is denoted as Si,,, f and shown in Figure 9.2. 
Using the probabilistic approximation idea and definition 9.5.1, the probabilis- 
tic approximated invariant set is obtained at iteration i=3, with f=0.05, thus 
we have 0,,,, ý_4_ 03, Clearly, the outer approximation of 0,,,, is much larger than 
the set Oi, f. Since c=0.05, there is a 5% chance that the set 0,,,,,, might be 
violated. 
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Maximal Disturbance Invariant Set 
(0- Black. O. Groon. 0- Blue. 0- Red. 0. - Red Dashed) 
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Figtire 9.2: Otiter Approxlination of Maximal Disturbance Invariant, Set. 
9.8 Summary 
This chapter contains methods to approximate disturbance invariant sets. First ly, 
the concept of mininial/maximal disturbance invariant sets, and the methods for 
computing/approxiniating thein are reviewed. This is followed by the proposition 
of using stochastic properties of the disturhance to approximate those invariant. 
sets. Methods for approximating the mininial/inaximal disturbance invariant sctsi 
are presented, with examples denionstrating the reduction in conservativeness it, 
using the proposed approxiniation methods. 
10 
Chapter 10 
Relaxed Set Difference 
10.1 Introduction 
For many disturbance linear time invariant systems, the majority of the control 
optimisation effort has been focused on constraint satisfaction, as constraints pose 
a big challenge to the system. 
Because of uncertainty within the system, making the constraint satisfaction 
happen has proved to be very challenging, and even more worryingly, conservative. 
Under receding horizon control, those uncertainties propagate along the horizon, 
adding together to form a much greater overall uncertainty, which makes robust 
constraint satisfaction very conservative. 
To reduce the conservativeness, the most commonly used method is feedback 
control. However, in most cases, even with feedback, the approach to uncer- 
tainties and constraint satisfactions limits the performance. The commonly used 
bounded disturbance often ignores physical system behaviour and does not sep- 
arate uncertainties with large probability of occurrence from those with small 
probability of occurrence, thus making the system unnecessarily conservative. 
To reduce the conservativeness, we propose to use stochastic relaxed constraint 
satisfaction and relaxed set difference. 
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10.2 Stochastic Relaxed Constraints and Set Dif- 
ference 
Suppose that the system is 
xk+l = AXk + BUk + Wk (10.2.1) 
subject to the constraintsXk EXC Rn, UkE UC R' andWk EWc R". It is 
further assumed that X, U and W are polytopes containing the origin, and the 
density of the random disturbance wk is given by f,,, (w). 
Traditionally, with prediction horizon N, the state constraint requires 
Xk+ilk E X, Vi E [0 : N] (10.2.2) 
which is equivalent to 
i. e. 
-Tk+ilk E 
X, Vi E [0: N], VW EW (10.2.3) 
(A'Xklk+EAjBUk+jlk+EAiWk+jlk)EX, ViE[0: N], VWEW (10.2.4) 
j=O j=O 
Recall that the Minkowski set difference is 
X (DY: = {X EX: X+ YC X} 
If we use this definition equation (10.2.4) is equivalent to 
i-i 
Xk+ilk E (X ED E AjW) (10.2.6) 
j=O 
which is 
i-i i-i 
AjXklk +EA! Buk+jlk E (X E) E AjW) 
j=O j=O 
To reduce the conservativeness and to relax the state constraint, let us firstly 
define the function M(X) of a set X with associated density D(X) as 
M(X) = 
fx 
D(X)dX. (10.2.8) 
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Proposition 10.2.1. The function M(X) = fx D(X)dX is the density adjusted 
401 
volume of S-f/X. '/A 
Proof. The volume of set X is just fx dX, thus making M(X) = fx D(X)dX 
the density-adjusted volume of set X. 13 
Definition 10.2.1. For 0E (0,1), Define the Relaxed Set Difference as 
,X 
EDßY: = {X EX: m«x + Y) n x) > ßAi(Y)} 
Remark 10.2.1. The setxeoycan be interpreted as meaning that x is in X eo Y 
if the probability of an arbitrary point in X+Y lying in X is greater than P. 
Proposition 10.2.2. We have that (X E) Y) C (X E), o Y), Vp E (0,1), and 
I 
(XGY)=(XG, OY) ifo=l. 
Proof. This follows directly from the definition of x E) Y and X G# Y. 13 
Proposition 10.2.3. The set x E), c Y is convex when both X and Y are convex. 
Proof. This follows from proposition 10.1.1 and the Minkowski set difference prop- 
erty: when X is convex X E) Y is convex. However, the condition here is tightened 
to include Y being convex as well, owing to the function M(. ). 13 
Using the relaxed set difference, now define the stochastic relaxed state con- 
straint Xi as 
Xi: = X E), 6 AjW (10.2.10) 
j=o 
where 0E (0,1) is pre-chosen. 
Proposition 10.2.4. If (Axi-, + Bui-1) E Xj, then the probability of (Axi-I + 
Bui-i + wi-i) EX is greater than 0. 
Proof. This follows directly from the definition of Xi and X E), O Y. 13 
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Proposition 10-2.5. We have that ki 2 k2 2***2 kN- 
Proof. By definition of 1k, we haveki = XE), c(E'-' AjW) and ki-, = xee (Ei-2 AJW). j=0 J=O 
For W 0, the diameter of the set Ej=o AIW equals the diameter of the set 
Ei221 - AJ W, and the set XE), c (Fj'-=lo AJW) = Xeo (E'- AJ W) = X. For W j=0 j=0 
the diameter of the set E'-' AjW is no smaller than the diameter of the set j=0 
i-2 Zj=0 AjW. Therefore, the diameter of the set XE), c(l: '-' AJW) is no larger than j=0 
i2 
the diameter of the set XE), o(Z : AIW). Hence, {Xi = XE), s(Zj-='o AJW)) j=0 
s-2 jXi-I = XE)o(Ej=o AIW)}, and hence, X, ;ý 
X2 XN- 13 
10.3 Computation of Relaxed Set Difference 
Here we assume that X := Ix E Rn I Ex <- f }. To calculate the relaxed set ii, 
firstly we. will define set : ki: 
For 3E (0,1), define Eg E R"'I and fk E RI such that the plane {x : 
E. g(m)x = fk(m)l is parallel to the plane Ix : E(m)x =f (m)} and for every 
sES we have that 
M«s + Y) n {x: E(m)x >f (m)}) ýý M(Y)ß 
where the function M(. ) is defined in (10.2.8), Y=J:, ý-=10 AjW, S ý-ýl {S +Y: SE j=0 
JE, t(m)s = fk}} and E. (m) denotes the mth row of matrix E., f. (m) denotes 
the mth row of column vector f.. 
Then Xi is defined by 
Xi := {x E R' : Ekx < ffc} 
Proposition 10.3.1. We have that iti 9 jýj, Vi, for iti and : ki of (10.2.10) and 
(10.3.2). 
Proof This follows immediately from the definitions of Y-,, in (10.2.10) and ki in 
(10.3.2). 11 
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Proposition 10.3.2. The set ý: j is polytopic. 
Proof. This follows immediately from its definition in (10-3.2). 11 
According to the definition of ki in (10.3.1), the vertices and the small area 
around them do not satisfy M((x + TIVi) n X) ': > M (T7Vj)P. As a result, those areas 
of : ki need to be cut off to form ki. 
.5 
fk}. Denote two Suppose Xi is defined non-redundantly as {x E Rn : Ejx 
adjacent planes/faces of : ki by Pp and Pq with p :ýq. Also denote the vertex of 
ki that belongs to Pp and Pq by ý'j and the intersection of Pp and Pq by 
ij. 
Now, define the point ýjr E RI as the closest point to 'ýj such that 
Vj Eij n Xi, and M((vi + Y) n x) = m(y), 3 (10.3-3) 
where Y= Ejtlo AjW. j=o 
Proposition 10.3.3. We have that: ki = Conv(lf/i, Vi}), where Conv(. ) denotes 
the convex hull. 
Proof. This follows immediately from the definitions of ki, ý'j and the convexity 
of ki and kj. cl 
10.4 Approximations of Relaxed Set Difference 
10.4.1 Monte-Carlo Method 
The way of computing the stochastic relaxed state constraint set, described in 
the previous section, is mostly theoretical and is likely to make the computation 
a problem intractable for systems of high dimension. For high dimensional cases, 
a possible approach is to apply Monte-Carlo methods. There are widely used for 
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finding acceptable approximation to the solutions for those otherwise practicably 
computationally intractable problems. 
There are many ways of conducting Monte-Carlo simulations, but fundamen- 
tally, the principle is the same. Using the principle of random walks, the relaxed 
set can be computed using the following algorithm: 
Algorithm 10.4.1. Computing the stochastic relaxed state constraint set Xj: 
1. Start from the origin, generate a point P based on a random walk. 
2. If point P satisfiesm((p + Y) n x) ýt pm(y) 
then terminate the random walk and save P. 
else continue the random walk, generate another point P, return to step 2. 
3. Continue step 1 and step 2 for a pre-determined number of times 
4. The relaxed set ki is the convex hull of all those point returned by step 2. 
10.4.2 Weighted Points Estimation 
This is a numerical approximation. We know that i step into the prediction 
horizon, the uncertainty is Di = Fj'-='OAjW with density fi(w). Suppose now 
that there are M evenly spaced points inside the set Di, denoted by pl, each 
occupying the same amount of volume V in space Vol,, 1= [1 : AI]. Then there 
is a weighing scheme such that 
W1 =I fi(w)dw 
v V. 1, 
which yields an information set {(WI, pi), 1= [1 : Ml}. Then given a point 
PEX, the probability that any point inside P ED Di does not belong to X can be 
approximated by 
EM I IWI Prob(P (D Di Z X) - 1= (10.4.2) M El=l W, 
where the pair (IV,, pl) is from the information set {(VVI, pl), I= [1 : M]}, and I 
is the indicator function with I=1 for P+p, VX and I=0 for P+ pt E X. 
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10.4.3 Directional Search 
So far we have relaxed the state constraint to be {xj, : Prob(Xk E X) ':: ý 8}- We 
define 
S, = Axo + Buo + wo (10.4.3) 
S2 =A 2XO + ABuo + Bul + Awo + wi (10.4.4) 
S3 =A 
3XO + A2Buo + ABul + BU2 +A 
2WO + Awl + W2 (10.4.5) 
Si = A'xo + A'-'Buo +---+ Bui-i + A'-lwo +---+ wi-i (10.4.6) 
which is equivalent to 
. S1 = 410 + UO + WO (10.4.7) 
where -150 = AxO, UO = Buo, and Wo = wo 
S2 ='Dl + Ul + Wl (10.4.8) 
where 1P, = A'xo, U, = ABuo + Bul, and W, = Awo + wi 
S3 
---: (D2 + 
U2 + W2 (10.4.9) 
Si = (bi-I + Ui-i + Wi-I (10.4.10) 
where 
-: Pj = (A'+lxo) E Rn (10.4.11) 
IJ, = (AýBuo + A'-' Bul +---+ Bui) E Rn (10.4.12) 
Wi = (A'wo + A'-lwl +---+ Wi) E Rn (10.4.13) 
Clearly the state constraint is actually a constraint on the control u. 
For each Si, we know that Wi E Wi, where Wi := AiW +---+W. Now we 
would like to find sets Di and 0j, such that: 
if Ui E Uj, then Pr(Sj+j 0 X) =0 (10.4.14) 
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if Uj ý Uj, then Pr(Si+l 0 X) =1 (10.4.15) 
In order to compute the sets Cj and 0j, it will turn out to be useful to be able 
to find scales a in and a? ut which are discussed next. iII 
Consider any point (Pi E R, the positive multiple a4) of (D along the array 
through (I)i and the set wlýi +W surrounding a(Di. Since WCX, nipi +WCX 
if a is small enough. Since X is bounded, a4)i +WýX if a is sufficient large. 
Let ai' be the largest a such that aýDi +WCX. Then value a in can be found ii 
from the following linear programming if X is defined by Ix : Lx :5 d} 
max a 
a 
subject to 
L(a4)i + s) :5d, Vs E Wi 
which is equivalent to 
max a a 
subject to 
L(a 4ýj + sj) :5d, Vsj 
where sj are the vertices of Wi. 
(10.4.16) 
(10.4.17) 
Similarly, let ar' be the largest ci such that a4)i +wnx 96 0. Then it can 
be found using the linear programming 
Inf P (10.4.18) 
such that 
L (a(Di + sj) = d, Vsj 
in Knowing the solutions ai and a, " to LPs problems (10.4.17) and (10.4.19), 
respectively, yields a point on the boundary of set Uj and a point on the boundary 
of set Uj, respectively. 
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If the above procedure is repeated for all the infinite number of possible di- 
rections, then the convex hull of these points obtained are the sets Cj and Oj. 
However, in practice this infinite number of computations needs to be reduced to 
a viable number. 
Now suppose there are two parallel planes P, and P2. Consider a point pE PI 
and a convex polytope H, if it is such that (P + aH) n P2 96 e, a ý: 1 and 
(p + aH) n P2 = e, a<1, then every point belongs to P, satisfy this condition. 
This implies that those points yielded by LP (10.4.17) and (10.4.19) form a plane 
if the search direction are toward the same face of X 
Clearly, in order to construct the desired sets Oj and f1j, it is sufficient and 
necessary to search along n directions toward each face of polytope X. The 
procedure for identifying Cj and fJi is described as follows: 
Algorithm 10.4.2.1. For each Sj+j, obtain the directions from 4)1 to each of 
the vertices of X, call those directions Dij. 
2. For each direction Dij, precede with LPs (10-4.17) and (10-4.19), yields 
a! 'ý and a? '4. tj tj 
3. Given Sj=j = 4)i + Uj + Wi, Dij, ain and a, "' ij ,, compute points Ujj and iiij 
for all j. 
Then: 
Ui = Conv (Iftij, Vj}) (10.4.19) 
Ui = Conv (Ifiij, Vj}) (10.4.20) 
5. Repeat for all i, yields Co, ,*, i 
CN-1 
and Oo, ---t 
ON-I 
- 
If we assume that for each Sj+j, it is always true that fw,, 
p 
f (Wi)dw is linear 
in, z, to i- ON- 
p- cein f (Wi)dw OýIinear -i in (10.4.21) 
fwi. 
p ai 
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in 
with ai q a, "t being the solutions to 
(10.4.17), (10.4.19) in the same direction, 
in n P has the same direction as ai , a? ul, and a4 <p :5a? ut, f 
(Wi) denotes the SS-9 
probability density of Wi. Then we can say that Ui is between Ci and fji in 
proportion to p, e. g. that if P# = 0.5, then Ui is exactly half-way between 0i 
and Oi. Under the linear relatiofiship assumption, and with the result obtained 
by Algorithm 10-4.2. It is easy to find sets Ui for a given P#. 
10.5 Discussions about Relaxed Set Difference 
A better alternative to chance constraints 
Comparing our stochastic relaxed state constraint satisfaction to the traditional 
chance constrained stochastic MPC approaches, the newly proposed strategy, on 
one hand, can be seen as equivalent to the chance constrained approach as both 
of them provide a way of assuring a certain percentage of the states to be within 
the pre-specified constrain set, despite the existence of random disturbances. 
However, on the other hand, our relaxed approach is believed to be able to yield 
improved performance and reduced on-line computation. These advantages can 
be viewed from three different viewpoints: 
Firstly, our relaxed approach not only ensures a guaranteed, pre-determined 
probability of the states to be within a given constrained region, but also limits 
the degree of constraint violation if a state were eventually out of the constrained 
region. Whereas, under the control of chance constraints, there is no upper bound 
on the degree of constraint violations. 
Secondly, in those chance constrained approaches, reviewed in chapter 2, the 
nature of those approaches dictates that the optimisation can only optimise a cost 
function consisting just the control movement. This means , due to the absence 
of the desired optimisation over states, it is barely possible to produce useful 
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solutions. In contrast, our relaxed approach can optimise over a cost function 
comprises both the states and the controls. 
Finally, traditional chance constraint approaches require solving stochastic pro- 
gramming on-line, which is extremely demanding computationally. Whereas in 
the relaxed approach, similar computation needs to be performed only once, off- 
line. Then depending on the cost function, the optimisation problem can be 
solved by various existing methods. 
More option for choosing u 
State constraint satisfaction generates a large amount of conservativeness in ro- 
bust MPC, thus limiting the choice of admissible controls. 
Consider a traditional minimax robust MPC with common settings for the 
system xk+l = AXk + BUk + Wk. For the state constraint to be satisfied, the term 
AXk + BUk in the predicted state Xk+1 = AXk + Buk + Wk has to be steered into 
X E) W at each time instant k. Then 
A-Tk + BUk + Wk E X, VW EW (10.5.1) 
and consequently, 
Xk+2 -= 
A'Xk + ABUk + BUk+l + AWk + Wlc+l (10.5.2) 
Therefore A'lk + ABUk + BUk+l has to be steered into X E) (AW + W) so as to 
ensure 
A2 -"'k+ ABUk+ BUk+l+ Awk + Wk+l E XIVW EW (10.5.3) 
Doing this for N prediction steps, as seen in (10.5.3), requires each of the 
predicted 'nominal states', AXk + BUk, to be steered into its corresponding set in 
the sequence 
X E) W, X E) (AW + W), X E) (A N-lW +A N-2W + W) (10.5.4) 
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The set XE)W affects the choice Of Uk, which affects Xk+j and thus affects Uk+l, 
The set X E) (AW + W) affects Uk+l, which affects Xk+2 and thus affects latter 
Uk+2, and so on. From this it can be seen that state constraint satisfaction affects 
the control moves, which in turn determines the system response. 
The value of P or Ok of our proposed relaxed set difference XE)pY, with fixed 
0 or possibly variable Ok, can be chosen to provide more freedom in the control 
move thereby more effective. 
Forcing the 'nominal' state (Xk - (EI=01 Alwj)) intoXk, rather than forcing Xk 
into X, relaxes the state constraint requirement. The relaxation can have signif- 
icant impact on the performance of the controller and can result in considerable 
enhancement of the system response. 
A better approach than the use of yX 
At this stage, one may raise the question: why has the relaxation been carried out 
in such a bit complicated way? Why not just simply enlarge the constraint set 
X? The justification for achieving the desired relaxation by the use of k rather 
than an enlarged X is fourfold: 
1. By taking the uncertainty distribution and its density into account, our 
relaxation approaches the uncertainty in a stochastic manner, which is ap- 
propriate for dealing with random uncertain disturbances. 
2. If we enlarge X by using pX, p>1 instead of X as the state constraint set, 
then, more possible initial states are allowed. The increase in the number of 
initial states will probably make the worst-case even worse thereby reducing 
the freedom for the control moves. 
3. If the constraint is taken to be xo E X) Xk E [tX) 14 >11 Vk > 0, then there 
are three reasons why the relaxed approach is fundamentally better: 
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o k, = XE), OW and 
k2 = XE)O(AW + W) yield 
{x: x=y+W, y E: ki, wEW, Vy, 
7-1 
X2*: ý {X: x --.: Y+W)y Ek21w E (AW+W), Vy, w} 
Here the constrained sets are varying along the prediction horizon. 
The use of pX with constant it actually ignores this. 
If it is assumed for example that N=1,0 = 0.9,1.1, then it 
can be seen that XJ :ý yX and X*1 C tiX. The inaccuracy of uX 
as an approximation causes uneven relaxation of the constraints and 
incorrect alteration in the distribution of states. Since the shape of the 
relaxed set partly depends on the size and shape of the disturbance 
set, just enlarging the state constraint set would not take account of 
the disturbance factors. 
9 Our approach saves on-line computation i. e. it is obvious that satisfy- 
ing 
(Xk+l 
= Axk + BUO EX 
on-line is much easier than satisfying 
(Xk+l=AXk+BUk + WkiVwkEW) EX 
4. If it is made such that xO E X7 Xk E jlkX, then apart of the reasons men- 
tioned above, there are two additional ones that distinguish our approach. 
9 The choice Of Ak is difficult and arbitrary, which prevents it from pro- 
ducing the most appropriate control moves. 
Use Of AkX makes it very difficult in finding invariant sets, if they exist. 
Therefore, it can be said that although the relaxation obtained by using k is com- 
plicated, it is an approach that is effective, accurate and have relatively efficient 
on-line computation. 
1815 
Figure. 10.1: Comparison between X0 W(Black) and X oo W(Red) 
10.6 Examples 
The idea of the stochastic relaxed state constraint set is illustrated in the 1'()11()w 
ing: Assume that 
Xk+I Xk + Ilk + liýk 
01 
X:, {x: xc R', llxli. l <1( 10.6., 2) 
W: = {w: iv c R', 11w11.1 < 0.11 
with the choice t3 = 0.9. Týaditionally, we IIIIISt haVC Xk+1 - IJUk EX(,, ) W, where 
X eW: = lxix+WCXI = lxix ER 2, IIXIIý'. : ýý 0.81 
For our relaxed cme, we need Xk+l - Wk E XoJiW, where 
xa, w: = ixlxc: x, ml(x+w)nxl>fim(wl 
= Coiti)«(±0.9, ±0.9524), (±0.! )524, ±0.! »1) 
Clearly, as seen in Figure 10.3, XOW C XOý3W, which implies that, in the relaxed 
approach, the system lias a larger operational region. 
Furthermore, the difference between kk and jLX - W, IL = 1.02 is illust rat ed 
in Figure 10.4, ill WhiCh Xk C jLX. This shows that the state constraint X is 
unnecessarily over relaxed to pX. 
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02 
Figure 10.2: Comparison between ijX(Black) and X(Red) 
Despite these potential advantages, the stochastic relaxed set approach, by its 
nature, can occas ion ally cause state constraint violation,,. I lowever, the existence 
of a possibility of constraint violation in this relaxed set approach, or othcr similar 
stochastic approaches, can be justified as follows: 
For many applications, because of the conserrativeness in the constraints for 
the controller, there exists no control solution. In those clises, if it solution 
(. -an be obtained by the proposed scheme, then this solution, which coUld 
be inappropriate sometimes, is definitely better than no soltition. 
For many applications, the ineffectiveness of the controller eventually causes 
infemibility. In those cases, the small possibility of state constraint, violation 
introduced by the proposed scheine might not do any more liarin to Ow 
system but may potentially improve the system response. 
9 Because of the nature of w and the free Choice of t3, the possibility of St, ikt, (! 
constraint, violation can be adjusted. This means the risk can be tuned to 
suit individual applications. 
9 The possible use of vaxying J3 may result ill a Solution that wolil(I Jjw, ýVs 
be feasible for the next step. 
Obviously the relaxed state constraint satisfaction approach might be good for 
187 
systems with marginally hard state constraints but should not be applied to 
systems that contain life threatening safety constraints. 
10.7 Summary 
A stochastic relaxed set difference and some of tis consequence are described in 
this chapter. The relaxed set difference is firstly proposed and studied; followed 
by the development of computational methods for computing/approximating the 
relaxed set. Discussion regarding the relaxed set difference reveals that it might 
be a better alternative than the use of chance constraints and slack variables. 
Examples are given. 
Chapter 11 
Conclusions 
11.1 Concluding Remarks 
In this thesis, we have studied several problems associated with the control of 
linear uncertain systems. The first part of the thesis concerns control when the 
change in control between the discrete-times is constrained. The initial control 
value is treated as a variable, as are the following changes in the control. In 
the second part, three different topics, all linked by assuming knowledge of some 
stochastic properties of the uncertainties, are investigated. 
In studying the consequence of the change-of-control constraint, the need for 
developing new sets arose. Following this, useful sets for analysing the conver. 
gence of the system were proposed and developed, firstly for nominal and then 
for uncertain systems. Suitable algorithms for computing or approximating these 
sets were then developed. A new feedback policy, which enables fast conver- 
gence and quick computation of the sets, was also proposed for the uncertain 
system. The significance of these sets in state convergence and time-optimal 
control was further demonstrated by analyses and simulation examples. The 
convergence problem was then extended to address the controllability, stability 
and the robustness problem, and the possibility of incorporating an additional 
change-of-state constraint. 
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After assuming certain stochastic properties of the disturbance, in the latter 
part of the thesis, an optimisation scheme was developed for active control even in 
the presence of relatively large uncertainties. The stochastic properties were then 
used to derive algorithms for approximating the minimal/maximal disturbance 
invariant sets, which axe believed to be less conservative than existing sets. Still 
using the stochastic properties of the disturbance, a relaxed set difference was 
further proposed. The set difference is considered to be an alternative approach 
to the use of slack variable or probabilistic constraints. 
11.2 Future Research 
The work described here has shown many advantages over some of its existing 
counterparts. Future research might study the following areas: 
9 Extension of the proposed feedback policy to the case with a singular A. 
9 Improvement in the efficiency or accuracy of some of the algorithms devel- 
oped to compute or approximate reachable sets, etc. 
9 Increasing the number of types of distribution allowed in analysing the 
significance of the expected worst-case. 
9 The usage and significance of the approximated disturbance invariant sets 
in different situations. 
e Development of more efficient/accurate algorithms for computation or ap- 
proximation of the relaxed set difference. 
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