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Wireless sensor networksAbstract Since the issues of low communication bandwidth supply and limited battery capacity
are very crucial for wireless sensor networks, this paper focuses on the problem of event-
triggered cooperative target tracking based on set-membership information filtering. We study some
fundamental properties of the set-membership information filter with multiple sensor measure-
ments. First, a sufficient condition is derived for the set-membership information filter, under which
the boundedness of the outer ellipsoidal approximation set of the estimation means is guaranteed.
Second, the equivalence property between the parallel and sequential versions of the set-
membership information filter is presented. Finally, the results are applied to a 1D event-
triggered target tracking scenario in which the negative information is exploited in the sense that
the measurements that do not satisfy the triggering conditions are modelled as set-membership mea-
surements. The tracking performance of the proposed method is validated with extensive Monte
Carlo simulations.
 2016 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and
Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
In recent years, cooperative target tracking in wireless sensor
networks (WSNs) has a wide range of applications in the field
of intelligence, surveillance and reconnaissance (ISR).1–3 Theapplication of distributed WSNs provides a competent method
for battlefield information collection and a robust scheme for
moving target tracking4,5 in a complex and interference-rich
environment. However, the limited network resources in terms
of energy and communication bandwidth set a constraint on
the ability of WSNs.6–8 Since the sensors are dispersed via air-
drop or cannon fire in a lot of practical scenarios,9 their batter-
ies are difficult to be recharged or replaced. Thus, an energy-
saving tracking strategy is demanded to conserve network
energy and extend network life.
For wireless ad hoc networks, the energy consumption
depends heavily on the wireless communication.10 Since WSNs
face stringent energy limits, forcing all sensors to communicate
with the fusion center (FC) at full rate is apparently not
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ing architecture is to reduce the communication frequency
while guarantee an acceptable tracking accuracy.11,12 Event-
triggered estimation is a promising alternative to fulfill such
imperative requirement.13 In contrast to sending the measure-
ments periodically, the local sensors employ various event
sampling strategies to determine whether to send up-to-date
measurements to the remote FC, such as Matched Sampling,14
Integral Sampling,15 Send-on-Delta (SOD)16 and Variance-
based Triggering.17 As a result, the event-triggered strategy is
to estimate the state based on the intermittent observations18
that satisfy the triggering conditions, but this cannot be
applied straightforwardly in target tracking applications
because the improper design of triggering thresholds might
result in the loss of track19,20 as the FC receives no observation
at a number of consecutive time steps.
In cases that the sensors determine not to send their current
measurements, some ‘‘negative information”21 is implicitly avail-
able to the remote FC without additional communication. For
example, when the SOD method is employed, no measurement
transmission from one specific sensor implies that the value of
the current measurement does not deviate too much from the
value of the last transmitted measurement,22 which suggests that
although the exact value of the current measurement is unknown
to the FC, it lies in a set formulated by the SOD triggering con-
dition. In order to better exploit this ‘‘negative information”, as
well as to integrate it into the Bayesian state estimation frame-
work, several set-membership state estimators23–25 have been pro-
posed, where the uncertainty of the negative information is
modelled as a set of Gaussian densities. In Ref.26, a generalization
of the standard Kalman filter is developed to solve the problem of
set-membership measurement for the single sensor. The work in
Ref.27 reveals that the information form of set-membership filter-
ing consists of advantageous properties especially when multiple
set-membership measurements are received. Despite the great deal
of effort that has been dedicated to it, several problems remain
open, which are of significant importance in studying the set-
membership filter and its application to the problem of event-
triggered cooperative target tracking in WSNs. The first issue is
that the boundedness of the set of the estimation means has not
been investigated systematically when the set-membership mea-
surement is considered.27,28 Another issue is to explore the equiv-
alence between the parallel and recursive implementations of the
set-membership information filter, and particularly since the Min-
kowski sum of ellipsoids29 might not be an ellipsoid, some
approximation of the exact estimation result is inevitable.
In this paper, we study the boundedness of the set of the
estimation means with the information form, where a sufficient
condition is proved, under which the outer ellipsoidal approx-
imation set is asymptotically bounded. We also present the
equivalence between the parallel and sequential set-
membership information filters. Finally, the set-membership
information filter is applied to the problem of event-triggered
cooperative target tracking, and the performance of the pro-
posed tracking strategy is further validated with extensive
Monte Carlo simulations.
2. Problem formulation
For a random vector x 2 Rn, we use EðxÞ and CovðxÞ to
denote its mean and covariance respectively. For a matrixA 2 Rnn, we define trðAÞ as its trace. Given S 2 Rnn > 0,
i.e., S is positive definite, an ellipsoidal set X ¼ eðc;SÞ is repre-
sented as
X , eðc;SÞ ¼ x 2 Rnjðx cÞTS1ðx cÞ 6 1
n o
ð1Þ
For two ellipsoidal sets X and Y, let X  Y denotes their
Minkowski sum, namely X  Y , fxþ yjx 2 X ; y 2 Yg, and
we have
PN
i¼1X i , X 1  X 2      XN.
We consider a linear time-invariant dynamic system that
evolves in discrete time and is perturbed by Gaussian white
noise as follows:
xðkÞ ¼ Fxðk 1Þ þ wðkÞ ð2Þ
where x 2 Rn; w  Nð0;QÞ; F is the transition matrix of the
dynamic model; and Q is the covariance of the process noise.
We assume that ðF;QÞ is stabilizable.30 The state x is measured
with N sensors as
ziðkÞ ¼ HixðkÞ þ viðkÞ for i ¼ 1; 2; . . . ;N ð3Þ
where vi  Nð0;RiÞ denotes the measurement noise, Ri the
covariance of the measurement noise for the ith sensor; N is
the number of the sensors; Hi is the measurement model
matrix. We also assume that ðF;HÞ is detectable,30 where
H ¼ ½H1;H2; . . . ;HNT and R ¼ diagðR1;R2; . . . ;RNÞ. In addi-
tion to the stochastic measurement noise vi, we further con-
sider that the obtained measurement consists of an unknown
but bounded error eiðkÞ, namely
z^iðkÞ ¼ HixðkÞ þ viðkÞ þ eiðkÞ ¼ ziðkÞ þ eiðkÞ ð4Þ
where the uncertainty of eiðkÞ is confined to an ellipsoidal set
as
eiðkÞ 2 eð0;SeiðkÞÞ ð5Þ
With respect to the fact that the uniqueness of the measure-
ment z^i cannot be maintained due to the uncertainty of eiðkÞ,
the set-membership31 measurement Z i will be used as a
replacement:
Z iðkÞ ¼ fz^iðkÞ  eiðkÞjeiðkÞ 2 eð0;SeiðkÞÞg ¼ eðz^iðkÞ;SeiðkÞÞ ð6Þ
To cope with the set-membership uncertainty of Z i, one
feasible manner is to model the uncertainty by a set of Gaus-
sian densities, which gives rise to the set-membership Kalman
filter32 and set-membership information filter.27 We know that
the standard information filter embodies an algebraic reformu-
lation of the Kalman filter, which provides an easier update
phase for the distributed estimation architecture by estimating
the information about the state rather than the state itself.33
More exactly, the information state
y ¼ P1x^ ð7Þ
where P is estimation covariance matrix and x^ the estimation
mean; and the information matrix
Y ¼ P1 ð8Þ
are the quantities to be calculated at the prediction and update
steps. In the presence of additional set-membership uncertain-
ties, an ellipsoidal set eðx^;Sx^Þ of estimation means has to be
processed in its information form, which is obtained by an
affine transformation34:
Y ¼ P1eðx^;Sx^Þ ¼ e P1x^;P1Sx^ðP1ÞT
 
¼ eðy;SYÞ ð9Þ
1328 K. Lu et al.and thus an ellipsoidal set including all possible information
states is produced.
For conventional information filter, the measurement of the
estimation accuracy of the state is fully represented as the
information matrix Y, while for set-membership information
filter, simultaneous consideration of stochastic and set-
membership estimation uncertainty should be introduced,26
where the confidence in stochastic uncertainty is still quantified
as Y, and the confidence in set-membership uncertainty is
quantified as the trace of SY .
The information matrix Y converges to one unique solution
to a Riccati equation35 as time iterates, provided that ðF;QÞ is
stabilizable and ðF;HÞ is detectable. However, the asymptotic
behavior of the confidence in the set-membership uncertainty,
i.e., trðSYÞ, has not been investigated theoretically yet. Besides,
since the Minkowski sum of ellipsoidal sets is difficult to calcu-
late analytically,24 the exact set of estimation means can only
be approximated with an outer ellipsoidal set Y^. In this regard,
the boundedness property of trðSY^ Þ is of importance as well
since the exact set is contained in the outer approximation set.
Based on the presented notations, we are now ready to
introduce the problems to be solved in this work:
(1) Investigate the asymptotic boundedness of the trace of
the set Y^.
(2) Explore the equivalence between the parallel and
sequential set-membership information filters.
(3) Apply the set-membership information filter to the problem
of event-triggered cooperative target tracking in WSNs.
3. Asymptotic boundedness of outer ellipsoidal set
In this section, we analyze the boundedness of the outer ellip-
soidal approximation set Y^. Here we define that an ellipsoidal
set X ¼ eðc;SÞ is bounded if trðSÞ is bounded. The set-
membership information filter is conceptualized as two distinct
phases: ‘‘Prediction” and ‘‘Update”. The prediction phase pro-
duces a set of priori estimates of the state with the following
linear transformation:
Yðkjk 1Þ ¼ LðkÞFTY^ðk 1jk 1Þ ð10Þ
where
LðkÞ ¼ I CðkÞ
CðkÞ ¼MðkÞðMðkÞ þQ1Þ1
MðkÞ ¼ FTYðk 1jk 1ÞF1
8><
>: ð11Þ
In the update phase, the priori set with the information
form is updated with the set-membership measurements by
the operation of Minkowski sum27 as
YðkjkÞ ¼ Yðkjk 1Þ  I 1ðkÞ  I 2ðkÞ      INðkÞ
¼ Yðkjk 1Þ 
XN
i¼1
I iðkÞ ð12Þ
where
I iðkÞ ¼ HTi R1i Z iðkÞ ¼ HTi R1i eðz^iðkÞ;SeiðkÞÞ
¼ e HTi R1i z^iðkÞ;HTi R1i SeiðkÞRTi Hi
 
¼ e HTi R1i z^iðkÞ;SI iðkÞ
  ð13ÞAs for the calculation of information matrix, it follows that
of the standard information filter:
Yðkjk 1Þ ¼ LðkÞMðkÞLTðkÞ þ CðkÞQ1CTðkÞ
YðkjkÞ ¼ Yðkjk 1Þ þ
XN
i¼1
EiðkÞ
8><
>: ð14Þ
where
EiðkÞ ¼ HTi R1i Hi ð15Þ
From Eqs. (14) and (15), it can be inferred that the set of
estimation means shares the same covariance, since the estima-
tion error covariance is independent of Z i in the set-
membership information filtering framework.
Due to the fact that the Minkowski sum of ellipsoids in Eq.
(12) does not yield an ellipsoid, an outer ellipsoidal approxima-
tion is calculated according to the following result34:XN
i¼1
eðci;SiÞ# eðc;SÞ ð16Þ
with
c ¼
XN
i¼1
ci
S ¼
XN
i¼1
pi
 !

XN
i¼1
p1i Si
 !
8>><
>>:
ð17Þ
for each set of pi > 0 ði ¼ 1; 2; . . . ;NÞ. Consequently YðkjkÞ in
Eq. (12) can be externally approximated as
YðkjkÞ ¼ Yðkjk 1Þ 
XN
i¼1
I iðkÞ# Y^ðkjkÞ ð18Þ
Now we are in the position to introduce the result on the
asymptotic boundedness property of the outer ellipsoidal
approximation set Y^.
Theorem 1. Assume that ðF;QÞ is stabilizable and ðF;HÞ is
detectable. Let L ¼ lim
k!1
LðkÞ and A ¼ LFT. If 0 6 ðAÞT A < I,
then the set Y^ is asymptotically bounded for all measurement
sets Zi with bounded sizes trðSeiðkÞÞ.
Appendix A shows the proof of Theorem 1. In the follow-
ing, we present an example to show the boundedness of the
outer ellipsoidal set.
Example 1. We consider a system in Eq. (2) with
F ¼ 0:9 0:1
0:1 0:8
 
and Q ¼ 0:333 0:5
0:5 0:1
 
measured by four
sensors described in Eq. (4) with Hi ¼ ½1; 0 for i ¼ 1; 2; 3; 4,
R1 ¼ 1, R2 ¼ 2, R3 ¼ 3, R4 ¼ 4 and Se1 ¼ 2, Se2 ¼ 3, Se3 ¼ 6,
Se4 ¼ 7, where ðF;QÞ is stabilizable and ðF;HÞ is detectable. It
can be further proved that 0 6 ðAÞT A < I which implies that
the boundedness of trðSyÞ is guaranteed according to Theo-
rem 1. The center of the set of the estimation errors and its
bounds are shown in Fig. 1 for the first and second states
respectively. It is observed that the bounds converge over time.
4. Equivalence between parallel and sequential set-membership
information filters
In this section, the purpose is to examine the equivalence
between two versions of set-membership information filter
Fig. 2 Parallel set-membership information filter.
Fig. 3 Sequential set-membership information filter.
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difference between them lies in the manner in which they pro-
cess the set-membership measurements at the update step. The
first filter which has been introduced in Eq. (12) processes all
the set-membership measurements in parallel, while the second
filter updates the set-membership measurements in a recursive
manner, which offers the benefit that the matrix SY^ðkjkÞ in Eq.
(A6) does not need to be computed at once, but can be com-
puted sensor by sensor.
To aid the analysis, we first suppose that the parallel rule is
as follows:
Yðkjk 1Þ 
Xn
i¼1
I iðkÞ# Y^p1;2;...;nðkjkÞ
, e y^p1;2;...;nðkjkÞ;SY^p
1;2;...;n
ðkjkÞ
 
ð19Þ
which indicates that the state estimate at time step k has been
updated by the parallel measurements from sensors 1; 2; . . . ; n
ð1 6 n 6 NÞ, namely
y^p1;2;...;nðkjkÞ ¼ yðkjk 1Þ þ
Xn
i¼1
HTi R
1
i z^iðkÞ ð20Þ
SY^p
1;2;...;n
ðkjkÞ ¼ ppðkÞ þ
Xn
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
Xn
i¼1
p1i ðkÞSI iðkÞ
 !
ð21ÞFig. 1 Center of set of estimation errors and bounds for the first
and second states in set-membership information filter.where pp and pi are given in Eq. (A16). In the following, we
present the result of the equivalence analysis.
Theorem 2. Let
Y^s1;2;...;n1ðkjkÞ  I nðkÞ# Y^s1;2;...;nðkjkÞ ð22Þ
where
Y^s1;2;...;n1ðkjkÞ , e y^s1;2;...;n1ðkjkÞ;SY^s
1;2;...;n1ðkjkÞ
 
ð23Þ
Y^s1;2;...;nðkjkÞ , e y^s1;2;...;nðkjkÞ;SY^s
1;2;...;n
ðkjkÞ
 
ð24Þ
According to Eqs. (16) and (17), we have
y^s1;2;...;nðkjkÞ ¼ y^s1;2;...;n1ðkjkÞ þHTnR1n z^nðkÞ ð25Þ
SY^s
1;2;...;n
ðkjkÞ ¼ p1;2;...;n1ðkÞ þ pnðkÞ
 
 p11;2;...;n1ðkÞSY^s
1;2;...;n1ðkjkÞ þ p
1
n ðkÞSInðkÞ
 
ð26Þ
Then the following equations hold:
y^s1;2;...;nðkjkÞ ¼ y^p1;2;...;nðkjkÞ ¼ yðkjk 1Þ þ
Xn
i¼1
HTi R
1
i z^iðkÞ ð27Þ
and
SY^s
1;2;...;n
ðkjkÞ ¼ SY^p
1;2;...;n
ðkjkÞ ¼ ppðkÞ þ
Xn
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
Xn
i¼1
p1i ðkÞSI iðkÞ
 !
ð28Þ
1330 K. Lu et al.Appendix B shows the proof of Theorem 2.5. Application to event-triggered cooperative target tracking in
wireless sensor networks
In this section, we present how the results introduced above
can be applied to the problem of event-triggered cooperative
target tracking in WSNs. We consider a scenario with one tar-
get, ten sensors and a remote FC. A 1D constant velocity
model for the target is given as
xðkÞ
_xðkÞ
 
¼ 1 dT
0 1
 
xðk 1Þ
_xðk 1Þ
 
þ wðkÞ ð29Þ
where x is the target position; dT ¼ 1 s is the step size of the
discretization; and w is the Gaussian white noise with
Qc ¼ diagð1; 1Þ. We assume that the sensors are able to obtain
the 1D position measurements of the target with a sampling
interval of 1 s and the variances of the measurement noise
are the same as R1 ¼ R2 ¼    ¼ RN ¼ R ¼ 1 m2. Further-
more, at each time step, the sensor may or may not send its
current measurement to the FC according to a decision vari-
able diðkÞ that is determined by the SOD16 triggering condition
with the following form:
diðkÞ ¼
0 ziðkÞ  ziðkpreviousÞ
 2 6 Se
1 ziðkÞ  ziðkpreviousÞ
 2
> Se
(
ð30Þ
where Se represents the triggering threshold. In this manner,
while diðkÞ ¼ 1, the ith sensor forwards its current measure-
ment ziðkÞ to the FC, otherwise the FC formulates a set-
membership pseudo measurement23 for the ith sensor as
ZiðkÞ ¼ e z^iðkÞ;Seð Þ ¼ e ziðkpreviousÞ;Se
  ð31Þ
As a result, the information transmission from the sensors
to the FC becomes event-based, namely the communication
is triggered only if the discrepancy between the current mea-
surement and the one last sent exceeds a tolerable pre-
defined threshold, and thus the communication cost reduces
significantly.
In the following, we use the classical information filter with
intermittent observations (IF-IO) as a benchmark to evaluate
the performance of the proposed cooperative tracking strategy
based on set-membership information filter (IF-SM). We first
compare the communication cost between IF-IO and the pro-
posed IF-SM in terms of the communication rate. After that,Table 1 Comparison of communication rates
between IF-SM and IF-IO.
Se CSM;i CIO;i
0.1 0.980 0.978
0.5 0.910 0.909
1.0 0.870 0.873
1.5 0.848 0.850
2.0 0.825 0.821
2.5 0.795 0.796
3.0 0.777 0.776
3.5 0.765 0.766
4.0 0.750 0.749
4.5 0.729 0.731
5.0 0.716 0.715we compare the estimation accuracy in terms of the mean
squared error (MSE).
Table 1 shows the comparison of communication rate
between the two estimators, where CSM;i and CIO;i represent
the communication rates for IF-SM and IF-IO respectively. In
the following, we examine the mean difference between the com-
munication rates of IF-SM and IF-IO by Student’s t-test.
Let Di ¼ CSM;i  CIO;i for i ¼ 1; 2; . . . ; n where n ¼ 11 in this
case. We further assume that Di  Nða; rÞ where a and r are
both unknown, and set up the hypothesis as follows:Fig. 4 Comparison of MSE in position between IF-SM and IF-
IO with Se ¼ 1; 2; 3 m2.
Fig. 5 Comparison of MSE in position between IF-SM and IF-
IO with Se ¼ 4; 5 m2.
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In this regard, the standard deviation S for the sample
Di ði ¼ 1; 2; . . . ; nÞ is calculated as
S ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðDi  DÞ2
n 1
s
ð33Þ
where D is the sample mean, and the value of the one sample t-
test is calculated as
T ¼
ﬃﬃﬃ
n
p ðD a0Þ
S
¼ 0:1456 ð34Þ
Thus the hypothesis is accepted since T < tn1 a2
  ¼ 1:812
where a ¼ 0:1 and tn1 a2
 
is the table value. As a result, the
communication rates of IF-SM and IF-IO are close to each
other as they apply the same event-triggered strategy SOD.
Besides, it can be observed that increasing the triggering
threshold Se leads to the decrease of communication rate.
In the following, we compare the estimation accuracy in
terms of the MSE. For the set-membership estimator, it is hard
to distinguish which point of the set corresponds to the mini-
mum estimation error at each step, since the actual state is
always unknown. As a result, the center of the set of the esti-
mation means is empirically regarded as an alternative point-
valued estimation.23,25,32 The results are obtained from a
1000-run Monte Carlo simulation.Fig. 4 plots the MSE in position for IF-SM and IF-IO
respectively, in which the performance of IF-SM is character-
ized by the center of the set of estimation means. It is observed
that when the triggering threshold is relatively low
ðSe ¼ 1; 2 m2Þ, the tracking accuracy, namely the MSEs, of
IF-SM and IF-IO is close to each other, since both of them
operate in a high-rate communication environment. However,
when the communication rate further decreases ðSe P 3 m2),
the impact of loss of track becomes more apparent, and in this
case, all sensors might be simultaneously triggered off at a
number of consecutive time steps. When such a condition hap-
pens, the MSE of IF-IO becomes higher than that of IF-SM
for the reason that IF-IO is not available to correct the prior
state estimation without new measurement. As a result, the dis-
crepancy of MSE between IF-SM and IF-IO becomes larger
with the increment of the triggering threshold Se. For example,
when Se ¼ 3 m2, the MSE of IF-IO is only slightly larger than
that of IF-SM (Fig. 4(c)). When Se ¼ 4; 5 m2, the discrepancy
of MSE between IF-IO and IF-SM keeps increasing (Fig. 5).
The results demonstrate that the proposed event-triggered
tracking strategy with IF-SM is robust against the change of
triggering threshold.
6. Conclusions
This paper considers the problem of event-triggered coopera-
tive target tracking in wireless sensor networks based on set-
membership information filtering, where each sensor decides
whether to send its current measurement or not according to
the Send-on-Delta triggering mechanism. The major contribu-
tion of this paper lies in the study of some fundamental prop-
erties of the set-membership information filter, where we prove
a sufficient condition for the asymptotic boundedness of the
outer ellipsoidal approximation set of the estimation means.
We also illustrate the equivalence between the parallel and
sequential implementations of the set-membership information
filter. Finally, we apply the set-membership information filter
to a cooperative target tracking scenario. The simulation has
proved the performance of the proposed method in the sense
that it is robust against the change of triggering threshold.
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Appendix A
Proof of Theorem 1. Let
Yðkjk 1Þ , eðyðkjk 1Þ;SYðkjk1ÞÞ ðA1Þ
Substitute Eqs. (13) and (A1) into Eq. (12), and we have
YðkjkÞ ¼ eðyðkjk 1Þ;SYðkjk1ÞÞ

XN
i¼1
e HTi R
1
i z^iðkÞ;SI iðkÞ
  ðA2Þ
1332 K. Lu et al.We assume that
YðkjkÞ# Y^ðkjkÞ ðA3Þ
where
Y^ðkjkÞ , e y^ kjkð Þ;SY^ðkjkÞ
 
ðA4Þ
Then according to Eqs. (16)–(18), we have
y^ðkjkÞ ¼ yðkjk 1Þ þ
XN
i¼1
HTi R
1
i z^iðkÞ ðA5Þ
SY^ðkjkÞ ¼ ppðkÞ þ
XN
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
XN
i¼1
p1i ðkÞSI iðkÞ
 !
ðA6Þ
where Eq. (A6) holds for pp > 0 and pi > 0.
Since
Yðkþ 1jkÞ ¼ Lðkþ 1ÞFTY^ðkjkÞ ðA7Þ
we further assume that
Yðkþ 1jkÞ , eðyðkþ 1jkÞ;SYðkþ1jkÞÞ ðA8Þ
and thus
yðkþ 1jkÞ ¼ Lðkþ 1ÞFTy^ðkjkÞ ðA9Þ
SYðkþ1jkÞ ¼ Lðkþ 1ÞFTSY^ðkjkÞF1ðLðkþ 1ÞÞT ðA10Þ
Substitute Eq. (A6) into Eq. (A10), and then we have
SYðkþ1jkÞ ¼ Lðkþ 1ÞFT  ppðkÞ þ
XN
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
XN
i¼1
p1i ðkÞSI iðkÞ
 !
 F1ðLðkþ 1ÞÞT ðA11Þ
As a result, the objective is to investigate the boundedness
of trðSYðkþ1jkÞÞ. If ðF;QÞ is stabilizable and ðF;HÞ is detectable,
then Pðkjk 1Þ converges towards the steady covariance Pprior
as the solution to a Riccati equation36 is as follows:
Pprior ¼ FPpriorFT  FPpriorHT HPpriorHT
 þRÞ1HPpriorFT þQ
ðA12Þ
For steady state, we have
S ¼ HPpriorHT þ R
K ¼ PpriorHTS1
Pposterior ¼ ðI KHÞPprior
Y ¼ P1posterior
M ¼ FT YF1
C ¼ Mð MþQ1Þ1
L ¼ I C
8>>>>>><
>>>>>>:
ðA13Þ
Therefore Eq. (A11) can be rewritten asSYðkþ1jkÞ ¼ LFT ppðkÞ þ
XN
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
XN
i¼1
p1i ðkÞSI iðkÞ
 !
 F1LT
¼ ppðkÞ þ
XN
i¼1
piðkÞ
 !
p1p ðkÞLFTSYðkjk1Þ
 F1LT þ ppðkÞ þ
XN
i¼1
piðkÞ
 !

XN
i¼1
p1i ðkÞLFTSI iðkÞF1LT ðA14Þ
Take trace on both sides of Eq. (A14),
tr SYðkþ1jkÞ
  ¼ ppðkÞ þXN
i¼1
piðkÞ
 !
p1p ðkÞ
 tr LFTSYðkjk1ÞF1LT
 
þ ppðkÞ þ
XN
i¼1
piðkÞ
 !

XN
i¼1
p1i ðkÞtr LFTSI iðkÞF1LT
  ðA15Þ
and let
ppðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
trðLFTSYðkjk1ÞF1LTÞ
q
piðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr LFTSI iðkÞF
1LT
 q
8><
>: ðA16Þ
and then Eq. (A15) can be rewritten as
tr SYðkþ1jkÞ
  ¼ ppðkÞ þXN
i¼1
piðkÞ
 !
ppðkÞ
þ ppðkÞ þ
XN
i¼1
piðkÞ
 !XN
i¼1
piðkÞ
¼ ppðkÞ þ
XN
i¼1
piðkÞ
 !2
ðA17Þ
Hence,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr SYðkþ1jkÞ
 q ¼ ppðkÞ þXN
i¼1
piðkÞ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr LFTSYðkjk1ÞF
1LT
 q
þ
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr LFTSI iðkÞF
1LT
 q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr ASYðkjk1Þ AT
 q
þ
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr ASI iðkÞ AT
 q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr SYðkjk1Þ AT A
 q
þ
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr ASI iðkÞ AT
 q ðA18Þ
Event-triggered cooperative target tracking in wireless sensor networks 1333From Ref.37, it can be derived that if SYðkjk1Þ P 0 and
0 6 ðAÞT A < I, then tr SYðkjk1ÞðAÞT A
 
6 kmaxtrðSYðkjk1ÞÞ
where kmax is the largest eigenvalue of ðAÞT A and
0 6 kmax 6 1. As a result, Eq. (A18) can be rewritten as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr SYðkþ1jkÞ
 q
6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kmax
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr SYðkjk1Þ
 q
þ
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr AHTi R
1
i SeiðkÞR
T
i Hi
AT
 q ðA19Þ
which indicates that the set Y^ is asymptotically bounded if all
measurement sets Z i are with bounded sizes trðSeiðkÞÞ. At the
same time, the size of the set Y is also bounded since Y^ pro-
vides an outer approximation of Y. hAppendix B
Proof of Theorem 2. For n ¼ 1, we have
y^s1ðkjkÞ ¼ y^ðkjk 1Þ þHT1R11 z^1ðkÞ ðB1Þ
Then according to Eq. (25), we can derive that
y^s1;2;...;nðkjkÞ ¼ y^ðkjk 1Þ þ
Xn
i¼1
HTi R
1
i z^iðkÞ ðB2Þ
Therefore Eq. (27) holds.
According to Eq. (A16), the parameters in Eq. (26) should
be given as
p1;2;...;n1ðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr LðkÞFTSY^s
1;2;...;n1ðkjkÞF
1LTðkÞ
 r
ðB3Þ
pnðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tr LðkÞFTSInðkÞF1LTðkÞ
 q ðB4Þ
We have
SY^s
1;2;...;n1ðkjkÞ ¼ SY^p1;2;...;n1ðkjkÞ
¼ ppðkÞ þ
Xn1
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
Xn1
i¼1
p1i ðkÞSI iðkÞ
 !
ðB5Þ
Substitute Eq. (B5) into Eq. (B3), and then we have
p1;2;...;n1ðkÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ppðkÞ þ
Xn1
i¼1
piðkÞ
 !vuut

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p1p ðkÞp2pðkÞ þ
Xn1
i¼1
p1i ðkÞp2i ðkÞ
vuut
¼ ppðkÞ þ
Xn1
i¼1
piðkÞ ðB6Þ
We further substitute Eqs. (B5) and (B6) into Eq. (26), and
then we haveSY^s
1;2...;n
ðkjkÞ ¼ p1;2;...;n1ðkÞ þ pnðkÞ
 
 p11;2;...;n1ðkÞSY^s
1;2;...;n1ðkjkÞ þ p
1
n ðkÞSInðkÞ
 
¼ ppðkÞ þ
Xn
i¼1
piðkÞ
 !
 p1p ðkÞSYðkjk1Þ þ
Xn
i¼1
p1i ðkÞSI iðkÞ
 !
¼ SY^p
1;2;...;n
ðkjkÞ ðB7Þ
Therefore Eq. (28) holds and the proof is completed. hReferences
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