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ABSTRACT 
This paper addresses correlations between multiple components in structure-specific 
seismic loss estimation.  To date, the consideration of such correlations has been limited by 
methodological tractability; increased computational demand; and a paucity of data for their 
computation.  The effect of component correlations, which arise in various forms, is however 
a significant factor affecting the results of structure-specific seismic loss estimation and 
therefore it is prudent that adequate consideration is given to their effect.  This paper provides 
details of a tractable and computationally efficient seismic loss estimation methodology in 
which correlations can be considered.  Methods to determine the necessary correlations are 
discussed, particularly those that can be used in the absence of sufficient empirical data, for 
which values are suggested based on judgement.  The effects of various assumptions 
regarding correlations are illustrated via application to a case-study office structure.  It is 
observed that certain correlation assumptions can lead to errors in excess of 50% in the 
lognormal standard deviation in the loss given intensity and loss hazard relationships, while 
full consideration of partial correlations is 50-times more computationally expensive than 
other assumptions. 
KEYWORDS 
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INTRODUCTION 
Structure-specific seismic loss estimation, in line with the performance-based 
earthquake engineering (PBEE) framework, involves detailed consideration and computation 
of losses in a structure due to seismic risk.  Uncertainties are explicitly accounted for by 
treating variables, such as seismic hazard and structural response, probabilistically and 
integrating over their range of possible values when computing decision variables useful in 
decision making.  Accurate seismic loss estimation requires not only consideration of the 
uncertainties in the individual components which comprise the structure, but also the 
correlations between the different components. 
Seismic loss estimation methodologies which allow consideration of correlations and 
the effect of such correlations have received little attention in literature due to, in the author’s 
opinion, several reasons: (i) inevitably their consideration significantly increases the 
complexity of the algorithms required to perform the loss estimation; (ii) the complicated 
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algorithms significantly increase the computational demand to perform the loss estimation; 
(iii) there is likely a lack of appreciation for the influence of correlations in the results of the 
loss estimation.   
In the seismic loss estimation framework discussed herein, there are three different 
correlations which exist between components; these are: (i) correlation between engineering 
demand parameters (EDP’s) for a given intensity measure (IM); (ii) correlation between 
damage states (DS) given EDP’s; and (iii) correlation between component loss (L) given 
DS’s.  Recent efforts utilizing the Pacific Earthquake Engineering Research (PEER) centre 
framework, such as Goulet et al. [1] and Mitrani-Reiser [2] have considered only expected 
losses, and therefore neglected correlations (which, for their framework equations, only 
affects the variance in the loss).  Aslani [3], Porter and Kiremidjian [4], Iervolino et al. [5], 
and the ATC-58 guidelines being developed [6] consider correlations explicitly in the EDP|IM 
relation from the results of seismic response analysis, but Porter and Kiremidjian [4], and 
ATC-58 [6] do not consider correlations in the DS|EDP and L|DS relationships, while 
Iervolino et al. [5] consider only expected losses and therefore these correlations also do not 
arise.  Aslani [3] and Lee and Kiremidjian [7] consider correlations in the discrete damage 
state variable using a cumbersome optimisation algorithm, while Baker [8] has recently 
commented on the use of a more flexible alternative approach.  Aslani [3] also considered 
correlations in the L|DS relationship using correlation data from the construction sector.  
Aslani [3] and Baker and Cornell [9] both use the first-order second-moment (FOSM) 
approximation when computing the covariance terms in the total loss because of the perceived 
computational demand of direct numerical integration.  The FOSM approximation has been 
shown to be of limited accuracy in computing such covariance terms compared to direct 
evaluation via numerical integration [10].  As far as the author is aware only Aslani [3] has 
briefly investigated the effect of correlation assumptions on the standard deviation in the total 
loss given intensity. 
The intention of this paper is four-fold.  Firstly, the necessary details of a tractable and 
computationally efficient framework which can account for such correlations are presented.  
Secondly, significant discussion is given to the determination of the required correlation 
coefficients, both those which can be computed directly from empirical data, and methods 
which can be used in the absence of sufficient data.  Thirdly, the interaction of correlations 
and epistemic uncertainties in loss estimation is discussed.  Finally, the effects of various 
assumptions regarding the treatment of correlations are illustrated via an application to a 
typical office structure.   
SEISMIC LOSS ESTIMATION METHODOLOGY CONSIDERING 
COMPONENT CORRELATIONS 
General methodological details 
This section presents the mathematical details of a seismic loss estimation method 
which explicitly accounts for correlations.  The basis of the methodology is the PEER 
performance-based earthquake engineering (PBEE) framework [11] which has been employed 
by several other researchers [e.g. 1, 3, 9].  Below the various aspects of this framework which 
are effected by correlations are discussed. 
The total loss incurred in a structure when subjected to a ground motion of a specified 
intensity measure (IM) is conditioned on the mutually exclusive and collectively exhaustive 
events of collapse and non-collapse.  From the total expectation theorem [12], the mean, 
IMLT
 , and variance, 2 IMLT , of the total loss given IM are given by [e.g. 3]: 
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where  imNCIMLT , ,  imNCIMLT2 , , CLT , and 2 CLT  are the mean and variance in the loss 
given no collapse and collapse, respectively; and  imP IMC  is the probability of collapse 
given IM = im.  Given collapse occurs it is assumed that the mean and variance in the total 
loss are independent of IM (i.e. CIMLT , = CLT ). 
In the case of no collapse, the total loss is comprised of the sum of the loss to individual 
components at spatially different locations throughout the structure, with mean, NCIMLT , , and 
variance, 2 ,NCIMLT , given by: 
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where  imNCIMLi ,  and  imNCIMLi2 ,  are the mean and variance, respectively, in the loss to 
component i given IM = im;  imNCIMLL ji ,,  is the covariance in the loss between components 
i and j given IM = im; and NC is the number of different components in the structure. 
In the case of collapse, the total loss is given as the sum of the cost to replace all of the 
components in the structure (whether they are damaged or not), and also additional costs to 
account for re-design and demolition [3], making it potentially significantly different from its 
current market value [13].  The mean, CLT , and variance, 2 CLT  in the total loss given 
collapse are given by: 
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where 
iCCI
  and 2
iCCI
  are the mean and variance in the cost of construction cost item (CCI) i; 
NCCI is the number of construction cost items involved in the construction of the structure; 
ji CCICCI ,
  is the correlation between the cost of construction cost items i and j; and RDDC  is 
additional costs due to redesign and demolition as a proportion of the total cost.  Note the 
mean and variance in the loss to repair or replace each component should obviously account 
for contractor overhead, inflation and location [14]. 
Equations (1)-(6) reveal that given the above assumptions, correlations between 
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component losses (which appear in Equations (4) and (6)) only affect the variance in the total 
loss, and therefore do not need to be considered when computing only the expected value of 
the loss [e.g. 1, 2].  As will be shown however, the magnitude of the variance in the total loss 
is such that, in the author’s opinion, it should always be considered when making earthquake 
risk decisions. 
To rationally determine the correlation coefficient in the total loss given no collapse, it 
is necessary to further examine the covariance in the loss between components i and j, 
NCIMLL ji ,,
 .  Using the general relationship between covariance and expectations [e.g. 12], 
NCIMLL ji ,,
  can be expressed as (where the conditioning on no collapse, NC, has been dropped 
where obvious for brevity): 
       imimimim IMLIMLIMLLNCIMLL jijiji  ,,  (7)
where  imIMLL ji  is the expected value of the product LiLj given IM = im; and  imIMLi  
and  imIML j  are the expected losses of components i and j given IM = im, respectively.  
IMLi
 , and similarly IMLj , are computed by: 
      iiIMEDPiEDPLIML dEDPimedpfedpim iiii    (8)
where EDPi is the engineering demand parameter that component i is subjected to;  edp
ii EDPL
  is the expected loss to component i given EDPi = edpi; and  imedpf iIMEDPi  is 
the probability density function (pdf) of EDPi given IM = im.  Equation (8) is an application 
of the total probability theorem [e.g. 12] and makes the conditional independence assumption 
that conditioned on EDPi the mean (and generally the distribution) of Li is independent of IM. 
Using the same assumptions in Equation (8), the first term on the right-hand side of 
Equation (7), IMLL ji , is given by: 
      jijiIMEDPEDPjiEDPEDPLLIMLL dEDPdEDPimedpedpfedpedpim jijijiji ,, ,,  (9)
where  jiEDPEDPLL edpedpjiji ,,  is the expected value of the product LiLj given EDPi = edpi 
and EDPj = edpj; and  imedpedpf jiIMEDPEDP ji ,,  is the bi-variate pdf of EDPi and EDPj given 
IM = im. 
The expected loss in component i given EDPi = edpi, 
ii EDPL
  can be determined via the 
use of discrete damage states (DS’s) as: 
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where  kDSL dski  is the expected loss in component i given DSk = dsk;  ikEDPDS edpdsP ik  is 
the probability of DSk = dsk given EDPi = edpi; and iDSN ,  is the number of damage states for 
component i.  Again, in Equation (10) the total probability theorem is used as well as the 
conditional independence assumption (i.e. that given DSk, Li is independent of EDPi).  Details 
on loss and fragility functions which are needed to determine 
ki DSL
  and 
ik EDPDS
P  can be 
found in, for example, Mitrani-Reiser [2] and Porter et al. [15]. 
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Similar to Equation (10), 
jiji EDPEDPLL ,
  can be computed by: 
     
      
 jilkEDPEDPDSDS
N
k
N
l
lkDSDSLLlDSLkDSL
N
k
N
l
jilkEDPEDPDSDSlkDSDSLLjiEDPEDPLL
edpedpdsdsP
xdsdsdsds
edpedpdsdsPdsdsedpedp
jilk
iDS jDS
lkjiljki
iDS jDS
jilklkjijiji
,,
,
,,,,
,,
1 1
,,
1 1
,,,,
, ,
, ,
 
 
 
 




 (11)
where  jilkEDPEDPDSDS edpedpdsdsP jilk ,,,,  is the (joint) probability of DSk = dsk and DSl = dsl in 
components i and j given EDPi = edpi and EDPj = edpj, respectively; and  lkDSDSLL dsdslkji ,,,  
is the covariance in the loss in components i and j given DSk = dsk and DSl = dsl.  The term in 
parentheses on the second line of Equation (11) is obtained from the first using an equivalent 
form of Equation (7). 
Equations (1)-(11) completely define those aspects of the seismic loss estimation 
methodology used here which involve correlations.  Other equations which comprise the 
methodology not involving correlations can be found in Bradley et al. [16].  From Equations 
(1)-(11), it can be observed that the effects of correlations affect four different terms, namely: 
IMEDPEDP ji
f ,  (Equation (9)), jilk EDPEDPDSDSP ,,  (Equation (11)), lkji DSDSLL ,,  (Equation (11)), and 
ji CCICCI ,
  (Equation (6)).  These four terms are dependent on the correlations in the EDP|IM, 
DS|EDP and L|DS relationships. 
Note that under the adopted framework only a scalar ground motion intensity measure, 
IM, is considered.  Should a vector intensity measure be considered [17], then correlations 
between the individual IM terms should also be accounted for. 
Correlations in the EDP|IM relationship 
The previous section illustrated that the effect of correlations in the EDP|IM relationship 
appears in the joint-distribution, IMEDPEDP jif , .  As the marginal lnEDP|IM distribution, 
IMEDPi
f ln , is typically assumed to have a normal distribution [18], (i.e. IMEDPif  has a 
lognormal distribution) then it is (reasonably) assumed that the joint distribution, 
IMEDPEDP ji
f ln,ln , is well represented by a bi-variate normal distribution (i.e. IMEDPEDP jif ,  has a 
bi-variate lognormal distribution).  Thus IMEDPEDP jif ln,ln  is given by: 
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where X = lnEDPi|IM; Y = lnEDPj|IM; X = IMEDPiln  and X = IMEDPiln  are the mean and 
standard deviation of the lnEDPi|IM relation; and YX , = IMEDPIMEDP ji ln,ln  is the correlation 
coefficient between lnEDPi|IM and lnEDPj|IM.   
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Correlations in DS|EDP relationship 
Correlations in the DS|EDP relationship appear in the joint probability 
jilk EDPEDPDSDS
P ,, .  
Determination of this joint probability is complicated by the fact that DS is a discrete variable.  
Aslani [3] and Lee and Kiremidjian [7] propose the use of an optimisation procedure to 
determine 
jilk EDPEDPDSDS
P ,,  for a given correlation.  Baker [8] notes that this optimisation 
approach is cumbersome and instead proposes that fragility functions (which define the 
DS|EDP relationship) be considered in terms of the (continuous) EDP which causes the 
(discrete) DS rather than the probability of DS given EDP.  Baker [8] then illustrates how 
Monte Carlo simulation can be used to determine 
jilk EDPEDPDSDS
P ,, .  Here the approach of 
considering the fragility function as a continuous function of capacity is taken, but solution 
via a tractable analytical approach is developed which is significantly more computationally 
efficient than simulation-based methods. 
Firstly, it is noted that for a single component the damage state k probability, 
ik EDPDS
P | , is 
given by the difference in the fragility functions defining the probability of exceeding DSk and 
DSk+1 [e.g. 19]: 
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where the fragility function, 
ik EDPDS
F | , is typically assumed to have a lognormal distribution 
[15].  Use of Equation (13) in the case of k = NDS can be handled simply by defining 
iDSN EDPDS
F |1  = 0.  The first line of Equation (13) is the conventional form by which the damage 
state probability is defined [e.g. 19], while the equivalent second line is introduced here to aid 
in the description of the following paragraph.  The second line of Equation (13) describes the 
probability of DSk given EDPi literally as the probability of DSk or greater (i.e. ik EDPDSF | ), less 
all the greater terms (those in the summation). 
Using the same logic for the single variable case as in the second line of Equation (13), 
it is trivial to show that the joint probability of DSk and DSl given EDPi and EDPj is given by:    
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Figure 1 illustrates schematically the implications of Equation (14) for a particular case 
in which k = 2, l = 2, NDS,i = 3, NDS,j = 4.  Note that in order to compute Equation (14), one 
must have computed all terms in the summation a priori.  The numbered square brackets in 
Figure 1 illustrate one possible sequence by which 
jilk EDPEDPDSDS
P ,, 22   can be determined.  For 
example, in step [1], Equation (14) becomes: 
jilkjilk EDPEDPDSDSEDPEDPDSDS
FP ,|,,|, 4343    (i.e. all the 
terms in the summation are zero).  In step [2], Equation (14) becomes: 
jilkjilkjilk EDPEDPDSDSEDPEDPDSDSEDPEDPDSDS
PFP ,|,,|,,|, 434242   , where the second term was 
previously evaluated in step [1].  Thus at each step only 
jilk EDPEDPDSDS
F ,|,  must be computed.  It 
is also important to note that for each component pair (i.e. each i,j pair), Equation (11) 
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requires 
jilk EDPEDPDSDS
P ,|,  for all k = 1-NDS.i and l = 1-NDS.j; thus the sequential process in 
Equation (14) does not result in any unnecessary computations. 
In the case of a single component, the damage state fragility function,    iikkikEDPDS edpEDPdsDSPedpdsF ik  , which can be interpreted as the probability of 
DSk ≥ dsk given EDPi =edpi is equivalent to  iki EDPCP , , the probability that the demand, 
EDPi is greater than the damage state k capacity of component i, kiC ,  [8].  As  ikEDPDS edpdsF ik  is typically defined by a lognormal distribution [15] then it follows that  iki EDPCP ,  also has a lognormal distribution, and  iki EDPCP lnln ,   a normal 
distribution.  If it is (reasonably) assumed that  jiDSDS edpedpF lk ln,ln,  is a cumulative bi-
variate normal distribution then it follows by definition that: 
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where 
ljki CC
f
,, ln,ln
 is a bi-variate normal distribution pdf (i.e. the same form as that given in 
Equation (12)) of the component capacities.  Thus, only the correlation coefficient, 
ljki CC ,, ,lnln
 , 
defining the correlation between the damage state k and l capacities of components i and j, 
respectively, is required in addition to the conventional fragility function data (which defines 
the marginal mean and variances).   
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Figure 1: Schematic illustration of the computation of damage state probabilities as defined in 
Equation (14) for the case of k = 2, l = 2, NDS,i = 3, NDS,j = 4. 
Equation (15) at first may appear to be computationally demanding because of the 
double integral.  However, because of the frequent use of the cumulative bi-variate normal 
distribution in probability theory, highly efficient numerical algorithms are available.  Such 
algorithms transform the double integral into a single integral and obtain the solution using a 
combination of analytical integration and as little as 4 Gauss quadrature points [20, 21].  Thus, 
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it can be appreciated that determination of 
jilk EDPEDPDSDS
P ,,  via Equations (14) and (15) is 
orders of magnitude more efficient than the optimization algorithm of Lee and Kiremidjian 
[7], or solution by Monte Carlo simulation as discussed by Baker [8].   
An additional benefit of the formulation given by Equations (14) and (15) over the 
optimization approach discussed in Lee and Kiremidjian [7], is that the damage state 
correlation, 
ljki CC ,, ,lnln
 , can potentially be a function of both component types and damage 
state numbers, while the optimization algorithm allows only a single correlation coefficient 
per component pair. 
Correlations in the L|DS relationship 
Correlations between the cost to repair damage to different components appear in the 
term 
ljkilkjilkji DSLDSLDSDSLLDSDSLL
 ,,,,   given in Equation (11), where lkji DSDSLL ,,  is the 
correlation in the loss to components i and j, due to damage states k and l, respectively.  
Correlations in the cost to replace (equivalent to ‘repairing’ a component in its failure damage 
state) individual components when collapse occurs is given by 
ji CCICCI ,
  in Equation (6). 
Neglected correlations 
The previous sections address correlations which appear in the structure-specific 
seismic loss estimation framework given by Equations (1)-(10).  There are however 
additional, potentially important, correlations which are not considered because of the 
assumptions made in the framework.  In particular, the conditional independence assumption, 
which allows the L|DS, DS|EDP, EDP|IM, and λIM relationships to be treated independently, 
and combined using the total probability theorem, means that correlations are only considered 
within, and not between, these relationships.  For example, uncertainty in the capacity of a 
component of the lateral load resisting system of a structure affects both the damageability of 
the component itself, but also the dynamic response of the entire structural system.  While this 
uncertainty can be separately considered for the EDP|IM and DS|EDP relationships (using a 
stochastic seismic response model and a component fragility curve, respectively), since they 
are characterised separately, the correlation between the EDP|IM and DS|EDP relationships 
due to the random capacity for this single component is not correctly accounted for in the 
strict sense.  This is one acknowledged drawback of the conditional independence assumption. 
CAUSES OF AND METHODS TO DETERMINE CORRELATIONS  
Correlation in the EDP|IM relationship 
Correlations between different EDP’s for a given IM (i.e. IMEDPIMEDP ji ln,ln ) occur due 
to the dynamic characteristics of the structure and ground motion which it is subjected to.  
This correlation structure is indeed complex, but can however be determined from the results 
of multiple time-history or modal pushover [e.g. 22] analyses which are ground-motion 
dependent.  Given a suite of Ngm ground motions scaled to a specific value of IM, seismic 
response analyses will yield an Nedp x Ngm matrix of seismic response, EDP (i.e. one column 
for each ground motion and one row for each EDPi value being monitored), the correlation 
coefficient for EDPi and EDPj can then be computed by: 
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where  kiEDP ki ,, EDP  is the value of ith EDP monitored due to ground motion k; iEDPln  
and 
iEDPln
  are the mean and standard deviation of lnEDPi over the Ngm different ground 
motions; and ki ,  is the so-called standardized residual of lnEDPi.   
The correlations of the Nedp different EDP values being monitored are defined by a 
Nedp x Nedp symmetric correlation matrix with 0.5 Nedp (Nedp - 1) unique correlation 
coefficients.  Figure 2 illustrates the lower-triangular portion of the correlation matrix based 
on the seismic response analyses of the 10 storey office building discussed in Bradley et al. 
[23, 24].  In Figure 2, EDP numbers 1-10 are the peak interstorey drift ratios on floors 1-10, 
and EDP numbers 11-21 are peak floor accelerations on the 1st – roof floors.  Although the 
correlation structure is clearly complex, three features can be observed.  Firstly, the lower 
triangular portion of the correlation matrix can be distinguished into three sections: 
correlations between two peak interstorey drift EDPs (i.e. EDPi and EDPj ≤ 10); correlations 
between two peak floor accelerations (i.e. EDPi and EDPj  ≥ 11) and correlations between a 
peak interstorey drift and peak floor acceleration (i.e. EDPi ≤ 10 and EDPj ≥ 11).  The 
magnitude of the correlations in each of these three sections can be put in descending order as: 
peak floor acceleration vs. peak floor acceleration; peak interstorey drift vs. peak interstorey 
drift; peak interstorey drift vs. peak floor acceleration.  Finally, within any of these three 
sections, as the value of ji EDPEDP   increases, there is a trend for the correlation to 
reduce.   
While the above three observations are insightful, if the correlation matrix can be 
obtained directly from the results of time-history analyses then such observations are only 
useful for validation with intuition.  Various simplified methods have however been proposed 
to determine the EDP|IM relationship for a structure which are ground motion independent 
[25].  Such ground-motion independent methods therefore do not enable the computation of 
EDP|IM correlations as given in Equation (16).  In the following paragraphs a simple EDP|IM 
correlation model is developed for multi-storey buildings based on the structural analysis 
results of Bradley et al. [23, 24] which can be used in conjunction with such ground motion 
independent simplified methods. 
Figure 3a and 3b illustrate the relationship between the correlation coefficient and the 
number of floors separation, nfs, (equivalent to ji EDPEDP  ) for peak interstorey drifts and 
peak floor accelerations, respectively.  In Figure 3a and 3b, each point is one correlation 
coefficient, and each dashed line is the arithmetic mean of the correlations for a specific IM 
level.  The 50 ground motions, 21 EDPs and 9 IM levels used in Bradley et al. [23, 24] gives a 
total of 405 (i.e. 0.5x10x(10 - 1)x9) and 495 correlation coefficients for the peak interstorey 
drifts and peak floor accelerations, respectively.  The similar trends observed in the 9 different 
arithmetic means in each plot suggests that their is not an overly significant variation in the 
correlation vs. nfs trend for ground motion intensities resulting in elastic response through to 
collapse [23, 24].  The solid lines provide simple piecewise linear fits to the data with 
equation inset in each figure.  Figure 3c illustrates the correlations coefficient values between 
a peak interstorey drift and peak floor acceleration, 
jia  , , as a function of nfs.  It can be seen 
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that the scatter for 
jia  ,  is notably larger than that for ji  ,  and ji aa ,  in Figures 3a and 3b, 
suggesting that the correlation coefficient, 
jia  , , is significantly dependent other variables in 
addition to nfs.  Despite the larger scatter in Figure 3c a simplified value of iia  ,  = 0.4 is 
suggested. 
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Figure 2: Typical correlation matrix of the EDP|IM relationship for the case study structure.  EDP1-
EDP10 are peak interstorey drift ratios on floors 1-10, and EDP11-EDP21 are peak floor accelerations on 
the 1st – roof floors. 
Clearly the above simplified relationships are tentative in the sense that only the seismic 
response analyses of a single capacity-designed structure have been used in their 
development.  That said, Baker and Cornell [26] also illustrate the drift vs. drift correlation as 
a function of floor separation for a seven storey structure, and the correlation vs. floor 
separation trend is remarkably similar to that presented here.  This highly simplified method 
which provides a partial correlation value with no detailed information required is likely to be 
at a consistent level of accuracy compared to the simplified seismic response analysis used, 
and is therefore a plausible model until further studies are conducted. 
Correlation in the DS|EDP relationship 
Correlation in the DS|EDP relationships of different components occurs due to the 
shared uncertainties in the EDP values at which the specific DS’s occur.  This uncertainty can 
be separated into shared uncertainty due to the EDP definition and the component capacity.   
While the conditional independence assumption is made in the loss assessment 
framework for simplicity and tractability (i.e. that given EDP the damage state probability is 
independent of IM), common EDP’s, such as peak interstorey drift and peak floor acceleration 
do not account for the frequency content and duration of the seismic excitation.  Thus, for 
example, a large magnitude earthquake (with a correspondingly long duration) is likely to lead 
to more damage throughout the structure than a small magnitude earthquake (with short 
duration) which causes the same (peak) demand vector, EDP = edp, but a different response 
history [27] (i.e. the EDP used is an insufficient [28] predictor of DS).   
Shared uncertainty in the capacity of the different components is present due to the 
dependence in the material properties which the components are comprised of, and the 
similarity in the installation techniques required. 
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Figure 3: Trends in the EDP|IM correlations as a function of the number of floors separation of the 
demand being measured: (a) correlations between peak interstorey drifts on different floors; (b) 
correlations between peak floor accelerations on different floors; and (c) correlations between peak 
interstorey drift and peak floor acceleration on the different floors. 
Unlike the correlations in the EDP|IM relationship, which, for a specific structure, can 
be obtained from the results of ground-motion dependent numerical simulations, there is a 
paucity of data for use in determining correlations between DS|EDP relations.  Lee and 
Kiremidjian [7] and Aslani [3] both discuss the consideration of DS|EDP correlations but do 
not present any means or data to determine the correlations.  Baker and Cornell [9] propose 
the use of the generalised equi-correlated model [e.g. 29] for determining the correlation in a 
‘collapsed’ L|EDP relationship.  Here the generalised equi-correlated model is developed for 
the DS|EDP relationship (and also the L|DS relationship in the next section).  Baker [8] notes 
that there are several methods by which correlations can be (in future) determined from 
observations.  It is suggested therefore that a generalised equi-correlated model is used to 
initially determine correlations, and as observational data becomes available in the future they 
can be used in a Bayesian framework to update specific correlation values. 
The generalised equi-correlated model adopted for the DS|EDP relationship is 
composed of five mutually independent variables.  These five variables have been chosen to 
account for the main contributing sources of uncertainty, and can be easily handled in the loss 
assessment computation (i.e. a more robust model would further break down some of these 
variables, but the input and computational requirements to compute the correlation would be 
 fsaa nji 08.01,84.0max,  fsnji 12.01,4.0max, 
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i
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j
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 12
significantly increased).  The five variables considered represent: (i) uncertainty due to the 
EDP definition common to all components (e.g. the aforementioned example relating to 
duration of shaking); (ii) uncertainty due to the EDP definition common to components 
subjected to the same EDP (e.g. two components both sensitive to 2nd floor acceleration); (iii) 
uncertainty in seismic capacity common to components made of the same material; (e.g. a 
structural beam and structural wall both made of concrete); (iv) uncertainty in seismic 
capacity common to components of the same type (e.g. two different concrete structural 
beams); and (v) uncertainty in seismic capacity of a single component independent of all other 
components). 
Based on the five variables explained above, the total uncertainty in the DS|EDP 
relationship for component i, which is dependent on EDPk is given by:    222222ln iiiikiik compcomptypematEDPstructureDSEDP    (17)
where 2
istructure
  and 2
ikEDP
 are the shared uncertainties due to the EDP definition for the entire 
structure, and EDPk, respectively for component i (due to insufficiency of the EDP’s used); 
2
imat
 , 2
icomptype
 , and 2
icomp
  are the shared uncertainties in the capacity for material type, 
component type, and component, respectively, for component i.  It is assumed that each of the 
five variables is either independent or perfectly correlated with the same variable of a 
different component.   
It should be noted that some fragility functions have been developed without 
consideration of the insufficiency of the EDP, typically those based on quasi-static laboratory 
experiments [30].  In such cases, the total uncertainty represents only capacity uncertainty.  
Further research is needed to more accurately determine the magnitude of the uncertainty due 
to using insufficient EDP’s.  Alternatively, using EDP’s which account for intensity, 
frequency content and duration of excitation can be expected to significantly reduce the 
demand uncertainty portion of the fragility function uncertainty.   
A limitation of the equi-correlated model as adopted in this application is that no 
consideration has been made of the particular damage states of the components.  For example, 
the dependence between cracking damage states in a concrete wall and concrete beam (both 
dependent on the concrete tensile strength) will have a higher correlation that cracking in the 
concrete wall and failure in the concrete beam (failure in the ductile beam being primarily 
dependent on the reinforcing steel properties).  As no empirical data is currently available to 
warrant a damage state dependent correlation such an effort is not pursued here, although it is 
again noted that mathematically speaking a damage state dependent correlation is not a 
problem for the framework presented in this manuscript.   
From Equation (17), and using the relation,      caCovbaCovcbaCov ,,,  , the 
covariance between two different components, i and j, is given by:    
 
jijijijiji
jkikjijiji
compcompijcomptypecomptypecomptypecomptypematmatmatmat
EDPEDPkkstructurestructurekk DSEDPDSEDPCov



ln,ln
 (18)
where ij  is the Kronecker delta function equal to one if i = j and zero otherwise (i.e. 
corresponding to zero of perfect correlations).  Note that no Kronecker delta function is 
necessary for the product 
ji structurestructure
 , since it is common to all components and thus is 
always equal one. 
Based on the author’s judgement, of the total variance in the damage state uncertainty 
(Equation (17)): 30% is assumed to be due to seismic demand uncertainty and 70% due to 
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component capacity uncertainty; 67% of the demand uncertainty is assumed to be common to 
the entire structure ( 2
istructure
 ), and 33% to a specific EDP ( 2
kEDP
 ); 50% of the capacity 
uncertainty is assumed to be common to specific material types ( 2
imat
 ), 35% common to 
specific component types ( 2
icomptype
 ) and 15% specific to each component ( 2
icomp
 ).  If, in 
Equations (18), each of the five variables are written as a proportion of the total uncertainty 
(e.g.  2ln2 67.03.0 DSEDPstructure iki   ) then the correlation coefficient, becomes, after 
simplification:  
 ijcomptypecomptypematmat
kkDSEDPDSEDP
jiji
jijkik


15.035.05.07.0
33.067.03.0ln,ln


 (19)
As illustrated by Equation (19), the assumption that the standard deviation values for 
each of the five variables are a function of the total uncertainty in the fragility function, as 
opposed to 2
istructure
  being the same for all components, means that the correlation is in fact 
dependent only on the four ij  terms.  The argument against use of constant values for the 
variables is based on the likelihood that different components will be less or more sensitive to 
different variables.  The fact that some fragility functions have (logarithmic) standard 
deviations as low as 0.28 considering both demand and capacity portions of the uncertainty 
[e.g. 31], while others can be in the vicinity of 0.6 without considering the demand portion of 
the uncertainty [e.g. 19] suggests that the magnitude of the variable uncertainties is not likely 
to be the same for different components. 
Correlation in the L|DS relationship 
Correlations between the L|DS relationships of different components arise due to 
similarity in the repair actions required to repair the component.  This similarity will dictate, 
for example, whether the same labourers repair both components i and j, and whether the 
same materials are required to conduct the repair.  Both of these effects will directly influence 
the correlation in the loss (be it direct repair cost or time taken to perform the repairs).   
While the consideration of such correlations for seismic loss estimation is a relatively 
new problem, correlations between construction costs for determining total project budgets 
and cost contingencies have received attention in engineering management literature [e.g. 32, 
33].  Not surprisingly, the same problem of limited empirical data to determine such 
correlations is the central issue.  Touran and Wiser [34] provide correlation coefficients 
between unit costs of general construction items such as concrete, metals, electrical, etc. based 
on data from 26 projects, which Aslani [3] used in seismic loss estimation.  Apart from a 
correlation of 0.79 between electrical and mechanical costs, all correlation values in Touran 
and Wiser [34] are below 0.51, most likely due to the broad construction category definitions 
used.  An alternative approach adopted by Hudak and Maxwell [33] is to use a so-called 
macro approach in which common external (or macro-) factors are identified which are 
common to multiple cost items.  The macro approach of Hudak and Maxwell [33] is similar to 
the aforementioned generalised equi-correlated model used for the DS|EDP correlations, but 
allows the use of coefficients for each of the macro factors, and also partial correlation 
between the same macro-factors in different components.  In comparison, coefficients of one, 
and either none or perfect correlations between the variables were used in the generalised 
equi-correlated model used for the DS|EDP correlations.  While the model of Hudak and 
Maxwell [33] is more general than the model used herein, it also requires additional data (i.e. 
values of the coefficients and partial correlations).  Thus, such a model may be more 
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appropriate in future, when additional data warrant such generalisation.   
The generalised equi-correlated model adopted for the L|DS relationship is composed of 
three variables, which represent: (i) uncertainty in repair cost/duration common to 
components made of the same material; (e.g. a structural beam and structural wall both made 
of concrete); (ii) uncertainty in repair cost/duration common to components of the same type 
(e.g. two different concrete structural beams); and (iii) uncertainty in repair cost/duration of a 
single component independent of all other components).  Based on these three variables, the 
total uncertainty in the L|DS relationship for component i, given some DS is given by: 
2222
ln iiii compcomptypematDSL
   (20)
where 2
imat
 , 2
icomptype
 , and 2
icomp
  are the uncertainty in the repair cost/duration for material 
type, component type, and component, respectively, for component i.  The covariance in the 
repair cost/duration between two different components, i and j, is therefore given by: 
 
ji
jijijiji
compcompij
comptypecomptypecomptypecomptypematmatmatmatji DSLDSLCov



ln,ln
 (21)
As with the equi-correlated model for the DS|EDP relationship, the L|DS equi-correlated 
model does not consider particular damage states of the components, and only the components 
themselves.  Based on the author’s judgement, of the total variance in the damage state 
uncertainty (Equation (20)), 50% is assumed to be common to specific material types ( 2
imat
 ), 
35% common to specific component types ( 2
icomptype
 ), and 15% specific to each component 
( 2
icomp
 ).  Based on these assumptions, the correlation coefficient for the L|DS equi-correlated 
model is: 
ijcomptypecomptypematmatDSLDSL jijiji
 15.035.05.0ln,ln   (22)
While the adopted L|DS equi-correlated model does not consider partial correlations in 
each of the variables, a clear benefit of using Equation (22), as opposed to the construction 
correlation data of Touran and Wiser [34] is that different components made of a similar 
material are not automatically assumed to be perfectly correlated. 
CORRELATIONS AND EPISTEMIC UNCERTAINTY 
Correlations and epistemic uncertainties are coupled in two ways in a rigorous seismic 
loss assessment.  Firstly, because of the various assumptions made in determining the 
correlation coefficients, these values have some associated epistemic (knowledge-based) 
uncertainty.  Secondly, epistemic uncertainties in the input values in a seismic loss assessment 
tend to be correlated at different values of the dependent variables.  Neglect of both of these 
two points can potentially lead to erroneous decision making and a brief discussion is given 
below concerning these two points. 
Epistemic uncertainty in correlation coefficients 
There is potentially significant epistemic (knowledge) uncertainty in the correlation 
coefficients examined to date in this manuscript due to the equi-correlated model assumed and 
judgement required in determining the magnitude of the variables (in the case of the DS|EDP 
and L|DS relationships) and assumptions made in seismic response modelling (in the case of 
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the EDP|IM relationship).  The method by which epistemic uncertainty in correlation 
coefficients is considered in seismic loss estimation will be partially dependent on how 
epistemic uncertainty is considered in each of the EDP|IM, DS|EDP and L|DS relationships.  
Here, for brevity, only a single possible approach is considered which is in line with 
developments to date, and is, the author’s opinion, a good compromise between simplicity and 
accuracy. 
Epistemic uncertainties in the EDP|IM relationship are treated in a discrete fashion via 
the use of logic-trees, much the same as those used for treating epistemic uncertainties in 
seismic hazard analyses [35].  In this discrete case, the epistemic uncertainty in the correlation 
coefficients between various EDP’s is simply accounted for by computing different 
correlation coefficients for each set of analyses performed using the different logic tree 
models.  This discrete logic-tree approach is preferred over a continuous treatment of the 
epistemic uncertainty because of the anticipated complexity in defining the epistemic 
uncertainties and their correlation with the other EDP epistemic uncertainties in continuous 
form. 
Epistemic uncertainties in both the DS|EDP and L|DS relationships are treated in 
continuous form by randomly generating the distribution parameters (mean and variance) of 
the fragility and loss functions [e.g. 30].  Epistemic uncertainty in the values of the correlation 
coefficients in the DS|EDP and L|DS relationships can be considered by having uncertain 
variable magnitudes in the generalised equi-correlated model.  Hence, for each realization of 
the magnitude of the variables a correlation coefficient can be computed.  This approach is 
both simple and also ensures that the correlation matrix is strictly semi-positive definite.  If 
the DS|EDP or L|DS correlation matrix is required for the simulation of correlated random 
numbers in the loss estimation [e.g. 6, 14] then it is possible that the Cholesky decomposition 
of a non semi-positive definite correlation matrix may contain imaginary numbers. 
A uniform probability distribution is assumed for each of the variables in the 
generalised equi-correlated model.  The parameters of the uniform distribution (the lower and 
upper bounds), were defined as 0.5 and 1.5 times (i.e. ±50% of) the judgement-based value.  
For example, in the DS|EDP relationship, 2
istructure
  is 0.3 x 0.67=0.201 of the total uncertainty, 
and thus its uniform distribution has lower and upper bounds of 0.101 and 0.302, respectively.  
Figure 4 illustrates the distribution of the DS|EDP correlation coefficients for two cases based 
on 10000 Monte Carlo simulations of the random magnitudes of the equi-correlated model 
variables.  It is noted that despite the use of the uniform distribution for the variables: (i) the 
distribution of the correlation coefficient in Figure 4a is approximately normal (although 
doubly truncated); (ii) Figure 4b is skewed to the left; and (iii) the variance in Figure 4a is 
larger than in Figure 4b.  All of the above three observations are inline with the Fisher 
transformation of the correlation coefficient having a normal distribution [36]. 
Correlations in epistemic uncertainties 
In addition to the aleatory uncertainty correlations between different variables which 
have been discussed in previous sections, there are also correlations between epistemic 
uncertainties which should be considered in seismic loss estimations.   
Bradley [37] discusses the typical correlation structure of epistemic uncertainty in 
seismic hazard curves.  If a logic tree approach [35] is adopted then epistemic uncertainty 
correlations are implicitly accounted for, while equations are also available if epistemic 
uncertainties are treated in a parametric form. 
Epistemic uncertainties in the EDP|IM relationship resulting from modelling 
uncertainties in seismic response analysis are starting to gain attention in literature [e.g. 38, 
39].  Because of the likely dependence on model configuration it is suggested that correlation 
between EDP|IM epistemic uncertainties is also handled in a non-parametric logic tree format. 
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Bradley [30] discussed causes of and methods to determine epistemic uncertainties and 
their correlations in component fragility functions.  As noted by Aslani [3], there is currently 
no literature suggesting the magnitude of epistemic uncertainty (and their correlations) in 
component loss functions.  Clearly, future work is required in this area, as it is expected the 
magnitude of the epistemic uncertainty will be significant. 
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Figure 4: Distribution of the correlation coefficient based on 10000 Monte Carlo simulations with each 
variable having a uniform distribution with a variation of ±50% of its best-estimate value. 
CASE-STUDY SEISMIC LOSS ESTIMATION RESULTS 
This section illustrates the effects of five different assumptions regarding the correlation 
coefficients discussed to date.  The seismic loss estimation results presented are for a typical 
New Zealand 10 storey office building, and include losses resulting from damage of 
structural, non-structural, and contents components.  Details on the seismic hazard, input 
ground motions and seismic response analyses can be found in Bradley et al. [23], while 
component inventory data is given in Bradley et al. [24].  The five different assumptions 
regarding correlations are: (i) all correlations zero; (ii) all correlations perfect; (iii) all best-
estimate partial correlation; (iv) EDP|IM correlations perfect and DS|EDP and L|DS 
correlations zero; (v) EDP|IM correlations perfect and DS|EDP and L|DS best-estimate partial 
correlation.  Assumptions (i) and (ii) represent the bounding solutions, while assumptions (iv) 
and (v) represent attempts to approximate the ‘correct’ assumption (iii) which are less 
computationally demanding.  For simplicity, epistemic uncertainties in the estimated 
correlation coefficients are not considered in the example to follow. 
Total loss given collapse, L|C 
Figure 5 illustrates the probability density function (pdf) for the total loss given 
collapse, for three different L|DS correlation assumptions (assumptions (i)-(v) above result in 
only three unique solutions in this case).  As previously noted, in the adopted framework 
correlation assumptions do not affect the expected collapse loss (Equation (5)) which was $12 
million, and the cost distribution is assumed to be lognormal [34]with variance obtained from 
Equation (6).  Figure 5 illustrates that the lognormal standard deviation assuming perfect 
correlations is three times larger than assuming no correlations.  Using partial correlations 
yields a standard deviation which is 24% larger than that assuming no correlation assumption, 
similar to that given by Aslani [3].   
Comparison of the magnitude of the lognormal standard deviations for the total loss 
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given collapse indicates that the results presented here are somewhat smaller than those given 
by Aslani [3] (which were lognormal standard deviations of 0.24, 0.4, and 0.65 for none, 
partial, and perfect correlations, respectively).  This is largely due to significantly larger 
number of components and component types considered compared with Aslani [3], and as 
Aslani [3] illustrates, the lognormal standard deviation will reduce as the number of partially 
correlated components increases.  This same logic applies to the lognormal standard 
deviations for the L|IM,NC and L|IM relationships discussed below. 
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Figure 5: Distribution of total loss given structural collapse with various correlation assumptions 
Total loss given no collapse, L|IM,NC and total loss, L|IM 
Figure 6a and 6b illustrate the lognormal standard deviation in the total loss given no 
collapse and the total loss, respectively, while Figure 6c and 6d give the corresponding error 
ratios compared to the case of all correlations allowed to be partial.  Firstly, it is noted from 
Figure 6a and 6c that the bounding assumptions of none and perfect correlations are typically 
in error by over 50%, and the error is relatively constant as a function of the ground motion 
IM (which is peak ground velocity, PGV).  Secondly, both approximations (iv) and (v) result 
in standard deviations which are in close agreement with the best-estimate solution.   
The standard deviation values in Figure 6b are similar those in Figure 6a for small PGV, 
but tend to the standard deviation given collapse (Figure 5), for increasing PGV values as 
indicated by Equation (2).  The local maxima in the lognormal standard deviation of the total 
loss, IML|ln , for the case of no correlations occurs due to the contribution of the third term on 
the right hand side of Equation (2).  This term is most significant at the PGV value for which   IMCIMC PP1  is maximised (i.e. IMCP = 0.5).  The effect of this third term for the other four 
correlation assumptions is less pronounced because in these cases CL|ln  is significantly less 
than NCIML ,|ln .  Figure 6d illustrates that, for this particular structure, the upper bound 
assumption of perfect correlations over-approximates IML|ln  by about 50% over a wide range 
of PGV, while the error associated with the assumption of no correlations is also up to 50% 
for small PGV values, and decreases with increasing PGV. 
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Figure 6: Effect of correlation assumptions on the dispersion in the total loss: (a) lognormal standard 
deviation in the total loss given no collapse; (b) lognormal standard deviation in total loss; (c) error 
ratios in the dispersion in the total loss given no collapse; and (d) error ratios in the dispersion in the 
total loss 
sLoss hazard, PL. 
Figure 7a illustrates the loss hazard curve for the case study structure based on the five 
different correlation approximations, while Figures 7b and 7c illustrate the error ratios in loss 
and annual probability of exceedance, respectively.  Mathematical details of the loss hazard 
computation can be found in References [3, 16].  Figure 7b illustrates that for exceedance 
probabilities greater than 0.01 the bounding solutions of zero and perfect correlations yield 
errors in the loss of around 50%.  For this same PL range, which correspond to losses less than 
1x106 (i.e. $1 million), the error for the zero correlation assumption is larger than 20%, while 
for the perfect correlation assumption the error is up to 20%.  For losses in excess of 2x106 
(with corresponding probabilities of exceedance less than 2x10-3), the trends are reversed with 
the zero correlation assumption giving an under-prediction and the perfect correlation 
assumption giving an over-prediction.  For losses larger than the mean value of the collapse 
loss (i.e. 1.2x107) the loss hazard curve is particularly sensitive to the assumption of the L|DS 
correlation with error ratios greater than 2 when perfect L|DS correlations were assumed and 
less than 0.5 when zero L|DS correlations were assumed. 
(a) (b) 
(c) (d) 
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Figure 7: (a) Resulting loss hazard curves based on different assumptions regarding correlations; (b) 
error ratio in loss, L; and (c) error ratio in annual probability of exceedance, PL. 
Computational demand 
Table 1 presents the computational times required when in performing the seismic loss 
assessment on a Pentium 4 processor with 3.0 GHz CPU and 512 MB RAM using the seismic 
loss assessment tool (SLAT) [40], which utilizes the magnitude-oriented adaptive quadrature 
algorithm [41].  As discussed by Bradley and Lee [10], and evident in Table 1, the effect of non-
zero correlations drastically increases the computational demand to perform the analysis.  Table 1 
illustrates that the loss hazard involves approximately 20 times more computational time than 
the L|IM relationships, and it can be seen that the using perfect and partial correlations 
requires approximately 50-times and 3200-times more computational time, respectively, than 
the assumption of no-correlations.  The fourth and fifth rows of Table 1 which correspond to 
correlation approximations (iv) and (v), respectively, illustrate that by assuming perfect 
EDP|IM correlations and either zero or partial correlations for the DS|EDP and L|DS 
relationships, the computational time to run the analysis is significantly reduced compared to 
assuming all correlations are partial.  The small difference in computational times for 
correlation assumptions (iv) and (v) illustrate that the additional computational demand due to 
the DS|EDP and L|DS correlations is minimal compared to considering EDP|IM correlations.  
By assuming perfect EDP|IM correlations the double-integral in Equation (9) reduces to a 
single integral as discussed by Bradley and Lee [10], which significantly reduces the 
computational time.  Since correlation approximation (v) uses perfect EDP|IM correlations and 
partial DS|EDP and L|DS correlations then it will always give a larger value for the lognormal 
(a) 
(c) 
(b) 
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standard deviation in the total loss (i.e. both NCIML ,|ln  and IML|ln ), than using all partial 
correlations.  Thus, based on the accuracy of correlation assumption (iv), it may be viewed as 
a good approximation if it is deemed that the computational demand associated with assuming 
all partial correlations is excessive. 
Table 1: Computational times for seismic loss analyses 
Correlation assumption* Loss vs. IM Loss vs. PL 
(i) 0,0,0  DSLEDPDSIMEDP  2.6 sec 52 sec 
(ii) 1,1,1  DSLEDPDSIMEDP   130 sec  (2.1 min) 
2500 sec  
(41 min) 
(iii)   DSLEDPDSIMEDP ,,  8200 sec  (2.3 hr) 
180000 sec  
(49 hr) 
(iv) 0,0,1  DSLEDPDSIMEDP   130 sec  (2.1 min) 
2800 sec  
(46 min) 
(v)   DSLEDPDSIMEDP ,,1  190 sec (3.2 min) 
3700 sec  
(1.0 hr) 
*Correlation coefficient values of 0, 1, and ρ correspond to zero, perfect, and partial 
correlations, respectively. 
CONCLUSIONS 
The consideration of component correlations in seismic loss estimation has been limited 
by methodological tractability, increased computational demand, and a paucity of data for 
their computation.  This paper has presented a tractable and computationally efficient seismic 
loss estimation methodology in which correlations can be considered.  Methods to determine 
the necessary correlations were discussed, particularly those which can be used in the absence 
of sufficient empirical data and rely somewhat on judgement.  The effects of various 
assumptions regarding correlations were illustrated via application to a case-study office 
structure.  It was observed that certain correlation assumptions can lead to errors in excess of 
50% in the lognormal standard deviation in the loss given intensity and loss hazard 
relationships, while full consideration of partial correlations requires in excess of 50-times 
more computational time than other correlation assumptions. 
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