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This report describes the newly added Julia interface to the NFFT3 library.
We explain the multidimensional NFFT algorithm and basics of the interface.
Furthermore, we go into detail about the different parameters and how to adjust
them properly.
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1 Introduction
The nonequispaced fast Fourier transform [4] (NFFT or NUFFT) overcomes one of the main
shortcomings of the FFT - the need for an equispaced sampling grid. Considering a d-
dimensional trigonometric polynomial
f(x) :=
∑
k∈IN
fˆke
−2πikx (1.1)
with an index set IN := {k ∈ Z
d : −Ni2 ≤ ki ≤
Ni
2 − 1, i = 0, . . . , d − 1} where N ∈ 2N
d is
the multibandlimit, the NDFT is its evaluation at M ∈ N nonequispaced points xj ∈ T
d for
j = 0, 1, . . . ,M ,
f(xj) =
∑
k∈IN
fˆke
−2πik·xj , (1.2)
with given coefficients fˆk ∈ C where we identify the smooth manifold of the torus T with
[−1/2, 1/2). The NFFT is an algorithm for the fast evaluation of the sums (1.2) and the
adjoint problem, the fast evaluation of
hˆk =
M−1∑
j=0
fje
2πikxj ,k ∈ IN (1.3)
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for given coefficients fj ∈ C. The available NFFT3 library [3] provides C routines for the
NFFT, applications such as the fast evaluation of sums
g(yj) :=
N∑
k=1
αkK(‖yj − xk‖2), j = 1, . . . ,M (1.4)
for given coefficients αk ∈ C, nodes xk,yj ∈ R
d and a radial kernel function K : [0,∞) →
[0,∞), and generalizations such as the NNFFT for nonequispaced nodes in time and fre-
quency domain. The major NFFT3 release included interfaces for the numerical computing
environments MATLAB and OCTAVE, expanding the user base.
In the past years, a new dynamic programming language called Julia, see [1], caught interest
in the field of numerical computing. The language is designed around the idea of high per-
formance and flexibility with a lot of available packages for different purposes. The growing
community around Julia has led to the idea of further expanding the NFFT3’s user base by
adding a corresponding interface to the library.
After discussing the basic idea of the NFFT in Section 2, we go into detail on the interface
in Section 3 starting with a manual on usage and parameters. Furthermore, we discuss the
basic structure and Julia functions used. Section 4 contains multiple examples.
2
2 NFFT Algorithm
In this section, we give a brief description of the NFFT algorithm based on [5] and [7, Chapter
7]. This will be the basis for the explanation of parameter choices later on.
We consider the evaluation of the d-dimensional trigonometric polynomial
f : Td → C,x 7→
∑
k∈IN
fˆke
−2πik·x (2.1)
with multibandlimit N ∈ 2Nd and index set
IN := {k ∈ Z
d : −Ni/2 ≤ ki ≤ Ni/2− 1 ∀i ∈ {1, 2, . . . , d}}. (2.2)
The first approximation is a linear combination of a shifted periodized window function ϕ˜
s1(x) =
∑
ℓ∈In
gℓϕ˜
(
x−
1
n
⊙ ℓ
)
(2.3)
where 1
n
is the elementwise inversion of the vector n. We choose an oversampling vector σ > 1
componentwise and obtain the index set by
n := σ ⊙N . (2.4)
Here, ⊙ denotes the componentwise product. Note that one could skip the choice of σ entirely
and directly choose ni > Ni for i = 1, 2, . . . , d. The standard choice in the C library is at the
moment
ni = 2
⌈log
2
Ni⌉+1, i = 1, 2, . . . , d.
If the window function ϕ : Rd → R has a one-periodization
ϕ˜(x) =
∑
r∈Zd
ϕ(x+ r) (2.5)
with a uniformly convergent Fourier series, we use the Poisson summation formula and obtain
the Fourier coefficients
ck(ϕ˜) = ϕˆ(k). (2.6)
Here, ϕˆ is the Fourier transform of ϕ defined by
ϕˆ(k) =
∫
Td
ϕ(x)e−2πik·x dx. (2.7)
Replacing ϕ˜ by its Fourier series and splitting the sum in (2.3) yields
s1(x) =
∑
ℓ∈In
gℓ
∑
k∈Zd
ck(ϕ˜)e
−2πik·(x− 1
n
⊙ℓ)
=
∑
k∈Zd
ck(ϕ˜)

∑
ℓ∈In
gℓe
2πi 1
n
⊙(k·ℓ)


︸ ︷︷ ︸
=:gˆk
e−2πik·x
=
∑
k∈In
ck(ϕ˜)gˆke
−2πik·x +
∑
r∈Zd\{0}
∑
k∈In
ck(ϕ˜)gˆke
−2πi(k+n⊙r)·x. (2.8)
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Furthermore, a comparison of (2.8) and (2.1) suggests the choice
gˆk =
{
fˆk
ck(ϕ˜)
for k ∈ IN
0 for k ∈ In \ IN
. (2.9)
Now, we are able to compute gℓ by an FFT of size n1 × n2 × · · · × nd. The error of the first
approximation f ≈ s1 is called aliasing error. For further analysis, we refer to [7, Chapter 7].
We obtain an approximation ψ for ϕ if the window function is well localized in the spatial
domain by the truncation
ψ(x) := ϕ(x)1×di=1[−m/ni,m/ni]
(x) (2.10)
with a chosen window size m ≪ mini∈{1,2,...,d}{ni},m ∈ N. Following the same scheme as
above, we can use the periodization
ψ˜(x) =
∑
r∈Zd
ψ(x+ r)
and look at the linear combination
s(xj) :=
∑
ℓ∈In
gℓψ˜
(
xj −
1
n
⊙ ℓ
)
. (2.11)
The following calculations show that s ≈ s1
s(xj) =
∑
ℓ∈In
gℓ
∑
r∈Zd
ψ
(
xj −
1
n
⊙ ℓ+ r
)
=
∑
ℓ∈In
gℓ
∑
r∈Zd
ϕ
(
xj −
1
n
⊙ ℓ+ r
)
1×di=1[−m/ni,m/ni]
(xj)
=
∑
ℓ∈In
gℓ1×di=1[−m/ni,m/ni]
(xj)ϕ˜
(
xj −
1
n
⊙ ℓ
)
=
∑
ℓ∈In,m(xj)
gℓϕ˜
(
xj −
1
n
⊙ ℓ
)
(2.12)
with the index set
In,m(xj) = {ℓ ∈ In : n⊙ xj −m1 ≤ ℓ ≤ n ⊙ xj +m1} (2.13)
for a fixed node xj . This is motivated by
−
m
ni
≤ (xj)i ≤
m
ni
in order to ensure that xj is within the support. This second approximation error is called
the truncation error. Summarizing, we have f ≈ s1 ≈ s.
This covers the basic idea of the algorithm, which is given in pseudo-code in Algorithm 2.1.
Using the transposed index set
I⊤n,m(ℓ) = {j = 0, 1, . . . ,M − 1 : ℓ−m1 ≤ n⊙ xj ≤ ℓ+m1}, (2.14)
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Algorithm 2.1 Nonequispaced fast Fourier transform (NFFT)
Input: d ∈ N dimension
N ∈ 2Nd degree of polynomial
M ∈ N number of nodes
xj ∈ T
d, j = 0, . . . ,M − 1 nodes
fˆk ∈ C,k ∈ IN Fourier coefficients
1: for k ∈ IN do
2: gˆk ← |In|
−1 · fˆk/ck(ϕ˜)
3: end for
4: for ℓ ∈ In do
5: gˆℓ ←
∑
k∈IN
gˆke
−2πik·( 1
n
⊙ℓ)
⊳ d-variate FFT
6: end for
7: for j = 0, 1, . . . ,M − 1 do
8: fj ←
∑
ℓ∈In,m(xj)
gℓϕ˜
(
xj −
1
n
⊙ ℓ
)
9: end for
Output: fj ∈ C, j = 0, 1, . . . ,M − 1 approximate function values
Arithmetic cost: |IN |+ |In| log |In|+ 2(2m+ 1)
dM + eval. of window function
Algorithm 2.2 Adjoint nonequispaced fast Fourier transform (NFFT)
Input: d ∈ N dimension
N ∈ 2Nd degree of polynomial
M ∈ N number of nodes
xj ∈ T
d, j = 0, . . . ,M − 1 nodes
fˆk ∈ C,k ∈ IN Fourier coefficients
1: for ℓ ∈ In do
2: gℓ ←
∑
jℓ∈I⊤n,m(ℓ)
fjϕ˜
(
xj −
1
n
⊙ ℓ
)
3: end for
4: for k ∈ IN do
5: gˆk ←
∑
ℓ∈In
gˆℓe
2πik·( 1
n
⊙ℓ)
⊳ d-variate inverse FFT
6: end for
7: for k ∈ IN do
8: hˆk ← |In|
−1 · gˆk/ck(ϕ˜)
9: end for
Output: hˆk ∈ C,k ∈ IN approximate coefficients
Arithmetic cost: |IN |+ |In| log |In|+ 2(2m+ 1)
dM + eval. of window function
we obtain the adjoint NFFT algorithm, given in pseudo-code in Algorithm 2.2. Further
information regarding specific window functions with error bounds and applications is given
in [7, Chapter 7.2].
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We consider the relative errors
E2 :=
‖f − f˜‖2
‖f‖2
(2.15)
E∞ :=
‖f − f˜‖∞
‖fˆ‖1
(2.16)
with f = (f(xj))
M−1
j=0 , f˜ = (s(xj))
M−1
j=0 and fˆ = (fˆk)k∈IN in order to check the quality of the
approximation with fixed polynomial f .
Furthermore, we want to note that the NFFT can be parallelized which is realized through
OpenMP in the NFFT3 library, see [9].
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3 Documentation and Notes on Implementation
In this section, we go into detail about the usage of the interface. Specifically, we explain the
parameter choices and how they may impact computation times and accuracy of the results.
Furthermore, Section 3.2 contains a brief introduction to the basics of the implementation.
3.1 Usage and Parameters
The NFFT plan structure is the core of the NFFT Julia interface and has the parameters
listed in Table 3.1. We go into detail about every parameter, its standard choice and how to
tweak it for more speed or accuracy.
parameter Julia type description
N ∈ 2Nd NTuple{D,Int32} degree of polynomial f given in (2.1)
M ∈ N Int32 number of nodes xj ∈ T
d
n ∈ 2Nd NTuple{D,Int32} ni > Ni FFT length
m ∈ N Int32 window size
f1 ∈ N UInt32 NFFT flags
f2 ∈ N UInt32 FFTW flags
Table 3.1: Fields of the NFFT structure.
The first parameter N ∈ 2Nd is the multibandlimit of the trigonometric polynomial f , see
(2.1). It is required to consist of even numbers and is pre-determined by the problem and
therefore a mandatory parameter. This parameter has a direct influence on the computation
time since it determines the number of coefficients gˆk ∈ C,k ∈ IN . Furthermore, it is a lower
bound for n which in turn determines the number of gl in (2.12) and therefore the length of
the FFT.
The parameter M is simply the number of given nodes xj where one wants to evaluate f .
This translates to the number of times one has to compute the sum (2.12). Since M is also
determined by the problem, it is mandatory.
At this point, we are able to initialize an NFFT plan. The module provides a constructor
✞ ☎
Plan(N::NTuple{D,Integer},M::Integer)
✝ ✆
for initialization with no further parameter choices. The interface will use standard values for
the other parameters that we will explain later on. Any integer value that is not of type Int32
will be converted accordingly.
Starting with the FFT length n ∈ 2Nd, every additional parameter is optional. The current
standard choice for n is
ni = 2
⌈log2Ni⌉+1, i = 1, 2, . . . , d,
which corresponds to the NFFT3 library standard choice and ensures good accuracy. In
general, one can use every even number larger than ni, e.g.
Ni < ni ≤ 2Ni
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with higher computation time for bigger values. Note that this statement has to be relativized
because of the small impact of the FFT time compared to the entire NFFT, see Section 4.3.1.
The window sizem determines the size of the support of the approximation ψ for the window
function ϕ, see (2.10). The standard choice is
m = 8.
In theory, one could choose any positive integer as the window size as long as we have m ≪
min{ni}. The accuracy of the result decreases with smaller m and increases with larger m.
Section 4.3.2 contains tests for one example and many window sizes. One can achieve machine
precision with m = 8 as we will see. Note that those are statements for the standard Kaiser-
Bessel window and results for m vary based on the window function.
In Table 3.2, we list every NFFT flag that is defined in Julia. In order to set flags, one has
to use the bitwise or operation. The standard flags are defined as
✞ ☎
f1_default_1d = PRE_PHI_HUT | PRE_PSI | MALLOC_X | MALLOC_F_HAT | MALLOC_F |
FFTW_INIT | FFT_OUT_OF_PLACE
✝ ✆
for a 1-dimensional NFFT and
✞ ☎
f1_default = PRE_PHI_HUT | PRE_PSI | MALLOC_X | MALLOC_F_HAT | MALLOC_F |
FFTW_INIT | FFT_OUT_OF_PLACE | NFFT_SORT_NODES | NFFT_OMP_BLOCKWISE_ADJOINT
✝ ✆
for d > 1.
As for the NFFT, one can set flags for the FFTW [2] which is used to compute the coefficients
gℓ, see (2.3). All available flags and a brief description are listed in Table 3.3. We are using
✞ ☎
f2_default = FFTW_ESTIMATE | FFTW_DESTROY_INPUT
✝ ✆
as the standard choice.
In order to set any of the additional parameters, one has to use the advanced constructor
✞ ☎
Plan(N::NTuple{D,Integer},M::Integer,n::NTuple{D,Integer},m::Integer=Int32(6),f1
::UInt32=(D > 1 ? f1_default : f1_default_1d),f2::UInt32=f2_default),
✝ ✆
but it is possible to pass on the specification of parameters that appear later in the function
head. Section 4 offers some examples.
3.2 Implementation
The intention for the Julia interface is to use the C library to the most possible extent. In
contrast to MATLAB that relies on MEX files as the only way to use existing C subroutines,
Julia allows direct calling of C functions within shared libraries. More advantages are the direct
passing of variables and pointers between C and Julia and further allowing us to access the
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flag name description
PRE_PHI_HUT precompute and store values ϕˆ(k) of
the Fourier transform of the window
function ϕˆ
FG_PSI fast Gaussian gridding (see [6])
PRE_LIN_PSI linear interpolation of the window
function from a lookup table (see [6])
PRE_FG_PSI fast Gaussian gridding (see [6])
PRE_PSI precomputation based on tensor
product structure of the window
function (see [6])
PRE_FULL_PSI calculate and store all values
ψ˜
(
xj −
1
n
⊙ ℓ
)
, see (2.12)
MALLOC_X* allocate memory for nodes xj
MALLOC_F_HAT* allocate memory for coefficients fˆk
MALLOC_F* allocate memory for approximate
function values fj
FFT_OUT_OF_PLACE FFTW uses disjoint input/output
vectors
FFTW_INIT* initialize FFTW plan
NFFT_SORT_NODES internal sorting of the nodes xj that
may increase performance (see [9])
NFFT_OMP_BLOCKWISE_ADJOINT blockwise calculation for adjoint
NFFT in the case of OpenMP, see
[9]
Table 3.2: NFFT flags. Flags marked with a * are always set when using the Julia interface.
allocated memory of the other language. Taking this into account, we have good prerequisites
for a lightweight Julia interface.
Now, we discuss the basic idea of the Julia code. At the core, we are working with
✞ ☎
ccall((function, library), returntype, (argtype1, ...), argvalue1, ...)
✝ ✆
in order to call a function in a shared library. It is possible to pass Julia variables to C directly
such as integers or doubles, however arrays have to be passed as pointers, consistent with what
we would expect in C. The same is also true for the return value of the respective function.
In addition, one has to convert the type of certain variables according to a matching table.
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flag name description
FFTW_MEASURE find optimal plan by executing several FFTs and
compare times
FFTW_PATIENT behaves like FFTW_MEASURE with a wider
range of tests
FFTW_EXHAUSTIVE behaves like FFTW_PATIENT with an even
wider range of tests
FFTW_WISDOM_ONLY a plan is only created if wisdom from tests is
available
FFTW_ESTIMATE use simple heuristic instead of measurements to
pick a plan
FFTW_DESTROY_INPUT an out-of-place transform is allowed to overwrite
the input array with arbitrary data
FFTW_UNALIGNED the algorithm may not impose any unusual align-
ment requirements on the input/output arrays
(not necessary in most context)
FFTW_CONSERVE_MEMORY conserving memory
FFTW_PRESERVE_INPUT input vector is preserved and unchanged
Table 3.3: FFTW flags, see [2].
In order to match those specific needs and reduce the number of times we have to use
ccall, we are using the NFFT library and expand it with new functions tailored to be called
by Julia. The new library is called libnfftjulia.c. Another reason for this separate library is
that although one can compile custom C code to access fields of a C struct, this would bring
unnecessary computation cost.
Consistent with the goal of a lightweight interface, we want to use as little additional memory
as possible. The Julia structure for an NFFT plan only holds basic parameters while we use the
memory allocated by C to store the node set, values and coefficients. For further processing of
those by users, we are storing the C pointer to the containing array (therefore eliminating the
need for an additional ccall) after the transformation or adjoint transformation respectively.
10
4 Examples and Time Comparison
In this chapter, we look at examples for using the NFFT Julia interface and how parameter
choices effect accuracy and computation time. In order to have comparable results, we solely
tested the three trigonometric polynomials
fd : T
d → C,x 7→
∑
k∈Id
1
1 + ‖k‖2
e−2πik·x, d = 1, 2, 3, (4.1)
with multibandlimits N1 = 512, N 2 = (128, 128), N 3 = (32, 32, 32) and corresponding index
sets I1 := IN1 , I2 = IN2 , I3 = IN3 given by (2.2). We use three sets of random (equally
distributed) nodes xj, j = 0, 1, . . . ,Md− 1 with M1 = 2 · 512, M2 = 2 · 128
2, M3 = 2 · 32
3, one
for each polynomial f1, f2 and f3. Additionally, we are using the Kaiser-Bessel window, see
[7, Chapter 7.2], for ϕ in (2.5).
In Section 4.1 we explain the usage of the NFFT3 library especially choices for the con-
figuration such as OpenMP. Section 4.2 offers examples without additional parameters and
Section 4.3 contains comparisons between FFT length n ∈ 2Nd and window size m ∈ N. We
will also look at how the number of OpenMP threads impacts computation times in Section
4.4.
All tests in this chapter were done on a computer with four Intel(R) Xeon(R) E7-4880 v2
processors with 15 cores and 2.50GHz.
4.1 NFFT3 Library
In order to work with the NFFT in Julia, one needs to download and compile (or install)
the NFFT3 library. The NFFT homepage tu-chemnitz.de/~potts/nfft offers various stable
packages to download, but one could also clone the Github repository github.com/NFFT/nfft.
The README offers detailed explanations on how to compile or install the library, never-
theless we want to briefly describe the process.
✞ ☎
./bootstrap.sh
./configure --enable-julia
make
✝ ✆
Here, bootstrap.sh is a shell script that runs libtoolize and autoreconf since we are working
from a source repository. Otherwise, this is not necessary. We are running the configure script
with the option to enable Julia. This makes sure that the Julia library is compiled. One can
use
✞ ☎
./configure --help
✝ ✆
to find all options offered by the configure script, some of which we explain below.
In order to enable OpenMP support (see [9]) one can use
✞ ☎
./configure --enable-openmp --enable-julia
✝ ✆
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and set the desired threads via the shell command export OMP_NUM_THREADS=N (N should be
replaced with the number of threads).
In order to choose a different window function ϕ (see 2.5) one can use
✞ ☎
./configure --with-window=WINDOW --enable-julia
✝ ✆
where WINDOW has to be replaced by kaiserbessel, gaussian, bspline or sinc. Note that the
standard Kaiser-Bessel window is best in most cases. For additional information on window
functions we refer to [7, Chapter 7.2].
4.2 Parameter-free Initialization
First, we want to present Julia code examples for the evaluation of the three trigonometric
polynomials f1, f2 and f3. We won’t set any of the additional parameters n, m, f1 and f2 and
therefore implicitly use the standard values as designated in Section 3.1. The one dimensional
example follows below while the examples for d = 2 and d = 3 can be found in [8].
✞ ☎
1 using NFFT
2 using LinearAlgebra
3 using BenchmarkTools
4
5 # bandwidth
6 N = 512
7
8 # number of nodes
9 M = 2*N
10
11 #################################
12 ### NFFT ###
13 #################################
14
15 # create plan without parameters
16 p = Plan((N,),M)
17
18 # generate random nodes
19 A = rand(M).-0.5
20
21 # set nodes with precomputations
22 # measure time with 10 samples
23 @benchmark p.x = A samples=10
24
25 # generate Fourier coefficients
26 fhat = [ 1/(1+norm(k)) for k in -N/2:N/2-1 ]
27
28 # set Fourier coefficients
29 p.fhat = complex(fhat)
30
31 # actual transform
32 # measure time with 10 samples
33 @benchmark NFFT.trafo(p) samples=10
34
35 # get approximate function values
12
36 f2 = p.f
37
38 #################################
39 ### error calculation ###
40 #################################
41
42 # define Fourier matrix
43 F = [ exp(-2*pi*im*x*k) for x in A, k in -N/2:N/2-1 ]
44
45 # multiply Fourier matrix with vector of Fourier coefficients
46 # to obtain function values
47 f1 = F*fhat
48
49 ev = f1-f2
50 E_2 = norm(ev)/norm(f1)
51 E_infty = norm(ev,Inf)/norm(fhat,1)
52
53 println( "E_2 error:" )
54 println( E_2 )
55 println( "E_infty error:" )
56 println( E_infty )
✝ ✆
From line 38 onward, we calculate the Fourier matrix manually and print the errors E2
and E∞ as defined in (2.15) and (2.16) respectively. Table 4.1 shows the resulting errors and
computation times for all three polynomials.
dimension E2 E∞
precomputation
time
transformation
time
d = 1 2.85e-15 2.45e-15 0.69 ms 0.06 ms
d = 2 8.81e-15 6.43e-15 45.59 ms 21.31 ms
d = 3 1.06e-14 6.86e-15 138.31 ms 896.82 ms
Table 4.1: Performance results of the NFFT with the three polynomials f1, f2 and f3. All
times are the mean of 10 samples.
4.3 Parameter Comparison
After looking at the results with standard parameters, we now want to compare the parameter
choices for the trigonometric polynomials f1, f2 and f3. We start by looking at the FFT length
n in Section 4.3.1 and go on to the window size m in Section 4.3.2.
The Julia code for a one dimensional NFFT with chosen parameters n and m can be found
below.
✞ ☎
1 using NFFT
2 using LinearAlgebra
3 using BenchmarkTools
4
5 # bandwidth
6 N = 512
13
7
8 # number of nodes
9 M = 2*N
10
11 # FFT length
12 n = 2*N
13
14 # window size
15 m = 4
16
17 # standard flags for demonstration purposes
18 f1 = NFFT.PRE_PHI_HUT | NFFT.PRE_PSI | NFFT.FFT_OUT_OF_PLACE
19 f2 = NFFT.FFTW_ESTIMATE | NFFT.FFTW_DESTROY_INPUT
20
21 #################################
22 ### NFFT ###
23 #################################
24
25 # create plan with parameters
26 p = Plan((N,),M,(n,),m,f1,f2)
27
28 # generate random nodes
29 A = rand(M).-0.5
30
31 # set nodes with precomputations
32 # measure time with 10 samples
33 @benchmark p.x = A samples=10
34
35 # generate Fourier coefficients
36 fhat = [ 1/(1+norm(k)) for k in -N/2:N/2-1 ]
37
38 # set Fourier coefficients
39 p.fhat = complex(fhat)
40
41 # actual transform
42 # measure time with 10 samples
43 @benchmark NFFT.trafo(p) samples=10
44
45 # get approximate function values
46 f2 = p.f
47
48 #################################
49 ### error calculation ###
50 #################################
51
52 # define Fourier matrix
53 F = [ exp(-2*pi*im*x*k) for x in A, k in -N/2:N/2-1 ]
54
55 # multiply Fourier matrix with vector of Fourier coefficients
56 # to obtain function values
57 f1 = F*fhat
58
59 ev = f1-f2
60 E_2 = norm(ev)/norm(f1)
61 E_infty = norm(ev,Inf)/norm(fhat,1)
62
63 println( "E_2 error:" )
14
64 println( E_2 )
65 println( "E_infty error:" )
66 println( E_infty )
✝ ✆
4.3.1 FFT Length n
As mentioned in Section 3.1, the standard choice for the FFT length is
ni = 2
⌈log2Ni⌉+1, i = 1, 2, . . . , d.
In the case of our choices forN , this is the same as ni = 2Ni. In order to compare the accuracy,
we test values between N and 4N so that they are fulfilling the requirement ni > Ni.
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10−10
10−14
ni
E
2
(a) error E2
514 1,024 2,048
10−4
10−10
10−14
ni
E
∞
(b) error E∞
Figure 4.1: Errors for one dimensional NFFT and polynomial f1, see (4.1), with different FFT
lengths n and fixed window size m = 8.
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Figure 4.2: Errors for two dimensional NFFT and polynomial f2, see (4.1), with different FFT
lengths n and fixed window size m = 8.
Figures 4.1, 4.2 and 4.3 show that both errors E2 (see (2.15)) and E∞ (see (2.16)) are
monotonically decreasing with increasing FFT length n and stagnation after we reach about
2N . We can observe the same behavior for all three polynomials.
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Figure 4.3: Errors for three dimensional NFFT and polynomial f3, see (4.1), with different
FFT lengths n and fixed window size m = 8.
A detailed analysis of the different parts of the NFFT in [9] shows that the FFT takes only
a small portion of time compared to the other parts. The effect is even more prominent as
the dimension increases. This indicates that lowering n can cause a large deterioration in the
error while time improvements might be marginal.
4.3.2 Window Size m
The window sizem determines the size of the index sets In,m(xj) (see (2.13)) and will therefore
have a large expected impact on both accuracy of the results and computation times. The
standard value for this parameter is m = 8. Note that this is only true for the standard
window function and results for m may vary for other windows. For our tests, we will look at
all values m = 2, 3, . . . , 10.
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Figure 4.4: Errors for one, two and three dimensional NFFT with polynomials fd, see (4.1),
different window size m and fixed FFT length n = 2N .
In Figure 4.4, we can see that both errors decrease monotonically until a window size of
m = 8. After that we have stagnation at machine precision (for this example with the standard
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Figure 4.5: Computation times for one, two and three dimensional NFFT with polynomials
fd, see (4.1), different window size m and fixed FFT length n = 2N .
window function). Therefore, it makes sense to choose m between 2 and 8 according to the
desired accuracy.
Figure 4.5 shows that the window size has a significant impact on both the precomputation
and transformation times. We can observe an increase with a factor of about 3 for the
precompute time between m = 2 and m = 10 for all polynomials. The actual transformation
takes about 1.5 times longer for d = 1, 4.43 times for d = 2 and even 38.6 times as long in the
case of d = 3.
4.4 Impact of OpenMP
Now, we want to take a look at the impact of OpenMP on the NFFT computation times. In
order to have a high enough required base time to keep the influence of noise minimal, we
take the polynomial f3 from (4.1) with multibandlimit N = (128, 128, 128) and one node set
with M = 2 · 2563 nodes.
Figure 4.6 shows that we have a decrease in time for precomputations and transformation
as we raise the number of OMP threads. The threads are limited by the capabilities of the
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Figure 4.6: Computation times for NFFT with polynomial f3, multibandlimit N =
(128, 128, 128), M = 2 · 1283, n = 2N , and m = 6 using OpenMP.
processor and it does not make sense to pick them higher as the number of available cores. If
one has to calculate multiple NFFTs, possibly at the same time, it can be beneficial to look
into both OMP and Multi-Core processing directly in Julia.
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