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A TITS ALTERNATIVE FOR SURFACE GROUP DIFFEOMORPHISMS AND
ABELIAN-BY-CYCLIC ACTIONS ON SURFACES CONTAINING AN ANOSOV
DIFFEOMORPHISM
SEBASTIAN HURTADO AND JINXIN XUE
ABSTRACT. We obtain three main results about smooth group actions on surfaces. Our
first theorem states that if a group of diffeomorphisms of a surface contains an Anosov
diffeomorphism then the group contains a free subgroup or preserves one of the stable or
unstable foliations up to finite index. We consider this result as a version of Tits alterna-
tive for diffeomorphism group. This theorem combined with various techniques including
properties of Misiurewicz-Ziemian rotation sets, Herman-Yoccoz Theory of circle diffeo-
morphisms and the Ledrappier-Young entropy formula, etc, give us our second theorem,
which is a global rigidity result about Abelian-by-Cyclic group actions on surfaces in the
presence of an Anosov diffeomorphism. This gives a complete classification of Abelian-
by-Cyclic group actions on the two-torus up to topological conjugacy and up to finite
covers. Furthermore, the group structure combined with the theory of SRB measures and
measures of maximal entropy yields the third main result: for a full measure set of rotation
vectors, we get a complete classification up to smooth conjugacy.
1. INTRODUCTION
1.1. Free subgroups of diffeomorphism groups. The Tits alternative is a well known
theorem stating that a linear group (i.e. a subgroup of the group of invertible matrices
GLn(R)) either contains a free subgroup on two generators or it is virtually solvable. This
result has far-reaching applications in various fields in mathematics such as group theory,
geometry and dynamics, etc, (see for instance [11]). Non-linear transformation groups
such as the groups of homeomorphisms or diffeomorphisms of a closed connected mani-
fold M (denoted by Homeo(M) and Diff(M) respectively) are conjectured to behave in
many ways as linear groups (See [10]) and therefore one can ask whether the Tits Alterna-
tive still holds for such groups.
Unfortunately, the Tits alternative does not hold for these groups, since Homeo(S1) and
Diff(S1) contain subgroups isomorphic to Thompson’s group F , which is known to not
contain free subgroups and neither be solvable (c.f. [23, 15]). Nonetheless, up to what
extent such an alternative fails for Homeo(M) and Diff(M) is not clear. As an example, a
well known theorem of Margulis (Conjectured by Ghys) for the group of homeomorphisms
of the circle S1 states the following:
Theorem 1.1. (Margulis) A group Γ ⊆ Homeo(S1) either contains a free subgroup on
two generators or preserves a probability measure on S1.
In the case when the dimension of M is greater than one, very few similar results are
known due to the complexity of elements in Homeo(M), but there have been some re-
cent results in this direction. For example, Franks-Handel [7] have shown that groups of
real-analytic area-preserving diffeomorphisms of S2 which contain certain entropy zero
diffeomorphisms satisfy the Tits alternative.
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2 SEBASTIAN HURTADO AND JINXIN XUE
In the first part of this paper, we explore the Tits alternative for Diff1(M) in the presence
of an Anosov element. To fix the notations, we denote by Diff1(M) the group of C1
diffeomorphisms of M , and for an Anosov diffeomorphism f on M , we denote by W sf
and Wuf its stable and unstable foliations respectively. Our first result is the following.
Theorem 1.2. Let Γ be a subgroup of Diff1(T2) containing an Anosov element f ∈
Diff1(T2), then one of the following holds:
(1) An index 2 subgroup of Γ preserves either W sf or W
u
f ;
(2) Γ contains a free subgroup F2.
The above results rely crucially on the two dimensionality. We next state two results as
partial generalizations of Theorem 1.2 to higher dimensions. We denote further by Esf and
Euf the stable and unstable distributions of an Anosov diffeomorphism f respectively. The
next result is the main technical ingredient in the proof of Theorem 1.2.
Theorem 1.3. Let Γ be a subgroup of Diff1(M) satisfying the following:
(1) There exists f ∈ Γ which is a transitive Anosov diffeomorphism such that dimW s =
dimWu.
(2) There exists h ∈ Γ and x ∈ M such that each of the subspaces Dxh(Esf (x)) and
Dxh(E
u
f (x)) intersect transversely both E
s
f (h(x)) and E
u
f (h(x)).
Then, there exists an integer N such that {fN , hfNh−1} generate a free group F2.
Relaxing assumption (2) in Theorem 1.3 we have the following result.
Theorem 1.4. Let Γ be a subgroup in Diff1(M) satisfying
(1) there is a transitive Anosov element f ∈ Γ with stable and unstable foliations W s
and Wu respectively and dimW s ≤ dimWu;
(2) there exist an element h ∈ Γ and a point x ∈ M , such that DxhEuf (x) intersects
transversally Euf (h(x)).
Then there exists an integer N such that {fN , hfNh−1} generate a nontrivial free semi-
group.
1.2. Global rigidity of Abelian-by-Cyclic group actions on surfaces. We now pro-
ceed to state the main result of the paper which is about global rigidity of Abelian-by-
Cyclic (ABC) groups of Diff(T2) containing an Anosov diffeomorphism. For any matrix
B ∈ SL2(Z), one can associate the semi-direct product ΓB = Z nB Z2, where Z acts on
Z2 by the natural action of B on Z2. In particular ΓB is a solvable group. ABC groups, as
the simplest class of solvable groups besides nilpotent groups and have been studied inten-
sively in geometric group theory, see for example [4, 5], where the authors also revealed
close connections between the geometry of these groups and dynamics [3, 9].
We can define an affine action of ΓB on T2 of the following form: Φ : ΓB → Aff(T2),
where Aff(T2) is the group of affine transformations on T2,
Φ(B) = A ∈ SL2(Z), Φ(ei) : x 7→ x+ ρi mod Z2, i = 1, 2, (1)
where e1 = (1, 0), e2 = (0, 1) and ρi ∈ R2, i = 1, 2.
Let ρ = (ρ1, ρ2) be the matrix having ρ1 and ρ2 as columns. One can show that if
Aρ = ρBt mod Z2×2, we have an affine action of ΓB on T2 and as discussed in Section
5.1 (Corollary 5.1) these are the only possible affine actions up to finite index. Affine
actions will be classified in Section 4.2.
Our second main result is the following global rigidity result for actions of ΓB on T2
by diffeomorphisms.
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Theorem 1.5. Suppose that Φ : ΓB → Diff1(T2) is such that:
(1) B ∈ SL2(Z) is an Anosov linear map (i.e. B has eigenvalues with norms different
than one);
(2) Φ(B) is an Anosov diffeomorphism of T2 homotopic to A ∈ SL2(Z).
Then Φ is topologically conjugate to an affine action of ΓB up to finite index. More
concretely, there exist a finite index subgroup Γ′ ⊂ ΓB and h ∈ Homeo(T2) such that
hΦ(γ)h−1, for all γ ∈ Γ′, generates an affine action of the form (1).
This result gives a complete classification of actions of ABC groups containing an
Anosov element up to topological conjugacy and up to finite covers. It strengthens Theo-
rem 1.5 of [26] by removing the slow oscillation condition therein.
1.3. Smooth conjugacy. We next show how to improve the regularity of the conjugacy h
in Theorem 1.5. The main strategy is to use the ergodic effect of the Z2 part of the action
to promote an SRB measure to a measure of maximal entropy. We consider only the case
where trA = trB, since the rotation matrix ρ has to be rational if trA 6= trB, as we will
see in the classification of affine actions given in Section 4.2.
We proceed to state our results on the higher regularity of the conjugacy.
Theorem 1.6. Suppose that Φ : ΓB → Diffr(T2), r > 2, is such that:
(1) B ∈ SL2(Z) is an Anosov linear map;
(2) Φ(B) is a volume-preserving Anosov diffeomorphism of T2 homotopic to A ∈
SL2(Z) with trA = trB;
(3) The matrix ρ = (ρ1, ρ2) in (1) has the form ρ = cuA ⊗ uB or ρ = cuA−1 ⊗
uB−1 , c ∈ R \ {0}, where uA and uB are the eigenvectors (normalized to have
norms 1) corresponding to the larger in norm eigenvalue of A and B respectively
(similarly for uA−1 and uB−1).
Then h and h−1 in Theorem 1.5 are Cr−ε for all ε > 0.
In this theorem, the rotation matrices are special in the sense that the affine Z2 action
acts by translations along stable or unstable leaves of A, so that we can apply Herman-
Yoccoz theorem for circle maps.
We will see in Lemma 4.3 that a rotation matrix satisfying the equation Aρ = ρBt +C
where C ∈ Z2×2 and trA = trB, |trA| > 2, has the form
ρ = ρC + c1uA ⊗ uB + c2uA−1 ⊗ uB−1 , (c1, c2) ∈ R2, (2)
where ρC is a particular solution toAρ = ρBt+C. In particular, the following assumption
(3) is satisfied for generic rotation matrix ρ. In the next theorem, we get optimal regularity
of the conjugacy for volume preserving actions with generic rotation matrices.
Theorem 1.7. Let Φ : ΓB → Diffrvol(T2), r ≥ 2, is an action by volume-preserving
diffeomorphisms satisfying:
(1) B ∈ SL2(Z) is an Anosov linear map;
(2) Φ(B) is Anosov homotopic to A ∈ SL2(Z) with trA = trB;
(3) the rotation matrix ρ satisfies that the set {ρv, v ∈ Z2} is dense on T2.
Then h and h−1 in Theorem 1.5 are Cr−ε for all ε > 0.
We remark that the volume-preservation assumption in the above Theorem 1.6 and 1.7
can be replaced by the assumption of preserving a smooth measure.
A rotation matrix satisfying (3) in Theorem 1.7 lies in a full measure subset of the set of
all rotation matrices. Condition (3) can be verified explicitly if a rotation matrix is given.
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Replacing the full measure set by another implicit full measure set, we obtain the following
theorem without assuming the volume preservation.
Theorem 1.8. There exists a full measure subset C ofR2 such that if Φ : ΓB → Diffr(T2), r ≥
2, is an action satisfying:
(1) B ∈ SL2(Z) is an Anosov linear map;
(2) Φ(B) is Anosov homotopic to A ∈ SL2(Z) with trA = trB;
(3) the rotation matrix (2) has (c1, c2) ∈ C.
Then h and h−1 in Theorem 1.5 are Cr−ε for all ε > 0.
Theorem 1.7 and 1.8 rely crucially on the two dimensionality. However, the technique
in proving Theorem 1.6 admits a partial higher dimensional generalization as follows.
Let B ∈ SLn(Z) n ≥ 2 be an Anosov linear map with all the eigenvalues has distinct
modulus. We extend the group ΓB to a group ΓB,n = Z nB (Zn)n, where each Zn factor
form a copy of ΓB = Z nB Zn with Z and the Zn factors commute. An affine action
Φ of ΓB,n on torus Tn is given by Φ(B) = A ∈ SLn(Z) and the i-th Zn factor acts by
translation with rotation matrix ρi ∈ Rn×n such that Aρi = ρiBt mod Zn×n holds for all
i = 1, . . . , n.
Theorem 1.9. Let Φ : ΓB,n → Diffr(Tn), r > 2, be an action satisfying:
(1) B ∈ SLn(Z) is an Anosov linear map with simple spectrum λ1, . . . , λn such that
the eigenvalues have distinct modulus;
(2) Φ(B) is volume-preserving Anosov C1 close to A ∈ SLn(Z) with the same spec-
trum as B;
(3) There is a homeomorphism h conjugating the action to an affine action satisfy-
ing ρi = ciuA,i ⊗ uB,i, where ci 6= 0 and uA,i (resp. uB,i) is the normalized
eigenvector of A (resp. B) corresponding to eigenvalue λi, i = 1, . . . , n.
Then h and h−1 are C1,ν for some ν > 0.
We have the following remarks improving the result.
Remark 1.10. (1) The ci corresponding to one of the largest in norm or smallest in
norm eigenvalue is allowed to be zero.
(2) In the case of n = 3, when Φ(B) is sufficiently smooth (Cr for r large enough),
the conjugacy h can be Cr− for all  > 0.
The paper is organized as follows:
(1) In Section 2, we first give an outline of Theorem 1.3 and the proceed to prove
Theorem 1.3 and Theorem 1.4. The main observation in the proof is a ping-pong
argument.
(2) In Section 3, we prove Theorem 1.2.
(3) The next four sections are devoted to the proof of Theorem 1.5. The proof is
divided into two cases depending on the comparison of eigenvalues of A and B of
larger norms, denoted by λA and λB respectively. In Section 6 we prove Theorem
1.5 in the case of |λA| ≥ |λB |, while in Section 7 we prove Theorem 1.5 in the
case of |λA| < |λB |.
(4) In Section 8, we prove Theorem 1.6 and 1.9.
(5) In Section 9, we prove Theorem 1.7.
(6) In Section 10, we prove Theorem 1.8.
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2. PING-PONG: PROOFS OF THEOREM 1.3 AND THEOREM 1.4
In this section, we prove Theorem 1.3 and Theorem 1.4. We first give an outline of the
proof in Section 2.1. After that we give the formal proof. We start with recalling some
notations and results from hyperbolic dynamics in Section 2.2. In Section 2.3, we give the
ping-pong argument. In the remaining two subsection, we prove Theorem 1.3 and Theorem
1.4.
2.1. Outline of the proof of Theorem 1.3. We now proceed to give an outline of the
proof of Theorem 1.3.
If we consider the two Anosov diffeomorphism f1 := f and f2 := hfh−1, both the
stable foliations and unstable foliations of f1 and f2 are transverse in some open neigh-
borhood of by assumption 2) in Theorem 1.3. The existence of a free group follows from
a ping-pong argument using the following elementary observation: Suppose B is a small
open ball in M , if N > 0 is large enough, the ball fN1 (B) looks similar to a small neigh-
borhood of a long piece of a leaf of the unstable foliation Wuf1 , as the foliation W
u
f1
is
transverse to both foliations W sf2 and W
u
f2
, by the inclination lemma 2.3 the set fN2 f
N
1 (B)
(or f−N2 f
N
1 (B)) must contain an open set that looks like an open neighborhood of a leaf
of Wuf2 (or W
s
f2
) near every point in M and so we conclude that the words fN2 f
N
1 and
f−N2 f
N
1 are non-trivial elements in Γ, see Figure 1. In general, we will show that if N
is large enough, for any non-trivial word w in the elements fN1 and f
N
2 the set w(B) will
contain a subset that looks like the stable or unstable foliations of f1 or f2 and this will
guarantee that w(B) 6= B and so the group generated by {fN1 , fN2 } must be necessarily
free.
2.2. Preparations from hyperbolic dynamics. We recall some definitions and well known
facts about hyperbolic dynamics.
Let p be a hyperbolic fixed point of a diffeomorphism f of Mm.
Definition 2.1. (1) By Theorem 6.2.3 in [17], there exists a neighborhood O of p and
a coordinate chart φ : O → Rm such that φ(Wuf (p) ∩ O) ⊂ Rk ⊕ {0} and
φ(W sf (p) ∩O) ⊂ {0} ⊕ Rm−k where m = dim(M) and k = dim(Wuf (p)), this
construction is known as “adapted coordinates” for the dynamics of f near p.
(2) In those coordinates there are obvious projections from Rm into Rk or Rm−k that
we denote by pi1, pi2 respectively.
(3) In the decomposition Rk ⊕ Rm−k, we say that Rk is horizontal and Rm−k is
vertical.
Definition 2.2. (1) Let Dk ⊂ Rk be the k-dimensional open unit disk, a C1 embed-
ded k-disk D in M is defined as a C1 embedding f : Dk →M .
(2) Consider the k-Grassmanian Grk(M) of M , which is a fiber bundle over M
whose fiber over point p of M consist of all the k−dimensional subspaces of the
tangent space Tp(M), we choose an arbitrary metric on Grk(M) that we denote
by d. A C1 map f : Dk →M induces a natural map Gk(f) : Dk → Grk(M) via
Gk(f)(p) = (f(p), Dpf(TpDk)).
(3) We say that two disks f1 : Dk →M and f2 : Dk →M are C1 ε-close if for every
p ∈ Dk we have d(Gk(f1(p)), Gk(f2(p))) < ε.
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Our main technical tool is the following theorem known as the Inclination Lemma or
λ-Lemma.
Lemma 2.3 (Inclination Lemma, Lemma 6.2.23 [17]). Considering C1 adapted coordi-
nates on a neighborhoodO of a hyperbolic fixed point p of a diffeomorphism f : M →M .
Given ε,K, ν > 0, there exists N such that if D is a C1 embedded k-disk containing
q ∈ W sf ∩O with all tangent spaces in horizontal K-cones and such that pi2(D) contains
a ν-ball around 0 ∈ Rk, then there existsD1 ⊂ D embedded disk such that for any n ≥ N ,
the set pi1(fn(D1)) contains a unit ball in Rk and Tzfn(D1) is contained in a horizontal
ε-cone for every z ∈ fn(D1).
Remark 2.4. See ([17], Sec. 6.2) for the definition of cones. In [17] the theorem is stated
slightly different but the equivalence is easy. See also Lemma 5.7.1. in [2].
A corollary of the inclination lemma is the following proposition whose proof we chose
to omit:
Corollary 2.5. Suppose thatD1 is a C1 embedded k-disk intersectingW sf (p) transversely
and D2 ⊂Wuf (p) is an embedded k-disk, then there exists ε0 > 0 (just depending on D1)
such for any 0 < ε < ε0 there exists N > 0 such that if D is a k-disk which is C1 ε0-close
to D1, then D intersects transversely W sf (p), and for all n ≥ N , fn(D) contains a C1
embedded disk D′ which is C1 ε-close to D2.
For a fixed Riemannian metric on M , x ∈M, δ > 0, let W sf (p, δ) and Wuf (p, δ) be the
local stable and unstable manifolds at distance δ, which are the subsets of M consists of
points whose forward orbit (or backward orbit) stay at distance less than δ to the orbit of
p. If p is a hyperbolic periodic point and δ is small enough, then W sf (p, δ) and W
u
f (p, δ)
are embedded manifolds.
2.3. The Ping-Pong argument. The main idea in the proof of Theorem 1.3 is enclosed in
the following proposition:
Proposition 2.6 (Ping Pong argument). Suppose f1, f2 ∈ Diff(M) have hyperbolic fixed
points p1, p2 ∈ M and δ > 0 is such that the local stable and unstable disks W sf1(p1, δ),
Wuf1(p1, δ) are smooth and both disks intersect transversely and non-trivially bothW
s
f2
(p2, δ)
and Wuf2(p2, δ), then there exists N > 0 such that for all n ≥ N the group generated by
{fn1 , fn2 } is free.
Proof. Let O1, O2 be adapted coordinates for f1 and f2 with corresponding system of
coordinates φi : Oi → Rn, we can assume that O1 and O2 are disjoint sets and for
simplicity assume that φi(Oi) contains the ball Bn4 (0) ⊂ Rn of radius 4 for each i = 1, 2.
Let
Ci := φ
−1
i
(
{2} ×Bk1 (0) ∪Bn−k1 (0)× {2}
)
and let C = C1 ∪ C2. Therefore C is the union of four “small” disks, each one parallel to
one of the stable or unstable manifolds of f1 at p1 or f2 at p2. See figure 1.
As an application of Corollary 2.5, there exists ε1 > 0, such that for any 0 < ε < ε1,
there is N1 > 0 such that if a C1 smooth disk D is ε1-close to W sf1(p1, δ) (or W
u
f1
(p1, δ)),
then D intersects transversely W sf2(p2, δ) and W
u
f2
(p2, δ) and if n ≥ N1, then fn2 (D)
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FIGURE 1. In the right, the set C consists of the four small segments
colored in green, the yellow dashed lines correspond to disks contained
in fn2 (C) and f
−n
1 f
n
2 (C).
contains a disk which is C1 ε-close to Wuf2(p2, δ) and f
−n
2 (D) contains a disk which is
C1 ε-close to W sf2(p2, δ).
The same argument implies there exists ε2 > 0, such that for any 0 < ε < ε2 there
is N2 > 0 so that if a C1 smooth disk D is ε2-close to W sf2(p2, δ) (or W
u
f2
(p2, δ)), then
D intersects transversely both W sf1(p1, δ) and W
u
f1
(p1, δ) and if n ≥ N2, thenfn1 (D)
contains a disk which is C1 ε-close to Wuf1(p1, δ) and alsof
−n
1 (D)contains a disk which
is C1 ε-close to W sf1(p1, δ).
Also, from the inclination Lemma, for any ε > 0 there exists N3 > 0 so that if n ≥ N3,
then for every i = 1, 2, fni (C) contains an embedded disk ε-close to W
u
fi
(p, δ) and that
f−ni (C) contains an embedded disk ε-close to W
u
fi
(p, δ).
Let ε = min{ε1, ε2} and letN = max{N1, N2, N3}. By definition of ε1, ε2, N1, N2, N3
one obtains by an easy induction in the word length the following:
Claim 2.7. If n ≥ N , for any non trivial word w in {fn1 , fn2 , f−n1 , f−n2 } we have:
(1) If w starts by fn1 (f
n
2 respectively), the set w(C) contains an embedded disk D
that is C1 ε-close to W sf1(p1, ε) (W
s
f2
(p2, ε) respectively).
(2) if w starts by f−n1 (f
−n
2 respectively), the set w(C) contains an embedded disk D
that is C1 ε-close to Wuf1(p1, ε) (W
s
f2
(p2, ε) respectively).
As a consequence of Claim 2.7, for any non-trivial word w(C) contains an embedded
disk C1 ε-close to one among Wufi(pi) or W
s
fi
(pi) for some i and in particular choosing
ε small enough, we can guarantee that w(C) 6= C. In that case, the group generated by
{fn1 , fn2 } is free.

2.4. Proof of Theorem 1.3. We now finish the proof of Theorem 1.3:
Proof of Theorem 1.3. As the condition of Dxh(Esf (x)) and Dxh(E
u
f (x)) intersecting
transversely both Esf (h(x)) and E
u
f (h(x)) is an open condition on x ∈ M and periodic
points of f are dense (consequence of the Anosov Closing lemma and f being transitive)
we can assume that x is a periodic point of f .
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By choosing δ small enough we can assume that W sf (x, δ) and W
u
f (x, δ) are embedded
disjoint disks such that each of the disks h(W sf (x, δ)) and h(W
u
f (x, δ)) are both transverse
to W sf (h(x)) and W
u
f (h(x)).
Let p2 := h(x), as the periodic points of f are dense, we can assume that there exists
a periodic point p1 near the point p2 such that the local stable and unstable manifolds
W sf (p1, δ) andW
u
f (p1, δ) are embedded manifolds that intersect transversely h(W
s
f (x, δ))
and h(Wuf (x, δ)). By taking p1 close enough to h(x), we can assume that the intersection
of any of the disks h(W sf (x, δ)) and h(W
u
f (x, δ)) with any of the disks W
s
f (p1, δ) (or
Wuf (p1, δ)) is a transverse intersection at exactly one point. See figure 1.
Let f1 := fN and f2 := hfNh−1 for some N > 0. Observe that both f1 and f2 are
Anosov diffeomorphisms, by choosingN multiple of both the periods of p1 and p2, we can
assume that the points p1, p2 are hyperbolic fixed points of fN1 and f
N
2 . We can therefore
apply proposition 2.6 and we are done.

2.5. Proof of Theorem 1.4. Similarly, we finish the proof of Theorem 1.4.
Proof of Theorem 1.4. Similar to the proof of Theorem 1.3, by the assumption, we can find
N1 and p1, p2 such that the following hold:
(1) f1 = fN1 , f2 = hfN1h−1 have p1 and p2 as hyperbolic fixed points respectively;
(2) Wuf1(p1) intersects W
u
f2
(p2) transversally.
We can now repeat the proof of Proposition 2.6 for words generated by {fN21 , fN22 } for
some N2 large to show that {fN21 , fN22 } generates a semigroup. Indeed, we pick a disk Di
of dimension dimWuf near pi transverse to W
s
fi
(pi) and disjoint from Wufi(pi), i = 1, 2.
After the application of any word starting with fN21 , the image of D1 would be very close
to either of Wufi(pi), so is transverse to both W
u
f2−i(p2−i) and W
u
f2−i(p2−i), i = 1, 2. In
particular, the image can never by D1. Similarly for a word starting with fN22 , we look at
the image of D2 instead. This completes the proof. 
3. PROOF OF THEOREM 1.2
In this section we give a proof of Theorem 1.2. Observe that by Theorem 1.3 to obtain
a free subgroup of Γ, we only need to show the existence of an element h ∈ Γ and a point
x ∈ T2 such that the subspaces Dxh(Esf (x)) and Dxh(Euf (x)) intersect transversely both
Esf (h(x)) and E
u
f (h(x)). This will be shown in Proposition 3.2.
Proposition 3.1. Suppose f is an Anosov diffeomorphism in a subgroup Γ ⊂ Diff1(T2)
and suppose there exist h1, h2 ∈ Γ and x1, x2 ∈ T2 such that:
(1) Dx1h1(E
s
f (x1)) intersect transversely both E
s
f (h1(x1)) and E
u
f (h1(x1)).
(2) Dx2h2(E
u
f (x2)) intersect transversely both E
s
f (h2(x2)) and E
u
f (h2(x2)).
Then, there exists h ∈ Γ and x ∈ T2 such Dxh(Esf (x)) and Dxh(Euf (x)) intersect
transversely both Esf (h(x)) and E
u
f (h(x)).
Proof. If Dx1h1(E
u
f (x1)) intersect transversely both E
s
f (h1(x1)) and E
u
f (h1(x1)) then
we can take h = h1 and x = x1 and we are done. Otherwise we have either of the
following two cases holds:
(a) Dx1h1(E
u
f (x1)) = E
s
f (h1(x1));
(b) Dx1h1(E
u
f (x1)) = E
u
f (h1(x1)).
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Suppose the former is true, i.e. we have Dx1h1(E
u
f (x1)) = E
s
f (h1(x1)).
We may further assume that Dx′h1(Euf (x
′)) = Esf (h1(x
′)) for all x′ sufficiently close
to x1. The assumption (1) still holds with x′ in place of x1 by the continuity. We also have
Dx′h1(E
u
f (x
′)) 6= Euf (h1(x′)) since we have assumed Dx1h1(Euf (x1)) 6= Euf (h1(x1)).
IfDx′h1(Euf (x
′)) 6= Esf (h1(x′)) for some point x′ close to x1, we then complete the proof
by choosing h = h1 and x = x′.
By the transitivity of f , we choose x′ sufficiently close to x1 such that
• h1(x′) lies in a dense backward orbit of f ;
• (1) holds with x′ in place of x1;
• Dx′h1(Euf (x′)) = Esf (h1(x′)).
For any N we have Dx′f−Nh1(Euf (x
′)) = Esf (f
−Nh1(x′)). Next, by assumption (1)
and taking N sufficiently large we have that Dx′f−Nh1(Esf (x
′)) is as close as we want to
Esf (f
−Nh1(x′)).
By the first bullet point and the assumption (1), we can choose N such that f−Nh1(x′)
and x1 are close enough to guarantee that the image underDh1 of bothDx′f−Nh1(Euf (x
′))
and Dx′f−Nh1(Esf (x
′)) are transverse to Es(h1f−Nh1x′) and Eu(h1f−Nh1x′). The
proposition is then proved by choosing h = h1f−Nh1 and x = x′.
The argument for the case (b) is similar. We haveDx′fNh1(Euf (x
′)) = Euf (f
Nh1(x
′))
for allN , and by (1) in the assumptionDx′fNh1(Esf (x
′)) is arbitrarily close toEuf (f
Nh1(x
′)).
Hence we complete the proof by taking h = h2fNh1 and apply (2) in the assumption. 
The following proposition finishes the proof of Theorem 1.2.
Proposition 3.2. Suppose f ∈ Γ is an Anosov diffeomorphism of T2 and let W s and Wu
be the stable and unstable foliations of f . One of the following holds:
(1) There exists an index 2-subgroup Γ0 ⊂ Γ preserving one among W s or Wu.
(2) There exists h ∈ Γ and x ∈ T2 such that each of Dxh(Esf (x)) and Dxh(Euf (x))
intersect transversely both Esf (h(x)) and E
u
f (h(x)).
Proof. If Condition (2) does not hold, then one of the conditions in Proposition 3.1 does
not hold, suppose the first condition does not hold, that is, suppose that for every h ∈ Γ
and every x ∈ M we have that Dxh(Esf (x)) does not intersect transversely one among
Esf (h(x)) and E
u
f (h(x)) , as T2 is 2-dimensional then we must have Dxh(Esf (x)) coin-
cides with Esf (h(x)) or E
u
f (h(x)) and as T2 is connected, this imply that h(W s) = W s
or h(W s) = Wu, and this implies that the subgroup
Γ0 = {h ∈ Γ such that h(W s) = W s}
is a subgroup of index 2 in Γ preserving W s.

4. GLOBAL RIGIDITY OF ANOSOV ABC ACTIONS ON T2: PROOF OUTLINE
4.1. Outline of the global rigidity. In this section we give an outline of the proof of The-
orem 1.5. We will proceed to carry out this outline in the next sections. Recall that for
a matrix B ∈ SL2(Z), we let ΓB := Z nB Z2 be the corresponding Polycyclic Abelian-
by-cyclic (ABC) group, which is a semi-direct product where Z acts in Z2 by B and for
convenience we denote the generator of Z in ΓB by B as well.
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Recall that we are concerned with understanding homomorphisms Φ : ΓB → Diff(T2)
such that Φ(B) is an Anosov diffeomorphism. By Franks Theorem [6] there exists a home-
omorphism h ∈ Homeo(T2) such that the conjugate A := hΦ(B)h−1 is an Anosov linear
map, we denote by λA and λB the larger in modulus eigenvalue of A and B respectively.
The proof of Theorem 1.5 has several steps:
Step 1: By using our ping pong result (Theorem 1.2) and using the fact that ΓB does not
contain any free subgroup we can reduce to the case where Φ(ΓB) preserves the unstable
(or stable) foliation of Φ(B).
Step 2: We must show that for all v ∈ Z2 ⊂ ΓB , hΦ(v)h−1 of Homeo(T2) is a
translation. We first use the fact that PSL2(Z) is isomorphic to Z2 ∗ Z3 to show that each
Φ(v) is homotopic to identity (Corollary 5.1). Next, we show that for any v ∈ Z2, the
Misiurewicz-Ziemian rotation set of Φ(v) consists of a single point (Proposition 5.5). This
is carried out as follows. Step 1 allow us to show that for v ∈ Z2 the rotation set of a
lift of Φ(v) consists of either a single rotation vector or is a non-trivial segment parallel
to the unstable eigenvector of A and so we have to rule out this later possibility. While
understanding the rotation set of elements of Φ(Z2), we were lead into understanding the
joint rotation set (See Definition 5.7) which is the set of possible average rotation vectors
for Φ(Z2)-invariant measures, this set has a natural invariance by A and B, and by using
the hyperbolicity ofA andB and basic facts about such joint rotation set, we will conclude
that the actual rotation set of Φ(v) is a singleton for all v ∈ Z2 ⊂ ΓB .
After showing that rotation sets consists of singletons, the proof is divided into two
cases:
Step 3: The case where |λA| ≥ |λB |: Using that rotation set consists of singletons and
conjugating by high powers of B one shows that the group hΦ(Z2)h−1 is a group of trans-
lations by a elementary geometric argument, finishing the proof in this case (Proposition
6.2).
Step 4: The case where |λA| < |λB |: This case is much more difficult, by using the
classification of the affine actions of ΓB (Section 4.2), we can show that the set of rotation
vectors is finite and passing to a finite index subgroup we assume that for all v ∈ Z2, Φ(v)
preserve set-wise each of the leaves of the unstable foliation of Φ(A), obtaining actions of
Z2 in copies of R (the leaves of the foliation). We then proceed to study such actions and
show that away from fixed points, such actions are cojugated to an action by translations
in R that satisfies a specific algebraic (diophantine) condition on the possible translations.
This allows to use one-dimensional Herman-Yoccoz theory to embed the action of Z2 into
a flow gt that preserves the leaves of the unstable foliation. The vector field X generating
such flow must satisfy D(Φ(B))X = λBX by the group relations of ΓB and then if µ is
the SRB measure preserved by f , we must have that hµ(f) = log(|λB |), but as the topo-
logical entropy htop(Φ(B)) = log(|λA|) being Φ(B) conjugate to A we must have that
log |λA| ≥ log |λB |, obtaining a contradiction.
We finish this section by discussing the classification of affine actions of our group ΓB .
4.2. Classification of affine actions. Let us consider affine actions Φ : ΓB → Aff(T2)
of the form Φ(B) = A ∈ SL2(Z), and Φ(ei) : x 7→ x + ρi ∈ R2 where e1 = (1, 0) and
e2 = (0, 1), i = 0, 1. We denote by ρ the matrix (ρ1, ρ2) formed by ρ1 and ρ2 as columns.
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For this affine action, the group relation can be written as
Aρ = ρBt mod Z2×2. (3)
We use the following definition of Kronecker product.
Definition 4.1. Let A′ = (aij) be a m× n matrix and B′ be a p× q matrix. We define the
Kronecker product A′  B′ as the mp × nq matrix written in block form whose (i, j)-th
block is aijB′ where 1 ≤ i ≤ m, 1 ≤ j ≤ n.
The Kronecker product has the following properties:
Proposition 4.2. (1) If A′, B′ are both n × n with eigenvalues {λi} and {µi}, i =
1, . . . , n, respectively, then the eigenvalues ofA′B′ are {λiµj}, i, j = 1, . . . , n.
(2) (A′ B′)(C ′ D′) = A′C ′ B′D′.
(3) (A′ B′)−1 = A′−1 B′−1, if both A′ and B′ are invertible.
(4) ([16], Chapter 4.4) an n × n matrix X solves A′X + XB′ = C ′ for A′, B′, C ′
n × n matrices, if and only if the Rn2 vector ~X formed by listing columns of X
solves the equation (idn A′ +B′t  idn) ~X = ~C.
Now forA,B ∈ SL2(Z), there are two cases depending on if tr(A) and tr(B) are equal
or not.
Case (1), suppose tr(A) 6= tr(B). In this case, the set of eigenvalues of A has no
intersection with that of B, so that id2  A − B  id2 is nondegenerate. The equation
Aρ = ρBt has only trivial solution and the equation Aρ = ρBt +C where C ∈ Z2×2 has
only rational solution. In this case, the affine action generated by (1) cannot be faithful.
Case (2), suppose tr(A) = tr(B). Nontrivial affine actions exist already in the case of
C = 0. Indeed, in this case, we have
(id2 A−B  id2) = (id2 A)(id4 −B A−1).
The matrix (id2A) is nondegenerate and the matrix (id4−BA−1) is degenerate since
B A−1 has two eigenvalues 1. So the equation Aρ = ρBt has nontrivial solution.
Note that in general we may have B and A with tr(A) = tr(B) without being conju-
gate. For example let B =
(
1 2
1 3
)
and A =
(
2 1
3 2
)
.
Lemma 4.3. Let A,B ∈ SL2(Z) with tr(A)=tr(B) and |tr(A)| > 2.
(1) The null space of the map X 7→ AX −XBt is spanned by uA ⊗ uB and uA−1 ⊗
uB−1 .
(2) Suppose in addition that A = Bt, then the null space of X 7→ AX − XA is
spanned by {id, A}.
Proof. By assumption, A and B have same eigenvalues {λ, 1/λ} with λ 6= 1/λ. In this
case, the null space of X 7→ AX −XBt has dimension 2 by Theorem 4.4.14 of [16]. It is
clear that both uA⊗uB and uA−1⊗uB−1 are in the null space and are linearly independent,
so we obtain the first item.
For the second item, again the null space has dimension 2 and it is clear that id and A
are in the null space and are linearly independent (see also Corollary 4.4.15 of [16]). 
5. BASIC REDUCTIONS AND ROTATION SET PROPERTIES
In this section we begin the proof of Theorem 1.5 by first making some reductions and
then proceed to study the rotation set of the translation subgroup of ΓB . This carries out
Step 1 and Step 2 of the outline discussed in Section 4.
12 SEBASTIAN HURTADO AND JINXIN XUE
5.1. The Z2 action has trivial homotopy type. To start with the proof of Theorem 1.5,
we have from Theorem 1.2, the following corollary:
Corollary 5.1. Suppose that B ∈ SL2(Z) is Anosov and Φ : ΓB → Diff(T2) is such
that the diffeomorphism f := Φ(B) is an Anosov diffeomorphism of T2. Then there exist
a finite index subgroup Γ′ ⊂ ΓB isomorphic to ΓB and g ∈ Homeo(T2) such that the
conjugate action Φ′ : Γ′ → Homeo(T2) given by Φ′(γ) := gΦ(γ)g−1 satisfy:
(1) A = gΦ(B)g−1 ∈ SL2(Z).
(2) Each Φ′(γ), γ ∈ Γ′, preserves the unstable foliation F of A (up to replacing A
with A−1).
(3) For each γ ∈ Z2 ∩ Γ′, Φ′(γ) is homotopic to the identity.
Proof. By Franks Theorem [6], there is a homeomorphism g ∈ T2 homotopic to the iden-
tity such that the conjugate gΦ(B)g−1 is an Anosov linear map of T2 homotopic to the
action Φ(B)∗ of Φ(B) on H1(T2,Z). We denote by A = Φ(B)∗ ∈ SL2(Z).
By Theorem 1.2, there exists a finite index subgroup of Γ1 ⊂ ΓB that preserves one
of the stable or unstable foliations of A denoted by F , moreover we can assume that such
subgroup Γ1 contains B, because Φ(B) preserves F .
Now observe that Φ gives a homomorphism:
Ψ : ΓB → MCG(T2)
where MCG(T2) is the mapping class group of T2. It is well known that MCG(T2) is
isomorphic to SL2(Z) which is isomorphic to the free product Z2 ∗Z3. As ΓB is a solvable
group and Ψ(B) has infinite order (because Φ(B) is Anosov), it follows that Ψ(Z2) is
finite and so we can find a subgroup of the form Z nB kZ2 for some k 6= 0 such that
Ψ(kZ2) is trivial, we call this group Γ2.
The group Γ3 = Γ1∩Γ2 satisfy both (1) and (2) and contains a subgroup Γ′ of the form
Z nB k′Z2 for some k′ 6= 0, which is isomorphic to ΓB . 
5.2. Rotation sets. We now discuss Rotation sets for toral homeomorphisms and some of
its properties.
Definition 5.2. For a homeomorphism f : Tn → Tn homotopic to the identity of Tn =
Rn/Zn and a lift f˜ : Rn → Rn of f the Misiurewicz-Ziemian rotation set rot(f˜) is defined
to be the subset of Rn consisting of limits of sequences of the form{
f˜ni(xi)− xi
ni
}
where xi ∈ Rn and ni →∞.
The rotation set is an important dynamical invariant and it is known to be compact for
arbitrary n and convex in the case n = 2, see [22]. Observe also that the rotation set
depends on the lift f˜ but it is defined for f up to translation by an element of Zn. Observe
also that if rot(f˜) consists of only one point, we have that for every x, y ∈ Rn:
lim
n→∞
(f˜n(x)− x)− (f˜n(y)− y)
n
= 0 (4)
and moreover such limit converges uniformly with respect to x and y in Rn.
Definition 5.3. For an f -invariant probability measure µ on Tn and a lift f˜ : Rn → Rn,
one can also define the average rotation vector rotµ(f˜) by
rotµ(f˜) =
∫
Tn
f˜(x˜)− x˜ dµ.
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When the measure µ is ergodic, Birkhoff’s theorem implies that rotµ(f˜) ∈ rot(f˜)
and so in the case when n = 2, the convexity of rot(f˜), implies that for any invariant
probability measure µ, rotµ(f˜) ∈ rot(f˜). We will use the following fact repeatedly:
Lemma 5.4. If f : T2 → T2 is homotopic to the identity and f˜ : R2 → R2 is a lift of
f , then if r is an extreme point of the convex set rot(f˜), there exists an invariant ergodic
probability measure µ on T2 such that rotµ(f˜) = r.
5.3. Trivializing the rotation sets. The main result of this section is the following.
Proposition 5.5. Suppose ΓB = Z nB Z2 is an ABC group as in Theorem 6.1 and Φ :
ΓB → Homeo(T2) is such that:
(1) A = Φ(B) is an Anosov linear map.
(2) Φ(e1) and Φ(e2) are homotopic to the identity and preserve the unstable foliation
F of A.
Then the rotation set of Φ(ei), i = 1, 2, consists of a single point.
The proceed to prove this proposition. We begin by showing that the rotation set of
Φ(ei), i = 1, 2, is either a segment of a line or a point. Let u ∈ R2 be the expanding
eigenvector of A, we have the following:
Proposition 5.6. For each v ∈ Z2, the rotation set of a lift fv of Φ(v) is a segment of the
form
S =
{
αv + tu, where t ∈ [l−v , l+v ]
}
where αv ∈ R2 and l−v , l+v ∈ R.
Proof. Using that fv preserves the unstable foliationF ofA, we have that fv(`0) = `0+αv
for some αv ∈ R2 and some leaf `0 ∈ F . Therefore, we have fv(`0 +w) = `0 +w+αv for
every w ∈ Z2 because fv commutes with Z2 translations. As for the (irrational) foliation
F the leaves `0 + w where w ∈ Z2 are dense in R2 we conclude that fv(`) = ` + αv for
every ` ∈ F .
Therefore for every x ∈ R2 we have that fnv (x) − x − nαv must lie in the line `′ =
{tu, t ∈ R}. This together with the convexity of rot(fv) imply Proposition 5.6 easily. 
We define the following set ofM2×2 whose study will be crucial to finish the proof of
proposition 5.5:
Definition 5.7. For a fixed choice of lifts fe1 and fe2 , the set of joint rotation numbers
Srot ⊂M2×2 is defined by:
Srot =
{(
rotµ(fe1), rotµ(fe2)
) ∈M2×2 ∣∣∣∣ µ is Z2-invariant}.
Observe that Srot must be contained in the bounded square rot(fe1)×rot(fe2) ⊂M2×2
since a choice of lifts fe1 and fe2 is fixed.
Proposition 5.5 follows from the following two propositions.
Proposition 5.8. The set Srot satisfies the following properties:
(1) Srot is convex.
(2) For every n ≥ 1: if R1, R2 ∈ Srot, then An(R1 −R2)B−n ∈ Srot − Srot.
(3) Either Srot consists of a single point or Srot has non-empty interior.
We postpone the proof of Proposition 5.8 to the next subsection.
Proposition 5.9. The set Srot has empty interior.
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Proof of Proposition 5.9. Assume by contradiction that Srot has non empty interior. As we
know that for every i = 1, 2, points in the set rot(fei) are of the form αei + tu, where
t ∈ [l−ei , l+ei ]. If Srot has non-empty interior we can conclude there exists ε > 0 such that for
any t1, t2 ∈ [−ε, ε] we have that (t1u, t2u) ∈ Srot − Srot and so by item (2) in Proposition
5.8 we have An(t1u, t2u)B−n ∈ Srot − Srot. We will show that this cannot be true for n
large enough.
Diagonalizing the matrix B, we have that B = Qdiag(λB , λ−1B )Q
−1 for Q = (v1, v2)
where v1 and v2 are the eigenvectors of B. We then have:
An(t1u, t2u)B
−n = (t1An(u), t2An(u))B−n
= λnA(t1u, t2u)B
−n
= λnA(t1u, t2u)Qdiag(λ
−n
B , λ
n
B)Q
−1
= (t1u, t2u)(v1, v2)diag((λAλ−1B )
n, (λAλB)
n)Q−1
= (t1u, t2u)((λAλ
−1
B )
nv1, (λAλB)
nv2)Q
−1.
One can show easily that the vector (t1u, t2u)((λAλB)nv2) diverges for an appropriate
choice of t1, t2 ∈ [−ε, ε] and so An(t1u, t2u)B−n cannot lie in the compact set Srot−Srot
for every n > 0.

In conclusion, by Proposition 5.9 and Proposition 5.8 we have that Proposition 5.5
holds.
5.4. Description of the rotation sets. In this section, we give the proof of Proposition
5.8.
Lemma 5.10. The action of Z2 on T2 lifts to an action on the universal covering R2 of
T2. In other words, there exists a lift fv, v ∈ Z2, of the Z2 action Φ(v), v ∈ Z2, so that
we have
fv+w = fvfw, for v, w ∈ Z2. (5)
Proof. If v, w ∈ Z2 and fv, fw are lifts of Φ(v),Φ(w) respectively, we have that fvfwf−1v f−1w
is a lift of the identity so it must be a translation by some k ∈ Z2, the action of Z2 lifts if
and only if k = 0 for all v, w.
From the proof of Proposition 5.6, we have fv(`) = ` + αv for all ` ∈ F and
αv ∈ R2 depending only on v ∈ Z2, so we have f−1v (`) = ` − αv . This implies that
fvfwf
−1
v f
−1
w (`) = ` for all ` ∈ F . In particular, fvfwf−1v f−1w preserves the leaf `(0) ∈ F
passing through 0. However, as the foliation is irrational `(0) ∩ Z2 = {0}, which implies
that k = 0. 
In the following we fix such a lift.
For a Z2-invariant probability measure µ on T2 and each i = 1, 2, we consider the
vector rotµ(fei) as a column vector and so construct a 2× 2 matrix inM2×2 given by:(
rotµ(fe1), rotµ(fe2)
)
.
Observe also that asA−1Φ(ei)A = Φ(B−1(ei)), thenA−1feiA is also a lift of Φ(B
−1(ei))
and so there exists wi ∈ Z2 such that
feiA = Twi ◦AfB−1(ei).
One can easily check that for any C ∈ SL2(Z), the linearity equation (5) implies that:
(rotµfCe1 , rotµfCe2) = (rotµfe1 , rotµfe2)C. (6)
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We have the following:
Proposition 5.11. If µ is a Z2-invariant probability measure on T2, then A∗µ is Z2-
invariant and we have the following:(
rotA∗µ(fe1), rotA∗µ(fe2)
)
= A
(
rotµ(fe1), rotµ(fe2)
)
B−1 +
(
w1, w2
)
.
Proof. We first show that A∗µ is Z2-invariant. Since µ is Z2 invariant, we have Φ(v)∗µ =
µ for all v ∈ Z2. So we get
Φ(v)∗(A∗µ)(E) = A∗µ(Φ(v)−1(E)) = µ(A−1Φ(v)−1(E)) = µ(Φ(B−1v)A−1(E)) = µ(A−1(E))
for all Borel set E and all v ∈ Z2. This gives the Z2-invariance of A∗µ.
We next prove the identity. By definition we have for every i = 1, 2:
rotA∗µ(fe1) =
∫
T2
fei(A˜x)− A˜x dµ
=
∫
T2
fei(Ax˜)−Ax˜ dµ
=
∫
T2
Twi ◦AfB−1(ei)(x˜)−A(x˜) dµ
=
∫
T2
A
(
fB−1(ei)(x˜)− x˜)
)
+ wi dµ
= A
∫
T2
(fB−1(ei)(x˜)− x˜) dµ+ wi
= A(rotµfB−1ei) + wi.
And so to finish the proof, we must only show that:
(rotµfB−1e1 , rotµfB−1e2) = (rotµfe1 , rotµfe2)B
−1,
but this follows immediately from equation (6).

Proof of Proposition 5.8. Item (1) is immediate. Item (2) follows from Proposition 5.11.
We remark that the integer vectors (w1, w2) in Proposition 5.11 might depend on n if we
iterate An and Bn. However, they disappear after taking difference Srot − Srot.
We consider item (3). Suppose that r ∈ R2 is an extreme point of rot(fe1), we will
show that there exist (r, s) ∈ Srot for some s ∈ R2. Let µ1 a probability measure which is
Φ(e1)-invariant on T2 such that rotµ(fe1) = r, if we consider the sequence of measures
νn :=
1
n
n∑
i=1
Φ(e2)
i
∗(µ1)
and ν a limit measure of a subsequence of νn, then ν isZ2-invariant and we have rotν(fe1) =
r. Moreover, if we denote s = rotν(fe2), then we have that (r, s) ∈ Srot by definition.
This implies that Srot has at least a point in two opposite sides of the square rot(fe1)×
rot(fe2), arguing similarly for rot(fe2) one can show there are points in the other pair of
opposite sides of the square rot(fe1)× rot(fe2). In conclusion the set Srot contains points
in each side of the square rot(fe1) × rot(fe2). From the convexity of Srot it follows that
Srot must have non-empty interior.

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6. CASE OF |λA| ≥ |λB |.
In this section, we prove Theorem 1.5 in the case where |λA| ≥ |λB |, more concretely,
we show the following:
Proposition 6.1. Suppose that if B ∈ SL2(Z) is Anosov and Φ : ΓB → Diff(T2) is
such that the diffeomorphism Φ(B) is an Anosov diffeomorphism of T2 homotopic to A ∈
SL2(Z) with |λA| ≥ |λB |.
Then Φ is topologically conjugate to an affine action of ΓB of the form (1) up to finite
index. More concretely, there exist a finite index subgroup Γ′ ⊂ ΓB and g ∈ Homeo(T2)
such that gΦ(Γ′)g−1 coincides with an action of the form (1).
Theorem 6.1 follows from Proposition 5.5 and the following proposition.
Proposition 6.2. Suppose ΓB = Z n Z2 is an ABC group as in Theorem 6.1 and Φ :
ΓB → Homeo(T2) is such that:
(1) A = Φ(B) is an Anosov linear map with |λA| ≥ |λB |.
(2) Φ(e1) and Φ(e2) are homotopic to the identity.
(3) For i = 1, 2, if fei : R2 → R2 is any lift of Φ(ei), the rotation set rot(fei) consists
of a single point.
Then Φ is a linear action.
Proof. It is enough to show that fei , i = 1, 2, is a translation of R2. Indeed, for any
v = (v1, v2) ∈ Z2, we have fv , the lift of Φ(v), equals fv1e1 fv2e2 + k, for some k ∈ Z2.
Since fei is a translation, we get that fv hence Φ(v) are also translations.
Suppose that x, y ∈ R2 are such that fe1(x) = x + p and fe1(y) = y + q for some
p, q ∈ R2, we must show that p = q.
We have the following:
Anfe1(x) = A
n(x) +An(p),
Anfe2(y) = A
n(y) +An(q).
We have that both Anfe1A
−n and fBn(e1) are lifts of Φ(B
n(e1)), therefore they differ by
a translation and soAnfe1 = TwfBn(e1)A
n for some translation Tw for some w ∈ Z2, and
so:
Anfe1(x) = fBn(e1)A
n(x) + w,
Anfe1(y) = fBn(e1)A
n(y) + w.
Therefore from the previous equations:
fBn(e1)A
n(x)− fBn(e1)An(y) = An(x) +An(p)− (An(y) +An(q))
and so we obtain:(
fBn(e1)A
n(x)−An(x))− (fBn(e1)An(y)−An(y))
|Bn(e1)| =
An(p− q)
|Bn(e1)| . (7)
Since we have fv(x + k) = fv(x) + k, k ∈ Z2 by the definition of a lift, in the
expression
(
fBn(e1)A
n(x) − An(x)), we may assume that An : T2 → T2. Sup-
pose Bn =
(
an bn
cn dn
)
, then Bn(e1) = (an, cn) and fBn(e1) = f
an
e1 f
cn
e2 . Denoting
TITS ALTERNATIVE AND GLOBAL RIGIDITY OF ABC GROUP ACTIONS 17
zn = A
n(x) or An(y) ∈ T2, we have
fBn(e1)(zn)− zn = fane1 f cne2 (zn)− zn
= fane1 f
cn
e2 (zn)− f cne2 (zn) + f cne2 (zn)− zn
= (fane1 Φ(cne2)(zn)− Φ(cne2)(zn)) + (f cne2 (zn)− zn).
The sequences (an), (cn), (|Bn(e1)|) all goes to infinity with a rate proportional to |λB |n.
Using the fact that fei , i = 1, 2, has one point in its rotation set, by equation (4) and the
uniformity of the convergence we get
1
|Bn(e1)| [(f
an
e1 Φ(cne2)(xn)−Φ(cne2)(xn))− (fane1 Φ(cne2)(yn)−Φ(cne2)(yn))]→ 0,
1
|Bn(e1)| [(f
cn
e2 (xn)− xn)− (f cne2 (yn)− yn)]→ 0,
where xn = An(x), yn = An(y) ∈ T2. This shows that the LHS of (7) vanishes. So we
have
lim
n→∞
An(p− q)
λnB
= 0.
But this can happen only if p − q lies in the one dimensional eigenspace of λ−1A since we
have |λA| ≥ |λB |. Applying the same argument with B−1 we have that p − q lies in the
one dimensional eigenspace of λA, therefore p− q = 0 as we wanted. This proves that fe1
is a translation. Similarly, we get that fe2 is a translation.

7. CASE |λA| < |λB |.
Proposition 6.1 in Section 4 proves the case of |λA| ≥ |λB | of Theorem 1.5. In this sec-
tion, we prove Theorem 1.5 in the case where |λB | > |λA| finishing the proof of Theorem
1.5, we will use the same notation as in Section 5. From Proposition 5.5 we can assume
that the rotation set for v ∈ Z2 ⊂ ΓB every diffeomorphisms fv consists of a single point
in R2 and we will abuse notation and call such vector rot(fv). We have from Proposition
5.11 that the following equation holds:(
rot(fe1), rot(fe2)
)
B = A
(
rot(fe1), rot(fe2)
)
+
(
w1, w2
)
for some w1, w2 ∈ Z2. Therefore from Section 4.2, as tr(B) 6= tr(A), we have that both
rot(fe1) and rot(fe2) are rational vectors. Therefore we can pass to a finite cover of ΓB
of the form B nmZ2 and assume that the rotation set of every fv is in Z2 for all v ∈ Z.
Moreover, we will assume that the rotation set of fv is {0} for all v, which follows because
we can assume that the lifts fe1 , fe2 have rotation set {0} and this imply that fv has rotation
set {0} for all v. We have the following:
Lemma 7.1. The action of ΓB on T2 lifts to an action of ΓB in the universal covering R2.
Proof. As we observed, we can take lifts of the Z2 action in such a way that every fv has as
rotation set {0}, then one can check thatAfvA−1 has rotation set {0} as well and conclude
that
AfvA
−1 = fB(v)
which implies the action ΓB lifts.

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Therefore, we can assume that ΓB acts on R2 and that every fv leaves invariant every
leaf of the foliation F (because all fv have rotation set {0}). The following two proposi-
tions will be proved in the next subsection.
Proposition 7.2. There exists a continuous one parameter subgroup gt : T2 → T2 which
preserves the unstable foliation of Φ(B) such that we have g1 = Φ(e1) and gc = Φ(e2)
where (1, c) is an unstable eigenvector of Bt. Moreover we have
Φ(B)gtΦ(B)
−1 = gλBt
where λB is the largest eigenvalue of B.
Proposition 7.3. The flow gt : R×T2 → T2 is differentiable in t ∈ R and measurable in
p ∈ T2.
Asumming the previous propositions, we can define the vector fieldX(p) = dgtdt |t=0(p).
From the equality Φ(B)gtΦ(B)−1 = gλBt, we have the following equation:
Dp(Φ(B))X(p) = λBX(Φ(B)p), ∀ p ∈ T2. (8)
Definition 7.4. (1) Let
C = {p ∈ T2 | Φ(v)(p) = p, ∀ v ∈ Z2}.
Observe that C is a closed set which is invariant by the action of ΓB .
(2) For every real M > 0, let
XM =
{
p ∈ T2 | 1
M
< ‖X(p)‖ < M
}
and observe that T2 = C ∪ (⋃M>0XM ).
Let µ be the SRB-ergodic measure preserved by Φ(B), we have the following:
Proposition 7.5. If µ(XM ) > 0 for some M > 0, then we have |λA| ≥ |λB |.
Proof. As Φ(B) is topologically conjugate to A, the topological entropy of Φ(B) is equal
to log(|λA|). Let χµ be the positive Lyapunov exponent of Φ(Bv), if µ(XM ) > 0, then
for a.e. p ∈ XM we have χµ = lim log ‖DpΦ(B)
n(v)‖
n but from equation (8) we have that
Dp(Φ(B)
n)(X(p)) = λnBX(Φ(B)
np)
and so Poincare´ recurrence implies that χµ = log(|λB |).
From the Ledrappier-Young entropy formula we have
log(|λA|) = htop(Φ(B)) ≥ hµ(Φ(B)) = dimµ(Wu) log(|λB |) = log(|λB |). (9)
The last equality holds because the dimension dimµ(Wu) of the measure µ along the
unstable manifolds is equal to one as µ is an SRB-measure.

With this proposition, we complete the proof of Theorem 1.5 in the case of |λB | > |λA|.
Proof of Theorem 1.5 in the case of |λB | > |λA|. If µ(XM ) > 0 for some M > 0 we are
done. If no such M exists, µ(
⋃
M>0XM ) = 0 and so µ(C) = 1, but as the conditional
measures of µ along unstable manifolds are absolutely continuous with respect to Lebesgue
by taking a partition subordinate to F we must have that there exists a closed non-trivial
interval J of a leaf of F such that Lebesgue a.e. point of J is in C, but C is closed, and so
J must be contained in C. Also as C is invariant by Φ(B), then Φ(Bn)(J) is contained in
C, but then as
⋃
n>0 Φ(B
n)(J) is dense we have C = T2 and we are done. 
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7.1. The reduction to circle maps with Diophantine rotation number. The remaining
work is to prove Proposition 7.2 and Lemma 7.3. In this section, we first show how to
reduce the Z2 action into a circle map with Diophantine rotation number.
Lemma 7.6. For every v ∈ Z2, we have
lim fB−n(v)(p) = p
for all p ∈ R2 and moreover such limit converges uniformly with respect to p.
Proof. Suppose there is v ∈ Z2 and a point p in R2 such that for some constant K > 0
and a subsequence {nk} we have |fB−nk (v)(p) − p| ≥ K > 0. This will lead us to a
contradiction because then as both p and fB−nk (v)(p) are in the same leaf of the foliation
F , we have that as A expands the leaves of the foliation, we have that
lim |AnkfB−nk (v)(p)−Ank(p)| =∞
But this is the same as |fvAnk(p) − Ank(p)| → ∞ and this is not possible because
|fv(p′)− p′| is bounded independent of p′ ∈ R2 because fv is a lift of a map in T2. 
We take a leaf ` ∈ F and consider an open interval Iv ⊂ ` which is invariant under fv
for some v ∈ Z2 \ {0}, and where there is no fixed point for the fv . If this interval does
not exist, then Z2 fixes ` and as ` is dense we have that the Z2 action is trivial.
We have the following analogue of Kopell’s lemma. Our proof here is much simpler
with Lemma 7.6.
Proposition 7.7. The group Z2 acts freely in Iv , more precisely, if fw(p) = p for some
p ∈ Iv and some w(6= v) ∈ Z2 \ {0}, then fw = id.
Proof. If fw has a fixed point p inside Iv , we can assume that p is an endpoint of an interval
J ⊂ Iv where fv acts as a translation. Since fv is known to have no fixed point in Iv we
get that v and w are linearly independent. We decompose mB−n(v) = anv + bnw for
some m ∈ Z depending only on w, v and an, bn ∈ Z. So we get
fmB−n(v)p = fanvfbnwp = f
an
v p.
For n large, the LHS converges to p by Lemma 7.6, while the RHS moves away from p
since fv acts as a translation. This contradiction verifies our claim.

It follows that the Z2 action on any interval like I is conjugate to a group of translations
(Corollary 4.1.4 and Theorem 4.1.37 of [23]), therefore there is a homeomorphism h :
I → R such that Tv := hfvh−1 is a translation and suppose that Te1(p) = p + 1 and
Te2(p) = p+ c for some c ∈ R.
Lemma 7.8. The vector (1, c) lies in the unstable subspace corresponding to Bt.
Proof. Recall that from Proposition 7.6 we have that TB−n(ei)(x)→ x for i = 1, 2.
Therefore if
B−n =
(
an bn
cn dn
)
,
we have that T−nB (e1)(p) = p+ an + ccn and T
−n
B (e2)(p) = p+ bn + cdn and so(
an cn
bn dn
)(
1
c
)
→
(
0
0
)
which implies the fact that (1, c) must be in the unstable subspace corresponding to Bt (in
particular that c is an algebraic irrational number.) 
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Lemma 7.9. Let I be any open interval which is a connected component of `\C for some
leaf ` of the unstable foliation F of the Anosov diffeomorphism Φ(B). Then restricted
to I, we have that Φ : Z2 → Diff(I) is conjugate to an action by translations and the
conjugacy is smooth.
Proof. It remains to show that the conjugacy is smooth. We reduce the action to a circle
map and obtain the smoothness of the conjugacy by the Herman-Yoccoz theory for circle
maps.
Let F ′ be the original foliation preserved by the Anosov map and I ′ be the correspond-
ing interval to I in this foliation, we have that I ′ is a Cr smooth embedded interval and
observe that S1 ∼= I ′/Φ(e1) is a smooth circle where Φ(e2) acts as a smooth diffeo with ro-
tation number c, which is algebraic irrational number and therefore Diophantine (∀ δ, ∃ γ
such that |qc− p| > γ
q1+δ
, ∀ (p, q) ∈ Z, q 6= 0, c.f. Chapter VI, Corollary 1E of [24]) and
therefore Φ(e2) is conjugate to a rotation with angle c (modulo 1) by a conjugacy that is
Cr−1−2δ (c.f. [18]).
The action of Φ(e2) on I ′/Φ(e1) is defined as follows more explicitly. Pick a funda-
mental domainD ⊂ I ′ and p ∈ D and denote by D¯ the circle obtain fromD by identifying
two endpoints. Denote by f¯ : D¯ → D¯ the action. Then
f¯np = Φ(m(n)e1)Φ(ne2)p,
where m(n) is the unique integer such that Φ(m(n)e1)Φ(ne2)p ∈ D. By Herman-Yoccoz
theory, there exists a C1 h : D¯ → S1 such that hf¯h−1p = p+ c mod 1. That is to say
Φ(m(n)e1)Φ(ne2)p = h
−1(h(p) + nc).
Define Dm := Φ(me1)D and f¯m : D¯m → D¯m the action on D¯m. We get that
hmf¯mh
−1
m (p) = p+ c where hm : D¯m → S1 is given by hm = hΦ(−me1).

7.2. Embedding the action into a flow. We next embed the Z2-action into a flow. For
a single diffeomorphism on (0, 1) without fixed points, this is given by Szekeres theorem
(Theorem 4.1.11 of [23]). The construction in our setting is simpler.
Proof of Proposition 7.2. We introduce the following map R → Φ(Z2) via (1, c) · v 7→
Φ(v). Using the circle map constructed in the previous proof, we give a more explicit
description. Choosing (−1/2, 1/2) as the fundamental domain for R/Z and D¯ as a funda-
mental domain for I ′/Φ(e1). We have a conjugation h : D¯ → S1 satisfying
Φ(m(n)e1)Φ(ne2)p = h
−1(h(p) + nc) = h−1(h(p) + nc+m(n)).
Let v ∈ Z2 be such that (1, c) ·v ∈ (−1/2, 1/2) then we have Φ(v)p = h−1(h(p)+(1, c) ·
v). This defines the flow for t in the dense subset of R. We then define the flow on R by
taking limits.
This gives us a smooth one parameter flow gt : I ′ → I ′ without fixed points such
that for every v ∈ Z2, Φ(v) = gtv for tv = (1, c) · v ∈ R. So we have g1 = Φ(e1)
and gc = Φ(e2). We next define a one parameter subgroup of maps gt : T2 → T2 by
defining gt in F \ C as above and defined gt(p) = p for all p ∈ C. By construction gt is
differentiable with respect to t, but a priori gt(p) is not differentiable in p.
From the equation Φ(B)Φ(v)Φ(B−1) = Φ(B(v)) it follows that for tv = (1, c) · v, we
have
Φ(B)gtvΦ(B)
−1 = Φ(B)Φ(v)Φ(B)−1 = Φ(Bv) = g(1,c)·Bv = gλBtv .
TITS ALTERNATIVE AND GLOBAL RIGIDITY OF ABC GROUP ACTIONS 21
Extending the domain of tv , we get
Φ(B)gtΦ(B)
−1 = gλBt
for every t ∈ R.

Proof of Lemma 7.3. The differentiability in t is seen from the definition of the flow. To
see the measurability in p, we first notice that Φ(v)(p) = gtv (p) where tv = (1, c) ·v. This
shows that for each v, the flow gtv (p) is differentiable in p for tv fixed. Choosing v ∈ Z2,
we get that tv is defined on a dense subsetD of R, so this shows that gt(p) is differentiable
in p for t ∈ D. For each t∗ /∈ D, we choose a sequence tn ∈ D with tn → t∗, we get that
gtn(p)→ gt∗(p) pointwise. This shows that gt∗(p) is measurable in p. 
8. HIGHER REGULARITY FOR TRANSLATIONS ALONG LEAVES
In this section, we prove Theorem 1.6 and 1.9 of higher regularity.
Proof of Theorem 1.6 . We consider the case ρ = uA ⊗ uB , the other case ρ = uA−1 ⊗
uB−1 is similar. It can be verified that (3) is satisfied. Suppose uB = (1, c), where c is a
diophantine irrational number because B is Anosov. This shows that
hΦ(e1)h
−1(x) = x+ uA, hΦ(e2)h−1(x) = x+ cuA.
Therefore the maps hΦ(e1)h−1 and hΦ(e2)h−1 preserve each leaf of the unstable foliation
of A and act as translations on each leaf, and the maps Φ(e1) and Φ(e2) preserves the
unstable foliations of Φ(B).
In this setting, we recover Proposition 7.2. Therefore we have (8) by differentiation
with respect to t.
Let vol be the volume measure which is preserved by Φ(B), by the argument in the
proof of Proposition 7.5 with µ replaced by vol, the larger Lyapunov exponent of Φ(B)
is log λB and we have the same calculation as (9). By assumption we have λA = λB ,
therefore vol is the measure of maximal entropy for Φ(B). On the other hand log λB =
log λA is the entropy of A with respect to the measure h∗vol. We also know that log λA
is the topological entropy of A, so we conclude that h∗vol = vol, since vol is the unique
measure of maximal entropy for A. Now we apply Theorem 1.3 of [19] to complete the
proof (see also Theorem F of [25]). 
Proof of Theorem 1.9 . By assumption the eigenvalues ofB have distinct modulus. We list
the eigenvalues as follows
|λsk| < . . . < |λs1| < 1 < |λu1 | < . . . < |λu` |, k + ` = n.
It is known that for each λu/si there is a one-dimensional foliation tangent to the in-
variant distribution corresponding to λu/si and that the conjugacy h preserves the weakest
stable and unstable leaves (Lemma 6.1-6.3 of [12]). We then apply the argument in the
proof of Theorem 1.6 to recover Proposition 7.2 and (8). This shows that the Lyapunov ex-
ponent of Φ(B) with respect to the volume along the weakest stable and unstable foliations
agree with the corresponding Lyapunov exponents for the linear Anosov maps. Applying
Theorem F of [25], we get that h and h−1 are C1+ along the weakest stable and weakest
unstable foliations.
We next apply Proposition 2.4 of [14] to show that h preserves the next weak stable
and unstable foliations corresponding to Lyapunov exponents λs2 and λ
u
2 respectively. The
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same argument as the previous paragraph allows us to show that h and h−1 are C1+ along
these foliations.
Repeating the above arguments, we obtain that h and h−1 are C1+ along each one-
dimensional foliation corresponding to each eigenvalue λu/si . An application of Journe´
theorem completes the proof.
Note that when we have shown that n−1 Lyapunov exponents of Φ(B) agrees with the
corresponding ones of A, the remaining one agrees automatically. For this reason, in the
statement of the theorem, we may allow ci = 0 for ci corresponding to λu` or λ
s
k.
In the three dimensional case, if Φ(B) is smooth enough, by the main result of [13], the
conjugacy can be as smooth as possible. 
9. PROOF OF THEOREM 1.7
In this section, we give the proof of Theorem 1.7.
Proof of Theorem 1.7. Since Φ(B) is Anosov and volume-preserving, we see that the Lebesgue
measure vol is an SRB measure. We next show that vol is preserved by h∗ and is the mea-
sure of maximal entropy (see Proposition 9.1 below), so we get that the entropy
hvol(Φ(B)) = log λA.
By ergodicity and the Ledrappier-Young enotrpy formula, the Lyapunov exponent of Φ(B)
with respect to vol is log λA. We then complete the proof of Theorem 1.7 by applying
Theorem 1.3 of [19] (see also Theorem F of [25]). 
Proposition 9.1. Under the assumption of Theorem 1.7, we have that h∗vol = vol, and
vol is the measure of maximal entropy of Φ(B).
Proof. Since each Φ(v) is volume-preserving by assumption, we get that h∗Φ(v)∗vol =
h∗vol. On the other hand, using the conjugacy h, we can express each Φ(v), v ∈ Z2, as
Φ(v)(x) = h−1(h(x) + ρv). (10)
Therefore
h∗Φ(v)∗vol = (h∗Φ(v)∗h−1∗ )(h∗vol) = (hΦ(v)h
−1)∗(h∗vol) = (h∗vol)(•+ ρv).
So each h∗Φ(v)∗vol is a translation of h∗vol by ρv and we have
h∗vol = h∗vol(•+ ρv), ∀ v ∈ Z2.
By the assumption that {ρv | v ∈ Z2} is dense on T2, we get that h∗vol is invariant under
the group of translations on T2, therefore we get h∗vol = vol. Moreover, since vol is the
measure of maximal entropy for hΦ(B)h−1 = A and the measure of maximal entropy is
preserved under conjugacy, we see that vol is the measure of maximal entropy for Φ(B).

10. PROOF OF THEOREM 1.8
In this section, we prove Theorem 1.8.
Proof of Theorem 1.8. Let µ be an ergodic SRB measure of Φ(B). We consider the fol-
lowing measure
ν := lim
N→∞
1
N
N∑
n=1
Φ(Bn(e1))∗µ. (11)
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We show in the following Proposition 10.1 that ν = h−1∗ vol is well-defined and is both an
SRB measure and the measure of maximal entropy of Φ(B). By the Ledrappier-Young en-
tropy formula, since ν is the measure of maximal entropy, the positive Lyapunov exponent
of Φ(B) with respect to ν is log λB . Applying Theorem F of [25] we conclude that the
conjugacy h restricted to the support of ν is Cr− along each unstable leaf in suppν, and
h−1 is Cr− along each unstable leaf of A in supph∗ν = T2, for all .
Next, by Corollary 11.14 of [1], we know that ν as an SRB measure is a Gibbs u-state
and its support contains entire leaves. Since Φ(B) is Anosov on T2, an entire leaf of Φ(B)
is dense on T2, so we conclude that suppν is the whole T2. This shows that the conjugacy
h and h−1 are Cr− along each unstable leaf.
Applying the same argument to Φ(B)−1, by taking an SRB measure µ′ of Φ(B)−1,
the averaging procedure limN→∞ 1N
∑N
n=1 Φ(B
−ne1)∗µ′ yields the same measure ν =
h−1∗ vol (see the proof of Proposition 10.1). Repeating the above argument, we conclude
that the conjugacy h and h−1 are Cr− along each stable leaf for all . Then by Journe´
theorem, we get that h and h−1 are both Cr− for all . 
Proposition 10.1. The limit in the definition (11) of ν exists, and ν = h−1∗ vol is an SRB
measure and the measure of maximal entropy for Φ(B).
Proof. Consider the following sequence
h∗
1
N
N∑
n=1
Φ(Bn(e1))∗µ =
1
N
N∑
n=1
h∗Φ(Bn(e1))∗µ.
Using (10), the following holds
h∗Φ(Bn(e1))∗µ = (hΦ(Bn(e1))h−1)∗(h∗µ) = h∗µ(•+ ρ(Bt)ne1).
We know from (2) that
ρ = ρC + c1uA ⊗ uB + c2uA−1 ⊗ uB−1 ,
where ρC solves Aρ = ρBt + C, C ∈ Z2×2. Then we have Anρ = ρ(Bt)n + Cn with
Cn ∈ Z2×2.
Then we have
ρ(Bt)ne1 = A
nρe1 − Cne1 = c1(uB · e1)λnBuA + c2(uB−1 · e1)λ−nB uA−1 mod Z2.
Therefore, the map ρe1 7→ ρBte1 on T2 can be equivalently considered as the map ρc 7→
Aρc with
ρc = c1(uBt · e1)uA + c2(uB−t · e1)uA−1 .
Note that linear Anosov is ergodic on T2 with respect to Lebesgue. We thus obtain the
full measure set C of parameters as the set of (c1, c2) such that the corresponding ρc is a
generic point for applying Birkhoff ergodic theorem to A.
Therefore by the Ergodic Theorem we get lim 1N
∑N
n=1 δx+Anρc = vol, where δx is the
Dirac-δ supported at x, also the limit is independent of x by the translation invariance of
vol. Therefore we have
lim
1
N
N∑
n=1
h∗Φ(Bn(e1))∗µ = lim
1
N
N∑
n=1
h∗µ(•+Anρc)
=
∫
lim
1
N
N∑
n=1
δx+Anρcdh∗µ(x)
= vol.
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This shows that ν = h−1∗ vol is well-defined and is invariant under Φ(B). Since vol is
the measure of maximal entropy (MME) forA and the MME is preserved under conjugacy,
we conclude that ν is the MME for Φ(B).
We next show that ν is an SRB measure. First, by Corollary 11.14 of [1], we know that
the conditional measure of µ along each unstable leaf in suppµ is absolutely continuous
with respect to Legesgue with a density ρ satisfying
1
K
≤ ρ(z1)
ρ(z2)
≤ K
for some constant K uniform for all leaves in suppµ and all z1, z2 in the same leaf with
d(z1, z2) < 10 (equation (11.4) of [1]). Next, by the following Lemma 10.2, we know that
‖DuxΦ(Bn(e1))‖ along each unstable leaf is bounded from above and below uniformly
with respect to both n ∈ N and x ∈ T2. This shows that Φ(Bn(e1))∗µ has conditional
measure absolutely continuous with respect to Lebesgue with a density ρn satisfying
1
K ′
≤ ρn(z1)
ρn(z2)
≤ K ′
where the constant K ′ is uniform for all leaves in suppΦ(Bn(e1))∗µ, all z1, z2 in the same
leaf with d(z1, z2) < 10K ′ and for all n ∈ N. The averaged measure ν therefore has the
same property hence is SRB. 
The proof is then reduced to establishing a uniform derivative bound of Φ(Bn(e1))
along the unstable leaves.
Lemma 10.2. For each v ∈ Z2, there is a constant K = Kv such that
1/K ≤ ‖DuxΦ(Bn(v))‖ ≤ K, 1/K ≤ ‖DsxΦ(B−n(v))‖ ≤ K, ∀ x ∈ T2, n ∈ N.
Proof. We prove the statement for DsΦ(B−n(v)). The other one is analogous.
Note that h is biHo¨lder. Denote by α the Ho¨lder exponent. Fix a small r, then we have
Br1/α(h(x)) ⊂ hBr(x) ⊂ Brα(h(x)).
Choose z ∈ Br(x) ∩W sx such that d(Φ(B−n(v))x,Φ(B−n(v))z) = δ for some δ >
0. Since hΦ(B−n(v))h−1 acts as translation, by the Ho¨lderness of h, we get δ1/α ≤
d(x, z) ≤ δα. Next, by the mean value theorem, we have for some y lying between x and
z on the same leaf
δ = d(Φ(B−n(v))x,Φ(B−n(v))z) = d(x, z) · ‖DsyΦ(B−n(v))‖
Next, applying the following Lemma 10.3 we have
1/Cδ1−α ≤ ‖DsxΦ(B−n(v))‖ ≤ Cδ1−1/α.

Lemma 10.3. For each v ∈ Z2, there exists constant C = Cv > 1 such that for any two
nearby points x and y on the same unstable leaf, we have∣∣∣∣log DuxΦ(Bn(v))DuyΦ(Bn(v))
∣∣∣∣ ≤ C|x− y|α2
for all n ∈ N, where α is the Ho¨lder constant of the conjugacy h and h−1.
Similarly, we have for all nearby x, y on the same stable leaf∣∣∣∣log DsxΦ(B−n(v))DsyΦ(B−n(v))
∣∣∣∣ ≤ C|x− y|α2 .
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for all n ∈ N.
Proof. By the group relation Φ(B)nΦ(v)Φ(B)−n = Φ(Bn(v)), we get
DΦ(v)x−nΦ(B)
nDx−nΦ(v)DxΦ(B)
−n = DxΦ(Bn(v)),
where we use the notation xi to denote the i-th orbit point under the iteration Φ(B). In the
following we denote x′n := Φ(v)x−n and y
′
n := Φ(v)y−n and by (x
′
n)i the orbit point of
x′n under Φ(B), similarly for y
′
n.
By assumption, x and y lie on the same unstable leaf of Φ(B). So we get that |x−i −
y−i| < λi|x− y| for some 0 < λ < 1.
We have the following estimate
log
DuΦ(Bn(v))(x)
DuΦ(Bn(v))(y)
= log
Dux−nΦ(v)
Duy−nΦ(v)
−
n−1∑
i=0
log
Dux−iΦ(B
−1)
Duy−iΦ(B
−1)
+
n−1∑
i=0
log
Du(x′−n)i
Φ(B)
Du(y′−n)i
Φ(B)
≤ (D
u
y−n)
2Φ(v)
Duy−nΦ(v)
|x−n − y−n|
+
n−1∑
i=0
(Duy−i)
2Φ(B)
Duy−iΦ(B)
|x−i − y−i|
+
n−1∑
i=0
(Du(y′−n)i
)2Φ(B)
D(y′−n)iΦ(B)
|(x′−n)i − (y′−n)i|.
(12)
Now by the exponential expansion and contraction, the estimate of the second summand
on the RHS is bounded by the distance C‖ (Du)2Φ(B)DuΦ(B) ‖|x− y|. Also, each term of the third
summand on the RHS is bounded by C‖ (Du)2Φ(B)DuΦ(B) ‖|(x′−n)i − (y′−n)i|.
As the conjugacy h, which is known to be bi-Ho¨lder, we have that
1
C
|x− y|1/α ≤ |h(x)− h(y)| ≤ C|x− y|α.
As
|h((x′−n)i)− h((y′−n)i)| = |Ai−nh(x)−Ai−nh(y)|,
one has that
|(x′−n)i − (y′−n)i| ≤ C ′|x− y|α
2
λαn−i
and so the third summand in (12) is bounded by C ′′|x− y|α2 . 
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