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ABSTRACT
Bulbous bows are widely used in the naval hydrodynamics. It can reduce the resistance
of ships, thus it can reduce the costs and exhaust emission. The numerical calculation of
wave resistance for ships with bulbous bows are meaningful.
Bulbs are designed for a specific speed are usually no longer effective at a different
speed due to the requirement of "slow steaming". The numerical analysis of bulbous bows
is very useful in engineering since it can save time and money in the design compared to
other methods. In this study, the Neumann-Kelvin method, the Rankine source method and
the wave cut analysis were implemented and applied to the numerical calculation of wave-
making resistance. The limits of application for different methods were also studied. Then
these three methods were applied to the ships with bulbous bows. The calculated results
were compared with the experimental data.
According to the results of this study, the Neumann-Kelvin method can be applied to
ship hull with small block coefficients; the Rankine source method can give reasonable
results for all test ships; the wave cut analysis yields most accurate results among all three
methods.
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NOMENCLATURE
CFD Computational fluid dynamics
Re Reynolds number
Fn Froude number
L Ship length between perpendiculars
U Ship velocity
x, y, z Coordinates normalized by L and U
Φ Velocity potential function
φ Disturbance velocity potential flow
φe Velocity potential outside of the ship hull surface
φi Velocity potential inside of the ship hull surface
~V Velocity of fluid
~v Disturbance velocity of fluid
p Pressure
η Free water surface elevation
De Fluid domain outside of the ship hull
Di Fluid domain inside of the ship hull
Sh Ship hull surface
Swe Outside surface of the ship hull surface
Swi Inside surface of the ship hull surface
Sfe Free water surface outside of the ship hull surface
Sfi Free water surface inside of the ship hull surface
vi
~n Normal vector of the ship hull surface pointing outside
~ne Normal vector of the boundary of fluid domain De
~ni Normal vector of the boundary of fluid domain Di
Cw Intersection line of ship hull surface and free water sur-
face
The wave-making resistance coefficient, Cw =
f/(0.5ρU2L2), f is the wave-making resistance force.
σs Point source strength
md Dipole strength
ε Hemisphere to remove the singularity point at the hull
surface
(t, τ, n) Local coordinate on waterline
(αt, ατ , αn) Cosine value between ~x direction and waterline local
coordinate (t, τ, n)
Um, Vm Terms of the singularity in the double integral part of
the Green’s function
R Rankine source part of the Green’s function
D Double integral part of the Green’s function
S Single integral part of the Green’s function
E Wave elevation
e Normalized wave elevation, e = E ∗ g/U2
vii
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1. INTRODUCTION
1.1 The wave-making resistance
The calm water resistance is very important for the ship design and the wave-making
resistance is an important component of the total resistance. The wave-making resistance
is very sensitive to the shape of the ship hull for a given Froude number. A well designed
ship hull can reduce the wave-making resistance, therefore the calculation of wave-making
resistance is critical. Model tests, statistical methods and numerical calculation are often
used in the calculation of wave-making resistance.
Since the English engineer W. Froude built the first towing tank in 1871, model testing
has becoming one of the most important tools in ship design. The wave-making resistance
can be measured by the towing experiment, which is a standard experiment for most of
the labs and there are mature techniques for its experiment determination. However, tow-
ing experiments usually give results of total resistance and it is not easy to calculate the
wave-making resistance from the total resistance. Moreover, the preparation of towing ex-
periments are expensive and time consuming. For these reasons, the experimental method
is not suitable to be used for the comparison of numerous possible hulls. Usually it is not
used in the preliminary design.
Based on model testing, the statistical em methods came into being. The simplest way
is to choose a well designed ship as the parent hull, then modify the parent to achieve the
design goal. This method is easy to do as long as the experimental data of the parent ship
is available. Some towing tank labs processed the experimental data with statistic methods
and published resistance charts. Regression analysis is another statistical method for the
calculation of the wave-making resistance. The relation between the wave-making resis-
tance and the ship hull parameters is determined by the regression analysis of experimental
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data. Statistical methods are widely used in ship design for their convenience. However,
all the statistical methods are based on the performance of the parent ships, but there is no
guarantee that the parent ships are the best choice. Moreover, the statistical methods are
not able to design new ship forms.
Due to the limitations of the model testing and the statistical methods, the numerical
method is meaningful for the calculation of the wave-making resistance. The numerical
calculation became possible as the theory of the wave-making resistance developed. The
time and cost for the calculation has decreased significantly thanks to developments in
computer science. Numerous new ships can be analyzed by the numerical methods and
this is very useful for ship hull design.
1.2 The difficulties in calculation of wave-making resistance
The numerical calculation of the wave-making resistance is not an easy task. There are
two difficulties in the calculation.
First, the wave-making resistance problem is described by the governing equation
(Laplace’s equation) and several boundary conditions. The Laplace’s equation is a lin-
ear partial difference equation, but the boundary conditions contain nonlinear terms and
are satisfied at an unknown nonlinear shaped free surface. There is no analytical solution
so far.
Second, the wave-making resistance is often calculated by a direct pressure integral
over the hull surface. The calculation is the subtraction between the total pressure force of
the fore half and of the rear half of a ship, so it is the subtraction of two large numbers and
the result is a small number. Significant numerical error may occur in this calculation.
1.3 The Neumann-Kelvin method
The research about the wave-making resistance has a long history. Kelvin [1] published
a paper about the wave pattern generated by a translating point source, which is called the
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Kelvin wake. Michell [2] first derived the equation of wave-making resistance and related
the wave-making resistance to the shape of the ship hull.
Because of the complexity of the governing equations, one way to solve the wave-
making resistance problem is to simplify the nonlinear boundary conditions. The Neumann-
Kelvin method is one of the most successful methods following this idea. The Neumann-
Kelvin method assumes linear free surface conditions but considers an accurate ship hull
surface condition. The Kelvin sources are distributed on the ship hull surface. The calcu-
lation of the Kelvin source is critical for the Neumann-Kelvin method. Baar [3], Neuman
[4], Oleg [5] and other researchers have significantly contributed to this problem.
Since the Neumann-Kelvin method satisfies an accurate ship hull surface condition but
linear free surface boundary conditions, it is an inconsistent method. In this study, the
Neumann-Kelvin method was implemented using FORTRAN and the calculated results
were compared to experimental data. Considering the results from this dissertation, the
Neumann-Kelvin method is only available for the linear cases. The results proved that
the nonlinear free surface boundary conditions are very important in the wave-making
resistance problem.
1.4 The Rankine source method
Although the Neumann-Kelvin method can give satisfactory results for some ship
hulls, there are large errors for highly nonlinear cases. The Neumann-Kelvin method
assumes linear free surface conditions, however, the waves generated by the proceeding
ship can be nonlinear in some cases(e.g., full ships or high Froude number). This violates
the basic assumptions of the Neumann-Kelvin method.
To overcome the shortcomings of the Neumann-Kelvin method, the nonlinear free
surface conditions must be considered. The Rankine source method came into being after
the Neumann-Kelvin method. The Rankine source method considers the nonlinear terms
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in the free surface conditions and the free surface boundary conditions are satisfied on the
actual free surface. Since the actual free surface is not known before the calculation, the
solution is done literately.
The Rankine source method satisfies the nonlinear free surface conditions and the non-
linear hull surface condition, so it is a consistent method. In this study, the Rankine source
method was implemented using FORTRAN and the results were compared to experimen-
tal data. It can give satisfactory results for full ships and the free surface elevation can be
calculated accurately.
1.5 The wave cut analysis
As mentioned before, the direct pressure integral may cause large numerical errors
in the calculation. The wave cut analysis was used in this study to solve this problem.
The wave cut analysis uses one or more wave cuts of the wave spectrum generated by the
proceeding ship. The wave-making resistance can be calculated by the conservation of
energy and the wave spectrum theory.
In this study, the wave cut analysis was implemented using Matlab and the results were
compared with experimental data. The Rankine source method was used to calculate the
wave elevation.
1.6 The analysis of bulbous bows
Bulbous bows are widely used in naval hydrodynamics. They can reduce the resis-
tance of ships, thus it can reduce the costs and greenhouse gas emission. The numerical
calculation of wave resistance for ships with bulbous bows are meaningful.
The numerical analysis of bulbous bows is very useful in engineering. The design of
a bulbous bow for a ship is a complicated task. Usually vast numbers of design plans
are needed to be verified. There is no analytical solution for the wave-resistance by now
and the experiments are expensive and time consuming. Numerical calculation is a good
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choice in the design of bulbous bows. Especially with developments in computer science,
the calculation for numerous cases becomes possible. Not only for the new ships, the
design of bulbous bows are also applied to ships already in operation. To satisfy the
requirements of International Maritime Organization (IMO) mandated Energy Efficiency
Design Index (EEDI), many container vessels need to operate at so called "slow-steaming
operation", which is slower than the design service speed. However, bulbous bows for
these ships are usually optimized for the design service speed and operating at a slower
speed means the bulbous bow is less optimal. So the bulbous bows need to be modified
to achieve efficiency at the slow-steaming speed. Moreover, the numerical calculation of
wave-making resistance for bulbous bows can also be applied to the coupling of added
and steady wave resistance. Traditionally the added and steady resistance were considered
separately and then added together. But this method ignores the interaction of waves
and current. The methods to calculate the wave-making resistance can contribute to the
coupling problem and improve the accuracy of calculation.
In order to provide guidance on the design of bulbous bows, this proposed research
will apply the developed wave resistance software and analysis methods to this practical
problem of current interest.
1.7 The brief introduction to this dissertation
Here is a brief introduction to this dissertation. Chapter two is mainly about the phys-
ical phenomenon of wave-making resistance. Chapter three is about the governing equa-
tions. The Neumann-Kelvin method is described in chapter four. Chapter five describes
the Rankine source method. Chapter six is about the remaining works for this study.
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2. THE WAVE-MAKING RESISTANCE PROBLEM
2.1 Components of the calm water resistance
This dissertation studies the wave-making resistance of a ship proceeding in calm wa-
ter. The water is assumed to be infinite width and infinite depth. The ship moves on a
straight course with constant speed. The resistance force is composed of several compo-
nents, which are shown in figure (2.1).
Figure 2.1: Components of the total resistance
2.1.1 The frictional resistance
The frictional resistance is generated by the viscosity of fluid. When the ship is pro-
ceeding in the calm water, the velocity of the fluid in the ship hull surface is the same as
the ship velocity. The boundary layer is generated around the ship hull and the gradient of
6
velocity exists in the boundary layer. Due to the viscosity of the fluid, shear force is gen-
erated by the gradient of velocity. The integral of the shear force composes the frictional
resistance.
The frictional resistance can be calculated experimentally and numerically. In an ex-
periment, the frictional resistance is often calculated by the frictional resistance of a flat
plate with the same wetted area. According to the conservation of mass, the velocity
around the ship hull is larger than the velocity around a flat plate, so the frictional resis-
tance is larger for the ship and the ratio is called the form resistance coefficient and is
given by experiments. The frictional resistance can also be calculated numerically. The
viscosity must be considered in the calculation and CFD techniques are often used in the
calculation.
The frictional force accounts for a large part of total resistance in the slow-speed con-
dition and decreases as a fraction when the velocity increases. It is determined mainly by
the wetted surface area and roughness of wetted surface, which do not vary greatly in ship
design.
2.1.2 The eddy-making resistance
When the ship is proceeding in the calm water, eddies will be generated by the ship
hull and appendages. If the stern is blunt, the boundary layer can not follow the curvature
of the hull and separates from the hull surface. This generates the eddies and the eddy-
making resistance. Eddies can also occur behind appendages, especially when the shape
of the appendages is blunt. Even if the shape of the appendages are streamlined, eddies
can still occur due to the trim and sinkage during the translation of the ship. The eddies
carry energy away and dissipate it due to the viscosity of fluid. The eddy resistance occurs
according to the conservation of energy.
There is no effective method to measure the eddy resistance by experiment. CFD tech-
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niques are often used in numerical calculation. However, since the eddies occur randomly
and interaction between eddies are very complicated, the calculation of the eddy-making
resistance remains to be a challenging task. The empirical formulas are often used to
predict the eddy resistance in engineering.
For a well designed ship in usual condition, the eddy-making resistance only accounts
for a small part of the total resistance and it is ignored in this study.
2.1.3 The wave-making resistance
When a ship is proceeding in the calm water, waves will be generated and the ship
expends energy. The resistance caused by the generated waves is called the wave-making
resistance.
The wave-making resistance can be calculated experimentally and numerically. In an
experiment, the wave-making resistance can be measured directly or indirectly. Directly,
it can be measured by the wave cut analysis. The energy of the waves is from the ship
translating according to the conservation of energy. The energy of the waves can be calcu-
lated by the wave spectrum theory and the wave-making resistance can thus be calculated.
Indirectly, under the assumption that the total force is mainly composed of the frictional
resistance and the wave-making resistance, the wave-making resistance can be calculated
by the subtraction of the total force and the frictional force. Numerically, the fluid domain
outside the boundary layer can be treated as ideal fluid and the wave-making resistance
can be calculated by the potential flow theory.
The wave-making resistance accounts for a large part of the total resistance, especially
when a ship travels at high speed. The wave-making resistance is very sensitive to the
shape of ship hull, therefore the calculation of wave-making resistance is extremely im-
portant in ship design.
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2.1.4 The lift resistance
When a translating object in the fluid is not symmetric to the direction of velocity, the
velocity and pressure are different in different streamlines. The lift force is generated in
this way.
The lift resistance is usually predicted by numerical calculation using the potential
theory. Empirical formulas are often used in the engineering, especially for the usual
appendages.
Most ship hulls are symmetric to the direction of motion and the lift force is usually
not the main component of the calm water resistance. The ship hull is assumed to be
symmetric to the direction of motion in this study and no lift force occurs.
2.1.5 The Air resistance
The interaction between the air and the ship generates the air resistance. The air resis-
tance of ship is usually predicted by experiment and empirical formula. In experiment, the
air resistance can be measured by a wind tunnel test. The air resistance is often considered
by empirical formulas in engineering.
The air resistance is mainly determined by the projected area normal to the direction of
motion and the velocity of wind. For most ships and in usual conditions, the air resistance
makes up a small part of total resistance. The mechanism of the air resistance is different
from the water resistance and it is also ignored in this study.
2.1.6 Other resistance components
There are other components of the calm water resistance, e.g., wave-breaking resis-
tance often happens in the bow; the propulsion effect occurs due to the motion of propeller;
spray also happens and dissipates energy.
These components only makes up a small part of the total resistance and the modeling
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is quite different from this study. They are therefore not considered in this study.
2.2 The basic assumptions
All in all, the wave-making resistance takes a large portion of the total resistance and
is sensitive to the shape of ship hull. The calculation of the wave-making resistance is
extremely important in the ship design.
Several basic assumptions are assumed in this study:
• The fluid is initially quiescent
• The fluid domain is infinite in width
• The fluid domain is infinite in depth
• The fluid is non-viscous
• The fluid is in incompressible
• The ship hull is symmetric to the direction of motion
These assumptions conform with the usual conditions in the wave-making resistance
problems and are used in the rest of this dissertation.
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3. THE MATHEMATICAL MODEL
3.1 The coordinate system
In this study, the x axis points forward, the y axis points to port and the z axis points
upward. The origin is at midship, at the intersection of the plane of calm water free surface.
The coordinate is shown as figure 3.1
Figure 3.1: The coordinate system
The coordinate system moves with the ship and has the same speed as the ship, but it
does not follow the trim and sinkage.
3.2 The mathematical model
In the above coordinate system, the incoming flow comes from the positive x axis. The
velocity of incoming flow is U , the length between perpendiculars is L.
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3.2.1 Governing equations
In the assumption of the ideal fluid, the velocity of fluid is a irrotational field. The
velocity of the fluid is the gradient of a scalar potential Φ.
~V = ∇Φ (3.1)
Assume the fluid is inviscid, irrotational and incompressible, then the governing equa-
tion is Laplace’s equation:
∇2Φ = 0 (3.2)
In addition, the Bernuolli equation is applicable:
p+ ρgz +
1
2
ρ(∇Φ)2 = C (3.3)
Where C is a constant in the whole fluid domain.
3.2.2 Boundary conditions
The fluid should not permeate the ship hull surface, so the body surface condition is:
Φn = 0 (3.4)
~n is the unit normal vector of hull, pointing into the fluid domain. The fluid particles
on the free surface should not permeate the free surface:
Φxηx + Φyηy − Φz = 0 at z = η(x, y) (3.5)
η = η(x, y) is the free surface elevation. The pressure at the free surface should be the
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same as the atmospheric pressure, so the dynamic free surface condition is:
1
2
(U2 − |∇Φ|2)− gη = 0 at z = η(x, y) (3.6)
There should not be any vertical velocity at infinite depth, so the infinite depth condi-
tion is:
Φz = 0 (3.7)
The radiation condition must be imposed to ensure the existence and uniqueness of
the solution. Dern [6] studied the necessity of the radiation condition in the wave-making
problem. The wave energy generated by the proceeding ship hull must be translated to
infinity(see Newman [7]). The physical explanation of the radiation condition is that the
waves should exist only downstream and there are no waves upstream. Usually the radi-
ation condition is given by the perturbation potential, which will be discussed in section
4.2.1.
The equations (3.1) to (3.7) together with the radiation condition are the mathematical
model of the wave-making resistance problem.
3.3 Difficulties and possible solutions
By the theory of partial differential equation, the solution of the governing equation
with boundary conditions (3.2) to (3.7) exists and is unique(see Dern [6]). However, there
are difficulties in the calculation of wave-making resistance, i.e., the nonlinear boundary
conditions and the calculation of resistance force.
3.3.1 Difficulties in solving the governing equations
Equations (3.1) to (3.7) define the problem of wave-making resistance. It is the Laplace’s
equation with several boundary conditions and theoretically it has a unique solution. How-
ever, there are several difficulties in the calculation:
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• The free surface boundary conditions (3.5) and (3.6) contains nonlinear terms.
• The free surface boundary conditions (3.5) and (3.6) are satisfied on the actual free
surface elevation η, which is usually nonlinear.
• The free surface elevation η is not known before the calculation.
• The unknown variable Φ = Φ(x, y, z) is a continuous function, so the degree of
freedom is infinity.
3.3.2 Possible solutions
Because of the these difficulties, there is no closed form solution available to date.
Usually a numerical method is used to solve this problem. Here is the summary of possible
numerical methods:
• Since the main difficulty is the nonlinear free surface boundary conditions, one way
is to simplify the boundary conditions. Even an analytic solution can be derived by
such simplification.
• The other way is to directly solve the governing equations numerically, e.g., using
CFD method.
• To combine the above two methods. First do some simplification to the boundary
conditions, then solve the simplified governing equations.
• The discretization is necessary for the numerical method. The continuous potential
Φ is discretized into finite values.
The simplification of boundary conditions may introduce approximations in the calcu-
lation, and too much simplification may even cause large errors in the results. However,
direct calculation without any simplification is very difficult and time consuming, even not
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possible in some cases. So a compromise between simplification and accuracy is neces-
sary.
3.3.3 Difficulties in calculating the wave-making resistance force
The wave-making resistance is often calculated by an integration of the pressure over
the ship hull. The calculation is the subtraction of the total force on the fore half and rear
half of the ship, so it is the subtraction of two very large numbers and the result is a small
number. Significant numerical error may occur in this calculation.
3.3.4 Possible solutions
An alternative way to calculate the wave-making resistance is by the wave cut analysis.
According to the conservation of energy, the energy in the waves is from the translating
ship and the wave-making resistance can be calculated from the analysis of the wave cuts.
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4. THE NEUMANN-KELVIN METHOD∗
4.1 Basic approximations of the Neumann-Kelvin method
4.1.1 Main ideas of the Neumann-Kelvin method
As mentioned before, the solution of the wave-making resistance is usually a com-
promise between simplification and accuracy. The Neumann-Kelvin method is a typical
method following this idea. The main ideas of Neumann-Kelvin method are:
• Assume linear free surface boundary conditions. That means the free surface condi-
tions only contain the linear terms and are satisfied on the calm water surface.
• The body surface condition is satisfied on an accurate hull surface. The body surface
condition is nonlinear since the geometry of the hull surface is usually nonlinear.
• The surface panel method is used to discretize the velocity potential.
Since the Neumann-Kelvin method satisfies the linear free surface conditions and non-
linear body surface condition, it is a non-consistent method.
4.1.2 Literature survey
4.1.2.1 Linear methods
The first attempt to solve the wave-making resistance problem was to linearize all the
nonlinear boundary conditions, then solve the governing equations analytically. Michell
[2] derived the equation which related the wave-making resistance and the geometry of
ship hull. He assumed a thin ship and linear free surface boundary conditions. Follow-
ing Michell’s work, other linear methods came in to being. Hoger [8] developed the flat
∗Part of the data reported in this chapter is reprinted with permission from "A comparison of
the neumann-kelvin and rankine source methods for wave resistance calculations", Min Yu and Jeffrey
Falzarano, Ocean System Engineering, volume 7, page 371-398, Copyright 2018 by Techno-press
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ship theory. He also derived the interpolation formulas which were used to interpolate be-
tween flat and thin ships. Vossers [9], Maruo [10] and Tuck [11] derived the wave-making
resistance formulas for the slender ship. Maruo [12], Yeung and Kim [13] extended the
application of the slender ship theory. In summary, the linear methods usually can give
analytical solution of the wave-making resistance force by the simplification to the govern-
ing equations. However, the totally linear methods are only applicable to some idealized
ships. Ogilvie [14] and Noblesse [15] analyzed the limitations of the linear methods.
4.1.2.2 The Neumann-Kelvin method
After the linear methods, the Neumann-Kelvin method appeared and became one of
the most promising method to calculate the wave-making resistance. Brard [16] first de-
veloped the Neumann-Kelvin method. He used the linear free surface boundary conditions
and an accurate body surface boundary condition in his study. Since most ships are slender
and operate at relatively low speed, the Neumann-Kelvin method is still practically useful
as an engineering approximation. Because the Kelvin source is only distributed on the
hull surface, it is convenient to build a model and generate meshes. Brard’s original idea
inspired other researchers. Kusaka [17], Guevel et al [18] and Tsutsumi [19] implemented
the Neumann-Kelvin method and calculated the wave-making resistance of various ship
hull forms.
The theory of the Neumann-Kelvin method has developed rapidly and many researchers
have made their contribution to it. The physical meaning of the Kelvin source is a trans-
lating point source under the free surface. The Kelvin source potential satisfies all the
boundary conditions except the hull surface condition. By Green’s theorem, the potential
of the fluid domain can be calculated by the integral of the Kelvin sources over the hull
surface(Wehausen [20]; Neumann [21]). Gadd [22], Kobayashi and Ikehata [23] further
improved the theory of the Neumann-Kelvin method. Ursell [24] derived an additional
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waterline term in the integral identity. By applying the Green’s third function, he found
the Kelvin sources are not only distributed on the hull surface, but also on the waterline.
Marr [25] explored this additional term and proved it is necessary for the calculation of
the wave-making resistance. Chang [26], Suzuki [27] and Tsai et al [28] calculated the
wave-making resistance with the waterline integral and got satisfactory results.
The linear methods (e.g. Michell’s integral [2]) has both linearized body surface
boundary condition and free surface boundary condition. The Neumann-Kelvin method
(Brard [16]) has a linearized free surface boundary condition and an accurate body bound-
ary condition. Many researchers have suggested that this is inconsistent (see e.g. [29],[19]).
In order to achieve a consistent approach, the Rankine source method (e.g. [30]) was de-
veloped.
4.1.2.3 Calculation of Kelvin source
The calculation of the Kelvin source is critical in the Neumann-Kelvin method. The
Kelvin source satisfies all the boundary conditions except the hull surface condition. The
physical meaning of the Kelvin source is a translating source under the free surface.
Michell [2], Havelock [31; 32] and Peters [33] derived analytic expressions for the Kelvin
source. Noblesse [34] analyzed these expressions and fitted them into a uniform form.
Due to Noblesse’s remarkable work, the Kelvin source was found to be composed of three
parts.
The first part is the Rankine source component, it denotes the influence of a point
source in an infinite fluid domain. Hess and Smith [35; 36] derived the formula to calculate
the potential and velocity induced by point sources distributed on a polygon flat panel.
The second part is the double integral part, which represents the near-field influence of
a point source. It is symmetric to the xz and yz planes. It has the local influence to the fluid
domain and decays very fast to the far-field. Newman [4] derived the result of near-field
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disturbance by a sum of Chebyshev series and an additional term for the singularity. The
singularity was calculated by polynomials and the Chebyshev coefficients were calculated
in his study. Ponizy and Noblesse [37] gave the result of the double integral by numerical
interpolation. In summary, the double integral part of the Kelvin source is stable and can
be calculated by a routine method.
The third part is the single integral part, which represents the far-field influence. It is
symmetric to the yz plane and oscillates to the far-field. Unlike the double integral part,
the highly oscillatory behavior of the single integral part brings difficulties in the calcula-
tion (Baar [3]; Baar and Price [38]). The integrand oscillates severely near the free surface
and the numerical calculation is difficult. One way to calculate this single integral is by the
Bessel’s series (Baar [3]; Marr [25]; Wang and Rogers [39]). The convergence of the series
is critical. Ursell [24] derived an additional term for the Bessel’s series. The additional
term was applied to the near surface area and made the two Bessel’s series complemen-
tary. Marr [25] applied the Bessel’s series with the additional term and got satisfactory
results. The other way to calculate the single integral part is by a numerical integral. Due
to the highly oscillatory behavior of the integrand, routine numerical integration methods
such as Simpson’s method do not work well. One available method is adaptive integra-
tion [40]. It uses a series of integration points and calculates a series integral result. If
the integral results converges in the Cauchy’s convergence manner, then the calculation
is finished. The adaptive integral can give satisfactory results for the single integral for
most cases. However, the convergence speed is very slow, especially near the free sur-
face. Oleg [5] developed the steepest descend method to calculate the single integral part,
which transform the oscillatory integral into a non-oscillatory one. Then the Clenshaw-
Curtis quadrature method was used to calculate the integral numerically. Since the integral
was transformed to a non-oscillatory one, the convergence speed is much faster than the
adaptive method.
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4.1.2.4 Alternative methods
Some researchers tried to implement the Neumann-Kelvin method by applying the
finite element or finite difference method (Oomen [41, 42]; Chan and Chan [43]; Yen and
Chamberlain [44, 44]). The finite element and finite difference methods require to mesh
the whole fluid domain, therefore the meshing procedure is much more difficult than the
surface panel method. Since the whole fluid domain is meshed, the degrees of freedom
are much larger than the surface panel method and the calculation expends more time.
Compared with the surface panel method, there is no obvious improvements of the results
by using the finite element or finite difference method.
4.1.3 Basic elements of the Neumann-Kelvin method
As mentioned above, there are multiple techniques to implement the Neumann-Kelvin
method. The techniques used in this study are listed below:
• The surface panel method is used as the Laplace solver.
• The Kelvin sources are distributed both on the hull surface and along the waterline.
• The Rankine source part of the Kelvin source is calculated by the method derived
by Hess and Smith [35].
• The double integral part of the Kelvin source is calculated by a summation of a
Chebyshev series and a singularity.
• The single integral part of the Kelvin source is calculated by a combination of Bessel
functions and numerical integration.
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4.2 Hydrodynamic theory of Neumann-Kelvin method
4.2.1 Governing equations of the disturbance potential
For the continuity of the derivation, the governing equations about the disturbance
potential are derived in this section. The total velocity potential Φ is composed of the
uniform incoming flow and the disturbance velocity potential φ:
Φ = −Ux+ φ (4.1)
Thus the velocity is:
~V = −U + ~v (4.2)
Where:
~v = ∇φ (4.3)
~v is the disturbance velocity. Substitute equation (4.1) into (3.2) to (3.5) and (3.6)
yields:
Continuity:
∇2φ = 0 (4.4)
The kinematic free surface boundary conditions:
(−U + φx)ηx + φyηy − φz = 0 on z = η(x, y) (4.5)
The dynamic free surface boundary condition:
η =
1
g
(Uφx − 1
2
|∇φ|2) on η = η(x, y) (4.6)
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The hull surface condition:
φn = Unx (4.7)
The radiation condition:
φ =

o
(
1√
x2 + y2
)
, x > 0, x2 + y2 →∞
O
(
1√
x2 + y2
)
, x < 0, x2 + y2 →∞
(4.8)
Where:
o denotes o
(
φ√
x2 + y2
)
= O(0)
O denotes O
(
φ√
x2 + y2
)
= O(1)
(4.9)
Equation (4.5) to (4.8) are the governing equations for the disturbance potential func-
tion φ.
4.2.2 Linearized governing equations
The nonlinear boundary conditions makes it very difficult to solve the governing equa-
tions. To solve this problem, the perturbation method is used to linearize the free surface
boundary conditions. The perturbation coefficient is chosen as  = |η|average/L, where
|η|average is the average absolute value of the free surface elevation. Then the velocity
potential φ and the free surface elevation η are expanded in powers of :
φ(x, y, z, ) = φ1(x, y, z) + 
2φ2(x, y, z) + ... on z = η(x, y) (4.10)
η(x, y, ) = η1(x, y) + 
2η2(x, y) + ... (4.11)
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The expanded φ on the calm water surface z = 0, using Taylor expansion:
φi(x, y, z) = φi(x, y, 0) + ηφiz(x, y, 0) +
1
2!
η2φizz(x, y, 0) + ... (4.12)
Substitute equation (4.12) to (4.10), then together with equation (4.12) substitute into
equation (4.5) and (4.6). Only keep the linear terms and omit the subscript.
Uφx + φz = 0 on z = 0 (4.13)
−U
g
φx + η = 0 on z = 0 (4.14)
Equation (4.13) and (4.14) are the linearied free surface boundary conditions. Different
from the regular perturbation method, only the free surface boundary conditions are lin-
earized and all the other boundary conditions are satisfied accurately. Denote K0 = g/U2,
K0 is the wave number.
So the linearized governing equations for Neumann-Kelvin method are:
4.2.2.1 Continuity
:
∇2φ = 0 (4.15)
Combine (4.13) and (4.14), the combined free surface boundary condition:
φxx +
g
U2
φz = 0 on z = 0 (4.16)
4.2.2.2 The hull surface condition
:
φn = Unx (4.17)
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4.2.2.3 The radiation condition
:
φ =

o
(
1√
x2 + y2
)
, x > 0, x2 + y2 →∞
O
(
1√
x2 + y2
)
, x < 0, x2 + y2 →∞
(4.18)
o denotes that
φ√
x2 + y2
= O(0), and O denotes that
φ√
x2 + y2
= O(1).
4.2.2.4 The infinite depth condition
:
φz = 0 z → −∞ (4.19)
Additional equation to calculate the free surface elevation:
−U
g
φx(x, y, 0) + η(x, y) = 0 on z = 0 (4.20)
In the derivation of linearied governing equations,  is the perturbation coefficient and
the velocity potential is expanded at calm water surface, the assumptions of Neumann-
Kelvin method:
 = |η|average/L is small
|η| is small for any (x, y)
(4.21)
Combining the above two assumptions, The basic assumption of Neumann-Kelvin
method:
|η(x, y)|/L is small for any (x, y) (4.22)
Equation (4.15) to (4.20) are the linearized governing equation of Neumann-Kelvin
method.
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4.2.3 Integral identities of the Neumann-Kelvin method
The surface panel method is used to reduce the number of freedom in the numerical
solution. The velocity potential of any point in the fluid domain is presented by a integral
of Kelvin sources distributed on the hull surface and the waterline.
4.2.3.1 Green’s second identity
:
˚
D
[φ∇ · (∇ψ)− ψ∇ · (∇φ)] dV =
‹
∂D

(
φ
∂ψ
∂~n
− ψ∂φ
∂~n
)
dS (4.23)
Where φ and ψ are twice differentiable on D ∈ R3, and  is once continuously differen-
tiable. ~n is the normal vector pointing outside of the domain D.
For  = 1:
˚
D
(
φ∇2ψ − ψ∇2φ) dV = ‹
∂D
(
φ
∂ψ
∂~n
− ψ∂φ
~n
)
dS (4.24)
If φ and ψ are all harmonic function:
∇2φ = 0 (4.25)
∇2ψ = 0 (4.26)
Then the left hand of function (4.24) is 0:
‹
∂D
(
φ
∂ψ
∂~n
− ψ∂φ
∂~n
)
dS = 0 (4.27)
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4.2.3.2 Green’s third identity
:
φ(~x) =
˚
D
[
G(~x, ~x0)∇2φ( ~x0))
]
dV
+
‹
∂D
[
φ( ~x0)
∂G(~x, ~x0)
∂n
−G(~x, ~x0)∂φ( ~x0)
∂n
]
dS
(4.28)
Where D is a domain. ∂D is the boundary of the domain. n is the normal vector of the
domain boundary pointing outside of the domain. φ is twice continuously differentiable
on D. G is the fundamental solution of the Laplace operator:
∇2G(~x, ~x0) = δ(~x− ~x0) (4.29)
x0 is the singularity of G. In R3, G = −1/(4pi|~x− ~x0|).
δ is the Dirac delta function:
δ(x) :

´∞
−∞ δ(x)dx = 1
δ(x) = 0 x 6= 0
(4.30)
If φ is a harmonic function, i.e., a solution to the Laplace equation,
∇2φ = 0 (4.31)
Then the first term in equation (4.23) is 0:
φ(~x) =
‹
∂D
[
φ( ~x0)
∂G(~x, ~x0)
∂n
−G(~x, ~x0)∂φ( ~x0)
∂n
]
dS (4.32)
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Figure 4.1: Surfaces of different domains. Reprinted with permission from [45].
4.2.3.3 Symbols used in the derivation
In the derivation of the integral identity, assume there is a virtual fluid field inside of
the hull surface. De is the fluid domain outside the ship hull. Di is the virtual fluid domain
inside of the ship hull. φe is the velocity potential outside of the ship hull surface. φi is
the virtual velocity potential inside of the ship hull surface. Sfe is the free water surface
outside of the ship hull surface. Sfi is the virtual free water surface inside of the ship hull
surface. S is the ship hull surface. She is the outside surface of ship hull surface. Shi is the
inside surface of ship hull surface. ~n is the normal vector pointing outside of ship hull. ~ne
is the normal vector of boundary of De pointing outside of De. ~ni is the normal vector of
boundary of Di pointing outside of Di. ~x is the field point(where the velocity potential is
calculated). ~x0 is the source point(where the point source is located).
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Figure 4.2: Normal vectors of different domains. Reprinted with permission from [45].
4.2.3.4 Integral identity of the Neumann-Kelvin method
By equation (4.32):
Tφe =
1
4pi
‹
She+Sfe
(
φeGne − φeneG
)
dS (4.33)
1
4pi
appears because −1/|~x − ~x0| is used in the fundamental solution. By equation
(4.18) and (4.19), φe is supposed to be 0 on other boundaries of De. T has different values
in different domains:
T =

1 when ~x is in De
1
2
is on S
0 when ~x is in Di
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When ~x is in De, equation (4.33) can be derived using equation (4.31); when ~x is
in Di, equation (4.31) can be derived using equation (4.26). The derivation is relative
complicated when ~x is on S, the details of derivation is given in appendix A.
Similarly, in the virtual fluid domain Di:
(1− T )φi = 1
4pi
‹
Shi+Sfi
(
φiGni − φiniG
)
dS (4.34)
Since the Swe and Swi are the same surface Sw with different normal vector, denote
them as Sw. By figure 4.2, on hull surface: ∂∂ni =
∂
∂n
, ∂
∂ne
= − ∂
∂n
; on free water surface:
∂
∂ni
= − ∂
∂n
, ∂
∂ne
= − ∂
∂n
. Combine equation (4.33) and (4.44), for the whole fluid domain:
φ =
1
4pi
‹
S
{ [
φen − φin
]
G+
[
φi − φe]Gn}dS
+
1
4pi
‹
Sfe
[φenG− φeGn] dS
+
1
4pi
‹
Sfi
[
φinG− φiGn
]
dS
(4.35)
On the free surface Sfe and ffi, by the linear assumption of Neumann-Kelvin method
(equation (4.22)), ∂
∂~n
≈ − ∂
∂z
, dS ≈ dxdy. The surface integral can be changed to a double
integral.
1
4pi
‹
Sfe
(φenG− φeGn) dS =
1
4pi
‹
Sfe
(φeGz − φezG) dxdy (4.36)
If φi and G also satiesfy the linear free surface boundary condition (4.14), φez =
− 1
K0
φexx, Gz = − 1K0Gxx:
1
4pi
‹
Sfe
(φeGz − φezG) dxdy =
1
4piK0
‹
Sfe
(φexxG− φeGxx) dxdy (4.37)
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Figure 4.3: Direction of the line integrals. Reprinted with permission from [45].
Using the Green’s identity, change the double integral to a line integral.
1
4piK0
‹
Sfe
(φexxG− φeGxx) dxdy =
1
4piK0
‹
Sfe
(φexG− φeGx)x dxdy
=
1
4piK0
˛
Cwe
(φexG− φeGx) dy
(4.38)
By equation (4.36) to (4.38):
1
4pi
‹
Sfe
(φenG− φeGn) dS =
1
4piK0
˛
Cwe
(φexG− φeGx) dy (4.39)
Similarly:
1
4pi
‹
Sfi
[
φinG− φiGn
]
dS =
1
4piK0
˛
Cw
(
φixG− φiGx
)
dy (4.40)
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Substitute equation (4.39) and (4.40) to equation (4.35). By figure 4.3, Cwe = Cw,
Cwi = −Cw:
φ =
1
4pi
‹
S
{[
φen − φin
]
G+
[
φi − φe]Gn} dS
+
1
4piK0
˛
Cw
{[
φex − φix
]
G+
[
φi − φe]Gx} dy (4.41)
For the totally submerged object, the second term of equation (4.41) is 0, therefore
only the surface integral left. For the object piercing the free water surface, the line integral
shows up. The physical meaning is that the point sources and dipoles are distributed both
on the ship hull surface Sw and the waterline Cw. Set the source strength σs as:
σs = φ
e
n − φin (4.42)
Set the dipole strength as:
md = φ
i − φe (4.43)
The fluid inside of the ship hull surface is virtual, so φi can be chosen arbitrarily. If
φin = φ
e
n, then σs is zero and only dipoles exist; if φ
i = φe, then md is zero and only point
sources exist. If φi is other values, then it is the combination of point sources and dipoles.
So the combination points sources and dipoles are not unique.
Set the local coordinate at any point on the waterline Cw. ~n is the normal vector
pointing outside of the ship hull. ~t is tangent to Cw, ~τ is vertical both to ~n and ~t:
αt = cos(x, t); ατ = cos(x, τ); αn = cos(x, n) (4.44)
By equation (4.42), (4.43) and (4.44), on the waterline Cw:
φex − φix = σsαn − αt
∂md
∂t
− ατ ∂md
∂τ
(4.45)
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Substitute (4.42), (4.43), (4.45) into (4.41):
φ =
1
4pi
‹
S
(σsG+mdGn)dS +
1
4piK0
˛
Cw
mdGxdy
+
1
4piK0
˛
Cw
(
σsαn − αt∂md
∂t
− ατ ∂md
∂τ
)
Gdy
(4.46)
Assume only the sources exist, md = 0:
φ =
1
4pi
‹
S
σsGdS +
1
4piK0
˛
Cw
σsαnGdy (4.47)
Figure 4.4: Removal of the singularity. Reprinted with permission from [45].
Substitute equation (4.46) to the hull surface boundary condition (4.17). Because G is
the fundamental solution of the Laplace equation, G contains the term −1
r
. ~r = ~x − ~x0,
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~x is the field point and ~x0 is the source point. When ~x → ~x0, −1r is 00 . At ~x in the fluid
domain, use a hemisphere ε to remove this singularity. On surface ε, ∂
∂n
= ∂
∂r
.
lim
ε→0
‹
ε
∂
∂n
(
−1
r
)
σsdS = lim
ε→0
‹
ε
∂
∂r
(
−1
r
)
σsdS = 2piσs (4.48)
The hull surface boundary condition is:
1
2
piσs +
1
4pi
‹
S
σsGndS +
1
4piK0
˛
Cw
αnσsGndy = U cos(n, x) (4.49)
Equation (4.49) is the integral identity of Neumann-Kelvin method. In derivation of
equation (4.49),G is required to be the fundamental solution of the Laplace’s equation and
satisfies the linear free surface boundary condition (4.16). Brard [46] proved thatG should
also satisfy all the boundary conditions except the hull surface condition (4.17) in order
to let φ satisfy all the boundary conditions of the Neumann-Kelvin method. So G is the
fundamental solution of Laplace equation and satisfies all the linear boundary conditions
except the hull surface condition, i.e., it is the Green function of the wave-making problem.
If G is known, by equation (4.49) the source strength σs can be calculated. Then the
velocity potential φ can be calculated by equation (4.47).
4.2.4 Derivation of Green’s function
The solution of the Neumann-Kelvin problem needs to calculate the Green’s function
G. G is the fundamental solution of Laplace equation which satisfies all the linear bound-
ary conditions except the hull surface condition. The physical meaning of the Green’s
function is a translating source point beneath the free water surface. Before the derivation,
first give an alternative expression of the radiation condition.
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4.2.4.1 Alternative expression of radiation condition
Assume there is a virtual dissipative force, the components in three coordinates are
(µ0Φx, µ0Φy, µ0Φz). µ0 is the dissipative coefficient. The potential for this dissipative
potential is µ0Φ. Add this term into the Bernuolli equation (3.3), on the free surface:
1
2
(Φ2x + Φ
2
y + Φ
2
z) + gη + µ0Φ =
1
2
U2 + µ0(−Ux) (4.50)
Substitute equation (4.1) to (4.50):
gη = Uφx − µ0φ− 1
2
(φ2x + φ
2
y + φ
2
z) (4.51)
Omit the nonlinear terms in equation (4.51):
gη = Uφx − µ0φ (4.52)
Substitute equation (4.52) to kinematic free surface condition (4.13):
φxx +K0φz − µφx = 0 on z = 0 (4.53)
Where µ = µ0/U . Equation (4.53) is the alternative expression of the radiation con-
dition. Havelock [32] proved that the equivalence relation between equation (4.53) and
(4.18). The physical meaning of equation (4.53) is that there is no wave ahead of the ship
hull due to the introduced virtual dissipative force. Mathematically, the the virtual dissi-
pative force constrains the solution of Laplace equation to a unique solution(Although the
force tends to zero).
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4.2.4.2 Derivation of the Green’s function
Consider the point source at (x0, y0, z0), if the fluid domain is infinite, then the velocity
potential is:
G = −1
r
(4.54)
Where:
r =
√
(x− x0)2 + (y − y0)2 + (z − z0)2 (4.55)
Assume the free surface is calm, then according to the image principle, there must
be a point source with the same strength at the symmetric position to the xy plane. This
point source is the image source. Under the assumption of calm water surface, the Green’s
function is:
G =
−1
r
+
1
r1
(4.56)
Where:
r1 =
√
(x− x0)2 + (y − y0)2 + (z + z0)2 (4.57)
In fact, there are waves on the free surface. Assume the velocity generated by the
waves are G1:
G =
−1
r
+
1
r1
+ E (4.58)
Where E is a harmonic function. Use the integral identity:
1√
x2 + y2 + z2
=
1
2pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp {K[z + i(x cos θ + y sin θ)]} dK
(for z < 0)
(4.59)
The derivation of equation (4.59) is given in appendix B. z < 0 and z0 < 0, so
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z + z0 < 0. By equation (4.59):
1
r1
=
1
2pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp {K[(z + z0) + iω]} dK (4.60)
Where:
ω = (x− x0) cos θ + (y − y0) sin θ (4.61)
By equation (4.55) and (4.57), when z = 0:
(
1
r
)
x
=
(
1
r1
)
x
(
1
r
)
xx
=
(
1
r1
)
xx
(
1
r
)
z
= −
(
1
r1
)
z
(4.62)
Substitute equation (4.58) to the alternative radiation condition (4.53), using equation
(4.62):
Exx +K0Ez − µEx = −2K0
(
1
r1
)
z
on z = 0 (4.63)
Substitute equation (4.60) to (4.63):
Exx +K0Ez − µEx = −K0
pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp[K(z0 + iω)]KdK on z = 0 (4.64)
Notice that:
(
∂2
∂2x
+K0
∂
∂z
− µ ∂
∂x
) ˆ ∞
0
exp {K[(z + z0) + iω]} dK (4.65)
Compare (4.64) and (4.65):
E =
K0
pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp{K[(z + z0) + iω]}
K cos2 θ −K0 + iµ cos θdK (4.66)
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Substitute (4.66) to (4.54):
G = −1
r
+
1
r1
+
K0
pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp{K[(z + z0) + iω]}
K cos2 θ −K0 + iµ cos θdK (4.67)
Let µ = 0, then:
G = −1
r
+
1
r1
+
K0
pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp{K[(z + z0) + iω]}
K cos2 θ −K0 dK (4.68)
Now consider the inner integral of equation (4.68). It has a singularity:
K = K0 sec
2 θ (4.69)
The singularity is on the real axis and the integral path must bypass this singularity.
But the integral path can either above the real axis or beneath the real axis. Different cases
can lead to different results.
Figure 4.5: Integral path bypass the singularity
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Now consider the inner integral of equation (4.67). It has a singularity:
K = K0 sec
2 θ − iµ sec θ (4.70)
Again consider the inner integral of equation (4.67). The position of the singularity is
related to the value of θ. When |θ| < pi/2, sec θ > 0, the singularity is beneath the
real axis. When µ → 0, the singularity tends to the real axis beneath the real axis. The
integral path should bypass the singularity above the real axis clockwise. The integral
pass is denoted as L1. When |θ| > pi/2, sec θ < 0, the singularity is beneath the real axis.
For the same reason, the integral pass should bypass the singularity beneath the real axis
counterclockwise. Denote the integral pass as L2. By this method, there is one singularity
in the integral domain. Mathematically, the introduction of the virtual dissipative force
can remove the uncertainty of the solution.
By the discussion above:
G = −1
r
+
1
r1
Re
[
K0
pi
ˆ pi
2
−pi
2
dθ
ˆ ∞
0(L1)
exp{K[(z + z0) + iω]}
K cos2 θ −K0 dK
]
Re
[
K0
pi
ˆ pi
2
−pi
2
dθ
ˆ ∞
0(L2)
exp{K[(z + z0)− iω]}
K cos2 θ −K0 dK
] (4.71)
When |θ| > pi
2
, change integral variable to do the integral on −pi
2
to pi
2
. Since only the
real part is meaningful in the calculation, only the real part is calculated in equation (4.70).
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Calculate the two integrals in equation (4.70), using residue theorem:
Re
[
K0
pi
ˆ pi
2
−pi
2
dθ
ˆ ∞
0(L1)
exp{K[(z + z0) + iω]}
K cos2 θ −K0 dK
]
=Re
[
P.V.
K0
pi
ˆ pi
2
−pi
2
dθ
ˆ ∞
0(L1)
exp{K[(z + z0) + iω]}
K cos2 θ −K0 dK
− piiResf(K0 sec2 θ)
]
=P.V.
ˆ ∞
0
eK(z+z0)
K −K0 sec2 θ cos(Kω)dK
+ pieK0 sec
2 θ(z+z0) sin(K0 sec
2 θ · ω)
(4.72)
P.V. denotes the principle value of the integral. Resf(K0 sec2 θ) is the residue of the inner
integral.
Similarly,
Re
[
K0
pi
ˆ pi
2
−pi
2
dθ
ˆ ∞
0(L2)
exp{K[(z + z0)− iω]}
K cos2 θ −K0 dK
]
=P.V.
ˆ ∞
0
eK(z+z0)
K −K0 sec2 θ cos(Kω)dK
+ pieK0 sec
2 θ(z+z0) sin(K0 sec
2 θ · ω)
(4.73)
Substitute (4.71) and (4.72) into (4.71):
G =− 1
r
+
1
r1
+
2K0
pi
ˆ pi
2
−pi
2
sec2 θdθ · P.V.
ˆ ∞
0
eK(z+z0)
K −K0 sec2 θ cos(Kω)dK
+ 2K0
ˆ pi
2
−pi
2
sec2 θeK0 sec
2 θ(z+z0) sin(K0 sec
2 θ · ω)dθ
(4.74)
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Expand cos(Kω) and sin(K0 sec2 θ · ω):
φ =− 1
r
+
1
r1
+
2K0
pi
ˆ pi
2
−pi
2
sec2 θdθ · P.V.
ˆ ∞
0
eK(z+z0) cos[K(x− x0) cos θ] cos[K(y − y0) sin θ]
K −K0 sin θ
+ 2K0
ˆ pi
2
−pi
2
sec2 θ · eK0 sec2 θ sin[K0 sec θ · (x− x0)] cos[K0 sec2 θ · (y − y0) sin θ]dθ
(4.75)
Equation (4.74) is the Green’s function of Neumann-Kelvin problem.
4.2.5 Check of the radiation condition
The Green’s function (4.74) was derived by the alternative radiation condition (4.53)
in section (4.2.4). Havelock [32] proved the equal relation between the two radiation
conditions (4.53 and 4.18) mathematically. The Green’s function (4.74) should also satisfy
the radiation equation (4.18). In this section, the Green’s function (4.75) is expressed by
asymptotic expressions to check the radiation condition, especially to check if there are
waves ahead of the ship hull.
Substitute the Green’s function (4.74) into the linear kinematic free surface condition
(4.20):
Gx(x, y, 0) =
−2K0
pi
ˆ pi
2
−pi
2
sec θdθ
· P.V.
ˆ ∞
0
eKz0 sin[K(x− x0) cos θ] cos[K(y − y0) sin θ]
K −K0 sec2 θ KdK
+ 2K20
ˆ pi
2
−pi
2
sec3 θeK0 sec
2 θ·z0 cos[K0 sec θ · (x− x0)]
· cos[K0(sec2 θ · sin θ(y − y0))]dθ
(4.76)
Set:
x− x0 = R cosα, y − y0 = R sinα (4.77)
40
Substitute (4.77) into (4.76):
η(R,α) =
−2
piU
ˆ pi
2
−pi
2
sec θdθ
· P.V.
ˆ ∞
0
eKz0 sin(KR cosα cos θ) cos(KR sinα sin θ)
K −K0 sec2 θ KdK
2K0
U
ˆ pi
2
−pi
2
sec3 θeK0 sec
2 θ·z0
cos(K0R sec θ cosα) cos(K0R sec
2 θ sin θ sinα)dθ
=
−2
piU
ˆ pi
2
0
sec θdθ
· P.V.
ˆ ∞
0
eKz0 sin[KR cos(θ + α)] + sin[KR cos(θ − α)]
K −K0 sec2 θ KdK
+
2K0
U
ˆ pi
2
2
sec3 θeK0 sec
2 θz0
· {cos[K0R sec2 θ · cos(θ + α)] + cos[K0R sec2 θ cos(θ + α)]}dθ
(4.78)
The Fourier integral theorem is used to calculate the principle integral in equation
(4.78):
ˆ ∞
a
f(x)
sinR(x− x0)
x− x0 dx = pif(x0) +O(
1
R
) when R→∞ (4.79)
P.V.
ˆ ∞
a
f(x)
cosR(x− x0)
x− x0 dx = O(
1
R
) when R→∞ (4.80)
Where f is derivative in (a,∞), f ′′ exists in (a,∞), x0 > a, f(x)x and f
′(x)
x
are ab-
solutely integrable. To use the Fourier integral theorem, the principle integral term is
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changed to the format of (4.79) and (4.80):
sin[KR cos(θ + α)]
= sin{R cos(θ + α)[(K −K0 sec2 θ) +K0 sec2 θ]}
= sin[R cos(θ + α)(K −K0 sec2 θ)] cos[R cos(θ + α)K0 sec2 θ]
+ cos[R cos(θ + α)(K −K0 sec2 θ)] sin[R cos(θ + α)K0 sec2 θ]
(4.81)
Substitute (4.81) to (4.78):
ˆ ∞
0
eKz0
sin[KR cos(θ + α)]
K −K0 sec2 θ KdK
=
ˆ ∞
0
KeKz0 cos[R cos(θ + α)
·K0 sec2 θ] · sin[R cos(θ + α)(K −K0 sec
2 θ)]
K −K0 sec2 θ dK
+
ˆ ∞
0
KeKz0 sin[R cos(θ + α) ·K0 sec2 θ]
· cos[R cos(θ + α)(K −K0 sec
2 θ)]
K −K0 sec2 θ dK
=piK0 sec
2 θeK0 sec
2 θ·z0 cos[R cos(θ + α) ·K0 sec2 θ] +O
(
1
R
)
when R→∞
(4.82)
Similarity, the term contains cos(θ − α) can be calculated. Substitute both results into
(4.78):
η(R,α) =
2K0
U
ˆ pi
2
0
sec3 θeK0 sec
2 θ·z0
· {cos[RK0 sec2 θ cos(θ + α)][1− sign(cos(θ + α))]
cos[RK0 sec
2 θ cos(θ − α)][1− sign(cos(θ − α))]}dθ
when R→∞
(4.83)
By equation (4.78), η(R,α) is an even function to α. So just consider 0 ≤ α ≤ 1
2
pi.
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First, consider 0 ≤ α ≤ 1
2
pi. When θ > 1
2
pi − α, cos(θ + α) < 0; when θ > 1
2
pi + α,
cos(θ − α) < 0, but θ > pi
2
, exceed the upper limit. So equation (4.83) can be written as:
η(R,α) =
4K0
U
ˆ pi
2
pi
2
−α
sec3 θeK0 sec
2 θ·z0
· cos[RK0 sec2 θ cos(θ + α)]dθ
when R→∞
(4.84)
By equation (4.77), x > x0 when 0 ≤ α ≤ 12pi. It denotes the water surface ahead of
the source point. If α = 0, it denotes the line ahead of the ship hull. The upper and lower
limit of integral are all pi
2
, so η(R,α) = 0. It means there are no waves ahead of ship hull.
Then consider 1
pi
< α ≤ pi. When θ < 3
2
pi − α, cos(θ + α). Since α < pi, the upper
integral limit is larger than 1
2
pi; when θ < α− 1
2
pi, cos(θ−α) < 0. So equation (4.83) can
be written as:
η(R,α) =
4K0
U
ˆ pi
2
0
sec3 θeK0 sec
2 θ·z0 · cos[RK0 sec2 θ cos(θ + α)]dθ
+
4K0
U
ˆ 2
α− 1
2
pi
sec3 θeK0 sec
2 θ·z0 cos[RK0 sec2 θ cos(θ − α)]dθ
when R→∞
(4.85)
When 1
2
pi < α ≤ pi, x < x0, it denotes the free water surface behind the ship hull.
When α = pi, it denotes the line behind the source point. The two integrals in equation
(4.85) are the same:
η(R,α) =
8K0
U
ˆ 0
1
2
pi
sec3 θeK0 sec
2 θ·z0 cos[K0R sec2 θ cos θ]dθ when R→∞ (4.86)
By the equation above, it can be seen that there are waves behind the ship hull. By
equation (4.84) and (4.85), it proves that waves only exist behind of the ship.
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4.3 Numerical calculation
4.3.1 Analysis of the Green’s function
For the convenience of calculation, first simplify the Green’s function (4.75). Set:
(x′, y′, z′) =
g
U2
(x, y, z); (x′0, y
′
0, z
′
0) =
g
U2
(x0, y0, z0);G
′ =
U2
g
G;
r′ =
√
(x′ − x′0)2 + (y′ − y′0)2 + (z′ − z′0)2;
r′1 =
√
(x′ − x′0)2 + (y′ − y′0)2 + (z′ + z′0)2
(4.87)
Substitute (4.87) to (4.75). In section 4.3, the superscribe is omitted for the conve-
nience of derivation:
G = − 1
r0
+
1
r
+
4
pi
ˆ pi/2
0
dθ
 ∞
0
dk
ekz cos(kx cos θ) cos(ky sin θ)
k cos2 θ − 1
+ 4
ˆ pi/2
0
dθez sec
2 θ sin(x sec θ) cos(y sec2 θ sin θ) sec2 θ
(4.88)
The Green’s functions is composed of three parts:
1. R = − 1
r0
+
1
r
, the Rankine source term, which denotes the potential of a point
source and its image source in an infinite fluid domain.
2. D =
4
pi
´ pi/2
0
dθ
ffl∞
0
dk
ekz cos(kx cos θ) cos(ky sin θ)
k cos2 θ − 1 , the double integral term, which
denotes the near-field potential of a point source. D is non-oscillatory and symmet-
ric in the xz and yz planes.
3. W = 4
´ pi/2
0
dθez sec
2 θ sin(x sec θ) cos(y sec2 θ sin θ) sec2 θ, the single integral term,
which denotes the far-field influence of a point source. W is a wavelike disturbance
which represents waves generated by translating point source.
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The following three subsections will discuss the calculation of these three parts of the
Green function.
4.3.2 Calculation of the Rankine source part
Hess and Smith in their remarkable work [35; 36] derived the formulas of velocity
generated by point sources distributed on a flat polygon panel. This study used their results
to calculate the Rankine source part R.
4.3.3 Calculation of the double integral part
4.3.3.1 Numerical method
There are some difficulties to calculate the double integral D. First, there is a sin-
gularity k cos2 θ − 1 = 0 in the integrand of D. Second, since D is a double integral,
large number of integral points are needed if the routine numerical integration method is
used(e.g., Simpson’s integral method). Newman calculated the double integral D by a
summation of singularity and Chebyshev series(Newman [4], eq. (48)):
D = S +
16∑
i=0
16∑
j=0
8∑
k=0
Pijk[f(R)]
i
(
−1 + 4
pi
θ
)j (
2
pi
α
)2k
(4.89)
Where (R, θ, α) is the spherical coordinate:
x = R sin θ z + iy = R cos θeiα (4.90)
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f(R) is the function of R:
f(R) =

2R− 1 (0 < R ≤ 1)
(2R− 5)/3 (1 ≤ R ≤ 4)
(R− 7)/3 (4 ≤ R ≤ 10)
1− 20/R (10 ≤ R <∞)
(4.91)
S is the value of singularity(Newman [4], eq. (21)):
S =− U1 + zU3 − yV3 − xU2
1
2
[−z2U5 + y2(U3 + U5)− x2U3]
yzV5 + xzU4 − xyV4
+
1
6
[z3U7 + y
3(V5 + V7)− x3U4]
+
1
2
[−z2yV7 − z2xU6 − y2z(U5 + U7)
+ yx(U4 + U6) + x
2zU5 − x2yV5] + xyzV6
(4.92)
Where:
Um =
2im
pi
ˆ pi
2
−pi
2
cosm θ log(υ)dθ (4.93)
Vm =
2im
pi
ˆ pi
2
−pi
2
cosm−1 θ sin θ log(υ)dθ (4.94)
υ = z cos2 θ − y cos θ sin θ + i|x| cos θ (4.95)
Um and Vm are still in the integral form. Calculated Vm terms by trigonometric series:
Vm =
22−m
m
[ 12m− 12 ]∑
k=0
Cmk (−1)k sin[(m− 2k)α]
(
ρ
R + x
)m−2k
(4.96)
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Um can be calculated by iterative formula:
mUm + (m− 1)Um−2
2im
1 · 1 · 3 · ... · (m− 3)
2 · 4 · 6 · ... · (m) −
22−m
2
·
[ 12m− 12 ]∑
k=0
Ckm(−1)k(m− 2k) cos[(m− 2k)α]
(
ρ
R + x
)m−2k (4.97)
U0 = 2 log
(
R + x
4
)
(4.98)
Where Γ is the gamma function:
Γ(n) = (n− 1)! n is a positive integer (4.99)
By equations (4.89) to (4.99), the double integral partD can be calculated numerically.
The singularity point in the integrand of D is considered and calculated. The double
integral is calculated by series.
The derivative of the green’s function is used in the integral identity of Neumann-
Kelvin method (4.49). The derivatives of the double integral part can be calculated by
direct derivation. Derivatives of the Vm and Um terms are relatively complicated and the
results are given in appendices C.
4.3.3.2 Numerical validation
The results of the double integral are shown in figure (4.6) and (4.7). It can be seen
from these results that the double integral part D is symmetric to the xz and yz planes. It
is also obvious thatD only influences the near-field of the source point. Newman [4] gives
the benchmark results of D. The calculated results of D are compared to the benchmark
to prove the correctness of the calculation. The results of comparison are shown in table
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Figure 4.6: Value of D when z=-0.1
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Figure 4.7: Value of D when z=-10.0
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Table 4.1: Benchmark of D
R (R, 0, 0) (0, R, 0) (0, 0, R)
1
N -0.922275425 -1.449556918 -2.152318028
D -0.922276852 -1.449556869 -2.152318595
4
N -0.389475066 -0.639988075 -0.602680778
D -0.389476158 -0.639988598 -0.602681559
10
N -0.180530615 -0.231410178 -0.212150324
D -0.180530598 -0.231410598 -0.212150657
(4.1).
The single precision is used in the calculation. Table (4.1) shows that the calculated
result are consistent with the benchmark.
4.3.4 Calculation of the single integral part
4.3.4.1 Difficulties in the calculation
The single integral part S of is difficult to calculate because the integrand of D is
highly oscillatory, especially when z → 0, which is shown by figure (4.8) to (4.10). f is
the integrand of the single integral part S.
Since the integrand is highly oscillatory, the routine numerical integral method(e.g.,
Simpson method or the adaptive method) is inefficient since large number of integral points
are needed(see Patterson [47] and Weber [48]). The interval between integral points are
very small when the integrand oscillates too severely. Because the significant numbers
are limited in the numerical calculation, the different between different integration points
might vanish in the calculation when the interval is too small(see David and Rabinowitz
[49]). New method must is necessary for the calculate of the the single integral part S.
The steepest integration method
The main difficulty in calculating S is the highly oscillatory integrand. One method to
do the calculation is to change the oscillatory integrand to an non-oscillatory one. S can
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Figure 4.8: Value of f when x = −10, y = 10, z = −5. Reprinted with permission from
[45].
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Figure 4.9: Value of f when x = −10, y = 10, z = −1.5. Reprinted with permission from
[45].
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Figure 4.10: Value of f when x = −10, y = 10, z = −0.5. Reprinted with permission
from [45].
be calculated efficiently and accurately. S is split into two parts:
W = 2Im(I(x, y, z) + I(x,−y, z)) (4.100)
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Where:
I(x, y, z) =
ˆ ∞
0
eω(x,y,z,t)dt (4.101)
ω(x, y, z, t) = z(1 + t2) + i(x− yt)
√
1 + t2 (4.102)
By applying Jordan’s lemma and the steepest descend method, use the integration con-
tour in equation (3.1), rotate t→ eiθt(Oleg [5], eq. (40)):
I(x, y, z) = eiθ
ˆ ∞
0
eω(e
iθt,x,y,z)dt =
ˆ t∗
0
eω(t,x,y,z)dt+ eiθ
ˆ ∞
0
eω(t?+te
iθ,x,y,z)dt (4.103)
where:
cos 2θ =
−z√
y2 + z2
, sin 2θ =
−y√
y2 + z2
(4.104)
cos θ =
√
1 + |z|/√y2 + z2
2
(4.105)
sin θ = sign(−y)
√
1− |z|/√y2 + z2
2
(4.106)
t∗ =
|x| sin θ
2(|z| cos θ − y sin θ) (4.107)
The integrand is transformed to a non-oscillatory one. f = eω(iθt,x,y,z) is shown in
figure (4.11). The two integrals in equation (3.1) can be transformed into integrals over
[−1, 1] by change of variables:
ˆ t∗
0
g(t)dt =
t∗
2
ˆ 1
−1
g
(
t∗(t+ 1)
2
)
dt =
ˆ 1
−1
f(t)dt (4.108)
ˆ ∞
0
g(t)dt = 2
ˆ 1
−1
1
(1− t)2 g
(
t+ 1
1− t
)
dt =
ˆ 1
−1
f(t)dt (4.109)
An efficient method to calculate the integral
´ 1
0
f(t)dt is by using Clenshaw-Curtis
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Figure 4.11: Non-oscillatory integrand when x=-10,y=10,z=-0.5
quadrature (Gentleman [50]).
ˆ 1
−1
f(t)dt = d0 + 2
∞∑
k=1
dk
1− (2k)2 (4.110)
where:
dk =
2
pi
ˆ pi
0
f(cos θ) cos(2kθ)dθ (4.111)
dk can be calculated by the trapezoidal rule:
dk ≈ 2
N
[
f(1)
2
+
f(−1)
2
+
N−1∑
n=1
f(cos(
npi
N
)) cos(
2pink
N
)
]
(4.112)
The single integral part S can be calculated by equation (4.100) to (4.112). The calcu-
lated results are shown in figure (4.12) and (4.13).
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Figure 4.12: Value of W calculated by the steepest descend method when z=-0.1.
Reprinted with permission from [45].
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Figure 4.13: Value of W calculated by the steepest descend method when z=-1.0.
Reprinted with permission from [45].
4.3.4.2 The Bessel’s series
The other way to calculate the single integral term W is by functional series. W can
be expressed by two Bessel’s series(see Bessho [51]). When x√
ρ
is small:
W = −2e z2
∞∑
n=0
(−1)nεnKn(1
2
ρ)J´2n(x) cos(nα) (4.113)
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When x√
ρ
is large:
W = 2pie
z
2
∞∑
n=0
εnIn(
1
2
ρ)Y´2n(x) cos(nα) (4.114)
Where Jn and Yn are the Bessel functions of the first and second kind; In and Kn are
the modified Bessel functions of the first and second kind.
ρ = y2 + z2, α = tan−1(
y
z
) (4.115)
εn =

1 n = 1
2 n ≥ 2
(4.116)
There is an additional term which is missing from the Bessho’s series(Ursell [24])
and this term makes the two Bessho’s series completely complementary. However, this
missing term is only effective near the xy plane. The Bessho’s function will not be used
near the free surface in this study, so this additional term will not be discussed here.
Yn and Kn increase exponentially with increasing n, whereas Jn and In decrease with
exponential manner, as shown in figure (4.14) and (4.15). This causes overflown in cal-
culation. So equations (4.113) and (4.114) can not be calculated by direct summation.
One solution to this problem is to calculate the calculating the ratios of the Bessel
functions instead of direct calculating the Bessel’s functions. Set:
an = −2e z2
∞∑
n=0
(−1)nεnKn(1
2
ρ)J´2n(x)
bn = 2pie
z
2
∞∑
n=0
εnIn(
1
2
ρ)Y´2n(x)
(4.117)
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Figure 4.15: Value of In when x=1.0
jn = J2n+1/J2n−1; kn = Kn+1/Kn
yn = Y2n+1/Y2n−1; in = In+1/In
(4.118)
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Where n = 0, 1, 2, ..., N . Then calculate the coefficients in equations (4.113) and
(4.114):
an+1 = −anknjn(1− jn+1)
1− jn ; a0 = 2e
z
2J1(x)K0(
1
2
ρ) (4.119)
bn+1 =
aninyn(1− yn+1)
1− yn ; b0 = −2pie
z
2Y1(x)I0(
1
2
ρ) (4.120)
Derivations of equations (4.117) to (4.120) are given in appendix D. kn and in are
shown in figure (4.16) and (4.17). kn and in are now limited values and can be calculated
directly. This algorithm is due to Baar [38]. The derivatives of W can be calculated by
similar algorithm given in appendix D.
The principle to choose between equation (4.113) and (4.114) is rather complicated.
It is based on the coordinate x, the distance ρ =
√
y2 + z2 and the angle arctan(y/z).
One method is by using the last term of equation (4.113). First, calculate an for n =
1, 2, 3, ..., 75 and check if a75 < , where  is a chosen precision and  = 1e−6 in this
study. If this is not the case series (4.113) converges too slowly and series (4.114) should
be used. In this case, series (4.114) converges faster than series (4.113)(as shown in figure
(4.18) and (4.19)) and calculate bn for n = 1, 2, 3, ..., 25. The results of W calculated by
the Bessel’s series are shown in figure (4.20) and (4.21).
4.3.4.3 The combination of the two methods
Two methods to calculate the single integral W are introduced above. It can be seen
from figure (4.12) and (4.20) that W oscillates near the free surface and in the transition
area of the two Bessel’s series. In these domains the values of W is not stable and W
should be calculated by the numerical calculation to guarantee the precision. In other
domains W can by calculated using the Bessel’s series to achieve higher efficiency of
calculation. The difference of the results by using the steepest descend method and the
Bessel’s series are shown in figure (4.22) and (4.23). Figure (4.22) shows that there is
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Figure 4.16: Value of kn when x=1.0
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Figure 4.17: Value of in when x=1.0
large difference between these two method in the domain near the xy plane. Figure (4.23)
shows that the difference is much smaller in the domain far away from the xy plane. But
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Figure 4.18: Value of an cos(nα) when x=0.1, y=1.0, z=-1.0
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Figure 4.19: Value of bn cos(nα) when x=10.0, y=1.0, z=-1.0
there is still relatively large difference in the transition domain of the two Bessel’s series.
Although the steepest descend method is more accurate than the Bessel’s series, its
calculation efficiency is lower. Table (4.2) shows the efficiency of the two methods. The
Froude number is Fn = 0.3 in the test. The test computer has i7-4770k CPU and 16G
DDR3 RAM. The turbo boost and hyper-threading is open. It can be seen that the Bessel’s
function is faster than the steepest method, especially in the domain near the xy plane.
So this is a compromise between the accuracy and the efficiency. In this study, the
single intergral W is calculated by the combination the two methods. In the domain near
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Figure 4.20: Value of W calculated by Bessel’s series when z=-0.3
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Figure 4.21: Value of W calculated by Bessel’s series when z=-1.0
the xy plane and in the transition domain of the two Bessel’s series, W is calculated by the
steepest descend method to guarantee the accuracy; the Bessel’s series are used in other
domains to achieve higher efficiency. The algorithm is given in table (4.3).
By figure (4.23), we can see the large differences of the two methods in the transition
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Figure 4.22: Difference of the two methods when z=-0.1
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two methods is larger than 1e-5
Figure 4.23: Difference of the two methods when z=-0.3
domain are bounded by x = 12
√
y and x = 20
√
y. So these two lines are chosen as the
boundaries of the two methods in the transition domain. The results of W calculated by
the combination of the two methods are shown in figure (4.24) and (4.25). By these two
figures, it can be seen that there is no gaps between the transition of the two methods, and
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Table 4.2: Calculation time of W by different methods
x y z
The steepest
descend method Bessho’s series Combination
1 1 -0.1 12.357µs 5.357µs 8.698µs
1 1 -0.3 10.468µs 3.968µs 5.654µs
1 1 -1.0 8.982µs 3.269µs 4.139µs
Table 4.3: A combination of two methods in calculation of far-field disturbance
−0.3 < z < 0 z < −0.3
x < 12
√
y
The steepest
descend method
Bessho’s series
(equation 4.113)
12
√
y < x < 20
√
y
The steepest
descend method
x > 20
√
y
Bessho’s series
(equation 4.114)
this is an evidence that the algorithm is correct. The efficiency of calculation is given in
table (4.2). Although the combined algorithm is slower than the Bessel’s series, it is still
much more efficient than the steepest descend method. The result shows that the combined
algorithm is an effective method to calculate the single integral W .
4.3.5 Integration of the source strength over each panel
In numerical calculation, the integral identity (4.49) is discretized into panels. The
velocity induced by each panel (at the collocation point of other panels) needs to be calcu-
lated. It is a surface integral over the panel. Considering the source strength is a constant
over each panel, the simplest method is to treat each panel as a point source and the equal
source strength is the multiplication of the source strength and the area of the panel. But
this method ignores the influence of the panel’s shape, especially when two panels are
close to each other, this influence might be too large to ignore.
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Figure 4.24: Value of W calculated by the combination of the two methods when z=-0.3
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Figure 4.25: Value of W calculated by the combination of the two methods when z=-1.0
An alternative method is the Gaussian’s integration, which considers the panel’s shape.
First transform the surface integral to a double integral, by the definition of surface integral
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of the first kind:
¨
Σ
G(x, y, z)dS =
¨
Dxz
G[x, y(x, z), z]
√
1 + [y′x(x, z)]
2 + [y′z(x, z)]
2dxdz (4.121)
Where Σ is the surface of the panel; Dxz is the projected area of Σ on the xz plane.
Then transform the integral domain to a unit area, as shown in figure (4.26):
Figure 4.26: Transformation of the coordinates
Transform the double integral (4.26) from xy plane to rs plane:
¨
Dxz
G[x, y(x, z), z]
√
1 + [y′x(x, z)]
2 + [y′z(x, z)]
2dxdz
=
¨
Drs
G[x(r, s), y(r, s), z(r, s)]dSJ
√
1 + [y′x(r, s)]
2 + [y′z(r, s)]
2drds
=
¨
Drs
F (r, s)drds
(4.122)
Where Drs is the unit area in rs plane:
Si(r, s) =
1
4
(1 + rri)(1 + ssi) (i = 1, 2, 3, 4) (4.123)
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
x =
∑4
i=1 Si(r, s)xi
y =
∑4
i=1 Si(r, s)yi
z =
∑4
i=1 Si(r, s)zi
(4.124)
J =
∂(x, y)
∂(r, s)
=
∣∣∣∣∣∣∣
∂x
∂r
∂x
∂s
∂y
∂r
∂y
∂r
∣∣∣∣∣∣∣ (4.125)
The double integral over a unit area can be calculated by the Gaussian integration:
¨
Drs
F (r, s)drds =
n∑
i=1
n∑
j=1
HiHjF (ri, si) (4.126)
Hi and Hj are integration coefficients(Zienkiewicz [52]). It is more accurate to use
more integration points, but the calculation time is in proportion to N2. So it is a compro-
mise between accuracy and efficiency.
A numerical experiment is implemented to explore the convergence of the surface
integral over the panel. The test case is Wigley III ship with 40 by 10 panels(40 mesh
seeds in the x direction and 10 mesh seeds in the z direction), and the test panel is chosen
as the panel in the upper right corner, as shown in figure (4.27). The test case chose the
velocity induced by the test panel on itself, since the shape of the panel has the maximum
influence on itself. Hess and Smith [35] derived the velocity induced by the point sources
distributed on a polygon panel. This study used their results, so R do not need to be
considered here. The values of derivatives of D and W are shown in figure (4.28) and
(4.29).
It can be seen that the induced velocity converges quickly to the number of Gauss
points. W converges at n = 6, and N converges at n = 10. Considering the value of R is
much larger than N , so N has only minor influence on the final results. On the other hand,
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Figure 4.27: Test case for the convergence of surface integral over the panel
the calculation time is proportion to n2. Increasing n would increase the calculation time
dramatically. As a compromise between the efficiency and the accuracy, this study chose
number of Gauss points as n = 6.
4.3.6 Surface panel method
In numerical calculation, the hull surface is discretized into panels and the source
strength is a constant in each panel. The panel layout are shown in figure (4.30) and
(4.31). The hull surface condition is satisfied on one point in each panel, which is called
the collocation point. In the Neumann-Kelvin method, the geometry center is chosen as
the collocation point. By equation (4.49), on panel i:
1
2
piσjs +
1
4pi
n∑
j=1
σjs
¨
Sj
GndS +
1
4piK0
m∑
k=1
σks
ˆ
Ckw
αnGndy = Ucons(n, x) (4.127)
σis is the source strength of panel i; S
j is the surface of panel j; Ckw is the line of
waterline on panel k, n is the number of panels; m is the number of panels with waterline.
˜
Sj
GndS is the integral of the Green’s function over panel j, which is calculated by
section (4.3.2) to (4.3.5). The only unknown variable in (4.127) is the source strength.
The source strength of the waterline is the same with the panel which it belongs to, so
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there are n unknowns and n equations. This linear equations is solvable.
When the source strength is calculated, the potential can be calculated by (4.47):
φ =
1
4pi
n∑
j=1
σjs
¨
Sj
GdS +
1
4piK0
m∑
k=1
σks
ˆ
Ckw
αnGdy (4.128)
4.4 Numerical validation
4.4.1 Test case
4.4.1.1 Test ships
This study chose the Wigley III and Series 60 (Cb=0.6) as the test cases. The panel
layout of these two ships are shown in figure (4.30) and (4.31). Denote the panel layout
as X × Y , X denotes the number of mesh seeds in x direction; Y denotes the number of
mesh seeds in y direction.
4.4.1.2 Test machine
The test was done on a PC. The configurations are shown as following:
• CPU: intel i7-4770k (turbo boost and hyper-thread are activated)
• RAM: 16G DDR3
• HARDDISK: 500G SSD
4.4.2 Convergence of paneling
The convergence of panel layout serves serves as an evidence of correctness. This
section explores the number of mesh seeds in x and z direction. The results are shown in
figure (4.32) to (4.35). Cw is the resistance coefficient, Cw = f/(0.5ρU2L2). The wave-
making resistance was calculated by the direct pressure integral over the hull surface.
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Figure 4.30: Wigley III, panel layout
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Z
Figure 4.31: Series 60 (Cb=0.6), panel layout
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Figure 4.32: Wigley III, x direction
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Figure 4.33: Wigley III, y direction
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Figure 4.34: Series 60 (Cb=0.6), x direction
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Figure 4.35: Series 60 (Cb=0.6), y direction
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Figure (4.32) and (4.34) explored the convergence about the number of mesh seeds in x
direction; figure (4.33) and (4.35) shows the converge about the mesh seeds in z direction.
The results of wave-making resistance converge very quickly in both x and z direction.
For Wigley III and Series 60 (Cb=0.6) ships, the results converge at 40 mesh seeds in x
direction and 10 mesh seeds in z direction. Since these two ships are relative simple ship
forms, it is reasonable the results converge very quickly. In actual use, more panels might
be necessary for more complex ships.
4.4.3 Calculation efficiency
The calculation time of the test cases is shown in table (4.4). The results show that the
calculation time is in proportion to the the square of panel number, the Froude number and
shape of ship hull have little influence. The calculation is satisfactory for practical use.
4.4.4 Calculated results
In this study, the wave-making resistance was calculated by the Neumann-Kelvin
method and compared to the experimental results. The experimental results were given
by [53; 53]. The results are shown in figure (4.36) and (4.37).
The calculated results oscillates and have some deviation from the experimental data,
especially at high Froude numbers. The Neumann-Kelvin method is based on the linear
assumption of the free surface conditions, but this assumption is violated when the Froude
number is large. The wave height is not small compared to the wave length at high Froude
numbers. This is the reason for the deviation. Thus a new method considering the nonlin-
ear free surface conditions is needed to calculate the wave-making resistance.
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Table 4.4: Calculation efficiency
Paneling Fn
Time(mm:ss)
Wigley III Series 60
10x10
0.2 0:19 0:17
0.3 0:21 0:23
0.4 0:18 0:16
20x10
0.2 1:01 0:59
0.3 1:04 1:08
0.4 0:59 1:02
40x10
0.2 3:52 3:59
0.3 3:45 4:03
0.4 3:53 3:48
60x10
0.2 8:45 8:53
0.3 8:52 9:08
0.4 8:48 8:54
40x6
0.2 1:24 1:31
0.3 1:21 1:35
0.4 1:26 1:33
40x8
0.2 2:24 2:31
0.3 2:33 2:29
0.4 2:30 2:26
40*12
0.2 5:39 5:47
0.3 5:25 5:38
0.4 5:26 5:41
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Figure 4.36: Wigley III, wave-making resistance
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Figure 4.37: Series 60 (Cb=0.6), wave-making resistance
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5. THE RANKINE SOURCE METHOD∗
5.1 Basic approximations of the Rankine source method
5.1.1 Main ideas of the Rankine source method
There are limitations for the Neumann-Kelvin mehtod in practical use duo to its linear
assumptions. The totally nonlinear method is necessary for the wave-making problem.
The Rankine source method is the typical and successful method following this idea. The
main ideas of the Rankine source method is:
• Assume the nonlinear free water surface boundary condition. That means the free
surface conditions contain the nonlinear terms and are satisfied on the accurate free
surface.
• The body surface condition is satisfied on accurate hull surface. So the body surface
condition is nonlinear.
• The surface panel method is used to discretize the velocity potential.
The Rankine source method satisfies the nonlinear free surface conditions and nonlin-
ear hull surface condition, so it is a consistent method.
5.1.2 Literature survey
5.1.2.1 Necessity of the nonlinear free surface condition
As mentioned before, one method to solve the Laplace’s equation is to linearize the
nonlinear free surface conditions. TThe perturbation method is often used in the simplifi-
cation. The Neumann-Kelvin method supposes the perturbation to the uniform flow, which
∗Part of the data reported in this chapter is reprinted with permission from "A comparison of
the neumann-kelvin and rankine source methods for wave resistance calculations", Min Yu and Jeffrey
Falzarano, Ocean System Engineering, volume 7, page 371-398, Copyright 2018 by Techno-press
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requires the perturbation caused by the ship hull is small on the entire free surface. But
this is not true for most of the realistic ships. To improve the result of the wave-making
resistance, some researchers used some semi-linear method to simplify the free surface
conditions.
One alternative method was derived by Baba et al. [54; 55]. They supposed the fluid
field was the perturbation of the double-body flow(the flow passing around the ship hull
with calm water surface). Since the double-body flow is only valid when the Froude
number is small, the basic assumption of their method is that the ship is proceeding slowly.
The method under this assumption is usually called the slow ship theory. Newman [56]
analyzed the orders in the slow ship theory and proved the effectiveness of the slow ship
theory theoretically.
Another method to simplify the free surface condition is given by Eggers [57]. He
proved that the algorithm given by Baba et al. [54; 55] suppressed the waves near the ship
hull. To avoid this he did not apply any order reduction in his derivation and achieved im-
provement of the wave-making resistance for some ships. Eggers [57] adopted alternative
free surface conditions and derived the local dispersion relation.
Following the idea of existed theories, researchers came up with different semi-linear
methods. Brandsma [58] combined the work of Baba and Takekuma [54] and Eggers [57].
He did not apply the order reduction in his derivation, but he adopted some technique of
Baba and Takekuma [54]. Nakos [59] derived the free water surface by a new perturbation
coefficient. He got the interesting results that the slow ship theory could also apply to
slender ships at higher speed. Peters and Stoker [60] summarized the slow ship theory in
their study and proved its validity theoretically. Wehausen [20], Maruo and Ogiwara [10]
and Maruo [12] explored the second order thin ship theory. The use of Taylor series in
the derivation had caused some numerical problem and one possible solution is to map the
fluid domain into a reference domain(Yim [61, 62]; Wehausen and Laitone [63]; Noblesse
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and Dagan [64]). An improvement to this method was explored by Guilloton [65]. He
mapped the results of the linear Michell theory [2] into a reference domain by streamline
tracing method. Emerson [66, 67], Gadd [68, 69] and Guevel, Delhommeau, and Cordon-
nier [70] applied Guilloton’s method and got good agreement to the experiment data at
low and moderate Froude numbers.
Raven [30, 71] summarized the semi-linear methods and explored their consistency.
He implemented and compared different methods and compared the calculated results to
the experimental data. It turned out that there was large difference between the calculated
results and the experimental data, especially for full ships at high Froude numbers. Korv-
ing and Hermans [72], Oomen [41, 42] and Daube and Dulieu [73] did similar study and
got similar results as Raven.
5.1.2.2 The Rankine source method
Among the nonlinear methods to solve the wave-making problem, the Rankine source
method is a very successful one. Dawson [74] first used the Rankine source method in his
research. Similar to the slow ship theory, he assumed the fluid domain as a perturbation
to the double-body flow. Then he distributed the point sources on the hull surface and
free surface to generated the required fluid domain. He also adopted a forward different
scheme to satisfy the radiation condition. Although he did not gave the rigorous prove
for the Rankine source method, his brilliant idea to use the Rankine source method in the
wave-making problem inspired other researchers to keep study on this method.
Following Dawson’s work, other researchers applied the Rankine source method to the
wave-making resistance problem(Maruo and Ogiwara [10]; Maruo [12]; Chan and Chan
[43]; Yen and Chamberlain [44]; Chamberlain [75]) and got satisfactory results for some
ships, especially at low Froude numbers. However, since Dawson’s method adopted the
double-body flow, which is based on the slow ship theory, theoretically Dawson’s method
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is limited to the slow ship condition.
Former study proved that the totally nonlinear method is necessary to solve the wave-
making resistance problem. Korving and Hermans [72] explored the problem of waves
generated by using a bottom bump. He considered the nonlinear free surface condition in
his study, but he only applied the method to 2D cases. Oomen [42] extended Korving’s
method to 3D cases by adopting the finite element method. Daube and Dulieu [73] came up
with an alternative way to deal with the nonlinear free surface conditions. In his study, the
accurate free surface conditions were mapped into a form composed of derivatives along
the streamlines, which were approximated by the streamlines of the double-body flow. Xia
[76] applied the complete nonlinear free surface condition to a 3D flow in his research. He
solved the Laplace’s equation iteratively and assumed the small changes compared to the
previous solution. Like Dawson’s method, he used the forward difference scheme in the
free surface conditions to satisfy the radiation condition. Ni [77] continued Xia’s work
in his study. Ni used the iteration algorithm developed by Xia but put the panels on the
accurate free surface. Jensen, Soding, and Mizer [78]; Jensen [79] adopted a new Laplace
solver in their study. The free surface condition includes the transfer terms in their study.
Although the Rankine source method developed rapidly, there are some problems with
it. One is the numerical dispersion caused by the discretization of continuous source
strength and by a different scheme used in the free surface boundary condition. Webster
[80] set the point sources inside of the hull surface to reduce the numerical dispersion. His
method was successful except having difficulties in modeling at corners of ship hull(e.g.,
at bow or stern). Han and Olson [81] used similar method as Wbester but he also chose the
position of point sources as unknowns. Schultz and Hong [82] distributed the singularities
outside of the boundary of the fluid domain. They found the numerical dispersion decrease
with the distance between the singularities and the boundary increases. Cao [83] derived
the raised panel method by the Green’s function and proved that the distance between the
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singularities and the boundaries cannot be too large because of the matrix conditioning.
His suggestion was proved by Xia [76] using numerical experiments. Musker [84] placed
the panels 15% percent of the panel length above the free surface and achieve accurate
results for the wave length. He also explored the influence of the raised panel method
to the results of the wave-making resistance in his study [85] and proved that the raised
panel method could lead to more accurate results. In summary, by the theoretical analysis
and numerical experiments, the separation of the singularities and the boundaries is an
effective technique to reduce the numerical dispersion in the Rankine source method.
Another problem in the Rankine source method is the oscillation of the source strength
(Raven [86]), which means the results of the source strength varies severely between
nearby panels. This is a sign of unstable algorithm in numerical calculation. Raven [87]
shifted the collection point of the each panel forward to reduce this oscillation. He also
proved that the shift would not introduce extra errors in calculation.
5.1.3 Basic elements of the Rankine source method
In this chapter, the Rankine source method is implemented to calculate the wave-
making resistance and the free surface elevation. As mentioned before, there are many
alternative techniques in the Rankine source method. The choice of the techniques in this
study is shown below:
• The surface panel method is used as the Laplace solver
• The singularities are point sources(Rankine sources) only, which are distributed both
on the hull surface and on the free surface
• The velocity induced by point sources distributed on a polygonal panel is calculated
by the results given by Hess and Smith [35]
• The raised panel method is used for the panels on the free surface
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• The forward collocation shift method is used for the panels on the free surface
5.2 The Hydrodynamic theory of the Rankine source method
5.2.1 The boundary conditions of the Rankine source method
The Rankine source method uses the nonlinear free surface condition, but but it is not
convenient to use the kinematic and dynamic free surface conditions (3.5) and (3.6) di-
rectly in the calculation. The combined free surface condition and the perturbation method
are used in this study. The calculation starts from an initial flow, then the perturbation flow
is calculated and the base flow is renewed. The calculation is done iteratively. Set:
Φ = ψ + ϕ (5.1)
η = H + ξ (5.2)
Where ψ and H are the potential and wave elevation of the base flow, ϕ and ξ are the
perturbation potential and perturbation wave elevation. Substitute (5.1) and (5.2) into (3.5)
and (3.6), keeping the linear terms of ϕ and ξ:
ψXηX + ψY ηY + ϕXHX + ϕYHY − ψZ − ϕZ = 0 (5.3)
1
2
[U2 −∇ψ · ∇ψ − 2∇ψ∇ϕ]− gη = 0 (5.4)
Combine (5.3) and (5.4):
1
2
(ψX
∂
∂X
+ ψY
∂
∂Y
)[ψ2X + ψ
2
Y + ψ
2
Z + 2ψXϕX + 2ψY ϕY
+ 2ψZϕZ ]− g(ϕXHX + ϕYHY ) + g(ψZ + ϕZ) = 0
on z = H(x, y)
(5.5)
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Substitute (5.1) into (3.4):
ψn + ϕn = 0 (5.6)
Equations (5.5) and (5.6) are the boundary conditions for the Rankine source method.
By the derivation of (5.5), the the basic assumption of the Rankine source method is:
ψ is small compared to Φ
ξ is small compared to H
5.2.2 Integral Identities of the Rankine source method
In the boundary conditions (5.5) and (5.6), ψ and H are known base flow, the only
unknown variable is the perturbation potential ϕ. The purpose of this section is to calculate
ϕ. In the derivation of this section, S is surface composed of the free surface and the hull
surface; Di is the fluid domain; De is the virtual fluid domain; ϕi is the perturbation
potential in Di, ϕe is the perturbation potential in De. ~X is the field point(where the
velocity potential is calculated); X0 is the source point(where the source point is located).
The normal vectors of the various domains are shown in figure (5.1).
Figure 5.1: Normal vectors in the Rankine source method. Reprinted with permission
from [45].
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In domain Di, when ~X is in De, by the Green’s second identity (4.27):
0 =
1
4pi
¨
S
(
ϕiGni −Gϕini
)
dS (5.7)
In domain Di, when ~X is in Di, by the Green’s third identity (4.32):
φi =
1
4pi
¨
S
(
ϕiGni −Gϕini
)
dS (5.8)
When Di is on the boundary S, there is a singularity on S. Use a semi-sphere ε to
remove this singularity, as shown in figure (5.2):
Figure 5.2: Remove the singularity on S
By the Green’s third identity:
φi =
1
4pi
¨
S′′
(
ϕiGni −Gϕini
)
dS
=
1
4pi
¨
S′
(
ϕiGni −Gϕini
)
dS +
1
4pi
¨
ε
(
ϕiGni −Gϕini
)
dS
(5.9)
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S
′ is S removed by ε, S ′′ is composed of S ′ and ε. On ε, ∂
∂r
= ∂
∂ni
, G = −1
r
:
lim
r→0
1
4pi
¨
ε
(
ϕiGni −Gϕini
)
dS
=
1
4pi
lim
r→0
¨
ε
(
ϕiGr −Gϕir
)
dS
=
1
4pi
lim
r→0
¨
ε
(
ϕi × 1
r2
+
1
r
× ϕir
)
dS
(5.10)
When r → 0, the integrand in (5.10) is a constant:
1
4pi
lim
r→0
¨
ε
(
ϕi × 1
r2
+
1
r
× ϕir
)
dS
=
1
4pi
lim
r→0
(
ϕi × 1
r2
+
1
r
× ϕir
)
× 2pir2
=
1
2
lim
r→0
(
ϕi + rϕi
)
=
1
2
ϕi
(5.11)
Substitute (5.11) and (5.10) into (5.9). When r → 0, S ′ → S:
1
2
ϕi =
1
4pi
¨
S′
(
ϕiGni −Gϕini
)
dS =
1
4pi
¨
S
(
ϕiGni −Gϕini
)
dS (5.12)
By (5.7), (5.8) and (5.12):
tϕi =
1
4pi
¨
S
(
ϕiGni −Gϕini
)
dS (5.13)
Where:
t =

1 when ~X is in Di
1
2
when ~X is on S
0 ~X is in De
(5.14)
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Similarly, in the virtual fluid domain De:
(1− t)ϕe = 1
4pi
¨
S
(
ϕeGne −Gϕene
)
dS (5.15)
By figure (5.1), the normal vectors of Di and De are opposite:
∂
∂n
=
∂
∂ne
= − ∂
∂ni
(5.16)
Combine (5.13) and (5.15), considering (5.16):
φ =
1
4pi
¨
S
[
(ϕin − ϕen)G+ (ϕe − ϕi)Gn
]
dS (5.17)
By equation (5.17), there are sources and dipoles distributed on S. Since the fluid
domain De is virtual, ϕe can be set:
ϕe = ϕi (5.18)
So the velocity potential is continuous on S. Substitute (5.18) into (5.17):
ϕ =
1
4pi
¨
S
σGdS (5.19)
Where:
σ = ϕin − ϕen (5.20)
σ is the perturbation source strength. Equation (5.19) is the integral identity of the
Rankine source method.
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5.3 Numerical calculation
5.3.1 The difference scheme
Substitute (5.19) into (5.5) and (5.6), these are the boundary conditions of the Rankine
source method. The free surface conditions require to calculate the partial derivatives of
the velocity about x and y. Moreover, the usage of the forward difference scheme in x
direction also introduce a virtual frictional force, this force guarantee there are no waves
ahead of the ship [74]. These derivatives are calculated by the different schemes.
Figure 5.3: The difference schemes
First calculate directional derivatives. Calculate the directional derivative along a trans-
verse line i. Assume:
U ij,i = aUj−1,i + bUj,i + cUj+1,i (5.21)
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U ij,i denotes the derivative along i direction at point (j, i), as shown in figure (5.3).
Using the Taylor expansion:
Uj−1,i = Uj,i − U ij,i[(j − 1, i), (j, i)] +
U iij,i
2!
[(j − 1, i), (j, i)]2 (5.22)
Uj+1,i = Uj,i + U
i
j,i[(j + 1, i), (j, i)] +
U iij,i
2!
[(j + 1, i), (j, i)]2 (5.23)
[(j − 1, i), (j, i)] is the distance between the point (j − 1, i) and point (j, i):
[(j − 1, i), (j, i)] =
√
(xj−1,i − xj,i)2 + (yj−1,i − yj,i)2 (5.24)
Substitute (5.22) and (5.23) into (5.21):
U ij,i =(a+ b+ c)Uj,i
+
[
− a[(j − 1, i), (j, i)] + c[(j + 1, i), (j, i)]
]
U ij,i
+
[1
2
a[(j − 1, i), (j, i)]2 + 1
2
c[(j + 1, i), (j, i)]2
]
U iij,i
(5.25)
The Coefficients should be the same:
a+ b+ c = 0
−a[(j − 1, i), (j, i)] + c[(j + 1, i), (j, i)] = 1
1
2
a[(j − 1, i), (j, i)]2 + 1
2
c[(j + 1, i), (j, i)]2 = 0
(5.26)
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Solve these linear equations:

a = − [(j+1,i),(j,i)]
[(j−1,i),(j,i)]
(
[(j+1,i),(j,i)]+[(j−1,i),(j,i)]
)
b = −(a+ c)
c = [(j,i),(j−1,i)]
[(j+1,i),(j,i)]
(
[(j+1,i),(j,i)]+[(j−1,i),(j,i)]
)
(5.27)
Other difference schemes can be calculated by the same algorithm. By the definition
of directional derivative: 
U ij,i = a1U
x
j,i + a2U
y
j,i
U jj,i = b1U
x
j,i + b2U
y
j,i
(5.28)
Where:
a1 =
xj,i+1 − xj,i
[(j, i+ 1), (j, i)]
, a2 =
yj,i+1 − yj,i
[(j, i+ 1), (j, i)]
b1 =
xj+1,i − xj,i
[(j + 1, i), (j, i)]
, b2 =
yj+1,i − yj,i
[(j + 1, i), (j, i)]
(5.29)
U ij,i, U
j
j,i are the directional derivatives along i and j direction at point (j, i), U
x
j,i, U
y
j,i
are the partial derivatives about x and y at point (j, i). Solve these linear equations:

Uxj,i =
1
|a1b2−a2b1|(b2U
i
j,i − a2U jj,i)
Uyj,i =
1
|a1b2−a2b1|(−b1U ij,i + a1U
j
j,i)
(5.30)
The influence of different difference schemes to the results are also explored in this
study. The results of wave elevation and wave-making resistance using different different
schemes are shown in figure (5.4) to (5.7). It can be seen that the results are not sensitive
to the difference scheme. In this study, the four point forward scheme is used in the
longitudinal direction and three point scheme is used in the transverse direction. In the
panels on the free surface which are close to the upstream boundary, the difference scheme
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using less points are applied. In the first row in the upstream, set the free surface boundary
condition as ϕ = 0 in every iteration. In the panels on the lateral boundary, three points
inward scheme are used. The difference schemes used in this study are shown in figure
(5.8).
5.3.2 Surface panel method
Substitute the different schemes into the boundary conditions (5.5) and (5.6). The
perturbation potential ϕ is the only unknown variable. ϕ can be calculated by the integral
identity (5.19). By the same method as the Neumann-Kelvin method(section (4.3.6)), the
hull surface and the free surface can be discretized into panels and the source strength
is a constant in each panel. The velocity induced by each panel are calculated using the
results given by Hess and Smith [35]. The boundary condition is satisfied at one point in
each panel. Now the source strength of each panel is the only variable. Assume there are
m panels on the hull surface and n panels over the free surface. Then there are m + n
unknowns(since there are m + n panels) and m + n linear equations(since the boundary
condition is satisfied on one collocation point on each panel). So given the velocity and
wave elevation of the base flow, these linear equations can be solved. After the source
strength is calculated, the perturbation potential can be calculated by the integral identity
(5.19). Then the total potential and wave elevation can be calculated by (5.1) and (5.2).
In the integral identity (5.21), S contains the infinite free water surface. In the fluid
domain far away from the ship, the disturbance trends to zero and the source strength of
panels trends to zero. So a finite part of the free surface need to be covered by panels.
In this study, the panels cover the free surface which is L ahead of the bow, L behind the
stern and L in width. The panel layout is shown in figure (5.9).
Moreover, since the free surface elevation varies severely near the ship and relative
sparse far away, the panels are dense near the ship hull and relatively sparse far away. The
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Figure 5.4: Results of wave profile using different difference scheme in longitudinal di-
rection, using three point difference scheme in transverse direction, Wigley III, Fn = 0.2
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Figure 5.5: Results of wave-making resistance using different difference scheme in lon-
gitudinal direction, using three point difference scheme in transverse direction, Wigley
III
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Figure 5.6: Results of wave profile using different difference scheme in transverse direc-
tion, using three point difference scheme in longitudinal direction, Wigley III, Fn = 0.2
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Figure 5.7: Results of wave-making resistance using different difference scheme in trans-
verse direction, using three point difference scheme in longitudinal direction, Wigley III
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Figure 5.8: Difference schemes used in the panels over the free surface
distribution of the mesh seeds in y direction is a geometry sequence and the coefficient is
b2/b1 = 1.1, as shown in figure (5.13)
5.3.3 The raised panel method
In the Rankine source method, the different schemes and the surface panel method
(discretization of the source strength) are used in the numerical calculation. However,
these two methods lead to numerical dispersion, which means the calculated wave length is
different from the actual wave length(Han and Olson [81]). To solve this problem, Webster
[80], Han and Olson [81] placed the point sources inside of the hull surface. Generally this
method can reduce the numerical dispersion, but it has difficulties in simulating the flow
at corners(e.g., at the bow). Schultz and Hong [82], Cao [83], Musker [84] placed the
points sources above the free water surface and got improved results. Raven [71] adopted
the raised panel method and proved its effectiveness in 2D cases. He also extended this
method to 3D cases and proved it correctiveness by numerical experiments.
So the usual technique to reduce the numerical dispersion is to place the singularities
some distance away from the fluid boundaries. It can be the panels inside of the hull
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Figure 5.9: The panel layout
surface or the panels above the free surface. The results of the fluid domain near the bow
is very important to the wave-making resistance because there are large pressure variation
there. So placement of singularities inside of the ship hull may introduce large errors in
the calculation of the wave-making resistance. For this reason, the other method is used,
which requires that the panels are placed above the free water surface, as shown in figure
(5.10).
The raised panels are above the calm water surface at distance δ. δ should not be
too small since the effect of the raised panel method is too weak to reduce the numerical
dispersion. On the other hand, δ should not be too large since it would cause the singularity
in solving the matrix. The results of the calculated wave profile on hull surface using
different δ are shown in figure (5.11) and (5.12).
It can be observed that the are not sensitive to δ. In this study, choose δ as δ = 0.8a(a
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Figure 5.10: The raised panel method
is the panel length in x direction).
5.3.4 The forward shift of collocation point
In the Rankine source method, the boundary condition is satisfied at one point in each
panel, which is called the collocation point. Usually the collocation point is chosen as the
geometry center of the panel. But this choice often lead to the oscillation of the source
strength(Raven [86]). The reason is that the oscillations of the source strength do not
introduce velocity in x direction at the collocation points.
To solve this problem, the collocation point of the panels over the free surface can be
shifted forward, as shown in figure (5.13)(Since the panels are over the free surface at some
distance, the collocation points are under the panels). The effectiveness of this method is
given by Raven [86]. The location of the collocation point is free for the Rankine source
method, so this shift does not introduce extra errors. The wave profile and wave-making
resistance using different µ are shown in figure (5.14) and (5.15).
By these results, it can be seen that the wave elevation and wave-making resistance are
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Figure 5.11: Wave profile on hull surface, Wigley III, Fn = 0.25
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Figure 5.12: Wave profile on hull surface, Series 60 (Cb=0.6), Fn = 0.25
not sensitive to µ. In this study, choose µ as µ = 0.1a.
5.3.5 Update of the fluid field
In every iteration during the calculation, the free surface boundary condition is satisfied
on the base flow z = H . Then the perturbations ϕ and ξ are calculated and the free surface
is moved to a new position. However, apply all these perturbations to the base flow would
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Figure 5.13: The forward shift of the collocation points. Reprinted with permission from
[45].
lead to divergence sometimes. This phenomenon is consistent with the assumption of the
Rankine source method (5.1) and (5.2) that the perturbation should be small compared to
the base flow. There is no guarantee that this assumption is satisfied in the calculatio so
far.
To guarantee this assumption, the value of ϕ and ξ are checked in each iteration to
satisfy:
ϕ
Φ
< µ1 and
ξ
η
< µ2 (5.31)
If (5.31) is not satisfied, then the calculated source strength is reduced and (5.31) is
checked again until it is satisfied. In this study, usually µ1 = µ2 = 0.05, and the relaxation
coefficient for the source strength reduction is 0.5. In practical calculation, usually the
calculation is not stable in the first 3 iterations and condition (5.31) may cause failure in
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Figure 5.14: Wave profile on hull surface, Wigley III, Fn = 0.3
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Figure 5.15: Wave-making resistance, Wigley III, Fn = 0.3
calculation. So in the first three iterations, allow some relaxation to the value of source
strength:
ϕ
Φ
< µ1 or
ξ
η
< µ2 (5.32)
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5.3.6 The initial conditions
There are no strict constrains on the choice of the initial condition. Usually the uniform
velocity of ship speed U can be used as the initial condition. The calculated results using
different initial conditions are shown in figure (5.16) and (5.17). It can observed that the
final results converge to the same values using different initial conditions. So the algorithm
is not sensitive to the initial condition.
However, for highly nonlinear cases(e.g., for a full ship at high Froude numbers), the
initial condition must be chosen carefully. The principle is that the initial condition should
be close to the final results. This is reasonable since the Rankine source method is based
on the perturbation method. According to (5.1) and (5.2), the perturbation of potential and
free surface elevation should be small compared to the base flow at every iteration. If the
initial condition is too far away from the final results, the perturbation might be too large
and calculation would diverge. In these highly nonlinear cases, the initial condition can be
the results of similar ships or results from a linear method(e.g., Newman-Kelvin method
or Dawson’s method).
5.3.7 The convergence criteria
By equation (5.21):
g(ϕZ − ϕXHX − ϕYHY ) + (ψX ∂
∂X
+ ψY
∂
∂Y
)
(ψXϕX + ψY ϕY + ψZϕZ)
= −gk + (ψX ∂
∂X
+ ψY
∂
∂Y
)d on Z = H(X, Y )
(5.33)
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Figure 5.16: The wave profile using different initial condition, Series 60 (Cb=0.6), Fn =
0.15
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Figure 5.17: The wave-making resistance coefficient using different initial condition, Se-
ries 60 (Cb=0.6)
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where:
k = ψZ − ψXHX − ψYHY (5.34)
d =
1
2
(U2 − ψ2X − ψ2Y − ψ2Z)− gH (5.35)
When k = d = 0, the left hand side of equation (9) equals to zero. ϕx = ϕy = ϕz = 0
is the solution to this equation. Since there should be only one solution, ϕx = ϕy = ϕz = 0
is the solution to this equation. On the other hand, by (5.34) and (5.35) k = d = 0 means
the initial potential satisfies the dynamic and kinematic free surface boundary condition.
In this study, the convergence criteria is:
(k)max < aU and (d)max < bU
2 (5.36)
Where a and b are chosen constants. In this study, a = b = 0.005. When (5.36) is
satisfied, the result is convergent and the calculation is ended.
5.3.8 The iterative algorithm
In the Rankine source method, the calculation is done iteratively. The process of itera-
tion is shown in figure (5.18).
The detailed steps of iteration is shown as following:
1. Choose the initial velocity potential and wave elevation. Usually the uniform flow
and calm water free surface are used. For highly nonlinear cases, the choice of the
initial condition should be cautious(section 5.3.6).
2. Mesh the free surface and the hull surface(section 5.3.2). Use the raised panel
method(section 5.3.3) and the forward shift of the collocation point(section 5.3.4)
on the panels over the free surface.
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Figure 5.18: The iteration process of the Rankine source method
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3. Calculate the perturbation source strength by the boundary conditions(section 5.2.1),
the integral identity(section 5.2.2) and the difference schemes(section 5.3.1).
4. Calculate the perturbation potential(equation 5.19), perturbation velocity(equation
5.19) and perturbation wave elevation(by Bernoulli equation).
5. Check the perturbation potential and perturbation wave elevation(section 5.4.3). If
the condition is not satisfied, reduce the perturbation source strength by relaxation
coefficient 0.5 and go to step 4; if the condition is satisfied, go to step 6.
6. Calculate the total wave elevation(equation 5.2).
7. Calculate the perturbation velocity at the new wave elevation(equation 5.19).
8. Check the convergence criteria(equation 5.36). If the convergence criteria is not
satisfied, remesh the hull surface and free surface(section 5.3.2, 5.3.3 and 5.3.4) and
use the total potential and wave elevation as initial condition of the new iteration and
go to step 3; if the convergence criteria is satisfied, go to step 9.
9. Calculate velocity at the hull panels(equation 5.19), then calculate the wave-making
resistance(by Bernoulli equation). Output the wave wave elevation and wave-making
resistance.
10. Finish the calculation.
5.4 Numerical validation
5.4.1 Test case
5.4.1.1 Test ships
In the Rankine source method, the Wigley III and Series 60 (Cb=0.6) ships are chosen
as the test ships. The coefficients used in the test case are shown as below, a is the panel
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length:
• The initial condition is chosen as the uniform flow and calm water free surface. The
velocity is U .
• The distance between panels and the free surface is δ = 0.8a.
• The distance between the geometry center and the collocation point is µ = 0.1a.
• In the update of the fluid field in each iteration, µ1 = µ2 = 0.05.
• In the convergence criteria, a = b = 0.005.
The panel layout is denoted as (A × B) × (C × D). A and B denote the number of
mesh seeds over the free surface in x and y direction, C and D denote the number of mesh
seeds on the hull surface in x and z direction. These values of coefficients and notation
are used in the rest of this section unless emphasized.
5.4.1.2 Test machine
The test machine is the same with the one used in the Neumann-Kelvin method, the
configurations are shown in section 4.4.1.
5.4.2 Convergence of paneling
The convergence of paneling for the Rankine source method is explored in this section.
The wave-making resistance is the purpose of this study, so it is chosen as one test result.
The results of wave elevation is also very important since it will be used in the wave cut
analysis. But the wave elevation are three dimensional and difficult to compare, therefore
the wave profile on the hull surface is chosen in substitution.
In the Rankine source method, the raised panel method and the forward shift of the
collocation point are used in the panels over the free surface, and the surface conditions
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Table 5.1: Convergence study of the Rankine source method
purpose figure panel layout
free surface,
x direction
(5.19) and (5.20)
(80× 20)× (40× 10)
(100× 20)× (40× 10)
(120× 20)× (40× 10)
(140× 20)× (40× 10)
free surface,
y direction
(5.21) and (5.22)
(120× 10)× (40× 10)
(120× 15)× (40× 10)
(120× 20)× (40× 10)
(120× 25)× (40× 10)
hull surface,
x direction
(5.23) and (5.24)
(120× 20)× (20× 10)
(120× 20)× (30× 10)
(120× 20)× (40× 10)
(120× 20)× (50× 10)
free surface,
z direction
(5.22) and (5.26)
(120× 20)× (40× 6)
(120× 20)× (40× 8)
(120× 20)× (40× 10)
(120× 20)× (40× 12)
on the free surface and the hull surface are different. Therefore it is necessary to con-
sider the convergence behavior of the panels over the free surface and on the hull surface
independently. The test cases for the convergence study are shown in table (5.1).
For the panels over the free surface, both the wave profile and the wave-making resis-
tance increase with increasing number of panels. For the panels on the hull surface, the
wave profile increase with the increasing number of panels; the wave-making resistance
behaviors relatively randomly in convergence. The reason is that the wave-making resis-
tance is calculated by the direct pressure integral over the hull surface and the panel layout
has influence on the calculation of integration. Actually, this is a shortcoming of the direct
integral in the calculation of the wave-making resistance. So the results of wave profile is
less stable than the wave profile.
Both the free surface elevation and the wave-making resistance converge with the in-
creasing panel number. To the Wigley and Series 60(Cb=0.6) ships, (120×20)×(40×10)
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Figure 5.19: Convergence of panel layout, free surface, x, Wigley III, Fn = 0.25
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Figure 5.20: Convergence of panel layout, free surface, x, Wigley III
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Figure 5.21: Convergence of panel layout, free surface, y, Wigley III, Fn = 0.25
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Figure 5.22: Convergence of panel layout, free surface, y, Wigley III
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Figure 5.23: Convergence of panel layout, hull surface, x, Wigley III, Fn = 0.25
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Figure 5.24: Convergence of panel layout, hull surface, x, Wigley III
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Figure 5.25: Convergence of panel layout, hull surface, z, Wigley III, Fn = 0.25
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Figure 5.26: Convergence of panel layout, hull surface, z, Wigley III
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panels can have satisfactory convergent results. More panels might be needed for more
complicated ships. In practical use, the results converge quickly with increasing panel
number for most cases in this study.
5.4.3 Calculation efficiency
The Wigley hull is used in the study of calculation efficiency. The number of iterations
and calculation time for each iteration under different Froude numbers and panel layout
are measured. The results are shown in table (5.2).
Case 1 is served as a standard case for comparison; case 2 and 3 explore the number
of mesh seeds on free surface in x direction; case 4 and 5 are about the free surface in y
direction; case 6 and 7 are about the hull surface in x direction; case 8 and 9 are about the
hull surface in z direction.
Table (5.2) show that the time consumed for each iteration is in proportion to the num-
ber of panels. This is because the velocity induced by each panel are calculated in each
iteration. And the order of matrix to calculate the perturbation source strength also in-
crease with increasing number of panels. It can also be observed that the number of
iteration increase with the increasing Froude number. This is reasonable since the final
results are further from the initial conditions with increasing Froude number. Since the
perturbation is guaranteed to be small in each iteration(see section ), more iterations are
needed to achieve the final results.
5.4.4 Calculated results
5.4.4.1 The wave elevation
The result of wave elevation and wave contour are shown in figure (5.27) to (5.32). The
related coefficients in calculation are given in section 5.4.1. The panel layout is (120 ×
20)× (40× 10).
The Kelvin wave can be observed in the calculated results. There is no waves ahead of
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Table 5.2: Calculation efficiency of the Rankine source method
case panel layout Froude number each iteration(s) number of
iterations
1
(120× 20)× (40× 10)
0.2 2.965 17
0.3 2.876 23
0.4 2.923 31
2
(80× 20)× (40× 10)
0.2 2.105 16
0.3 2.157 21
0.4 1.987 27
3
(160× 20)× (40× 10)
0.2 3.765 22
0.3 3.589 25
0.4 3.864 24
4
(120× 15)× (40× 10)
0.2 2.257 19
0.3 2.236 21
0.4 2.321 28
5
(120× 25)× (40× 10)
0.2 3.854 20
0.3 3.915 23
0.4 3.921 27
6
(120× 20)× (30× 10)
0.2 2.715 16
0.3 2.698 24
0.4 2.841 26
7
(120× 20)× (50× 10)
0.2 3.012 15
0.3 2.965 25
0.4 3.105 29
8
(120× 20)× (40× 6)
0.2 2.695 19
0.3 2.701 26
0.4 2.816 32
9
(120× 20)× (40× 14)
0.2 3.156 18
0.3 3.201 23
0.4 3.162 29
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Figure 5.27: Wave elevation, Wigley III, Fn = 0.2
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Figure 5.28: Wave-making resistance, Wigley III, Fn = 0.2
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Figure 5.29: Wave elevation, Wigley III, Fn = 0.3. Reprinted with permission from [45].
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Figure 5.30: Wave-making resistance, Wigley III, Fn = 0.3. Reprinted with permission
from [45].
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Figure 5.31: Wave elevation, Wigley III, Fn = 0.4
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Figure 5.32: Wave-making resistance, Wigley III, Fn = 0.4
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the bow, which is a prove that the calculated results are correct.
5.4.4.2 Wave profile, sinkage and trim
The wave profile, sinkage and trim are shown in figure (5.33) and (5.34). The experi-
mental data is from DTMB [88]. The panel layout is (120× 20)× (40× 10).
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Figure 5.33: Wave profile, sinkage and trim
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Figure 5.34: Wave profile, sinkage and trim
The calculated wave profile conforms well with the experimental data except at bow.
This might have some influence on the wave-making resistance by the direct pressure
integral. However, the wave-making resistance calculated by the wave cut analysis are not
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influenced since the wave cut analysis use the wave elevation behind the stern.
The results of sinkage conforms with the experimental data, but the calculated trim
has some deviation with the experimental data, especially for the Wigley ship. A possible
explanation is that the trim is calculated by the pressure integral over the ship hull and its
value is small. The moment which causes the trim is opposite for the fore half and rear
half of the ship. So there might be large cancel errors generated in the calculation. So the
reason is similar to the wave-making resistance calculated by the direct pressure integral.
The trim and sinkage were also calculated using quad precision (32 significant digits), and
the results are much better than the results using double precision (16 significant digits).
This is because more significant digits reduce the numerical errors in calculation.
Although there is some deviations in the results of trim, the wave-making resistance
and wave profile are not influenced much by the trim of ship(McCarthy [89]). So the
results are still valid for the calculation of the wave-making resistance.
5.4.4.3 The wave-making resistance
The wave-making resistance is calculated and compared to the experimental data. The
results are shown in figure (5.35) and (5.36). The experimental results were given by
[53; 90].
Compared to the Neumann-Kelvin method, the calculated results are more consistent
with the experimental data. Since the Rankine source method uses the nonlinear free sur-
face conditions, it can deal with the nonlinear cases. However, the wave-making resistance
is calculated by the direct pressure integral over the hull surface and numerical happen may
occur in the calculation. When the block coefficient grows, the numerical error may also
grow.
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Figure 5.35: Wave-making resistance, Wigley III
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Figure 5.36: Wave-making resistance, Series 60(Cb=0.6)
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6. THE WAVE CUT ANALYSIS∗
6.1 Basic approximations of the wave cut analysis
6.1.1 Main ideas of the wave cut analysis
By the results from the Neumann-Kelvin method and the Rankine source method, the
wave-making resistance can be calculated by the direct pressure integral over the hull
surface. As mentioned before, numerical errors might occur in the calculation. To avoid
this shortcoming of the direct pressure integral, the wave cut analysis is used in this study
to calculate the wave-making resistance. The main ideas of the wave cut analysis are:
• According to the conservation of the energy, the energy in the waves is from the
proceeding ship. So the wave-making resistance can be calculated from the wave
elevation.
• The wave cut analysis uses the wave elevation to calculate the wave making resis-
tance, so it avoids the numerical error in the direct pressure integral.
6.1.2 Literature review
The study about the wave pattern analysis began from the observation and measure-
ment of the waves. Froude [91] and Kelvin [1] first observed and studied the wave pattern
in their experiments. Taylor [92] explored the wave pattern generated by the parallel mid-
dle body. Inui [93] used the stereo-photographs to measure the waves in his study.
When the experimental data of the waves was available, researchers tried to calculate
the wave-making resistance from the wave pattern. Bessho [94] calculated the wave resis-
tance from the wave elevation by Lagally’s linearized equations. Birkhoff, V., and Kotik
∗Min Yu and Jeffrey Falzarano. (2017). Wave resistance determination by pressure integration and wave
cut analysis using non-linear rankine panel method. Manuscript submitted for publication
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[95] summarized and compared different empirical formulas. Hogben [96, 97] used the
matrix method in his research. Inui [98] applied the asymptotic expansions to the calcula-
tion of the wave-making resistance. Kajitani [99] used the photogrammetrical method in
his study.
Among many of the methods to calculate the wave-making resistance, the wave pattern
analysis is one of the most successful one. Havelock [100] came up with the idea to
calculate the wave resistance by the energy conservation. Guilloton [101] used the wave
spectrum method in his research. Eggers [57, 102, 103] developed the wave cut analysis
in his research. He used a single longitudinal wave cut which was parallel to the direction
of the proceeding ship to calculate the wave-making resistance. Since the longitudinal
wave cut does not contain all the wave energy, extra calculation is needed to extend the
wave cut to infinity. Kobus [104] examined Eggers’ work and proved its correctness.
Landweber [105],Lewison [106] and Shor [107] also implemented Eggers’ method and
got satisfactory results. Michelsen and Uberoi [108] used a different method from Eggers’
work to extend the longitudinal wave cut. Larsson, Patel, and Dyne [109] implemented
Michelsen’s method by Matlab and applied it to several hull forms.
Except for the longitudinal wave cut method, Eggers [103] developed the transverse
wave cut method, which use a single wave cut vertical to the direction of the proceed-
ing ship. Brizzolara, Bruzzone, Cassella, Scamardella, and Zotti [110] applied Eggers’
method to several high speed vessels and proved its validation by model test. Ward
[111],Sharma [112] and Ward [111] calculated the wave-making resistance by using mul-
tiple wave cuts vertical to the direction of the proceeding ship. Ward [113, 114] applied
this method to the optimization of the ship design.
Janson and Spinney [115] compared different wave cuts analysis and pointed out that
the results of the longitudinal wave cut method and the single wave cut analysis method
were influenced by the position of the wave cuts. But the multiple wave cuts method was
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not, therefore it was recommended for the calculation of the wave-making resistance.
6.1.3 Basic decisions
In this study, the wave cut analysis was used to calculate the wave-making resistance.
As mentioned before, there are multiple techniques to implement the wave cut analysis.
The techniques chosen in this study are shown in the following list:
• The free surface elevation was calculated by the Rankine source method
• The multiple transverse wave cut analysis was used, since it is not sensitive to the
position of wave cuts.
6.2 The Hydrodynamic theory of the wave cut analysis
6.2.1 The formula of proceeding waves
6.2.1.1 The governing equations of the 2D proceeding waves
For the convenience of derivation, the fixed coordinate system is used in this section,
as shown in figure (6.1).
Figure 6.1: Coordinate system for 2D proceeding waves
The governing equation is the Laplace equation:
Φxx + Φzz = 0 (6.1)
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Φ is the velocity potential. The linearized free surface condition is:
Φxx + gΦz = 0 on z = 0 (6.2)
The infinite depth condition is:
lim
z→−∞
Φz = 0 (6.3)
6.2.1.2 Basic assumption of the wave cut analysis
By equation (6.2), since the linear free surface boundary condition is used in the wave
cut analysis, the basic assumption is:
The waves are linear, that means the wave height is
small compared to the wave length.
6.2.1.3 The formula of 2D proceeding waves
Using the separation of the variables:
Φ(x, z, t) = T (t)X(x)Z(z) (6.4)
Substitute (6.4) into (6.1):
T (t)Z(z)Xxx(x) + T (t)X(x)Zzz(z) = 0 (6.5)
Divide both sides of (6.5) by T (t)Z(z)Xxx(x):
Zzz(z)
Z(z)
= −Xxx(x)
X(x)
(6.6)
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Since both sides of (6.6) are univariate function, they equal to a constant K2:
Xxx(x) +K
2X(x) = 0 (6.7)
Zzz(z)−K2Z(z) = 0 (6.8)
The solutions are:
X(x) = a sin(Kx) + b cos(Kx) = a1 sin(Kx+ ε1) (6.9)
Z(z) = ceKz + de−Kz (6.10)
By the infinity depth condition (6.3), d = 0. The velocity potential is:
Φ = a2T (t)e
Kz sin(Kx+ ε1) (6.11)
Substitute (6.11) into (6.2):
Ttt(t) + gKT (t) = 0 (6.12)
The solution of (6.12) is:
T (t) = e sin(ωt) + f cos(ωt) = e1 cos(ωt+ τ) (6.13)
Where:
ω2 = gK (6.14)
Substitute (6.14) into (6.11):
Φ =
Ag
ω
eKz sin(Kx− ωt) (6.15)
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Using the Bernoulli equation E = −1
g
Φt|z=0, the wave elevation is:
E = A cos(Kx− ωt) (6.16)
6.2.1.4 The formula of 3D proceeding waves
The wave to different direction also can be calculated. As shown in figure (6.2):
Figure 6.2: Waves to different directions
xθ = x cos θ + y sin θ (6.17)
Substitute (6.17) into (6.16)
E(x, t) = A cos[K(x cos θ + y sin θ)− ωt] (6.18)
Integrate over all the possible direction of spreading θ and all the possible wave number
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K:
E(x, y, t) = Re
ˆ pi
0
dK
ˆ pi
2
−pi
2
A(K, θ) exp[−iK(x cos θ + y sin θ) + iωt]dθ (6.19)
The integral scope of θ is from −pi
2
to pi
2
, since this study only considers the waves
whose direction in x direction is positive.
6.2.1.5 The formula of waves in the moving coordinate system
Now change the coordinate system to the moving coordinate system. In equation
(6.19), substitute x with x+ ct:
E(x, y, t) = Re
ˆ ∞
0
A(K, θ) exp[−iK(x cos θ + y sin θ) + i(ω − cK cos θ)t]dθ (6.20)
Wave elevation should be fixed in the moving coordinate system, so:
ω − cK cos θ = 0 (6.21)
Since ω =
√
gK:
K =
g
c2 cos2 θ
(6.22)
Set K0 = g/c2:
K = K0 sec
2 θ (6.23)
Since K is the function of θ, equation (6.20) is only the integral of θ:
E(x, y) = Re
ˆ pi
2
−pi
2
A(θ) exp[−iK0 sec2 θ(x cos θ + y sin θ)]dθ (6.24)
Set:
A(θ) = g(θ) + if(θ) (6.25)
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Substitute (6.25) into (6.24)
E(x, y) =
ˆ pi
2
−pi
2
g(θ) cos[K0 sec
2 θ(x cos θ + y sin θ)]dθ
ˆ pi
2
−pi
2
f(θ) sin[K0 sec
2 θ(x cos θ + y sin θ)]dθ
(6.26)
Using the polar coordinates:
−x = R cosα; y = R sinα (6.27)
Substitute (6.26) into (6.24):
E(R,α) = Re
ˆ pi
2
−pi
2
A(θ) exp[iK0R sec
2 θ · cos(θ + α)]dθ (6.28)
6.2.2 Wave energy
6.2.2.1 The formula of wave energy
Set:
K0f(θ) = K0 sec
2 θ(x cos θ + y sin θ)
= −K0R sec2 θ cos(θ + α)
(6.29)
Substitute (6.29) into (6.28):
E(x, y) = Re
ˆ pi
2
−pi
2
A(θ)eiK0f(θ)dθ (6.30)
By equation (6.28), the integrand oscillates severely. So the integration are nearly zero
except at which the value of θ is stable. The value of this integral is mainly decided by
this part. Therefore the value of the integral is not zero only at which the integrand is a
constant or the derivative of the integrand is zero (Eggers [57, 103]; Kobus [104]). Assume
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this value is θ0, by Taylor expansion:
f(θ) = f(θ0) + (θ − θ0)f ′(θ0) + 1
2
(θ − θ0)2f ′′(θ0) + ... (6.31)
Since f ′(θ) = 0, omit the higher order terms larger than O((θ − θ0)2):
f(θ) = f(θ0) +
1
2
(θ − θ0)2f ′′(θ0) (6.32)
Substitute (6.32) into (6.30):
E(x, y) = ReA(θ0)e
iK0f(θ0)
ˆ θ0+ε
θ0−ε
exp
[
i
2
K0β
2f ′′(θ0)
]
dβ (6.33)
Where:
β = θ − θ0 (6.34)
The integration of (6.33) is all zero except near θ = θ0, therefore the integration scope
can be extended to ±∞. Using the Fresnel integral:
ˆ ∞
0
cos β2dβ =
ˆ ∞
0
sin β2dβ =
1
2
√
pi
2
(6.35)
Set: ∣∣∣∣12K0f ′′(θ0)
∣∣∣∣ = m2 (6.36)
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Using equation (6.36), the integration in (6.33) can be calculated as:
ˆ ∞
−∞
exp(sign(f ′′(θ0))im2β2)dβ
=
2
m
ˆ ∞
0
exp(sign(f ′′(θ0))im2β2)d(mβ)
=
2
m
ˆ ∞
0
[cos(m2β2) + sign(f ′′(θ0)) sin(m2β2)]d(mβ)
=
1
m
√
pi
2
(1 + sign(f ′′(θ0))i)
=
√
pi
m
exp
(
sign(f ′′(θ0))i
pi
4
)
(6.37)
Substitute (6.37) into (6.33):
E(x, y) = ReA(θ0)
√
pi
1
2
K0|f ′′(θ0)| exp
{
i
[
K0f(θ0) + sign(f
′′(θ0))
pi
4
]}
(6.38)
θ = θ0 is where the value of integral (6.28) is not zero. Actually, θ0 exist in the scope
of −pi/2 ∼ pi/2. To different (R,α), there is different θ0 to satisfy f ′′(θ0) = 0. So the
subscript of θ0 can be omitted. Set a control surface after the ship hull and the control
surface moving with the hull. The total energy on this control surface is a constant. Set:
A = A(θ)
√
2pi
K0|f ′′(θ)| (6.39)
θ is decided by f ′(θ) = 0. The density of energy isE = 1
2
ρgA2. In the fixed coordinate
system, the speed of energy is half of the speed of wave. In the moving coordinate system,
the speed of energy vertical to dy is (1
2
vw cos θ − c). Where vw is the speed of waves, c is
the speed of ship. So the energy goes through the control surface is:
ˆ ∞
−∞
1
2
ρgA2
(
1
2
vw cos θ − c
)
(6.40)
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The ship hull works against the wave-making resistance. The whole energy keeps
constant:
Rc+
ˆ ∞
−∞
1
2
ρgA2
(
1
2
vw cos θ − c
)
= 0 (6.41)
Where R is the wave-making resistance. Using equation (6.23), vw = c cos θ. There-
fore:
R =
1
4
ρg
ˆ ∞
−∞
A2(2− cos2 θ)dy (6.42)
6.2.2.2 The formula of wave energy expressed by θ
Since f ′(θ) = 0, using equation (6.29):
d
dθ
[sec2 θ(x cos θ + y sin θ)] = 0 (6.43)
The x and y are constants on a fixed point on the control surface, so equation (6.43)
can be written as:
x sec2 θ sin θ + y sec3 θ(1 + sin2 θ) = 0 (6.44)
y is a function of θ on the control surface. Calculate the derivation of θ in equation
(6.44):
x
d
dθ
(sec2 θ sin θ) + y
d
dθ
[sec3 θ(1 + sin2 θ)] +
dy
dθ
[sec3 θ(1 + sin2 θ)] = 0 (6.45)
Therefore:
x
d
dθ
(sec2 θ sin θ) + y
d
dθ
[sec3 θ(1 + sin2 θ)] = −dy
dθ
[sec3 θ(1 + sin2 θ)] (6.46)
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By the definition of f(θ) (6.29), using f ′(θ) = 0 and (6.44):
f ′′(θ) = x
d
dθ
(sec2 θ sin θ) + y
d
dθ
[sec3 θ(1 + sin2 θ)] (6.47)
Compare (6.46) and (6.47):
∣∣∣∣dydθ
∣∣∣∣ = |f ′′(θ)|1 + sin2 θ cos3 θ = |f ′′(θ)|2− cos2 θ cos3 θ (6.48)
Substitute (6.47) and (6.39) into (6.42):
R =
1
2
piρc2
ˆ pi
2
−pi
2
|A(θ)|2 cos3 θdθ (6.49)
This is the formula of wave energy expressed by θ.
6.2.3 The Multiple transverse wave cut analysis
6.2.3.1 Express the wave elevation using Fourier transform
Assume the wave elevation E(x1, y) is measured at x = x1 after the stern. Using the
Fourier transform:
G(u) =
ˆ ∞
−∞
φ(y)eiuydy (6.50)
φ(y) =
1
2pi
ˆ ∞
−∞
G(u)e−iuydu (6.51)
By the Fourier transform (6.50)(x1 is a constant):
G(x1, u) =
ˆ ∞
−∞
E(x1, y)e
iuydy = C(x1, u) + iS(x1, u) (6.52)
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Using the Fourier inversion:
E(x1, y) =
1
2pi
ˆ ∞
−∞
[C(x1, u) + iS(x1, u)e
−iuy]du
=
1
2pi
ˆ ∞
−∞
[C(x1, u) cosuy + S(x1, u) sinuy]du
(6.53)
If equation (6.26) can be expressed in the format of equation (6.52), g(θ) and f(θ) can
be expressed by C(x1, u) and S(x1, u). C(x1, u) and S(x1, u) are connected to the wave
elevation E(x1, y) by equation (6.52). To transform (6.26) to the format of (6.52), set:
u = K0 sec
2 θ sin θ; ω = K0 sec θ (6.54)
Substitute (6.54) into (6.26):
E(x, y) =
ˆ pi
2
−pi
2
[f(θ) sin(ωx+ uy) + g(θ) cos(ωx+ uy)]dθ
=
ˆ pi
2
−pi
2
[f(θ)(sinωx cosuy + cosωx sinuy)
+ g(θ)(cosωx cosuy − sinωx sinuy)]dθ
(6.55)
Set:
f(θ) = fe(θ) + fo(θ) (6.56)
g(θ) = ge(θ) + go(θ) (6.57)
Where fe(θ) and ge(θ) are the even function part of f(θ) and g(θ); fo(θ) and go(θ) are
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the odd function part of f(θ) and g(θ)
fe(θ) = fe(−θ); fo(θ) = −fo(−θ) (6.58)
ge(θ) = ge(−θ); go(θ) = −go(−θ) (6.59)
Since ω is a even function of θ, u is a odd function of θ, equation (6.55) can be written
as:
E(x, y) =
ˆ pi
2
−pi
2
{
[fe(θ) sinωx+ ge(θ) cosωx] cosuy
+ [fo(θ) cosωx− go(θ) sinωx] sinuy
}
dθ
(6.60)
By equation (6.54):
du = K0
1 + sin2 θ
cos3 θ
dθ (6.61)
When θ = ±pi
2
, u = ±∞. Change the variable:
E(x, y) =
1
2pi
ˆ ∞
0
{
[Fe(u) sinωx+Ge(u) cosωx]× cosuy
+ [Fo(u) cosωx−Go(u) sinωx]× sinuy
}
du
(6.62)
By equation (6.61):
G(u) + iF (u) =
4pi cos3 θ
K0(1 + sin
2 θ)
[g(θ) + if(θ)] (6.63)
Compare (6.63) and (6.53):

Fe sinωx1 +Ge cosωx1 = 2C(x1, u)
Fo cosωx1 −Go sinωx1 = 2S(x1, u)
(6.64)
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6.2.3.2 The least squares method
There are four unknowns Fe, Fo, Ge and Go, but there are only two equations. So
another measurement is needed at x = x2. Similarly:
Fe sinωx2 +Ge cosωx2 = 2C(x2, u)
Fo cosωx2 −Go sinωx2 = 2S(x2, u)
(6.65)
ω is also the function of u:
(
ω
K0
)2
=
1
2
1 +
√
1 + 4
(
u
K0
)2 (6.66)
The four unknowns can be solved by (6.64) and (6.65). The denominator contains the
term sinω(x1 − x2). Since u is from 0 to ∞, ω is from K0 to ∞(by equation (6.66)).
So whatever x1 and x2 are, sinω(x1 − x2) is 0 at certain point (Cheng [116]; Liu [117]).
To solve this problem, the wave elevation was measured at N locations(N ≥ 3), then the
least squares method was used to calculate the unknowns. Assume the wave elevation is
measured at location:
x = x1, x2, x3, ..., xN (N ≥ 3) (6.67)
The four unknowns can be calculated by the least squares method(see appendix E):

Fe(u) = ∆
−1∑N
i,j=1C(xj, u) cosωxi sin[ω(xi − xj)]
Ge(u) = ∆
−1∑N
i,j=1C(xj, u) sinωxi sin[ω(xi − xj)]
Fo(u) = ∆
−1∑N
i,j=1 S(xj, u) cosωxi sin[ω(xi − xj)]
Go(u) = ∆
−1∑N
i,j=1 S(xj, u) sinωxi sin[ω(xi − xj)]
∆ = 1
2
∑N
i,j=1 sin
2[ω(xi − xj)]
(6.68)
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6.2.3.3 The wave-making resistance
Substitute (6.61) and (6.63) into (6.49), and change the variable from u to θ. Only the
even function part is contained in the integrand:
R =
ρc2K0
32pi
ˆ ∞
−∞
[F 2e + F
2
o +G
2
e +G
2
0](1 + sin
2 θ)du (6.69)
By (6.66) and (6.54):
1 + sin2 θ =2− cos2 θ = 2− 1
(ω/K0)2
=
2( ω
K0
)2 − 1
( ω
K0
)2
= 2
√
1 + 4( u
K0
)2
1 +
√
1 + 4( u
K0
)2
(6.70)
Substitute (6.70) into (6.69):
R =
ρg
8pi
ˆ ∞
0
[F 2e + F
2
o +G
2
e +G
2
o]
√
1 + 4( u
K0
)2
1 +
√
1 + 4( u
K0
)2
du (6.71)
This is the formula of the wave-making resistance.
6.3 Numerical calculation
The wave-making resistance can be calculated by equation (6.71). Fe, Fo, Ge and Go
are calculated by equation (6.68). C(xi, u) and S(xi, u) (i = 1, 2, 3, ..., N ) are calculated
by equation (6.52). The wave cuts are calculated by the Rankine source method. Since the
number of panels are limited, the interpolation method is used to guarantee the accuracy
of equation (6.52). This means the wave cuts are first calculated by interpolation(the con-
trol points are directly given by the results of the Rankine source method), then equation
(6.52) is calculated by the numerical integration. In this study, the wave cut analysis was
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implemented by Matlab. The spline interpolation and the least square method are already
implemented in the packages of Matlab. The symmetry was used in the code. The code
was vectorized and the parallel computation was used to improve the efficiency.
6.4 Numerical validation
6.4.1 Test cases
6.4.1.1 Test ships
The Wigley III and the Series 60(Cb=0.6) ships were chosen as the test ships. The
Rankine source method was used to calculate the wave cuts. The coefficients used in the
Rankine source method are given in section (5.4.1). The panel layout is (120×20)×(40×
10). The multiple transverse wave cut method is shown in figure (6.3).
Figure 6.3: The multiple transverse wave cut analysis
a is the distance between the original wave cut and the stern; α = b2/b1 is the multi-
plication coefficient; N is the number of wave cuts.
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Table 6.1: Study of convergence
purpose figure N a α
N (6.4) and (6.5)
3 0.05L 1.1
4 0.05L 1.1
5 0.05L 1.1
6 0.05L 1.1
a (6.6) and (6.7)
5 0.01L 1.1
5 0.03L 1.1
5 0.05L 1.1
5 0.10L 1.1
α (6.8) and (6.9)
5 0.05L 1.01
5 0.05L 1.05
5 0.05L 1.1
5 0.05L 1.2
6.4.1.2 Test machine
The test machine is the same machine used in the Neumann-Kelvin method, the con-
figuration is shown in section (4.4.1).
6.4.2 Study of convergence
In this study, the coefficients of a, α and N are studied for the convergence(the defini-
tion of these coefficients are given in section (6.4.1)). The results are given in figures (6.4)
to (6.9).
The results of the wave-making resistance converge quickly with increasing N and a.
Increasing value of N can improve the results since it increases the accuracy of the least
square method. a should not to be too small since the local influence exists in the fluid
domain near the stern. The value of α has little influence on the final results. In this study,
set N = 5, a = 0.05L and α = 1.1.
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Figure 6.4: Convergence of N , Wigley III, a = 0.05L, α = 1.1
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Figure 6.5: Convergence of N , Series 60, a = 0.05L, α = 1.1
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Figure 6.6: Convergence of a, Wigley III, N = 5, α = 1.1
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Figure 6.7: Convergence of a, Series 60, N = 5, α = 1.1
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Figure 6.8: Convergence of α, Wigley III, N = 5, a = 0.05L
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Figure 6.9: Convergence of α, Series 60, N = 5, a = 0.05L
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Table 6.2: Study of efficiency
N a α Time(s)
3 0.05L 1.1 0.783
4 0.05L 1.1 1.036
5 0.05L 1.1 1.195
6 0.05L 1.1 1.327
5 0.01L 1.1 1.201
5 0.03L 1.1 1.269
5 0.05L 1.1 1.181
5 0.10L 1.1 1.199
5 0.05L 1.01 1.216
5 0.05L 1.05 1.208
5 0.05L 1.1 1.197
5 0.05L 1.2 1.186
6.4.3 Calculation efficiency
The efficiency of calculation was studied and the results are shown in table (6.2). The
calculation time is mainly influenced by the value of N . a and α have little influence on
the efficiency. These results show that the wave cut analysis is a very efficient method to
calculate the wave-making resistance.
6.4.4 Calculated results
In this study, the wave-making resistance was calculated by the wave cut analysis and
compared to the experimental results, which were given by McCarthy [89]. The results
are shown in figure (6.10) and (6.11).
The results of wave-making resistance is consistent with the experimental data. Since
the wave cut analysis avoids the numerical errors, it gets better results than the Neumann-
Kelvin method and the Rankine source method.
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Figure 6.10: Wigley III, wave-making resistance coefficient
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Figure 6.11: Series 60 (Cb=0.6), wave-making resistance coefficient
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7. EXPERIMENTAL VALIDATION AND COMPARISON OF DIFFERENT
METHODS FOR THE CALCULATION OF THE WAVE-MAKING RESISTANCE
7.1 Main ideas of this chapter
As discussed in the former chapters, the Neumann-Kelvin method, the Rankine source
method and the wave cut analysis have their own assumptions, so they might have different
scopes of application. The purpose of this chapter is to explore these scopes.
The calculated results of the wave-making resistance were compared to the experi-
mental data in this chapter, however, experiments usually obtain the total resistance. The
method to calculate the wave-making resistance using the total resistance was also dis-
cussed and validated in this chapter. Then the wave-making resistance of Wigley III
and Series 60 (Cb=0.6,0.65,0.7,0.75,0.8) was calculated using three different methods and
compared with the experimental results. The the scopes of application for different meth-
ods were clarified in the last.
7.2 Calculate the wave-making resistance using the total resistance
The wave-making resistance can be directly measured in an experiment, but the ex-
perimental procedure is very complicated and published results are limited. Usually an
experiment measures the results of total resistance force and the wave-making resistance
force can be calculated by some transformation methods.
In this paper, the "three dimensional transform" [118] is used for the transformation.
This method assumes that the total resistance force is composed of the frictional resistance
force and the wave-making resistance force, so the wave-making resistance force can be
calculated by the subtraction of the total resistance force and the frictional resistance force.
First, the "ITTC 1957 model-ship correlation line" [118] is used to calculate the frictional
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resistance coefficient:
Cf =
0.075
(log10Rn − 2)2
(7.1)
Where Rn is the Reynolds number, Cf is the frictional resistance coefficient. Then use
the "ITTC 1978" equation [118] to calculate the wave-making resistance.
Ct
Cf
= (1 + k) + c
Fn2
Cf
(7.2)
Cw = Ct − (1 + k)Cf (7.3)
Where (1 + k) is the form factor. k and c are unknown coefficients. Using Prohaska’s
method [119], k and c can be calculated by the least squares method. The experimental
data Fn ≤ 0.1 is used in the least squares method. The wave resistance of the Wigley and
Series 60(Cb=0.6) ships were calculated by the three dimensional transform method and
compared with the results obtained from experiment. the results are shown in figure (7.1)
and (7.2). The experimental results are influenced by the equipment and experimental
procedure, therefore the experimental results have some differences from different labs.
To minimize the influence of experimental environment, the results coming from the same
lab was selected and compared. The results from the David Taylor Model Basin [89] were
chosen in this study.
By figure (7.1) and (7.2), the results from the three dimensional transform are slightly
larger than the results from the wave cut analysis. The reason is that the wave cut analysis
is based on the wave spectrum theory, which is a linear theory. So the results by the wave
cut analysis are the linear part of the wave-making resistance (Eggers [57, 102]). On the
other hand, the three dimensional transformation method uses the subtraction of the total
resistance force and frictional resistance force, so it considers the nonlinear effect in the
wave-making resistance. However, since Wigley and Series 60 ships are not very full
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Figure 7.1: Wigley III
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Figure 7.2: Series 60
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ships, the nonlinear effect is not the main part in the wave-making resistance. Therefore
the results from the three dimensional effect is close to the results from the wave cut
analysis. These results shows that the three dimensional transform is a valid method.
7.3 The comparison of different methods
7.3.1 Hull data
The Wigley III and Series 60 (Cb=0.6,0.65,0.7,0.75,0.8) ships were used in this chap-
ter. The offset table of Wigley III ship is given by McCarthy [89]; the offset table of Series
60 ships are given by Todd [120]. The ship hulls are shown in figure (7.3).
7.3.2 Calculated results
The wave-making resistance of the Wigley and five Series 60(Cb=0.6,0.65,0.7,0.75,0.8)
hulls were calculated by the Neumann-Kelvin method, the Rankine source method and the
wave pattern analysis(the pressure and wave elevation were calculated by the Rankine
source method). The calculated results were compared with the experimental results.
The results of the wave cut analysis for Wigley and Series 60(Cb=0.6) are from Mc-
Carthy [89]; the results of the total resistance for all six ships are from the David Tay-
lor Model Basin(Todd [120]). The range of Froude number is 0.1 ∼ 0.4 for Wigley III
and Series 60(Cb=0.6), 0.1 ∼ 0.3 for Series 60(Cb=0.65,0.7) and 0.1 ∼ 0.25 for Series
60(Cb=0.75,0.8). The range is smaller for Series 60(Cb=0.65,0.7,0.75,0.8) due to the lack
of experiment data at high Froude numbers. This is reasonable because the wave breaking
would appear at high Froude numbers for full ships, which is not considered in this study.
Moreover, full ships usually can not travel at high Froude numbers in practical use. The
configuration in calculation is shown in section (4.4.2), (5.4.2) and (6.4.2). The calculated
wave-making resistance results are shown in figure (7.4) to (7.9). The sum of square of
difference between the calculated results and the experimental are shown in figure (7.1).
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Figure 7.3: Ship hulls
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Figure 7.4: Wave-making resistance coefficient, Wigley III
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Figure 7.5: Wave-making resistance coefficient, Series 60(Cb=0.6)
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Figure 7.6: Series 60(Cb=0.65)
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Figure 7.7: Series 60(Cb=0.70)
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Figure 7.8: Series 60(Cb=0.75)
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Figure 7.9: Series 60(Cb=0.80)
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Table 7.1: Sum of square of the difference between the calculated results and the experi-
mental data. Reprinted with permission from Taylor and Francis.
hullform
Neumann-Kelvin
method
Rankine source
method
wave cut
analysis
Wigley 4.54860e-06 4.38809e-06 1.16704e-06
Series 60, Cb=0.6 1.45936e-04 1.08165e-06 6.33750e-07
Series 60, Cb=0.65 1.56963e-05 1.43680e-05 2.14996e-06
Series 60, Cb=0.7 1.48840e-04 2.32153e-05 5.34474e-06
Series 60, Cb=0.75 5.57293e-05 2.90744e-06 3.47609e-07
Series 60, Cb=0.8 1.45946e-03 9.29090e-05 1.30438e-06
7.4 Conclusions
The Neumann-Kelvin method yields reasonable results for the Wigley hull. But for
the Series 60 ships, the results goes worse with increasing block coefficient and Froude
number. The reason is that the Neumann-Kelvin method assumes the linear free surface
boundary condition. As the the block coefficient and Froude number grow, the wave ele-
vation grows and the basic assumption is violated. On the other hand, since the Neumann-
Kelvin method is not able to calculate the wave elevation, the wave-making resistance is
calculated by the direct integral and this brings the numerical errors. This is another reason
for the bad results using the Neumann-Kelvin method.
The direct pressure integral method (the pressure is calculated by the Rankine source
method) gives reasonable results for the Wigley and the Series 60(Cb=0.6) ships. When
the block coefficient and the Froude number grow, the oscillation of the results becomes
more severe, but the results is better than the results using the Neumann-Kelvin method.
The Rankine source method considers the nonlinear free surface boundary condition, thus
it can deal with the nonlinear cases. However, since the pressure grows as the block
coefficient and the Froude number grow, the numerical cancel number also grows. So the
results using the pressure integral get worse for highly nonlinear cases.
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The wave cut analysis yields satisfactory results for all test ships, but the results are
smaller than the experimental data when the Froude numebr is large. The wave cut anal-
ysis uses the wave elevation results from the Rankine source method, which is a totally
nonlinear method, so it can deals with the nonlinear cases. The wave cut analysis also
avoids the numerical error in the direct integral. So it gives satisfactory results for all the
test ships. However, the wave cut analysis bases on the wave spectrum theory, which is
a linear method, so it ignores the nonlinear influence of the wave-making resistance. The
nonlinearity of the wave grows when the Froude number grows, so the results by the wave
cut analysis are smaller than the experimental data at high Froude numbers.
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8. WAVE-MAKING RESISTANCE OF SHIPS WITH BULBOUS BOWS
8.1 Purpose of this study
8.1.1 Importance of bulbous bows design
The bulbous bows are wide in use since they can reduce wave-making resistance. Costs
are reduced and less greenhouse gases are discharged on the earth. One of these gases is
CO2, which mainly comes from combustion of fossil fuel. Increasing CO2 in the at-
mosphere causes global warming, which causes the increase of sea-level. Over the past
century the sea level rose 14.4cm. The increase in sea level is mainly due to the ther-
mal expansion of seawater, and when the ocean is warming, the sea level rises. Global
warming will cause the north and south polar iceberg to melt, which is another reason for
the increasing sea-level. The increasing sea-level may flood lowlands, erode coasts and
increase the salinity of groundwater. Global warming has heavily affected human life and
emission of CO2, which is the main reason of global warming, must be reduced. Shipping
business consumes a lot of oil and emits much CO2. Bulbous bows have been proved
to be a valid method to reduce the ship resistance, thus less fuel is used and less CO2 is
discharged.
Except the new ships, lots of ships in operation need to add or change their bulbous
bows. A bulbous bow is designed to reduce the resistance at a certain speed, which is
usually the designed speed in operation. The effect of bulbous bow decreases if the ship
travels at a different speed. One reason to change the speed in operation is slow steaming,
which means to reduce the velocity. The main purpose of slow steaming is to reduce the
costs of fuel since the resistance is in proportion to the square of velocity. According to the
requirements of International Maritime Organization (IMO) mandated Energy Efficiency
Design Index (EEDI), many container vessels need to operate at so called "slow-steaming
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operation", which is slower than the design service speed. However, the bulbous bows for
these ships are usually optimized for the service speed and operating at a slower speed
means the bulbous bow is now less optimal. So many existing ships need to redesign their
bulbous bows.
Numerical calculation is important for the design of bulbous bows. The design of a
bulbous bow for a ship is a complicated task and usually numerous design plans need
to be verified, especially at the preliminary design. Analytical solution of wave-making
resistance is not available by now due to the complexity of the problem. Experiments can
give accurate results but are generally too expensive and time consuming. The numerical
calculation is a good choice for the preliminary design. Thanks to the development of
numerical analysis, the calculation of numerous cases becomes possible.
8.1.2 Purpose of this study
In this study, the wave-making resistance of different ships are calculated by the Neumann-
Kelvin method, the Rankine source method and the wave cut analysis. The main purpose
of this study are:
• Validate methods in the calculation of wave-making resistance and scopes of their
application.
• Develop a reliable procedure for the primary design of the ships with bulbous bows.
8.2 Literature review
The use of bulbous bows has a long history. The bulbous bows were first used as ram
on the Greek and Roman war galleys (Strohbusch [121]). But bulbous bows disappeared
with the rise of warships using guns as weapons. Reborn of bulbous bows happened during
1800s. It was still used as weapon for some ironclads (Ferreiro and Hocker [122]). The
bulbous bows disappeared again due to the increasing firepower of warships. The design
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of bulbous bows mainly depended on the experience of the ship builders in this long period
of history.
As most of the research topics, the study of bulbous bows began with experiments.
R.E. Froude first studied the effects of bulbous bow. He studied the decrease of resistance
for a torpedo boat after fitting a torpedo tube. He concluded that the wave deduction
effect of the bow is the main reason for the lower resistance. Taylor [123] used the same
idea as Froude and attained higher speed at constant power in his experiment. Similar
experiments were done by Bragg [124], Ferguson and Parker [125]; Ferguson and Dand
[126], Inui, Takahei, and Kumano [127] and Muntjewerf [128]. The effects of bulbous
bows to reduce resistance was confirmed by these experiments. The good results of these
experiments inspired more researcher to focus on this topic.
Following the research by experiments, some researchers worked on the theoretical
analysis of the wave-making resistance. The primary purpose of their study was to find the
primary variables in the bulb design and their influence to resistance. Wigley [129] studied
the effects of bulbous bows in range of Froude number 0.238 − 0.563. According to his
research, the results of the wave resistance was periodic and oscillatory. This means the
optimal bulbous bow at one specific Froude number may do not work at another discrete
Froude number. Taylor [130] studied the effects of bulbous bows using two variables in
design-the sectional area at the stem and the section area tangent to the sectional area
curve. Inui [93] developed a method to design bulbous bows by the canceling of the waves
generated by the ship and the bulb. But this canceling method was only effective for
some simple hulls, but was too difficult for actual ship hulls. Yim [131] gave a method to
calculate the entrance angle of the bow and the bulb size at a given Froude number. Using
the results from experiments and theoretical analysis, the bulb size, location and fairing to
the hull were three primary variables in the design of a bulbous bow, but all the research
above did not discuss the effects of these three factors at the same time, which was proved
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to be a very difficult task.
As the study on of the theoretical analysis went on, researchers tried to design bulbous
bows in terms of the all design variables. Yim [132] was first to develop such a method.
But his method was only effective for spherical shaped bulbs. Unfortunately, there were
some problems with the spherical bulb, e.g., maneuverability was not good and the ship
building was difficult. Later in his research, Yim [133] gave the method to design bulbous
bows for different types of ships (i.e., the sine ship, the cosine ship and the parabolic ship).
However, this method was still constricted to the spherical bulbs and had the same prob-
lems with his previous study. Other researchers also came up with other similar methods,
but they were all for some specific type of bulbs and ship hulls. The experimental results
also showed that there were large difference between the results of theoretical analysis and
the actual data. After a long span of research, researchers finally realized that the resis-
tance problem of the bulbous bow was too difficult for theoretical analysis. Theoretical
analysis gradually faded, but it still gave important insights about the mechanism of the
bulbous bows and principles in the design.
Due to the difficulties in the theoretical analysis, the statistical method came into being
as a practical method in bulb design. Kracht [134] developed a statistical method based
on the experimental results of propulsion. This method chose some design parameters as
input and gave a certain power reduction. Although this method could deal with multiple
design parameters at the same time, it did not point out the location of the center of gravity
of the bulb. Further more, since the wave amplitude and phase of waves generated by
the bulb have great effect to the ship resistance, the location of the bulb should be chosen
carefully. However, this is not given in Kracht’s research. Stromgren [135], Weinblum
[136] and Shearer and Steele [137] improved Kracht’s research and made contribution to
the statistical method. Since the statistical method is based on the experimental results, it
is greatly influenced by the accuracy of the experiments. Moreover, the statistical method
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can not give hydrodynamical explanation of the resistance reduction.
Recently, CFD technology has also been used in the design of bulbous bows. Strom-
gren [135] studied the effectiveness of different types of bulbous bows using CFD. Huang,
Chiang, and Chou [138] discussed the pressure distribution on the hull surface, which is
necessary in hull design. Cusanelli [139] compared the resistance result calculated by CFD
with experimental data. The main idea of the CFD method is to calculate the resistance
force of different bulbous bows and then choose the optimal one. This reduced the number
of necessary model test in the design. However, the CFD calculation costs much time and
the supercomputer is usually needed.
8.3 Hydrodynamic theory
A bulbous bow can reduce the resistance force. To analysis the hydrodynamic mecha-
nism, divide the total resistance into the following components:
R = Rv +Rw +Rb (8.1)
Where:
Rv = viscous resistance (8.2)
Rw = wave−making resistance (8.3)
Rb = wave breaking resistance (8.4)
Divide Rv further into the following components:
Rv = Rvf +Rvr (8.5)
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Where:
Rvf = frictional resistance (8.6)
Rvr = viscous residual resistance (8.7)
Substitute (8.5) into (8.1):
R = Rvf +Rvr +Rw +Rb (8.8)
A bulbous bow can influence the above four components of the resistance force, which
are discussed in the following:
8.3.1 Rvf
Rvf is the frictional resistance force, which is the main part of the viscous resistance
and is in proportion to the hull surface area. A bulbous bow increase the area of hull
surface, so it always increases Rvf part. However, this increase of area is very small and
usually can be ignored in the calculation.
8.3.2 Rvr
Rvr is the viscous residual resistance force, which contains many components. The
influence of a bulbous bow to Rvr is very complicated. Up to now, there is no theory and
conclusion about this influence. However, when the ship speed is not extremely large, the
boundary layer does not separate from the hull surface and most of the fluid domain is still
potential flow. So Rvr only takes a small part of the viscous resistance Rv.
8.3.3 Rw
Rw is the wave-making resistance, which takes large part of the total resistance. A
bulbous bow has significant influence on Rw. The wave systems generated by ship hull
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and by a bulbous bow interfere with each other. The longitudinal location of the bulbous
bow determines the phase difference and the volume of the bulbous bow determines the
amplitude. Theoretically, these two wave systems can cancel each other by using a bulbous
bow.
8.3.4 Rb
Rb is the wave-breaking resistance, which depends on the local waves in the vicinity
of the bow. The wave-breaking resistance is due to the energy loss by the breaking of
waves. The wave-breaking phenomena mainly happens in the full forms or at very high
Froude numbers. It can be measured by wave measurement in experiment. As mentioned
in chapter (2), the wave-breaking resistance Rb is not considered in this study.
In summary, this study mainly considers the effect of a bulbous bow to the wave-
making resistance Rw. It has been proved by model tests and theoretical analysis that the
effects of a bulbous bow can not be replaced by the variations of the hull. It is also worthy
to be mentioned that the effects of a bulbous bow depends not only on the hull form,
but also on the working condition (e.g., loading condition or ship speed). So an optimal
bulbous bow should be designed upon a certain hull form and a certain Froude number.
8.4 Numerical calculation
The wave-making resistance of oil tanker, high speed passenger and combatant with
bulbous bow are calculated by the methods developed in this study. The calculated results
were compared with experimental data.
8.4.1 Oil tanker
Inui et al. [127] measured the wave-making resistance and wave profile of an oil tanker
with four different bulbous bows in his experiments. This section calculated this oil tanker
using the numerical methods and compared the calculated results with the experimental
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Table 8.1: Dimensions of oil tanker
Dimensions Ship Model
Lpp(m) 200.00 1.5975
B(m) 28.68 0.2290
T(m) 10.66 0.0851
Cb 0.8 0.8
Table 8.2: Dimensions for models of oil tanker with bulbs
Model LWL(m) T(m) B(m) ∆(kg) S(m2) δS/S(%) Trim Cb
BB 2 1.630 0.0851 0.2290 24.897 0.5430 0 0 0.800
BB 6 1.630 0.0851 0.2290 24.916 0.5433 0.06 0 0.801
BB 10 1.630 0.0851 0.2290 24.946 0.5492 1.14 0 0.802
BB 15 1.630 0.0851 0.2290 24.978 0.5500 1.29 0 0.803
data.
The ship model was fixed in this experiment. The trim and sinkage were set to be zero
in the calculation.
8.4.1.1 Geometry
The offset data of the hull form is given by Inui et al. [127]. The main dimensions of
the oil tanker are as shown in table (8.9) and (8.2):
8.4.1.2 Panel layout
The panel layout and coefficients used in the calculation are as chapter 7. More panels
are used in the bow and stern. The number of panels used in the calculation are showing
in table (8.3) and figure (8.1).
8.4.1.3 Results
The wave-making resistance of four bulbous bulbs were calculated by the Neumann-
Kelvin method, the Rankine source method using direct pressure integral and the wave cut
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Table 8.3: Number of panels used in the calculation, oil tanker
Bulbs Number of panels
BB 2 1783
BB 6 1976
BB 10 2101
BB 15 2260
X Y
Z
(a) BB 2
X Y
Z
(b) BB 6
X Y
Z
(c) BB 10
X Y
Z
(d) BB 15
Figure 8.1: Panel layout, oil tanker
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Table 8.4: Sum of square of the difference between the calculated results and the experi-
mental data, oil tanker
hullform
Neumann-Kelvin
method
Rankine source
method
wave cut
analysis
BB 2 2.10141e-06 3.82455e-08 2.71211e-08
BB 6 4.21548e-06 1.29891e-07 2.39621e-08
BB 10 2.53982e-06 1.84490e-07 3.95327e-08
BB 12 4.63134e-06 3.35006e-07 1.59772e-07
analysis, which are shown in figures (8.2) to (8.5). The wave profile were calculated by
the Rankine source method, which were shown in figures (8.6) to (8.9). The calculated
results were compared with the experimental data given by Inui et al. [127].
8.4.2 High speed passenger
The bulbous bows are often used in the high speed ships. One example is the Japanese
high speed passenger "KURENAI MARU". Shigemitsu and Kai [140] did the model test
of this ship and published their results.
The trim and sinkage ware fixed in this experiment. The trim and sinkage were set to
be constant in numerical calculation (see table (8.6)).
8.4.2.1 Geometry
The offset data of the hull form is given by Shigemitsu and Kai [140]. The main
dimensions of "KURENAI MARU" are as shown in tables (8.5) and (8.6):
8.4.2.2 Panel layout
The panel layout and coefficients used in the calculation are as chapter 7. More panels
are used in the bow and stern. The number of panels used in the calculation are showing
in table (8.7) and figure (8.10).
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Figure 8.2: Wave-making resistance coefficient, BB 2
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Figure 8.3: Wave-making resistance coefficient, BB 6
159
0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24 0.26
Fn
0
0.2
0.4
0.6
0.8
1
C w
×10-3
Neumann-Kelvin method
Pressure integral
Wave cut analysis
Experiment
Figure 8.4: Wave-making resistance, BB 10
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Figure 8.5: Wave-making resistance, BB 15
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Figure 8.6: Wave profile, BB 2, Fn = 0.2
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Figure 8.7: Wave profile, BB 6, Fn = 0.2
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Figure 8.8: Wave profile, BB 10, Fn = 0.2
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Figure 8.9: Wave profile, BB 15, Fn = 0.2
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Table 8.5: Dimensions of "KURENAI MARU"
Dimensions Ship
Lpp(m) 80.0
B(m) 13.4
T(m) 3.9
Trim by stern(m) 1.800
Cb 0.526
Table 8.6: Dimensions of "KURENAI MARU" with different bulbs
Model ∆(t) S(m2) δS/S(%) Trim
B1 2338 1247 0.32 0
F4 2377 1288 3.88 0
8.4.2.3 Results
The wave-making resistance of four bulbous bulbs were calculated by the Neumann-
Kelvin method, the Rankine source method using direct pressure integral and the wave
cut analysis, which are shown in figures (8.11) and (8.12). The calculated results were
compared with the experimental data given by Shigemitsu and Kai [140].
8.4.3 Combatant ship
Bulbous bows are also widely used on the combatant ships. Olivieri, Pistani, Avanzini,
Stern, and Penna [141] did the experiments on DTMB 5415 ship. They published the
experimental results of the wave-making resistance, wave profile, trim and sinkage.
Table 8.7: Number of panels used in the calculation, high speed passenger
Bulbs Number of panels
B1 1936
F4 2727
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(a) B1
X Y
Z
(b) F4
Figure 8.10: Panel layout, "KURENAI MARU"
Table 8.8: Sum of square of the difference between the calculated results and the experi-
mental data, high speed passenger
hullform
Neumann-Kelvin
method
Rankine source
method
wave cut
analysis
B1 2.97966e-06 4.16291e-07 2.47446e-07
F4 2.17254e-06 1.12950e-07 4.51626e-08
The ship model was free to trim and sink in this experiment. In calculation, the trim
and sinkage were first calculated by the Rankine source method and were used as inputs
in the Neumann-Kelvin method.
8.4.3.1 Geometry
The offset data of the hull form was given by Olivieri et al. [141]. The main dimensions
of "DTMB 5415" are as shown in tables (8.5) and (8.6):
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Figure 8.11: Wave-making resistance coefficient, B1
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Figure 8.12: Wave-making resistance coefficient, F4
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Table 8.9: Dimensions of the ship and model of DTMB 5415
Dimensions Ship Model
Lpp(m) 142.0 5.720
B(m) 18.9 0.76
T(m) 6.16 0.248
Trim(Deg) 0 0
Wetted surface(m2) 2949.5 4.786
Displacement(t) 8636.0 0.549
Cb 0.506 0.506
Table 8.10: Number of panels used in the calculation, combatant ship
Bulbs Number of panels
DTMB 5145 3985
8.4.3.2 Panel layout
The panel layout and coefficients used in the calculation are as chapter 7. More panels
are used in the bow and stern. The number of panels used in the calculation are shown in
table (8.10) and figure (8.13).
8.4.3.3 Results
The wave-making resistance, wave profile, trim and sinkage of DTMB 5415 were cal-
culated by the Neumann-Kelvin method, the Rankine source method using direct pressure
integral and the wave cut analysis, which are shown in figures (8.14) and (8.17). The
calculated results were compared with the experimental data given by Olivieri et al. [141].
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Z
Figure 8.13: Panel layout, DTMB 5415
Table 8.11: Sum of square of the difference between the calculated results and the experi-
mental data, combatant
hullform
Neumann-Kelvin
method
Rankine source
method
wave cut
analysis
DTMB 5415 5.41865e-08 4.65371e-08 1.82883e-08
8.5 Conclusions
8.5.1 Scope and abilitiy of different numerical methods in the calculation of bulbous
bows
Using the results of this chapter, the following conclusions can be drawn in the calcu-
lation of bulbous bows:
• The block coefficient Cb has influence on the limits of application of the numerical
methods(the Neumann-Kelvin method, the Rankine source method using the direct
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Figure 8.14: Wave-making resistance coefficient, DTMB 5415
pressure integral and the wave cut analysis).
• For ship hulls with block coefficient smaller than 0.6, the Neumann-Kelvin method
can give reasonable results about wave-making resistance(see e.g. figures (8.11),
(8.12) and (8.14)).
• For all the tested ships, the Rankine source method can give reasonable results of
wave-making resistance(see e.g. figures (8.2), (8.3), (8.4), (8.5), (8.11), (8.12),
(8.14)), wave profile(see e.g. figures (8.6), (8.7), (8.8), (8.9), (8.15), (8.16)), trim
and sinkage(see e.g. figures (8.17), (8.18)).
• For all the tested ships, the wave cut analysis yields the most accurate result of wave-
making resistance among the three numerical methods in this dissertation(see e.g.
figures (8.2), (8.3), (8.4), (8.5), (8.11), (8.12), (8.14)).
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Figure 8.15: Wave profile, DTMB 5415, Fn = 0.28
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Figure 8.16: Wave profile, DTMB 5415, Fn = 0.41
8.5.2 Usage of numerical methods in the design of bulbous bows
Many cases needed to be calculated in the design of bulbous bows, especially in the
phase of preliminary design. CFD is a powerful tool in design, but usually it costs much
time; model test yields very reliable result, but it costs much time and money. The potential
flow method is a useful tool in the preliminary design since it costs less time and can give
reasonable results.
• For ship hulls with small block coefficient, it is recommended to first use the Neumann-
Kelvin method to calculate alternate designs and find out the good designs. Since
the Neuamnn-Kelvin method is simpler to model, it is suitable to apply to large
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Figure 8.17: Trim, DTMB 5415
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Figure 8.18: Sinkage, DTMB 5415
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number of cases in the preliminary design. Moreover, the panel method used in the
Neumann-Kelvin method may also be useful for seakeeping calculations of global
response and added resistance (see e.g. [142]). The original idea of this research
was to link the seakeeping and added resistance optimization (Guha [142]) to the
calm water resistance. However, it was found that the Neumann-Kelvin method had
a limited rage of applications, so the Rankine source method and wave cut analysis
were developed. Then the Rankine source method was applied using direct pressure
integration and a wave cut analysis to calculate the wave-making resistance and free
surface elevation of these chosen designs and to select the optimal designs. More
accurate methods (e.g., CFD or model testing) can then be applied to these selected
designs.
• For ships hulls with large block coefficient, the Neumann-Kelvin method can not
give satisfactory results. So the Rankine source method using direct pressure integral
and the wave cut analysis are recommended to be used to select the best designs.
More accurate methods (e.g., CFD or model testing) can then be applied to these
selected designs.
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9. CONCLUSIONS
Based upon the limited calculation results of the three numerical methods and compar-
ison to available experimental results given in this dissertation, some preliminary general
conclusions can be drawn. Overall we find the Neumann-Kelvin to be the quickest and
most efficient from both a panelization and calculation standpoint. However, due to the
free surface linearity assumptions it application is quite limited to low Froude numbers and
fine form vessels. The Rankine source method which considers a nonlinear free surface
and allows the vessel to sink and trim has a broader range of application. Applying the
Rankine source method with direct pressure integration gives good results however due
to the subtraction of two large numbers the results may have errors. Finally the Rankine
source method combined with a wave cut analysis gives the best results with the broadest
range of applicability. Some more specific observations are expanded below:
• The Neumann-Kelvin method yields reasonable results for thin ships at low Froude
numbers, but the results get worse with increasing block coefficient and Froude
number. The reason is that the Neumann-Kelvin method assumes the linear free
surface boundary condition. As the the block coefficient and Froude number grow,
the wave elevation grows and this basic assumption is violated.
• The direct pressure integral method (the pressure is calculated by the Rankine source
method) yields reasonable results for most test cases, and the results are better than
the results using the Neumann-Kelvin method. The Rankine source method consid-
ers the nonlinear free surface boundary condition, thus it can deal with the nonlinear
cases.
• The wave cut analysis yields best results for all test ships. The wave cut analysis
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uses the wave elevation results from the Rankine source method, which is a totally
nonlinear method, so it can deals with the nonlinear cases. The wave cut analysis
also avoids the numerical errors in the direct pressure integral. So it gives satisfac-
tory results for all the test ships.
• The three methods discussed in this dissertation can be used in the design of bul-
bous bows. For ship hulls with small block coefficient, it is recommended to first
use the Neumann-Kelvin method to calculate alternate designs and find out the good
designs. Then the Rankine source method was applied using direct pressure integra-
tion and a wave cut analysis to calculate the wave-making resistance and free surface
elevation of these chosen designs and to select the optimal designs. More accurate
methods (e.g., CFD or model testing) can then be applied to these selected designs.
• For ships hulls with large block coefficient, the Neumann-Kelvin method can not
give satisfactory results. So the Rankine source method using direct pressure integral
and the wave cut analysis are recommended to be used to select the best designs.
More accurate methods (e.g., CFD or model testing) can then be applied to these
selected designs.
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10. CONTRIBUTIONS AND SUGGESTIONS FOR FURTHER WORK
10.1 Contributions of this dissertation
This study focus on the calculation of wave-making resistance of ships with bulbous
bow using the potential flow methods. The mechanism of wave-making resistance was
analyzed. The Neumann-Kelvin method, the Rankine source method using direct pres-
sure integral and the wave cut analysis were implemented and their scopes of application
were clarified. These numerical methods were applied to the calculation of wave-making
resistance of ships with bulbous bow. The main contributions of this study are:
• Improvement and implementation of the Neumann-Kelvin method. Explored the
accuracy and efficiency of the numerical integration and Bessel’s series in the cal-
culation of Kelvin source. Combination of these two methods yields the balance
of accuracy and efficiency in numerical calculation. Clarified the limitations of the
Neumann-Kelvin source method in the calculation of the wave-making resistance.
• Improvement and implementation of the Rankine source method using direct pres-
sure integral. Improved the convergence criteria in the Rankine source method.
According to the comparison of the calculated results using the Neumann-Kelvin
source method and the Rankine source method, clarified the importance of non-
linear free surface condition in the calculation of the wave-making resistance.
• Implementation of the wave cut analysis and improvement of the wave-making resis-
tance calculation using the direct pressure integration. The Rankine source method
and the wave cut analysis were combined to avoid the numerical errors in the direct
pressure integral. This combination yields high accuracy in the calculation of the
wave-making resistance.
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• Application of the numerical methods to the calculation of bulbous bows and ver-
ify the capabilities of different methods. The Neumann-Kelvin source method, the
Rankine source method and the wave cut analysis were used to calculate the wave-
making resistance of ships with different block coefficient, and the calculated results
were compared to the experimental data. The limits of different methods were ex-
plored.
• Proposal of ideas about the usage of potential flow methods in the design of the
bulbous bows. Due to the limits of different methods, different procedures were
proposed to be used in the design and redesign of the bulbous bows. Reasonable
accuracy and efficiency can be obtained using these procedures in the design and
redesign of bulbous bows.
10.2 Further works
As a PhD dissertation, the author made the greatest effort in this study. But there is still
more work can be done in this research topic. Due to the limitation of time and resources,
these work could not be finished in this study. These further works are listed as following:
• Consideration of viscous influence in the calculation of calm water resistance
• Combination of wave resistance and calm water resistance
• Conducting more experiments to expand the results and conclusions drawn in this
dissertation
• Automatic optimization of bulbous bows
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APPENDIX A
DERIVATION OF THE INTEGRAL IDENTITY OF NEUMANN KELVIN METHOD
G is the Green’s function which satisfy the governing equation and all the boundary
conditions except the hull surface condition(see [34]):
Continuity:
∇2G =

4piδ(x− x0)δ(y − y0)δ(z − z0) when z0 < 0 and z < 0
0 when z0 < 0 and z = 0
(A.1)
The free surface boundary condition:
Gxx +K0Gz =

0 on z0 = 0 and z < 0
−4piδ(x− x0)δ(y − y0) on z0 = 0 and z = 0
(A.2)
The radiation condition:
G =

o( 1|~x− ~x0|)
√
(x− x0)2 + (y − y0)2 →∞ and x > x0
O( 1|~x− ~x0|)
√
(x− x0)2 + (y − y0)2 →∞ and x < x0
(A.3)
Use the symbols defined in section 4.2.3, by Green’s second identity (4.24):
˚
De
(φe∇2G−G∇2φe)dv =
¨
S+Sfe
(Gφene − φeGne)dS (A.4)
The integral is 0 on other boundaries. Due to the linear assumptions of the Green’s
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function, on Sfe:
∂
∂ne
= − ∂
∂z
(A.5)
Substitute (A.5) into (A.4):
˚
De
(φe∇2G−G∇2φe)dv =
¨
S
(Gφene − φeGne)dS +
¨
Sfe
(φeGz −Gφez)dS (A.6)
Consider the second identity in equation (A.6):
φeGz −Gφez = φe(
1
K0
Gxx +Gz)−G( 1
K0
φexx + φ
e
z) +
1
K0
(Gφex − φeGx)x (A.7)
Using the Green’s identity:
¨
S
(Gφex − φeGx)xdxdy =
ˆ
Cwe
(Gφex − φeGx)dy (A.8)
Substitute (A.7) and (A.8) into (A.6):
IG =
¨
S
(Gφen − φeGn)dS +
1
K0
ˆ
Cwe
(Gφex − φeGx)dy + Iφ (A.9)
Where:
IG =
˚
De
φe∇2GdV −
¨
Sfe
φe(
1
K0
Gxx +Gz)dxdy (A.10)
Iφ =
˚
De
G∇2φedV −
¨
Sfe
G(
1
K0
φexx + φ
e
z)dxdy (A.11)
φ satisfies the Laplace’s equation and the linear free surface condition, yields:
Iφ = 0 (A.12)
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Following Noblesse’s suggestion [15] that the potential can be expressed in the form:
φe(~x, ~x0) = φ
e
∗(~x) + (φ
e(~x, ~x0)− φe∗(~x)) (A.13)
Substitute (A.13) into (A.9):
IG = Tφ
e
∗ + T0 (A.14)
Where:
T =
˚
De
∇2GdV −
¨
Sfe
(
1
K0
Gxx +Gz)dxdy (A.15)
T0 =
˚
De
(φe − φe∗)∇2GdV −
¨
Sfe
(φe − φe∗)(
1
K0
Gxx +Gz)dxdy (A.16)
φ∗ is the main component of the velocity potential, φ∗ ≈ φ, so T0 = 0. Substitute
(A.13) and (A.15) into (A.10):
Tφe =
¨
S
(Gφen − φeGn)dS +
1
K0
ˆ
Cwe
(Gφex − φeGx)dy (A.17)
Substitute (A.1) and (A.2) into (A.16):
T =4pi
˚
De
δ(x− x0)δ(y − y0)δ(z − z0)dV
+4pi
¨
Sfe
δ(x− x0)δ(y − y0)dxdy
(A.18)
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According to the integral principle of the Dirac’s delta function(see [143]):
T =

4pi when ~x is in De
2pi when ~x is in S
0 when ~x is in Di
(A.19)
Following the same procedure to derive (4.39):
1
K0
˛
Cwe
(φex − φeGx)dy =
‹
Sfe
(φenG− φeGn)dS (A.20)
Substitute (A.20) into (A.17), dividing both sides by 4pi:
Tφe =
1
4pi
¨
Sfe
(Gφen − φeGn)dS (A.21)
Where:
T =

1 when ~x is in De
1
2
when ~x is in S
0 when ~x is in Di
(A.22)
Equation (4.33) is proved.
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APPENDIX B
DERIVATION OF INTEGRAL IDENTITY
First prove:
1√
x2 + y2 + z2
= sign(z)
1
2pi
ˆ pi
−pi
dθ
i(x cos θ + y sin θ) + z
(B.1)
Set:
H = eiθ (B.2)
By equation (B.2):
dH = ieiθdθ; dθ =
dH
iH
(B.3)
cos θ =
1
2
(H +H−1); sin θ =
1
2i
(H −H−1) (B.4)
Then the integral of equation (B.1) can change to the integral on the complex plane,
the integral path is c : |z| = 1:
sign(z)
1
2pi
ˆ pi
−pi
dθ
i(x cos θ + y sin θ) + z
=sign(z)
1
2pi
ˆ
c
dH
iH
[
ix
2
(H +H−1) + y
2
(H −H−1) + z]
=sign(z)
1
2pi
ˆ
c
dH
1
2
(yi− x)H2 + izH − 1
2
(yi+ x)
=sign(z)
1
2pi
[2pii
∑
Resf(H)]
(B.5)
Where Resf(H) is the summation of residue.
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Denote the denominator of equation (B.5) as ψ(H), the roots of ψ(H) = 0 are:
H1,2 =
−iz ±√−z2 + (yi− x)(yi+ x)
yi− x
=
iz ∓ i√x2 + y2 + z2
x2 + y2
(yi+ z)
=
−y(z ∓√x2 + y2 + z2)
x2 + y2
+ i
x(z ∓√x2 + y2 + z2)
x2 + y2
(B.6)
The root which satisfies that |H1,2| < 1 is in the unit circle.
y2(z ∓√x2 + y2 + z2)2
(x2 + y2)2
+ i
x2(z ∓√x2 + y2 + z2)2
(x2 + y2)2
< 1 (B.7)
By equation (B.7):
(z ∓√x2 + y2 + z2)2
x2 + y2
< 1 (B.8)
So:
2z(z ∓
√
x2 + y2 + z2) < 0 (B.9)
When z > 0, the sign in equation (B.9) should be ” − ”; when z < 0, the sign should be
” + ”. So the root in the unit circle is:
H1 =
−iz + sign(z)i√x2 + y2 + z2
yi− z (B.10)
The residue is:
Resf(H1) =
1
ψ′(H1)
=
1
(yi− x)H1 + iz
=
1
−iz + sign(z)i√x2 + y2 + z2 + iz
=
1
sign(z)i
√
x2 + y2 + z2
(B.11)
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Substitute (B.11) to (B.5):
sign(z)
1
2pi
ˆ pi
−pi
dθ
i(x cos θ + y sin θ) + z
=sign(z)
1
2pi
(
2pii
1
sign(z)i
√
x2 + y2 + z2
)
=
1√
x2 + y2 + z2
(B.12)
Then prove:
1√
x2 + y2 + z2
=
1
2pi
ˆ pi
−pi
dθ
ˆ ∞
0
exp{K[z + i(x cos θ + y sin θ)]}dK
when z < 0
(B.13)
Set:
xθ = x cos θ + y sin θ (B.14)
Substitute (B.14) to right hand side of (B.13):
ˆ ∞
0
eK(z+ixθ)dK =
eKz
z + ixθ
(cosKxθ + i sinKxθ)
∣∣∣∣∣
∞
0
(B.15)
Since z < 0, when K →∞, eKz → 0:
ˆ ∞
0
eK(z+ixθ)dK =
−1
z + ixθ
(B.16)
Substitute (B.16) to (B.1), equation (B.13) can be proved.
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APPENDIX C
DERIVATIVE OF DOUBLE INTEGRAL PART OF THE GREEN’S FUNCTION
By equation (4.90) and (4.91):
R =
√
x2 + y2 + z2; θ = arctan
(
x
sqrt(y2 + z2)
)
; α = arctan
(y
z
)
(C.1)
Substitute (C.2) to (4.96):
∂Vm
∂x
=
(−1)k22−m(m− 2k)
m
( 2x3
(x2+y2+z2)2
− 2x
x2+y2+z2
2
√
1− x2
x2+y2+z2
(
x√
x2+y2+z2
+ 1
)
−
√
1− x2
x2+y2+z2
(
1√
x2+y2+z2
− x2
(x2+y2+z2)3/2
)
(
x√
x2+y2+z2
+ 1
)2
)
√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1
sin
(
(m− 2k) tan−1
(y
z
))
(C.2)
∂Vm
∂y
=
(−1)k22−m(m− 2k)
m
(
x2y
(x2 + y2 + z2)2
√
1− x2
x2+y2+z2
+
xy
√
1− x2
x2+y2+z2
(x2 + y2 + z2)3/2
(
x√
x2+y2+z2
+ 1
)2
)
√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1
+
(−1)k22−m(m− 2k)
mz
(
y2
z2
+ 1
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
m−2k cos((m− 2k) tan−1 (y
z
))
(C.3)
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∂Vm
∂z
=
(−1)k22−m(m− 2k)
m
(
x2z
(x2 + y2 + z2)2
√
1− x2
x2+y2+z2
(
x√
x2+y2+z2
+ 1
)
+
xz
√
1− x2
x2+y2+z2
(x2 + y2 + z2)3/2
(
x√
x2+y2+z2
+ 1
)2
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1 sin((m− 2k) tan−1 (y
z
))
+
(−1)k+122−my(m− 2k)
mz2
(
y2
z2
+ 1
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
m−2k cos((m− 2k) tan−1 (y
z
))
(C.4)
Substitute (C.2) to (4.97) and (4.98):
∂Um
∂x
=
(−1)k+122−m(m− 2k)2
m2
( 2x3
(x2+y2+z2)2
− 2x
x2+y2+z2
2
√
1− x2
x2+y2+z2
(
x√
x2+y2+z2
+ 1
)
−
√
1− x2
x2+y2+z2
(
1√
x2+y2+z2
− x2
(x2+y2+z2)3/2
)
(
x
sqrtx2+y2+z2
+ 1
)2
)
√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1
cos
(
(m− 2k) tan−1
(y
z
))
(C.5)
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∂Um
∂y
=
(−1)k+222−m(m− 2k)2
m2z
(
y2
z2
+ 1
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
m−2k sin((m− 2k) tan−1 (y
z
))
+
(−1)k+122−m(m− 2k)2
m2
(
x2y
(x2 + y2 + z2)2
√
1− x2
x2+y2+z2
(
x√
x2+y2+z2
+ 1
)
+
xy
√
1− x2
x2+y2+z2
(x2 + y2 + z2)3/2
(
x√
x2+y2+z2
+ 1
)2
)
√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1
cos
(
(m− 2k) tan−1
(y
z
))
(C.6)
∂Um
∂z
=
(−1)k+122−my(m− 2k)2
m2z2
(
y2
z2
+ 1
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
m−2k sin((m− 2k) tan−1 (y
z
))
+
(−1)k+122−m(m− 2k)2
m2
(
x2z
(x2 + y2 + z2)2
√
1− x2
x2+y2+z2
(
x√
x2+y2+z2
+ 1
)
+
xz
√
1− x2
x2+y2+z2
(x2 + y2 + z2)3/2
(
x√
x2+y2+z2
+ 1
)2
)

√
1− x2
x2+y2+z2
x√
x2+y2+z2
+ 1
−2k+m−1 cos((m− 2k) tan−1 (y
z
))
(C.7)
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APPENDIX D
CALCULATION OF THE SINGLE INTEGRAL
When n = 0, 1, Jn and Kn can be calculated by the polynomial approximations(see
Newman [144]). The modified Bessel function In and Kn can be calculated by similar
method(see Allen [145]). When n ≥ 2, following the general recurrence relation ship
given by Gautschi [146]:
fn+1 + cnfn + dnfn−1 = 0 (D.1)
an(x) and bn(x) are given by Abramowitz and Stegun [40]:
(cn, dn) =

(−2n
x
, 1)
(2n
x
,−1)
(−2n
x
,−1)
when fn =

Jn, Yn
In
Kn
(D.2)
Set:
rn =
fn+1
fn
(D.3)
Substitute (D.3) into (D.2):
rn + cn +
dn
rn−1
= 0 (D.4)
Yn and Kn are increasing functions of n and rn can be calculated directly:
rn = −cn − dn
rn−1
(D.5)
Jn and In are decreasing functions of n and the recurrence calculation is only stable in
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the backward direction(see Newman [144]):
rn−1 = − dn
cn + rn
(D.6)
Where n = N,N − 1, ..., 1. Gautschi [146] derived rN by:
rN =
(
−dN+1
cN+1
)(
−dN+2
cN+2
)(
−dN+3
cN+3
)
· · · = lim
n→∞
wn (D.7)
wn can be calculated by the following recurrence algorithm:
un+1 =
1
1− dN+n+1
aN+naN+n+1
un
(D.8)
vn+1 = vn(uu+1 − 1) (D.9)
wn+1 = wn + vn+1 (D.10)
Where n = 1, 2, 3, .... The initial values of un and wn are:
u1 = 1, v1 = w1 = −dN+1
cN+1
(D.11)
rn can be calculated by equation (D.5) and (D.6). The derivatives of the Bessel’s
function have similar relationship as equation (D.2)(see Abramowitz and Stegun [40]),
f
′
n =
dfn(x)
dx
:
enf
′
n = fn−1 + gnfn+1 (D.12)
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Where:
(en, gn) =

(2,−1)
(2, 1)
(−2, 1)
when fn =

Jn, Yn
In
Kn
(D.13)
In particular:
(J
′
0, Y
′
0 , I
′
0, K
′
0) = (−J1,−Y1, I1,−K1) (D.14)
By equation (4.113) and (D.13):
an = −2e z2 (−1)nεnKn(1
2
ρ)J
′
2n(x)
= −2e z2 (−1)nεnKn(1
2
ρ)
1
2
(J2n−1(x)− J2n+1(x))
(D.15)
Similarly:
an+1 = −2e z2 (−1)n+1εn+1Kn+1(1
2
ρ)
1
2
(J2n+1(x)− J2n+3(x)) (D.16)
By (D.15) and (D.16):
an+1
an
= −Kn+1(J2n+1 − J2n+3)
Kn(J2n−1 − J2n+1)
= −Kn+1
Kn
·
J2n+1
J2n−1
(1− J2n+3
J2n+1
)
1− J2n+1
J2n−1
= −knjn(1− jn+1)
1− jn
(D.17)
By equation (D.17):
an+1 = −anknjn(1− jn+1)
1− jn (D.18)
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The initial value is:
a0 = −2e z2K0(1
2
ρ)J
′
0(x) = 2e
z
2J
′
1(x)K0(
1
2
ρ) (D.19)
Similarly:
bn+1 =
aninyn(1− yn+1)
1− yn (D.20)
Where:
b0 = −2pie z2Y0(x)I0(1
2
ρ) (D.21)
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APPENDIX E
THE LEAST SQUARE METHOD
The linear equations Ax = b, A = (aij)m×n. If m > n, these linear equations have no
solution(at most cases). Set:
r = b− Ax (E.1)
The value of ~x which makes ‖r‖2 minimum is the solution in the meaning of the least
square. The least square solution can be calculated by the following theorem:
Theorem E.1. x∗ is the least square solution of Ax = b⇔ x∗ is the solution of ATAx =
AT b.
Proof. First prove⇐:
Assume ATAx∗ = AT b and any x¯ 6= x∗. Set y = x¯− x∗, so y 6= 0.
‖b− Ax¯‖2 = ‖b− Ax∗ − Ay‖2
=(b− Ax∗ − Ay, b− Ax∗ − Ay)
=(b− Ax∗, b− Ax∗)− 2(Ay, b− Ax∗) + (Ay,Ay)
= ‖b− Ax∗‖2 − 2yTAT (b− Ax∗) + ‖Ay‖2
= ‖b− Ax∗‖2 + ‖Ay‖2
≥‖b− Ax∗‖2
(E.2)
So x∗ is the least square solution of Ax = b
Then prove⇒:
By (E.1):
ri = bi −
n∑
k=1
aikxk, i = 1, 2, 3, ...,m (E.3)
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Therefore:
‖r‖2 = I(x1, x2, ..., xn) =
n∑
k=1
(bi −
n∑
k=1
aikxk)
2 (E.4)
The necessary condition for the minimum value of I(x1, x2, ..., xn) is:
∂I
∂xj
= −2
m∑
j=1
(bi −
m∑
k=1
aikxk)aij = 0, j = 1, 2, ...n (E.5)
Therefore:
n∑
k=1
[(
m∑
i=1
aijajk
)
xk
]
=
m∑
i=1
aijyi, j = 1, 2, ..., n (E.6)
Equation (E.6) can be written as:
ATAx = AT b (E.7)
Then prove there is only solution for (E.7). ATA is symmetric square matrix of n
order. When R(A) = n, Ay 6= 0 for any y 6= 0. Therefore:
yT (ATA)y = (Ay,Ay) = ‖Ay‖2 > 0 (E.8)
So A is a positive definite matrix and det(A) > 0. So there is only solution for
ATAx = AT b.
The four unknowns Fe, Fo, Ge and Go can be calculated by theorem (E.1). To reduce
the round error in calculation, the wave cuts should be non-equidistant. The prove is given
by Sharma [112]. In this study, the distances between neighboring wave-cuts compose a
geometric progression(the distance becomes larger when it goes further from the stern).
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