This paper presents a new family of twelfth-order methods for solving simple roots of nonlinear equations which greatly improves the order of convergence and the computational efficiency of the Newton's method and some other known methods.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis. Generally，it is difficult to find the exact root of the nonlinear equations, and so iterative methods become the efficient way to obtain approximate solutions. Two important aspects related to iterative methods are order of convergence and computational efficiency. Order of convergence presents the speed at which a given iterative sequence converges to the root, and the computational efficiency shows the economy of the iterative scheme. In this paper, we will consider the above two aspects and establish a family of iterative methods to find the simple roots for the nonlinear equation , i.e., we will find
It is well known that the classical Newton's method is a basic and important iterative method [1] to find  by
which is quadratically convergent in the neighborhood of  .
In recent years, many variants of accelerated Newton's methods have been proposed, for example [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In particular, [1, 14] constructed a variant of Newton's method via the iterative scheme:
which converges cubically with three function evaluations per iteration and the computational efficiency index 1.442. In [10] , the authors presented a new modification of Jarratt's method based on the circle of curvature which has the same convergent speed as our method.
Motivated by the recent activities in developing modified Newton's method, concerning both the order of convergence and the computational efficiency, we present a family of new iteration schemes for solving nonlinear equations with twelfth-order convergence which are better than Newton's method, the method provided by [1, 10, 14] , and can be used to find the simple roots of any type of nonlinear equation .
Convergence Analysis
Based on the iterative method provided by [1, 14] , we construct the iterative scheme as follows:
where
and  is an arbitrary real constant. 
