Iterative processing technique has been widely used in communications over multiple-antenna channels, e.g., a nearcapacity achieving scheme [I ] , Turbo-BLAST [2] , spacetime turbo codes [ 3 ] , [4] , low-density parity-check (LDPC) modulation [ 5 ] .
The extrinsic information transfer chart (EXIT chart) [6] is a useful analysis and design tool for iterative processing systems, e.g., studying the threshold effects of iterative multiinput multi-output (MIMO) processing [7] , designing good LDPC code degee sequences [SI.
An implicit assumption in the EXIT chart technique is that, if the conditional density of the a priori information is a density function p ( z , n = nl) which has a single parameter a, the conditional density of extrinsic information at the output of a constituent decoder can be reasonably approximated by p ( z , a = a2). Then the decoding process is essentially characterized by the evolution of n. In the analysis of turbo decoding [6], the one parameter density function is with U L as the parameter a and b the corresponding information bit. It was observed in [SI that the conditional density of extrinsic information in turbo decoding is approximately a Gaussian density. Gaussian approximation is also used in other iterative decoding analysis methods, e.g., the SNR approach for turbo decoding 191 and LDPC decoding analysis [IO] .
In this paper, we will consider the iterative MlMO processing system in Fig. 1 and study the conditional density of extrinsic information at the output of the demodulator. The space time nlodulation is constrained to be linear in information bits. Our contribution is that we find certain The EXIT curve for the demodulator is defined as follows.
.where L,(bi) is the apriori information for bit b i , and I, = I ( b i ; L,(bi)) where L,(bi) is the extrinsic information of bit bi. The demodulator can be viewed as a nonlinear system mapping the input mutual information to the output mutual information. Given the signal-to-noise ratio (SNR), 1, can be viewed as a function of I,, I, = Tl(I0), which is the EXIT curve for the demodulator. Except for a few special channels, it is intractable in general to derive the analytical form of an EXIT curve. This paper is organized as follows. In Section 11, we first describe the signal model, then present necessary and sufficient conditions for'the invariance of density and a constant EXIT curve. Later, we will analyze the conditional density of extrinsic information, and find several conditions such that Gaussian approximation is reasonable. Section III contains our conclusions.
Our notation will be as follows: capital letters denote matrices; underscores denote vectors; boldfaced letters denote random objects; daggers denote complex conjugate transpose; asterisks denote conjugation; primes denote transpose;
Before analyzing and approximating the density of extrinsic information, we present a theorem which states necessary and sufficient conditions on dispersion matrices for the invariance of density and a constant EXIT curve. are BL-LD codes.
We further constrain the dispersion matrices to satisfy the ProPerry
t where E is the bit energy. The constraint in Eq. (4) conditioned on the information bit bk = bk is invariant with respect to the a priori information.
Proof: We first prove the direct pari of the claim.
2 ) The EXIT curve I , = Tl (I, Since the information bits are independent and P(bl = 1) = P(b1 = -1) = 0.5, after some manipulation, we obtain First we describe the computation of extrinsic information.
The extrinsic information is defined as
In the above computation, the apriori probability P ( b = b) = (1 1)
In the second step, we used the conditions AIA: +AjAi = 0, If the conditional density of extrinsic information is invariant with respect to the a priori information, the EXIT curve is constant. 
By the chain rule for mutual infomiation, we have
1b.r Y , b\bklH) =I(ht;YIH) + I(bk;b\bkIH,Y) =I(bp: b\bklH) + I(bt; Y IH, b\bk) =I(bk; YIH,b\bk). (13)
In the third step, we use the independence of the information bits. Combining Eq. (12) and (13), we obtain I(bk:b\hklH:Y) = 0. Hence it niust be tme that
I<

p(bl=b=, , . " , b K = b K I Y , H ) =~I p ( b r . = b c l Y , H )
.
(1 6 ) Fig. I , the density of extrinsic information will be invariant with respect to the a priori information, and hence only one iteration of demodulation and decoding is needed. Now we move on to analyze and approximate the conditional density of extrinsic information. Motivated by Theorem 1, we will first study the density of extrinsic information when the (I priori information is perfect, Le., I, = I(b,;La(b,)) =
1.
C. Densiry of Extrinsic hfoi&ation when I, = 1
Without loss of generality, we consider the decoding of bl.
When I, = 1, the decoder has perfect a priori information of b2, . . . , bx. Therefore, the contribution from 6 2 , . . . , 6~ can be subtracted from the channel output E' and the signal model essentially reduces to
where according to the constraint Eq. Conditioned on h = b, the density of extrinsic information can be written as Because H is a T x t matrix, H are irrelevant to block length T . From Eq. (20) and (21), it follows that the conditional density of extrinsic information p(x) is invariant with respect to block length T . Therefore, in this subsection, we focus on the density analysis with T = t .
It is computationally difficult to find the analytical form of the conditional density from Eq. (21). From Eq. (18) converges to the standard normal distribution as rt increases to infinity. Therefore, if rt is large, we are motivated to approximate the c_onditional density of extrinsic information = E;=, E:=, Li,r by a Gaussian density . is small; D. Densir)? of Extrinsic hformafion when I , < 1
When the a priori information is not perfect, Le., I , < 1, it is practically impossible to determine the density of extrinsic information. However, if the dispersion matrices of the BL-LD code satisfy wahere "+" means "be close to", motivated by Theorem 1 and its proof, we conjecture that the conditional density of extrinsic infomiation at I , < 1 be close to the conditional density at I , = 1 (for detailed argument, refer to [16]). Furthermore, if the conditions summarized at the end of last subsec$on are satisfied, it is reasonable to use the type of density N ( 3 6 : a:) to approximate the conditional density of extrinsic infomiation at arbitrary I, < 1. As for how close to 0 is close enough, we do not have an answer yet.
Next, we consider a BL-LD code (an LD code in Eq. (36) of [I I] , with QPSK modulation)
We simulate the conditional density of extrinsic information with r = 3 and = 0 dB. In the computation of bit energy Eb, we assume a rate f outer code is used.
In Fig. 2 111. CONCLUSION We have studied the conditional density of extrinsic information at the output of space time demodulator. We have found that when (1) the product of the number of transmit and receive antennas T . t is large; (2) -& is small, i.e., the SNR is low or the number of transmit antennas t is large; (3) the modulation schemes satisfy i 0, Vi # j, the conditional density of extrinsic information is reasonably approximated by 'a Gaussian density N( $b: u2) when the (1 priori infomation is also Gaussian distributed. . .
curve corresponds to a Gaussian distribution N ( p , 2 p ) where
p is equal to the mean of extrinsic infonnation conditioned on b = 1. The Gaussian distribution approximates the histogram quite well, which is predictable since T . t = 9 and is low. Fig. 3 shows the histogram and Gaussian approximation when the a priori mutual infomiation I, is equal to zero.
In this case, extrinsic information data are generated through SlSO decoding. It can be found that the approximation is still quite accurate since the condition in Eq. (29) is approximately satisfied. Since 0 5 I, 5 1, the histogram of extrinsic information would also be well approximated by a Gaussian density of type N ( p . 2p) if 0 < I,, < 1.
We will like to point out that through simulations, we observed that even if the conditional density of extrinsic information does not look like the Gaussian density, sometimes ii. 657470, Feb. 2001 
