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1. Einleitung
Die heutzutage in der wissenschaftlichen Analyse interessierenden Fragestellungen sind in
nahezu allen Bereichen der Wissenschaft durch Phänomene von komplexer Natur gekenn-
zeichnet. Insbesondere auch in den Wirtschaftswissenschaften resultiert die in Modellen
abgebildete Realität in einer Vielzahl von Größen, welche in vielfältigen Wechselbeziehun-
gen zueinander stehen.
Die Behandlung einer solchen komplexen Wirkungsstruktur erfordert geeignete Modelle,
welche sowohl die Behandlung derartiger Strukturen ermöglichen als auch methodisch in der
Weise durch zusätzliche Verfahren ergänzbar sind, daß auf der Basis einer reduzierten
Komplexität die Wirkungsstruktur der analysierten Größen erkennbar wird. Die multivariaten
Verfahren, insbesondere die mit Bezug auf ihren Einsatz in der Datenanalyse zu den
moderneren Verfahren zählende kanonische Korrelationsanalyse, liefern ein geeignetes
methodisches Analysespektrum zur Lösung von Fragestellungen obigen Charakters.
Um die in der Realität existierende Wirkungsstruktur in ihrer Komplexität abzubilden, bedarf
es der gesonderten Betrachtung aller ihrer Komponenten. Der größte Teil der Anwendungen
multivariater Verfahren beruht hierbei auf der Analyse als objektiv und sicher zu
kategorisierender Informationen. Die Analyse komplexer Strukturen, die auch subjektive,
unsichere Informationen bzw. Daten, beispielsweise in Form von Einschätzungen umfassen,
ist innerhalb der multivariaten Verfahren mit Ausnahme regressionsanalytischer Betrach-
tungen bislang noch wenig verbreitet.
Informationen bzw. Daten, welche schlecht-strukturierte Situationen repräsentieren, lassen
sich auf unterschiedliche Weise formal in einem Modell abbilden. Dabei bestimmt die Art der
Unsicherheit der Daten deren Form der Präsentation in Modellen. Während durch stocha-
stische Unsicherheit gekennzeichnete Daten mit Hilfe der Wahrscheinlichkeitstheorie mo-
delliert werden, lassen sich durch lexikale oder informationale Unsicherheit charakterisier-
bare Daten durch unscharfe Mengen abbilden.
Die Analyse lexikaler und informationaler Unsicherheit zur fundierten Beschreibung der
komplexen Wirkzusammenhänge wirtschaftswissenschaftlicher Fragestellungen führt sodann
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zu einem Modell der kanonischen Korrelationsanalyse bei unsicherer Daten- und
Informationsstruktur.
Das Analysepotential der kanonischen Korrelationsanalyse als Datenanalyseverfahren wurde
bereits in einer Vielzahl unterschiedlicher Bereiche aufgezeigt:
• Im Bereich Betriebswirtschaft analysiert Jobson (1991) anhand eines Beispiels aus dem
Personalbereich bei Bankangestellten die Abhängigkeit zwischen den Variablen "gegen-
wärtiges Einkommen" und "Starteinkommen" sowie den Größen "Qualifikation (gemessen
in Jahren)", "Berufserfahrung in Jahren bei der Einstellung", "Alter" und "Jahre der
Betriebszugehörigkeit".
• Watada (1992) führt Untersuchungen zum Kaufverhalten bei Berücksichtigung des
Alters der Kunden durch.
• Larsen et al. (1986) setzen korrelationsanalytische Betrachtungen bei der Analyse des
Kommunikationsverhaltens von Managern ein.
• Stowe et al. (1980) verwenden die kanonische Korrelationsanalyse zur Aufdeckung von
Beziehungen zwischen einzelnen Bilanzpositionen. Ebenfalls van Auken et al. (1993)
führen anhand der Methode der kanonischen Korrelation Bilanzanalysen durch. Hierbei
erfolgt eine Gegenüberstellung von Bilanzen großer US-Firmen mit den entsprechenden
Bilanzen koreanischer Unternehmen. Weitere Arbeiten im Bereich der Bilanzanalyse
stammen von Haslem et al. (1992) und Obben (1992).
• Die Prognosefunktion der kanonischen Korrelationsanalyse wird von Otter (1990)
heraus-gestellt. Auf der Basis multivariater Zeitreihen einzelner, volkswirtschaftlicher
makroöko-nomischer Größen werden Prognosen dieser Größen für variierende
Prognosehorizonte abgeleitet.
• Korrelationsanalytische Arbeiten auf dem Gebiet der Soziologie stammen von Pizarro
Rios (1993) und Rouby (1993).
• Anwendungen aus dem Bereich der Medizin können Hartung, Elpelt (1992) entnommen
werden. Deren Arbeit umfaßt die Überprüfung von Zusammenhängen der Variablen
"Hämoglobingehalt im Blut", "mittlere Oberfläche der Erythrozyten", "Blutdruck" und
"Alter".
• Auch im naturwissenschaftlichen Bereich existieren bereits zahlreiche Anwendungen
der Methode. Gittins (1985) beschreibt beispielsweise die Einsatzmöglichkeiten der
kanonischen Korrelationsanalyse auf dem Gebiet der Ökologie.
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 Neben diesen Anwendungen, in deren Mittelpunkt jeweils die Methode der kanonischen Kor-
relationsanalyse selbst zur Verarbeitung sicherer Information steht, sind insbesondere auch die
Arbeiten über jene Datenanalysemethoden von Bedeutung, deren Effizienz sich durch den
Einsatz der kanonischen Korrelationsanalyse als Datenvorstrukturierungsmethode gewährlei-
sten bzw. steigern läßt.
 So spielen die multivariaten Verfahren, insbesondere die kanonische Korrelationsanalyse, im
Verbund mit den heute genutzten wissensbasierten Systemen sowie mit algorithmischen Ver-
fahren und neuronalen Netzen eine bedeutende Rolle. Die Leistungsfähigkeit dieser Verfahren
ist hierbei in hohem Maß von der Strukturierung und der Quantität der in die Systeme einflie-
ßenden Informationen abhängig. Mit steigender Bedeutung dieser Verfahren rückt die Forde-
rung in den Mittelpunkt, eine Basis für eine ökonomische Nutzung obiger Methoden zu
schaffen.
 
 Dieser Forderung steht jedoch die Tatsache gegenüber, daß Untersuchungen über datenvor-
strukturierende Verfahren bei unsicherer Information in der Literatur einen deutlichen Engpaß
darstellen. Dies mag auf die als recht hoch zu bezeichnende Komplexität einiger multivariater
Verfahren zurückzuführen sein, welche bei einer verallgemeinerten Betrachtung dieser
Methoden durch Einbezug unscharfer Daten zumindest nicht reduziert wird und die praktische
Anwendbarkeit dieser Verfahren einschränken bzw. erschweren könnte.
 Diese Arbeit greift obige Problematik auf, indem ein zur Strukturierung unscharfer Daten
geeignetes Modell vorgestellt wird, welches zu direkt interpretierbaren Ergebnissen führt,
Möglichkeiten zur Reduktion des vorliegenden Datenmaterials aufzeigt und in seinem
Anwendungsbereich in einer breiten Palette von Problemstellungen einsetzbar ist.
 
 
 1.1. Aufbau der Arbeit
 
 Kapitel 2 enthält eine Übersicht über grundlegende Aspekte der Datenanalyse. In Abschnitt
2.1. erfolgt zunächst eine Darstellung der Ziele und Aufgaben datenanalytischer Betrach-
tungen. Sodann wird in Abschnitt 2.2. ein Überblick über einige Vorgehensweisen zur Struk-
turierung des Prozesses der Datenanalyse und dessen Ablauf gegeben.
 Nach allgemeinen Ausführungen zur Datenanalyse erfolgt in Abschnitt 2.3. eine Verallge-
meinerung des Prozesses der Datenanalyse, indem seine Komponenten durch Formen von
Unsicherheiten modifiziert werden. Diese Betrachtung des Datenanalyseprozesses auf der
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Basis unscharfer Informationen wird in Abschnitt 2.3.1. mit Datenanalysemethoden im
engeren und weiteren Sinn in Bezug gesetzt, in Abschnitt 2.3.2. wird sodann die Bedeutung
der Datenanalyseverfahren im weiteren Sinn für die Methoden im engeren Sinn aufgezeigt.
 
 In Abschnitt 2.4. erfolgt mit der Darstellung der Korrelationsanalyse die Präsentation einer
speziellen Methode zur Datenvorverarbeitung. Es werden einzelne Varianten der Methode
vorgestellt, ein Spezialfall, die kanonische Korrelationsanalyse, wird detailliert diskutiert.
Abschnitt 2.5. enthält Überlegungen zur Integration künstlicher Variablen in die Korrelati-
onsanalyse.
 
 Im Mittelpunkt des 3. Kapitels steht die Diskussion multivariater Verfahren. Hierbei wird als
erstes ein Überblick über die in der Literatur am häufigsten behandelten Methoden gegeben.
In den Abschnitten 3.2. bis 3.5. werden sodann vier Methoden der multivariaten Analyse
diskutiert. Jede Methode wird jeweils in der von Watada/Tanaka entwickelten Form
dargestellt. Ausgangsbasis hierzu bildet die Fuzzy Quantification Theory (Watada/Tanaka,
1987, Watada 1992, Terano et al. 1992):
 
 Abschnitt 3.3.: Fuzzy Quantification Theory I (Qualitative Regressionsanalyse),
 Abschnitt 3.4.: Fuzzy Quantification Theory II (Qualitative Diskriminanzanalyse),
 Abschnitt 3.5.: Fuzzy Quantification Theory III (Qualitative kanonische Korrelationsanalyse),
 Abschnitt 3.6.: Fuzzy Quantification Theory IV (Qualitative mehrdimensionale Skalierung).
 
 Abschnitt 3.2. enthält eine Einführung zu den betrachteten Verfahren, in Abschnitt 3.7. erfolgt
eine kritische Betrachtung der erörterten Methoden.
 Abbildung 1.1 zeigt eine mögliche Systematik der hier vorgestellten  multivariaten Verfahren.
Alternative Strukturierungsmöglichkeiten der multivariaten Verfahren findet man in Jambu,
1991, Opitz, 1989 etc..
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 Abb. 1.1: Systematik der multivariaten Verfahren
 
 
 In Kapitel 4 erfolgt die Entwicklung eines Verfahrens der kanonischen Korrelationsanalyse
mit unscharfen Zahlen. Abschnitt 4.1. besteht aus allgemeinen Vorbemerkungen und der Dar-
stellung der wichtigsten Operationen der Fuzzy Arithmetik. In Abschnitt 4.2. wird sodann
eine Methode zur Quantifizierung eines in unscharfer Form vorliegenden Datenmaterials
vorgestellt. Die Quantifizierung der unscharfen Informationen erfolgt anhand der Ermittlung
scharfer Gewichte, welche sich den Zeilen und Spalten einer Datenmatrix, deren Elemente aus
unscharfen Mengen bestehen, zuordnen lassen.
 
 Kapitel 5 enthält Methoden zur Interpretation der in Kapitel 4 ermittelten Ergebnisse.
Interpretationsgrundlage bilden eine Reihe von statistischen Kennzahlen sowie ergänzende
Verfahren. Insgesamt werden mit der Diskussion der Kennzahlen und ergänzenden Verfahren
zwei Ziele verfolgt:
 1. Reduktion der kanonischen Dimensionen (Abschnitt 5.2.),
 2. Überprüfung der Variablen auf Redundanz (Abschnitt 5.3.).
 
 In Kapitel 6 erfolgt die Präsentation der in Kapitel 4 entwickelten Methode anhand konkreter
Fragestellungen. Hierbei wird die Funktionsweise anhand von zwei Beispielen aufgezeigt.
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 In Abschnitt 6.1. wird zunächst eine Übersicht über die in dieser Arbeit relevanten Informa-
tionsgewinnungsverfahren gegeben. Sodann erfolgt in Abschnitt 6.2. eine Anwendung der
Methode im Bereich der strategischen Unternehmensplanung. Die im Rahmen der Portfolio-
Analyse zu untersuchenden Merkmale "Marktattraktivität" und "relativer Wettbewerbsvor-
teil" werden vor dem Hintergrund des Prozesses der Strategienfindung diskutiert. Das
Merkmal "Marktattraktivität" wird sodann mittels der Korrelationsanalyse untersucht.
Ausgangspunkt der Analyse bilden hierbei artifizielle Daten, die in einer speziellen
Konstellation gewählt wurden, welche die mittels der kanonischen Korrelationsanalyse
berechneten Ergebnisse auch intuitiv nachvollziehbar macht.
 
 Im Zentrum des Abschnitts 6.3. steht eine Anwendung aus dem Bereich des Krankenhaus-
managements. Die hierfür notwendigen Daten wurden von Herrn Prof. B. Güntert, For-
schungsgruppe für Management im Gesundheitswesen, Hochschule St. Gallen/Schweiz, zur
Verfügung gestellt. Die Analyse basiert auf einer beim Pflegepersonal eines schweizerischen
Krankenhauses durchgeführten Umfrage zur Arbeitszufriedenheit. Dabei wird das Merkmal
"Arbeitszufriedenheit" durch unterschiedliche Ausprägungen repräsentiert, deren Abhängig-
keiten anhand der Korrelationsanalyse untersucht werden.
 
 
 1.2. Zielsetzung der Arbeit
 
 Insbesondere im Hinblick auf die Präsentation und kritische Betrachtung der Fuzzy
Quantification Theory III, kann die Zielsetzung der Arbeit wie folgt definiert werden:
 
 • Die Fuzzy Quantification Theory wird als eine Kombination von Methoden der
multivariaten Analyseverfahren präsentiert. Am Beispiel der Fuzzy Quantification Theory
III erfolgen kritische Anmerkungen zu der Verallgemeinerung des Modells der kanoni-
schen Korrelationsanalyse.
 • Es wird eine Methode entwickelt, welche die bezüglich der Fuzzy Quantification
Theory III geübten Kritikpunkte überwindet und durch α-Niveaus repräsentierte unscharfe
Mengen verarbeitet. Zur Verknüpfung der unscharfen Mengen werden Operationen der
Fuzzy Arithmetik eingesetzt. Um die Ergebnisse der kanonischen Korrelationsanalyse, die
kanonischen Korrelationskoeffizienten und -vektoren, aus den unscharfen Daten ableiten
zu können wird eine Vorgehensweise vorgestellt, welche mit den durch Defuzzifizie-
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rungen im Rahmen des Modells modifizierten Transformationsmöglichkeiten eine Ab-
schätzung der optimalen Lösung, d.h. der maximalen Korrelationskoeffizienten mit den
diesen jeweils entsprechenden Korrelationsvektoren, ermöglicht.
 • Die Ergebnisse obiger Analyse werden mittels statistischer Kennzahlen und
ergänzender Verfahren in interpretierbare Größen transformiert. Hierbei erfolgt eine
Reduktion der Quantität der ermittelten Ergebnisse und eine Beschränkung auf
interpretierbare Resultate.
 • Die Funktionalität der Methode wird anhand von zwei Anwendungen aufgezeigt. Die
erste Anwendung stammt aus dem Bereich der strategischen Unternehmensplanung und
erfolgt anhand von artifiziellen Daten. Die zweite Anwendung aus dem Gebiet des
Krankenhausmanagements basiert auf Daten einer Befragung des Pflegepersonals eines
schweizeri-schen Krankenhauses zur Arbeitszufriedenheit.
 
 
 1.3. Abgrenzung der Arbeit
 
 Im Mittelpunkt der Arbeit steht die Darstellung eines geschlossenen Konzeptes zur
Quantifizierung unscharfer Daten. Unter Quantifizierung unscharfer Daten wird hier die
Zuordnung reeller Zahlen zu Matrixspalten, deren Elemente aus unscharfen Zahlen bestehen,
verstanden. Die Zuordnung reeller Werte zu den Spalten unscharfer Matrizen erfolgt durch
Korrelationsvektoren, die als Teilergebnisse der kanonischen Korrelationsanalyse ermittelt
werden können.
 
 Bezüglich der einzelnen Bestandteile des in dieser Arbeit präsentierten Konzeptes sind
folgende Aspekte zu berücksichtigen:
 
 • Die von Watada/Tanaka entwickelte Fuzzy Quantification Theory bildet den Rahmen
zur methodischen Abgrenzung der multivariaten Verfahren. Im Mittelpunkt stehen die in
der Literatur am häufigsten diskutierten Verfahren der Regressionsanalyse, der
Diskriminanz-analyse, der kanonischen Korrelationsanalyse und der mehrdimensionalen
Skalierung (vgl. Abbildung 1.1).
 • Die Abbildung der Unsicherheit durch unscharfe Mengen erfolgt anhand von
triangularen, auf α-Niveauebene repräsentierten unscharfen Zahlen. Auch die Operationen
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der Fuzzy Arithmetik zur Verknüpfung der unscharfen Mengen werden auf α-
Niveauebene definiert.
 • Die Ermittlung der maximalen Korrelationskoeffizienten und Korrelationsvektoren
basiert auf Stichproben, welche mit unscharfen Elementen vorliegen und denen sich
Wahrschein-lichkeiten zuordnen lassen. Wahrscheinlichkeitstheoretische Ansätze und das
damit verbundene Konzept des unscharfen Ereignisses werden in Abschnitt 3.2. vor dem
Hintergrund der Fuzzy Quantification Theory kurz diskutiert, sind aber für die Arbeit von
geringer Bedeutung und werden somit nicht eingehender behandelt.
 • Die Maximierung der Korrelationskoeffizienten erfolgt mittels einer Abschätzung des
maximalen Wertes anhand der Cauchy-Schwartzschen Ungleichung. Es wird gezeigt, daß
dieser Ansatz sich gut für die Ableitung der Größen des Modells der Korrelationsanalyse
eignet.
 • Die Kennzahlen und die ergänzenden Verfahren zur Interpretation der Ergebnisse
lassen sich direkt aus den bereits aus dem Modell berechneten Größen ableiten. Im
Mittelpunkt stehen somit analytische Verfahren zur Bewertung der Ergebnisse.
• Auf Darstellungen graphischer Methoden zur Datenanalyse und speziell zur
kanonischen Korrelationsanalyse wird in dieser Arbeit vereinzelt zur Verdeutlichung
einiger Methoden und Verfahren zurückgegriffen. Eine systematische Darstellung
graphischer Analyse- und Interpretationsmethoden enthält Schnell (1994).
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 2. Datenanalyse und Fuzzy-Datenanalyse
 
 
 Da das Modell der kanonischen Korrelationsanalyse in allen Anwendungsbereichen, sei es in
ökonomischen oder technischen, in medizinischen oder psychologischen, als Datenanalyse-
verfahren eingesetzt wird, erfolgt in diesem Kapitel zunächst die Präsentation einiger globaler
Vorgehensweisen zur Lösung von Problemen der Datenanalyse. Zudem gewährleisten die
Ausführungen dieses Abschnittes die Möglichkeit einer besseren Einordnung der Korrela-ti-
onsanalyse in den Gesamtzusammenhang der Datenanalyse und zeigen bestehende Verbin-
dungen zu anderen Methoden aus dem Bereich der statistischen Datenanalyse auf.
 
 In Abschnitt 2.1. erfolgen zunächst Ausführungen zu den grundlegenden Aspekten der Daten-
analyse. Im Mittelpunkt steht hier die Beschreibung der wesentlichen Ziele und Aufgaben der
Datenanalyse. Abschnitt 2.2. gibt einen Überblick über den Prozeß bzw. den Ablauf der Da-
tenanalyse. Hierbei werden mehrere in der Literatur diskutierte Ansätze dargestellt. Sodann
folgt in Abschnitt 2.3. eine Diskussion der Methoden der Fuzzy-Datenanalyse im weiteren
und engeren Sinn. In Abschnitt 2.4. wird die Korrelationsanalyse als statistisches Verfahren
der Datenanalyse vorgestellt, Abschnitt 2.5. schließlich enthält Ausführungen zur Integration
von Dummy-Variablen in das Modell der kanonischen Korrelationsanalyse.
 
 
 2.1. Grundlegende Aspekte der Datenanalyse
 
 Der Vorgang der Datenanalyse läßt sich als eine Klasse von Anwendungen interpretieren, bei
denen aus bestehenden Daten Informationen gewonnen werden (Zimmermann, 1993). Die Art
der Informationen, die mittels einer Vielzahl von Methoden aus einem in der Regel fest abge-
grenzten Datenbestand extrahiert werden, hängt hierbei von den Aufgabenstellungen und
Zielsetzungen ab, welche der Datenanalyse zugeschrieben werden. Wird die Datenanalyse als
Bestandteil eines Entscheidungsprozesses interpretiert, bei dem eine Menge unterschiedlicher
Größen zur Entscheidungsfindung zu berücksichtigen sind, kann deren Aufgabe in der Erken-
nung einer Struktur innerhalb des vorliegenden Datenmaterials gesehen werden. Hierbei kann
es sich durchaus auch um Daten handeln, die in keinem Zusammenhang zueinander stehen
bzw. deren Zusammenhänge nicht bekannt sind.
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 Zum anderen kann bei durch Datenvorverarbeitungsverfahren reduziertem Datenmaterial der
Informationsgewinn in der Zuordnung von Daten zu bereits bekannten Strukturen, z.B. in
Form von Klassen, bestehen. Die Voraussetzung von bekannten Strukturen impliziert hierbei,
daß bereits Wissen über die Beziehung zwischen einzelnen Variablen vorliegt.
 
 
 Die Teilaufgaben der Datenanalyse der Strukturfindung und der Zuordnung von Daten zu
vorhandenen Strukturen bilden die beiden Hauptkomponenten der zentralen Aufgabe der Vor-
bereitung optimaler Entscheidungen (Zimmermann, 1993).
 .
 Die Position der Datenanalyse innerhalb des gesamten Entscheidungsprozesses wird anschau-
lich von Jambu (1991) beschrieben und in Abschnitt 2.2. als Bestandteil der Prozeßbeschrei-
bung der Datenanalyse dargestellt. Die Datenanalyse als Mittel zur Vorbereitung von Ent-
scheidungen hat somit zum Ziel, die für die Entscheidung wesentlichen Datenmengen zur
Verfügung zu stellen und die Komplexität, d.h. den Umfang der für die Entscheidung relevan-
ten Daten zu reduzieren.
 
 
 2.2. Prozeß der Datenanalyse
 
 Im folgenden werden drei Ansätze der Beschreibung des Prozesses der Datenanalyse vorge-
stellt. Die Darstellung von Zimmermann (1993) und Bandemer, Gottwald (1993) fassen den
Prozeß der Datenanalyse in einen engeren Sinn und bilden den Kern der weiter gefaßten, auch
Managementaspekte einschließenden Darstellung von Jambu (1991). Unabhängig von der
Methode der Informationsgewinnung aus den Daten läßt sich der Prozeß der Datenanalyse
anhand des folgenden Schemas darstellen (Zimmermann, 1993):
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Problemanalyse
Merkmalsauswahl
Klassenbildung
Klassifizierung
 
 Abb. 2.1: Prozeß der Datenanalyse (Zimmermann, 1993)
 
 
 In der ersten Phase der Problemanalyse wird der allgemeine Rahmen der Fragestellung abge-
steckt. Es wird definiert, in welcher Form die Objekte, die Merkmale sowie die Ausprägungen
der Merkmale gegeben sind. Sodann gilt es zu überprüfen, welche Daten-quellen zur Be-
schreibung der zu analysierenden Objekte bzw. Merkmale existieren. Steht Datenmaterial zur
Verfügung, so ist zu fragen, ob bereits Strukturen innerhalb der Daten gegeben oder diese im
Rahmen einer Analyse erst zu finden sind. Zu diesem Zweck werden in der Praxis oft Netz-
werke zur Schaffung eines Gesamtüberblickes über die einzelnen Objekte bzw. Merkmale
entwickelt. Ursache-Wirkungszusammenhänge lassen sich auf diese Weise leichter aufdecken
und positive oder negative Abhängigkeiten zwischen den Daten können einfacher identifiziert
werden. Voraussetzung für eine sinnvolle Anwendung von Netzwerken ist jedoch eine über-
schaubare Zahl zu analysierender Objekte.
 
 Für eine beispielhafte Darstellung solcher Netzwerke wird auf Güntert (1990) verwiesen.
 
 Nach einer durch allgemeine Problemanalysen erfolgten ersten Übersicht über die zu analysie-
renden Daten besteht der nächste Schritt in einer Merkmalsauswahl der betrachteten Ob-
jekte. Hierbei geschieht eine Reduktion der Komplexität in mehrfacher Weise:
 
 1. Nur die erfaßbaren Merkmalsausprägungen werden einbezogen, statistisch nicht erfaßbare
Merkmalsausprägungen werden bei der Datenanalyse nicht berücksichtigt.
 2. Es wird eine Reduktion der Merkmale vorgenommen.
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 3. Es erfolgt eine Reduktion der Dimension der Merkmalsausprägungen.
 Die Phase der Merkmalsauswahl wird in folgender Übersicht dargestellt:
 
 
 
Merkmalsauswahl
Objekt i
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Reduktion der Merkmale
 
 
 
 Abb. 2.2: Phase der Merkmalsauswahl
 
 Nach Festlegung der Objekte und der die Objekte beschreibenden Merkmale und Merkmals-
ausprägungen erfolgt sodann die Klassenbildung. Hierbei erfolgt wiederum eine Komplexi-
tätsreduktion, indem die vorliegenden Objekte nach bestimmten, vorab zu bestimmenden Kri-
terien einzelnen Klassen zugeordnet werden. Ziel aller Verfahren ist eine Klasseneinteilung,
bei der untereinander ähnliche Objekte einer gemeinsamen Klasse, unähnliche Objekte mög-
lichst unterschiedlichen Klassen zugehörig sind.
 
 Zur Klassenbildung existieren unterschiedliche Methoden (Abschnitt 2.3.), die in Abhängig-
keit der vorhandenen Daten und des spezifischen Problems auf algorithmischen, wissensba-
sierten oder neuronalen Ansätzen basieren können und als Methoden der Datenanalyse im
engeren Sinn bezeichnet werden.
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 Schließlich folgt im Ablauf des Prozesses der Datenanalyse die Klassifikation. Hier werden
Daten der Betrachtung hinzugefügt, die bislang nicht berücksichtigt wurden und keinen Ein-
fluß auf die Klassenbildung hatten. Watada (1992) stellt unterschiedliche Methoden zur Klas-
sifikation vor, u.a. enthalten seine Darstellungen auch die Fuzzy Quantification Theory III,
deren Ergebnisse sich anhand einer zweidimensionalen Graphik interpretieren lassen.
 
 Das Ergebnis der Klassifikation kann als Abschluß der eigentlichen Datenanalyse betrachtet
werden und dient als Ausgangsbasis für Entscheidungsfindungen.
 
 
 Bandemer und Gottwald (1993) bezeichnen die Datenanalyse als Untersuchung und Bewer-
tung gegebener Daten durch Ziehen von Schlußfolgerungen aus den Daten sowie einer Bewer-
tung dieser Schlußfolgerungen. Bandemer und Gottwalds teilen den Prozeß der Daten-analyse
in vier Stufen wachsender Komplexität ein:
 
 1. Analyse der Häufigkeit
 Die Häufigkeitsanalyse ist vor dem Hintergrund der Bewertung der Zuverlässigkeit der
erhobenen Daten interessant. Ausreißer oder irreguläre, durch Manipulation erhobenen Daten,
welche für das zu betrachtende Problem nicht charakteristisch sind, werden durch diese grobe
Selektion eliminiert. Hierbei sollte hinzugefügt werden, daß bei einigen Proble-men der Da-
tenanalyse gerade alle beobachtete Daten von Interesse sind und eine Häufigkeits-analyse mit
dem Ziel der Eliminierung selten beobachteter Daten bzw. von Ausreißern zu einer Verfäl-
schung der Ergebnisse führen kann.
 
 2. Mustererkennung
 Gegenstand der Mustererkennung bildet das Aufdecken von Strukturen innerhalb der Daten.
Zusätzliches, beim Entscheidungsträger vorhandenes Hintergrundwissen über die Zusammen-
hänge der Daten wird eingesetzt, um durch intuitives Vorstrukturieren der Daten eine ge-
nauere Vorstellung von der Struktur der Daten zu bekommen. Ein gangbarer Weg der Vor-
strukturierung liegt beispielsweise in der Analyse inhaltlicher Zusammenhänge der beobacht-
baren Variablen und der Bildung von Variablenuntergruppen. Die von Bandemer und Gott-
wald als Mustererkennung bezeichnete Phase ist jedoch nicht mit dem von Bezdek (1981)
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beschriebenen Prozeß der Mustererkennung gleichzusetzen. Ausführungen zu dem von
Bezdek entwickelten Prozeß erfolgen in Abschnitt 2.3.2.
 
 3. Modell
 Die in Stufe zwei erkannten Strukturen werden jetzt in einem mathematischen Modell abge-
bildet. Die Analyse kann hierbei qualitativer oder quantitativer Natur sein. Gegenstand der
qualitativen Analyse bildet die weitere Unterteilung der Daten durch qualitativ ausge-drückte
zusätzliche Eigenschaften. Ein typisches Beispiel aus diesem Bereich bilden die Verfahren der
Clusteranalyse (Jobson, 1991). Im Zentrum der quantitativen Datenanalyse, zu denen die Ver-
fahren der statistischen Datenanalyse subsummiert werden können, steht die Entwicklung
funktionaler Beziehungen zwischen den Daten.
 
 4. Bewertung
 In der letzten Stufe werden die Schlußfolgerungen aus der Analyse gezogen und bewertet. Zu
denkbaren Schlußfolgerungen gehört die Vorhersage zukünftiger Daten, die Reduktion des
analysierten Datenmaterials oder die Klassifikation neuer, bislang noch nicht betrachteter Da-
ten. Die Bewertung kann hierbei nach einem vorab definierten Optimalitätskriterium erfolgen.
 
 
 Eine vornehmlich auf die Aspekte der statistischen Datenanalyse ausgerichtete Beschreibung
des Prozesses der Datenanalyse stammt von Jambu (1993). Jambu beschreibt das Ziel der Da-
tenanalyse als das Aufdecken von Strukturen aus einer Menge von multivariaten Beobach-
tungen, ohne daß dabei mathematische Hypothesen über die Struktur der Variablen oder Be-
obachtungen formuliert werden müssen. Der Prozeß der Datenanalyse wird als Netzwerk dar-
gestellt, welches den die Datenanalyse umgebenden Managementprozeß miteinbezieht:
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Clustering
 
 
 Abb. 2.3: Prozeß der Datenanalyse (Jambu, 1991)
 
 Zusätzlich zu den oben bereits erörterten Phasen sind hier noch einige für die statistische Da-
tenanalyse typische Vorgehensweisen zu nennen. In der Phase des Datenmanagements erfolgt
eine für manche Methoden notwendige Rekodierung der Daten zu dem Zweck, sie in eine für
die Anwendung der Standardmethoden  geeignete Form zu bringen. Auf den Aspekt der Re-
kodierung wird in Abschnitt 2.5 zurückgegriffen.
 
 Mit Bezug auf die Anzahl der analysierten Variablen werden von Jambu univariate, bivariate
und multivariate Methoden unterschieden.
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 Die n-dimensionale Datenanalyse beinhaltet hierbei die simultane Ermittlung von Beziehun-
gen zwischen N Variablen, die nicht durch Hypothesen in Form eines mathematischen Mo-
dells repräsentierbar sind.
 Eine Spezialmethode der n-dimensionalen Analyse stellt hierbei die Faktoranalyse dar, deren
Ziel in der Repräsentation von Variablen und Beobachtungen in einem Raum, dessen Dimen-
sion so klein wie möglich zu halten ist und ein Maximum an Informationen enthält, besteht.
Spezifische, auf faktorenanalytischen Konzepten basierende Methoden bilden die Hauptkom-
ponentenanalyse (Jambu, 1991), die Korrespondenzanalyse (Greenacre, 1984) und die kanoni-
sche Korrelationsanalyse.
 
 Obige Ausführungen zum Prozeß der Datenanalyse haben ebenso für die Fuzzy-Datenanalyse
Relevanz. Im folgenden werden die wichtigsten Methoden der Fuzzy-Datenanalyse geschil-
dert. Dabei wird zwischen Methoden im engeren Sinn und Methoden im weiteren Sinn bzw.
Datenvorverarbeitungsverfahren differenziert. Insbesondere wird eine Verbindung zwischen
den Datenanalyseverfahren im engeren Sinn und der kanonischen Korrelationsanalyse herge-
stellt.
 
 
 2.3. Methoden der Fuzzy-Datenanalyse
 
 2.3.1. Grundlegende Aspekte der Fuzzy-Datenanalyse
 
 Der in Abschnitt 2.2. beschriebene Prozeß der Datenanalyse ist durch Objekte, die Objekte
charakterisierende Merkmale und durch Klassen gekennzeichnet. Dieser Prozeß läßt sich
durch Betrachtung unscharfer Objekte und unscharfer Klassen in einen Prozeß der unschar-fen
Datenanalyse transformieren. In den weiteren Darstellungen liegt der Schwerpunkt der Ana-
lyse auf der Betrachtung unscharfer Merkmale bzw. Merkmalsausprägungen, so daß an dieser
Stelle eine Systematisierung von scharfen/unscharfen Merkmalen bzw. Merkmalsaus-prägun-
gen vorgenommen werden soll.
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 Folgende Tabelle gibt eine Übersicht über die entsprechenden Abgrenzungen.
 
 Merkmalsausprägung ij
(scharf)                                 
 j n= 1
  Merkmal i (scharf)
 Objekt scharf
 Zuordnung zu scharfen/ unscharfen
    Klassen
 Merkmalsausprägung ij
(scharf), j k= 1
 
 Merkmalsausprägung ij
(unscharf), j l n= 
  Merkmal i (unscharf)
  Objekt unscharf
  Zuordnung zu scharfen/ unscharfen
     Klassen
 
 Tab. 2.1: Abgrenzung von unscharfen Merkmalen und Merkmalsausprägungen
 
 Sobald eine Merkmalsausprägung eines Merkmals in unscharfer Form vorliegt, wird das
Merkmal sowie das durch dieses Merkmal charakterisierte Objekt insgesamt als unscharf be-
zeichnet.
 
 
 2.3.2. Fuzzy-Datenanalyseverfahren im engeren Sinn
 
 Die im Bereich Datenanalyse in der Literatur geführten Diskussionen beziehen sich im Regel-
fall auf die Verfahren und Methoden der Datenanalyse im engeren Sinn. Zu diesen Verfahren
zählen in erster Linie algorithmische und wissensbasierte Verfahren sowie Verfahren mit neu-
ronalen Netzen. Das Verfahren der kanonischen Korrelationsanalyse kann in diesem Kontext
als multivariates Analyseverfahren in den Bereich der Datenvorverarbei-tungsmethoden ein-
geordnet werden. Es stellt sich somit die Frage, in welcher Weise der Dateninput der Datena-
nalyseverfahren im engeren Sinn durch Datenvorverarbeitungsverfah-ren bzw. die kanonische
Korrelationsanalyse beeinflußt werden kann.
 
 
 Als erstes wird hier der Prozeß der Mustererkennung als Beispiel eines algorithmischen Da-
tenanalyseverfahrens betrachtet (Bezdek, 1981).
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 Der Schritt von der erfaßten Datenstruktur zur Ermittlung des n-dimensionalen Merkmalsrau-
mes erfolgt durch eine Reduktion der Dimensionalität und ist in Abbildung 2.4. dargestellt:
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 Abb. 2.4: Prozeß  der Mustererkennung in Anlehnung an Bezdek, (1981)
 
 Die Reduktion der Dimension der Daten kann in Abhängigkeit der Art der vorliegenden Daten
bzw. Beobachtungen in unterschiedlicher Weise erfolgen. Bocklisch (1987) nennt als Infor-
mationsgrundlage der Clusterung folgende Matrix von Merkmalen und Objekten:
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 Tab. 2.2: Matrix der Merkmale und Objekte
 
 Die X i Ii , = 1  Objekte werden durch einen Merkmalsvektor mi  beschrieben, welcher die
Ausprägungen eines Objektes in Bezug auf N Merkmale charakterisiert. Eine Reduktion der
Dimension kann hier wie folgt erreicht werden:
 Die Merkmalsvektoren werden zusammen in Bezug auf ihre Ausprägungen untersucht. Da-
durch wird pro Merkmal ein Profil gebildet, das mit den Profilen der anderen Merkmale ver-
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glichen wird. Besitzen mehrere Merkmale ähnliche oder identische Strukturen, können diese
in einem oder zumindest weniger Profilen zusammengefaßt werden, ohne die Repräsentativi-
tät des Prozesses, aus dem die Daten hervorgegangen sind, zu verschlechtern. Eine Methode
zur Erkennung von Strukturen zwischen Profilen von Merkmalsausprägungen stellt die kano-
nische Korrelationsanalyse dar, auf die im nächsten Abschnitt detailliert eingegangen wird.
 
 In Anlehnung an Bocklisch (1987) kann die Merkmalsvorauswahl im Rahmen der Clusterung
auch anhand Abbildung 2.5. beschrieben werden. Die kanonische Korrelationsanalyse ist als
Methode der Phase der Merkmalsvorbehandlung zugeordnet worden.
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kanonische
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 Abb. 2.5: Stufen eines Clusterverfahrens
 
 Obige Ausführungen verdeutlichen, daß korrelationsanalytische Ansätze bei den algorithmi-
schen Verfahren direkt als Bestandteil des Prozesses interpretiert werden können.
 Im Bereich der wissensbasierten Verfahren zur Datenanalyse läßt sich die Korrelations-
analyse bei der Verarbeitung des im Normalfall von Experten geäußerten Wissens einsetzen.
Die einzelnen Expertenaussagen gelangen hierbei nicht unselektiert in die Regelbasis, sondern
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werden vor Entwicklung der Regelbasis auf redundante Informationen hin untersucht. Der
korrelationsanalytische Ansatz wird somit den wissensbasierten Verfahren direkt
vorgeschaltet. In Abschnitt 6.2.3. erfolgen im Rahmen der Darstellung eines Expertensystems
zur strategischen Unternehmensplanung zusätzliche Ausführungen dieses Aspektes.
 
 Auch im Bereich der neuronalen Netze existieren mittelbare Verbindungen zu korrelations-
analytischen Verfahren. Ishibushi und Tanaka (1992) diskutieren den Einsatz neuronaler
Netze zur Abschätzung der Grenzen eines aus dem Modell der Fuzzy Regression abgeleiteten
nicht-linearen Intervallmodells. Das von Ishibushi und Tanaka vorgestellte Modell der Re-
gression läßt sich hierbei durch Reduktion einer der beiden Variablenbereiche des Modells der
kanonischen Korrelation ableiten.
 
 Insgesamt läßt sich der Zusammenhang zwischen der Erhebung des Datenmaterials, der Re-
duktion der vorhandenen Daten, der sie beschreibenden Merkmalsvektoren und der sich an-
schließenden Datenanalyse im engeren Sinn in folgender Übersicht zusammenfassen
(Zimmermann, 1993):
 
 
Merkmalsreduktion,
Datenvervollständigung
Datenmaterial
          Anwen-
dung/Methode
 
 Strukturfindung
 
 Zuordnung zu Strukturen
 algorithmisch  Klassenbildung  Klassifikation
 wissensbasiert  Wissensaquisition  Inferenz
 neuronal  Trainingsphase  Anwendungsphase
 
 Abb. 2.6: Datenanalyse im weiteren Sinn (Zimmermann, 1993)
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 Nach Darstellung einiger wesentlicher Verbindungspunkte zwischen der kanonischen Korre-
lationsanalyse und den Datenanalyseverfahren im engeren Sinn wird im nächsten Abschnitt
die Methode der Korrelationsanalyse in ihren unterschiedlichen Formen präsentiert.
 
 
 2.4. Verfahren der Korrelationsanalyse
 
 Allgemein besteht die Aufgabe der Korrelationsanalyse in der Bestimmung bzw. Messung des
Grades des inneren Zusammenhangs zwischen den Realisierungen (oder Beobachtungen oder
Messungen) zweier Zufallsvariablen. Der Grad dieses inneren Zusammenhangs wird als Kor-
relation bezeichnet und formal durch den Korrelationskoeffizienten ausgedrückt. Aus-gehend
von N Beobachtungspaaren ( )x yi i,  zweier Zufallsvariablen X und Y (Tab. 2.3) kann somit
der Korrelationskoeffizient ermittelt werden:
 
 
 i  X  Y
 1
 2
 3
 .
 .
 N
 
x
x
x
.
.
x
1
2
3
N
 
y
y
y
y N
1
2
3
.
.
 
 Tab. 2.3: N Beobachtungspaare zweier Zufallsvariablen X und Y
 
 Aus den N Beobachtungen von X und Y lassen sich für beide Variablen Mittelwert und Vari-
anz bzw. Standardabweichung sowie die Kovarianz ermitteln. Der Korrelationskoeffi-zient
ergibt sich aus
 rXY
XY
X Y
=
σ
σ σ
,  (2.1)
 
 wobei σxy die Kovarianz zwischen den beiden betrachteten Variablen X und Y, σ σx ybzw.  die
Standardabweichungen von X und Y bezeichnen.
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 Während der Korrelationskoeffizient den Zusammenhang zwischen zwei unterschiedlichen
Variablen angibt, mißt die Autokorrelation die Abhängigkeit zwischen einem Wert einer be-
stimmten Beobachtung der Variablen X zu einem Zeitpunkt t1 und einer Beobachtung der
Variablen X zu einem früheren oder späteren Zeitpunkt t 2 . Interessiert die Abhängigkeit zwi-
schen bestimmten Ausprägungen der Variablen X und Y über die einzelnen Zeitpunkte hin-
weg, kann entsprechend eine Kreuzkovarianzfunktion definiert werden. Haben die Mittel-
werte der Variablen X und Y den Wert Null, entsprechen die beiden Kreuzvarianzfunk-tionen
der jeweiligen Kovarianz, welche jeweils durch Division der Standardabweichungen der be-
trachteten beiden Variablen zum Korrelationskoeffizienten führen.
 
 Werden die beiden Funktionen der Autokorrelation und der Kreuzkorrelation mit mehreren
Zufallsvariablen in Beziehung gesetzt, kann von dem Konzept der mehrdimensionalen Korre-
lation gesprochen werden. Folgende Ausgangstabelle gibt einen Überblick über die zu analy-
sierenden Daten. Beispielhaft werden hier drei Zufallsvariablen betrachtet:
 
 
 i  X  Y  Z
 1
 2
 3
 .
 .
 N
 
x
x
x
.
.
x
1
2
3
N
 
y
y
y
y N
1
2
3
.
.
 
z
z
z
zN
1
2
3
.
.
 
 Tab. 2.4: N Beobachtungen dreier Zufallsvariablen X, Y und Z
 
 Aus diesen drei Variablen läßt sich Matrix (2.2) ableiten, deren Elemente der Hauptdiagona-
len die drei Autokovarianzfunktionen bilden, während die Elemente ober- und unterhalb der
Hauptdiagonalen aus den Kreuzkovarianzfunktionen bestehen.
 
 Ψ = 
ρ ρ ρ
ρ ρ ρ
ρ ρ ρ
xx xy xz
yx yy yz
zx zy zz










.
 
 (2.2)
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 Die Datenmatrix der Tabelle 2.4. sowie die Struktur der Matrix (2.2) verdeutlichen, daß es
sich ausgehend vom Korrelationskoeffizient (2.1) um eine Transformation einer zweidimen-
sionalen univariaten Analyse in eine mehrdimensionale univariate Analyse handelt. Die obi-
gen Konzepte haben somit gemeinsam, daß immer entweder eine oder zwei Variablen auf
einen Zusammenhang in sich (Autokorrelation) oder untereinander (Kreuzkorrelation und
mehrdimensionale Korrelation) untersucht werden. Mittels dieser Verfahren ist es aber nicht
möglich, mehrere, das heißt mehr als zwei Variablen gleichzeitig auf ihre Korrelation hin zu
überprüfen. Eine Verallgemeinerung und Erweiterung der bisher beschriebenen Verfahren
kann an dieser Stelle durch die Methode der kanonischen Korrelationsanalyse erreicht werden:
Anhand der kanonischen Korrelationsanalyse sind N , in zwei Gruppen unterteilte Variablen
einzeln als auch innerhalb der zwei Gruppen analysierbar.
 
 Folgende Tabelle gibt zunächst eine Übersicht über die bisher diskutierten Verfahren der Kor-
relationsanalyse und die kanonische Korrelation. Hierbei dient die Anzahl der in der Methode
analysierten Variablen als Differenzierungskriterium:
 
 
 1 Variable
 
 2 Variablen
 N Variablen (in zwei Grup-
pen)
 N Beobachtungen  N Beobachtungen  N Beobachtungen
 Autokorrelation  Korrelationsanalyse,  kanonische
  Kreuzkorrelation,
 mehrdimensionale Korrela-
tion
 Korrelationsanalyse
 Autokorrelationskoeffizient  Korrelationskoeffizient,
 Kreuzkorrelationskoeffizient
 kanonischer Korrelations-
koeffizient zwischen zwei
Linearkombinationen
 Ermittlung des Autokorrela-
tions-koeffizienten
 auf der Basis beobachtbarer
 Variablen
 Ermittlung des Kreuzkorre-
lations-
 koeffizienten
 auf der Basis beobachtbarer
 Variablen
 Ermittlung des kanonischen
Korrelationskoeffizienten
 durch Maximierung der
Korrelation zweier nicht-
beobachtbarer, künstlicher
Variablen
 
 Tab. 2.5: Methoden der Korrelationsanalyse
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 Für die kanonische Korrelationsanalyse ergibt sich folgende Ausgangssituation:
 
  Bereich X  Bereich Y
 i  ( )X X X . . X1 2 3 J1
 
 ( )Y Y Y . . Y1 2 3 J 2
 
 1
 2
 3
 .
 .
 N
 
x x x x
x x x x
x x x x
x x x x
J
J
N N N NJ
11 12 13 1J
21 22 23 2
31 32 33 3
1 2 3
1
1
1
1
 
y y y y
y y y y
y y y y
y y y y
J
J
N N N NJ
11 12 13 1J
21 22 23 2
31 32 33 3
1 2 3
2
2
2
2
 
 Tab. 2.6: Ausgangstableau der kanonischen Korrelationsanalyse
 Im folgenden wird eine kurze Beschreibung der Funktionsweise der Methode gegeben:
 
 X und Y stellen zwei Zufallsvektoren bzw. zwei Bereiche mit den Zufallsvariablen
X X X X1 2 3 J1, , ,...,   und Y Y Y Y1 2 3 J 2, , ,...,  dar. Die Zufallsvariablen werden als in der Grund-
gesamtheit multivariat normalverteilt vorausgesetzt. Die ( )J J1 2+ analysierten Variablen lie-
gen jeweils in N-dimensionalen Vektoren vor.
 
 Während bei den oben diskutierten Verfahren die Beobachtungen der Variablen unmittelbar
zur Bestimmung des Korrelationskoeffizienten dienten, werden bei der kanonischen Analyse
die real beobachteten Ausprägungen in künstliche Variablen transformiert und sodann zur
Bestimmung des Korrelationskoeffizienten herangezogen. Diese künstlichen Größen werden
als kanonische Variablen bezeichnet und ergeben sich aus Linearkombinationen der Variablen
des Bereiches X und aus Linearkombinationen der Variablen des Bereiches Y. Die kanoni-
schen Variablen des Bereiches X werden im folgenden mit U, die des Bereiches Y mit V be-
zeichnet.
 
 Es gilt dann:
  
( )U
V
k
k
=
=
a X
a Y
1
(k)
2
(k)
'
'( )
 
 (2.3)
 (2.4)
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 Im Rahmen der kanonischen Korrelationsanalyse sind die Gewichte a a1
(k)
2
(k) und , welche die
Linearkombinationen determinieren, so zu bestimmen, daß die k Korrelationskoeffizienten der
Größen U k k( ) ( ) und V  maximal werden. Die Berechnung der Vektoren a a1
(k)
2
(k) und , wel-che
als kanonische Korrelationsvektoren bezeichnet werden, erfolgt in einem mehrstufigen Pro-
zeß: Hierbei ist die Anzahl der Stufen des Prozesses von der Anzahl der untersuchten Varia-
blen abhängig und entspricht der Komponentenzahl des Bereiches mit der niedrigeren Zahl
der Variablen.  Für die Zahl k der Stufen gilt somit:  ( )min ,J J1 2 .
 
 In jeder Stufe des Optimierungsprozesses werden jeweils zwei Gewichtungsvektoren
a a1
(k)
2
(k) und  sowie ein Korrelationskoeffizient, der sich aus den ermittelten kanonischen Va-
riablen ergibt, berechnet. Die Vektoren a a1
(k)
2
(k) und  determinieren U und V.
 Das erste Paar der kanonischen Variablen bzw. der maximale Korrelationskoeffizient spiegelt
den höchsten Anteil an der zu maximierenden Korrelation wieder, das zweite Paar der kanoni-
schen Variablen bzw. der zweitgrößte Korrelationskoeffizient den zweithöchsten Anteil an der
zu maximierenden Korrelation etc. Hierbei gilt, daß der Anteil des durch das erste Paar erklär-
ten Zusammenhangs von X und Y nicht durch das zweite Paar erklärt wird und daß der durch
das zweite Paar erklärte Zusammenhang nicht durch das dritte Korrelationsvariablen-paar
erklärt wird etc. Formal drückt sich diese Bedingung in der Forderung nach Orthogonali-tät
der Linearkombinationen innerhalb jeder der beiden Bereiche aus, d.h. es besteht keine Korre-
lation zwischen den Linearkombinationen ( )U i = a X1
(i)'  und ( )U j = a X2
(j)'  für i ≠j. Ferner sind
die Linearkombinationen jeweils standardisiert.
 
 Zur Ermittlung der k maximalen Korrelationskoeffizienten wird somit eine Matrix A mit
 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
A =
















a a a
a a a
a a a
m
i im iJ
J J m J J
1 11 1 1 1 1J
1 1 1 1
1 1 1 1
1
1
1 1 1 1
 
  
 
  
 
 
 
 
 (2.5)
 
 von ( )J a1 1J  reellen Zahlen 1 im, m = 1...k gesucht und eine Matrix B mit
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( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
B =
















a a a
a a a
a a a
n
j jn jJ
J J n J J
2 11 2 1 2 1J
2 1 2 2
2 1 2 2
1
1
2 2 2 1
 
  
 
  
 
,
 
 
 
 (2.6)
 
 von ( )J a2 2J  reellen Zahlen 1 jn , n = 1...k, so daß die Linearkombinationen
 
 
( )U
V
k
k
=
=
a X
a Y
1
(k)
2
(k)
'
'( )
 (2.7)
 (2.8)
 über drei Eigenschaften verfügen:
 
 E1:  Die Linearkombinationen Um n und V  sind jeweils standardisiert,
 E2:  für m = n korrelieren Um n und V  maximal, während sie für m ≠ n unkorreliert sind;
 
E3:   U  sind für m  m unkorreli
        ebenso V  für n
1
n 11
m m
n
U m m p ert
V n n n p
1 2
2
2 1 2
2 1 2
1
1
, , , ,..., , ;
, , , ,..., .
≠ =
≠ =
 
 Die erste Annahme impliziert, daß das Maximum der Korrelation zwischen U und V auch für
Vielfache der Korrelationsvariablen Um nund V  gilt. E2 und E3 bedeuten geometrisch, daß
die zweitgrößte kanonische Korrelation senkrecht auf der ersten Korrelation steht und somit
nicht auch die Varianz erklärt, die schon von der ersten Korrelation erklärt worden ist.
 
 Im Rahmen der Analyse sollen die numerischen Werte der beiden Matrizen A und B ermittelt
werden.
 Hierzu werden beliebige Linearkombinationen U(k) = a X1
(k) T  und V(k) = a Y2
(k) T  betrachtet. Für
die Wahl der beiden Vektoren a a1
(k)
2
(k) und  kann aufgrund der Invarianz der Korrelation von U
und V gegenüber skalaren Multiplikationen gefordert werden, daß U und V die Varianz 1 ha-
ben.
 Es gilt dann (vgl. E1)
 
 D U V2 21 1= = = =a S a a S a1
(k) T
XX 1
(k)
2
(k) T
YY 2
(k): : und D .
 
 (2.9)
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 S stellt die positiv definite Varianz-Kovarianz-Matrix der Zufallsvektoren dar und läßt sich
wie folgt partitionieren:
 
 S
S S
S S
XX XY
YX YY
=





 .
 (2.10)
 
 Die Korrelation zwischen U und V kann dann mittels der Kovarianz ausgedrückt werden:
 
 corr U V U V( , ) cov( , )= = a S a1
(k) T
XY 2
(k) .
 
 (2.11)
 Dieser Ausdruck läßt sich auch als Spezialfall des allgemeinen Korrelationskoeffizienten in-
terpretieren:
 corr U V
U V
D U D V
( , )
cov( , )
= =
2 2
a S a
a S a a S a
1
(k) T
XY 2
(k)
1
(k) T
XX 1
(k)
2
(k) T
YY 2
(k)
.
 
 (2.12)
 Da die maximal korrelierenden Werte von U und V mit den zu bestimmenden Beträgen
a a1
(k)
2
(k) und  gesucht sind unter den Nebenbedingungen, daß die Varianzen von U und V gleich
1 sind, wird eine Lagrange-Funktion mit den Multiplikatoren 
λ µ
2 2
 und  formuliert :
 
 ( ) ( ) ( )Ψ a a a S a a S a a S a1(k) 2(k) 1(k) T XY 2(k) 1(k) XX 1(k) 2(k) YY 2(k), , ,λ µ λ µ= − − − −2 1 2 1T T .
 
 (2.13)
 Wird Ψ nach und  a  a1
(k)
2
(k) abgeleitet, ergibt sich
 
 
∂Ψ
∂ λ
∂Ψ
∂ µ
a
S a S a o
a
S a S a o
1
(k) XY 2
(k)
XX 1
(k)
2
(k) YX 1
(k)
YY 2
(k)
= − =
= − =
p
q
und
 
 (2.14)
 
 
 (2.15)
 Mit Hilfe dieser Ausdrücke lassen sich die vier Unbekannten, a  a1
(k)
2
(k), ,   und λ µberechnen.
 
 Nach Gleichsetzen ergibt sich aus obigen Ausdrücken
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 a S a a S a a S a a S a1
(k) T
XY 2
(k)
1
(k) T
XX 1
(k)
2
(k) T
YX 1
(k)
2
(k) T
YY 2
(k)
− = = −λ µ 0 ,
 
 
 (2.16)
 
 und unter Berücksichtigung der Nebenbedingungen
 
 λ µ ρ= =  =a a1(k)
T
XY 2
(k) .
 
 
 (2.17)
 
 Wird obiger Ausdruck in die partiellen Ableitungen eingesetzt, ergibt sich
 
 
− =
− =
ρ
ρ
S a  S a o
S a S a o
XX 1
(k)
XY 2
(k)
p
YX 1
(k)
YY 2
(k)
q
+  
und
.
 
 (2.18)
 
 (2.19)
 Nach einigen weiteren Umformungen erhält man
 
 
( )
− =
− =
−
−
ρ
ρ
2
2
S a  S S S a o
S S S S a o
XX 1
(k)
XY YY
1
YX 1
(k)
p
XY YY
1
YX XX 1
(k)
p
+      
  bzw.
  .
 
 (2.20)
 
 (2.21)
 Dieser Ausdruck stellt ein verallgemeinertes Eigenwertproblem dar, dessen Eigenwerte
ρm p2 1, ,..., m =  sind. Die Eigenvektoren a1(k) , ,..., k = 1 p  ergeben die numerische Komponen-
ten des obigen Schemas der Matrix A.
 Die Matrix A hat nach den Sätzen der verallgemeinerten Eigenwertprobleme (vgl. Anhang D)
folgende Eigenschaften:
 
 
( )A S S S A
A S A I
T
XY YY
1
YX 1
T
XX p
−
= =
=
Λ  Dg kρ2
 
 
 (2.22)
 (2.23)
 Für die Matrix B und die zu bestimmenden numerischen Werte ergeben sich die analogen
Gleichungen:
 
( )B S S S B
B S B I
T
YX XX
1
XY
T
YY
−
= =
=
Λ2
2 Dg k
q
ρ
 
 
 (2.24)
 (2.25)
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 Nach Lösen der beiden verallgemeinerten Eigenwertprobleme ist somit die Bestimmung der
unbekannten Größen a   a1
(k)
2
(k)und  abgeschlossen.
 
 Die Komponenten a k j
k
1i 2
( ) ( ). von  bzw  a  von a a1
(k)
2
(k)  werden als kanonische Gewichte bezeichnet,
die Quadratwurzel ρ σk kwertes  des Eigen  heißt k-ter kanonischer Korrelationskoeffizient.
 Als Ergebnis der kanonischen Korrelation ergibt sich eine Varianz-Kovarianz-Matrix folgen-
der Form :
 ( ) ( )S
/
/=





 =










−
Ι Λ
Λ Ι
Ι Λ
Λ Ι
Ι
Τ
Τp
q
p
p
q p
1 2
1 2
1
1/2
1
1/2
0
0
0 0
.
 
 
 (2.26)
 
 
 Durch S werden die Eigenschaften der Korrelationsanalyse E1 bis E3 ersichtlich.
 Der gesamte Prozeß der kanonischen Korrelationsanalyse ist zusammenfassend in folgender
Übersicht dargestellt:
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 39
 Schema der kanonischen Korrelationsanalyse
 
 Ziel:  Maximierung des kanonischen Korrelationskoeffizienten
                → Berechnung der kanonischen Korrelationsvektoren
 
 Bereich X  Bereich Y
 ( )X X X . . X1 2 3 J1  ( )Y Y Y . . Y1 2 3 J2
 Definition der kanonischen Variablen:
 
( )U
V
k
k
=
=
a X
a Y
1
(k)
2
(k)
'
'( )
  Bestimmung der k kanonischen Variablenpaare:
  Berechnung der k Vektoren a 1 und a 2:
  LaGrange-Funktion:
   k Eigenvektoren: a 1 und a 2
   k Eigenwerte: Quadrat der k maximalen
 Korrelationskoeffizienten
 
 Abb. 2.7: Schema der kanonischen Korrelationsanalyse
 
 
 2.5. Integration künstlicher Variablen
 
 Liegen zur Korrelationsanalyse qualitative, nicht metrische Variablen vor, müssen zur Ermitt-
lung der Größen der Korrelationsanalyse Dummy-Variablen definiert werden (Röhr, 1987).
Hierfür wird einer zwei-stufigen Dummy-Variable ein Wert d1 bzw d 2.  zugeordnet:
 
 
Stufe 1:     d 1
Stufe 2:     d 0
1
2
=
=
 (2.27)
 
 
 Die Zugehörigkeit zur ersten Stufe impliziert automatisch die Nicht-Zugehörigkeit zur zwei-
ten Stufe.
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 Beispiel:
 Es wird folgende Tabelle mit den beiden Bereichen Jahr" und Umsatz Firma X" betrachtet,
welche durch die Vektoren Xi , , ,i = 1 2 3 und Yj , , ,j = 1 2 3 gegeben sind. Die Variable Umsatz
Firma X liegt hier bereits in metrischer Form vor.
 
  Umsatz
 Jahr     Firma A Firma B Firma C
 
1994
1995
1996
 
16 34 20
18 22 17
20 37 23
 
 Tab. 2.7: Datenmatrix der Variablen X und Y
 
 Die Variable Jahr wird in eine zweistufige Dummy-Variable transformiert und, da es sich
um drei Variablenausprägungen handelt, in dreifacher Form als Dummy-Variable in das Da-
tentableau eingefügt:
 
 Bereich  X  Y
 Variablentyp  3 nicht-metrische Variablen    
 3 Dummy-Variable
 3 metrische Variablen
 i-te Beobachtung  Jahr  Umsatz
 i  1994 1995 1996     Firma A Firma B Firma C
 1
 2
 3
 
1 0 0
0 1 0
0 0 1
 
16 34 20
18 22 17
20 37 23
 
 Tab. 2.8: Formulierung von Dummy-Variablen
 Die erste Beobachtung ordnet dem Jahr 1994 die jeweiligen Firmenumsätze von 16 (Firma A),
34 (Firma B) und 20 (Firma C) zu etc. Da X eine Einheitsmatrix darstellt, sind allerdings bei
der Analyse eine Reihe von zusätzlichen Aspekten zu berücksichtigen, welche in Kapitel 4
noch detailliert diskutiert werden.
 Für die kanonische Korrelationsanalyse lassen sich somit insgesamt folgende Konstellationen
differenzieren:
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  metrisch  nicht-metrisch
 
 metrisch
 Kanonische
 Korrelationsanalyse
 Kanonische
 Korrelationsanalyse
 mit Dummy Variablen
 
 nicht-metrisch
 Kanonische
 Korrelationsanalyse
 mit Dummy Variablen
 Kanonische Korrelationsana-
lyse
 mit Dummy Variablen
 
 Tab. 2.9: Datenkonstellationen der kanonischen Korrelationsanalyse
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 3. Fuzzy-Quantifizierungsmethoden
 
 
 3.1. Vorbemerkungen
 
 Die 1950 von Chikio Hayashi entwickelte Quantification Theory (Hayashi, 1950) bildet den
Ausgangspunkt der von Watada/Tanaka vorgestellten Fuzzy Quantifizierungsmethoden. Im
Mittelpunkt der Arbeit Hayashis stehen einzelne Methoden zur Quantifizierung von
gewöhnlich in qualitativer Form erfolgenden Bewertungen und Beurteilungen qualitativer
Merkmale. Die vier von Hayashi diskutierten Methoden gehören innerhalb der statistischen
Datenanalyse zu den am häufigsten diskutierten Verfahren der multivariaten Analyse. Die
analysierten Daten basieren hierbei ausschließlich auf binärer Logik und enthalten somit
lediglich Ja-Nein-Bewertungen, die mit den Werten {0,1} kodiert werden. 1987 wurden diese
Methoden von Watada/Tanaka modifiziert, indem die in qualitativen Bewertungen vorliegen-
den Daten nicht mehr in binärer Logik erfaßt und analysiert, sondern auf das Intervall [0,1]
erweitert wurden. Eine hinsichtlich eines bestimmten unscharfen Merkmals analysierte Beob-
achtung wird hierbei mit dem Grad der Zugehörigkeit zu diesem durch eine unscharfe Menge
definierten Merkmal in einer Datenmatrix erfaßt.
 
 Im Rahmen dieser Arbeit wird die durch die Fuzzy Quantification Theory vorgenommene
Abgrenzung der multivariaten Methoden weitergeführt: die Analyse der multivariaten Metho-
den erfolgt am Beispiel der Regressionsanalyse, der Diskriminanzanalyse, der kanonischen
Korrelationsanalyse und der multidimensionalen Skalierung.
 
 In diesem Kapitel wird in Abschnitt 3.2. zunächst ein Überblick über die Charakteristika der
Fuzzy Quantification Theory gegeben. Es werden die am häufigsten in der Literatur zu
findenden Konzepte des unscharfen Ereignisses vorgestellt. Abschnitt 3.3. enthält eine
Darstellung der Fuzzy Quantification Theory I, gefolgt von einem numerischen Beispiel der
Methode. Gegenstand des Abschnitts 3.4. ist die Fuzzy Quantification Theory II, welche
ebenso in ihrer Konzeption und mit entsprechendem Beispiel vorgestellt wird. Abschnitt 3.5.
enthält sodann die Fuzzy Quantification Theory III, welche methodisch der kanonischen
Korrelationsanalyse entspricht. Diese wird detailliert in der von Watada/Tanaka modifizierten
Form dargestellt und anhand eines Beispiels demonstriert.
 43
 In Abschnitt 3.6. folgt eine Präsentation der Fuzzy Quantification Theory IV, einer Methode
zur multidimensionalen Skalierung. Schließlich erfolgen in Abschnitt 3.7. kritische Anmer-
kungen zu den oben diskutierten Methoden.
 
 
 3.2. Charakteristika der Fuzzy Quantification Theory
 
 Zunächst werden einige Grundkonzepte der Fuzzy Quantification Theory vorgestellt. In erster
Linie handelt es sich hierbei um das Konzept der Wahrscheinlichkeit eines unscharfen
Ereignisses. Für die vier Methoden selbst wird jedoch das Konzept des unscharfen Ereignisses
nicht verwendet. Es dient lediglich zur Schaffung einer Interpretationsgrundlage der zu
analysierenden Datenmatrizen. So lassen sich mittels der Integration unscharfer Ereignisse
unscharfe Informationen und Aspekte der klassischen Wahrscheinlichkeitstheorie
kombinieren. Im folgenden werden die klassischen Konzepte des unscharfen Ereignisses
dargestellt.
 
 Die Wahrscheinlichkeit eines unscharfen Ereignisses kann entweder als Skalar oder wieder als
unscharfe Menge vorliegen. Folgende Tabelle gibt eine Übersicht über einige Quellen zu
Ansätzen der Definition unscharfer Ereignisse. Weitere Darstellungen hierzu findet man in
Dubois, Prade (1988).
 
 Skalar  unscharfe Menge
 Zadeh (1968)
 Smets (1982)
 Dubois, Prade (1978)
 Yager (1984)
 Yager (1979)
 Zadeh (1975)
 
 Tab. 3.1: Quellen zu Konzepten unscharfer Ereignisse
 
 Wahrscheinlichkeitstheoretischer Ausgangspunkt der Analyse des unscharfen Ereignisses
bilden der Wahrscheinlichkeitsraum Ω und die Elemente ω von Ω. E sei ein Ereignis in Ω,
und P(ω) sei die Wahrscheinlichkeit von ω in Ω.
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 Es gilt dann:
 
( )
( )
0 1
1
≤ ≤
=
∈

P ω
ω
ω
 
 P  
Ω
.
 (3.1)
 
 Wird mit µE die charakteristische Funktion von ω in E bezeichnet, läßt sich ein scharfes
Ereignis wie folgt darstellen:
 
 
( )µ ω ω
ωE
=
∈
∉



1
0
 falls E
 falls E
 (3.2)
 Die Wahrscheinlichkeit von E kann auch als Summe der Wahrscheinlichkeiten eines jeden ω
aus E bezeichnet werden, oder als Summe der Wahrscheinlichkeiten eines jeden ω
multipliziert mit seinem Zugehörigkeitswert in E.
 Es gilt dann:
 
 ( ) ( ) ( ) ( )P E P P
E
E= =
∈ ∈
 ω µ ω ω
ω ω Ω
.  (3.3)
 
 Wird mit A ein unscharfes Ereignis bezeichnet, dann stellt ( )µ ωA  die Zugehörigkeitsfunktion
von ω in A dar. Die Wahrscheinlichkeit von A kann in Analogie zu der Bestimmung der
Wahrscheinlichkeit von E aus der Summe der Wahrscheinlichkeiten eines jeden ω multipli-
ziert mit dem Zugehörigkeitswert zur Menge A ermittelt werden. Daraus folgt für eine
diskrete Zugehörigkeitsfunktion:
 
 ( ) ( ) ( )P A PA=
∈
µ ω ω
ω Ω
.  (3.4)
 
 Liegt beispielsweise die Zugehörigkeitsfunktion ( )µ ωA  des unscharfen Ereignisses A mit
 
 ( ) ( ) ( ) ( ) ( ){ }µ ω ω ω ω ωA = 1 2 3 40 7 1 1 0 7, . , , , , , , .  (3.5)
 
 vor, können den Elementen ω die folgenden Wahrscheinlichkeiten zugeordnet werden:
 
 
 
 45
 ( )P ω1  0.3
 ( )P ω2  0.2
 ( )P ω3  0.4
 ( )P ω4  0.1
 
 Tab. 3.2: Wahrscheinlichkeiten der Elementarereignisse des unscharfen Ereignisses A
 
 Die Wahrscheinlichkeit des unscharfen Ereignisses A ergibt sich dann gemäß (3.4) zu:
 
 ( )P A = 088. .
 
 (3.6)
 Liegt die Zugehörigkeitsfunktion in stetiger Form vor, so läßt sich die Wahrscheinlichkeit des
unscharfen Ereignisses mit dem Lebesque-Stieltjes Integral formulieren. Die Wahrscheinlich-
keit des unscharfen Ereignisses P(A) mit der charakteristischen Funktion ( )µA x  und dessen
Erwartungswert ergeben sich dann wie folgt (Zadeh, 1968):
 
 P A x( ) ( ) =   dPA
Rn
µ  (3.7)
  = E( Aµ )  
 
 Aus der stetigen Form können direkt der unscharfe Mittelwert und die unscharfe Varianz des
Ereignisses A abgeleitet werden:
 
 mA = 
1
P A( )
{ x  dPµARn x ( ) },  (3.8)
 σA
2
=  1
P(A)
 { ( ) ( )x - m   dPA A2
Rn
x µ }.
 
 (3.9)
 
 Neben diesen von Zadeh stammenden Definitionen existieren einige weitere Ansätze zur
Bestimmung der Wahrscheinlichkeit unscharfer Ereignisse. Von einigen Autoren wird die
Wahrscheinlichkeit einer unscharfen Menge auf α-Niveauebene definiert:
 
 So bezeichnet Yager (1984) die Wahrscheinlichkeit einer α-Niveau-Menge mit
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                                                  P P xx( ) ( )A a Aa= ∈ ,  (3.10)
 
 und definiert auf der Basis der α-Niveau-Menge die Wahrscheinlichkeit eines unscharfen
Ereignisses ~A :
 
 ( ) [ ]{ }P PY ( ~) ( , ,A A   = ∈a α α 0 1 .
 
 (3.11)
 Der Wert der Funktion gibt die Wahrscheinlichkeit an, daß die Bedingung der unscharfen
Menge mindestens zu einem Grad α erfüllt ist. Alternativ schlägt Yager (1984) auch folgende
Definition vor:
 
 { } [ ]P w wy+ = ≥ ∈( ~)( ) sup ( ) ,A    P A     w 0,1α α α .
 
 (3.12)
 Der Wert der Funktion drückt die Wahrscheinlichkeit aus, daß die unscharfe Menge ~A
mindestens mit einem Zugehörigkeitsgrad w erfüllt ist. Wird das Komplement der Menge
( )( ){ }~ ~ , ~A A x x x XA mit = − ∈1 µ  bezeichnet, und die entsprechenden α-Niveaus von ~ ~A A mit α ,
dann ist die Wahrscheinlichkeit von "nicht ~A  ist mindestens w"
 
 
 { } [ ]P w wy+ = ≥ ∈( ~ ( ) sup ( ~) ,A)    P A     w 0,1α α .
 
 (3.12)
 Die Wahrscheinlichkeit von " ~A  ist höchstens w" kann mit P Py y
+ +
= −( ~ ) ( ~ )A A1  bezeichnet
werden, sodaß sich die Wahrscheinlichkeit von " ~A  ist genau w" wie folgt ergibt:
 
 { }P w P w P wy y y( ~ )( ) min ( ~)( ), ( ~ )( )A A  A= + + .
 
 (3.13)
 Wird vom Konzept der Wahrscheinlichkeit eines unscharfen Ereignisses abgelassen und eine
bestimmte Stichprobe mit ω = 1n betrachtet, so lassen sich in Analogie zu (3.8) und (3.9)
das Stichprobenmittel und die Stichprobenvarianz berechnen:
 
 mA =  
1
N(A)
 { x x
n
Aω
ω
ωµ 
=

1
( )}
 
 (3.14)
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 σA
2  = 1
N A( )
{ ( ) ( )x m xA
n
Aω
ω
ωµ −
=

1
2 }.
 
 (3.15)
 Mit
 N(A) = µ
ω
ωA
n
x
=

1
( ) .
 
 (3.16)
 wird hier die Kardinalität eines unscharfen Ereignisses beschrieben.
 
 
 Mit der Zugehörigkeitsfunktion der unscharfen Menge A i , i = 1...K , µ ωAi x( ) , können die
Mittelwerte m und m Ai  abgeleitet werden:
 
 m =  1
N
{ x x
n
i
K
Aiω
ω
ωµ
==

11
( )}
 
 (3.17)
 m Ai =  
1
N(Ai )
{ x x
n
Aiω
ω
ωµ 
=

1
( )},
 
 (3.18)
 wobei
 N = N(Ai
i=1
k
) .
 
 (3.19)
 Die Analyse einzelner Stichproben, welche den in den Abschnitten 3.2.-3.5. präsentierten
Methoden der Fuzzy Quantification Theory zugrundeliegt, erfolgt anhand einer sukzessiven
Betrachtung einzelner Beobachtungen.
 
 Insgesamt umfaßt die in den folgenden Kapiteln verwendete Symbolik:
 
 • einen Stichprobenumfang n mit i n= 1, , , , ω , wobei ω die Nummer der einzelnen
Beobachtung bezeichnet. Bei der FQT IV stellt i, i=1..n die Anzahl der betrachteten
Individuen dar.
 • eine von den Autoren als "fuzzy group B" beschriebene Größe, deren Eigenschaften nicht
im Detail beschrieben werden. In den folgenden Darstellungen geht B als Zugehörigkeits-
grad ( )µ ωB  zu der unscharfen Menge B in die Modelle ein. B ist nicht formal definiert.
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 • eine von den Autoren als "fuzzy group A i , i 1, , K=   " bezeichnete, K unterschiedliche
Kategorien beschreibende Größe, welche in der folgenden Präsentation als Zugehörig-
keitsgrad ( )µ ωAi  der in n Beobachtungen vorliegenden, unscharfen Merkmale
A i Ki , , ,= 1  aufgefaßt wird,
 • y nω ω, = 1 , welches als "external standard" bezeichnet wird. Es handelt sich im
Zusammenhang mit der FQT I z.B. um eine von exogenen Variablen abhängige endogene
Variable.
 • B r Mr , ...= 1 , welches bei der FQT II den "fuzzy external standard" bezeichnet. In den
folgenden Ausführungen wird ( )µ ωBr  als Zugehörigkeitsgrad einer Beobachtung zu
B r Mr , ...= 1  interpretiert.
 
 In den folgenden Abschnitten 3.3 bis 3.6 erfolgt die Präsentation der vier von Watada (1992)
bzw. Watada/Tanaka (1987) entwickelten Methoden der Fuzzy Quantification Theory.
Zunächst wird die analytische Form der Methoden vorgestellt und mit dem Standard der
multivariaten Analysemethoden in Beziehung gesetzt. Anhand von Zahlenbeispielen erfolgt
eine kurze Demonstration der einzelnen Verfahren.
 
 
 3.3 Fuzzy Quantification Theory I
 
 3.3.1. Problemstellung und Analyse
 
 Die Fuzzy Quantification Theory I basiert methodisch auf den Verfahren der Regressions-
analyse. Im Vergleich zu den übrigen Methoden der multivariaten Analyse ist die Fuzzy
Regression Gegenstand zahlreicher Arbeiten. Einen Überblick über einige existierende
Ansätze geben Heshmaty und Kandel (1992), Kacprzyk und Fedrizzi (1992) sowie Ishibuchi
und Tanaka (1992). Für eine Übersicht bestehender Verfahren wird auch auf Peters (1995)
verwiesen. Die in diesem Abschnitt diskutierte Fuzzy Quantification Theory I kann im
Vergleich zu den Verfahren der Fuzzy Regression jedoch nur in eingeschränktem Maß als
unscharf bezeichnet werden. Entsprechendes gilt für die drei in den folgenden Abschnitten
dargestellten Verfahren. Entsprechende Ausführungen hierzu erfolgen in Abschnitt 3.7.
 
 Ziel der Fuzzy Quantification Theory I, die von Watada/Tanaka auch als qualitative
Regressionsanalyse bezeichnet wird, ist das Berechnen einer funktionalen Beziehung
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zwischen exogenen, in unterschiedlichen Kategorien vorliegenden Variablen im Intervall [0,1]
und einer endogenen Variablen. Jedes Stichprobenelement ω besteht aus jeweils einer
Beobachtung der Ausprägungen der endogenen Variablen und der einzelnen Merkmale/Merk-
malsausprägungen(MA) A i , jeweils ergänzt um einen Grad der Zugehörigkeit zu einer
unscharfen Menge B, der im Intervall [0,1] liegt und hier als Gewichtungsfaktor der
Beobachtung aufgefaßt werden kann.
 
 Die für die Fuzzy Quantification Theory I relevanten Daten sind in folgender Tabelle
dargestellt:
 
 
 Nr.ω
 
 exogene Variable
 y
 Merkmal/MA A i ,
 endogene Variablen
 ( )A A Ai K1  
 
 Gewichtung
 B
 
1
2


ω
n
 
y
y
y
yn
1
2


ω
 
µ µ µ
µ µ µ
µ ω µ ω µ ω
µ µ µ
1
1
1
1
1 1 1
2 2 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
 
  
 
  
 
i K
i K
i K
i Kn n n
 
µ
µ
µ ω
µ
B
B
B
B n
( )
( )
( )
( )
1
2


 
 Tab. 3.3: Datenmatrix der Fuzzy Quantification Theory I
 
 Im Mittelpunkt steht die Bestimmung einer linearen Funktion folgender Form:
 
 y ai
i
K
i( ) ( )ω µ ω =  
=

1
.
 
 (3.20)
 Die Koeffizienten a i der multiplen Regressionsfunktion werden hierbei mit dem Ziel
ermittelt, die Datenstruktur möglichst gut zu reflektieren, d.h. die Summe der quadrierten Ab-
weichungen der Beobachtungen  möglichst gering zu halten.
 
 Um obige Funktion in Matrixform darzustellen, werden folgende Ausdrücke definiert:
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 y' = [yω]'  = [ ]y y yn1 2, ...., ,       ;      G = 
µ
µ
Β
Β
( )
...
...
( )
1 0
0 n












 
 (3.21)-
(3.22)
       sowie
 [ ]X =  iµ ω( )  =   
µ µ µ
µ ω µ ω µ ω
µ µ µ
1
1
1
1 1 1( ) ... ( ) ... ( )
... ... ...
( ) ... ( ) ... ( )
... ... ...
( ) ... ( ) ... ( )
i K
i K
i Kn n n
















 
 (3.23)
 und
 a' = [ ] [ ]ai ′' ,=  a  a ,  ...,  a1 2 K .
 
 (3.24)
 
 Die Varianz der Abweichungen kann wie folgt dargestellt werden:
 
 σ2 = − − 
1
N(B)
   )  (   )'( y Xa G y Xa .
 
 (3.25)
 Die Gewichte der einzelnen Kategorien, welche die Varianz der Abweichungen minimieren,
lassen sich sodann durch Differenzierung nach a ermitteln:
 
 
δσ
δ
2
a
X Gy X GXa' '= −  2  +  2  =  0
 
 (3.26)
 a (X GX) X Gy' 1 ' =  − .
 
 (3.27)
 Die Komponenten des Vektors a bilden die Lösung der Gleichung (3.20).
 
 Das unten diskutierte Beispiel demonstriert die Vorgehensweise der multiplen Regression
exemplarisch anhand eines Spezialfalles der einfachen Regression. Obige Methode und das
Modell der linearen Einfachregression müßten demnach zu identischen Ergebnissen führen.
Dies ist hier jedoch nicht der Fall.
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 Aus diesem Grund wird hier eine Modifikation der von Watada/Tanaka entwickelten FQT I
vorgeschlagen, welche es erlaubt, die von den Autoren angeführten Beispiele der linearen
Einfachregression als Ergebnis des Modells der multiplen Regression zu interpretieren. Obige
Regressionsfunktion wird um den Regressionskoeffizienten a 0 ergänzt. Er ergibt sich
 
 y ai
K
i( ) ( )ω µ ω =  
0 1=
 .
 
 (3.20)
 Die Beobachtungsmatrix X wird wie folgt ergänzt:
 
 [ ]X =  iµ ω( )  =   
1    
                  
       
                
       



µ µ µ
µ ω µ ω µ ω
µ µ µ
1
1
1
1 1 1
1
1
1
1
( ) ... ( ) ... ( )
... ...
( ) ... ( ) ... ( )
... ...
( ) ... ( ) ... ( )
i K
i K
i Kn n n














 (3.23)
 Der Vektor der Regressionskoeffizienten enthält somit K+1 Elemente:
 
                          a' = [ ] [ ]ai ' 0 1 2 K=  a ,a  a ,  ...,  a, .
 
 (3.24)
 
 
 
 
 3.3.2. Beispiel
 
 Hierzu wird folgende Tabelle betrachtet:
 Es werden 10 Geschäfte analysiert, die jeweils durch ihren Umsatz und durch das Maß an
Werbeeinsatz beschrieben sind. Allen Beobachtungen wird die Gewichtung ( )µ ωB =1
zugeordnet.
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  Y  X
 
 Beobachtung
 
 Umsatz
 hoher
 Werbeeinsatz
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
 500
 490
 400
 350
 300
 280
 270
 250
 230
 210
 1.0
 0.6
 0.4
 0.6
 1.0
 0.8
 0.4
 0.6
 1.0
 0.0
 
 Tab. 3.4: Beispieldaten zur Fuzzy Quantification Theory I
 
 Es soll nunmehr anhand dieser Daten überprüft werden, ob eine lineare Abhängigkeit
zwischen dem Umsatz eines Geschäftes und dem Grad, zu dem dieses Geschäft Werbemaß-
nahmen trifft, besteht. Bezüglich des obigen Zahlenbeispiels ergibt sich mit (3.21) folgendes
Ergebnis:
 
 y = +276 813. x .
 
 (3.28)
 Hierbei liegt X als 10x2-Matrix vor, die 10x10-Gewichtungsmatrix G enthält als Elemente
der Hauptdiagonalen die Gewichtungen ( )µ ωB =1. Der Koeffizient 81.3 läßt einen eher
geringen Zusammenhang von Y und X vermuten.
 Um weiterhin isoliert den Effekt der einzelnen Merkmale/MA, d.h. der exogenen Variablen
auf die endogene Variable zu ermitteln, wird von Watada/Tanaka ebenso der unscharfe
partielle Korrelationskoeffizient definiert. Terano et al. (1992) sowie Watada/Tanaka (1987)
geben hierzu detaillierte Ausführungen.
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 3.4. Fuzzy Quantification Theory II
 
 3.4.1. Problemstellung und Analyse
 
 Die Problemstellung der Fuzzy Quantification Theory II basiert auf der Methode der
Diskriminanzanalyse, deren grundlegende Konzepte insbesondere von Hartung und Elpelt
(1992), Jobson (1991) und J.F. Hair (1979) vorgestellt werden. Die Diskriminanzanalyse in
Verbindung mit dem Einsatz unscharfer Konzepte erörtern R. Duin und E. Backer (1988).
 
 Neben rein deskriptiven Aufgaben der Methode, die in der Bestimmung einer besten Separa-
tion der analysierten Gruppen besteht, kann die Diskriminanzanalyse auch zur Klassifikation
eingesetzt werden. Die folgenden Darstellungen beinhalten eine von Watada/Tanaka ent-
wickelte Vorgehensweise zur Ermittlung einer optimalen Separation mehrerer Gruppen an-
hand i K,  i = 1  unterschiedlicher Merkmale, welche an n Objekten beobachtet werden. Jedes
der n Objekte wird zunächst mit dem Zugehörigkeitsgrad zu einer durch eine unscharfe
Menge charakterisierte Gruppe Br  bewertet. Der Zugehörigkeitsgrad des Objektes ω zu der
unscharf charakterisierten Gruppe Br  wird mit ( )µ ωBr  bezeichnet. Ferner wird der Zugehörig-
keitsgrad des Objektes ω zu den K unscharfen Merkmalen A i Ki , = 1  mit ( )µ ωi  beschrie-
ben.
 
 Folgende Tabelle gibt eine Übersicht über die für die FQT II relevanten Daten:
 
 Nr.
 ω
 Grad der Zugehörigkeit zu
Gruppe r ; B BM1 
 Merkmale/MA
 A A Ai K1  
 
1
2


ω
n
 
µ µ
µ µ
µ ω µ ω
µ µ
B B
B B
B B
B B
M
M
M
M
n n
1
1
1
1
1 1
2 2
( ) ( )
( ) ( )
( ) ( )
( ) ( )


 

 

 
µ µ µ
µ µ µ
µ ω µ ω µ ω
µ µ µ
1
1
1
1
1 1 1
2 2 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
 
  
 
  
 
i K
i K
i K
i Kn n n
 
 Tab. 3.5: Datenmatrix der Fuzzy Quantification Theory II
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 In diesem Abschnitt wird die FQT II vor dem Hintergrund des in der Literatur diskutierten
Standardmodells dargestellt. Insgesamt läßt sich ein Drei-Stufen-Schema wie folgt formulie-
ren:
 
 (1) Formulierung der
Diskriminanzfunktion
 
 (2) Schätzung der
Diskriminanzfunktion
 
 (3) Klassifizierung
von neuen Elementen
 
 Tab. 3.6: Drei-Stufen-Schema der Diskriminanzanalyse
 
 
 Die Koeffizienten a i der Diskriminanzfunktion werden von Watada/Tanaka in ersten Schritt
so bestimmt, daß eine optimale Separation der n Objekte entsteht:
 
 y i( ) ( )ω µ ω =  ai
i=1
K
 .
 
 (3.29)
 Die Funktion kann als eine Zuordnung einer reellen Zahl y(w) zu jedem Objekt interpretiert
werden. Backhaus (1990) hingegen definiert die Diskriminanzfunktion als
 
 y i( ) ( )ω µ ω =  ai
i=0
K
 .
 
 (3.29')
 Wie schon bei der Fuzzy Quantifcation Theory I angemerkt, ist wie bei der multiplen
Regression die Berücksichtigung eines konstanten Gliedes auch bei der Diskriminanzanalyse
üblich.
 
 Zur Durchführung einer Schätzung der Diskriminanzfunktion, wird ein Diskriminanz-
kriterium definiert. Watada/Tanaka führen hierzu das "Fuzzy-Varianz-Verhältnis" ein.
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 Durch das Fuzzy-Varianz-Verhältnis η2
 
werde der Grad der Separation der Objekte wie folgt
definiert:
 η2  =  
B
T
 ,
 
 (3.30)
 wobei T und B gegeben sind als
 
 
T =    m)
B =    m)
=1
2
=1
n
2
( ( )
( ( ).
x x
m x
i
Kn
A
A
i
K
A
i
i i
ω
ω
ω
ω
ω
µ
µ
=
=


−
−
1
1
 
 (3.31)
 
 (3.32)
 
 Durch Maximierung von (3.25) werden sodann die Parameter der Diskriminanzfunktion
abgeleitet.
 
 In der Literatur existieren jedoch eine Reihe hiervon abweichender Darstellungen. So bilden
beispielsweise Manley (1994), Jobson (1991), Hair (1979) oder Backhaus (1990) das Varianz-
Verhältnis gemäß dem Fischerschen Diskriminanzkriterium als Quotient der Varianz
zwischen den Gruppen und der Varianz innerhalb der Gruppen:
 
 η2 '  =  
B
E
.
 
 (3.33)
 mit
         ( ) ( )E x m xAKn Ai i= −
==
 ω
ωω
ωµ
11
2
 
 (3.34)
 Es gilt dann: 
 T = B + E.           (3.35)
 
 T bezeichnet die Gesamtstreuung, welche sich aus der Streuung zwischen den Gruppen (B)
und der Streuung in den Gruppen (E) zusammensetzt. Alternativ kann T auch als die Summe
aus der erklärten Streuung (B) und der nicht erklärten Streuung (E) interpretiert werden.
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 Die von Watada/Tanaka speziell gewählte Definition des Varianzverhältnisses η2  wird nicht
begründet, so daß an dieser Stelle zunächst zwar der Ansatz der Fuzzy Quantification Theory
II formal auf der Basis des fuzzy-Varianz-Verhältnisses η2  =  
B
T
 präsentiert, für das Beispiel
am Ende dieses Abschnittes jedoch des Varianz-Verhältnisses η2 '  =  
B
E
 herangezogen wird.
 
 Die in der Diskriminanzanalyse gesuchte optimale Separation der Objekte läßt sich durch
Maximierung des Varianz-Verhältnisses erreichen. Die Maximierung führt hierbei zu einem
Eigenwertsystem, dessen Eigenvektoren die Koeffizienten der Diskriminanzfunktion bilden.
Nach Ermittlung der Eigenvektoren lassen sich die betrachteten Objekte und nicht analysierte
Objekte in Schritt 3 (vgl. Tab. 3.6) den r Gruppen zuteilen. Generell können zur Klassifizie-
rung neuer Objekte drei Konzepte unterschieden werden:
 Das Distanzkonzept sieht eine Klassifikation des Objektes in diejenige Gruppe vor, der es am
nächsten liegt. Hierzu werden der Mittelwert yBr  sowie der Mittelwert y  aller betrachteten
Gruppen ermittelt:
 
 Mittelwert yBr :    y N B
yB
r
B
n
r r
=






=

1
1( )
( ) ( ) ;ω µ ω
ω
    r = 1,...,M       und
 
 (3.36)
 Mittelwert y :       y y N BB r
r
M
r
=





=
 
1
N
( )
1
.
 
 (3.37)
 
 Ferner werden zur Klassifizierung Wahrscheinlichkeitskonzepte sowie die Fischersche
Klassifizierungsfunktion herangezogen. Zur detaillierten Beschreibung dieser beiden
Konzepte wird auf Backhaus (1990) verwiesen. Im folgenden wird das von Watada/Tanaka
beschriebene Verfahren zur Herleitung und Lösung des Eigenwertsystems dargestellt.
 
 Das in Schritt 2 zur Bestimmung der Diskriminanzfunktion zu betrachtende Eigenwertsystem
wird von Watada/Tanaka durch die Matrizen A,  A AG  und  mit µ ω µ µi i
r
i( ),   und  ermittelt.
Die Matrizen sind wie folgt definiert:
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A =
























µ µ µ
µ ω µ ω µ ω
µ µ µ
µ µ µ
µ µ µ
1
1
1
1
1
1 1 1
1 1 1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
  
 
  
 
 
  
 
i K
i K
i K
i K
i K
n n n
n n n
 (3.38)
 
AG =
























µ µ µ
µ µ µ
µ µ µ
µ µ µ
µ µ µ
1
1 1 1
1
1 1 1
1
1 1 1
1
2 2 2
1
 
  
 
  
 
 
  
 
i K
i K
i K
i K
M
i
M
K
M
                  
A =
























µ µ µ
µ µ µ
µ µ µ
µ µ µ
µ µ µ
1
1
1
1
1
 
  
 
  
 
 
  
 
i K
i K
i K
i K
i K
 (3.39)-
(3.40)
 Als Matrixelemente gehen die folgenden Werte ein:
 
 µ µ ω µ ω
ω
i
r
i B
n
r
=





=

1
N(B
  i = 1,..., K
r )
( ) ( ) ;
1
, r = 1,..., M. und
 
 (3.41)
 µ µi i
r
r
r
M
N
B=





=

1
1
 N  ;  i = 1,...,K( ) .
 
 (3.42)
 Ferner ist die Matrix G der Zugehörigkeitsgrade der Stichprobenelemente ω zu der Gruppe Br
zu berücksichtigen:
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 G =


















µ
µ
µ
µ
B
B
B
BM
n
n
1
1
2
1
0
1
0
( )
( )
( )
( )


 (3.43)
 
 Unter Einbezug dieser Matrizen lassen sich die Varianz T sowie die Varianz zwischen den
einzelnen Objekten, B formulieren:
 
 
T
B
= − −
= − −
a (A A) G(A A)a
a (A A) G(A A)a
' '
'
G
'
G
 
 (3.44)
 (3.45)
 Werden diese beiden Größen in das Varianzverhältnis substituiert und partiell nach dem
Vektor a differenziert, so ergeben sich:
 
 ( ){ } ( ){ } ( ){ } ( ){ }G A A G A A a G A A G A A a1/2 G 1/2 G 1/2 1/2− − = − −' '  η2 .
 
 (3.46)
 
 Die Matrizen S SG und  werden wie folgt definiert.
 
 
{ } ( ){ }
{ } ( ){ }
S G (A A) G A A
S G (A A) G A A
G
1/2
G
' 1/2
G
1/2 ' 1/2
= − −
= − −
 
 (3.47)
 (3.48)
 Nach Dekomposition der Matrix S nach
 
 S= ∆∆'
 
 (3.49)
 
 ergibt sich folgendes System:
 
 ( )[ ]∆ ∆ ∆ ∆' 1 G ' 2S  a a− = η .
 
 (3.50)
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 Aus diesem System kann der optimale Vektor a der Gewichte der einzelnen Kategorien a i
sowie der Eigenwert η2 zum Eigenvektor a ermittelt werden. Der maximale Eigenwert η2
entspricht dem maximalen fuzzy-Varianz-Verhältnis.
 
 Entsprechend der Anzahl der berechneten Eigenwerte und Eigenvektoren ergibt sich die
Anzahl der kanonischen Diskriminanzfunktionen. Der dem größten Eigenwert zugehörige
Eigenvektor führt zu folgender Diskriminanzfunktion:
 
 ( ) ( )y i1 ω µ ω =  a1i
i=1
K
 .
 
 (3.51)
 
 Die Koeffizienten a1i  entsprechen den Komponenten des K-dimensionalen Eigenvektors a.
Der dem zweitgrößten Eigenwert zugehörige Eigenvektor führt zu folgender zweiten Diskri-
minanzfunktion:
 
 ( ) ( )y i2 ω µ ω =  a2i
i=1
K
 .
 
 (3.52)
 
 Der zweitgrößte Eigenwert gibt das größte Varianzverhältnis an unter der Bedingung, daß
keine Korrelation innerhalb der Gruppen zwischen ( ) ( )y1 ω ω und y2  besteht. ( )y1 ω  reflektiert
die Unterschiede zwischen den Gruppen am stärksten, gefolgt von ( )y2 ω , welches den
größtmöglichen Anteil der Unterschiede zwischen den Gruppen widerspiegelt, der nicht schon
durch ( )y1 ω  reflektiert worden ist.
 
 
 3.4.2. Beispiel
 
 Die Methode wird anhand der Maximierung des Fischerschen Diskriminanzkriteriums
demonstriert. B und E sind analog zu obigem Modell definiert. Für B gilt:
 
 B = a Ga' ,
 
 (3.53)
 für E gilt:
 E = a Wa' .  (3.54)
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 Der Vektor a, welcher das Diskriminanzkriterium maximiert, kann durch folgendes Eigen-
wertproblem ermittelt werden:
 
 ( )G W a o− =λ
 
 (3.55)
 
 
 Mit W und G (vgl. Anhang A) ergeben sich aus W G1−  die folgenden Eigenwerte:
 
 (3.56)-(3.57)
 
 W =












306167 533 1147 29130
5 33 3405 27 754 00 412 53
1147 754 00 350597 164 33
29130 412 53 164 33 147213
. . . .
. . . .
. . . .
. . . .
   G =
− −
− −
− −
− −












502 83 22815 626 63 135 43
22815 229 91 292 28 66 07
626 63 292 28 80330 180 73
135 43 66 07 180 73 6120
. . . .
. . . .
. . . .
. . . .
 
 
 
λ λ
λ λ
1 3
2 4
0 437 0 015
0 035 0 002
= =
= =
. , . ,
. , . .
  
  
 
 (3.58)-
(3.61)
 
 
 Die entsprechenden Diskriminanzfunktionen lassen sich ermitteln als:
 
 
Z
Z
Z
1
3
4
= − + + −
+ − −
= − + + −
= − + +
0.0107 X  0.0040 X  0.0119 X  0.0068 X
Z =   0.0031 X  0.0168 X  0.0046 X  0.0022 X
0.0068 X  0.0010 X  0.0000 X  0.0247 X
  0.0126 X  0.0001 X  0.0112 X  0.0054 X
1 2 3 4
2 1 2 3 4
1 2 3 4
1 2 3 4
 
 
 (3.62)-
(3.65)
 
 
 Da der größte Eigenwert sich betragsmäßig von den anderen stark unterscheidet, diskriminiert
er am besten die Objekte. Jedes Objekt läßt sich mit dem Wert Z1 der Diskriminanzfunktion
charakterisieren. Pro betrachteter Gruppe kann sodann gemäß der obigen Analyse ein
Mittelwert bestimmt werden, der die Gruppen beschreibt und in welche neue Objekte mit
einer jeweils geringsten Distanz zugeordnet werden können. Als Maß kann die Mahalanobis-
Distanz herangezogen werden.
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 3.5. Fuzzy Quantification Theory III
 
 In Kapitel 2 wurden bereits einige grundlegende Strukturen des Verfahrens der kanonischen
Korrelationsanalyse aufgezeigt. Im Vergleich zu den übrigen Methoden der multivariaten
Analyse wird das Standardmodell der kanonischen Korrelationsanalyse in erster Linie in der
weiterführenden Literatur detailliert behandelt. Ausführungen zum theoretischen Konzept der
Methode können Jobson (1991), Röhr (1987), Hartung (1992), Manly (1994), Marinell (1995)
entnommen werden. Im folgenden Abschnitt erfolgt die Präsentation der FQT III, welche in
ihrer Zielsetzung mit der kanonischen Korrelationsanalyse korrespondiert.
 
 
 3.5.1. Problemstellung und Analyse
 
 Gegenstand der Fuzzy Quantification Theory III ist die Maximierung eines kanonischen
Korrelationskoeffizienten.
 
 Folgende Tabelle zeigt einen Überblick über die zu analysierenden Daten:
 
    u u ui k1    
  Nr.
 ω
 Gewicht
 B
 Kategorie
 1  i K
 Gesamtreaktion
 v1
 v2
 ..
 vω
 ..
 vn
 1
 2
 ..
 ω
 ..
 n
 µB(1)
 µB(2)
 ...
 µB(ω)
 ...
 µB(n)
 
µ µ µ
µ µ µ
µ ω µ ω µ ω
µ µ µ
1
1
1
1
1 1 1
2 2 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
 
  
 
  
 
i K
i K
i K
i Kn n n
 
m
m
m
mn
1
2


ω
 
 Tab. 3.7: Datenmatrix der Fuzzy Quantification Theory III
 
 Das Ziel der Fuzzy Quantification Theory III besteht in der Berechnung der beiden Vektoren v
und u derart, daß Beobachtungen ω mit ähnlicher Struktur sowie Kategorien mit ähnlicher
Struktur zahlenmäßig nahe beieinander liegende Werte, d.h. Vektorkomponenten erhalten
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(Watada /Tanaka, 1987). Als Maß für die Ähnlichkeit der Struktur dient der Korrelations-
koeffizient ρ.
 
 Die Gesamtreaktion aller Kategorien einer Stichprobe ω sei mit mω  bezeichnet:
 
 m
i
K
ω µ ω ω =     =  1,..., ni
=

1
( ), .
 
 (3.66)
 
 
 Stichproben mit einem hohen Zugehörigkeitswert zur unscharfen Menge B werden in
höherem Maß berücksichtigt als Stichproben mit einem niedrigeren Wert. Die Reaktion aller
Daten wird mit T bezeichnet und ist wie folgt definiert:
 
 T B=  m
=1
n
ω
ω
µ ω ( ).
 
 (3.67)
 
 Mittelwerte, Varianzen und die Kovarianz für die numerischen Werte u und vi ω  lassen sich
darstellen als:
 Mittelwerte:
 
u u
v m v
i B
i
K
i
n
B
n
=






=






==
=


 
1
T
 
1
T
µ ω µ ω
µ ω
ω
ω ω
ω
( ) ( ) ,
( ) .
11
1
 
 (3.68)
 
 
 (3.69)
 
 Varianzen:
 
σ µ ω µ ω
σ µ ω
ω
ω
ω
ω
u i B
i
K
i
n
v
n
B
u
m v
2
1
2
2
1
2
 =  1
T
  u
 =  1
T
  v
=1
2
2
( ) ( )
( )
=
=








−






−
 
 (3.70)
 
 
 (3.71)
 
 Kovarianz:
 σ µ ω µ ω ω
ω
uv i B i
i
Kn
u v uv =  
1
T
  ( ) ( )
==







−
11
.  (3.72)
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 Unter den Nebenbedingungen u = 0 und v = 0 werden die ui  und vω  so bestimmt, daß der
folgende Korrelationskoeffizient maximiert wird:
 
 ρ σ
σ σ
 =  uv
u
2
v
2
.
 
 (3.73)
 
 Die partiellen Ableitungen des Korrelationskoeffizienten nach uk und vτ führen zu:
 
 
∂ρ
∂
∂ρ
∂
τ
τ
uk
=  0;   k = 1,..., K
v
 0;    = 1,..., n=
 
 (3.74)
 
 
 (3.75)
 
 Nach einigen Umformungen gelangt man zu folgenden Ausdrücken:
 
 
µ ω µ ω ρσ
σ
µ ω µ ω
µ τ µ τ ρ σ
σ
µ τ
ω
ω
ω
ω τ
k B
n
k
n
B k
i
i
K
B i
u
v
B
v u
u m v
( ) ( ) ( ) ( )
( ) ( ) ( )
= =
=
 

=
=
1 1
1
 
 
v
u
 
 (3.76)
 
 
 (3.77)
 
 Nach Eliminierung von vτ ergibt sich:
 
 
µ ω µ ω µ ω ρ µ τ µ τ
ωω τ
B
i
Kn
k i i k
n
B km
u u( ) ( ) ( ) ( ) ( ) ;
== =
 
11 1
 =     k = 1,..., K2 .
 
 (3.78)
 Eine Substitution der folgenden Beziehungen ergibt für obigen Ausdruck:
 
 
b
u
k B
k
 =    k = 1,...,K
z  b   k =  1,...,K
k
=1
n
k k
µ ω µ ω
ω

=
( ) ( );
;
 (3.79)
 
 (3.80)
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 c  1
b
  k,i = 1,...,Kki
k
=
=
b mi
B
n
k i
µ ω µ ω µ ω
ωω
( ) ( ) ( );
1
 
 
 (3.81)
 [ ] [ ]c z'=  c ,   =  z  zki 1 k,...,
 
 cz z=  2ρ .
 
 (3.82)
 
 (3.83)
 Aus dem größten Eigenvektor z läßt sich der größte Eigenvektor u bestimmen. Für die
Ermittlung des Korrelationsvektors v formulieren die Autoren noch die zusätzliche Nebenbe-
dingung (3.65), durch welche Ausdruck (3.58) modifiziert wird zu Ausdruck (3.66):
 
 
1
1ρ
σ
σ
v
u
= ,
 
 ( )υ µ ττ
τ
=






=

1
1m
ui i
k
K
.
 
 (3.84)
 
 
 (3.85)
 Diese Nebenbedingung wird inhaltlich nicht begründet, offensichtlich erfolgt sie jedoch zu
dem Zweck, Ausdruck (3.85) nicht abhängig von den endogenen Komponenten, d.h. dem
Korrelationskoeffizient und den beiden Standardabweichungen, vorliegen zu haben und somit
die Komponenten des Vektors v durch die durch das einfache Eigenwertsystem berechneten
Komponenten von u bestimmen zu können. Die Komponenten von u sind mit den restlichen
Größen in Ausdruck (3.85) exogen und determinieren dann die Komponenten des Vektors v.
Auf diese Weise wird die Formulierung eines verallgemeinerten Eigenwertproblems
umgangen
 Die obige zusätzliche Nebenbedingung kann im Rahmen der kanonischen Korrelations-
analyse (vgl. Abschnitt 2.4) als eher unüblich bezeichnet werden.
 Den beiden Vektoren u und v wird sodann ein entsprechender Eigenwert ρ2  zugeordnet, des-
sen Quadratwurzel ρ dem maximalen Korrelationskoeffizienten entspricht.
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 3.5.2. Beispiel
 
 Das folgende Zahlenbeispiel zeigt die Funktionsweise des Modells auf.
 
    u u u1 2 3  
  Nr.
 ω
 Zugehörigkeitsgrad
zu B (Gewichtung)
 Kategorie
 1 2 3
 Gesamtreaktion
 
v
v
v
1
2
3
 1
 2
 3
 0.5
 0.7
 0.5
 
05 03 07
1 1 02
05 03 07
. . .
.
. . .
 1.5
 2.2
 1.5
 
 Tab. 3.8: Beispiel der Fuzzy Quantification Theory III
 
 Als maximale Eigenwerte und Eigenvektoren ergeben sich:
 
  u  v
 ρ12 = 1  ( 1/3, 0.32, 0.3214 )  ( 0.32, 0.326, 0.32 )
 ρ22  = 0.187  ( 0.47, 0.39, 0.054 )  ( 0.26, 0.4, 0.26 )
 ρ32  = 0.0011  ( 0.035, 0.28, 0.804 )  ( 0.44, 0.22, 0.44 )
 
 Tab. 3.7: Ergebnisse des Beispiels
 
 Es wird ersichtlich, daß den identischen Beobachtungen 1 und 3 mit der Gewichtung 0.5
identische Vektorkomponenten v1 3 und v  zugeordnet werden.
 
 
 
 3.6. Fuzzy Quantification Theory IV
 
 3.6.1. Problemstellung und Analyse
 
 Die multidimensionale Skalierung besteht aus einer Vielzahl von Methoden, die
Ähnlichkeiten zwischen Objekten in eine räumliche Darstellung dieser Ähnlichkeiten
transformieren. Insgesamt lassen sich zwei Klassen innerhalb der Methoden der multidimen-
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sionalen Skalierung unterscheiden: Die Verfahren der metrischen multidimensionalen Skalie-
rung basieren auf konkreten Werten für die Ähnlichkeiten der betrachteten Objekte. Im
Gegensatz hierzu benötigen die Methoden der nicht-metrischen multidimensionalen Skalie-
rung nur Informationen über den Grad der Ähnlichkeit von Objekten, d.h. welches Objektpaar
ist sich am ähnlichsten, welches am zweitähnlichsten etc. Einen Gesamtüberblick über die
Verfahren der multidimensionalen Skalierung geben Hartung,  Elpelt (1992), Jobson (1991),
Davidson (1983) und Young (1987).
 
 Im folgenden wird die metrische multidimensionale Skalierung eingehender betrachtet, deren
Ausgangspunkt eine Ähnlichkeitsmatrix bzw. Distanzmatrix darstellt, welche aus Bewer-
tungen von Unterschieden zwischen den betrachteten Objekten besteht. Die aus dieser Matrix
abgeleitete räumliche Darstellung kann hierbei als eine Anordnung einzelner Punkte in einem
Koordinatensystem interpretiert werden, wobei jeder Punkt des Koordinatensystems einem
Objekt entspricht. Je größer die Ähnlichkeit zwischen den Objekten, desto näher liegen die
entsprechenden Punkte in der räumlichen Darstellung zusammen. Hierbei können zum einen
die räumlichen Abstände auf real gemessen Abständen beruhen, wie z.B. die auf einer
Landkarte eingezeichneten Städte, zum anderen kann die Ähnlichkeit zweier Objekte auf von
Menschen festgelegten Bewertungen basieren. In diesem Fall entspricht die räumliche Dar-
stellung nicht gemessenen Ähnlichkeiten, sondern subjektiven Wahrnehmungen der
Ähnlichkeit zweier Objekte. Ein Beispiel hierfür stellt eine räumliche Anordnung
unterschiedlicher Automarken im zweidimensionalen Raum, bewertet nach ihrer Größe und
der Qualität der Ausstattung. Im letzteren Fall wird bei der Transformation der subjektiven
Bewertungen in eine räumliche Darstellung lediglich die Rangordnung der Objekte
aufrechterhalten. Die Abstände der einzelnen Punkte sind nicht interpretierbar.
 
 Für die Erfassung der Ähnlichkeiten bzw. der Unähnlichkeiten können unterschiedliche
Vorgehensweisen gewählt werden (Jobson, 1991):
 
 1. Paarweise Vergleiche
 Es werden alle Paarkombinationen von Objekten einer Gruppe von n Objekten auf ihren Grad
der Ähnlichkeit hin bewertet.
 
 
 2. Partitionen
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 Die Menge der Objekte wird in eine kleine Zahl von disjunkten Teilmengen unterteilt.
 
 3. Bilden einer Rangordnung
 Die Objekte werden anhand eines definierten Kriteriums in eine Rangordnung gebracht.
 
 4. Triadrische Vergleiche
 Es wird die Ähnlichkeit zwischen drei unterschiedlichen Paaren bewertet, jeweils bestehend
aus drei Objekten.
 
 Für eine detaillierte Ausführungen zu Verfahren der Bewertung von Objekten wird auf Coxon
(1982) und Green et al. (1989) verwiesen.
 
 Die Bewertung der Objekte kann anhand von Abständen zwischen den Objekten, d.h.
Ähnlichkeiten oder Unähnlichkeiten zwischen ihnen, erfolgen. Für zwei Objekte i und j ist das
Abstandsmaß gij  ein Ähnlichkeitsmaß, wenn die entsprechende n x n- Matrix die folgenden
Bedingungen erfüllt:
 
 Ähnlichkeiten
 
a g
g
ij
ji
.
,
 für alle i, j
b.  g  i und j identisch
c.  g
ij
ij
0 1
1
≤ ≤
=
=
 
 (3.86)
 (3.87)
 (3.88)
 Im Gegensatz hierzu kann das Abstandsmaß pij als Unähnlichkeitsmaß bezeichnet werden,
wenn für zwei Objekte i und j gilt:
 
 Unähnlichkeiten
 
a
p ji
.
,
 p 0, für alle i, j
b.  p  i und j identisch
c.  p
ij
ij
ij
≥
=
=
0
 (3.89)
 (3.90)
 (3.91)
 
 Werden die numerischen Werte e j nij; , i = 1  für das Maß der Ähnlichkeit zwischen den n
betrachteten Objekten herangezogen, so bildet folgende Matrix den Ausgangspunkt der Fuzzy
Quantification Theory IV:
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 Individuum   1  i n
  B  µB(1) ..  µB(i) ..  µB(n)
 1
 ...
 i
 ...
 n
 µB(1)
 ...
 µB(i)
 ...
 µB(n)
 
e e e
e e e
e e e
i n
i ii in
n ni nn
11 1 1
1
1
... ...
... ... ...
... ...
... ... ...
... ...
 
 Tab. 3.10: Datenmatrix der Fuzzy Quantification Theory IV
 
 Als Ergebnis der multidimensionalen Skalierung wird jedem Objekt ein Wert xi  zugeordnet,
der für die räumliche Darstellung des Objektes i steht. Ziel hierbei ist, die Werte xi  so zu
bestimmen, daß die Werte eij bestmöglich auf einer eindimensionalen Skala repräsentiert
werden.
 
 Im Rahmen der Fuzzy Quantification Theory werden die einzelnen Objekte zusätzlich mit
dem Zugehörigkeitsgrad einer unscharfen Menge B bewertet, so daß Objekte mit einem hohen
Zugehörigkeitswert zu dieser unscharfen Menge stärker gewichtet werden als Objekte mit
einem niedrigeren Zugehörigkeitswert. Die Gestalt von B wird hierbei von den Autoren weder
formal beschrieben noch anhand eines Beispiels demonstriert. Es ist anzunehmen, daß ein
zusätzliches Kriterium über die Bewertung der Objekte entscheidet, z.B. zu welchem Grad
kann ein Objekt n, z.B. eine Stadt, als "schön" bezeichnet werden. Formal wird die Funktion
Q mit den zu bestimmenden Werten xi  (i=1...n) betrachtet:
 
 Q i j e xB B ij
j
n
i
n
i=    x j− −
==
 µ µ( ) ( ) ( )
11
2
 
 (3.92)
 Q wird unter Berücksichtigung der beiden folgenden Nebenbedingungen maximiert:
 
 
x i x
x
B
i
n
i 
i
i
n
 =   
c
µ
=
=


=
=
1
2
1
0( )
 
 (3.93)
 
 (3.94)
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 Zu weiteren formalen Ausführungen dieses Ansatzes wird auf Terano et al. (1992) verwiesen.
 Im folgenden wird der in der Literatur am häufigsten diskutierte Ansatz der metrischen
multidimensionalen Skalierung dargestellt. Entsprechende Ausführungen finden sich auch in
den am Anfang dieses Kapitels angegebenen Literaturquellen.
 
 Ausgangspunkt stellt eine n n× −Matrix D dar, deren Elemente die obigen Unähnlichkeiten
d rs ;  r,s = 1, n  repräsentieren. D ist symmetrisch mit Diagonalelementen von Null. Das Ziel
der Analyse besteht in der Ermittlung von p Dimensionen, welche durch X X Xp1 2, , ,
charakterisiert werden und so zu ermitteln sind, daß zum einen die Koordinaten der n Objekte
mit den p abgeleiteten Dimensionen eine euklidsche Distanzmatrix ergeben, und zum anderen
die Elemente der euklidschen Distanzmatrix mit den Elementen von D identisch sind oder
diese approximieren. Zur Ableitung der p Dimensionen wird eine positiv, semidefinite Matrix
A benötigt, welche ausgehend von der gegebenen Matrix D zu ermitteln ist.
 
 Die Elemente von A leiten sich aus den Elementen von D wie folgt ab:
 
 [ ]a d d d drs rs r= − − − +12 2 2 2 2. .s .. ,   r, s:  1 n ,
 
 (3.95)
 
 wobei für die Elemente der Distanzmatrix D gilt:
 
 
d
n
d
d
n
d
d
n
d
r rs
s
n
rs
r
n
rs
s
n
r
n
.
.s
.. .
2 2
1
2 2
1
2
2
2
11
1
1
1
=
=
=
=
=
==



 ;
 ;
 
 (3.96)
 
 (3.97)
 
 (3.98)
 
 Eine hierzu äquivalente Darstellung in Matrixform führt zu folgender Gleichung:
 
 A I i i D I i in n n
' 2
n n n
'
= − −




−




1
2
1 1
n n
.
 
 (3.99)
 
 Die Ausdrücke in den Klammern geben eine doppelte Zentrierung der Matrix D 2 an. Das
"fundamental theorem of MDS" besagt, daß die gegebene Unähnlichkeitsmatrix D genau
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dann euklidsche Form hat, wenn die oben definierte Matrix A positiv semidefinit ist. Für die
Ableitung der Koordinaten der n Objekte ist das Eigensystem der Matrix A zu bilden. Ist A
positiv-semidefinit vom Rang p, dann sind p Eigenwerte positiv, die restlichen (n-p)
Eigenwerte haben den Wert Null. Die p positiven Eigenwerte λ j j p; = 1  mit den
dazugehörigen Eigenvektoren v j , j p= 1  führen dann mit
 
 x vj j= λ j      ; j =1...p
 
 (3.100)
 
 zu den Koordinaten der Objekte und lassen sich in einer n x p-Matrix X präsentieren.
 
 
 3.6.2. Beispiel
 
 Anhand der folgenden Unähnlichkeitsmatrix D, deren Elemente sich als Distanzen zweier
Städte interpretieren lassen, wird die Funktionsweise aufgezeigt:
 
  Stadt A  Stadt B  Stadt C  Stadt D
 Stadt A  0  5  7  5
 Stadt B  5  0  7  5
 Stadt C  7  7  0  8
 Stadt D  5  5  8  0
 
 Tab. 3.11: Beispieldaten zur Fuzzy Quantification Theory IV
 
 Für A ergibt sich:
 
A
9 94 2 56 6 68 0 68
2 56 9 94 6 68 0 68
6 68 6 68 25 7 12 31
0 68 0 68 12 31 13 7
. . . .
. . . .
. . . .
. . . .
− − −
− − −
− − −
− − −












 (3.101)
 
 X ergibt sich gemäß obiger Ausdrücke zu:
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X
− − −
− − −
−












112 2 5 154
112 2 5 156
5 0 0 65
2 74 0 2 45
. . .
. . .
.
. .
 
 (3.102)
 Anhand des hier speziell gewählten Zahlenbeispiels wird deutlich, daß Stadt A und Stadt B
identisch sind. Die ersten beiden Komponenten der Eigenvektoren der Matrix A, welche die
Spalten von X ergeben, sind aus diesem Grund identisch. Dies gilt für alle p Dimensionen.
Alternativ läßt sich das Ergebnis der Analyse auch graphisch präsentieren, wobei hier eine
Einschränkung auf die ersten beiden Dimensionen p = 1 und p = 2 erfolgt:
 
 
Stadt A
Stadt B
Stadt C
Stadt D
Dimension 1
Dimension 2
 
 Abb. 3.1: Graphische Präsentation der Ergebnisse
 
 Die Städte lassen sich in dieser Graphik gemäß einer Landkarte interpretieren. Stadt A und
Stadt B haben eine identische Lage, Stadt C hat die weiteste Entfernung zu allen anderen
Städten.
 
 3.7. Kritische Anmerkungen zur Fuzzy Quantification Theory
 
 Die oben beschriebenen vier Methoden der Fuzzy-Quantification Theory sind, wie bereits in
der Bezeichnung der Methoden zum Ausdruck kommt, mit dem Ziel entwickelt worden, eine
Zuordnung von scharfen Werten zu unscharfen Mengen zu treffen. Die Betrachtung reeller
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Werte anstelle von unscharfen Mengen soll zu einer besseren Vergleichbarkeit und
Interpretierbarkeit der Daten führen. Die Darstellungen der obigen Abschnitte haben jedoch
gezeigt, daß reelle Matrizen als Dateninput der Verfahren dienen und somit die in den
unscharfen Mengen enthaltenen Informationen bereits im ersten Schritt der Analyse der
obigen vier Verfahren eliminiert werden.
 
 Speziell das Verfahren der Fuzzy Quantification Theory III läßt sich in diesem Zusammen-
hang wie folgt charakterisieren: Die Größen B Ar i, , ,r und i= =1 1 M K werden im Sinn
unscharfer Mengen interpretiert, sind jedoch nicht durch Zugehörigkeitsfunktionen definiert.
Die Realisierungen der beobachteten Merkmale fließen nicht direkt als unscharfe Terme in die
Datenmatrix ein, sondern als Zugehörigkeitsgrade eines unscharfen Terms. Die in den Daten
vorhandene Unschärfe wird somit nicht in das Modell der kanonischen Korrelationsanalyse
transferiert. Formal ließe sich die Transformation der Daten von der zweielementigen Menge
{0,1} in das Intervall [0,1] auch durch Normierung der Daten des Standardmodells und einige
Modifikationen wie zum Beispiel der Berücksichtigung eines Gewichtungsfaktors der
einzelnen Beobachtungen, ableiten.
 
 Für eine Analyse, welche dem oben beschriebenen Anspruch der Fuzzy Quantification Theory
gerecht wird, ist speziell für den Fall der FQT III folgendes Ausgangstableau zu fordern:
 
 
  reellwertige
 Vektoren a und b
  a a ag G1  
    X X Xg G1  
 
 
b
b
b N
1


ω
 
 
1


ω
N
    
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
X X X
X X X
X X X
1 g G
1 g G
1 g G
i i i
i i i
i i i
 
  
 
  
 
 
 Tab. 3.12: Modifizierte Datenkonstellation der Fuzzy Quantifizierungsmethoden
 
 Den durch Zugehörigkeitsfunktionen definierten unscharfen Mengen
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 ( )Xg i G i I, , g = =1 1  ,
 
 (3.103)
 
 welche die i unterschiedlichen Terme g linguistischer Variablen X g Gg ; = 1  darstellen, mit
N Beobachtungen vorliegen und mit dem Term i als Beobachtung ω in die Datenmatrix
eingehen, sind Vektoren a und b zuzuordnen, deren Komponenten den Beobachtungen ω und
den g Merkmalen/Variablen als reelle Zahlen zugeteilt werden (vgl. Tab. 3.12).
 
 Das Konzept der linguistischen Variable verdeutlicht diesen Zusammenhang noch einmal:
 
 
 Abb. 3.2: Linguistische Variable (Zimmermann, 1991, S. 133)
 
 Die linguistische Variable "Alter" liegt mit den i = 4 Termen "sehr jung", "jung", "alt" und
"sehr alt" vor. Im Rahmen der FQT III kann die Variable in N Beobachtungen in der
Datenmatrix mit den unscharfen Termen erfaßt werden.
 
 
 
 
Sehr jung           jung alt sehr alt
SJ               J A     SA
Alter
        20 25 30 35 40 45 50 55 60 65 70 75
Bsp.: µSJ(25) = 0.7
µ SJ(25)
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 Beispiel:
 ω  ( )Xg i i I , = 1
 1  "alt"
 2  "jung"
 3  "sehr jung"
 4  "sehr alt"
 
 Tab. 3.13: Linguistische Variable
 
 Die i Terme werden auf einem Niveau α in Triplets dargestellt. Hieraus kann beispielsweise
folgender unscharfer Beobachtungsvektor abgeleitet werden:
 
 
 
 ω  ( )Xg i i I , = 1
 1  (60,65,70)
 2  (20,25,30)
 3  (20,20,25)
 4  (75,80,80)
 
 Tab. 3.14: Beobachtungsvektor
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 4. Darstellung eines Modells der kanonischen Korrelationsanalyse mit
unscharfen Daten
 
 
 Der folgende Abschnitt enthält die Darstellung eines Modells der kanonischen Korrelations-
analyse, welches Strukturen von in unscharfer Form vorliegendem Datenmaterial erkennt und
die in Abschnitt 3.7. dargelegte Kritik überwindet.
 
 Zunächst wird in Abschnitt 4.1.1. die Ausgangssituation der auf Stichprobendaten basierenden
Analyse beschrieben. Darauf folgt in Abschnitt 4.1.2. ein Überblick über die im Modell
verwendeten Operationen der Fuzzy Arithmetik zur Verknüpfung unscharfer Mengen auf α-
Niveaubasis. Abschnitt 4.2. enthält die Präsentation eines Modells der kanonischen
Korrelationsanalyse zur Ermittlung maximaler Korrelationskoeffizienten und entsprechender
Korrelationsvektoren. Nach einer Beschreibung der Problemstellung in Abschnitt 4.2.1.
erfolgt in Abschnitt 4.2.2 eine Analyse der beiden im Modell betrachteten Ausgangsdaten-
matrizen. Die Datenmatrizen sind mit dem Ziel der Ermittlung maximaler Korrelations-
vektoren zu zentrieren und zu verknüpfen. Der Vorgang dieser Verknüpfung zentrierter
Matrizen sowie die Transformation der durch die Verknüpfungen entstandenen Matrixpro-
dukte bilden Bestandteil der Abschnitte 4.2.2.1. bis 4.2.2.3. Sodann folgt die Abschätzung der
maximalen Korrelationskoeffizienten und der zugehörigen Korrelationsvektoren mittels der
Cauchy-Schwartzschen Ungleichung im Abschnitt 4.2.3.
 Kapitel 4 endet mit einer Diskussion der Ergebnisse des Modells der generalisierten kanoni-
schen Korrelationsanalyse in Abschnitt 4.2.4.
 
 4.1. Problemstellung
 
 4.1.1. Einzelne Gesichtspunkte der Erweiterung
 
 Ausgangspunkt bilden zwei multivariate, reelle Zufallsvektoren
 
 ( )X X X X1 i p= , , , ,   (4.1)
 und  
 ( )Y Y Y Y1 j q= , , , ,  ,  (4.2)
 welche aus einzelnen, in mehreren Beobachtungen vorliegenden Zufallsvariablen der Form
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 Xi ,  i 1,..., J1=  (4.3)
 bzw.  
 Yj ,  j 1,...,J 2=  (4.4)
 bestehen.
 
 Mit den Bezeichnungen des Abschnittes 2.4 gilt hierbei:
 
 
J p
J q
1
2
=
=
,
.
 
 (4.5)
 (4.6)
 In Anlehnung an Hartung (1992, S. 172) werden die einzelnen Zufallsvariablen der beiden be-
trachteten Zufallsvektoren als in der Grundgesamtheit normalverteilt vorausgesetzt.
 
 Die Grundgesamtheit ist durch die Varianz-Kovarianz-Matrix
 
 Σ
Σ Σ
Σ Σ=






XX XY
YX YY
 
 (4.7)
 
 und durch die Korrelationsmatrix
 
 P
P P
P P
XX XY
YX YY
=






 
 (4.8)
 
 gekennzeichnet.
 
 Zwischen den Matrizen Σ und P bestehen folgende Beziehungen (Röhr, 1987):
 
 
   YYYXXX
1/2
YXY
1/2
XXY
1/2
YYY
1/2
YYY
1/2
XXX
1/2
XXX



DgDg
PP
P
  und  ist  Dabei
   und  
bzw. 
 
 (4.9)
 
 (4.10)
 
 (4.11)
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 Dem verallgemeinerten Modell der kanonischen Korrelationsanalyse zur Identifizierung von
Korrelationen innerhalb des unscharfen Datenmaterials liegt die in Abbildung 4.1 dargestellte
Transformation zugrunde. Die Stichprobe bildet die Basis zur Modellierung der in der Grund-
gesamtheit existierenden Unsicherheit bzw. Unschärfe.
 
 
multivariate, reelle Stichprobe
Fuzzifizierung der
Stichprobenmatrizen
multivariate, unscharfe Stichprobe
Korrelationsanalyse mit unscharfen Zahlen
 
 Abb. 4.1: Stichprobenmodifikation
 
 Die anhand der Korrelationsanalyse zu ermittelnde Varianz-Kovarianz-Matrix S sowie die
Korrelationsmatrix R basieren hierbei auf der fuzzifizierten Stichprobe, welche aus der reellen
Stichprobe durch Fuzzifizierung der J 1 2bzw J.  Ausprägungen der N Beobachtungen hervor-
gehen.
 
 Die zu den beiden Zufallsvektoren gehörenden fuzzifizierten Matrizen werden mit dem Ziel
der Ermittlung der maximalen Korrelationskoeffizienten nach den Regeln der Fuzzy Arith-
metik verknüpft. Auf diese Weise ergeben sich vier Matrixprodukte   Z Z Z Z Z Z1
'
1 1
'
2 2
'
1, ,   und 
 Z Z2
'
2 , welche für die Ermittlung der Korrelationsvektoren elementeweise defuzzifiziert wer-
den (vgl. Abschnitt 4.2.3).
 
 Die defuzzifizierten Matrizen führen zu einer scharfen Varianz-Kovarianz-Matrix der folgen-
den Form:
 
 S
S S
S S
XX XY
YX YY
=






 (4.12)
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 Die Matrizen S S S SXX XY YX YY, ,   und  werden wie folgt berechnet:
 
 
S Z Z  S Z Z
S Z Z  S Z Z
XX 1 1
'
XY 1 2
'
YX 2 1
'
YY 2 2
'
=
−
=
−
=
−
=
−
1
1
1
1
1
1
1
1
N N
N N
 ;   
;    
 
 (4.13)-(4.14)
 
 
 (4.15)-(4.16)
 
 Für die Interpretation des Modells in Abschnitt 5 ist die Korrelationsmatrix R von Bedeutung,
die sich in ihrer partitionierten Form wie folgt darstellen läßt :
 
 R
R R
R R
XX XY
YX YY
=






 (4.17)
 
 
 Zwischen der Varianz-Kovarianz-Matrix S und der Korrelationsmatrix R bestehen folgende
Beziehungen:
 
 
( ) ( )
S S R S
S S R S S S R S
S S S S
XX X
1/2
XX X
1/2
YY Y
1/2
YY Y
1/2
XY X
1/2
XY Y
1/2
X XX Y YY
=
= =
= =
 bzw.
  und   
Dabei ist   und  Dg Dg
 
 (4.18)
 
 (4.19)
 
 (4.20)
 Hierbei ist zu beachten, daß sich im Rahmen der generalisierten Analyse die Korrelationsma-
trix R nur über die Varianz-Kovarianz-Matrix S direkt ermitteln läßt. Die Stichprobenele-
mente lassen sich als unscharfe Ereignisse interpretieren, denen für ein Merkmal eine der Ver-
teilung der relativen Häufigkeiten in der Grundgesamtheit entsprechende Wahrscheinlich-
keitsverteilung zugeordnet werden kann.
 
 Da für die Durchführung der Korrelationsanalyse wahrscheinlichkeitstheoretische Aspekte
nicht relevant sind, folgen keine weiteren Ausführungen zu dieser Thematik, sondern es wird
auf die im Rahmen der Fuzzy Quantification Theory erfolgten allgemeinen Darstellungen des
Abschnittes 3.2. verwiesen
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 Eine kombinierte Betrachtung wahrscheinlichkeitstheoretischer Aspekte mit unscharfen Er-
eignissen im Rahmen der multivariaten Analyse zeigen Y. Kodono et al. (1992) für die
Hauptkomponentenanalyse.
 
 
 4.1.2. Fuzzy Arithmetik
 
 In der in Abschnitt 4.2 dargestellten Methode werden zur Ermittlung der oben bereits erwähn-
ten Matrixprodukte Z Z Z Z Z Z Z Z1
'
1 1
'
2 2
'
1 2
'
2, ,   und  Operationen der Fuzzy-Arithmetik einge-
setzt. Im folgenden werden in Anlehnung an Kaufman und Gupta (1991) die für Abschnitt 4.2
relevanten Operationen diskutiert. Weitere Ausführungen zu Operationen der Fuzzy-Arithme-
tik erfolgen in Anile et al. (1995) und Chen (1994, 1996). Grundlegende Arbeiten auf diesem
Gebiet stammen von Dubois, Prade (1978).
 
 Für die folgende Analyse werden die Betrachtungen auf triangulare Fuzzy-Zahlen beschränkt.
 Für eine allgemeinere Diskussion wird auf Anhang B verwiesen.
 
 Triangulare Fuzzy-Zahlen können graphisch wie folgt repräsentiert werden:
 
 
(α) (α)
µ
 
 Abb. 4.2: Triangulare Fuzzy-Zahl
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 Analytisch gilt für die triangulare Form:
 
 
µA x
x a
x a
a a
x a
a x
a a
x a
( )
,
,
=
<
−
−
≤ ≤
−
−
≤ ≤









1
1
2 1
2
3
3 2
3
0
 ,  x < a
 a
 a
 ,  x > a
1
1
2
3
    , [ ]∀ ∈α 0 1, .
 
 
 (4.21)
 
 
 Beispielhaft werden die beiden unscharfen Mengen A und B betrachtet, welche wie folgt de-
finiert sind:
 
 ( ) ( )A  B= a a a b b1 2 3 2 3, , , , , = b1 .  (4.22)
 
 Für die vier Grundoperationen lassen sich die folgenden Verknüpfungsregeln ableiten:
 
 (a) Addition
 
 ( ) ( ) ( )A B+ = + = + + +a a a b b b a b b b1 2 3 1 2 3 1 1 2 2 3 3, , , , , , a  a .
 
 (4.23)
 
 (b) Subtraktion
 
 ( ) ( ) ( )A B− = − = − − −a a a b b b a b b b1 2 3 1 2 3 1 3 2 2 3 1, , , , , , a  a .
 
 (4.24)
 
 (c) Multiplikation, Division
 
 Für die Operationen "Multiplikation" und "Division" können nicht direkt Triplets verwendet
werden. Vielmehr sind die zu verknüpfenden unscharfen Mengen auf ihren α-Niveaus zu be-
trachten und α-niveauweise zu verknüpfen.
 Zu diesem Zweck werden die auf den α-Niveaus definierten unscharfen Mengen A und B wie
folgt dargestellt:
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 [ ] ( ) ( )[ ]Aα α α α α= = − + − +a a a a a a a1 3 2 1 1 2 3( ) ( ),  ;  - a3 ,
 
 [ ] ( ) ( )[ ]Bα α α α α= = − + − +b b b b b b b1 3 2 1 1 2 3( ) ( ),  ;  - b3 .
 
 (4.25)
 
 (4.26)
 Für die Multiplikation kann folgende Regel (4.27) abgeleitet werden:
 
 
 ( )
( ) ( )( )( ) ( ) ( ) ( )( )
( ) ( )( )( ) ( ) ( ) ( )( )
( ) ( )( )( ) ( ) ( ) ( )( )
( ) ( )( )( ) ( ) ( ) ( )( )
A
a a a b b a a a b b
a a a b b a a a b b
a a a b b a a a b b
a a a b b a a a b b
α α
α α α α
α α α α
α α α α
α α α α
⋅ =
− + ⋅ − ∧ − + ⋅ − − ∧
− − + ⋅ − ∧ − − + ⋅ − −
− − + ⋅ − ∨ − − + ⋅ − − ∨
− + ⋅ − ∨ − + ⋅ − −






 B
+ b + b
+ b + b  ;
 + b + b
 + b + b
1 3
1 3
1 3
1 3
2 1 1 2 1 2 1 1 3 2
3 2 3 2 1 3 2 3 3 2
3 2 3 2 1 3 2 3 3 2
2 1 1 2 1 2 1 1 3 2










 
 
 Für α = 0 ergibt sich aus obiger Formel:
 
 ( ) [ ]A B a b a b a b a b b a b a b a bα α= =⋅ = ∧ ∧ ∧ ∨ ∨ ∨0 0 1 1 1 3 3 1 3 3 3 1 3 3 1 1 1 3 ;  a  ,  (4.28)
 
 für α = 1 ergibt sich der Spezialfall.
 
 ( ) [ ]A B a bα α= =⋅ =1 1 2 2 .  (4.29)
 
 Bei dieser Regel werden die linke und die rechte Spannweite von Aα jeweils mit der linken
und rechten Spannweite von Bα  in Beziehung gesetzt. Hieraus resultieren vier Produkte. Die
linke Spannweite von ( )Aα α⋅  B  ergibt sich aus dem Minimum der vier Produkte, die rechte
Spannweite von ( )Aα α⋅  B  ergibt sich aus dem Maximum der vier Produkte.
 
 Für die Division wurde hier folgende Regel (4.30) entwickelt:
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 ( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
A
a a a
b b
a a a
b b
a a a
b b
a a a
b b
a a a
b b
a a a
b b
a a a
b b
α α
α
α
α
α
α
α
α
α
α
α
α
α
α
α
⋅ =
− +
−





∧
− +
− −





∧
− − +
−





∧
− − +
− −






− − +
−





∨
− − +
− −





∨
− +
−
 B
+ b + b + b + b
 ;
 
+ b + b + b
1 3 1 3
1 3
2 1 1
2 1
2 1 1
3 2
3 2 3
2 1
3 2 3
3 2
3 2 3
2 1
3 2 3
3 2
2 1 1
2 1
( )
( )1 3+ b





∨
− +
− −








	
	
	
	
	








a a a
b b
2 1 1
3 2
α
α
 Für die beiden Spezialfälle α = 0 und  α = 1 ergeben sich aus obiger Regel:
 
 ( )A a a a a a a a aα α= = =





∧





∧





∧











∨





∨





∨








	



0 0
1 1 3 3 3 3 1 1:  B
b b b b
 ;  
b b b b1 3 1 3 1 3 1 3
 
 ( )A a
bα α= =
=








	



1 1
2
2
:  B .
 
 (4.31)
 
 
 (4.32)
 
 Die Ausführungen zu den Spannweiten zur Multiplikation gelten hier analog.
 
 4.2. Kanonische Korrelationsanalyse mit unscharfen Zahlen
 
 Die Grundstrukturen der kanonischen Korrelationsanalyse wurden in Abschnitt 2.4 mit ihren
wichtigsten Bestandteilen präsentiert. In der folgenden Darstellung erfolgt eine detaillierte
Analyse der Methode mit dem Ziel der Verarbeitung von in unscharfer Form vorliegenden
Daten bzw. Informationen.
 
 4.2.1. Problemstellung
 
 Ausgangspunkt bilden zwei multivariate, reelle Zufallsvektoren
 
 ( )X X X X1 i p= , , , , 
 und
 ( )Y Y Y Y1 j q= , , , , 
 (4.33)
 
 (4.34)
 
 welche aus einzelnen, in mehreren Beobachtungen vorliegenden Zufallsvariablen der Form
Xi ,  i 1,..., J1=  bzw. Yj ,  j 1,...,J 2=  bestehen.
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 Alternativ lassen sich X und Y als Merkmale auffassen, deren Merkmalsausprägungen durch
die Zufallsvektoren
 
 ( )X X X X1 i= , , , ,  J1
 und
 ( )Y Y Y Y1 j= , , , ,  J2
 (4.35)
 
 (4.36)
 
 repräsentiert sind
 Zudem können die Merkmalsausprägungen
 
 ( )X X X1 2 J1, , ,  
 bzw.
 ( )Y Y Y1 2 J 2, , ,
 (4.37)
 
 (4.38)
 
 der Merkmale X und Y auch jeweils selbst als Merkmale X X X1 2 J1, , ,  bzw. Y Y Y1 2 J2, , ,
interpretiert werden.
 
 Im folgenden wird stets die erste Interpretationsweise angenommen.
 
 Aus jeder der beiden Mengen von Merkmalsausprägungen werden Paare von eindimensio-
nalen Größen, sogenannte kanonische Korrelationsvariablen bestimmt, die den linearen Zu-
sammenhang zwischen den beiden Mengen von Merkmalsausprägungen am besten wiederge-
ben. Somit ergibt sich als Größe zur Maximierung des linearen Zusammenhangs der kanoni-
sche Korrelationskoeffizient, der für zwei Variablen U und V allgemein wie folgt definiert ist:
 
 ρ(U,V) := Cov U V
Var U Var V
( , )
( ) ( )
.  (4.39)
 
 Die Analyse dieses Koeffizienten führt auf ein mehrstufiges Optimierungsproblem:
 
 1. Auf der ersten Stufe bestimmt man je eine Linearkombination U( )1 =  a X1
(1)'  bzw.
V( )1 =  a Y2
(1)' , welche die größtmögliche Korrelation in der Klasse aller linearen Transforma-
tionen obiger Merkmale besitzen.
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 2. bzw. (k.) In der zweiten bzw. k-ten Stufe sucht man nach Linearkombinationen
U( )2  =   und V  =(2)a X  a Y1
(2)'
2
(2)'  bzw. U k( )  =  und V  =  (k) a X a Y1
(k)'
2
(k)' , die unkorreliert zu den
auf den vorherigen Stufen bestimmten Korrelationsvariablen derselben Menge sind und wie-
derum größtmögliche Korrelation besitzen.
 
 
 4.2.2. Analyse der Datenmatrizen
 
 4.2.2.1. Zentrierung der Datenmatrizen X und Y
 
 Im folgenden liegen die beiden Merkmale X und Y mit N unscharfen Beobachtungen und
J1 bzw. J 2, wobei J J1 2 2, ≥  Ausprägungen vor und sind durch folgende Datenmatrizen gege-
ben:
 • ( )X :=  x  ni , wobei xni  in der n-ten Zeile und der i-ten Spalte die Realisation des Merk-
mals X in der n-ten Beobachtung der i-ten Ausprägung darstellt.
 
 
  X X X X1 2 i J1, , , , , 
 
 
1


n
N
 
 
 
 Fuzzy-Zahlen
 ( )a a a
ni ni ni1 2 3
, ,
 
 Tab. 4.1: Matrix X
 
 
 •    ( )Y :=  y  nj , wobei y nj in der n-ten Zeile und der j-ten Spalte die unscharfe Realisation des
Merkmals Y in der n-ten Beobachtung der j-ten Ausprägung darstellt.
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  Y Y Y Y1 2 J 2, , , , , j
 
 
1


n
N
 
 
 
 Fuzzy-Zahlen
 ( )a a anj nj nj1 2 3, ,
 
 Tab. 4.2: Matrix Y
 
 Zur Ermittlung der k maximalen Korrelationskoeffizienten sind die Matrizen X und Y zu zen-
trieren:
 Die Zentrierung der Matrizen X und Y geschieht durch Addition der einzelnen Spaltenele-
mente pro Spalte. Die unscharfen Mengen werden hierbei gemäß der Regeln der Fuzzy
Arithmetik (vgl. Abschnitt 4.1.2.) addiert. Die Summe wird sodann durch die Anzahl der
Elemente der entsprechenden Spalte dividiert und danach von jedem Matrixelement der ent-
sprechenden Spalte subtrahiert. Auch hier finden die entsprechenden Regeln zur Division
bzw. Subtraktion der Fuzzy Arithmetik Anwendung.
 Die Operationen ergeben sich wie folgt:
 Für das arithmetische Mittel der Variablen Xi , i = 1...J1, in der Spalte i gilt:
 
 ( ) ( )a a a
N
a a a i J
i ni
n
1 2 3 1 2 3 1
1
1, , , , ;= =     .  (4.40)
 
 Zur Zentrierung erfolgt für alle Elemente von X:
 
 ( ) ( ) ( )   a a a a a a a a a
ni ni i1 2 3 1 2 3 1 2 3
, , , , , ,= −   ; i = 1 J1.  (4.41)
 
 Entsprechend wird Matrix Y analysiert: Als arithmetisches Mittel der Variable Yj , j J= 1 2  in
der Spalte j ergibt sich:
 
 ( ) ( )a a a
N
a a a j J
j nj
n
1 2 3 1 2 3 2
1
1, , , , ;= =     ,  (4.42)
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 Zur Zentrierung erfolgt:
 
 ( ) ( ) ( )   a a a a a a a a a
nj nj j1 2 3 1 2 3 1 2 3
, , , , , ,= −   ; j = 1 J2.  (4.43)
 
 Die zentrierten Matrizen der Merkmale X bzw. Y werden mit Z Z1 2bzw.  bezeichnet. Die zu
ermittelnden Werte der Korrelationskoeffizienten sind wie folgt definiert:
 
 ρk N
N N
=
a Z Z a
a Z Z a a Z Z a
1
(k)
1
'
2 2
(k)
1
(k)
1
' (k) (k) '
2 2
(k)
'
' '
1 1 2 2
.
 
 
 
 (4.44)
 
 Die Struktur des Koeffizienten läßt erkennen, daß obige Matrizen mit den Größen
Z Z Z Z Z Z1
'
1 1
'
2 2
'
2,   und  den Wert des Korrelationskoeffizienten determinieren. Um die Matri-
zen Z Z1 2 und  als exogene Größen zur Bestimmung des Korrelationskoeffizienten einfließen
zu lassen, sind diese gemäß der in Abschnitt 4.1.2. präsentierten Regeln der Fuzzy-Arithmetik
zu verknüpfen.
 
 
 4.2.2.2 Verknüpfung der Datenmatrizen Z und Z1 2
 
 Für die Matrizen Z Z1 2 und  gilt:
 
 ( )Z1:=  a  ni ;
 ( )Z2:=  a  nj .
 
 (4.45)
 (4.46)
 Die Bildung der Transponierten bewirkt lediglich eine Umstellung der Matrixelemente. Die
Multiplikation erfolgt nach den Regeln der Fuzzy-Arithmetik. Für die Elemente der Matrix
Z Z1
'
1  gilt:
 
 ( )a a a i l Jil in
n
nl= =
 
   ; , 1 1  (4.47)
 
 Entsprechend werden die Elemente der Matrix Z Z2
'
2  mit
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 ( )a a a    j p Jjp jn
n
np= =
 
; , 1 2  (4.48)
 
 und die Elemente der Matrix Z Z1
'
2 mit
 
 
( )a a a    i J
                            j = 1 J
ij in
n
nj
2
= =
 


; 1 1  (4.49)
 gebildet.
 
 Als Matrixprodukte mit unscharfen Mengen als jeweiligen Matrixelementen ergeben sich die
J Matrix 1 × −J1 Z Z1
'
1 , die J Matrix 2 × −J2 Z Z2
'
2  und die J Matrix 1 × −J 2 Z Z1
'
2 . Die Diagonal-
elemente der Matrizen Z Z1
'
1  und  Z Z2
'
2  sind auf dem positiven Wertebereich definiert.
 
 
 4.2.2.3. Transformation der Matrixprodukte
 
 Das Ziel der kanonischen Korrelationsanalyse kann vor dem Hintergrund der Fuzzy Quantifi-
cation Theory III auch im Sinn einer Zuordnung reellwertiger Gewichte zu den Merkmalsaus-
prägungen der Merkmale X und Y interpretiert werden. Dabei wird jede Merkmalsausprägung
mit einer Komponente der kanonischen Korrelationsvektoren gewichtet.
 
 Die reellwertigen Vektoren a a1
(k)
2
(k) und  werden somit durch die vier Matrixprodukte Z Z1
'
2,
Z Z Z Z Z Z1
'
1 2
'
1 2
'
2,   und  bestimmt und sind Funktionen dieser Produkte. Um also den unschar-
fen Merkmalsausprägungen reelle Gewichte zuordnen zu können, müssen die vier Matrix-
produkte als unscharfe Größen in reelle Werte transformiert werden. Diese elementeweise
Transformation geschieht anhand einer Defuzzifizierung der unscharfen Matrixelemente.
Formal wird hierbei jedem Matrixelement ein für die unscharfe Menge repräsentativer, reeller
Wert zugeordnet.
 
 Um die in den Daten bestehende Korrelationsstruktur zu konservieren, ist für die Defuzzifika-
tion der einzelnen Elemente ein einheitliches Verfahren zu wählen, sodaß identischen un-
scharfen Mengen gleichwertige reelle Größen zugeordnet werden.
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 Ein Überblick über bestehende Methoden zur Defuzzifizierung gibt M. Mizumoto (1989). Da
es keine allgemeinen Empfehlungen für die Wahl einer Defuzzifizierungsmethode gibt
(Graham, I., Jones, P.L., 1988), sondern die Entscheidung für eine Methode nach praktischen
Gesichtspunkten zu treffen ist, wird hier die Flächenschwerpunktmethode eingesetzt.
 Hierzu ist der Flächenschwerpunkt auf dem Niveau α zu bilden:
 
 Abb. 4.3: Triangulare Fuzzy-Zahl zur Defuzzifikation
 
 Wird mit y  der defuzzifizierte Wert der entsprechenden unscharfen Menge bezeichnet, so gilt
generell bei einer gegebenen Zahl n der betrachteten α-Niveaumengen der Zugehörigkeits-
funktion:
 
( )
( )y
y y
y
i
i
n
i
i
n=
=
=


ιµ
µ
1
1
.
 (4.50)
 
 Die Matrizen ( ) ( ) ( )Z Z Z Z Z Z1' 1 1' '= = =a  a  und ail ij jp, 2 2 2  werden somit auf dem Niveau α
anhand der Flächenschwerpunktmethode elementeweise defuzzifiziert.
 
 
 4.2.3. Abschätzung der maximalen Korrelationskoeffizienten
 
 4.2.3.1 Approximation mittels der Cauchy-Schwartzschen Ungleichung
 
 Das Maximum der k maximalen Korrelationskoeffizienten wird im folgenden mit Hilfe der
Cauchy-Schwartzschen Ungleichung abgeschätzt. Die Cauchy-Schwartzsche Ungleichung
kann als Spezialfall einer Vektor-Norm interpretiert werden.
       y1   y2             y3
1
α
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 Eine Vektor-Norm im R n  wird durch eine Funktion f Rn: R →  definiert, welche die folgen-
den Eigenschaften besitzt (H. Golub/C.F. van Loan, 1991):
 
 
( )
( ) ( ) ( )
( ) ( )
f
f f f
f
a a
a b a b a,  b
a a a
≥ ∈
+ ≤ + ∈
= ∈ ∈
0                        ;  R    
     ;   R
 f              ;  R,  R
n
n
nα α α
 
 (4.51)
 (4.52)
 (4.53)
 
 Eine Klasse von Vektor-Normen wird durch die p-Normen gebildet, welche wie folgt definiert
sind:
 
 ( )a a ap p n p p= + + ≥1 1/ 1 ; . p  (4.54)
 
 Eine Eigenschaft dieser p-Norm kommt in der Holder-Ungleichung zum Ausdruck, welche für
p q=  zur Cauchy-Schwartzschen Ungleichung führt:
 
 a b a b' ≤ + =p q p q
        ;  
1 1
1
 
 (4.55)
 a b a b' ≤ 2 2 .
 
 (4.56)
 Allgemein gilt somit gemäß der Cauchy-Schwartzschen Ungleichung für beliebige Zahlen
a1 ,  a ,  ...  ,a   und  b , b ,   ...  , b2 n 1 2 n:
 
 ( ) )a b b bn1 1 2
2+ ≤ + + + a  +  ...+ a   ( a  a  +  ...  +  a  ) ( b  b  ...  +  b2 n 1
2 
2
2
n
2
1
2 
2
2 
n
2 .  (4.57)
 
 bzw. für den Spezialfall beliebiger Zahlen a1, a und  b , b2 1 2
 a b b1 1 1
2  a1
2≤ .  (4.58)
 Hieraus folgt direkt:
 
 
a Z Z a1
(k)
1
'
2 2
(k)'
defuzz
N
  ≤ 
a Z Z a1
(k)'
1
'
1 1
(k)
defuzz
N
a Z Z a2
(k)'
2
'
2 2
(k)
defuzz
N
.
 (4.59)
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 Voraussetzung für das Heranziehen der Cauchy-Schwartzschen Ungleichung ist, daß die zu-
vor gebildeten und defuzzifizierten Matrixprodukte als Einheit bestehen bleiben (vgl. 4.2.2.3),
da durch die Defuzzifizierung die Produkte nicht mehr als Ergebnis der Multiplikation der
jeweiligen Einzelmatrizen Z Z1 2 und  interpretierbar sind. Die Cauchy-Schwartzsche Unglei-
chung ermöglicht jedoch an dieser Stelle die vollständige Integration der Matrixprodukte und
ist somit für die Ermittlung der kanonischen Korrelationskoeffizienten gut einsetzbar.
 
 Wegen der Cauchy-Schwartzschen Ungleichung ergibt sich für den Definitionsbereich des zu
maximierenden Korrelationskoeffizienten:
 
 − ≤ ≤1 1ρk .  (4.60)
 
 Für das Maximum sind die Korrelationsvektoren a a1
(k)
2
(k) und  sodann so zu bestimmen, daß in
der Cauchy-Schwartzschen Ungleichung Gleichheit gilt:
 Zur Ermittlung der beiden Korrelationsvektoren a a1
(k)
2
(k) und  ist somit zu untersuchen, unter
welchen Bedingungen Gleichheit in der Cauchy-Schwartzschen Ungleichung besteht.
 
 
 4.2.3.2 Ermittlung der kanonischen Korrelationskoeffizienten und -vektoren
 
 Gleichheit in der Cauchy-Schwartzschen Ungleichung besteht, wenn zwei positive Konstanten
λ und µ existieren, sodaß folgendes Gleichungssystem wie folgt dargestellt werden kann:
 
  [ ] [ ] [ ] [ ]Z Z a Z Z a1' 2 2(k) 1' 1 1(k)defuzz J J         2 1× ×=1 1λ defuzz
 
    [ ] [ ] [ ] [ ]Z Z a Z Z a2' 1 1(k) 2' 2 2(k)defuzz J J         1 2× ×=1 1µ defuzz .
 (4.61)
 
 (4.62)
 
 (Auf den Index "defuzz" wird im folgenden verzichtet.)
 Für die Lösung des obigen Gleichungssystems ergeben sich durch die Defuzzifizierung der
vier Matrixprodukte für die weitere Vorgehensweise zur Lösung des Systems folgende Kon-
stellationen:
 
 • Durch die Ermittlung der vier unscharfen Matrixprodukte Z Z Z Z Z Z Z Z1
'
1 2
'
1 1
'
2 2
'
2,  ,   und 
und anschließender Defuzzifizierung jeder der vier Matrixprodukte sind diese Matrizen
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numerisch jeweils nicht mehr durch ihre ursprüngliche Verknüpfung, d.h. Bilden der
Transponierten der ersten zu verknüpfenden Matrix und Multiplikation dieser Matrix mit
der zweiten zu verknüpfenden Matrix, definiert. Für die weiteren Umformungen und die
Berechnung der Eigenwerte und Eigenvektoren sind die vier Matrizen im Sinne einfacher
reeller Matrizen zu berücksichtigen.
 
 • Die ursprünglich betrachteten Matrizen Z Z1 2und  sind nach der Defuzzifizierung der vier
Matrixprodukte nicht mehr in einzelner Form interpretierbar. Somit lassen sich zur Wah-
rung der Konsistenz des Systems Operationen mit Z Z1 2oder  nicht mehr durchführen.
 Insbesondere ist dieser Aspekt bei der Cauchy-Schwartzschen Ungleichung, der Holder
Ungleichung und den Vektor-Normen zu berücksichtigen.
 
 Während sich die beiden Ungleichungen mit den reellen Matrixprodukten interpretieren las-
sen, ist bei der Interpretation der Ergebnisse im Zusammenhang mit der Vektor-Norm zu be-
rücksichtigen, daß bei der Bildung der Norm bei der hier betrachteten Klasse der 2-Normen
mit p = 2  die defuzzifizierten Matrixprodukte als Argumente eingehen.
 
 Darüber hinaus ist folgende Betrachtung notwendig:
 Für eine quadratische n n Matrix× −  A mit rg(A) = n  kann die Inverse Matrix A 1−  bestimmt
werden durch
 
 AA I1 n
−
= .  (4.63)
 
 Ist A eine reguläre Matrix, so ist jedes Gleichungssystem der Art Ax b= eindeutig lösbar mit
 
 x A b1= − .  (4.64)
 Gilt jedoch für A, daß
 det A = 0 oder
 rg(A) < n,
 
 (4.65)
 (4.66)
 dann ist A singulär, sodaß sich im obigen Sinn keine Inverse bestimmen läßt.
 
 Die Funktionsweise des generalisierten Modells wird in Kapitel 6 jedoch anhand einer spe-
ziellen Datenkonstellation aufgezeigt, die zu einer singulären Datenmatrix führt. Somit ist für
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die Analysierbarkeit singulärer Matrizen neben den zur Verarbeitung unscharfer Mengen not-
wendigen Anforderungen an das Modell eine zusätzliche Erweiterung des Standardmodells
vorzunehmen, welche gerade das Aufzeigen der Funktion des generalisierten Modells, Korre-
lationsstrukturen unscharfer Daten zu erkennen, ermöglicht.
 
 Zu diesem Zweck wird im folgenden das Konzept der generalisierten Inversen in die Analyse
eingeführt. Zur Lösung des obigen Systems wird hierzu folgende Beziehung betrachtet
(Krafft, 1978):
 
 Es sei A  A  R  Rm n n m∈ ∈× − ×,  eine generalisierte Inverse von A (vgl. Anhang C) und
b∈  Rm. Die Mengen Φ Φ0 und b  lassen sich wie folgt definieren:
 
 
{ }
{ }
Φ
Φ
0 :=   R   
   R  
n
b
n
x Ax = 0
x Ax = b
∈
= ∈
:
: :
 
 (4.67)
 (4.68)
 
 Dann gilt:
 
 
[ ]{ }
i
ii
mit b b
)     =  ker ( ) =  Im (
       
iii)      =   R   R .  
0
b
n n 
Φ
Φ
Φ Φ
A I  AA
AA b =  b
x z x =  A b +  I  AA z
−
≠ ∅ ⇔
≠ ∅  ∈ ∃ ∈ −
−
−
− −
)
)
:
 
 (4.69)
 (4.70)
 (4.71)
 Die Lösungsmenge der ersten Gleichung für ein festes a 2
(k)  und der zweiten Gleichung für ein
festes a1
(k)  ist demnach gegeben durch:
 
 
[ ]
[ ]
a (Z Z ) Z Z a I (Z Z ) Z Z w
a (Z Z ) Z Z a I (Z Z ) Z Z w
1
(k)
1
'
1 1
'
2 2
(k)
1
'
1 1 1 1
(k)
2
(k)
2
'
2 2
'
1 1
(k)
2
'
2 2
'
2 2
(k)
=
1
  
=
1
  
λ
µ
− − −
− −
+ −
+ −
 (4.72)
 
 (4.73)
 
 wobei w1
(k)  und w2
(k)  beliebig sind.
 
 Nach Substitution der zweiten Gleichung in die erste Gleichung und mit dem Spezialfall
w 2
(k) = 0 ergibt sich
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 ( ) ( ) ( )[ ]{ }a Z Z Z Z Z Z Z Z a I Z Z Z Z w1(k) 1' 1 1' 2 2' 2 2' 1 1(k) 1' 1 1' 1 1(k)= −− − − 1  +  λµ .  (4.74)
 
 Für λ µ σ  =  ist diese Gleichung gemäß obiger Beziehung äquivalent zu:
 
 ( ) ( )[ ] ( )[ ] ( )σκI  Z Z Z Z Z Z Z Z a I Z Z Z Z w  Z Z1' 1 1' 2 2' 2 2' 1 1(k) 1' 1 - 1' 1 1(k) 1' 1− ∈ −− −  Im =  ker  (4.75)
 
 bzw. nach Multiplikation mit Z Z1
'
1  und nach Vertauschen der beiden Werte in der ersten
Klammer der Gleichung ergibt sich
 
 ( )[ ]Z Z Z Z Z Z Z Z a1' 2 2' 2 2' 1 1' 1 1(k)− − =σκ  0  (4.76)
 Werden obige Matrizen jeweils durch N-1 dividiert, so gelangt man zu den Varianz-Kovari-
anz-Matrizen S S S SXX XY YX YY, ,   und  (vgl. Abschnitt 4.1.1.).
 
 Aus obigem Ausdruck ergibt sich somit
 
 ( )[ ]S S S S aXY YY YX XX 1(k)− − =σκ  0.  (4.77)
 
 Dieses verallgemeinerte Eigenwertproblem liefert die gesuchten Eigenvektoren a1
(k) .
 
 Die Lösung dieses Systems erfordert die Transformation dieses verallgemeinerten Eigenwert-
problems in ein einfaches Eigenwertproblem. Hierzu stehen eine Reihe von Verfah-ren zur
Verfügung, z.B. die Cholesky-Methode oder die Quadratwurzel-Methode nach Ahrens/Läuter
(1981). Aufgrund der speziellen Struktur des in Abschnitt 6.2. analysierten Datenmaterials
wird eine Transformationsmethode gewählt, welche auch für singuläre Matrizen S XX einsetz-
bar ist.
 
 Das hier eingesetzte, als Dekompositionsmethode bezeichnete Verfahren (vgl. Anhang D)
führt durch Faktorisierung der Matrix S XX zu einem einfachen Eigenwertproblem.
 Für die Faktorisierung der Matrix S XX gilt:
 
 S F FXX X X
T
= .  (4.78)
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 Das Eigensystem der Matrix S XX ergibt die Matrix der Eigenvektoren P und die Matrix der
Eigenwerte ∆ , sodaß F PX
1/2
= ∆ .
 
 Die Matrix des transformierten Eigenwertproblems ergibt sich aus:
 
 ( ) ( )F S S S FX XY YY YX X T− − − .
 
 (4.79)
 Die Lösung des einfachen Eigenwertproblems mittels des Eigensystems obiger Matrix ergibt
die Matrizen der Eigenvektoren, Q und die der Eigenwerte L.
 Die Matrix der kanonischen Korrelationsvektoren für den X-Bereich kann dann ermittelt wer-
den durch:
 
 A P Q1/2= −∆ .  (4.80)
 
 Die Berechnung der Vektoren a 2
(k)  erfolgt nach obiger Formel:
 
  a (S ) S a2
(k)
YY YX 1
(k)=
1
  µ
−  .  (4.81)
 
 Hierbei gilt:
 λ µ σ ρ= = =k k .  (4.82)
 
 Die k kanonischen Korrelationskoeffizienten ergeben sich somit aus
 
 ρ σk k= =
 
   
a S a
a S a a S a
1
(k)
XY 2
(k)
1
(k)
XX
(k) (k)
YY 2
(k)
'
' '
1 2
.
 
 (4.83)
 
 Mit der Ermittlung der k optimalen Korrelationskoeffizienten und den auf der Stufe k jeweils
zuordenbaren kanonischen Korrelationsvektoren ist die kanonische Korrelationsanalyse abge-
schlossen.
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 4.2.4. Diskussion der Ergebnisse
 
 Für die Stufen k = 1, 2, ... , K werden sukzessive folgende Zulässigkeitsbereiche definiert,
falls a i
(l)   die Korrelationsvektoren der vorhergehenden k-1 Stufen sind:
 
 ( )Ζ Ζ( )   k  :=      (k) a ,a ,  . . . ,  a(1) (2) (k 1)−  (4.84)
 
{
}.1k ..., 2, 1,=l  , 0  :             
0,  :             
                                                      
,1  :                                         
1,  :     := )(
−=
=
=
=








=Ζ
 a Sa 
 a Sa 
aSa
aSa
a
a
a 
(l)
2YY
(k)'
2
(l)
1XX
(k)'
1
(k)
2YY
(k)'
2
(k)
1XX
(k)'
1(k)
2
(k)
1 (k)k
 
 
 
 
 (4.85)
 Die Anzahl der Stufen des Optimierungsproblems wird durch die Transformation von reellen
in unscharfe Zahlen nicht verändert, da die Anzahl der Komponenten der beiden kanonischen
Korrelationsvektoren mit J1 bzw. J 2  konstant bleibt.
 
 Als Ergebnis der kanonischen Korrelation und in Analogie zu (4.84) und (4.85) ergibt sich
folgende Varianz-Kovarianz-Matrix:
 
 ( ) ( )S
I L
L I
I L 0
L I 0
0 0 I
J
1/ 2
1/2 T
J
J 1
1/ 2
1
1/2 T
J
J J
1
2
1
1
2 1
∗
−
=





 =










, J J1 2≤
 
 
 (4.86)
 Durch S* werden die Eigenschaften der Korrelationsanalyse E1 bis E3 ersichtlich.
 Die Matrizen der Hauptdiagonalen sind die Einheitsmatrizen I IJ J J1 2 1und −  und präsentieren
E1 und E2: die Varianzen der Zufallsvariablen haben den Wert eins, die Elemente oberhalb
und unterhalb der Hauptdiagonalen von I IJ J J1 2 1und −  haben den Wert null. Darüber hinaus
zeigen diese Elemente, daß die maximale Zahl der berechenbaren Eigenwerte und Eigenvek-
toren dem Minimum der Ränge der beiden Datenmatrizen X und Y entspricht. Für obige Ma-
trix gilt: J J1 2≤ .
 Die Matrix L1
1/ 2 oberhalb der Hauptdiagonalen von S*  enthält die maximalen Korrelationsko-
effizienten und besteht in ihren Elementen der Hauptdiagonalen aus den Wurzeln der entspre-
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chenden maximalen Eigenwerte. Die übrigen Matrizen oberhalb der Hauptdiagonalen der Ma-
trix S*  sind Nullmatrizen und belegen E3. Es besteht weder eine Korrelation zwischen den k
Werten der Korrelationsvariablen U noch zwischen den k Korrelationsvariablen V.
 Die mittels der Cauchy-Schwartzschen Ungleichung abgeleiteten kanonischen Korrelations-
vektoren erfüllen die Bedingungen der Vektornorm:
 
 
( )
( ) ( ) ( )
( ) ( )
1 0
2
3
.
.
.
 f                          ;  R    
 f     ;   R
 f  f              ;  R,  R
n
n
n
a a
a b a b a,  b
a a a
≥ ∈
+ ≤ + ∈
= ∈ ∈
f f
α α α
 (4.87)
 (4.88)
 (4.89)
 
 Als Vektoren werden a Z  a Z  1
(k)'
1
'
2
(k)'
2
'und betrachtet:
 
 
 Vektornorm R Rnf: →
 R n  R
 a Z  1
(k)'
1
'  ( ) a Z Z a1(k)' 1' 1 1(k)defuzz
 a Z  2
(k)'
2
'  ( ) a Z Z a  2(k)' 2' 2 2(k)defuzz
 
 Tab. 4.3: Ermittlung der Vektornorm
 
 zu 1.:
 Die Norm des unscharfen Vektors a Z  1
(k)'
1
' bzw. a Z  2
(k)'
2
'  ist durch ( ) a Z Z a1(k)' 1' 1 1(k)defuzz  bzw.( ) a Z Z a  2(k)' 2' 2 2(k)defuzz mit den reellen Matrixprodukten und den reellen Komponenten der Korre-
lationsvektoren als reelle, scharfe Zahl definiert. Es gilt mit (4.85):
 
 
( ) ( )
( ) ( )
f N
f N
defuzz
defuzz
a Z a Z a Z Z a
a Z a Z a Z Z a
1
'
1
'
1
'
1
'
1
'
1
'
1 1
2
'
2
'
2
'
2
'
2
'
2
'
2 2
= = =
= = =
 
 
 
 
,
 
 (4.90)
 (4.91)
 
 wobei N den Stichprobenumfang bezeichnet.
 
 zu 2.:
 Für b wird der Nullvektor o betrachtet:
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 ( ) ( ) ( )
( ) ( ) ( )
b b o
a Z o a Z o
a Z o a Z o
1
'
1
'
1
'
1
'
2
'
2
'
2
'
2
'
∈ =
+ ≤ + =
+ ≤ + =
R
f f N
f f N
n ,
f
f
 
 (4.92)
 (4.93)
 (4.94)
 
 Für b = o gilt mit (4.90) und (4.91) Gleichheit in den beiden Ungleichungen.
 
 zu 3.:
 Die Zahl α fließt bei der Bildung der Norm in die reellen Matrixprodukte ein und führt mit
(4.85) zu folgenden Ausdrücken.
 
 
( ) ( )
( ) ( )
f N
f N
defuzz
defuzz
α α α α
α α α α
a Z a Z a Z Z a
a Z a Z a Z Z a
1
'
1
'
1
'
1
'
1
'
1
'
1 1
2
'
2
'
2
'
2
'
2
'
2
'
2 2
= = =
= = =
 
 
 
  .
 (4.95)
 (4.96)
 
 Anhand des folgenden Beispiels lassen sich die obigen Bedingungen der Vektornorm ver-
deutlichen.
 
 Die Größen a Z Z1
'
1
'
1und  sowie a Z Z
' '
2 2 2 und  seien wie folgt gegeben:
 
 [ ]

. . . .
a1
'
0 0002 0 61 0 0002 0 00013−
    
2125 2 6 2125 6 6
2 6 215 2 6 13 3
2125 2 6 2125 6 6
6 6 13 3 6 6 60 67
. . . .
. . . .
. . . .
. . . .
−
−












Z'Z
1 1
 
 [ ]

. . . .
a '2
0 61 0 00011 0 000045 0 00011−
       
215 5 2 3 5 2
5 2 14 1 1 14 1
3 1 415 1
5 2 14 1 1 14 1
2 2
. . .
. . .
.
. . .
− − −
− −
− − −
− −












Z'Z
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 Es handelt sich hierbei um die Ergebnisse aus Kapitel 6.2.2, welche dort anhand eines Fallbei-
spiels aus der Betriebswirtschaft abgeleitet werden. Die beiden Korrelationsvektoren werden
dort gemäß (4.85) als Funktion der Varianz-Kovarianz-Matrizen aus einer Stichprobe mit
N = 9 gebildet, so daß mit (4.13)-(4.16) der Faktor (N-1) heranzuziehen ist.
 Für die erste Bedingung der Vektornorm ergibt sich sodann aus (4.90) und (4.91):
 
 
( ) ( )
( ) ( )
f
f
defuzz
defuzz
a Z a Z a Z Z a
a Z a Z a Z Z a
1
'
1
'
1
'
1
'
1
'
1
'
1 1
2
'
2
'
2
'
2
'
2
'
2
'
2 2
= = =
= = =
 
 
 
 
8
8
 (4.90')
 (4.91')
 
 Die Norm des Nullvektors b o= , ( )f o , beträgt null, so daß die zweite Bedingung der Vektor-
norm streng erfüllt ist:
 Es gilt für (4.93) und (4.94) und mit (4.90') und (4.91'):
 
 
( ) ( ) ( )
( ) ( ) ( )
f
f
a Z o a Z o
a Z o a Z o
1
'
1
'
1
'
1
'
2
'
2
'
2
'
2
'
+ = + =
+ = + =
f f
f f
8
8
 (4.93')
 (4.94')
 
 Die Operationen zur Ermittlung der Vektornorm umfassen die Multiplikation reellwertiger
Vektoren und Matrizen. Fließt der Betrag eines reellwertigen Faktors α in die Multiplika-
tionsoperationen ein, gilt die dritte Bedingung der Vektornorm (4.95) wie im reellen
Standardfall.
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 5. Interpretation des Modells der Korrelationsanalyse
 
 
 5.1. Allgemeine Anmerkungen zur Problemstellung
 
 In Kapitel 4 wurde eine Methode zur Berechnung der maximalen Korrelationskoeffizienten
und der auf den einzelnen Stufen des Optimierungsproblems jeweils zuordenbaren Korrela-
tionsvektoren vorgestellt. Um die anhand des Modells ermittelten Größen zur Lösung prakti-
scher Problemstellungen einsetzen zu können, besteht der nächste Schritt in der Interpretation
der Ergebnisse der Korrelationsanalyse.
 
 Im Regelfall gelten die Betrachtungen der Korrelationsanalyse in der Literatur mit der
Ermittlung der maximalen Korrelationskoeffizienten als abgeschlossen, was angesichts der
relativ begrenzten Interpretierbarkeit der errechneten maximalen Größen als recht unbefriedi-
gend zu beurteilen ist. Manly (1994) weist auf die Problematik der Interpretierbarkeit der
kanonischen Variablen hin. Aus den Variablen U und V, welche sich aus den Linearkombi-
nationen der Koeffizienten der Korrelationsvektoren und der beiden Variablenmengen X und
Y ergeben, läßt sich nicht in jedem Fall ein dem Vorzeichen der Vektorkomponente
entsprechender Zusammenhang zwischen den Variablen der Bereiche X oder Y und den
kanonischen Variablen selbst ableiten. So ist die Konstellation denkbar, daß eine positive
Komponente eines Korrelationsvektors mit einer negativen Einfachkorrelation zwischen der
Variablen des Bereichs X oder Y und der kanonischen Variablen einhergeht. Dieser Wider-
spruch kann dadurch zustandekommen, daß beispielsweise eine Variable aus dem Bereich X
in hohem Maß mit einer oder mehreren anderen X-Variablen korreliert ist und bereits durch
die Koeffizienten der anderen Variablen repräsentiert wird. Entspricht etwa eine X-Variable
ungefähr einer Linearkombination der anderen X-Variablen, so sind eine Vielzahl unter-
schiedlicher Vorzeichen der Vektorkomponenten denkbar, welche einem Wert U entsprechen.
 
 Auch Jobson (1992) interpretiert die Koeffizienten der Korrelationsvektoren nicht absolut,
sondern in ihrem Verhältnis zueinander.
 Er spricht in diesem Zusammenhang von der "Terminologie der kanonischen Korrela-
tionsanalyse" und faßt hierunter unterschiedliche Kennzahlen, durch welche die kanonischen
Variablen mit den Bereichen X und Y in Verbindung gesetzt werden und die Ableitung von
Interpretationen ermöglichen. Bevor detailliert auf die einzelnen Kennzahlen eingegangen
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wird, erfolgt zunächst ein kurzer Überblick über einige Aufgaben der kanonischen Korrela-
tionsanalyse und der Rolle, welche Kennzahlen hierbei einnehmen.
 
 Röhr (1987) nimmt mit Bezug auf Aufgabenklassen der kanonischen Korrelationsanalyse eine
Dreiteilung in
 • Prädiktionsaufgaben
 • Deskriptionsaufgaben und
 • Datenreduktionsaufgaben
 vor.
 
 Während Prädiktions- und Datenreduktionsaufgaben mit den Ergebnissen der hier vorge-
stellten Methode realisierbar sind, erfordern die Deskriptionsaufgaben des Verfahrens eine
methodische Erweiterung des Standardmodells und mithin auch des verallgemeinerten
Verfahrens. Im folgenden wird der Schwerpunkt der Ausführungen zu dem hier entwickelten
Verfahren auf der Diskussion der Aufgabenklasse der Datenreduktion liegen.
 
 Allgemein kann das Ziel der Datenreduktion darin gesehen werden, einen analysierten
Zusammenhang, der auf künstlichen, neu konstruierten Variablen beruht, mit möglichst
wenigen kanonischen Dimensionen, die einen möglichst großen Anteil der Korrelation der
beiden untersuchten Bereiche wiedergeben sollen, darzustellen.
 
 Die Datenreduktion wird hier in zwei Schritten bzw. Richtungen durchgeführt.
 
 1. Bestimmung der kanonischen Dimensionen
 2.   Überprüfen der Variablen der Bereiche X und Y auf Redundanz
 
 Die für die Bestimmung der Dimensionen erforderlichen methodischen Mittel lassen sich
hierbei grob in
 • ergänzende Verfahren und
 • statistische Kenngrößen bzw. Kennzahlen
 unterteilen.
 
 Die ergänzenden Verfahren bestehen insbesondere aus Signifikanzprüfungen der
Korrelationskoeffizienten und aus Kreuzvalidierungen der berechneten Größen, durch welche
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die Stabilität der Werte und ihre Abhängigkeit von der gewählten Stichprobe überprüft
werden. Bei den oben bereits erwähnten statistischen Kenngrößen handelt es sich um
Ladungen, Varianzraten, Kommunalitäten und Gesamt-Koeffizienten. Diese Kenngrößen
fließen als Bausteine in die im Abschnitt 5.2. präsentierte Vorgehensweise zur Reduktion der
kanonischen Dimensionen ein. Oben skizzierte methodische Mittel zur Bestimmung der
Anzahl kanonischer Dimensionen werden in Abschnitt 5.2.1.-5.2.5. präsentiert, gefolgt von
der Darstellung des zweiten Schrittes der Interpretation des Modells in Abschnitt 5.3.
 
 Ausgangspunkt der Betrachtungen ist die Lösung des generalisierten Modells der
Korrelationsanalyse (vgl. Kapitel 4.2.3.):
 
 
 Überprüfung der Variablen auf Redundanz
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 Abb. 5.1: Lösung des generalisierten Modells
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 5.2. Bestimmung der Anzahl relevanter kanonischer Dimensionen
 
 Tabelle 5.1 gibt einen auf den Ausführungen Röhrs (1987) basierenden Überblick über eine
Vorgehensweise zur Bestimmung der kanonischen Dimensionen.
 
 
 Schritt Nr.
 
 Eliminierung der
kanonischen Dimension
mit
 
 mittels
 
 Anzahl der im
Modell
verbleibenden kano-
nischen
Dimensionen
 
 1
 
 nichtsignifikanten
kanonischen
Korrelationskoeffizienten
 
 Signifikanzprüfung
 
 ( )k k J Js e≤ ≤   min ,1 2
 
 2
 
 nichtstabilen kanonischen
Korrelationskoeffizienten
 
 Kreuzvalidierung
 
 
 k kv s≤
 
 3
 praktisch nicht relevanten
kanonischen
Korrelationskoeffizienten
 heuristisches
Kriterium
 
 k kr v≤
 
 4
 praktisch nicht relevanten
Redundanzmaßen
 
 heuristisches
Kriterium
 
 k k r≤
 
 Tab. 5.1: Schrittfolge zur Ermittlung der Zahl k kanonischer Dimensionen bei der Datenre-
duktion (Röhr, 1987, Jobson, 1991)
 
 Die Darstellungen Röhrs zur Reduktion der kanonischen Dimensionen werden in der Literatur
nicht durch alternative Vorschläge zur Dimensionsreduktion ergänzt. Meist werden pauschal
die zwei größten Eigenwerte für weitere Analysen herangezogen. Mit dem Ziel der
Darstellung einer systematischen Analyse in diesem Abschnitt wird die obige Schrittfolge zur
Bestimmung der Anzahl k der relevanten kanonischen Dimensionen herangezogen.
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 5.2.1. Signifikanz kanonischer Korrelationskoeffizienten
 
 Ausgangspunkt aller Betrachtungen stellt die volle Anzahl der ermittelten Korrelationskoeffi-
zienten dar (vgl. Abschnitt 4.2.3.2.). Die maximale Zahl der berechenbaren kanonischen
Korrelationskoeffizienten entspricht hierbei der Variablenzahl des Zufallsvektors mit der
kleineren Komponentenzahl, d.h. ( )k J Je = min , 1 2 .
 
 Die Überprüfung der Signifikanz aller ermittelten kanonischen Korrelationskoeffizienten
erfolgt in zwei Schritten:
 1. Es wird untersucht, ob die beiden Zufallsvektoren X und Y überhaupt miteinander in
Beziehung stehen.
 2. Besteht eine Beziehung zwischen den beiden Zufallsvektoren, werden sukzessive die
Werte der einzelnen kanonischen Korrelationskoeffizienten überprüft.
 
 Hierbei werden Funktionen der Schätzwerte der Eigenwerte des Eigenwertproblems des
Modells verwendet. Ausgangspunkt der Überprüfung stellt die Null-Hypothese H 0 0: ρ =
dar. Gilt die Hypothese, so sind X und Y unkorreliert (vgl. Anhang F). In der Literatur werden
unterschiedliche Prüfgrößen für die Signifikanz des Korrelationskoeffizienten vorgeschlagen.
 
 Für die hier durchzuführende Überprüfung wird das Lambda-Kriterium nach Wilks herange-
zogen (Röhr, 1987).
 
 Für die Nullhypothese H 0
0( )  läßt sich Wilks Lambda ermitteln:
 
 ( ) ( )21e
1
)0( , mink     ;1 JJ
ek
k
k =−=Λ ∏
=
λ .  (5.1)
 .
 Als Approximation der Prüfgröße wird die χ2 -Verteilung eingesetzt.
 Die Nullhypothese H 0
0( )  wird hierbei abgelehnt, wenn gilt:
 
 − >
−
m ln J JΛ
(0)   χ α12 1 2;
 
 (5.2)
 mit
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 ( )m N J J= − − + +1 1
2
1 2 .
 
 (5.3)
 Wird die Nullhypothese zurückgewiesen, d.h. besteht eine Abhängigkeit zwischen den beiden
Variablenmengen, so ist mindestens der erste Korrelationskoeffizient von Null verschieden.
Es schließt sich dann die Prüfung der weiteren Korrelationskoeffizienten an.
 
 Für die k-te Teilhypothese, k = −1 1 ke, , , gilt dann in Analogie zu obiger Nullhypothese
 
 H k k ks0 1 0
( ): λ λ+ = = =   .
 
 (5.4)
 Der Wert für Wilks Lambda wird berechnet durch
 
 ( )∏
+=
−=Λ
sk
ki
i
k
1
)( 1 λ .
 
 (5.5)
 Als modifizierte Prüfgröße ergibt sich sodann
 
 ( )( )
2
;
(k)2
)( 21
ln  kJkJk m −−→Λ−= αχχ .
 
 (5.6)
 
 Wird die Nullhypothese verworfen, so wird auch der zweitgrößte Korrelationskoeffizient als
signifikant erachtet. Diese Vorgehensweise wird solange wiederholt, bis die Nullhypothese
angenommen wird und somit eine kanonische Dimension als nicht signifikant beurteilt und
eliminiert wird. Maximal werden somit k e  Teilhypothesen getestet.
 
 Im Zusammenhang mit den in Kapitel 6 dargestellten Anwendungen ist anzumerken, daß die
Zahl der jeweils ermittelten Eigenwerte mittels dieses ersten Schrittes bereits auf k s = 1
reduziert wird.
 
 Weitergehende und alternative Vorgehensweisen zu statistischen Testverfahren beschreiben
Hartung, Elpelt (1992), Schwarze (1988) und Röhr (1993).
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 5.2.2. Kreuzvalidierung
 
 Das Konzept der Kreuzvalidierung wurde ursprünglich im Rahmen von Überlegungen zur
Regressionsanalyse entwickelt und wird im folgenden mit seinen wichtigsten Bestandteilen
präsentiert.
 
 Grundmotivation der Kreuzvalidierung im Rahmen der Ermittlung der Zahl der relevanten
kanonischen Dimensionen bildet die Überprüfung der Stichprobenabhängigkeit der mittels der
Korrelationsanalyse berechneten kanonischen Korrelationskoeffizienten und -vektoren. Durch
Kreuzvalidierungen lassen sich Aussagen über die Stabilität dieser aus dem Datenmaterial
abgeleiteten Größen ableiten. Die Kreuzvalidierung der kanonischen Gewichte und des Kor-
relationskoeffizienten können anhand unterschiedlicher Strategien durchgeführt werden. Basis
aller Strategien bildet die folgende Aufteilung:
 
 
 
N Individuen
Validierungsstichprobe
Basisstichprobe
k Teilstichproben der Größe s
s
N-s
 
 
 Abb. 5.2: Strategie der Kreuzvalidierung
 
 Hierbei umfaßt das vorliegende Datenmaterial insgesamt N Individuen. Zur Durchführung
einer Kreuzvalidierung der Ergebnisse wird die Menge der N Individuen in k Teilstichproben
vom Umfang s aufgeteilt. Die Stichprobe vom Umfang s wird als Validierungs-, die vom
Umfang N-s als Basisstichprobe bezeichnet.
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 Werden zum Beispiel N=60 Individuen betrachtet, lassen sich k=3 Aufteilungen vornehmen:
Die Validierungsstichprobe hat den Umfang N=20, die Basisstichprobe den Umfang N=40.
 Folgende Tabelle gibt einen Überblick über die möglichen Kreuzvalidierungsstrategien:
 
 1. Kreuzvalidierung  N=10  N=10  N=10
 a a1
(k)
2
(k), (BS)  N=10  N=10  N=10
 a a1
(k)
2
(k), (VS)
 Kreuzkorrelationskoeffizient
  
 
 
 2. Kreuzvalidierung  N=10  N=10  N=10
 a a1
(k)
2
(k),  (BS)  N=10  N=10  N=10
 a a1
(k)
2
(k), (VS)
 Kreuzkorrelationskoeffizient
  
 
 
 3. Kreuzvalidierung  N=10  N=10  N=10
 a a1
(k)
2
(k),  (BS)  N=10  N=10  N=10
 a a1
(k)
2
(k), (VS)
 Kreuzkorrelationskoeffizient
  
 
 
 
 Tab. 5.2: Kreuzvalidierungsstrategien
 
 Als Spezialfälle der obigen Aufteilung unterscheidet Röhr (1987) unterschiedliche Vor-
gehensweisen:
 Die Ermittlung von k Kreuzvaliditäten erfolgt durch:
 • Spezialfall k = 2: double cross-validation
 • Spezialfall k N= : sample-of-size-one cross-validation.
 
 In der Literatur wird empfohlen, aufgrund des umfangreichen Rechenaufwandes von
Kreuzvalidierungen k = 2 zu wählen, d.h. eine Basis- und eine Validierungsstichprobe mit
identischen Größen heranzuziehen.
 
 Für die Basis- und Validierungsstichprobe wird nun eine generalisierte Korrelationsanalyse
durchgeführt, die jeweils zwei Matrizen der Korrelationsvektoren A B A B1 1 2 2und  bzw   und .
ergeben. Die Matrix der Werte der Individuen der Validierungsstichprobe kombiniert mit den
kanonischen Gewichten der Basisstichprobe, A B1 1und , wird mit der Matrix der Werte der
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Individuen der Validierungsstichprobe, kombiniert mit den Gewichten der Validierungsstich-
probe, in Beziehung gesetzt. Die abgeleiteten Kreuzvaliditäten von A 1  bestehen aus einem
k s -dimensionalen Vektor. Hierbei gilt, daß mit zunehmendem Kreuzkorrelationskoeffizien-
ten die Stabilität der Schätzungen der kanonischen Gewichte zunimmt. Analog kann mit den
Gewichten B A B1 2 2 sowie  und  vorgegangen werden.
 
 Für die exakte analytische Darstellung wird auf Röhr (1987) verwiesen. Speziell ist noch zu
überprüfen, wie die analytische Form der Kreuzvalidierung bei unscharfer Datenstruktur
interpretierbar ist. Faktisch kommt der Kreuzvalidierung aber wegen des recht hohen Rechen-
aufwandes eher geringe praktische Bedeutung zu. In den Anwendungen des Kapitel 6 werden
somit keine Stabilitätsüberprüfungen der Ergebnisse vorgenommen.
 
 
 5.2.3. Praktische Relevanz kanonischer Korrelationskoeffizienten
 
 Nach Überprüfung von Signifikanz und Stabilität folgt die Diskussion der praktischen
Relevanz der Korrelationskoeffizienten. In der Literatur existieren hierzu u.a. Vorschläge von
Thorndike (1978) und Cooley, Lohnes (1971). Diese bezeichnen eine kanonische Dimension
als praktisch relevant, wenn gilt:
 
 σ ρk k≥ ≥0.3  bzw  0.1 . .
 
 Eine weitere Reduktion der kanonischen Dimensionen mittels dieses Kriteriums führt auf die
Zahl k r der praktisch relevanten Dimensionen (vgl. Tab. 5.1).
 
 
 5.2.4. Analyse der Kennzahlen
 
 Der letzte Schritt des Prozesses der Bestimmung der k kanonischen Dimensionen besteht in
der Eliminierung der Dimensionen mit praktisch nicht relevanten Redundanzmaßen. Da in
Kapitel 6 die Redundanzmaße zur Interpretation der Ergebnisse des Kapitels 4 herangezogen
werden und in Zusammenhang mit einer Reihe weiterer wichtiger Kennzahlen stehen, wird im
folgenden ein Gesamtüberblick über die in der Literatur diskutierten Größen gegeben. Nach
der Diskussion der Kennzahlen erfolgt sodann Schritt 4 der Dimensionsreduktion.
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 Tab. 5.3 gibt einen Überblick der in der Literatur diskutierten Kennzahlen (Wittenberg, 1993,
Jobson, 1991, Saporta, 1990):
 
 
 
X Y
 
  Kennzahlen   Z Z1
'
1  Z Z1
'
2  Z Z2
'
1  Z Z2
'
2
 I  Strukturmatrizen  A  R XU .    
   B     R YV
 II  Redundanzmatrizen  A    R YU  
   B   R XV   
 III  Extraktionsmaß  A
 B
 gX U
2
 
   gY V
2
 IV  Redundanzmaß  A   gX V
2
  
   B    gY U
2
 
 V  Intrabereichskommuna-
litäten
 A
 B
 dX U
2
   dYV
2
 VI  Interbereichskommuna-
litäten
 A
 B
  dX V
2
 
 dY U
2
 
 VII  Gesamtextraktionsmaß  A  gX U
2
   
   B     gY V
2
 VIII  Gesamtredundanzmaß  A   gX V
2
  
   B    gY U
2
 
 
 Tab. 5.3: Kennzahlen zur Modellinterpretation
 
 Die Korrelationsvektormatrizen in den Zeilen, A und B, und die Matrixprodukte in den
Spalten repräsentieren jeweils die Größen, welche die entsprechende Kennzahl bestimmen.
 Im folgenden werden die einzelnen Kennzahlen anhand ihrer Ermittlung und Interpretation
vorgestellt.
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 zu I/II:
 
 Die Struktur- und Redundanzmatrizen lassen sich zu der Klasse der kanonischen Ladungen
zuordnen. Unter Ladungen sind generell Korrelationskoeffizienten zwischen den Ausgangsva-
riablen X und Y und den kanonischen Variablen U und V zu verstehen.
 Hierbei kann zwischen den Intra- und Interbereichsladungen unterschieden werden:
 
 Intrabereichsladungen sind Korrelationskoeffizienten zwischen den Ausgangsvariablen und
den kanonischen Variablen eines Bereichs. Für den X-Bereich ergibt sich die J k r1 × -Matrix
der Intrabereichsladungen aus der Korrelationsmatrix R XU . Wird mit A1 die Matrix der
kanonischen Korrelationsvektoren a1
(k)  bezeichnet, mit SXX  die Varianz-Kovarianz-Matrix des
X-Bereichs und mit S X die Matrix der Diagonalelemente der Matrix SXX , kann die Matrix der
Intrabereichsladungen wie folgt definiert werden:
 
 R S S AXU X XX 1=   
-1/2 .
 
 (5.7)
 Analog läßt sich für den Y-Bereich die J k r2 × -Matrix der Intrabereichsladungen R YV
definieren. Wird in Analogie zum Bereich X mit A 2  die Matrix der kanonischen Korrelations-
vektoren a 2
(k)  bezeichnet, mit SYY  die Varianz-Kovarianz-Matrix des Y-Bereichs und mit S Y
die Matrix der Diagonalelemente der Matrix SYY , so kann R YV  ermittelt werden:
 
 R S S AYV Y
-1/2
YY 2=  .
 
 (5.8)
 Das Quadrat eines Elementes der Matrizen R XU  und R YV  erklärt den Anteil der Varianz einer
Ausgangsvariablen des Bereiches X bzw. Y durch eine optimale Linearkombination aller
Ausgangsvariablen des Bereiches X bzw. Y.
 
 Mittels Interbereichsladungen werden die beiden Bereiche X und Y in einer Größe erfaßt.
Interbereichsladungen stellen somit Korrelationskoeffizienten zwischen den Ausgangsvaria-
blen des einen Bereichs und den kanonischen Variablen des anderen Bereichs dar. Hierbei
ergibt sich für den X-Bereich die J k r1 × -Matrix R XV . Bezeichnet man mit R XY die
Korrelationsmatrix zwischen den Variablen X und Y, so ergibt sich:
 
 110
 R S S AX X XV Y=   
-1/2
2 .
 
 (5.9)
 Für den Y-Bereich läßt sich in analoger Weise folgende Beziehung herstellen:
 
 R S S AYU Y
-1/2
YX 1=  .
 
 (5.10)
 Das Quadrat eines Elementes einer Redundanzmatrix erklärt den Anteil der Varianz einer
Ausgangsvariablen eines Bereiches X bzw. Y, der durch eine Linearkombination aller
Ausgangsvariablen des anderen Bereichs Y bzw. X entsteht. Nimmt beispielsweise das
Element der Redundanzmatrix den Wert 1 an, so läßt sich daraus ableiten, daß 100% der
Varianz der entsprechenden Ausgangsvariablen durch die berechnete optimale Linearkombi-
nation der Variablen des anderen Bereiches erklärt werden.
 
 zu III/IV:
 
 Extraktionsmaße und Redundanzmaße können unter dem Oberbegriff kanonische Varianz-
raten subsummiert werden. Extraktionsmaße geben an, welcher Anteil der Gesamtvarianz
eines Bereichs durch eine kanonische Variable desselben Bereichs erklärt werden kann.
Formal wird das Extraktionsmaß anhand der Strukturmatrix ermittelt, indem deren Elemente
quadriert und spaltenweise pro kanonischer Variable summiert und mit der Gesamtvarianz des
Bereichs in Beziehung gesetzt werden.
 
 Für den X-Bereich ergibt sich als Maß ein k r -dimensionaler Vektor
 
 ( )g R RX U2 XUT XU=  1J1 dg .
 
 (5.11)
 Für den Y-Bereich gilt als Extraktionsmaß:
 
 ( )g R RY V2 YVT YV=  1J 2 dg .
 
 (5.12)
 Anhand von Redundanzmaßen wird angezeigt, welcher Anteil der Gesamtvarianz eines
Bereichs durch eine kanonische Variable des anderen Bereichs erklärbar ist. Redundanzmaße
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werden aus Redundanzmatrizen abgeleitet, indem deren Elemente spaltenweise quadriert,
summiert und auf die Gesamtvarianz des Bereichs bezogen werden.
 
 Für den X-Bereich ergibt sich ein k r -dimensionaler Vektor gX V
2  mit
 
 ( )g R RX V2 XVT XV=  1J dg 1 ,
 
 (5.13)
 für den Y-Bereich berechnet sich der k r -dimensionale Vektor
 
 ( )g R RY U2 YUT YU=  1J dg 2 .
 
 (5.14)
 zu V/VI:
 
 Die Kommunalitäten stehen in enger Beziehung zu den Varianzraten und bestehen aus den
Intra- und den Interbereichskommunalitäten. In Analogie zu den Varianzraten werden die
Kommunalitäten ebenso aus den Struktur- und Redundanzmatrizen abgeleitet. Dabei hängt
der Wert der Kommunalitäten von der Zahl k r  der als relevant erachteten kanonischen
Dimensionen ab.
 
 Intrabereichskommunalitäten geben an, welcher Teil der Varianz einer Ausgangsvariablen
durch die k r  kanonischen Variablen desselben Bereichs erklärt wird. Sie werden aus der
Strukturmatrix berechnet, indem deren Elemente zeilenweise bzw. pro Ausgangsvariable
quadriert und aufsummiert werden. Für die X- und Y-Bereiche ergeben sich hierbei jeweils
die J bzw J1 2. -dimensionalen Vektoren
 
 ( )d R RX U2 XU XUT= dg 
 
 (5.15)
 bzw.
 ( )d R RYV2 YV YVT= dg .
 
 (5.16)
 Interbereichskommunalitäten sind als Anteil der Varianz einer Ausgangsvariablen eines
Bereichs durch die k r  kanonischen Variablen des anderen Bereichs interpretierbar. Zur
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Ermittlung dieser Größen werden die Redundanzmatrizen herangezogen, indem deren
Elemente zeilenweise bzw. pro Ausgangsvariable quadriert und summiert werden.
 
 Für den X-Bereich ergibt sich der J1-dimensionale Vektor dX V
2  mit
 
 ( )d R RX V2 XV xVT= dg ,
 
 (5.17)
 für den Y-Bereich kann der J 2 -dimensionale Vektor dY U
2  ermittelt werden anhand
 
 ( )d R RY U2 YU YUT= dg .
 
 (5.18)
 Die Anzahl der kanonischen Dimensionen dient bei einigen Autoren als Ausgangsbasis zur
Definition von Gesamt-Koeffizienten. Es werden
 • Gesamtextraktionsmaße,
 • Gesamtredundanzmaße und
 • Gesamtkorrelationsmaße
 unterschieden.
 
 zu VII/VIII:
 
 Unter Einbezug aller ermittelten Dimensionen lassen sich auf der Basis obiger Extraktions-
und Redundanzmaße die entsprechenden Gesamtmaße formulieren. Für die Gesamtextrak-
tionsmaße der beiden Bereiche gelten hierbei die folgenden Beziehungen:
 
 ( )g R RX U2 XUT XU= 1
1J
tr 
 
 ( )g R RY V2 YVT YV= 1
2J
tr 
 
 (5.19)
 
 
 (5.20)
 g X U
2  zeigt an, welcher Teil der Varianz des Bereichs X durch die ersten k kanonischen
Variablen Ui , i = 1...k, erklärt wird. Auf analoge Weise kann gY V
2  interpretiert werden.
 
 Für die Gesamtredundanzmaße der beiden Bereiche gelten folgende Formeln:
 113
 ( )g R RX V2 XVT XV= 1
1J
tr ,
 
 ( )g R RY U2 YUT YU= 1
2J
tr .
 
 (5.21)
 
 
 (5.22)
 gY U
2  enthält den Prozentsatz der Varianz des Bereichs Y, der durch die ersten k kanonischen
Variablen Ui ,  i = 1, ,k  von X erklärt werden kann.
 
 Schließlich ist das Gesamtkorrelationsmaß von Bedeutung, da es die Stärke des multivariaten
Zusammenhangs der beiden Variablen X und Y in einem einzigen Wert zum Ausdruck bringt.
Mögliche Varianten des Gesamtkorrelationsmaßes sind folgender Übersicht zu entnehmen
(vgl. Cramer/Nicewander, 1979):
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 Tab. 5.4: Gesamtkorrelationsmaße (Röhr, 1993)
 
 Der kanonische Korrelationskoeffizient als Gesamtkorrelationsmaß wird im folgenden
Abschnitt detailliert diskutiert.
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 5.2.5. Reduktion kanonischer Dimensionen durch Redundanzmaße
 
 Die unter III/IV diskutierten Redundanzmaße werden in Stufe 4 des Prozesses zur Reduktion
der Dimensionen eingesetzt und führen bei entsprechender Datenkonstellation zu einer
weiteren Minderung der Dimension der Lösung. Als Minimalforderung für die weitere
Berücksichtigung einer kanonischen Dimension an die Redundanzmaße beider kanonischer
Variablen werden die folgenden Festlegungen vorgenommen (De Leeuw, 1983):
 
 
g
g
X V
2
Y U
2
i
i
≥
≥
 0.1
 0.1
 
 (5.23)
 
 (5.24)
 Hierbei ist der gewählte Wert heuristisch determiniert. Die obigen Maßzahlen führen
insgesamt zu der Zahl k der kanonischen Dimensionen, die für die Aufgaben der kanonischen
Korrelationsanalyse wie z.B. Datenreduktion herangezogen wird. In der Literatur wird die
Zahl k auch als der Rang der kanonischen Lösung bezeichnet.
 
 
 5.3.  Überprüfung der Variablen auf Redundanz
 
 Nach Reduktion der kanonischen Dimensionen mit Hilfe statistischer Kennzahlen ist in einem
zweiten Schritt zu überprüfen, von welchen der insgesamt J J1 2+  Variablen für die
Bestimmung der maximalen Größen der größte Einfluß ausgeht.
 
 Im Rahmen der Durchführung der Korrelationsanalyse ist generell abzuwägen, wie groß der
Umfang der zu analysierenden Merkmalsausprägungen sein soll. Zum einen spielen hierbei
inhaltliche Gründe eine Rolle: es müssen alle Variablenausprägungen berücksichtigt werden,
die für den zu untersuchenden Sachverhalt wesentlich sind. Zum anderen muß überprüft
werden, inwiefern die betrachteten Merkmalsausprägungen tatsächlich relevante Informatio-
nen beinhalten, d.h. für das Ergebnis der Analyse ausschlaggebend sind.
 
 Formal läßt sich dieses Problem der Variablenselektion mit Hilfe der bisherigen Analyse-
methoden lösen: Ausgehend von den beiden Variablenmengen X und Y wird untersucht,
welche Komponenten dieser beiden Mengen eliminiert werden können, ohne daß Verände-
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rungen in den Werten der kanonischen Korrelationskoeffizienten auftreten. Der Reduktions-
prozeß zur Eliminierung verläuft hierbei nach heuristischen Regeln: Ausgangspunkt der
Korrelationsanalyse sind die J1 bzw J 2.  Merkmalsausprägungen der beiden Merkmale X und
Y und die k s signifikanten Korrelationskoeffizienten. In Abhängigkeit der Gesamtzahl der
Variablenausprägungen ergeben sich dann J1 + J 2 Folgeanalysen, bei denen jeweils eine der
J1 + J 2 Variablen ausgeschlossen wird.
 
 • Das im ersten Schritt zu eliminierende Merkmal ist dasjenige mit der geringsten
Verringerung der Werte der signifikanten Korrelationskoeffizienten. Die nach der Elimi-
nierung verbleibenden (J1 + J 2) - 1 Variablen bilden dann den Ausgangspunkt für den
nächsten Schritt der Reduktion der Merkmalsausprägungen, der in analoger Art und Weise
abläuft.
 • Nach Beendigung des Reduktionsprozesses ergibt sich ein Überblick über jene
Variablenausprägungen der Bereiche X und Y, die aus dem Ansatz eliminiert werden
können.
 
 Die Ausführungen der obigen Abschnitte haben sich auf die analytische Form der
Interpretation der Ergebnisse der Korrelationsanalyse konzentriert. Neben dieser exakten
mathematischen Form der Interpretation existieren jedoch ebenso auf graphischen Ansätzen
basierende Methoden, welche in erster Linie auf der Analyse von Clustern in zweidimensio-
nalen Plots abzielen. Auf diese Methoden wird hier nicht eingegangen, vielmehr wird auf
Greenacre (1984) und Watada (1992) verwiesen.
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 6. Anwendungen
 
 
 Die Funktionsweise der in Kapitel 4 entwickelten und in Kapitel 5 interpretierten Methode
wird im folgenden Kapitel anhand von zwei Beispielen demonstriert.
 In Abschnitt 6.1. erfolgen hierbei zunächst einige generelle Bemerkungen zu Methoden der
Informationsgewinnung. Abschnitt 6.2. liefert eine Anwendung der betrachteten Methode aus
dem Bereich der strategischen Unternehmensführung. Hierbei wird neben der Darstellung der
entwickelten Methode insbesondere die allgemeine Bedeutung korrelationsanalytischer Mo-
delle im Bereich der strategischen Unternehmensführung aufgezeigt. Das zugrunde liegende
Datenmaterial ist hierbei artifizieller Art. Abschnitt 6.3. enthält sodann eine Darstellung einer
Analyse der Arbeitszufriedenheit von Pflegepersonal eines schweizerischen Krankenhauses.
Es wird gezeigt, in welcher Weise Verfahren der multivariaten Analyse zur Vorverarbeitung
von Daten aus dem Pflegebereich von Krankenhäusern eingesetzt werden können. Hierbei
liegen reale Daten den Betrachtungen zugrunde.
 
 
 
 6.1. Verfahren zur Informationsgewinnung
 
 Generell lassen sich die Verfahren zur Informationsgewinnung in automatische und nicht-
automatische Verfahren unterteilen. Da in den folgenden Betrachtungen nicht-automatische
Verfahren eingesetzt wurden, wird für die automatischen Verfahren auf die Literatur verwie-
sen (z.B. Waterman, 1989, Boose, 1989, Karbach et al., 1990).
 
 Die nicht-automatischen Verfahren des Informations- bzw. Wissenserwerbs werden von Mef-
fert (1989) in primär- und sekundäranalytische Methoden unterteilt. Sekundäranalytische Me-
thoden basieren auf der Analyse bereits vorhandener, erhobener Informationen, während pri-
märanalytische Verfahren auf der Anwendung empirischer Befragungs- und Beobachtungs-
techniken beruhen. Diesen Befragungs- und Beobachtungstechniken können explorative Er-
hebungstechniken vorausgehen, welche Büning et al. (1981) wie folgt unterteilen:
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 Explorative
Erhebungstechniken
 1.  Brainstorming
 2.  Delphi-Technik
 3.  Expertenbefragung
 
 Tab. 6.1: Explorative Erhebungstechniken
 
 Das Brainstorming umfaßt Sitzungen, bei denen Experten unterschiedlicher Funktionsberei-
che und Hierarchien mit heterogenen Wissenshintergründen einen kreativen Beitrag zu dem
zu diskutierenden Problem leisten sollen. Mit den Erkenntnissen dieser Brainstorming-Sit-
zungen reduziert sich der Umfang der bei primäranalytischen Verfahren zu analysierenden
Daten. Der Informationsgewinnungsprozeß der Delphi-Technik hingegen basiert auf in mehre-
ren Runden schriftlich abgegebenen Urteilen der befragten Personen. Die schriftliche Darle-
gung der Urteile hat den Vorteil, daß Informationsrückkoppelungen zwischen den Beteiligten
ermöglicht werden, welche die in den Folgerunden gemachten Äußerungen der Befragten be-
einflussen.
 Die Expertenbefragung schließlich besteht aus individuellen, mündlichen Befragungen ein-
zelner Experten, welche Bestandteil einer bestimmten Grundgesamtheit sind und welche die
Basis für die Überprüfung bzw. Entwicklung eines mittels der Befragung zu untersuchenden
Tatbestandes bilden. Die Expertenbefragung bildet mit anderen Befragungszielgruppen eine
Gestaltungsdimension des folgenden, von Büning et al. (1981) entwickelten Schemas:
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 Gestaltungsdimension  Ausprägung
 Zielpersonen  Bevölkerungsumfrage
 Unternehmensbefragung
 Expertenbefragung
 Befragungsstrategie  standardisiertes Interview
 strukturiertes Interview
 freies Gespräch
 Befragungstaktik  direkte Befragungstaktik
 indirekte Befragungstaktik
 Zahl der Untersuchungsthemen  Einthemen-Umfrage
 Mehrthemen-Umfrage
 Art der Kommunikation  mündliche Befragung
 schriftliche Befragung
 telefonische Befragung
 
 Tab. 6.2: Schema zur Informationsgewinnung durch Befragung
 
 Neben der Befragung als primäranalytischem Datenerhebungsverfahren lassen sich in der
Literatur Beobachtungsverfahren und Experimente als Methoden zur Datenerhebung finden.
 Für die weiteren Untersuchungen sind die beiden letzteren Verfahren jedoch nicht von Be-
deutung, so daß an dieser Stelle auf die entsprechenden Quellen verwiesen wird. Beispiels-
weise enthält neben Büning et. al. (1981) Brockhoff (1977) detaillierte Erläuterungen zu pri-
märanalytischen Verfahren.
 
 6.2. Strategische Unternehmensführung und Marketingforschung
 
 6.2.1. Analyse der betriebswirtschaftlichen Aspekte
 
 6.2.1.1. Vorbemerkungen
 
 Innerhalb der Betriebswirtschaftslehre bildet die strategische Unternehmensführung einen
Funktionsbereich, der in besonders hohem Maß durch Ungewißheiten gekennzeichnet ist.
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 Gerade in dem Bereich der strategischen Planung sind aus diesem Grund Modelle und Ver-
fahren notwendig, die dieser Ungewißheit und Subjektivität der Entscheidungsgrundlagen
Rechnung tragen. Die Forderung nach Modellen, welche die auf der strategischen Ebene
existierende Ungewißheit widerspiegeln, wird von einem hohen Maß an Heterogenität der
Methoden innerhalb der strategischen Planung begleitet. Aus einigen Bereichen der Unter-
nehmensforschung stammen Methoden, die bereits unsicheres Wissen verarbeiten können und
insbesondere auch in der strategischen Planung eingesetzt werden. Hierzu zählen An-sätze der
Linearen Programmierung, Prognosemodelle, Bereiche der Fuzzy-Multi-Criteria-Analyse, und
hier insbesondere die in diskretem Entscheidungsraum operierenden Verfahren des Multi-
Attribute-Decision-Making (MADM), (Hwang, Yoon, 1981, Chen, Hwang, 1993) sowie
Kreativitätstechniken wie z.B. die Delphimethode. Letztere läßt sich im weiteren Sinn den
OR-Verfahren zuordnen. Da die strategische Planung neben der Unsicherheit der ent-
scheidungsrelevanten Informationen auch durch insgesamt schlecht strukturierte Problem-
stellungen charakterisiert ist, werden verstärkt wissensbasierte Systeme eingesetzt, welche in
vielen Bereichen die klassischen OR-Verfahren ergänzen.
 Im folgenden wird mit den Methoden der Portfolio-Analyse ein zentraler Bereich der strategi-
schen Planung bzw. Unternehmensführung zur Konzeption von Strategien bei unsicherer
Information betrachtet. Hierbei bildet der Prozeß der Strategienbildung in seiner ersten Phase
den Ausgangspunkt für den Einsatz des Modells der generalisierten kanonischen Korrelati-
onsanalyse. Folgende Tabelle gibt einen Überblick über den Aufbau dieses Abschnittes:
 
 Funktionsbereich  Unternehmensplanung;
 strategische Unternehmens-
führung
 (Abschnitt 6.2.1.2.)
 Markt-/Marketingforschung
 (Abschnitt 6.2.1.4.)
 Aufgaben  Strategienfindung;
 Analyse der Marktattraktivi-
tät
 (Abschnitt 6.2.1.3.)
 Informationsbeschaffung
 (Abschnitt 6.2.1.5.)
 Methoden  statistische Datenanalyse   kanonische Korrelationsanalyse
 (Abschnitt 6.2.2)
 
 Tab. 6.3: Schema der folgenden Abschnitte
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 Zunächst erfolgen in Abschnitt 6.2.1.2. Ausführungen zu den Aufgaben der strategischen Un-
ternehmensführung und deren Ablauf. Sodann erfolgt in Abschnitt 6.2.1.3. eine detaillierte
Beschreibung der Phase II des Prozesses der strategischen Unternehmensführung, der Ent-
wicklung von Strategien.
 Abschnitt 6.2.1.4. beinhaltet die Darstellung der Position und der Aufgaben der Marktfor-
schung im Rahmen der strategischen Unternehmensführung, gefolgt von einem Überblick
über die Informationsgewinnungs- und -auswertungsverfahren in Abschnitt 6.2.1.5., welche
bei der Realisierung von Marktforschungsprojekten eine zentrale Rolle spielen. Die in Form
unscharfer Mengen vorliegenden Dimensionen der beiden Größen "Marktattraktivität" und
"relativer Wettbewerbsvorteil" werden aufgezeigt, die Größe "Marktattraktivität" wird mittels
der Korrelationsanalyse in Abschnitt 6.2.2. untersucht.
 Abschnitt 6.2.3. zeigt die Verbindung obiger Betrachtungen zu dem von Zimmermann (1989)
vorgestellten Expertensystem für Portfolio-Ansätze in der strategischen Planung.
 
 
 
 6.2.1.2. Aufgaben der strategischen Unternehmensführung
 
 
 Allgemein kann das Ziel jeder Unternehmung darin gesehen werden, mit möglichst hoher
Effizienz Ressourcen wie Arbeit, Kapital, Innovationen, Rohstoffe etc. in Güter und Dienst-
leistungen umzuwandeln (Hinterhuber, 1980).
 
 Die folgende Graphik stellt den Bezug zwischen der Unternehmung und ihren Ressourcen dar:
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AbnehmerAbsatz
Kapitalmarkt
Produktion 
Beschaffung
Forschung und EntwicklungLieferanten
Arbeitnehmer
Ressourceninputs
Arbeitsmarkt
Rohstoffmarkt
Absatzmarkt
 
 Abb. 6.1: Die Unternehmung und ihre Ressourcen
 
 Die Aufgabe der Unternehmensleitung besteht hierbei darin, vor dem Hintergrund einer insta-
bilen und ungewissen Umwelt einen optimalen Transfer der Ressourcen zu gewährleisten.
Hierzu gehört, die jeweiligen unternehmensspezifischen Bedingungen auf den Beschaffungs-
märkten, d.h. den Kapital-, Rohstoff- und Arbeitsmärkten sowie auf den Absatzmärkten zu
antizipieren und die Konditionen für alle am Leistungsaustauschprozeß Beteiligten so zu ge-
stalten, daß zum einen die Ziele und Möglichkeiten des Unternehmens berücksichtigt werden,
zum anderen seitens der Marktpartner die Bereitschaft zu weiterer Kooperation aufrechterhal-
ten bleibt.
 
 Darüber hinaus ist die Unternehmensleitung für das Erkennen innovativer Entwicklungen und
für die Kooperation mit innovativen Einrichtungen verantwortlich. Insbesondere die Ziele und
Möglichkeiten der Unternehmung im Leistungsprozeß sind von der strategischen
Unternehmensführung zu formulieren und zu gestalten.
 
 
 Die Bedeutung und die Aufgaben der strategischen Unternehmensführung werden in der Lite-
ratur von zahlreichen Autoren dargestellt (Gälweiler (1990), Hammer (1995), Koch (1991)).
Hinterhuber beschreibt ein Fünf-Phasen-Modell, das ein Gesamtkonzept für die strategische
Führung umfaßt:
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 Abb. 6.2: Fünf-Phasen Modell nach Hinterhuber (1980)
 
 Die Analyse der Ausgangsposition des Unternehmens geschieht anhand eines Vergleiches der
Möglichkeiten und Gefahren der für die Unternehmung relevanten Umweltentwicklungen
sowie anhand einer Gegenüberstellung von Stärken und Schwächen der Unternehmung. Diese
erste Phase der Analyse der Ausgangsposition umfaßt ein sehr breites Spektrum an
Funktionsbereichen, da es sich um eine vor dem Hintergrund strategischer Fragestellungen
durchzuführende "Bestandsaufnahme der Ist-Situation" der Unternehmung handelt.
 
 Nach genauer Definition der Ausgangsposition der Unternehmung erfolgt in diesem Ablauf-
schema die Formulierung einzelner Strategien, mit deren Hilfe Produkt/Markt-Kombinationen
realisiert und die langfristigen Gewinnziele erreicht werden sollen. Die sich anschlie-ßenden
Phasen beinhalten die Realisierung der strategischen Vorgaben im operativen Bereich und die
Einbindung des strategischen Managements in die Unternehmensorganisation.
 
 Da im Rahmen dieser Arbeit in erster Linie die ersten zwei Phasen des "Fünf-Phasen-Mo-
dells" von Hinterhuber von Interesse sind, wird für die Diskussion des gesamten Schemas auf
Hinterhuber (1980) oder Ulrich (1978) verwiesen. Im folgenden liegt der Schwerpunkt der
Betrachtung auf der Phase zwei des "Fünf-Phasen-Modells", welche im folgenden Abschnitt
im Detail präsentiert wird.
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 6.2.1.3. Prozeß der Strategienfindung
 
 Wie im vorherigen Abschnitt bereits dargestellt, folgt nach Abschluß der Analyse der Aus-
gangsposition der Unternehmung und der Bestimmung des Ausblicks die Phase der Formu-
lierung der Strategien.
 
 Hinterhuber (1980) nennt zur Kennzeichnung von Strategien folgende vier Merkmale:
 • Bestimmung der Märkte, in denen die Unternehmung operiert, und der Produkte, die auf
diesen Märkten abgesetzt werden sollen,
 • Auswahl der Ressourcen, Mittel und Verfahren, mit denen die Produkte bzw. Dienstlei-
stungen unter Erzielung relativer Wettbewerbsvorteile geschaffen werden können,
 • Zuteilung von Ressourcen und Determinierung von Maßnahmen, mit Hilfe derer die Un-
ternehmung die festgelegten Ziele erreichen kann,
 • Festsetzung von Kriterien für die finanzwirtschaftliche Beurteilung der Strategien.
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 Folgende systematische Vorgehensweise zur Strategienfindung wird vorgeschlagen:
 
 
Elemente
Marktattraktivität
relative Wettbewerbsvorteile
(Stärken) der Unternehmung
Ist-Portfolio
Strategische Ziele
(Produkt/Markt-
Kombinationen)
Alternative Strategien
Entscheidungsanalyse
Strategisches Ziel-Portfolio
Analyse Prognose Beurteilung Kreativität Entscheidung
Kritische
             Fähigkeiten
 
 Abb. 6.3: Strategienfindung (Hinterhuber, 1980)
 
 Im folgenden wird die Analyse der Marktattraktivität und der relativen Wettbewerbsvorteile
der Unternehmung als Bestandteil des Prozesses der Strategieformulierung betrachtet. Die
beiden Größen bilden Ordinate und Abszisse der Portfolio-Matrix (Abb. 6.4) und sind damit
Ausgangspunkt der Analyse des Ist-Portfolios.
 Eine Aufspaltung der Dimensionen der Größe "Marktattraktivität" führt zu folgender Über-
sicht:
 
 1. Dimensionen der Marktattraktivität
 
 (1) Marktwachstum und Marktgröße
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 (2) Marktqualität
 
 • Rentabilität der Branche
 • Stellung im Markt-Lebenszyklus
 • Spielraum für die Preispolitik
 • Investitionsintensität
 • Wettbewerbsintensität und -struktur
 • Anzahl potentieller Nachfrager
 • Eintrittsbarrieren für neue Anbieter
 • Technologisches Niveau und Innovationspotential
 
 (3) Energie- und Rohstoffversorgung
 
 • Abhängigkeit der Wirtschaftlichkeit der Produktionsprozesse von Energie- und Rohstoff-
preisen
 • Existenz von alternativen Rohstoffen und Energieträgern
 
 (4) Umweltsituation
 
 • Konjunkturabhängigkeit
 • Inflationsauswirkung
 • Abhängigkeit von der Gesetzgebung
 • Abhängigkeit von der öffentlichen Einstellung
 • Risiko staatlicher Eingriffe
 • Umweltbelastung
 
 Die unterschiedlichen Komponenten der Marktattraktivität können im allgemeinen von dem
Unternehmen nicht beeinflußt werden. Die im folgenden nicht explizit analysierten Dimen-
sionen der relativen Wettbewerbsvorteile der Unternehmung sind Anhang G zu entnehmen.
 
 Im Rahmen der Analyse des Ist-Portfolios wird nach Analyse aller relevanten Merkmalsaus-
prägungen jede strategische Geschäftseinheit anhand der beiden Merkmale bewertet und in
folgende Matrix positioniert:
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 Marktattraktivität
hoch
mittel
niedrig
0
33
67
100
Wettbewerbsvorteile
niedrig mittel hoch
33 67 100
(mittel/
hoch)
 
 Abb. 6.4: Portfolio-Matrix
 
 Bei dieser Positionierung werden die in obiger Übersicht dargestellten Bestimmungsfaktoren
von dem Entscheidungsträger aggregiert und zu einer Größe zur Bewertung der Wettbewerbs-
vorteile und der Marktattraktivität zusammengefaßt.
 
 Die in dieser Arbeit entwickelte Korrelationsanalyse wird als Methode zur Analyse der Kom-
ponenten der Größe "Marktattraktivität" eingesetzt. Die Einflußfaktoren liegen hierbei in
Form von unscharfen Mengen vor. Zur systematischen Erfassung all dieser Einflußkompo-
nenten dient der Funktionsbereich der Markt-/Marketingforschung innerhalb des Unterneh-
mens. Der folgende Abschnitt gibt einen Überblick über die Aufgaben dieses Funktionsbe-
reiches.
 
 
 6.2.1.4. Aufgaben der Marketing-/Marktforschung innerhalb der strategischen Unter-
nehmensführung
 
 Ausgehend von der Unternehmung mit ihren unterschiedlichen Funktionsbereichen kann die
in Phase 1 des Konzeptes der strategischen Führung zu leistende Aufgabe der Analyse der
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Ausgangsposition in den Bereich der Marktforschung bzw. Marketingforschung eingeordnet
werden.
 
 Gegenstand der Marktforschung bzw. Marketingforschung sind die für die Unternehmung
relevanten Märkte (vgl. auch Abb. 6.1), die für die einzelnen Produkte entwickelten Marke-
tingaktivitäten sowie innerbetriebliche Fragestellungen. Zwischen den Bereichen der Markt-
forschung und der Marketingforschung wird von Meffert (1986) folgende Abgrenzung getrof-
fen:
 
 
 
 Marketingforschung (Absatzforschung)
 
 
 Marketingaktivitäten, z.B.  Absatzmarkt, z.B.  Beschaffungsmarkt
 
 Distributionsforschung
 Preisforschung
 Werbeforschung
 
 Marktpotential
 
 Arbeitsmarkt
 innerbetriebliche Sachver-
halte:
 Vertriebskostenanalyse
 
 Marktvolumen
 
 Kapitalmarkt
 Kapazitätsprogramm
 Lagerprobleme
 Absatzpotential  Rohstoffmarkt
  
 Marktforschung
 
 
 Abb. 6.5: Abgrenzung von Marktforschung und Marketingforschung
 
 Es wird deutlich, daß die Marketingforschung sowohl unternehmensexterne Daten der Ab-
satzforschung als auch unternehmensinterne Informationen betrachtet. Die Marktforschung
hingegen bezieht sich neben der Analyse des Absatzmarktes des Unternehmens ebenso auf die
Beschaffungsmärkte, wie z.B. die Arbeitsmärkte, die Geld- und Kapitalmärkte sowie die
Rohstoff- und Anlagenbeschaffungsmärkte.
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 Die oben beschriebene Instabilität und Ungewißheit der die Unternehmung umgebenden
Umwelt setzt sich im Bereich der Markt-/Marketingforschung fort. Vor dem Hintergrund
eines in mehreren Schritten ablaufenden, strategischen Planungs- und Entscheidungsprozesses
hat die Markt-/Marketingforschung somit mehrere wichtige Funktionen (Meffert, 1989):
 
 1. Sie dient dazu, Chancen und Risiken möglichst frühzeitig erkennbar zu machen;
 
 2. sie unterstützt die strategische Arbeit der Unternehmensführung,
 
 3. im Entscheidungsprozeß trägt sie zur Objektivierung der Sachverhalte bei,
 
 4. sie schafft die Voraussetzungen für einen unternehmensinternen Lernprozeß.
 
 Im Zusammenhang mit der strategischen Planung wird insbesondere auch der Informations-
beschaffungscharakter der Marketingforschung deutlich.
 
 Gutenberg (1984) leitet den Informationsbedarf der Marketingforschung aus jenen Faktoren
ab, welche die Absatzhöhe der Unternehmung bestimmen. Die erste große Gruppe der Fakto-
ren bezeichnet er als Trendvariablen (langfristig, nicht oder kaum beeinflußbar). Diese um-
fassen drei nach ihrem Grad der Aggregation unterteilte Entwicklungsrichtungen.
 
 • Gesamtwirtschaftlicher Wachstumsprozeß
 Für die Marktforschung ist hier interessant, ob sich ein Zusammenhang zwischen dem
Absatz einer Unternehmung und einem Konjunkturaufschwung ermitteln läßt.
 • Branchenentwicklung
 Die Entwicklung der Branche hat einen starken Einfluß auf die einzelne Unternehmung.
Hier sind im Rahmen der Marktforschung einzelne branchenspezifische Absatzindikato-
ren zu ermitteln.
 • Entwicklung der einzelnen Unternehmung
 Sie ist das Resultat der strategischen Unternehmenspolitik und enthält Informationen über
den Marktanteil der Unternehmung.
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 Die zweite große Gruppe der Faktoren bilden die Instrumentvariablen: Für die Entwicklung
der Absatzhöhe der Unternehmung ergibt sich folgende Formel
 
 ( )x f R R R TK W U R= , , , ,  (6.1)
 
 wobei
 RK: Reaktionen der Käufer auf Aktionen oder Reaktionen der Unternehmung,
 R W:Reaktionen der Wettbewerber auf Aktionen oder Reaktionen der Unternehmung oder auf
Aktionen der Käufer,
 R U : Reaktionen der Unternehmung auf Aktionen oder Reaktionen der Wettbewerber oder auf
Aktionen der Käufer,
 TR: Trends der allgemeinen und speziellen Entwicklung der Unternehmung.
 
 Die Analyse dieser Faktoren bildet einen wesentlichen Bestandteil der von Hinterhuber als
Unternehmensanalyse und -prognose bezeichneten Vorgehensweise. Insbesondere in dem hier
beschriebenen absatzpolitischen Bereich liegt bei den entscheidungsrelevanten Informationen
ein hohes Maß an Ungewißheit vor.
 • So sind zum einen die ökonomischen, technischen, sozialen und rechtlichen Rahmen-
bedingungen des Marketing und ihre Entwicklung nicht mit vollkommener Sicherheit
antizipierbar.
 • Ebenso ist das zukünftige Verhalten der anderen Markteilnehmer wie z.B. der Konkurren-
ten oder der Käufer nicht bekannt.
 • Die Wirkung eines bestimmten Marketing-Mixes ist von den Marktbedingungen abhängig
bzw. wird von diesen bestimmt.
 
 Nach Charakterisierung der Art des Informationsbedarfes im betrieblichen Planungs- und
Entscheidungsprozeß werden übersichtshaft einige Verfahren zur Gewinnung von Informa-
tionen dargestellt.
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 6.2.1.5. Verfahren der Informationsgewinnung und -auswertung
 
 Abb. 6.6 gibt einen Überblick über Methoden der Informationsgewinnung und -auswertung
und stellt den Zusammenhang zu Abschnitt 6.1 her. Beispielhaft werden die Methoden der
statistischen Datenanalyse als Informationsauswertungsverfahren innerhalb des Schemas der
Marketingforschung dargestellt.
 
 
 
Informationsgewinnung
Primärforschung Sekundärforschung
Marktanalyse Marktbeobachtung
Informationsauswertung
Ordnen Skalieren Interpretation und
statistische Analyse 
Korrelationsanalyse 
Diskriminanzanalyse 
Regressionsanalyse 
Faktoranalyse
 
 Abb. 6.6: Methoden der Informationsgewinnung und -auswertung
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 6.2.2. Präsentation der Methode
 
 6.2.2.1. Ermittlung der kanonischen Korrelationsvektoren
 
 Ausgangspunkt sind die beiden Bereiche X und Y, die durch die entsprechenden Zufallsvek-
toren X und Y repräsentiert sind. Die Komponenten der Zufallsvektoren bilden die in ihrer
Grundgesamtheit normalverteilten und in N = 9 Beobachtungen vorliegenden Zufallsvaria-
blen.
 
 Es gilt: ( )X X , X , X , X1 2 3 4=  bzw. ( )Y Y , Y , Y , Y1 2 3= 4 .
 
 (6.2)-(6.3)
 Im folgenden werden zwei Dimensionen der Marktattraktivität, "Marktqualität" und
"Umweltsituation", mit den entsprechenden Merkmalsausprägungen dargestellt. Es wird von
der Annahme ausgegangen, daß die Variablen des X- und des Y-Bereiches sich gegenseitig
beeinflussen.
 Für den X-Bereich, welcher das Merkmal "Marktqualität" repräsentiert, ergeben sich die fol-
genden Ausprägungen:
 
 
X
X
X
X
1
2
3
4
 MA1
 MA2
 MA3
 MA4
 Spielraum für die Preispolitik
 Wettbewerbsintensität
 Rentabilität der Branche
 Innovationspotential
 
 Tab. 6.4: Ausprägungen des Merkmals "Marktqualität"
 
 Entsprechend wird mit Y im folgenden das Merkmal "Umweltsituation" bezeichnet, welches
in den vier folgenden Merkmalsausprägungen vorliegt:
 
 
Y
Y
Y
Y
1
2
3
4
 MA1
 MA2
 MA3
 MA4
 Konjunkturabhängigkeit
 Abhängigkeit von der Gesetzgebung
 Inflationsauswirkungen
 Abhängigkeit von der öffentlichen Einstellung
 
 Tab. 6.5: Ausprägungen des Merkmals "Umweltsituation"
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 Zur Demonstration der Eigenschaften des Modells und seiner Interpretation werden hier ei-
nige Spezialfälle betrachtet:
 
 • Die beiden Merkmale sind jeweils durch die identischen Merkmalsausprägungen MA2
von X und MA1 von Y gekennzeichnet.
 • Die beiden Merkmalsausprägungen MA1 und MA3 von X sowie MA2 und MA4 von Y
liegen mit identischen Beobachtungen vor.
 
 Beide Merkmale X und Y werden auf der Grundlage von neun Beobachtungen analysiert und
lassen sich mit den einzelnen Merkmalsausprägungen wie folgt darstellen:
 
 
X
1
2
3
4
5
6
7
8
9
2 5 3 35 55 6 65 2 5 3 35 2 5 3 35
4 5 5 55 65 7 7 5 4 5 5 55 55 6 6 5
35 4 4 5 35 4 4 5 35 4 4 5 7 5 8 85
15 2 2 5 35 4 4 5 15 2 2 5 6 5 7
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
7 5
4 5 5 55 55 6 65 4 5 5 55 05 115
15 2 2 5 55 6 65 15 2 2 5 4 5 5 55
05 115 4 5 5 55 0 5115 05 115
2 5 3 35 7 5 8 8 5 2 5 3 35 35 4 4 5
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )15 2 2 5 7 5 8 8 5 15 2 2 5 2 5 3 35


























 
 
 
 (6.4)
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Y
1
2
3
4
5
6
7
8
9
55 6 65 05 115 35 4 4 5 0 5115
65 7 7 5 15 2 2 5 15 2 2 5 15 2 2 5
35 4 4 5 2 5 3 35 15 2 2 5 2 5 3 35
35 4 4 5 05 115 7 5 8 8 5 0 51
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )
15
55 6 65 35 4 4 5 55 6 65 35 4 4 5
55 6 65 2 5 3 35 4 5 5 55 2 5 3 35
4 5 5 55 15 2 2 5 0 5115 15 2 2 5
7 5 8 8 5 05 115 35 4 4 5 0 5115
( . , , . ) ( . , , . ) ( . , , . ) ( . , , . )7 5 8 8 5 05 115 35 4 4 5 0 5115


























 
 
 
 (6.5)
 
 Hier werden die unscharfen Mengen auf den Niveaus α α= =1 0 7und .  in das Modell inte-
griert.
 
 0.5  1  1.5  2  2.5  3  3.5  4  4.5  5  5.5  6  6.5  7  7.5  8  8.5
α= 1
α= 0.7
 
 Abb. 6.7: Unscharfe Menge auf α-Niveauebene
 
 
 Die unscharfen Matrizen werden nun mittels der Operationen der Fuzzy Arithmetik zentriert.
Man erhält die Matrizen Z Z1 2 und , die jeweils mit den unscharfen Mengen wie folgt darge-
stellt werden können:
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
− − − − − −
− − −
− − − − − − −
− − − −
− − − − −
− − − − − − − − − − −
−
1 0 1 1 0 1 1 0 1 3 2 1
1 2 3 0 1 2 1 2 3 1 2 3
0 1 2 3 2 1 0 1 2 3 4 5
2 1 0 3 2 1 2 1 0 2 3 4
1 2 3 1 0 1 1 2 3 4 3 2
2 1 0 1 0 1 2 1 0 0 1 2
3 2 1 2 1 0 3 2 1 4 3 2
1 0
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, ,( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1 2 3 1 0 1 1 0 1
2 1 0 1 2 3 2 1 0 3 2 1
, , , , , ,
, , , , , , , ,
− −
− − − − − − −


























Z1  
 
 
 
 (6.6)
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )
− − − − − −
− − − − −
− − − − − −
− − − − − − −
−
−
− − − − − − −
−
1 0 1 2 1 0 1 0 1 2 1 0
0 1 2 1 0 1 3 2 1 1 0 1
3 2 1 0 1 2 3 2 1 0 1 2
3 2 1 2 1 0 3 4 5 2 1 0
1 0 1 1 2 3 1 2 3 1 2 3
1 0 1 0 1 2 0 1 2 0 1 2
2 1 0 1 0 1 4 3 2 1 0 1
1 2 3 2
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , ,( ) ( ) ( )
( ) ( ) ( ) ( )
− − − −
− − − − −


























1 0 1 0 1 2 1 0
1 2 3 2 1 0 1 0 1 2 1 0
, , , , ,
, , , , , , , ,
Z2  
 
 
 
 (6.7)
 Zur Abschätzung des maximalen Korrelationskoeffizienten werden gemäß der Cauchy-
Schwartzschen Ungleichung vier Matrixprodukte ermittelt.
 Es ergeben sich Z Z Z Z Z Z Z Z1
'
1 2 2 2
'
1 1
'
2, ,   sowie .
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
5 16 45 21 2 27 516 45 25 6 39
21 2 27 118 47 21 2 27 47 13 20
5 16 45 21 2 27 516 45 25 6 39
25 6 39 47 13 20 25 6 39 23 56 105
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
− −
− − − −
− −
− − − −












Z Z1' 1  
 
 (6.8)
 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
118 47 28 4 16 32 3 26 28 4 16
28 4 16 0 10 35 28 1 26 110 35
32 3 26 28 1 26 13 38 75 28 1 26
28 4 16 110 35 28 1 26 0 10 35
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
− − − − − −
− − − − −
− − − − − −
− − − − −












Z Z2' 2  
 
 (6.9)
 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
− − − −
− − − − − −
− − − −
− − − − −












21 2 27 13 6 31 21 2 27 13 6 31
118 47 29 4 17 32 3 26 29 4 17
21 2 27 13 6 31 21 2 27 13 6 31
47 13 20 39 0 33 33 4 41 39 0 33
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
Z Z1' 2  
 
 (6.10)
 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
− − − −
− − − − −
− − − −
− − − − −












21 2 27 118 47 21 2 27 47 13 20
13 6 31 29 4 17 13 6 31 39 0 33
21 2 27 13 6 31 21 2 27 33 4 41
13 6 31 29 4 17 13 6 31 39 0 33
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
, , , , , , , ,
Z Z2' 1  
 
 (6.11)
 
 
 Nach Defuzzifikation der durch Multiplikation entstandenen unscharfen Mengen in den vier
Matrixprodukten ergeben sich folgende reelle Datenmatrizen:
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2125 2 6 2125 6 6
2 6 215 2 6 13 3
2125 2 6 2125 6 6
6 6 13 3 6 6 60 67
. . . .
. . . .
. . . .
. . . .
−
−












Z Z1' 1
    
215 5 2 3 5 2
5 2 14 1 1 14 1
3 1 415 1
5 2 14 1 1 14 1
. . .
. . .
.
. . .
− − −
− −
− − −
− −












Z Z2' 2  
 
 (6.12)-
(6.13)
 
 
2 6 7 75 2 6 7 75
215 52 3 52
2 6 7 75 2 6 7 75
13 3 175 4 175
. . . .
. . .
. . . .
. . .
− − −
− − −












Z Z1' 2
      
2 6 215 2 6 133
7 75 5 2 7 75 175
2 6 3 2 6 4
7 75 5 2 7 75 175
. . . .
. . . .
. .
. . . .
−
− −
−
− −












Z Z2' 1  
 
 (6.14)-
(6.15)
 
 Zur Berechnung der Varianz-Kovarianz-Matrizen sind die vier Matrixprodukte noch mit dem
stichprobenabhängigen Faktor 
1
1N −
 zu multiplizieren. Hier erfolgt eine Multiplikation mit
der Matrix C, deren Element der Hauptdiagonale jeweils der obige Faktor ist.
 
 
 
2 65 0 325 2 65 0 825
0 325 2 68 0 325 166
2 65 0 325 2 65 0 825
0825 166 0825 7 583
. . . .
. . . .
. . . .
. . . .
−
−












=S CZ ZXX 1' 1
     
0 325 0 968 0 325 0 968
2 68 0 65 0 375 0 65
0 325 0 968 0 325 0 968
166 0 218 0 5 0 218
. . . .
. . . .
. . . .
. . . .
− − −
− − −












=S CZ ZXY 1' 2  ´
 
 (6.16)-
(6.17)
 
 
 
2 68 0 65 0 375 0 65
0 65 176 0125 176
0 375 0125 518 0125
0 65 176 0125 176
. . . .
. . . .
. . . .
. . . .
− − −
− −
− − −
− −












=S CZ ZYY 2' 2  
 
 (6.18)
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 Zur Ermittlung der Korrelationsvektoren ist die Matrix S XX zu faktorisieren. Die Matrix FX
wird mittels des Dekompositionsverfahrens berechnet, so daß S F FXX X X
T
=  gilt.
 Die Berechnung des Eigensystems von S XX ergibt:
 
 Eigenwert  Eigenvektor
 8.4146  ( )− − −0 22 0 24 0 22 0 92. , . , . , .
 5.18  ( )0 65 0 32 0 65 0 22. , . , . , .−
 1.98  ( )0169 0 91 0169 0 32. , . , . , .− −
 
 Tab. 6.6: Eigensystem der Matrix S XX
 
 Die Eigenwerte lassen sich als Diagonalelemente der Matrix ∆  darstellen, die Eigenvektoren
werden spaltenweise in der Matrix P zusammengefaßt:
 
 
            ∆
8 414 0 0
0 5185 0
0 0 198
.
.
.










                              
               P
−
−
−
− − −












0 22 0 65 0169
0 242 0 319 0 916
0 22 0 65 0169
0 919 0 226 0 321
. . .
. . .
. . .
. . .
 
 
 (6.19)-
(6.20)
 
 Die Matrizen ∆  und P determinieren die für die Faktorisierung benötigte Matrix FX  mit
F PX
1/2
= ∆ .
 
 Die Berechnung des Eigenwertsystems der Matrix T= ( ) ( )F S S S FX XY YY YX X T− − −  ergibt die Matrix
L der Eigenwerte, deren Wurzel die kanonischen Korrelationskoeffizienten enthalten:
 L1/ 2
                 
0 99 0 0
0 0 61 0
0 0 0 07
.
.
.










 
 (6.21)
 
 Die Matrix Q enthält die zugehörigen Eigenvektoren der Matrix ( ) ( )F S S S FX XY YY YX X T− − − :
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            Q
− −
− − −
−










0 42 0 03 0 9
0 44 0 86 0 23
0 787 0 5 0 35
. . .
. . .
. . .
 
 
 (6.22)
 
 Die Abschätzung des Korrelationsvektors a1
(k)  ergibt sich aus Ermittlung der Spalten der Ma-
trix A P Q1/2= −  ∆ :
 
 
0 0002 0 3 0 093
0 61 0 2 018
0 0002 0 3 0 093
0 00013 0 21 0 34
. . .
. . .
. . .
. . .
− −
− −
− −
−












A  
 
 (6.23)
 
 Als Abschätzung der Vektoren a 2
(k)  ergeben sich die Spalten der Matrix B:
 
 
− − −
−
− −
−












0 61 0 2 0 031
0 00011 0 39 0 048
0 000045 0 085 0 433
0 00011 0 39 0 048
. . .
. . .
. . .
. . .
B  
 
 (6.24)
 
 
 
 
 6.2.2.2. Interpretation der kanonischen Korrelationsvektoren
 
 
 Werden die dem maximalen Korrelationskoeffizienten entsprechenden Korrelationsvektoren
herangezogen, so ergibt sich folgende Darstellung:
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 positive
 Korrelation:
 U1  
X X X X1 2 3 4
0 0002 0 61 0 0002 0 00013. . . .−
 ρ1 0 99= .  V1
 
Y Y Y Y1 2 3 4
−061 000011 0000045 000011. . . .
 
 Tab. 6.7: Gegenüberstellung der Merkmalsausprägungen mit den Komponenten der Korrela-
tionsvektoren
 
 Es können folgende Zusammenhänge abgeleitet werden:
 • Eine positive oder negative Veränderung der Variablen X 2  geht mit einer in gleichem
Maß positiven bzw. negativen Veränderung der Variablen Y1 einher.
 • Eine Veränderung der Variablen X X X1 3 4, und  hat so gut wie keinen Einfluß auf die
Variablen aus dem Bereich Y.
 • Eine Veränderung der Variablen Y Y Y2 3 4, und  hat so gut wie keinen Einfluß auf die Va-
riablen aus dem Bereich X.
 • Eine positive oder negative Veränderung der Variablen X 3  resultiert in gleichem Maß in
einer Veränderung des Bereiches Y wie eine positive oder negative Veränderung der Va-
riablen X1 .
 • Eine positive oder negative Veränderung der Variablen Y2 resultiert in gleichem Maß in
einer Veränderung des Bereiches X wie eine positive oder negative Veränderung der Va-
riablen Y4 .
 
 
 Mit der gewählten Variablenbezeichnung ergibt sich für die Analyse der Marktattraktivität
anhand der Merkmale "Marktqualität" und "Umweltsituation" folgende Interpretation:
 • Steigt der Grad der Konjunkturabhängigkeit eines Marktes, so nimmt in gleichem Maß die
Wettbewerbsintensität dieses Marktes zu.
 • Veränderungen in der Gesetzgebung und in der öffentlichen Einstellung dem Markt bzw.
dem Produkt gegenüber sowie Inflationsauswirkungen haben keinen Einfluß auf Preis-
politik, Rentabilität, Wettbewerbsintensität und Innovationspotential des Marktes.
 • Veränderungen bzw. Schwankungen in Preispolitik, Rentabilität, Wettbewerbsintensität
und Innovationspotential des Marktes lassen sich nicht auf Veränderungen der Gesetzge-
bungsmodalitäten, der öffentlichen Einstellung oder auf Inflationsauswirkungen zurück-
führen.
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 Zur Beurteilung der Marktattraktivität als ein zur Positionierung eines Produktes relevantes
Merkmal sind demnach alle hier analysierten Merkmalsausprägungen der Marktqualität und
der Umweltsituation mit Ausnahme der Variablen X Y2 1oder  heranzuziehen.
 
 Für die Positionierung eines Produktes in der Portfolio-Matrix ist in analoger Weise für das
Merkmal "relativer Wettbewerbsvorteil" eine Korrelationsanalyse durchzuführen.
 
 
 
 6.2.2.3. Bewertung der Ergebnisse
 
 Die Validierung der Methode erfolgt anhand
 1. einer Bewertung des Rechenaufwandes,
 2.  eines Vergleiches der Ergebnisse der Methode mit den entsprechenden Resultaten bei
scharfer Information
 
 
 1. Rechenaufwand
 Ausgehend von den defuzzifizierten Matrixprodukten nimmt die Ermittlung der maximalen
Korrelationskoeffizienten und -vektoren in Mathematica eine Rechenzeit von ca. 1-2 Minuten
in Anspruch. Hierbei ist zu beachten, daß sich bei einer Programmierung der Operationen die
Rechenzeit auf wenige Sekunden reduziert. Für die Ermittlung der Matrixprodukte wurde zum
Teil auf das Mathematica-Paket "Fuzzy Logic Arithmetic" zurückgegriffen. Zusätzliche
Operationen zur Verknüpfung wurden in Mathematica program-miert.
 
 Die Parameterkonstellation von J J1 2 4= = und N = 9 macht deutlich, daß es sich um ein
kleineres Problem handelt. Hinsichtlich der Ermittlung der Matrixprodukte ist für größere
Werte von J 1 2 und J  eine Zunahme der Rechenzeit um einige Sekunden zu vermuten.
 Insgesamt ist davon auszugehen, daß selbst bei umfangreicheren Problemen mit großen Be-
reichen X und Y die Rechenzeit ausgehend von den Matrixprodukten angesichts der breiten
Palette der existierenden Standardsoftware für Windows wie z.B. SPSS, SAS, BMDP oder
SYSTAT nicht wesentlich steigt. Die Funktionsweise dieser und anderer Systeme wird de-
tailliert von Röhr (1993) dargestellt und bewertet.
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 2. Vergleich mit scharfen Daten
 Die Ergebnisse des Modells zur Ermittlung von Korrelationen innerhalb eines mit unscharfen
Zahlen vorliegenden Datenmaterials lassen sich am besten mittels einer Gegenüberstellung
dieser Ergebnisse mit den Resultaten der gleichen Methode bei Analyse von reellen Zahlen
bewerten. Ansatzpunkt dieses Vergleiches sind die Varianz-Kovarianz-Matrix des Modells
aus Abschnitt 6.2.2.1. und die aus den entsprechenden scharfen Zahlen sich ergebende Matrix:
 
 
S*
. . . . . .
. . . . . . . .
. . . . . .
. . . . .
. . . . . . . .
. . . . . . .
. . . . . . . .
=
−
− − − −
−
− −
− − − −
− − −
− − − − − −
2 0 25 2 0 75 0 25 0 75 0125 0 75
0 25 2 25 0 25 1625 2 25 0 5 0 375 0 5
2 0 25 2 0 75 0 25 0 75 0125 0 75
0 75 1625 0 75 7 1625 0 05 0
0 25 2 25 0 25 1625 2 25 0 5 0 375 0 5
0 75 05 0 75 0 0 5 125 0125 125
0125 0 375 0125 05 0 375 0125 4 75 0125
0 75 05 0 75 0 0 5 125 0125 125. . . . . . .− − −
























 
 
 
 (6.25)
 
 
 
 
 Bei S* handelt es sich wie bei S um eine symmetrische Matrix.
 Als Ergebnis des Modells mit reellen Zahlen ergibt sich folgender Korrelationskoeffizient:
 
 ρ1 0 99= . .  (6.26)
 
 Die Abweichung der Ergebnisse des scharfen Modells ergibt sich aus den abweichenden
Werten der Varianz-Kovarianz-Matrix.
 Für die Korrelationsvektoren erhält man folgende Struktur:
 
 reelle Zahlen  triangulare Fuzzy-Zahlen, α= 0.7
 ( )a1(1): . . . .− − −0 004 0 66 0 004 0 004  ( )a1(1): . . . .0 0002 0 61 0 0002 0 00013−
 ( )a 2(1): . . . .− − −0 66 0 0035 0 00003 0 0035  ( )a 2(1): . . . .−0 61 0 00011 0 000045 0 00011
 
 Tab. 6.8: Ergebnisse der Analyse für reelle Zahlen und Fuzzy-Zahlen mit α = 0.7
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 Die mit einer Maximalabweichung von 0.1 als gering zu bewertenden Abweichungen lassen
sich vollständig auf die modifizierte Varianz-Kovarianz-Matrix zurückführen. Die geringen
Abweichungen verdeutlichen hierbei, daß die verallgemeinerte Methode die Korrelationen des
Datenmaterials sehr gut erkennt und somit die Datenstruktur aufrechterhalten bleibt und
vollständig durch das Modell transportiert wird.
 Es ist nun von Interesse, welchen Einfluß generell eine Veränderung der Varianz-Kovarianz-
Matrix auf die Korrelationskoeffizienten und -vektoren hat. Diese Frage kann nicht in allge-
meiner Form diskutiert werden, da die Korrelationskoeffizienten und -vektoren durch ein
Matrixprodukt einzelner Partitionen von S determiniert werden und somit der Effekt auf T
nicht eindeutig bestimmbar ist. Vielmehr ist zu fragen, welche Operationen bzw. Parameter-
festlegungen des verallgemeinerten Verfahrens Abweichungen innerhalb der Varianz-Kovari-
anz-Matrix herbeiführen und damit eine vom Standardmodell sich unterscheidende Korrelati-
onsstruktur hervorbringen können. Folgende Aspekte werden zur Diskussion herangezogen:
 
 1. α-Niveaus 2. Defuzzifikation
 
 • α-Niveaus
 In den hier vorgestellten Anwendungen werden die triangularen Fuzzy-Zahlen auf dem α-
Niveau 0.7 analysiert. Wird das α-Niveau gesenkt, werden weitere Spannweiten in die Mul-
tiplikation der Fuzzy-Zahlen einfließen und die Spannweiten des aus der Multiplikation der
Mengen resultierenden Produktes vergrößern. Bei Defuzzifizierung der unscharfen Menge
werden somit auch mögliche Abweichungen vom Ergebnis des Standardmodells größer. Eine
Anhebung des α-Niveaus auf das Niveau 1 eliminiert die Spannweiten und führt zu den Er-
gebnissen des Standardmodells. Wird das α-Niveau auf α = 0.85 angehoben, verkleinern sich
die Spannweiten, die in die Operationen zur Multiplikation einfließen. Für α = 0.85 ergeben
sich die folgenden Ergebnisse:
 
 
 Der maximale kanonische Korrelationskoeffizient bleibt konstant bei
 
 λ1 0 99= . ,  (6.27)
 
 
 die zugehörigen kanonischen Korrelationsvektoren zeigen folgende Struktur auf:
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 ( )a1(1): . . . .− −0 0023 0 635 0 0023 0 0035
 ( )a 2(1): . . . .0 63 0 00077 0 015 0 00077− − −
 
 Tab. 6.9: Korrelationsvektoren für α = 0.85
 
 Die Ergebnisse für α = 0.85 ergeben eine im Vergleich zu den α -Niveaus 1 und 0.7 ähnliche
Struktur. Die Vorzeichen der Vektorkomponenten haben sich für die Variablen X Y2 1 und 
verändert, es besteht aber wieder der bei den α -Niveaus 1 und 0.7 bereits ermittelte
Zusammenhang.
 
 • Defuzzifikation
 Zur Aufrechterhaltung der Datenstruktur ist für alle unscharfen Elemente in den Matrixpro-
dukten eine einheitliche Defuzzifizierungsmethode zu wählen. Im folgenden werden die ka-
nonischen Korrelationskoeffizienten und -vektoren bei einem gegebenen α-Niveau innerhalb
eines Intervalls von 20 % in der Umgebung des Defuzzifikationsergebnisses der Flächen-
schwerpunktmethode untersucht:
 Es ergeben sich für α = 0.7:
 
 -20 %  +20 %
 λ1 0 99= .  λ1 0 99= .
 ( )a1(1): .-0.0034 -0.617 -0.0034 0 0066  ( )a1(1): . . . .− −0 001 0 556 0 001 0 001
 ( )a 2(1): . . . .− − − −0 62 0 006 0 0015 0 006  ( )a 2(1): . . . .0 55 0 0007 0 000094 0 0007− − −
 
 Tab. 6.10: Ergebnisse der Analyse innerhalb eines Intervalls von 20 %
 
 Es wird deutlich, daß um 20% gesteigerte bzw. gesenkte Werte zu Varianz-Kovarianz-Matri-
zen führen, welche die Ergebnisse der Analyse mit scharfen Daten sowie die Ergebnisse der
Analyse bei α = 0.7 und Flächenschwerpunktmethode bestätigen. Es sind wiederum die Va-
riablen X Y2 1 und , welche mit identischen Koeffizienten markante Ladungen annehmen.
 Weitere Anmerkungen zur Interpretation, welche sich auf die Ergebnisse der kanonischen
Korrelation im allgemeinen beziehen, erfolgen in Abschnitt 6.3.3.4.
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 6.2.2.4.  Bestimmung der Zahl kanonischer Dimensionen
 
 Mit dem Ziel der Bereitstellung einer Interpretationsbasis der in Abschnitt 6.2.2.1. berechne-
ten Ergebnisse besteht der nächste Schritt in der Reduktion der Anzahl der berechneten Di-
mensionen der Größen, d.h. der Korrelationskoeffizienten und der Korrelationsvektoren, auf
jene Dimensionen, welche für das Datenmaterial wesentliche Informationen liefern können.
 In obigem Beispiel wurden insgesamt drei kanonische Korrelationskoeffizienten mit den ent-
sprechenden Vektoren ermittelt. Die Untersuchungen in Abschnitt 6.2.2.2. haben sich bereits
auf den größten kanonischen Korrelationskoeffizienten mit den entsprechenden Korrelations-
vektoren beschränkt.
 In diesem Abschnitt wird gezeigt, daß sich die Zahl der berechneten Dimensionen, welche mit
dem Minimum des Ranges der Beobachtungsmatrizen X und Y korrespondiert, auf eine
Dimension, d.h. auf den größten Korrelationskoeffizient, reduzieren läßt.
 
 
 
3 Korrelationskoeffizienten
3 Paar von Korrelationsvektoren
1 Korrelationskoeffizient
1 Paar von Korrelationsvektoren
Ausgangssituation
Ergebnis der Reduktion
der Dimensionen
 
 
 Abb. 6.8: Reduktion der Dimensionen
 
 
 Die Bestimmung der Anzahl der relevanten kanonischen Dimensionen basiert hierbei auf den
in Kapitel 5 vorgestellten Konzepten. Zusätzlich werden einige weitere, für die Interpretation
der Ergebnisse sinnvolle Kennzahlen kurz vorgestellt.
 
 Die Überprüfung der drei kanonischen Korrelationskoeffizienten ergibt eine Reduktion der
berechneten Koeffizienten auf einen, statistisch signifikanten Korrelationskoeffizienten. Da es
sich bei den hier analysierten Daten um artifizielle Daten handelt, wird keine Kreuzvali-
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dierung durchgeführt. In der weiteren Betrachtung wird deshalb von einer Stichprobenunab-
hängigkeit und Stabilität der ermittelten Korrelationskoeffizienten und -vektoren ausgegan-
gen.
 In der nächsten Phase wird die Zahl der kanonischen Dimensionen mittels eines Kriteriums
zur Eliminierung von praktisch nicht relevanten Korrelationskoeffizienten reduziert. Wie in
Abschnitt 5.2.3. dargestellt, gelten hier die folgenden auf empirischen Untersuchungen basie-
renden Grenzwerte:
 
 ρ ρk k≥ ≥0.3  bzw  0.1 .  (6.28)
 .
 Mit Bezug auf die hier gegebenen numerischen Werte der Korrelationskoeffizienten ergibt
sich hieraus keine weitere Reduktion, so daß für die Zahl der Dimensionen gilt: ks r=  k .
 
 Die letzte Phase des Prozesses schließlich besteht in der Ermittlung der praktisch nicht rele-
vanten Redundanzmaße. Hierzu sind zunächst die Interbereichsladungen bzw. Redundanz-
matrizen zu berechnen. Die hierbei für die Betrachtung verbleibenden Korrelationsvektoren
a a1
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2
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(6.30)
 
 Die Redundanzmatrizen nehmen nunmehr mit den in Kapitel 5 vorgestellten Methoden fol-
gende Form an:
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 (6.31)-
(6.32)
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 Für die Interpretation der Redundanzmatrizen wird das Quadrat eines jeden Elementes als
multiple Bestimmtheit ermittelt (vgl. Abschnitt 5.2.4.). Aufgrund der hier gewählten beson-
deren Datenkonstellation lassen sich einige Zusammenhänge deutlich erkennen:
 
 • Die Varianz der Variablen X 2  wird voll durch die optimale Linearkombination V1 erklärt.
Ebenso kann die Varianz der Variablen Y1  zu 100% durch die optimale Linearkombina-
tion U1 erklärt werden. Dieser Zusammenhang ergibt sich direkt aus den identischen
Ausprägungen der Merkmale X 2  und Y1  in den neun Beobachtungen.
 • Die identischen Ausprägungen der Merkmale X1 und X 3  kommen durch den gleichen
Anteil der durch die Linearkombination des anderen Bereiches erklärten Varianz dieser
Merkmals von 1.4 % zum Ausdruck.
 • Entsprechendes gilt für die Merkmale Y2 und Y4: jeweils 8.4 % ihrer Varianz wird durch
die optimale Linearkombination U1 erklärt.
 
 Die aus den Redundanzmatrizen ermittelbaren Redundanzmaße liefern jetzt noch Information
über den im Durchschnitt erklärten Anteil der Varianz der vier Merkmalsausprägungen durch
eine kanonische Variable des anderen Bereiches.
 
 Es ergibt sich für die Redundanz- und Gesamtredundanzmaße:
 
 
 ( )g R RX V2 XVT XV= 1J dg1  = 0.28 = ( )g R RX V
2
XV
T
XV=
1
J
tr
1
 (6.33)-
(6.34)
 
 ( )g R RY U2 YUT YU= 1J dg2  = 0.29 = ( )g R RY U
2
YU
T
YU=
1
J
tr
2
 
 (6.35)-
(6.36)
 Des weiteren entspricht der Anteil der jeweils erklärten Varianz der Merkmalsausprägungen
durch Linearkombinationen des gleichen Bereiches hierbei in etwa dem durch den anderen
Bereich erklärten Anteil und ergibt sich aus den Extraktionsmaßen:
 
 ( )g R RX U2 XUT XU= 1
1J
dg  = 0.28 = ( )g R RX U2 XUT XU= 1J tr1
 
 (6.37)-
(6.38)
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 ( )g R RY V2 YVT YV= 1J dg2  = 0.29 = ( )g R RY V
2
YV
T
YV=
1
J
tr
2
 
 (6.39)-
(6.40)
 Da die Zahl der kanonischen Dimensionen bereits auf 1 reduziert ist, entspricht in Analogie zu
den Redundanz- und Gesamtredundanzmaßen den beiden obigen Extraktionsmaßen das
jeweilige Gesamtextraktionsmaß.
 Im vierten Schritt der Vorgehensweise zur Reduktion der kanonischen Dimensionen wird
nach der heuristischen Festlegung einer Obergrenze für die Korrelationskoeffizienten in
Schritt drei nun auch für die Redundanzmaße eine heuristisch determinierte Grenze festgelegt
(vgl. Abschnitt 5.2.5.).
 
 Es gilt:
 
g
g
X V
2
Y U
2
i
i
≥
≥
 0.1
 0.1
 (6.41)
 
 (6.42)
 
 
 Es erfolgt somit keine weitere Reduktion der Anzahl der kanonischen Dimensionen, so daß
die kanonische Lösung den Rang k = 1 besitzt.
 
 Somit stehen als Ausgangspunkt für die Betrachtungen in Abschnitt 6.2.2.6. zur Überprüfung
der Modellvariablen auf Redundanz ein Korrelationskoeffizient und ein Paar von kanonischen
Korrelationsvektoren zur Verfügung.
 
 
 
 6.2.2.5. Weitere Kennzahlen
 
 Als Pendant zu den oben analysierten Redundanzmatrizen können mit den Strukturmatrizen
weitere Kennzahlen definiert werden, welche eine weitere Interpretation des vorliegenden
Datenmaterials ermöglichen.
 
 Gemäß Kapitel 5 ergibt sich für die Strukturmatrizen:
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−                 R S S AXU X
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 (6.43)-
 (6.44)
 
 Die Strukturmatrizen sind mit den Redundanzmatrizen identisch. Dies bedeutet, daß die Li-
nearkombinationen U1 1und V  den Anteil der Varianz der einzelnen Variablen des Bereiches
X und des Bereiches Y, d.h. der eigenen Bereiche, in gleichem Maß erklären wie die Varian-
zen der Variablen der anderen Bereiche.
 Im Gegensatz zu allen oben diskutierten Kennzahlen hängen die Kommunalitäten von der
Anzahl k r  der kanonischen Dimensionen ab. Durch die identischen Struktur- und Redun-
danzmatrizen sind auch die Intra- und Interbereichskommunalitäten identisch.
 
 Es ergeben sich:
 
 ( )d R RX U2 XU XUT= dg         ( )d R RX V2 XV XVT= dg ,
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      ( )d R RY U2 YU YUT= dg          ( )d R RY V2 YV YVT= dg ,
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 (6.45)-
 (6.46)
 
 
 
 
 
 
 (6.47)-
(6.48)
 
 Da hier genau eine kanonische Dimension betrachtet wird, lassen sich die Intra- und Interbe-
reichskommunalitäten auch direkt aus den Struktur- und Redundanzmatrizen ableiten.
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 6.2.2.6.  Überprüfung der Variablen auf Redundanz
 
 In Abschnitt 5.3. wurden die theoretischen Überlegungen zur Reduktion der Variablen dar-
gestellt. Im folgenden wird überprüft, in welchem Maß sich der Korrelationskoeffizient bei
Eliminierung einer Merkmalsausprägung verändert.
 
 Folgende Tabelle gibt einen Überblick über die schrittweise Reduktion der Variablenzahl und
die resultierenden Effekte auf den Korrelationskoeffizienten:
 
 Gesamtzahl der
Variablen
 kanonischer Korrelati-
onskoeffizient
 Anzahl der
Folgeanalysen
 Variable mit der gering-
sten Abnahme der KK
 8
 7
 6
 5
 4
 0.99
 0.99
 0.99
 0.99
 0.99
 7
 6
 5
 4
 0
 X1
 X4
 Y4
 Y3
 
 Tab. 6.11: Effekte einer schrittweisen Reduktion auf den max. Korrelationskoeffizienten
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 Die folgende Abbildung gibt einen Überblick über die einzelnen Reduktionsschritte:
 
 
X Y Y Y
2
4 2 3
0.99
X Y Y
nicht aus
System eliminierbar
Y41X 3 X 1
0.99 0.99 0.99
0.99
0.99 0.990.45
2X
0.45
X3
0.99
Y4
0.99
X
0.99
4 1
0.990.45
Y2Y Y
0.99
Y4
0.99
1
0.990.36
Y2Y Y1
0.99
nicht aus
System eliminierbar
3
3
3
Y2
 
 Abb. 6.9: Iteratives Verfahren zur Überprüfung der Redundanz
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 Da die Variablen X X Y Y1 3 2und  sowie und 4  in den entsprechenden Bereichen mit identi-
schen Merkmalsausprägungen vorliegen, führt eine Eliminierung einer der beiden Variablen
pro Bereich nicht zu einer Abnahme des Korrelationskoeffizienten. Entsprechend bewirken
die mit identischen Ausprägungen vorliegenden Variablen X Y2 1und  eine Abnahme des Kor-
relationskoeffizienten in gleichem Maß.
 
 
 6.2.3. Einsatz des Modells in Verbindung mit Expertensystemen der strategischen Un-
ternehmensplanung
 
 Die Ergebnisse obiger Untersuchungen stehen in direktem Zusammenhang mit dem Einsatz
von Expertensystemen in diesem Bereich. Ein Expertensystem für Portfolio-Ansätze in der
strategischen Planung wurde von Zimmermann (1989) vorgestellt. Es wird darauf
hingewiesen, daß die in der Literatur als klassische Portfolio-Analyse gehandelten
Ausführungen mit einigen problematischen Aspekten behaftet sind, welche wie folgt skizziert
werden können (Zimmermann, 1989):
 
 
 1. Die Positionierung der strategischen Geschäftseinheiten läßt sich nur unvollständig an-
hand von zwei Merkmalen durchführen.
 2. Jedes zu berücksichtigende Merkmal unterliegt einer Vielzahl von Einflußkomponenten,
welche im Rahmen der Bestimmung des Wertes des Merkmals zur Positionierung ohne
Berücksichtigung von bestehenden Abhängigkeiten zwischen den Komponenten, willkür-
lich und auf subjektiven Bewertungen basierend aggregiert werden.
 3. Die der Portfolio-Matrix zugeordneten Strategien geben ein sehr grobes Bild der operatio-
nalisierbaren Strategien ab. Expertenwissen fließt nicht in die Strategienformulierung ein.
 4. Der in der Realität existierenden Unsicherheit der Positionierung der strategischen Ge-
schäftseinheiten zugrundeliegenden Daten wird nicht Rechnung getragen.
 
 
 Zur Überwindung dieser Probleme wurde von Zimmermann ein Expertensystem entwickelt,
welches unscharfes Expertenwissen verarbeitet und mehr als zwei Merkmale zur differenzier-
teren Formulierung von Strategien und Positionierung der strategischen Geschäftseinheiten
berücksichtigt.
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 Die Aggregation unscharfer Merkmalsausprägungen führt zu unscharfen Merkmalen, welche
eine Positionierung, wie in der folgenden Darstellung skizziert, ermöglichen:
 
 
 
 Abb. 6.10: Portfolio-Matrix bei unscharfen Informationen
 
 
 Wie unter Punkt 2. erläutert, bestehen die Merkmale nun jeweils aus einer sehr hohen Zahl
möglicher, im Rahmen der Positionierung zu berücksichtigender Komponenten. Wie in den
vorherigen Abschnitten demonstriert, ist anhand korrelationsanalytischer Verfahren eine
Analyse der Abhängigkeiten zwischen den Komponenten durchführbar. Entsprechend den
Ergebnissen der Analyse kann die Zahl der zu aggregierenden Komponenten reduziert wer-
den. Auf diese Weise läßt sich eine bessere Strukturierung und Übersicht der vom Entschei-
dungsträger zu bewertenden Kriterien erreichen, die Komplexität der aus Merkmalen und
Merkmalsausprägungen bestehenden Hierarchien bzw. Bewertungsbäume wird reduziert, mit
vom Entscheidungsträger abschätzbarem Informationsverlust (Zimmermann, 1989).
 
 
 
 
 1  α
α
 1
niedrig          mittel           hoch
  hoch
   mittel
   niedrig
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 6.3. Analyse der Arbeitssituation von Pflegepersonalkräften
 
 
 Das folgende Kapitel zeigt eine Anwendung der kanonischen Korrelationsanalyse anhand von
Daten aus dem Personalbereich des Gesundheitswesens. Speziell handelt es sich hierbei um
subjektive Einschätzungen der Arbeitssituation und der Arbeitszufriedenheit des Pflegeper-
sonals eines Krankenhauses.
 
 Abschnitt 6.3.1. enthält Anmerkungen zu klassischen Konzepten der Analyse der Arbeitszu-
friedenheit und der Arbeitsmotivation. Hierunter zählen in erster Linie die Ansätze von Mas-
low, Herzberg und Argyris. Sodann erfolgt in Abschnitt 6.3.2. eine Konkretisierung der all-
gemeinen Analyse der Arbeitszufriedenheit anhand einer Betrachtung der Arbeitssituation und
-zufriedenheit von Pflegepersonal im Krankenhaus und in anderen Pflegebereichen.
 Ausgangspunkt hierzu bildet das von Prof. B. Güntert von der Forschungsgruppe für Manage-
ment im Gesundheitswesen/St. Gallen im Rahmen von Pflegepersonalbefragungen erhobene
Datenmaterial. Auf der Basis eines fest abgegrenzten Netzwerkes, welches die inhaltlichen
Zusammenhänge der die Problemstellung beschreibenden Faktoren der Arbeitssituation und
der Arbeitszufriedenheit sowie weiterer Größen aufzeigt, wird in Abschnitt 6.3.3. ein Ansatz
zur Analyse aller Faktoren mittels der Korrelationsanalyse entwickelt. Die abgeleiteten
Korrelationskoeffizienten und -vektoren bilden den Ausgangspunkt der Abschnitte 6.3.3.2.
und 6.3.3.3., in welchen gemäß Kapitel 5 eine Interpretation der ermittelten Ergebnisse er-
folgt. Abschnitt 6.3.3.4. schließlich enthält eine Bewertung der abgeleiteten Ergebnisse.
 
 
 
 6.3.1. Klassische Positionen zu Arbeitszufriedenheit und Motivation
 
 Das wohl bekannteste Konzept der Motivation stammt von Maslow (1970), der auf der Basis
psychologischer Befunde und klinischer Beobachtungen fünf verschiedene Gruppen von Be-
dürfnissen formuliert, welche nach seiner Auffassung die Arbeitsmotivation und Dynamik des
Menschen erklären.
 Die ersten vier Bedürfniskategorien können auch als Defizitmotive bezeichnet werden. Ihr
Nicht-Vorhandensein löst beim Individuum einen Mangelzustand aus. Folgende Bedürfniska-
tegorien lassen sich unterscheiden:
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 1. physiologische Bedürfnisse,
 2. Sicherheitsbedürfnisse,
 3. soziale Bedürfnisse,
 4. Bedürfnisse nach Wertschätzung.
 
 Demgegenüber kann das fünfte Motiv, das Bedürfnis nach Selbstverwirklichung, als Wachs-
tumsmotiv im Sinn der Vervollkommnung der Persönlichkeit bezeichnet werden.
 
 Eine sehr ausführliche Diskussion dieser Motive gibt Ulich (1994). Ebenso Bruggemann
(1978) und Bruggemann, Groskurth und Ulich (1975) liefern eine detaillierte Darstellung der
Theorie Maslows.
 
 Ein weiteres klassisches Konzept zur Erklärung der Motivation, speziell der Arbeitsmotiva-
tion stammt von Herzberg (1966) und wird auch als "Zwei-Faktoren-Theorie" bezeichnet.
Zentraler Bestandteil seiner Theorie bildet die Auffassung, daß Zufriedenheit und Unzufrie-
denheit von bestimmten Faktorengruppen beeinflußt werden. Diejenigen Faktoren, welche
Zufriedenheit bewirken, bezeichnete er als "satisfiers" bzw. Kontentfaktoren. Hierzu zählen
insbesondere:
 • verantwortliche Tätigkeit,
 • die Möglichkeit, etwas zu leisten,
 • Aufstiegsmöglichkeiten, Weiterentwicklung,
 • die Tätigkeit selbst, etc.
 
 Auf der anderen Seite stehen die "dissatisfiers" bzw. Kontextfaktoren, welche in erster Linie
aus folgenden Faktoren bestehen:
 • die Gestaltung der äußeren Arbeitsbedingungen
 • die Beziehungen zu Arbeitskollegen/Vorgesetzten
 • Entlohnung und Sozialleistungen
 • Krisensicherheit des Arbeitsplatzes
 Die Bedeutung der Herzbergschen Theorie besteht darin, daß nunmehr der eigentliche Inhalt
der Arbeitstätigkeit als Maß zur Messung der Arbeitsmotivation in den Mittelpunkt rückt. Aus
seinen Überlegungen wurde später das Job-enrichment-Konzept abgeleitet, welches das
Taylor'sche Prinzip der Arbeitsvereinfachung aufhebt und durch Arbeitsfeldvergrößerungen
zu einer Aufgabenbereicherung führt. Auch die Konzepte des job-rotation, des job-enlarge-
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ment sowie die Bildung autonomer Arbeitsgruppen lassen sich auf das Prinzip der Arbeits-
feldvergrößerung zurückführen (Wagner, Sauer, 1989).
 Allerdings können aus der "Zwei-Faktoren-Theorie" Herzbergs nicht spezielle Formen der
Arbeitszufriedenheit, wie z.B. resignative Arbeitszufriedenheit, abgeleitet werden. Diese
können u.a. dadurch entstehen, daß bei monotoner oder inhaltsleerer Arbeit, also bei Abwe-
senheit der Kontentfaktoren, die Kontextfaktoren motivierende Funktion übernehmen.
 
 Das dritte hier präsentierte Konzept der Arbeitsmotivation/-zufriedenheit stammt von Argyris
(1964). Dieses Konzept zur Arbeitszufriedenheit beinhaltet, daß Arbeitsmotivation und Pro-
blemlösungskompetenz vor allem durch ein auf "psychologischem Erfolg" basierenden
Selbstwertgefühl gefördert werden. Voraussetzung für das Erlangen eines psychologischen
Erfolges ist die Möglichkeit, eigene Ziele nach den individuellen Vorstellungen selbst zu be-
stimmen und eigenverantwortlich zu kontrollieren.
 Dieses Konzept steht somit deutlich im Gegensatz zu den heutigen Strukturen der meisten
Organisationen, in denen Beschäftigte nur noch eine sehr geringe Kontrolle über die eigenen
Arbeitsbedingungen ausüben können und in vielfacher Abhängigkeit zu Kollegen stehen.
 
 
 Im folgenden Abschnitt wird die Arbeitsmotivation/-situation speziell für das in Krankenhäu-
sern arbeitende Pflegepersonal analysiert. Dabei wird an die in den letzten Jahren zu beobach-
tende Fluktuation im Pflegebereich angeknüpft.
 
 
 
 6.3.2. Gegenwärtige Situation des Pflegepersonals
 
 Die Fluktuation im Bereich des Pflegepersonals hat in den letzten Jahren in vielen inländi-
schen und ausländischen Krankenhäusern ein hohes Ausmaß angenommen. Damit sind in
erster Linie negative Folgen für die Patientenversorgung verbunden, aber auch eine Steigerung
der Arbeitsbelastung für das verbleibende Personal. Die Personalfluktuation ist gleichermaßen
als Ursache und Wirkung des in der Öffentlichkeit diskutierten Pflegenotstandes aufzufassen.
Wie bei allen sozialen Problemen sind die Gründe für die Personalfluktuation im
Krankenhauswesen vielschichtig. Neben allgemein-strukturellen Gründen wie z.B. Bezah-
lung, Arbeitszeiten oder Berufsprestige tragen hierzu auch Faktoren bei, die in der jeweiligen
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Institution selbst begründet sind. Die konkreten Erfahrungen am eigenen Arbeitsplatz sind
häufig entscheidender für die Zufriedenheit beziehungsweise Unzufriedenheit von Mitarbei-
tern als die Bedingungen, die den Arbeitsbereich in seiner Gesamtheit betreffen.
 
 Im Rahmen der folgenden Analyse wird an einem Beispiel zur Analyse der Arbeitszufrie-
denheit die Funktionalität der kanonischen Korrelationsanalyse aufgezeigt. Hierbei fließen die
Daten, welche im Rahmen einer Befragung zur Arbeitszufriedenheit des Pflegepersonals an
einem Krankenhaus erhoben wurden, als unscharfe Mengen in die Ausgangsdatenmatrix ein.
 
 Der hier analysierte Fragebogen ist bereits in mehreren Studien zur Arbeitssituation des Pfle-
gepersonals eingesetzt worden. 1987 wurde er in der von Prof. Dr. Güntert durchgeführten,
vom Kanton Bern in Auftrag gegebenen Untersuchung der Arbeitssituation des Pflegeperso-
nals in Akutkrankenhäusern, psychiatrischen Kliniken und in Heimen im Kanton Bern ver-
wendet (Günter, B., Orendi, B., Weyermann, U.). In den Jahren 1991 und 1992 war dieser
Fragebogen in modifizierter Form Bestandteil einer Analyse der Arbeitssituation des nicht-
ärztlichen Personals in einem großen Krankenhaus in St. Gallen. Eine detaillierte Darstellung
der Struktur der eingesetzten Fragebogen kann dem Anhang sowie Güntert et al. (1989) ent-
nommen werden. Aus der Analyse dieses Fragebogens und der Durchführung eines Projektes
zur Analyse der Arbeitssituation des Pflegepersonals und zu  Ausarbeitungen von Strategien
zu deren Verbesserung wurde von Güntert (1989) eine Matrix der Wirkungszusammenhänge
entwickelt, die einzelne Einflußfaktoren und die diese beeinflussenden Größen enthält. Die
Einflußgrößen beziehen sich auf die Stationsebene. Andere denkbare Größen, die auf Kran-
kenhausebene oder Länder- bzw. Kantonsebene wirken, wurden nur bedingt berücksichtigt.
Die Matrix der Wirkungszusammenhänge enthält folgende vier Bewertungskategorien:
 
 
 0 : kein Einfluß
 1 : relativ geringer Einfluß
 2 : moderater Einfluß
 3 : relativ starker Einfluß
 
 Tab 6.12: Matrix der Wirkzusammenhänge
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 Die Zeilen der Matrix enthalten die Einflußfaktoren, die Spalten enthalten die durch die Ein-
flußfaktoren beeinflußten Größen. Für die Zwecke der folgenden Untersuchungen ist es aus-
reichend, die Wirkmatrix in reduziertem Umfang zu präsentieren.
 Folgende Tabelle gibt einen Überblick über die betrachteten Größen:
 
 
  1.  2.  3.  4.  5.  6.
 1.  -  2  3  0  3  1
 2.  0  -  1  0  1  1
 3.  0  3  -  0  0  0
 4.  0  0  3  -  0  0
 5.  1  0  3  0  -  0
 6.  0  0  3  0  0  -
 
 Tab. 6.13: Wirkmatrix der Modellgrößen, Güntert (1989)
 
 Hierbei umfassen die Einflußfaktoren bzw. beeinflußten Größen:
 
 1. Arbeitsdruck
 2. Personalwechsel/Fluktuation
 3. Alter
 4. Handlungs-/Entscheidungsspielraum
 5. Zusammenarbeit
 6. Entlohnung
 
 Einige der in der Tabelle dargestellten Beziehungen werden zum Zweck einer besseren Inter-
pretation der Abhängigkeiten in einem Netzwerk präsentiert (vgl. Kapitel 2). Das Netzwerk ist
um die beiden zusätzlichen Variablen
 • Alter der Pflegekraft
 • Gefühl des Zeitdrucks/Arbeitsdrucks
 ergänzt worden.
 
 158
 
 
Zufriedenheit
Zufriedenheit mit 
der Entlohnung
Personalwechsel/
Fluktuation
Handlungs-/
Entscheidungsspielraum,
Sinn der Arbeit
ZeitdruckAlter
Arbeitsdruck Arbeitsklima/
Zusammenarbeit
 
 
 Abb. 6.11: Netzwerk der Variablen
 
 Folgende Zusammenhänge können festgehalten werden:
 
 • Die allgemeine Zufriedenheit ist eng mit der Gehaltszufriedenheit und der Fluktuation
verknüpft.
 • Das Gefühl, eine sinnvolle Arbeit zu tun hat einen hohen direkten Einfluß auf die Zufrie-
denheit, ist jedoch direkt bezüglich Gehaltszufriedenheit und Fluktuation von geringerer
Bedeutung.
 • Das Arbeitsklima bzw. die Qualität der Zusammenarbeit hat einen hohen direkten Einfluß
auf die Zufriedenheit, ist jedoch direkt bezüglich Gehaltszufriedenheit und Fluktuation
von geringerer Bedeutung.
 • Der Zeitdruck/Arbeitsdruck hat direkt einen großen Einfluß auf die Zufriedenheit, auf die
beiden Größen Gehaltszufriedenheit und Fluktuation ist er direkt von mäßiger bis geringer
Bedeutung.
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 Dieses von Güntert in der St. Gallener Studie von 1992 in einem Projekt zur Entwicklung von
Strategien zur Verbesserung der Arbeitssituation des Pflegepersonals entwickelte Netzwerk
bildet die Ausgangsposition für den Einsatz der Korrelationsanalyse.
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 6.3.3. Präsentation der Methode
 
 6.3.3.1. Ermittlung der kanonischen  Korrelationsvektoren
 
 Gemäß Abbildung 6.1 werden in folgender Übersicht die Variablen der beiden Bereiche X
und Y definiert.
 
 Bereich X
 
 
 
 X1
 
 X2
 Personalwechsel/Fluktuation
 
 Zufriedenheit mit der Entlohnung
 Bereich Y
 
 
 
 Y1
 
 Y2
 
 Y3
 
 Y4
 Alter  Handlungs-Entscheidungsspiel-
raum, Sinn der Arbeit
 Arbeitsdruck/Zeitdruck  Arbeitsklima
 
 Abb. 6.12: Variablen der Bereiche X und Y
 
 Die Ausprägungen der einzelnen Variablen der beiden Bereiche wurden aus einer durch das
Interdisziplinäre Forschungszentrum für die Gesundheit in St. Gallen 1992 durchgeführten
Befragung des Pflegepersonals eines Krankenhauses in St. Gallen herangezogen. Prof. Dr.
Güntert hat mit großem Interesse an einer unscharfen Modellierung der von ihm untersuchten
Variablen für diese Studie die entsprechenden personenbezogenen Daten der einzelnen Ant-
worten zur Verfügung gestellt.
 
 Im folgenden werden die in dieser Analyse relevanten, dem Pflegepersonal gestellten Fragen
aufgeführt.
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 1. Werden Sie in zwei Jahren noch in Ihrer jetztigen Situation arbeiten?
 (Variable X1)
 
 
 
    nein
1 2 3 4 5
1 2 3 4 5
 eher
   nein
weiß
  nicht
  eher
ja
 ja
   
 
 Abb. 6.13: Antwortschema mit Ausprägung der Variablen X1
 
 2. Ich bin ausreichend honoriert für besondere Verantwortlichkeiten/ Führungsaufga-
ben?
 (Variable X 2 )
 
 
stimmt
nicht
stimmt
wenig
stimmt stimmt
ziemlich
stimmt
völlig
1 2 3 4 5
1 2 3 4 5
 
 Abb. 6.14: Antwortschema mit Ausprägung der Variablen X 2
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 3.  Alter
 (Variable Y1)
 
 Das Alter des befragten Krankenhauspersonals liegt zwischen 21 und 53 Jahren.
 Die dem Alter entsprechende Zahl fließt als reelle Zahl in das Modell ein.
 
 4. Die Arbeit, die ich mache, ist wirklich wichtig und sinnvoll.
 (Variable Y2)
 
 Hier wurden die Antworten nach dem Schema der Frage 2 gegeben.
 
 5. Ich fühle mich meist unter Zeitdruck.
 (Variable Y3)
 
      Das Antwortschema entspricht ebenfalls dem der Frage 2.
 
 6. Das Arbeitsklima in unserem Arbeitsteam ist gut.
 (Variable Y4)
 
      Das Antwortschema entspricht dem in Frage 2.
 
 Die Antworten zu den obigen Fragen sind für die einzelnen befragten Personen in den fol-
genden Tabellen gegeben. Hierbei erfolgt die Fuzzifizierung der Daten auf dem Niveau
α = 0 7. .
 
 
 Abb. 6.15: α-Niveau der unscharfen Mengen
α = 1
  α = 0 ,7
 0 ,5       1       1 ,5     2      2 ,5    3      3 ,5    4      4 ,5     5     5 ,5
    1                2               3             4              5
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 Die ersten beiden Fragen beziehen sich auf den Bereich X, die restlichen auf den Bereich Y.
 
 Bereich  X  Y
 Zufallsvektor  X X1 2  Y Y Y Y1 2 3 4
 Frage  1  2  3  4  5  6
 Person 1  1  5  50  4  3  4
 P 2  3  5  53  5  3  5
 P 3  4  4  42  5  1  4
 P 4  3  4  27  4  2  3
 P 5  4  5  53  4  2  4
 P 6  5  2  39  5  2  5
 P 7  5  3  43  5  3  5
 P 8  2  3  26  4  3  5
 P 9  3  4  34  4  5  4
 P 10  3  2  27  5  2  3
 P 11  1  5  22  4  1  3
 P 12  3  4  23  4  1  4
 P 13  5  5  51  5  3  5
 P 14  3  4  37  5  1  5
 P 15  3  2  27  4  1  4
 P 16  1  4  30  5  1  3
 P 17  5  4  33  5  3  4
 P 18  3  3  21  4  1  5
 P 19  4  4  44  4  2  4
 P 20  5  4  45  5  3  5
 P 21  5  3  42  5  3  5
 P 22  3  2  28  4  2  4
 P 23  4  4  52  5  3  5
 P 24  4  4  36  5  3  5
 P 25  1  2  31  5  2  3
 
 Tab. 6.14: Matrizen X und Y
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 Für den X-Bereich ergibt sich aus obigen Daten  folgende Übersicht:
 
 Bereich  X
 Frage  1  2
 zentrierte Matrix  Z1
 Person 1  (-3.32,-2.32,-1.32)  (0.36,1.36,2.36)
 P 2  (-1.32,-0.32,0.68)  (0.36,1.36,2.36)
 P 3  (-0.32,0.68,1.68)  (-0.64,0.36,1.36)
 P 4  (-1.32,-0.32,0.68)  (-0.64,0.36,1.36)
 P 5  (-0.32,0.68,1.68)  (0.36,1.36,2.36)
 P 6  (0.68,1.68,2.68)  (-2.64,-1.64,-0.64)
 P 7  (0.68,1.68,2.68)  (-1.64,-0.64,0.36)
 P 8  (-2.32,-1.32.-0.32)  (-1.64,-0.64,0.36)
 P 9  (-1.32,-0.32,0.68)  (-0.64,0.36,1.36)
 P 10  (-1.32,-0.32,0.68)  (-1.64,-0.64,0.36)
 P 11  (-3.32-2.32,-1.32)  (0.36,1.36,2.36)
 P 12  (-1.32,-0.32,0.68)  (-0.64,0.36,1.36)
 P 13  (0.68,1.68,2.68)  (0.36,1.36,2.36)
 P 14  (-1.32,-0.32,0.68)  (-0.64,0.36,1.36)
 P 15  (-1.32,-0.32,0.68)  (-2.64,-1.64,-0.64)
 P 16  (-3.32,-2.32,-1.32)  (-0.64,0.36,1.36)
 P 17  (0.68,1.68,2.68)  (-0.64,0.36,1.36)
 P 18  (-1.32,-0.32,0.68)  (-1.64,-0.64,0.36)
 P 19  (-0.32,0.68,1.68)  (-0.64,0.36,1.36)
 P 20  (0.68,1.68,2.68)  (-0.64,0.36,1.36)
 P 21  (0.68,1.68,2.68)  (-1.64,-0.64,0.36)
 P 22  (-1.32,-0.32,0.68)  (-2.64,-1.64,-0.64)
 P 23  (-0.32,0.68,1.68)  (-0.64,0.36,1.36)
 P 24  (-0.32,0.68,1.68)  (-0.64,0.36,1.36)
 P 25  (-3.32,-2.32,-1.32)  (-2.64,-1.64,-0.64)
 
 Tab. 6.15: Matrix Z1
 Für den Y-Bereich ergibt sich aus obigen Daten  folgende Übersicht:
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 Bereich  Y
 Frage  3  4  5  6
 Matrix  Z 2
 Person 1  13.36  (-1.65,-0.56,0.44)  (-0.24,0.76,1.76)  (-1.24,-0.24,0.76)
 P 2  16.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 3  5.36  (-0.56,0.44,1.44)  (-2.24,-1.24,-0.24)  (-1.24,-0.24,0.76)
 P 4  -9.64  (-1.65,-0.56,0.44)  (-1.24,-0.24,0.76)  (-2.24,-1.24,-0.24)
 P 5  16.36  (-1.65,-0.56,0.44)  (-1.24,-0.24,0.76)  (-1.24,-0.24,0.76)
 P 6  2.36  (-0.56,0.44,1.44)  (-1.24,-0.24,0.76)  (-0.24,0.76,1.76)
 P 7  6.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 8  -10.64  (-1.65,-0.56,0.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 9  -2.64  (-1.65,-0.56,0.44)  (1.76,2.76,3.76)  (-1.24,-0.24,0.76)
 P 10  -9.64  (-0.56,0.44,1.44)  (-1.24,-0.24,0.76)  (-2.24,-1.24,-0.24)
 P 11  -14.64  (-1.65,-0.56,0.44)  (-2.24,-1.24,-0.24)  (-2.24,-1.24,-0.24)
 P 12  -13.34  (-1.65,-0.56,0.44)  (-2.24,-1.24,-0.24)  (-1.24,-0.24,0.76)
 P 13  14.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 14  0.36  (-0.56,0.44,1.44)  (-2.24,-1.24,-0.24)  (-0.24,0.76,1.76)
 P 15  -9.64  (-1.65,-0.56,0.44)  (-2.24,-1.24,-0.24)  (-1.24,-0.24,0.76)
 P 16  -6.64  (-0.56,0.44,1.44)  (-2.24,-1.24,-0.24)  (-2.24,-1.24,-0.24)
 P 17  -3.64  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-1.24,-0.24,0.76)
 P 18  -15.64  (-1.65,-0.56,0.44)  (-2.24,-1.24,-0.24)  (-0.24,0.76,1.76)
 P 19  7.36  (-1.65,-0.56,0.44)  (-1.24,-0.24,0.76)  (-1.24,-0.24,0.76)
 P 20  8.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 21  5.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 22  -8.64  (-1.65,-0.56,0.44)  (-1.24,-0.24,0.76)  (-1.24,-0.24,0.76)
 P 23  15.36  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 24  -0.64  (-0.56,0.44,1.44)  (-0.24,0.76,1.76)  (-0.24,0.76,1.76)
 P 25  -5.64  (-0.56,0.44,1.44)  (-1.24,-0.24,0.76)  (-2.24,-1.24,-0.24)
 
 Tab. 6.16: Matrix Z 2
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 Nach Bilden der Matrixprodukte und anschließender Defuzzifikation der einzelnen Matrixe-
lemente ergeben sich folgende reelle Matrizen:
 
 SXX =






2 41 0 031
0 031 168
. .
. .
 (6.49)
 
 SXY =
−






4 96 0 39 0 57 0 8
519 0 022 0 24 017
. . . .
. . . .
 
 (6.50)
 SYY =












107 56 159 4 66 367
159 059 015 0 21
4 66 015 144 0 46
367 0 21 0 46 1013
. . . .
. . . .
. . . .
. . . .
 
 (6.51)
 
 Das Eigensystem der Matrix S XX  führt zu folgenden Matrizen der Eigenwerte und Eigenvek-
toren:
 
 ∆ =






2 42 0
0 168
.
.       P =
−





0 99 0 042
0 042 0 99
. .
. . .
 
 (6.51)-
(6.52)
 
 Die Faktorisierung der Matrix S XX  ergibt Matrix F:
 
 F P 1/ 2= =
−




∆
153 0 05
0 06 13
. .
. . .
 
 (6.53)
 T bildet sodann die Matrix des transformierten einfachen Eigenwertproblems:
 
 T =






0 33 0 0885
0 0885 015
. .
. . .
 (6.54)
 
 Nach Berechnung des Eigensystems der Matrix T lassen sich die Matrizen der Eigenwerte und
Eigenvektoren L und Q ableiten:
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 L =






0 377 0
0 011
.
. Q =
−





0 93 0 374
0 347 0 93
. .
. . .
 (6.55)-
(6.56)
 
 Die beiden maximalen kanonischen Korrelationskoeffizienten ergeben sich aus L1/ 2 :
 
 
ρ
ρ
1
2
0 614
0 33
=
=
. ,
.  .
 
 (6.57)-
(6.58)
 Die kanonischen Korrelationsvektoren der Bereiche X und Y ergeben sich sodann als Spalten
der Matrizen A bzw. B:
 
 A =
−





058 0 268
0 312 0 703
. .
. . ,               B =
−
−
−












0 04 01
0 272 0 7
0114 0 05
058 0 45
. .
. .
. .
. .
.
 
 (6.59)-
(6.60)
 
 6.3.3.2. Bestimmung der Anzahl kanonischer Dimensionen
 
 Die in Kapitel fünf vorgestellten Schritte zur Reduktion der Anzahl kanonischer Dimensionen
werden im folgenden für die obigen Ergebnisse herangezogen.
 
 Die Überprüfung des größten Korrelationskoeffizienten mittels des Wilks Tests auf Signifi-
kanz ergibt die folgenden Werte:
 
 δ = − + + =N J J1 1
2
2051 2 . , ln .∆W = −0 578.
 
 (6.61)-
(6.62)
 Damit kann die Nullhypothese zum Niveau α = 0 25.  mit dem kritischen Wert χ8 0 252 10 22; . .=
zurückgewiesen werden. Die entsprechenden Werte für den zweiten Eigenwert ergeben, daß
die entsprechende Nullhypothese nicht verworfen wird und somit dieser Eigenwert nicht si-
gnifikant ist.
 Darüber hinaus erfüllt der größte Eigenwert mit λ1 0 37= .  die in Abschnitt 5.2. beschriebenen,
heuristisch festgelegten Werte der praktischen Relevanz kanonischer Korrelationskoef-
fizienten, so daß sich auch nach Schritt drei der Schrittfolge zur Eliminierung kanonischer
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Dimensionen keine weitere Dimensionsreduktion ergibt. Somit bleibt für die Interpretation
der kanonischen Lösung nach den ersten drei Reduktionsschritten der erste Eigenwert mit den
beiden Eigenvektoren a a1
(1)
2
(1) und .
 
 Zur Beurteilung der praktischen Relevanz der Redundanzmaße im vierten und letzten Re-
duktionsschritt sind folgende Größen zu ermitteln:
 
 Redundanzmatrix:
 R XV =






0533
0 25
.
. .
 (6.63)
 
 Aus der Redundanzmatrix läßt sich direkt das Redundanzmaß berechnen:
 
 Redundanzmaß:
 gX V
2
= 017.
 
 (6.64)
 Das Maß nimmt einen Wert größer als 0.1 an. Damit erfüllt das Redundanzmaß das in Ab-
schnitt 5.2.5. diskutierte, heuristische Kriterium für praktisch relevante Redundanzmaße.
 
 Die Redundanzmatrix und das Redundanzmaß führen zu folgender Betrachtung: Durch die
Linearkombination V1 werden 28.4 % der Varianz der Variablen Personalwechsel/Fluktua-
tion und 6.3 % der Varianz der Variablen Zufriedenheit mit der Entlohnung erklärt.
Insgesamt werden die Variablen des X-Bereiches zu 17 % von V1 erklärt. In Analogie zu
Redundanzmatrizen und -maßen können Strukturmatrizen und Extraktionsmaße ermittelt
werden. Es ergeben sich folgende Größen:
 
 Strukturmatrizen:
 R XU =






0 907
0 417
.
.
 
 R YV =












0 7
0 41
0 54
0 83
.
.
.
.
 (6.65)
 
 
 (6.66)
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 Extraktionsmaße:
 g gX U
2
Y V
2
= =05 0 42. .              
 
 (6.67)
 
 Durch die Linearkombination U1 werden 82.3 % der Varianz der Variablen Personal-
wechsel/Fluktuation und 17.4 % der Varianz der Variablen Zufriedenheit mit der
Entlohnung  erklärt. V1 erklärt 50 % der Varianz der Variablen Alter, 17 % der Varianz der
Variablen Sinn der Arbeit , 29 % der Varianz der Variablen Zeitdruck und  70 % der
Varianz der Variablen Arbeitsklima. Insgesamt werden die Variablen des X-Bereiches zu
50 % von U1 repräsentiert, die Variablen des Y-Bereiches lassen sich zu 43 % von V1 aus-
drücken.
 
 Für die Kommunalitäten lassen sich unter Berücksichtigung der Zahl der kanonischen Di-
mensionen die folgenden Vektoren ermitteln:
 
 Intrabereichskommunalitäten:
 Da hier nur eine kanonische Dimension zur Interpretation vorliegt, ergibt sich für die Intrabe-
reichskommunalitäten die gleiche Interpretation wie für die Strukturmatrizen, welche sich
jetzt numerisch direkt aus den Vektorelementen ableiten läßt:
 
 dX U
2
=






0 82
017
.
. , dY V
2
=












0 5
017
0 29
0 7
.
.
.
.
.
 
 
 (6.68)-
(6.69)
 
 Interbereichskommunalitäten:
 Da die Interbereichskommunalitäten zu den Redundanzmatrizen in der Art im Verhältnis
zueinander stehen wie die Intrabereichskommunalitäten zu den Strukturmatrizen, ergibt sich
eine analoge Interpretation. Wie bereits bei den Redundanzmatrizen erwähnt, erklärt V1 28.4
% der Varianz der Variablen Personalwechsel/Fluktuation und 6.3 % der Varianz der Va-
riablen Zufriedenheit mit der Entlohnung:
 
 dX
2
V =






0 284
0 062
.
. . .
 (6.70)
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 6.3.3.3. Eliminierung redundanter Variablen
 
 Ausgangspunkt der folgenden Analyse ist der Rang k=1 der kanonischen Lösung mit insge-
samt sechs Variablen. Es werden nun sukzessive nach der in Kapitel 5.3. vorgestellten Vor-
gehensweise die einzelnen Variablen auf ihre Redundanz bzw. auf ihre Bedeutung zur Be-
stimmung des kanonischen Korrelationskoeffizienten überprüft. Folgende Darstellung gibt
eine Übersicht über die Wirkung der Eliminierung einzelner Variablen auf den Korrelations-
koeffizienten. Es ist zu berücksichtigen, daß aus dem X-Bereich keine Variablen gestrichen
werden können, da das Modell der kanonischen Korrelation nur für J J1 2 2, ≥ definiert ist (vgl.
Abschnitt 2). Entsprechend läßt sich der Y-Bereich um maximal zwei Variablen reduzieren.
 
 
1 X Y Y Y Y2 1 2 3 4
0.614
X
0.5762 0.596 0.603 0.5263
nicht aus
System eliminierbar
Y1 Y2 Y4
0.562 0.5908 0.505
nicht aus
System eliminierbar
 
 Abb. 6.16: Schritte der Überprüfung der Variablen auf Redundanz
 
 Die Ergebnisse der Eliminierung sind in folgender Tabelle zusammengefaßt:
 
 171
 Gesamtzahl der
Variablen
 kanonischer Korrelati-
onskoeffizient
 Anzahl der
Folgeanalysen
 Variable mit der ge-
ringsten Abnahme der
KK
 6
 5
 4
 0.614
 0.603
 0.59
 5
 4
 0
 
Y
Y
3
2
 
 
 Tab. 6.17: Ergebnis der Überprüfung der Redundanz der Variablen
 
 Die Analyse der kanonischen Gewichte führt zu folgender Übersicht:
 
 positive
 Korrelation:
 U1  
X X1 2
0 58 0 312. .
 ρ1 0 614= .  V1  
Y Y Y Y1 2 3 4
0.04 0.272 0.114 0.58
 
 Tab. 6.18: Ergebnisse der Analyse
 
 Auf die Problematik der direkten Interpretation der kanonischen Gewichte, also nicht wie
oben in Verbindung mit Kennzahlen, hat Manley (1994) hingewiesen (vgl. Kapitel 5). Jobson
(1992) stellt einen Ansatz zur Interpretation der kanonischen Gewichte vor, welcher die Kritik
Manleys überwindet.
 
 Jobsons Ansatz wird aufgegriffen und führt zu folgenden Zusammenhängen:
 
 • U1 kann als Maß der allgemeinen Zufriedenheit interpretiert werden. Es wird deutlich, daß
die Einkommenszufriedenheit mit dem Koeffizienten 0.312 einen geringeren Einfluß auf
die Zufriedenheit im allgemeinen hat als die Zuversicht, in zwei Jahren noch die gleiche
Stelle als Pflegekraft innezuhaben.
 • V1  kann als die Zufriedenheit beeinflussende Größe angesehen werden.
 Es fällt auf, daß beim Alter der Pflegekräfte kein Zusammenhang mit der Zufriedenheit
beobachtet werden konnte.
 • Relativ gering ist auch der Einfluß des Gefühls, oft unter Zeitdruck zu arbeiten. Bei dieser
Variable wäre zu erwarten, daß sie sich gegenläufig zu steigender Zufriedenheit verhält.
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Das Antwortschema zeigt jedoch, daß das Pflegepersonal in der Stichprobe nur in sehr
geringem Maß überhaupt Zeitdruck empfindet und somit der Variable "Zeitdruck" keine
Bedeutung beimißt.
 • Im Gegensatz zu den Variablen Y Y1 3und  sind die Variablen "Arbeitsklima" und "Sinn
der Arbeit" von vergleichsweise größerer Bedeutung. Ein als angenehm empfundenes Ar-
beitsklima hat einen recht deutlichen Einfluß auf die Zufriedenheit im allgemeinen, ähn-
lich wie das Gefühl der Pflegekräfte eine sinnvolle Arbeit zu leisten.
 
 
 
 6.3.3.4. Bewertung der Ergebnisse
 
 Die Validierung der Methode erfolgt anhand einer Bewertung des Rechenaufwandes, eines
Vergleiches der Ergebnisse der Methode mit den entsprechenden Resultaten bei scharfer In-
formation und anhand einer Diskussion der Interpretierbarkeit der Ergebnisse bei unscharfer
Datenkonstellation.
 
 1. Rechenaufwand
 
 Ausgehend von den reellen Matrixprodukten nimmt auch in diesem Beispiel die Ermittlung
der maximalen Korrelationskoeffizienten und -vektoren in Mathematica eine Rechenzeit von
ca. 1-2 Minuten in Anspruch. Auch in diesem Fall kann bei einer Programmierung der Ope-
rationen von einer Reduktion des Rechenaufwand auf wenige Sekunden ausgegangen werden.
Die Ermittlung der Matrixprodukte wurde in Mathematica programmiert. Der Rechenaufwand
hierfür betrug einige Sekunden. Die Parameterkonstellation von J J1 2 4= =  und N = 9  in
der ersten Anwendung sowie J 1 2 4= =, J und N = 252  im zweiten Beispiel läßt erkennen,
daß es sich um kleine bis mittelgroße Probleme handelt. Größere Werte von J1 2 und J
hingegen lassen einen Anstieg der Rechenzeit um einige Sekunden vermuten.
 Wie bereits in Abschnitt 6.2.2.3. ausgeführt, ist auch bei dieser Anwendung bei größeren
Bereichen X und Y ausgehend von den Matrixprodukten ein Anstieg der Rechenzeit ange-
sichts der existierenden Standardsoftware für Windows nicht zu erwarten.
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 2. Gegenüberstellung mit den Ergebnissen bei scharfer Information
 
 In Analogie zu den Betrachtungen in Abschnitt 6.2.2.3. erfolgt der Vergleich anhand einer
Gegenüberstellung der Ergebnisse des Abschnittes 6.3.3.1. mit den Resultaten der gleichen
Methode bei Analyse von reellen Zahlen. Ansatzpunkt dieses Vergleiches ist die Varianz-
Kovarianz-Matrix des Modells aus Abschnitt 6.3.3.1. sowie die aus den entsprechenden
scharfen Zahlen sich ergebende Varianz-Kovarianz-Matrix:
 
 
 S =
−
− − −
−
−


















181 0 06 615 0 27 0 42 0 63
0 06 0 97 4 71 0 02 0163 0 003
615 4 71 107 6 199 4 61 367
0 27 0 02 199 0 25 0 068 011
0 24 0163 4 61 0 068 1023 0 273
0 63 0 003 367 011 0 273 0 606
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
 
 
 
 (6.71)
 S
Fuzzy
=
−
−


















241 0031 496 039 057 08
0031 168 519 0022 024 017
496 519 10756 159 466 367
039 0022 159 059 015 021
057 024 466 015 144 046
08 017 367 021 046 1013
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
. . . . . .
 
 
 (6.72)
 
 
 Bei SFuzzy  handelt es sich wie bei S um eine symmetrische Matrix. Als Ergebnis der Datenana-
lyse auf der Basis reeller Zahlen ergibt sich der folgende maximale kanonische Korrelations-
koeffizient:
 
 ρ1 0 69= . .  (6.73)
 
 Die Abweichung des größten Eigenwertes beträgt 8/100. Die Abweichungen des Eigenwertes
und der weiteren Ergebnisse des scharfen Modells sind hierbei in vollem Umfang aus den
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abweichenden Werten der beiden Varianz-Kovarianz-Matrizen ableitbar. Für die Korrelati-
onsvektoren ergibt sich folgende Struktur:
 
 X und Y mit  X und Y mit
 reellen Zahlen  triangularen Fuzzy-Zahlen, α= 0.7
 ( )a 1(1) :  0 68 0 42. .  ( )a 1(1) : . .0 58 0 312
 ( )a 2(1) : . . . .0 05 0 29 0 078 0 603  ( )a 2(1) : . . . .0 04 0 272 0114 0 58
 
 Tab. 6.19: Ergebnisse der Analyse für α = 0.7
 
 Auch hier wird deutlich, daß die verallgemeinerte Methode die Korrelationsstruktur des Da-
tenmaterials sehr gut erkennt und die Struktur der Daten vollständig durch das Modell trans-
portiert wird. Die mit einer Maximalabweichung von 0.1 als gering zu bewertenden Abwei-
chungen sind wie die Abweichungen des kanonischen Korrelationskoeffizienten auch hier
vollständig durch die unterschiedlichen Elemente der Varianz-Kovarianz-Matrix erklärbar.
 
 Nach dem Vergleich der Ergebnisse bei scharfer und unscharfer Informationsstruktur ist zu
untersuchen, welche Operationen bzw. Parameterfestlegungen des verallgemeinerten Verfah-
rens die Gestalt der Varianz-Kovarianz bestimmen. Zu diesem Zweck werden folgende
Aspekte zur Diskussion herangezogen:
 
 a. α-Niveaus
 b. Defuzzifikation
 
 a. α-Niveaus
 In den beiden Anwendungen wurden die triangularen Fuzzy-Zahlen auf dem α-Niveau 0.7
analysiert. Der Effekt einer Senkung bzw. Anhebung des α-Niveaus wurde bereits in Ab-
schnitt 6.2.2.3. erläutert. Für α = 0.85 ergeben sich die folgenden Ergebnisse:
 für den maximalen kanonischen Korrelationskoeffizienten ergibt sich der Wert
 
 λ1 0 6= . ,
 
 (6.73)
 die zugehörigen kanonischen Korrelationsvektoren ergeben sich wie folgt:
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 ( )a1(1): . .0 53 05  
 ( )a 2(1): .0 065  0.193  0.044  0.4
 
 Tab. 6.20: Korrelationsvektoren
 
 Bei alternativen α-Niveaus bewegen sich die Korrelationskoeffizienten und die Komponenten
der Korrelationsvektoren in einem Intervall von betragsmäßig 0-0.2.
 
 
 b. Defuzzifikation
 Zur Aufrechterhaltung der Datenstruktur ist für alle unscharfen Elemente in den Matrixpro-
dukten eine einheitliche Defuzzifizierungsmethode zu wählen. Die Wahl der Methode und
deren Einfuß auf die Repräsentation der Korrelationsstruktur kann nicht eindeutig bewertet
werden. In Analogie zur obigen Stabilitätsüberprüfung der Ergebnisse werden im folgenden
die kanonischen Korrelationskoeffizienten und -vektoren bei gegebenem α-Niveau innerhalb
eines Intervalls von 20 % in der Umgebung des Defuzzifikationsergebnisses der Flächen-
schwerpunktmethode untersucht:
 Es ergeben sich für α = 0.7:
 
 -20 %  +20 %
 λ1 053= .  λ1 058= .
 ( )a1(1): .0 62  0.42  ( )a1(1): .0 54  0.46
 ( )a 2(1): .0 04  0.37  0.114  0.54  ( )a 2(1): .0 07  0.16  0.033  0.268
 
 Tab. 6.21: Ergebnisse der Analyse innerhalb eines Intervalls von 20 %
 
 Es wird ersichtlich, daß sich in der Umgebung des Defuzzifizierungsergebnisses mit der Flä-
chenschwerpunktmethode weder bei dem maximalen kanonischen Korrelationskoeffizienten
noch bei den Korrelationsvektoren Instabilitäten ergeben haben.
 
 
 Generelle Aussagen zur Stabilität werden hier nicht getroffen, vielmehr ist fallspezifisch zu
überprüfen, welchen Einfluß die Defuzzifikationsmethode auf Korrelationsvektoren und -ko-
effizienten hat.
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 Nachdem die Stabilität des Modells in Abhängigkeit der obigen Kriterien gezeigt worden ist,
erfolgen Anmerkungen zu Aspekten der Interpretation des Modells. Hierbei wird nicht nur auf
die spezifischen Gegebenheiten der verallgemeinerten Methode eingegangen, sondern auch
auf Aspekte, welche die kanonische Korrelationsanalyse als multivariates Verfahren im
allgemeinen betreffen.
 
 
 3. Interpretation der Ergebnisse mit unscharfen Daten
 
 Die Vielschichtigkeit der Ergebnisse der kanonischen Korrelationsanalyse erfordert eine dif-
ferenzierte Diskussion der Einzelergebnisse:
 
 a. kanonische Variablen
 
 Auf die besonderen Aspekte der Interpretation der Komponenten der Korrelationsvektoren ist
bereits zu Beginn des 5. Kapitels hingewiesen worden.
 Bei der allgemeinen kanonischen Korrelationsanalyse ergibt sich folgende Konstellation: Die
kanonischen Korrelationskoeffizienten lassen sich als einfache Korrelationskoeffizienten zwi-
schen den kanonischen Variablen U und V interpretieren. Da U und V nun Linearkombina-
tionen zwischen den Vektoren Xi ,i J= 1 1 bzw. Yj , j J= 1 2  und a1
(k) bzw. a2
(k)  darstellen,
ist von Interesse, in welcher Weise die beiden Größen die Linearkombinationen U und V de-
terminieren. Die Korrelationsvektoren a a1
(k)
2
(k) bzw.   sind anhand der aus triangularen Fuzzy-
Zahlen bestehenden Matrizen X und Y abgeleitet worden. Somit können diese Vektoren nur
in Kombination mit diesen, in unscharfer Form vorliegenden Matrizen die Linearkombinatio-
nen bestimmen. Da U und V jedoch scharfe Größen darstellen, wird somit formal eine weitere
Defuzzifikation der Linearkombinationen notwendig.
 Praktisch ist dieser Aspekt aber für das generalisierte Modell sowie für dessen Interpretation
von eher geringer Bedeutung.
 
 b. Kennzahlen vollständig interpretierbar
 
 Die Interpretierbarkeit des verallgemeinerten Modells ist direkt mit den Eigenschaften der
Varianz-Kovarianz-Matrizen verknüpft. Aufgrund der Symmetrie und der Positiv-Semidefi-
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nitheit von S bleiben die Eigenschaften der Korrelationsanalyse, positive Eigenwerte hervor-
zubringen, welche als  Korrelationskoeffizienten zu interpretieren sind, erhalten.
 Da weiterhin die Verbindung zwischen der Varianz-Kovarianz-Matrix S und der Korrelati-
onsmatrix R durch Matrixprodukte definiert ist (vgl. (4.18)-(4.20)), welche in der verallge-
meinerten Analyse bei der Abschätzung der Maxima der Korrelationskoeffizienten gebildet
wurden, können auf das verallgemeinerte Modell die statistischen Kennzahlen der Standarda-
nalyse ohne Verzerrungen angewendet werden. Damit sind zum einen die formalen Voraus-
setzungen für die numerische Ermittlung aller Kennzahlen gegeben, zum anderen wird da-
durch eine unmittelbare Beziehung zwischen dem umfangreichen, unscharfen Datenmaterial
und den erst in fortgeschrittenem Stadium der Analyse anzuwendenden Maßen der Interpreta-
tion hergestellt.
 
 
 c. Überprüfung der Redundanz der Variablen durchführbar
 
 Eine weitere Konsequenz der vollständigen Erkennung von Korrelationen besteht in der In-
variabilität des maximalen Korrelationskoeffizienten gegenüber der Eliminierung redundanter
Variablen.
 Würden Korrelationen nicht vollständig erkannt, d.h. würden bei der Verarbeitung der Spann-
weiten gleiche unscharfe Zahlen unterschiedlich weiterverarbeitet, würde eine Eliminierung
eines redundanten Vektors mit einem Informationsverlust registriert, welcher sich in einem
Absinken des Korrelationskoeffizienten bemerkbar machen würde.
 
 
 d. Kreuzvalidierung
 
 Eine Kreuzvalidierung der Ergebnisse wurde in den beiden obigen Anwendungen nicht
durchgeführt, da diese erst bei großen empirischen Untersuchungen sinnvolle und nützliche
Ergebnisse liefern kann. Da das erste Beispiel primär der Demonstration der Funktionsweise
und der Interpretation der Ergebnisse diente und somit eine künstliche Datenstruktur aufwies,
war eine Kreuzvalidierung nicht von praktischer Bedeutung.
 Das zweite Beispiel hingegen war durch ein reales Problem charakterisiert, jedoch stand für
die zur Kreuzvalidierung notwendigen zweiten Stichprobe kein ausreichendes Datenmaterial
zur Verfügung. Es kann jedoch aufgrund von weiteren, alternativen Untersuchungen der Ar-
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beitszufriedenheit des Pflegepersonals an dem betrachteten schweizerischen Krankenhaus
davon ausgegangen werden, daß die Antworten auf die einzelnen Fragen der Umfrage in der
Gruppe des Pflegepersonals eine recht homogene Struktur aufweisen.
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 7. Zusammenfassung und Ausblick
 
 
 Nach Entwicklung und Anwendung des Modells der kanonischen Korrelationsanalyse zur
Identifikation von Strukturen innerhalb unscharfer Daten erfolgt eine Zusammenfassung der
Darstellungen und Ergebnisse der Kapitel 2 bis 6 sowie ein Ausblick auf weitere Potentiale
der diskutierten Methode.
 
 In Kapitel 2 wurden die grundlegenden Aspekte der Datenanalyse diskutiert. Hierbei wurde
zum einen die Datenanalyse als Prozeß aufgefaßt: unterschiedliche Vorgehensweisen der Da-
tenanalyse, die immer in unmittelbarem Zusammenhang zu ihren Zielen und Aufgaben zu
betrachten sind, wurden beschrieben. Zum anderen wurde das Gebiet der Datenanalyse me-
thodenorientiert analysiert. Es konnte zwischen Methoden der Datenanalyse in engerem und
in weiterem Sinn unterschieden werden. Diese Unterscheidung machte den Zusammenhang
zwischen den datenvorverarbeitenden Methoden und den Methoden der Datenanalyse in enge-
rem Sinn deutlich. Die methodenorientierte Betrachtung der Datenanalyse wurde durch die
Berücksichtigung unscharfer Informationen erweitert und verallgemeinert. Konkret wurde die
kanonische Korrelationsanalyse als Methode der Datenanalyse diskutiert: Ausgehend von der
klassischen Konstellation zweier Variablen konnten Funktionsweise und Bedeutung des Mo-
dells aufgezeigt werden.
 
 Im Mittelpunkt des dritten Kapitels standen die von Watada/Tanaka entwickelten vier Metho-
den der Fuzzy Quantification Theory. Nach einer Einführung in einige grundlegende, wahr-
scheinlichkeitstheoretische Aspekte der Modelle erfolgte die Präsentation der Methoden im
einzelnen. Die Fuzzy Quantification Theory I wurde als Verfahren der multiplen Regression
dargestellt. Zur Rechtfertigung der von den Autoren gegebenen Beispiele wurden an der Me-
thode einige Modifikationen vorgenommen.
 Die Fuzzy Quantification Theory II basierte methodisch auf der Diskriminanzanalyse und
wurde durch einige Ausführungen zur Interpretation ergänzt.
 Die kanonische Korrelationsanalyse bildete die Basis der Fuzzy Quantification Theory III. Die
Funktionsweise der Methode wurde anhand eines Beispiels aufgezeigt.
 Sodann erfolgte die Darstellung der multidimensionalen Skalierung, einer Methode, die Ab-
hängigkeiten zwischen Variablen aufzeigt und aus diesem Grund in einem weiteren Zusam-
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menhang zu den ersten drei Verfahren steht. Die Präsentation der obigen Methoden wurde
durch eine kritische Betrachtung der generellen Konzeption der Methoden abgeschlossen.
 Am Beispiel der Fuzzy Quantification Theory III wurde herausgestellt, daß im Rahmen des
Modells eine Verarbeitung der unscharfen Mengen lediglich auf der Basis von Zugehörig-
keitswerten bestimmter Daten zu unscharfen Mengen erfolgt, daß somit die in der Zugehörig-
keitsfunktion definierte Unsicherheit der in den Daten enthaltenen Informationen wieder auf
einen reellen Wert reduziert wird und damit die Transferierung der in den Daten vorhandenen
Unsicherheit in das Modell unterbleibt.
 
 In Kapitel 4 erfolgte die Entwicklung einer Methode der kanonischen Korrelationsanalyse zur
Analyse unsicherer Informationen. Die Integration der Unsicherheit der Informationen in das
Modell wurde anhand von triangularen Fuzzy-Zahlen realisiert, die durch Operationen der
Fuzzy-Arithmetik verknüpft wurden. Die Ermittlung der maximalen Korrelationskoeffi-
zienten wurde mit Hilfe der Cauchy-Schwartzschen-Ungleichung durchgeführt. Es wurden
reellwertige Vektoren ermittelt, welche als Maß zur Strukturierung der analysierten
unscharfen Daten eingesetzt wurden. Für die Ableitung reellwertiger kanonischer
Korrelationsvektoren aus dem zu charakterisierenden Datenmaterial wurde die Flächen-
schwerpunktmethode zur Defuzzifizierung eingesetzt. Das Ergebnis der kanonischen Korrela-
tionsanalyse lieferte min( )J J1 2,  reellwertige kanonische Korrelationskoeffizienten mit jeweils
zwei kanonischen Korrelationsvektoren.
 
 Im Zentrum des Kapitels 5 stand die Interpretation der Ergebnisse der Analyse. Hierbei wurde
in zwei Schritten vorgegangen: zunächst wurde die Anzahl der Dimensionen der Lösung be-
stimmt. Hierbei waren die Korrelationskoeffizienten auf ihre Signifikanz zu überprüfen. Fer-
ner wurden eine Reihe unterschiedlicher Kennzahlen zur weiteren Extraktion von Strukturen
innerhalb der Daten vorgestellt. Es wurde deutlich, daß mittels der Analyse von Redundanz-
maßen eine weitere Reduktion der Dimension der Lösung des Modells erreicht werden kann.
 Der zweite Schritt bestand in der Analyse der einzelnen Variablen der Bereiche X und Y. Es
wurde untersucht, in welchem Maß eine Variable einer der beiden Bereiche an der Determi-
nierung des Korrelationskoeffizienten beteiligt ist. Die Analyse endete mit der Eliminierung
redundanter Variablen. Die Eigenschaften des Eliminierungsprozesses der Variablen verdeut-
lichten, daß die Korrelationen innerhalb des unsicheren Datenmaterials erkannt wurden.
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 In Kapitel 6 wurde die Funktionalität der entwickelten Methode und die Interpretation der
Ergebnisse anhand von zwei Beispielen demonstriert.
 Hierbei wurde zunächst anhand eines theoretischen Beispiels aus der strategischen Unterneh-
mensplanung mit artifiziellen Daten das Potential der Methode aufgezeigt. Speziell stand mit
der Analyse des Merkmals "Marktattraktivität" die erste Phase des Prozesses der Strategien-
findung im Mittelpunkt. Das Merkmal wurde mit seinen Dimensionen "Marktqualität" und
"Umweltsituation" betrachtet, welche die Variablen der Bereiche X und Y bildeten. Die Er-
gebnisse der Untersuchung wurden anhand der in Kapitel 5 erörterten Größen zur Aufdeckung
der Strukturen innerhalb des Datenmaterials weiterverarbeitet.
 Der zweite Abschnitt des 6. Kapitels enthält eine Anwendung der Methode aus dem Bereich
des Krankenhausmanagements. Konkret stand hier die Analyse der Arbeitszufriedenheit des
Pflegepersonals eines schweizerischen Krankenhauses im Mittelpunkt. Die analysierten Va-
riablen betrafen einzelne Dimensionen und Determinanten der Arbeitszufriedenheit und wur-
den mittels der Methode auf Abhängigkeiten untereinander untersucht. Auch hier wurden die
Ergebnisse anhand weiterführender Betrachtungen analysiert und kommentiert.
 
 
 Im Rahmen der obigen Entwicklungen und Untersuchungen sind mit dem Ziel einer geschlos-
senen Darstellung der Methode und der Problemstellung insgesamt eine Reihe von speziellen
Annahmen getroffen worden.
 Eine Erweiterung und Verallgemeinerung der obigen Darstellungen führt zu folgenden Aspek-
ten:
 
 
 1. Formen der Zugehörigkeitsfunktion
 
 Die Analysen dieser Arbeit basieren auf der Verarbeitung triangularer Fuzzy-Zahlen. Ebenso
sind auch trapezförmige Funktionen für die Analyse denkbar.
 Die entsprechenden Operationen trapezförmiger Zugehörigkeitsfunktionen zur Verknüpfung
der Matrizen werden in Anhang B erörtert. Generell ist auch bei trapezförmigen Funktionen
eine Approximation an nicht-lineare Definitionsabschnitte der Funktion durchzuführen.
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 2. Beziehung der kanonischen Korrelationsanalyse zu weiteren multivariaten Verfahren
 
 In Kapitel 3 sind mit der Regressions- und Diskriminanzanalyse sowie der multidimensiona-
len Skalierung vier der wichtigsten multivariaten Methoden vorgestellt worden. Allgemein
bestehen zwischen den Methoden der multivariaten Datenanalyse noch eine Reihe von Quer-
verbindungen, durch welche einzelne Methoden als Spezialfall oder Verallgemeinerung ande-
rer Methoden darstellbar sind. Wie in Kapitel 2 bereits erläutert, existieren beispielsweise Zu-
sammenhänge zwischen der kanonischen Korrelationsanalyse und der Diskriminanzanalyse
sowie der multiplen Regressions- und Korrelationsanalyse.
 In Analogie zu Untersuchungen über bestehende Verbindungen zwischen den Standardmo-
dellen der multivariaten Analysemethoden ist zu überprüfen, ob die existierenden Zusammen-
hänge ebenfalls zwischen den verallgemeinerten Verfahren der multivariaten Analyse beste-
hen.
 
 
 3. Mehrdimensionalität
 
 Die obigen Betrachtungen haben sich stets auf zwei Mengen von Variablen bezogen. In man-
chen Problemstellungen kann jedoch auch die Betrachtung mehrerer Variablenmengen sinn-
voll sein. So stammen von Kettenring (1971) einige Ansätze zur Erweiterung der zweidi-
mensionalen Analyse auf mehr als zwei Variablenmengen. Beispielhaft läßt sich für drei Va-
riablenmengen das Tableau wie folgt darstellen:
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  X  Y  Z
  X X X X1 2 i J1, , , , ,   Y Y Y Y1 2 J 2, , , , , j  Z ,Z , ,Z , , Z1 2 k J 3 
 
1


n
N
 
 
 ( )Xni
 
 
 ( )Ynj
 
 
 ( )Znk
 
 Tab. 7.1: Datenstruktur bei drei Variablenmengen
 
 Kettenring diskutiert zur Lösung dieses Problems folgende Ansätze:
 
 • SUMCOR: Es werden kanonische Korrelationskoeffizienten so bestimmt, daß die Summe
der Korrelationskoeffizienten zwischen je zwei Paaren von Korrelationsvariablen maxi-
miert wird.
 
 F a
N q
Q
q
Q
1
11
1
( ):
*
a a S a Z Z a(k) (k)' (k) q
(k)'
q
'
q q
(k)
* *= =
==
  (7.1)
 
 Geometrisch formuliert Kettenring obiges Problem auch wie folgt:
 Es sind Vektoren uq  aus dem Bild der Matrix Zq  gesucht, so daß
• die Summe der Skalarprodukte zwischen je zwei Vektoren maximiert wird,
• die Summe der quadratischen Abstände zwischen je zwei Vektoren minimiert wird,
• die Summe der Skalarprodukte zwischen den Vektoren u Im(Z) und einem weiteren 
 zusätzlich zu bestimmenden Vektor maximiert wird.
 
 
 • SSQCOR: Die Summe der Quadrate der Korrelationskoeffizienten zwischen je zwei Paa-
ren von Korrelationsvariablen wird durch die kanonischen Korrelationskoeffizienten ma-
ximiert.
 
 ( ) ( )[ ] ( )F tr a a N q
Q
q
Q
2 2
2
11
1
( ): '
*
a S S a Z Z a(k) (k) (k) q
(k)'
q
'
q q
(k)
* *= =
==

 
 (7.2)
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 Geometrisch kann dieser Ansatz auch wie folgt dargestellt werden:
 Hierbei sind alle Vektoren jeweils aus dem Bild der Matrizen Zq  gesucht, welche
 
• die Summe der quadrierten Skalarprodukte zwischen allen Paaren dieser Vektoren 
  maximieren,
• die Summe der Öffnungswinkel zwischen je zwei Vektoren minimieren.
 
 
 • MAXVAR: Die Summe der Korrelationsquadrate zwischen jeweils einer Linearkombi-
nation a Xs
' (s)  (bei s Variablenmengen) und einer unbekannten Variablen W wird maxi-
miert.
 
 ( )F QN q
Q
4 2
2
1
1
( ; ):a b b Z a(k) (k) (k)' q q
(k)
=
=
  (7.3)
 
 Hierbei sind Vektoren uq  aus dem Bild der Matrix Zq  sowie ein weiterer N-dimensiona-
ler Vektor b unter gewissen Nebenbedingungen gesucht, so daß
• die Summe der quadratischen Abstände zwischen diesen Vektorpaaren minimiert wird,
• die Summe der Quadrate der Skalarprodukte zwischen u und b maximiert bzw. die
Summe ihrer Öffnungswinkel minimiert wird.
Die Ermittlung von Lösungsvektoren dieser Ansätze erfolgt mit Ausnahme des MAXVAR-
Ansatzes anhand iterativer Verfahren, für deren Verallgemeinerung es noch einer Reihe von
gesonderten Untersuchungen zur Berechnung der Korrelationsvektoren bedarf.
4. Einsatz heuristischer Erfahrungswerte
Die zur Bewertung der Ergebnisse der Methode eingesetzten Kennzahlen wurden bei der Be-
stimmung kanonischer Dimensionen mit Erfahrungswerten über deren Größe verglichen.
Hierbei wurde vorausgesetzt, daß entsprechende Grenzwerte auch für die Bewertung der Er-
gebnisse der verallgemeinerten Analyse relevant sind. Die in Kapitel 6 durchgeführte Gegen-
überstellung der Ergebnisse des verallgemeinerten und des Standardmodells verdeutlicht, daß
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die bestehenden Korrelationen durch die verallgemeinerte Methode erkannt werden. Aus den
Ergebnissen der hier beschriebenen Anwendungen kann deshalb geschlossen werden, daß sich
die auf der Standardanalyse beruhenden Grenzwerte in den hier betrachteten Fällen auf die
Ergebnisse der generalisierten Analyse anwenden lassen.
Die auf Erfahrungswerten und subjektiven Beurteilungen basierenden Grenzwerte der Stan-
dardanalyse sind jedoch noch an weiteren Beispielen mit Ergebnissen aus generalisierten
Analysen zu überprüfen.
5. Überprüfung auf multivariate Normalverteilung
Die Durchführung der kanonischen Korrelationsanalyse basiert auf der Annahme einer multi-
variaten Normalverteilung der untersuchten Daten. In nahezu allen in der Literatur existieren-
den Anwendungen wird jedoch diese Annahme nicht explizit getestet. Vielmehr scheint es
üblich zu sein, von einer multivariaten Normalverteilung der Daten auszugehen, im Fall, daß
nicht dringliche Gründe dagegen sprechen. So ist beispielsweise bei Vorliegen vieler Ausrei-
ßer oder bei extrem weit gestreuten Beobachtungswerten von einer Normalverteilungsan-
nahme Abstand zu nehmen. Ferner wird in der Regel auch bei der Annahme univariat normal-
verteilter Variablen auf multivariate Normalverteilung geschlossen.
Die erste Anwendung ist nicht auf die Annahme über eine multivariate Normalverteilung ge-
testet worden. Da jedoch weder Ausreißer noch eine extrem breite Streuung der Beobach-
tungsdaten vorliegen, muß auch nicht von dieser Annahme abgewichen werden. In der zwei-
ten Anwendungen wurde die Normalverteilungsannahme anhand des Q-Q-Plot-Tests über-
prüft und bestätigt.
6.  Anwendung im Bereich der strategischen Unternehmensplanung im weiteren Sinn
Die in Kapitel 6 präsentierte Anwendung aus dem Bereich der strategischen Unternehmens-
planung kann aus Unternehmenssicht insbesondere mit dem Bereich des strategischen Con-
trolling in Verbindung gesetzt werden. Einen groben Überblick über die Ziele des Controlling
im allgemeinen gibt das Controlling-Ziel-Dreieck (Schröder, 1988) in Abb. 7.1.:
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                  L iqu id ität 
(F inanz- un d  Rechn un gsw esen ) 
        E rfo lgsp oten tial 
(S trategisches C on tro llin g) 
G ew in n  
(O p eratives Co ntro llin g) 
Abb. 7.1.: Controlling-Ziel-Dreieck
Aufgabe des strategischen Controlling ist somit das sofortige Ergreifen von Maßnahmen,
welche zur zukünftigen Existenzsicherung beitragen. Das entsprechende Instrumentarium
hierzu liefern die Methoden der strategischen Unternehmensplanung bzw. speziell die in
Kapitel 6 analysierten Portfolio-Theorien.
Ergänzend hierzu lassen sich die Funktionen des strategischen Controlling in einem
Controlling-Aktivitäten-Viereck (Schröder, 1988) darstellen, welches das Gebiet des stra-
tegischen Controllings in vier Bestandteile unterteilt:
Planung: A ufbau  und   
N u tzung von  Ertragspo ten tialen
In fo rm ation : Sensib ilisierung 
fü r strategisches H andeln 
A nalyse/K ontro lle: 
V erzahnung operativ / 
s trategisch
Steuerung: O perative 
G ew innsteuerung und  
nachhaltige Po ten tial- 
s teuerung
Abb. 7.1: Funktionen des strategischen Controlling (Schroeder, 1988)
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Die Funktion der Planung besteht in diesem Zusammenhang vor allem in der Suche und in
dem Aufbau von Erfolgspotentialen zur langfristigen Sicherung des Erfolgs des Unterneh-
mens. Die Funktion der Information beinhaltet das Bereitstellen eines strategischen Informati-
onssystems, welches die zuständigen Entscheidungsträger mit den relevanten Basinformatio-
nen versorgen und sie somit zu strategischem Handeln sensibilisieren soll.
Die Phase der Analyse/Kontrolle stellt sodann die auf der strategischen Ebene ermittelten
Plan- und Istwerte einander gegenüber und ermöglicht die Verbindung zum operativen Con-
trolling. Im Anschluß hieran beeinhaltet die Steuerung schließlich die Überprüfung der Aus-
wirkungen der strategischen Planungen auf den operativen Bereich und auf die langfristigen
strategischen Zielsetzungen. Hierbei ist entscheidend, daß auch vom operativen Bereich die
strategischen Entscheidungen korrigierende Maßnahmen ausgehen können.
Die strategische Planung mit ihren Methoden hat somit direkt auf das strategische sowie indi-
rekt auf das operative Controlling Einfluß. Das strategische Controlling ist hierbei insbeson-
dere auch durch ein strategisches Management zu ergänzen. Erst das Tätigwerden in Bezug
auf die langfristigen Unternehmensziele in der obersten Hierarchieebene ermöglicht die
Durchführung eines strategischen Controlling.
7. Graphische Interpretation
Angesichts der recht komplexen Struktur der Ergebnisse der kanonischen Korrelationsanalyse
und der immer noch als recht formal zu bezeichnenden Struktur der Interpretationsbasen sind
graphische Präsentationen der Ergebnisse für die Identifizierung der Datenzusammenhänge
von Interesse. Hierbei kann die für die kanonische Korrelationsanalyse übliche Darstellung in
einer zweidimensionalen Graphik herangezogen werden. Die beiden Achsen lassen sich hier-
bei als Maß der beiden größten Eigenwerte interpretieren. Auf diesen können sodann die Va-
riablen der beiden Bereiche mit den jeweils entsprechenden Komponenten der zugehörigen
Eigenvektoren abgetragen werden. Korrelationsstrukturen lassen sich sodann als Cluster in
der Darstellung identifizieren.
Eine fundierte Analyse graphischer Interpretationen der Methode der Korrelationsanalyse prä-
sentiert Schnell (1993). Detaillierte Ausführungen zu Verfahren der Clusteranalyse im An-
schluß an die kanonische Korrelationsanalyse sind bei Lebart (1984) dargestellt.
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Anhang
A. Diskriminanzanalysedaten
A.1. Daten zur Fuzzy Quantification Theory II
Die in Abschnitt 3.4. analysierten Daten der Fuzzy Quantification Theory II basieren auf den
von Thomson und Randall-Maciver (1905) festgehaltenen Beobachtungen: Die Messungen
der hier präsentierten fünf Perioden (early predynastic, late predynastic, 12th & 13th dyna-
sties, ptolemaic period, roman period) stellen Beobachtungen an 30 männlichen, ägyptischen
Schädeln dar, welche durch die folgenden vier Merkmale dargestellt sind:
X1 = maximum breadth (mm)
X2  = basipregmatic height (mm)
X3 = basialveolar length (mm)
X4  = nasal height (mm)
Tab. A.1.: Analysierte Merkmale der ägyptischen Schädel
Seite II enthält in Tab. A.2. die Beobachtungen der vier Merkmale in den Perioden early/late
predynastic, Seite III stellt in Tab. A.3. die Beobachtungen der vier Merkmale in den Perioden
dynastic, ptolemaic und roman dar.
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Nr. early predynastic late predynastic
1 131 138 89 49 124 138 101 48
2 125 131 92 48 133 134 97 48
3 131 132 99 50 138 134 98 45
4 119 132 96 44 148 129 104 51
5 136 143 100 54 126 124 95 45
6 138 137 89 56 135 136 98 52
7 139 130 108 48 132 145 100 54
8 125 136 93 48 133 130 102 48
9 131 134 102 51 131 134 96 50
10 134 134 99 51 133 125 94 46
11 129 138 95 50 133 136 103 53
12 134 121 95 53 131 139 98 51
13 126 129 109 51 131 136 99 56
14 132 136 100 50 138 134 98 49
15 141 140 100 51 130 136 104 53
16 131 134 97 54 131 128 98 45
17 135 137 103 50 138 129 107 53
18 132 133 93 53 123 131 101 51
19 139 136 96 50 130 129 105 47
20 132 131 101 31 134 130 93 54
21 126 133 102 51 137 136 106 49
22 135 135 103 47 126 131 100 48
23 134 124 93 53 135 136 97 52
24 128 134 103 50 129 126 91 50
25 130 130 104 49 134 139 101 49
26 138 135 100 55 131 134 90 53
27 128 132 93 53 132 130 104 50
28 127 129 106 48 130 132 93 52
29 131 136 114 54 135 132 98 54
30 124 138 101 46 130 128 101 51
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Nr. 12th&13th dynastic ptolemaic period roman period
1 137 141 96 52 137 134 107 54 137 123 91 50
2 129 133 93 47 141 128 95 53 136 131 95 49
3 132 138 87 48 141 130 87 49 128 126 91 57
4 130 134 106 50 135 131 99 51 130 134 92 52
5 134 134 96 45 133 120 91 46 138 127 86 47
6 140 133 98 50 131 135 90 50 126 138 101 52
7 138 138 95 47 140 137 94 60 136 138 97 58
8 136 145 99 55 139 130 90 48 126 126 92 45
9 136 131 92 46 140 134 90 51 132 132 99 55
10 126 136 95 56 138 140 100 52 139 135 92 54
11 137 129 100 53 132 133 90 53 143 120 95 51
12 137 139 97 50 134 134 97 54 141 136 101 54
13 136 126 101 50 135 135 99 50 135 135 95 56
14 137 133 90 49 133 136 95 52 137 134 93 53
15 129 142 104 47 136 130 99 55 142 135 96 52
16 135 138 102 55 134 137 93 52 139 134 95 47
17 129 135 92 50 131 141 99 55 138 125 99 51
18 134 125 90 60 129 135 95 47 137 135 96 54
19 138 134 96 51 136 128 93 54 133 125 92 50
20 136 135 94 53 131 125 88 48 145 129 89 47
21 132 130 91 52 139 130 94 53 138 136 92 46
22 133 131 100 50 144 124 86 50 131 129 97 44
23 138 137 94 51 141 131 97 53 143 126 88 54
24 130 127 99 45 130 131 98 53 134 124 91 55
25 136 133 91 49 133 128 92 51 132 127 97 52
26 134 123 95 52 138 126 97 54 137 125 85 57
27 136 137 101 54 131 142 95 53 129 128 81 52
28 133 131 96 49 136 138 94 55 140 235 103 48
29 138 133 100 55 132 136 92 52 147 129 87 48
30 138 133 91 46 135 130 100 51 136 133 97 51
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B. Fuzzy Arithmetik
Die in Kapitel 4 verwendeten unscharfen Mengen lagen in triangularer Form vor und wurden
mit den Grundoperationen der Fuzzy Arithmetik verknüpft. Hier erfolgt ein Überblick über
die in Kapitel 4 eingesetzten Operationen für trapezförmige Zugehörigkeitsfunktionen. Dazu
erfolgen zunächst allgemeine Betrachtungen zum Definitionsbereich unscharfer Zahlen.
B1. Definitionsbereich unscharfer Zahlen
Im folgenden wird die stützende Menge einer unscharfen Menge A in dem Intervall [ ]a a1 3,
betrachtet. Das heißt, daß außerhalb des Intervalls [ ]a a1 3,  die Möglichkeit der Realisation der
unscharfen Menge gleich null ist.
Unscharfe Zahlen besitzen die Eigenschaft der
• Normalität und der
• Konvexität.
Normalität liegt vor, wenn gilt:
( )SupµA x = 1. (B.1)
Konvexität besteht, wenn ein α-cut [ ]A a aα α α= 1 3( ) ( ), , parallel zur Abzisse, die folgenden Be-
dingung erfüllt:
( ) ( )α α α α α α' ( ) ( ) ( )' ',<  ≤ ≥ a1( ) a a a1 3 3 . (B.2)
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Abb. B.1.: Unscharfe Menge ( )µA x
B.2. Arithmetische Operationen auf dem Definitionsbereich
Werden unscharfe Zahlen anhand des jeweiligen Intervalls der stützenden Menge beschrieben,
so können folgende arithmetische Operationen definiert werden:
Es werden zwei unscharfe Zahlen betrachtet, die durch folgende Intervalle gegeben sind:
[ ]A = a a1 3, , [ ]B = b b1 3, , mit a a b b1 2 1 2, , , R∈ . (B.3)
 (a) Addition
[ ] ( ) [ ] [ ]a a b b b1 3 3 1 3 3, , , .  b  =  a  a1 1+ + + (B.4)
(b) Subtraktion
[ ] ( ) [ ] [ ]a a b b b1 3 3 3 3 1, , , .  b  =  a  a1 1− − − (B.5)
a 1                    0                    a 2                                                       a 3
1
 α  =  0 .7
        0 .5
a 1(α ) a 3(α )
µ A (x )
x
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(c) Division
[ ] ( ) [ ]a a b ab
a
b
a
b
a
b
a
b
a
b
a
b1 3 3
1
3
3
1
3
3
1
1
1
3
3
1
3
3
, , ;  b  
a
b
  1
1
1
÷ = ∧ ∧ ∧ ∨ ∨ ∨






   (B.6)
(d) Multiplikation
[ ] ( ) [ ] [ ]a a b b b a b a b a b b a b a b a b1 3 1 3 1 1 3 1 3 3 1 1 3 1 3 3, , .  =  a  ;  a  1 3 1 3⋅ ⋅ ∧ ⋅ ∧ ⋅ ∧ ⋅ ⋅ ∨ ⋅ ∨ ⋅ ∨ ⋅
(B.7)
Für die Multiplikation mit einer reellen Zahl gilt
[ ] [ ]a b b a b a b b a b1 3 1 3 1 3, = ⋅ ∧ ⋅ ⋅ ∨ ⋅ ;  a .    (B.8)
Diese Operationen lassen sich auf unscharfe Zahlen ausweiten, indem die unscharfen Zahlen
durch unterschiedliche α-Niveaus dargestellt werden.
So gilt für die Addition  [ ]∀ ∈ ∈α α α α α  0,1  a  R1( ), , , ,( ) ( ) ( )a b b3 1 3
[ ] ( ) [ ] [ ]a a b b b1 3 3 1 3 3( ) ( ) ( ) ( ) ( ) ( ), , , .α α α α α α α α  b  =  a  a1( ) 1( )+ + +    (B.9)
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Eine trapezförmige Fuzzy-Zahl läßt sich graphisch wie folgt darstellen:
a0
0
1
0.5
x
?
2 a3 a4a1
µA(x)
Abb. B.2.: Trapezförmige Fuzzy-Zahl
Die entsprechende Zugehörigkeitsfunktion kann wie folgt definiert werden:
µ A x
x a
a a
x a
x a
a x
a a
x a
( )
,
,
,
=
−
−
≤ ≤
≤ ≤
−
−
≤ ≤


	
	
	
	


	
	
	
	
0
1
0
1
2 1
2
3
4
4 3
4
 ,           x < a
  a
            a
  a
 ,            x > a
1
1
2
3
4
(B.10)
Die Regeln zur Addition und Subtraktion lassen sich in Analogie zu den obigen Regeln für
triangulare Fuzzy-Zahlen ableiten:
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(a) Addition
( ) ( ) ( )A B+ = + = + + + +a a a a b b b b a b a b a b a b1 2 3 4 1 2 3 4 1 4 2 3 3 2 4 1, , , , , , , , ,  (B.11)
(b) Subtraktion
( ) ( ) ( )A B− = − = − − − −a a a a b b b b a b b b a b1 2 3 4 1 2 3 4 1 4 2 3 3 2 4 1, , , , , , , , , a  a (B.12)
Für die Ableitung der Regeln zur Multiplikation und Division können keine Quadrupel ver-
wendet werden.
Hierzu ist eine α-niveau bezogene Aufspaltung der unscharfen Menge erforderlich.
[ ]∀ ∈α 0 1,  gilt
( ) ( )[ ]A a a a a aα α α= − + − +2 1 1 3 4  - a4; (B.13)
(c) Multiplikation
Die zu multiplizierenden Mengen A und B sind auf ihren α-Niveaus dargestellt.
( ) ( )[ ]A a a a a aα α α= − + − +2 1 1 3 4  a  ;  a  ;  - a2 3 4; (B.14)
und
( ) ( )[ ]B b b b b bα α α= − + − +2 1 1 3 4  b  ;  b  ;  - b2 3 4; (B.15)
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Als Regel ergibt sich
( )
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) ( )( )
( )( ) ( )
A B
a a a b b b a a a b b b
a a a b b b a a a b b b
b a b a b a b b a b a b a b
a a a b b b a a a b b b
a a a b b
α α
α α α α
α α α α
α α α α
α
⋅ =
− + − + ∧ − + − − + ∧
− − + − + ∧ − − + − − +
∧ ∧ ∧ ∨ ∨ ∨
− + − + ∨ − + − − + ∨
− − + −
2 1 1 2 1 1 2 1 1 4 3 4
4 3 4 2 1 1 4 3 4 4 3 4
2 2 3 3 2 3 3 2 2 3 3 2 3 3
2 1 1 2 1 1 2 1 1 4 3 4
4 3 4 2 1
 ;
a  ;  a  ;  2 2
( ) ( )( ) ( )( )α α α+ ∨ − − + − − +


















b a a a b b b1 4 3 4 4 3 4  ;
(B.16)
Für α=1 vereinfacht sich die Multiplikationsregel zu
( ) [ ]A B b a b a b a b b a b a b a bα α⋅ = ∧ ∧ ∧ ∨ ∨ ∨ a  ;  a  2 22 2 3 3 2 3 3 2 2 3 3 2 3 3 (B.17)
Beispielhaft werden hierzu die beiden unscharfen Mengen A und B betrachtet. Mit
( )
( )
A
B
= − −
= −
3, 1,  2,  7
1,  5,  6,  8
ergibt sich nach Multiplikation der Mengen der folgende Ausdruck:
( ) ( )A B⋅ = − −24, 6,  12,  56 .
(d) Division
Auch bei der Division werden die unscharfen Mengen A und B in Form von α-Niveaus darge-
stellt. Wie bei der Multiplikation gilt:
( ) ( )[ ]A a a a a aα α α= − + − +2 1 1 3 4  a  ;  a  ;  - a2 3 4; (B.18)
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  ( ) ( )[ ]B b b b b bα α α= − + − +2 1 1 3 4  b  ;  b  ;  - b2 3 4; . (B.19)
Für die Division A (:) B ergibt sich folgende Operation:
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
A
a a a
b b
a a a
b b
a a a
b b
a a a
b b
a
b
a
b
a
b
a
b
a
b
a
b
a a a
b b
a
α α
α
α
α
α
α
α
α
α
α
α
:  B
+ b + b + b + b
 ;
a
b
 ;  
a
b
 ;  
 
+ b
1 4 1 4
2
2
2
2
1
=
− +
−





∧
− +
− −





∧
− − +
−





∧
− − +
− −






∧ ∧ ∧ ∨ ∨ ∨
− +
−





∨
−
2 1 1
2 1
2 1 1
4 3
4 3 4
2 1
4 3 4
4 3
2
3
3
2
3
3
2
3
3
2
3
3
2 1 1
2 1
2( )
( )
( )
( )
( )
( )
a a
b b
a a a
b b
a a a
b b
1 1
4 3
4 3 4
2 1
4 3 4
4 3
α
α
α
α
α
α
+
− −





∨
− − +
−





∨
− − +
− −








	
	
	
	
	
	
	
	










+ b + b + b4 1 4
        (B.20)
Auch hier vereinfacht sich für α=1 der obige Ausdruck zu
( )A a
b
a
b
a
b
a
b
a
b
a
bα α
:  B  
a
b
 ;  
a
b
 2
2
2
2
= ∧ ∧ ∧ ∨ ∨ ∨






2
3
3
2
3
3
2
3
3
2
3
3
(B.21)
Konkret ergibt sich mit
( )
( )
A
B
= − −
= −
3, 1,  2,  7
1,  5,  6,  8
für A (:) B = ( -7; -1/6; 2/5; 56).
Für die weitere Diskussion der Operationen der Fuzzy Arithmetik wird auf Kaufman/Gupta
(1991) verwiesen.
Insbesondere ist hier auf die Problematik der Linearität hinzuweisen. Für die Operationen
"Addition" und "Subtraktion" gilt, daß jeweils aus zwei triangularen Zugehörigkeitsfunktio-
nen wieder eine triangulare Zugehörigkeitsfunktion entsteht. Bei den Operationen "Multipli-
kation" und "Division" ist dies nicht unbedingt der Fall. Vielmehr stellt hier die berechnete
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Zugehörigkeitsfunktion auf dem entsprechenden α-Niveau eine Approximation der Produkt-
bzw. Divisionsoperation dar. Für diese Arbeit wird auf eine Evaluierung der auf den α-
Niveaus berechneten Approximationen verzichtet und hierfür auf Kaufman/Gupta (1991)
verwiesen.
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C. Generalisierte Inverse
Um die Funktionsweise des Modells, d.h. die vollständige Transmission der in den unscharfen
Daten enthaltenen Korrelationsstruktur durch das Modell zu verdeutlichen, ist in Abschnitt
6.2. eine spezielle Datenstruktur gewählt worden, die durch Einfachkorrelationen einiger Va-
riablen gekennzeichnet ist.
Diese Datenstruktur führt bei der Ermittlung der maximalen Korrelationskoeffizienten und -
vektoren zu singulären Matrizen, die eine Verallgemeinerung der Definition der Inversen ei-
ner Matrix erfordern.
Für eine singuläre Matrix A kann mit A −  eine generalisierte Matrix definiert werden.
Für eine n m Matrix × − A  heißt A −  eine generalisierte Inverse, wenn gilt:
AA A A− = (C.1)
Da A −  im allgemeinen nicht eindeutig ist, wird in der Regel die Moore-Penrose Inverse A +
von A verwandt.
A+  kann durch die folgenden vier Bedingungen gekennzeichnet werden:
1. AA A A+ =
2. A AA A+ + +=
3. ( ) ( )A A A A T+ +=
4.    ( ) ( )AA AA+ += T .
(C.2)
(C.3)
(C.4)
(C.5)
Da die erste Bedingung der Definition der generalisierten Inversen entspricht, ist A +  eine
spezielle generalisierte Inverse, die in regulären Fällen mit A 1−  übereinstimmt. Zur Berech-
nung von A +  existieren unterschiedliche Verfahren z.B. von Albert (1972) oder Ben-Is-
rael/Greville (1980). Das in dieser Arbeit in Mathematica verwendete Verfahren läßt sich wie
folgt beschreiben:
Die Spaltenvektoren einer n m Matrix × − A  mit a a1 m, ,  und die Matrix der ersten k Spalten
von A mit A k  werden mit ( )A a a1 m= , ,  bzw. ( )A a a1k k= , ,  für k=1...m bezeichnet.
Für k m= 2, ,  kann dann weiterhin definiert werden:
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d A a c a A dk k 1 k k k k 1 k= = −−
+
−
,   .         (C.6)-(C.7)
Für k m= 2, ,  gilt dann
( )
A
A d b
b
b
c
d d d A
k
k 1 k k
T
k
T
k
T k
k
T
k
1
k
T
k 1
+ −
+
+
−
−
+
=
−





=
+


	

	
≠
=
                             mit
1
 c
 c
k
k,
falls
falls
0
0
        (C.8)
        (C.9)
Wird weiterhin berücksichtigt, daß die PseudoInverse eines einzelnen Vektors x wie folgt
geschrieben werden kann:
x
x x
x x x xT
T ++
= ≠ =
1
0, , falls 0,  und  falls = 0,
.        (C.10)
so läßt sich ausgehend von
A a1 1
+ +
=         (C.11)
sukzessive die Moore-Penrose Inverse
A A A A2 3 m
+ + + +
=, , ,         (C.12)
bestimmen.
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D. Dekompositionstheoreme
Zur Ableitung der kanonischen Korrelationskoeffizienten und -vektoren aus dem vorliegenden
Datenmaterial stehen verschiedene Methoden zur Dekomposition zur Verfügung, welche sich
hinsichtlich ihrer Anwendungsvoraussetzungen unterscheiden. Ein Hauptbereich der Dekom-
positionssätze bildet das verallgemeinerte Eigenwertproblem.
Zur Erläuterung dieses Problems wird zunächst das einfache Eigenwertproblem betrachtet.
Für eine reelle symmetrische Matrix A der Ordnung n und eine orthogonale Matrix P gilt
                               ( )P AP P P IT T= = =∆ Dg i nλ  und ,         (D.1)-(D.2)
wobei
                      λ λ λ1 0≥ ≥ ≥ ≥ > i n .         (D.3)
Die Vektoren p Pi , , ,i n aus = 1  erfüllen dabei die folgende Bedingung:
                          ( )A I p on− =λ n .         (D.4)
Dieses homogene lineare Gleichungssystem besitzt für die n Komponenten von P genau dann
eine Lösung, wenn gilt:
                       ( )det A In− =λ 0 .         (D.5)
Für das verallgemeinerte Eigenwertproblem werden zwei reelle symmetrische Matrizen A und
B der Ordnung n betrachtet, wobei B positiv definit ist.
Es existiert dann eine reguläre Matrix Q, so daß gilt:
                               ( )Q AQ Q BQ IT T n= = =∆ Dg iλ  und ,         (D.6)
mit
                      λ λ λ1 0≥ ≥ ≥ ≥ > i n .         (D.3)
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Die Vektoren q Qi , , ,i n aus = 1  erfüllen dann die Bedingungen
                      ( )A B q o− =λ n .         (D.7)
Es handelt sich hierbei um ein lineares Gleichungssystem für die n Komponenten von q, wel-
ches genau dann eine Lösung besitzt, wenn gilt:
                       ( )det A B− =λ 0.         (D.8)
Für die Lösung allgemeiner Eigenwertprobleme ist eine Faktorisierung der Matrix B notwen-
dig. Mittels dieser Faktorisierung erfolgt eine Transition des allgemeinen Eigenwertproblems
in ein einfaches Eigenwertproblem.
Aufgrund der in Abschnitt 5.2. gewählten Datenstruktur ist hier ein Verfahren zur Faktorisie-
rung gewählt worden, welches die Transition des allgemeinen Eigenwertproblems auch im
Fall eines nicht vollen Rangs der Matrix B ermöglicht.
Das in Kapitel 4 entwickelte allgemeine Eigenwertproblem nimmt die folgende Form an:
                            ( )[ ]Z Z Z Z Z Z Z Z a1' 2 2' 2 2' 1 1' 1 1(k)− − =σκ  0.         (D.9)
Das Matrixprodukt Z Z1
'
1 hat bei einer Einfachkorrelation zweier Zufallsvariablen von 1 nicht
den vollen Rang, sodaß zur Faktorisierung von Z Z1
'
1 zusätzlich ( )rg JZ Z1' 1 < 1 berücksichtigt
werden muß.
Die Matrix ( )Z Z Z Z Z Z1' 2 2' 2 2' 1−  als Produkt der defuzzifizierten Matrixprodukte ist reell und
symmetrisch, sodaß sie mit den Faktoren F verknüpft werden kann.
Es ergibt sich:
                    ( ) ( )F S S S FX XY YY YX X T− − − ,         (D.10)
die Faktorisierung von Z Z1
'
1 über Z Z FF1
'
1
T
= geschieht und F P= ∆1/2  gesetzt wird.
Das allgemeine Eigenwertproblem
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                                 ( )[ ]Z Z Z Z Z Z Z Z a1' 2 2' 2 2' 1 1' 1 1(k)− − =σκ  0.         (D.9)
wird nach einigen elementaren Umformungen in ein einfaches Eigenwertproblem mit der zu-
gehörigen Matrix  ( ) ( )F S S S FX XY YY YX X T− − −   transferiert:
Allgemein ergibt sich die Lösung des einfachen Eigenwertproblems aus den folgenden Eigen-
vektoren
                       q P qT0 1/2= ∆ ,         (D.11)
welche sich dann mit
                      q P q= −∆ 1/2 0              (D.12)
rücktransformieren lassen und zur Lösung der allgemeinen Eigenwertproblems führen.
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E. Analyse der Kennzahlen zur Interpretation des generalisierten Modells
In Kapitel 5 wurden einige für die Interpretation der Ergebnisse der kanonischen Korrelati-
onsanalyse notwendigen Kennzahlen präsentiert. Die Verwendung und Interpretation dieser
Kennzahlen setzt voraus, daß die reellwertigen Matrixprodukte, welche aus der Multiplikation
unscharfer Matrizen hervorgegangen sind, als Einheit in die Bestimmung der Kennzahlen
einfließen. Voraussetzung für eine korrekte Interpretation der Datenstruktur ist, daß keine In-
konsistenzen bei der Ermittlung der Kennzahlen entstehen. Folgende Übersicht enthält eine
direkte Gegenüberstellung der Berechnung der Kennzahlen bei der Standardform der Methode
sowie der in Kapitel 4 entwickelten generalisierten kanonischen Korrelations-analyse:
Ausgangspunkt der Analysen bei der Standardversion der kanonischen Korrelationsanalyse
(Röhr, 1987) bilden die in reeller Form vorliegenden Datenmatrizen X und Y. Diese beiden
Matrizen determinieren die Varianz-Kovarianz-Matrix S sowie die Korrelationsmatrix R und
können somit auch als Funktion der standardisierten Datenmatrizen X und Y interpretiert
werden.  Die generalisierte Methode hingegen setzt bei unscharfen Matrizen an und transfor-
miert diese in reelle Matrixprodukte. Die Kennzahlen sind somit nicht nicht mehr direkt von
den unscharfen Datenmatrizen X und Y abhängig, sondern von den vier defuzzifizierten  Ma-
trixprodukten Z Z ,Z Z ,Z Z ,Z Z1
'
1 1
'
2 2
'
1 2
'
2. Diese Matrizen fließen als Bestimmungsgrößen in die
Korrelationsmatrix R ein.
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generalisierte kanonische
Korrelationsanalyse
Standard kanonische
Korrelationsanalyse
Fuzzy Datenmatrizen: X    Y

defuzzifizierte
Matrixprodukte
Z Z ,Z Z ,Z Z ,Z Z1
'
1 1
'
2 2
'
1 2
'
2

Varianz-Kovarianz-Matrix
S

Korrelationsmatrix R
Datenmatrizen: X    Y

Matrixprodukte
Z Z ,Z Z ,Z Z ,Z Z1
'
1 1
'
2 2
'
1 2
'
2

Varianz-Kovarianz
Matrix
 S

Korrelationsmatrix R
Kennzahlen R
Strukturmatrizen R XU R YV
Redundanzmatrizen R XV R YU
Extraktionsmaß gX U
2 gY V
2
Redundanzmaß gX V
2 gY U
2
Intrabereichskommunali-
täten
dX U
2 dYV
2
Interbereichskommunali-
täten
dX V
2 dY U
2
Gesamtextraktionsmaß gX U
2 gY V
2
Gesamtredundanzmaß gX V
2 gY U
2
Tab. E.1: Kennzahlen zur Modellinterpretation
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F. Ermittlung der kanonischen Dimensionen
In den beiden Anwendungen des 6. Kapitels wurde zur Ermittlung der signifikanten kanoni-
schen Dimensionen eine Prüfung der Signifikanz der kanonischen Korrelationskoeffizienten
vorgenommen. Im folgenden wird der in Kapitel 6 verwendete Ansatz mit der Standardvorge-
hensweise von Parametertests einerseits und einigen von Römer/Kandel (1995) vorgestellten
Aspekten zu Parametertests bei unscharfen Daten andererseits in Beziehung gesetzt.
Folgende Übersicht enthält eine Gegenüberstellung der drei diskutierten Ansätze:
Standard-Parametertest
(Bsp.: Parameter: Mittel-
wert)
Römer/Kandel (1995) Kanonische
Korrelationsanalyse
reelle Daten unscharfe Daten
Aggregation
unscharfe Daten
zweiseitige, scharfe Null-
hypothese
zweiseitige, unscharfe
Nullhypothese:
zweiseitige, scharfe
Nullhypothese
richtige Entscheidung
Fehler 1. Art
Fehler 2. Art
richtige Entscheidung
unscharfe Mengen:
Fehler 1. Art
Fehler 2. Art
richtige Entscheidung
Fehler 1. Art
Fehler 2. Art
scharfe Testfunktion unscharfe Testfunk-
tion
scharfe Testfunktion
Tab. F.1.: Gegenüberstellung des in Kapitel 5 verwendeten Parametertests mit der Standard-
vorgehensweise und des Ansatzes von Römer/Kandel (1995)
Es wird deutlich, daß der in der generalisierten Analyse gewählte Ansatz sich lediglich im
ersten Schritt der Datenmodellierung von der Standardvorgehensweise des statistischen Te-
stens unterscheidet. Römer/Kandel, deren Ansatz hier in Fragmenten dargestellt ist, gehen bei
der Verallgemeinerung der statistischen Testtheorie in der Modellierung der Daten und der
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entsprechenden Nullhypothese sowie der Testgrößen einige Schritte weiter. Für detaillierte
Formulierungen der Bestandteile der Testprozedur wird auf Römer/Kandel (1995) verwiesen.
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G. Bestimmungsgrößen des Merkmals relativer Wettbewerbsvorteil
In Kapitel 6 wurde die kanonische Korrelationsanalyse anhand der Dimensionen des Merk-
mals Marktattraktivität demonstriert. Die zur Positionierung eines Produktes in der Portfo-
lio-Matrix benötigte zweite Dimension bildet die der relativen Wettbewerbsvorteile. Für diese
Dimension läßt sich die Korrelationsanalyse in analoger Form einsetzen.
Zusammenfassend werden hier die Bestimmungsfaktoren des Merkmals relativer Wettbe-
werbsvorteil dargestellt (Hinterhuber, 1980):
Dimensionen der Wettbewerbsvorteile der Unternehmung
(1) Marktposition
• Marktanteil und seine Entwicklung
•     Risiko (Grad der Etabliertheit am Markt)
• Marketingpotential (Image der Unternehmung und daraus resultierende Abnehmerbezie-
hungen, Preisvorteile aufgrund von Qualität, Lieferzeiten, Service, Technik, Sortiments-
breite etc.)
• Wachstum des Unternehmens
(2) Produktionspotential
Prozeßwirtschaftlichkeit:
• Kostenvorteile aufgrund der Modernität der Produktionsprozesse, Produktionsbedingun-
gen, Größe der Produktionseinheiten
• Lizenzbeziehungen, etc.
Hardware:
• Standortvorteile
• Umweltfreundlichkeit der Produktionsprozesse
Energie- und Rohstoffversorgung:
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• Erhaltung der gegenwärtigen Marktanteile unter voraussichtlichen Versorgungsbedingun-
gen, etc.
(3) Forschungs- und Entwicklungspotential
• Stand der Grundlagenforschung
• Innovationspotential, Innovationskontinuität
(4) Qualifikation der Führungskräfte und Mitarbeiter
• Innovationsklima
• Professionalität und Urteilsvermögen
• Qualität der Führungssysteme
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H. Umfrage in St. Gallen
Dieser 1992 in St. Gallen eingesetzte Fragebogen läßt sich wie folgt strukturieren (Güntert,
B., Orendi, B., Weyermann, U., 1989):
(1) Fragen zur Person Frage 1-14
(Alter, Geschlecht, Muttersprache, Ausbildung)
(2) Fragen zu den Arbeitsbedingungen Frage 15-22
(Lohn, Arbeitszeit, Weiterbildung)
(3) Fragen zu Aufgaben und Anforderungen im Pflegebereich Frage 23-43
(Arbeitsinhalt, Selbständigkeit, Überforderung, Anerkennung in
der Öffentlichkeit)
(4) Fragen zu Zusammenarbeit und Arbeitsklima Frage 44-59
(Team, Ärzte, Vorgesetzte Verwaltung, Mitsprache- und Ein-
flußmöglichkeiten)
(5) Fragen zu den als besonders belastend empfundenen Aspek-
ten der Arbeit
Frage 60-61
(Liste mit 17 Aspekten, aus denen 7 auszuwählen sind)
(6) Fragen zu den als wichtig erachteten Aspekten der Arbeitssi-
tuation
Frage 62-65
(Liste mit 18 Aspekten, aus denen 9 auszuwählen sind)
(7) Fragen zum Arbeitsleben Frage 66-68
(Resignation, Verbesserungsmöglichkeiten, Zufriedenheit)
Tab. H.1: Struktur des St. Gallener Fragebogens
 211
Literaturverzeichnis
Agresti, A., Categorial Data Analysis, New York, Wiley, 1990
Albrecht, M., Explorative und statistische Auswertung unscharfer Daten, Dissertation,
Bergakademie Freiberg, 1991
Angstenberger, J., Fochem, M., Weber, R., Intelligent data analysis - methods and applicati-
ons, in: Proceedings First European Congress on Fuzzy and Intelligent Technologies
(EUFIT' 93), Aachen, 1027-1030
Anile, A.M., Deodato, S., Privitera, G., Implementing fuzzy arithmetic, in: Fuzzy Sets and
Systems, 72, Nr. 2, 239-250, 1995
Arnold, M., Gesundheitssystemforschung, in: Hurrelmann, Laaser (Hrsg.), Gesundheitswis-
senschaften, Handbuch für Lehre, Forschung und Praxis, Beltz Verlag, Weinheim, Ba-
sel, 1993
Ashby, M., Neuhaus, J.M.; Hauck, W.W., Bacchetti, P., Heilbron, D.C., Jewell, N.P., Segal,
M.R., Fusaro, R.E., An annotated bibliography of methods for analysing correlated ca-
tegorical data, in: Statistics in medicine, 11, 67-99, 1992
Auken van, H.E., A financial comparison between Korean and US firms: a cross balance sheet
canonical correlation analysis, in: Journal of Small Business Management 3, 73-83,
1993
Backhaus, K., Multivariate Analysemethoden, 6. Auflage, Berlin, 1990
Bamberg, G., Bauer, F., Statistik, 6. Auflage, München, 1989
Bammel, E., Motivation von ärztlichen Führungskräften und Mitarbeitern über Arbeitsinhalt
und Arbeitssituation im Hospitalbereich, 21. Kolloquium Gesundheitsökonomie der
Robert Bosch Stiftung GmbH, 1990
Bandemer, H., Näther, W., Fuzzy projection pursuits, FSS 27, 141-147, 1988
Bandemer, H., Näther, W., Fuzzy Data Analysis, Dordrecht, 1992
Bandemer, H., A fuzzy approach to data analysis, in: Z. Angew. Math. Mech. 72, No. 6, 419-
426, 1992
Bandemer, H., Gottwald, S., Einführung in Fuzzy-Methoden, 4. überarbeitete Aufl., Berlin,
1993
Bartholomeyczik, S., Arbeitsbedingungen und Gesundheitsstörungen bei Krankenschwestern,
Deutsche Krankenpflegezeitschrift 40, 1, 1987
Benson, W.H., Looking at multivariate data through fuzzy sets, in: Analysis of Fuzzy Infor-
mation, Volume III, Applications in engineering and science, J.C. Bezdek (Hrsg.), 1987
 212
Bezdek, J.C., Pattern recognition with fuzzy objective function algorithms, New York, 1981
Bezdek, J.C., Pal, S.K., Fuzzy Models for Pattern Recognition, New York, 1992
Bishu, Ram R., Kim, B., Evaluation of fuzzy linear regression models by comparing mem-
bership functions, Department of Industrial and Management Systems Engineering,
University of Nebraska-Lincoln, 1997
BMA (Hrsg.): Angebot und Bedarf an Pflegepersonal bis zum Jahr 2000, Forschungsbericht
Gesundheitsforschung, Bd. 188, Bonn, 1990
Bocklisch, S.F., Prozeßanalyse mit unscharfen Variablen, Berlin, 1987
Böhme, G., Fuzzy-Logik, Berlin, 1993
Boose, J.H.,  A Survey of Knowledge Acquisition Techniques and Tools, in: Knowledge
Acquisition 1, 1989, 3-37
Bothe, H.-H., Fuzzy Logic, Berlin et al, 1993
Brockhoff, K., Prognoseverfahren für die Unternehmensplanung, Band 1, Dr. Th. Gabler-
Verlag, Wiesbaden, 1977
Bruggemann, A., Zur Unterscheidung verschiedener Formen von Arbeitszufriedenheit, in:
Arbeit und Leistung 28, 281, 1978
Bruggemann, A., Groskurth, P., Ulich, E., Arbeitszufriedenheit, Bern, Stuttgart, Wien, 1975
Buckley, J.J., Fuzzy input-output analysis with fuzzy numbers, in: European Journal of Ope-
rations Research, Heft 1, Vol. 39, 54-60, 1989
Bürkle, B., Data envelopment analysis, state-of-the-art und Bedeutung für das Gesundheits-
wesen, Arbeitsbericht Nr. 93-4, Forschungsgruppe Medizinökonomie, Universität Er-
langen-Nürnberg, 1993
Cadet, O., Schektman, Y., A method of analysing multidimensional experimental data, in:
Data Analysis, Learning Symbolic and Numeric Knowledge. Proceedings of the Confe-
rence, Antibes, France, 87-94, 1989
Cazenave, M.-B., Deliac, P., Salamon, R., Videau, J., Contributions of fuzzy subsets to the
factorial analysis of athletic profiles, Second European Congress on Intelligent
Techniques and Soft Computing, EUFIT, Vol.. I., 1994
Chen, J.M., Chang, C.-P., Harr, P.A., A technique for analyzing optimal relationships among
multiple sets of data fields. I. The method, in: Monthly Weather Review, vol.122, no.11,
2482-2493, 1994
Chen, S.M., Fuzzy system reliability analysis using fuzzy number arithmetic operations, in:
Fuzzy Sets and Systems 64, 31-38, 1994
 213
Chen, S.M., Evaluating weapon systems using fuzzy arithmetic operations, in: Fuzzy Sets and
Systems 77, 265-276, 1996
Cooley,W.W., Lohnes, P.R., Multivariate data analysis, Wiley, New York, 1971
Coxon, A.P.M., The user's guide to multidimensional scaling, Exter, NH: Heinemann Educa-
tional Books, 1982
Cramer, E.M., Nicewander, W.A., Some symmetric, invariant measures of multivariate as-
sociation, Psychometrica 44, 43-54, 1979
Dern, W., Jeschke, H.A., Den Pflegenotstand beseitigen-Chance oder Risiko?, in: Kranken-
haus-Umschau 10, 745-747, 1990
Deutschmann, C., Guggenmoos, I., Statistische Methoden der Gesundheitswissenschaften, in:
Hurrelmann, Laaser (Hrsg.), Gesundheitswissenschaften, Handbuch für Lehre, For-
schung und Praxis, Beltz Verlag, Weinheim, Basel, 1993
Dubois, D., Prade, H., Operations on fuzzy numbers, International Journal of Systems Science
9, 613-626, 1978
Dubois, D., Prade, H., Fuzzy sets and systems: theory and applications, New York, 1980
Dubois, D., Prade, H., Possibility Theory, An approach to computerized processing of uncer-
tainty, New York, London, 1988
Duin, R.P.W., Backer, E., Discriminant analysis in a non-probabilistic context based on fuzzy
labels (pattern recognition), in: Pattern Recognition and Artificial Intelligence. Towards
an Integration, Proceedings, Amsterdam, 1988
Dumitrescu, D., Fuzzy correlation, Studia Univ. Babes-Bolyai Math. 23, 41-44, 1978
Eichhorn, S., Professionalisierung des Krankenhaus-Managements, Symposium zur Führung
und Organisation von Krankenhausleitungen, Gütersloh, 1990
Fahrmeir, L., Tutz, G., Multivariate statistical modelling based on generalized linear models,
New York, 1994
Freiberger, P., McNeil, D., Fuzzy Logic, Touchstone- Simon and Schuster, New York, 1994
Friedman, J.H., Tukey, J.W., A projection pursuit algorithm for exploratory data analysis; in:
IEEE Trans. Comput. 23, 881-889, 1974
Gälweiler, A., Strategische Unternehmensführung, 2. Aufl., Frankfurt a.M., New York, 1990
Gaul, W., Schader, M., Data, expert knowledge and decisions. An interdisciplinary approach
with emphasis on marketing applications, Berlin, 1988
 214
Gemoets, L.A., Mahmond, M.A., Effects of the quality of user documentation on user satis-
faction with information systems, in: Information and Management, Vol. 18, 47-54,
1990
Gerstenkorn, T., Manko, J., Correlation of intuitionistic fuzzy sets, in: Fuzzy Sets and Sy-
stems 44, 39-43, 1991
Giffi, A., Nonlinear multivariate analysis, New York, John Wiley and Sons, 1990
Ginsberg, A., Measuring and modelling changes in strategy: theoretical foundations and em-
pirical directions, in: Strategic Management Journal, Heft 6, Vol. 9, 559-575, 1988
Gittins, R., Canonical analysis. A review with applications in ecology, in: Biomathematics,
Vol. 12. Berlin, 1985
Glorfeld, L.W., Fowler, G.C., A mulivariate methodology for simultaneously capturing and
clustering judgement policies, in: Decision Analysis, Vol. 19, 504-520, 1988
Goebl, H., Schader, M., Datenanalyse, Klassifikation und Informationsverarbeitung, Heidel-
berg, Physica-Verlag, 1992
Golub, G. H., Van Loan, Ch. F., Matrix Computations, 2. Aufl., Baltimore, London, 1989
Graham, I., Jones, P.L., Expert systems, knowledge, uncertainty and decision, London, New
York, 1988
Green, P.E., Carmone, F.J., Smith, S.M., Multidimensional scaling: concepts and applications,
Boston: Allyn and Bacon, 1989
Griefhahn, B., Arbeitswelt und Gesundheit, in: Hurrelmann, Laaser (Hrsg.), Gesundheitswis-
senschaften, Handbuch für Lehre, Forschung und Praxis, Beltz Verlag, Weinheim, Ba-
sel, 1993
Güntert, B., Orendi, B., Weyermann, U., Die Arbeitssituation des Pflegepersonals- Strategien
zur Verbesserung, Bern, Stuttgart, Toronto, 1989
Hahn, H., Taylor, B. (Hrsg.), Strategische Unternehmensplanung - Strategische Unterneh-
mensführung. Stand und Entwicklungstendenzen, 6. Aufl., Heidelberg, 1992
Hammer, R.M., Unternehmensplanung, 6. Aufl., München, Wien, Oldenburg, 1995
Haslem, J.A., Scheraga, C.A., Bedingfield, J.P., An analysis of the foreign and domestic ba-
lance sheet strategies of the US banks and their association to profitability performance,
in: Management International Review, Heft 1, Vol. 32, 55-76, 1992
Hayashi, Ch., On the quantification of qualitative data from the mathematico-statistical point
of view, in: Annuals of the Institute of Stat. Math., Volume II, Nr.1, 1950
Heiler, S., Michels, P., Deskriptive und explorative Datenanalyse, München, Wien, 1994
 215
Herzberg, F., Work and the nature of man, Cleveland, 1966
Heshmaty, B., Kandel, A., Fuzzy linear regression and its applications to forecasting in uncer-
tain environment, in: Fuzzy Sets and Systems 15, 159-191, 1992
Hinterhuber, H.-H., Strategische Unternehmensführung, 2. Aufl., Berlin, New York, 1980
Hoffman, M.E., Extending probability to fuzzy probability, in: AI Expert, 38-41, December
1994
Hong, D.H., Hwang, S.Y., Correlation of intuitionistic fuzzy sets in probability spaces, in:
Fuzzy Sets and Systems 75, 77-81, 1995
Huber, P., Projection pursuits, Ann. of Statist. 13, 425-525, 1985
Huch, B., Das Krankenhaus als betriebswirtschaftliches System, in: Hurrelmann, Laaser
(Hrsg.), Gesundheitswissenschaften, Handbuch für Lehre, Forschung und Praxis, Beltz
Verlag, Weinheim, Basel, 1993
Ishibuchi, H., Tanaka, H., Fuzzy regression analysis using neural networks, Fuzzy Sets and
Systems 50, 257-265, 1992
Jambu, M., Exploratory and Multivariate Data Analysis, Boston, San Diego, 1991
Jobson, J.D., Applied multivariate data analysis, Volume II: Categorical and multivariate me-
thods, New York, Berlin, 1992
Kacprzyk, J., Fedrizzi, M., Fuzzy regression analysis, Warschau, 1992
Kahlert, J., Frank, H., Fuzzy-Logik und Fuzzy-Control, Braunschweig, Wiesbaden, 1993
Kandel, A., Fuzzy Techniques in Pattern Recognition, John Willey & Sons, New York, 1982
Karbach,W., Linster, M., Wissensakquisition für Expertensysteme, München, Wien, 1990
Kaufman, A., Gupta, M.M., Fuzzy mathematical models in engineering and management
science, North-Holland, Amsterdam, 1988
Kaufman, A., Gupta, M.M., Introduction to fuzzy arithmetic theory and application, Van No-
strand Reinhold, New York, 1991
Kawaguchi, M.F., Da-Te, T., Nonaka, H., A necessary condition for solvability of fuzzy
arithmetic equations with triangular norms, in: Proceedings of the Third IEEE Confe-
rence on Fuzzy Systems, World Congress on Computational Intelligence, 1148-1152,
vol.2, 1994
Kettenring, J.R., Canonical analysis of several sets of variables, in: Biometrika 58, 433-451,
1971
Koch, H., Kriterien der strategischen Unternehmensplanung, in: Die Betriebswirtschaft, 51,
39-48, 1991
 216
Kodono, Y., Okuda, T., Asai, K., Sugiura, T., Principal component analysis using fuzzy ob-
servation data, in: Japanese Journal of Fuzzy Systems and Theory, Volume 4, Number
3, 1992
Köhler, R., Zimmermann, H.-J. (Hrsg.), Entscheidungshilfen im Marketing, C.E. Poeschel
Verlag Stuttgart, 1977
Kosko, B., Fuzzy thinking, The new science of fuzzy logic, Hyperion, New York, 1993
Krafft, O., Lineare statistische Modelle und optimale Versuchspläne, Vandenhoeck & Ru-
precht, Göttingen, 1978
Kreikebaum, H., Strategische Unternehmensplanung, 5. Aufl., Stuttgart, Berlin, Köln, 1993
Kruse, A., Olbrich, E., Versorgung mit Rehabilitations- und Pflegeleistungen, in: Hurrelmann,
Laaser (Hrsg.), Gesundheitswissenschaften, Handbuch für Lehre, Forschung und Praxis,
Beltz Verlag, Weinheim, Basel, 1993
Kruse, R., Meyer, K.D., Statistics with vague data, Theory and Decision Library, Series B,
Mathematical and Statistical Methods , Dordrecht/Boston, 1987
Kruse, R., Gebhardt, J., Klawonn, F., Fuzzy Systeme, Braunschweig, Wiesbaden, 1993
Krzanowski, W.J., Principles of multivariate analysis, Oxford (Clarendon Press), 1990
Kulbe, S., Der "Pflegenotstand" an Krankenhäusern, Eine Untersuchung aus motivationstheo-
retischer Sicht, in: Deutsche Krankenpflege-Zeitschrift, 43. Jg., Nr. 6, Beilage Pflege-
forschung
Larsen, J.K., Luthans, F., How managers really communicate, in: Human Relations, 161-178,
1986
Lauffer, E., Kampf dem Pflegenotstand-Lösungsvorschläge eines Krankenhauspraktikers, in.
Krankenhaus Umschau 4, 250-256, 1989
Lauffer, E., 5-Tage-Woche: Attraktion für das Pflegepersonal, In: Krankenhaus-Umschau 4,
228-233, 1992
Lebart, L., Morineau, A., Warwick, K.M., Multivariate descriptive statistical analysis, John
Wiley & Sons, New York, 1984
Lechner,W., Lohl, N., Analyse digitaler Signale, Braunschweig, Wiesbaden, 1990
Lipovetsky, S., Tishler, A., Linear methods in multimode data analysis for decision making,
in: Computers & Operations Research, vol.21, no.2, 169-183, 1994
Manly, B.F.J., Multivariate Statistical Methods, Second Edition, London, Glasgow, 1994
Manton, Kenneth G., Woodbury, Max A., Tolley, H. Dennis, Statistical applications using
fuzzy sets, Wiley Series in Probability and Mathematical Statistics, 1994
Marinell, G., Multivariate Verfahren, 4. Auflage, München, Wien, 1995
 217
Meffert, H., Marketing, Grundlagen der Absatzpolitik, 7. überarb.und erweit. Aufl., Wiesba-
den, 1986
Meier, W., Weber, R., Zimmermann, H.-J., Fuzzy data analysis - methods and industrial
applications, in: Fuzzy Sets and Systems 61, 19-28, 1994
Meyer, J., Shinar, D., Estimating correlations from scatterplots, in: Human Factors, 34, 335
349, 1992
Mizumoto, M., Improvement methods of fuzzy controls, in: Proceedings of the 3rd. IFSA
Congress, 60-62, Seattle, 1989
Morrison, D.F., Multivariate statistical methods, Third Edition, Mc Graw-Hill Series in Pro-
bability and Statistics, 1990
Mucha, H.-J., Clusteranalyse mit Mikrocomputern, Berlin, 1992
Münch, E., Einkommens-, Sicherheits-, Sozial- sowie Aufstiegs- und Weiterbildungsanreize,
21. Kolloquium Gesundheitsökonomie der Robert Bosch Stiftung GmbH, 1990
Negoita, C., Ralescu, D., Simulation, knowledge-based computing and fuzzy statistics, Van
Nostrand Reinhold, New York, 1987
Niki, N., Canonical correlation analysis of categorical data. Quantification based on the corre-
lation between two sets of categorical variates, in: Proc. Inst. Stat. Math. 28, 13-26,
1981
Obben, J., Performance of the ghanaian rural banks: a canonical correlation analysis, in: Sa-
vings and Development 16, 2, 183-197, 1992
Ogbuehi, A.O., Environmental factors and wholesaler structure in Nigeria: a canonical analy-
sis, in: Developments in Marketing Science 12, 188-192, 1989
Okuda, T.,Kodono, Y., Asai, K., Statistical estimation based on fuzzy observation data, in:
Transactionsof the Society of Instrument and Control Engineers, Vol. 26, No. 5, 564-
571, 1990
Okuda, T.,Kodono, Y., Asai, K., Moment estimators based on bivariate fuzzy observation
data, Japanese Journal of  Fuzzy Theory and Systems, Vol. 2, No. 3, 415-428, 1990
Otter, P.W., Canonical correlation in multivariate time series analysis with an application to
one year-ahead and multi year-ahead macroeconomic forecasting, in: Journal of business
and economic statistics 8, 4, 453-457, 1990
Pardo, L., Menendez, M.L., Some bounds on probability of error in fuzzy discriminant pro-
blems, in: European Journal of Operational Research, Heft 3, Vol. 53, 362-370, 1991
 218
Pearce, J.A., Robinson, R.B., Strategic management - Formulation, Implementation and con-
trol, 4. Aufl., Homewood, 1991
Pedrycz, W., Fuzzy Control and Fuzzy Systems, Second Edition, Wiley, Tauton, 1993
Peil, F., Personalmangel oder Pflegenotstand durch Planungs- und Managementfehler, in:
Krankenhaus-Umschau 2, 95-102, 1989
Peters, G., Entwicklung von Verfahren zur Intelligenten Datenanalyse und ihre Anwendung
auf die Prognose ökonomischer Daten, Dissertation, RWTH Aachen, 1995
Pizarro Rios, J.V., Canonical correlation analysis of the industrialization process of South
Korea, (Cahier du Departement d'Econometrie, Faculte des Sciences Economiques et
Sociales, Universite de Geneve, 93,1), 1993
Rabe, K., Strukturierung strategischer Planungsprozesse, Wiesbaden, 1990
Ramanujam, V., Venkatraman, N., Planning systems characteristics and planning effective-
ness, in: Strategic Management, Vol. 8, 453-468, 1987
Röhr, M., Lohse, H., Ludwig, R., Statistische Verfahren, Thun, 1983
Röhr, M., Kanonische Korrelationsanalyse, Berlin, 1987
Röhr, M., Statistische Strukturanalyse, Fischer Verlag, Stuttgart, 1993
Römer, C., Kandel, A., Statistical tests for fuzzy data, in: Fuzzy Sets and Systems 72, Nr. 1, 1-
26, 1995
Rouby, M.G., Socio-economic and urbanization profiles of internal migration in Egypt: a ca-
nonical correlation analysis, in: The Egyptian population and family planning review,
1993
Saporta, G., Probabilitiees, statistique et analyse des donnees, Technip, Paris, 1990
Schalkoff, R., Pattern recognition: Statistical, structural and neural approachn, 1. Aufl., New
York, Chichester et al., 1992
Schneider, W., Kornrumpf, J., Mohr, W., Statistische Methodenlehre, München, Wien, 1993
Schnell, R., Graphisch gestützte Datenanalyse, München, Wien, 1994
Schröder, E.F., Modernes Unternehmenscontrolling, Handbuch für die Unternehmenspraxis,
3. erweiterte und überarbeitete Auflage, Kiehl Verlag, Ludwigshafen, 1988
Schüpbach, H., Analyse und Bewertung von Arbeitstätigkeiten, in: Schuler, H., (Hrsg.), Lehr-
buch Organisationspsychologie, Bern: Huber, 1993
Schulte-Doeinghaus, U., Krankenhäuser: In Deutschlands öffentlicher Spitälern herrscht viel
Missmanagement und Kostenauftrieb, in: Wirtschaftswoche 32, 30-38, 1989
 219
Schulz-Nieswandt, F., Stationäre Altenpflege und "Pflegenotstand" in der Bundesrepublik
Deutschland, in: Sozialökonomische Schriften 2, Frankfurt/Main, 1990
Schwarze, J., Grundlagen der Statistik II, Wahrscheinlichkeitsrechnung und induktive Stati-
stik, Herne/Berlin, 1988
Spence, I., Lewandowsky, S., Robust multidimensional scaling, Psychometrika 54, 501-513,
1989
Stowe, J.D., Watson, C.J., Robertson, T.D., Relationships between the two sides of the sheet:
a canonical correlation analysis, in: The Journal of Finance, Vol. 35, 1980
Sugeno, M., Yasukawa, T., A fuzzy-logic-based approach to qualitative modeling, in: IEEE
Transactions on fuzzy systems, Vol.1, No. 1, 1993
Taylor, B., Harrison, J., The manager's casebook of business strategy, Oxford et al., 1990
Terano, T., Asai, K., Sugeno, M., Fuzzy Systems Theory and its Applications, 1992
Terano, T., Asai, K., Sugeno, M., Applied Fuzzy Systems, AP Professional, Cambridge, MA,
1994
Tennenhaus, M., Young, F.W., An analysis and synthesis of multiple correspondence analysis:
optimal scaling, dual scaling, homogeneity analysis, and other methods for quantifying
categorial multivariate data, in: Psychometrica, vol. 50, no.1, 91-119, 1985
Thannheiser, U., Korrelationsanalyse von durch unscharfes Wissen charakterisierten Merk-
malsausprägungen, Arbeitsgruppe Operations Research im Gesundheitswesen, Nürn-
berg, 1996
Thannheiser, U., Personalmanagement im Gesundheitswesen, Workshop im Rahmen des
Studienganges "Public Health", Heinrich-Heine-Universität Düsseldorf, April 1996
Thorndike, R.M., Correlational procedures for research, Gardner Press, New York, 1978
Ulich, E., Arbeitspsychologie, 3. Auflage, Zürich, Stuttgart, 1994
van Auken, H.E., Doran, B.M., Yoon, K.J., A financial comparison between korean and
U.S.firms: A cross-balance sheet canonical correlation analysis, in: Journal of Small
Business Management, Vol. 31, 73-83, 1993
Vojdani, N., Jehle, E., Schroeder, A., Fuzzy-Logik zur Entscheidungsunterstützung im Logi-
stik- und Umweltschutzmanagement, in: Betriebswirtschaftliche Forschung und Praxis,
Heft 3, 287-305, 1995
Wagner, H., Sauer, M., Personalmanagement, Vorleseungsskript, Münster, 1989
Wang, Z., Klir, G.J., Fuzzy Measure Theory, Plenum Press, New York, 1992
Waterman, D.A., A Guide to Expert Systems, Massachusetts, 1985
 220
Watada, J., Tanaka, H., Asai, K., Fuzzy discriminant analysis in fuzzy groups, in: Fuzzy Sets
and Systems, vol.19, no.3, p.261-71, 1986
Watada, J., Tanaka, H., Fuzzy quantification methods, in: Proceedings of the Second IFSA
Congress, Tokyo, 1987
Watada, J., Methods for fuzzy classification, in: Japanese Journal of Fuzzy Theory and Sy-
stems, Volume 4, Number 1, 1992
Watada, J., Tanaka, H., Fuzzy Quantification Theory, in: Terano, T., Asai, K., Sugeno, M.,
Fuzzy Systems Theory and its Applications, 1992
Watada, J., Methods for fuzzy classification, in: Japanese Journal of Fuzzy Theory and Sy-
stems, Volume 4, 149-163, 1992
Weinert, A.B., Lehrbuch der Organisationspsychologie, 2. Auflage, München, Weinheim,
1987
Weyermann, U., Der Forschungsprozeß als Mittel zur Veränderung am Beispiel der Studie
über die Arbeitssituation des Pflegepersonals im Kanton Bern, Referat auf der 6. Ta-
gung über Forschung in der Krankenpflege des SBK, 1989
Whalen, T., Fuzzy knowledge based systems in management, in: Human systems management
4, 263-274, 1984
Whittaker, J., Graphical models in applied multivariate statistics, Chichester, Wiley, 1990
Widmer, M., Streß, Streßbewältigung und Arbeitszufriedenheit beim Krankenhauspflegeper-
sonal, Schriftenreihe des SKI, Bd. 40, Aarau, 1988
Widmer, E., Strukturelle Veränderungen gefordert, in: Krankenpflege 2, 69-71, 1989
Wittenberg, R., Computerunterstütze Datenanalyse, Stuttgart, 1991
Wittenberg, R, Datenanalyse mit BMDP, Stuttgart, Jena, 1993
Yager, R.R., Filev, D.P., A generalized defuzzification method under BAD distributions, in:
International Journal of Intelligent Systems 6, 687-697, 1991
Yager, R.R., Filev, D.P., Constrained defuzzification, in: Procedings of the 5th IFSA Con-
gress, Seoul, 1167-1170, 1993
Yager, R.R., Filev, D.P., Essentials of fuzzy modeling and control, John Wiley and Sons, New
York, 1994
Yang, M., Canonical correlation analysis of cointegrated processes, (Discussion paper, School
of Economics, The University of New South Wales, 94,1), 1994
Young, F.W., Quantitative analysis of qualitative data, in: Psychometrica 46, 4, 357-388, 1981
 221
Young, F:W., Multidimensional scaling: history, theory and applications, Hillsdale, NJ: La-
wrence Erlbaum Associates, 1987
Young, F.W., Rheingans, P., Visualizing structure in high-dimensional multivariate data, in:
IBM Journal of Research and Development 35, 1, 97-107, 1991
Yu, C., Correlation of fuzzy numbers, in: Fuzzy Sets and Systems 55, 303-307, 1993
Zadeh, L.A., Fuzzy Sets, in: Information and Control 8, 338-353, 1965
Zadeh, L.A., Outline of a new approach to the analysis of complex systems and decision
processes, in: IEEE Transaction on Systems, Man and Cybernetics SMC-3, 28-45, 1973
Zadeh, L.A., The role of fuzzy logic in the management of uncertainty in expert systems, in:
FSS, 199-227, 1983
Zimmermann, H.-J., Fuzzy Sets, Decision Making and Expert Systems, Boston, 1987
Zimmermann, H.-J., Strategic Planning, Operations Research and Knowledge Based Systems,
in: J.-L. Verdegay, M. Delgado, The Interface between Artificial Intelligence and Ope-
rations Research in Fuzzy Environment, 1989
Zimmermann, H.-J., Fuzzy Set Theory- and its Applications, 2. Aufl., Boston/Dordrecht,
London, 1990
Zimmermann, H.-J., Gutsche, L., Multi-Criteria-Analyse, Berlin, 1991
Zimmermann, H.-J., Operations Research Methoden und Modelle, 2. überarb. Aufl., Braun-
schweig, Wiesbaden, 1992
Zimmermann, H.-J. (Hrsg.), Fuzzy Technologien, Prinzipien, Werkzeuge, Potentiale, Düssel-
dorf, 1993
 222
Lebenslauf
persönliche Daten
Name: Ulrike Thannheiser
Geburtsdatum: 08. 03. 1968
Geburtsort: Hannover
Hochschulstudium
1987 - 1992 Studium der Volkswirtschaftslehre an der Ruprecht-Karls-Universität
Heidelberg und an der London School of Economics and Political
Science
1993 - 1997 Dissertation im Fach Unternehmensforschung an der Rheinisch-
Westfälischen Technischen Hochschule Aachen
1998 Promotion zum Dr. rer. pol.
Berufstätigkeit
1993 - 1994 MIT GmbH, Aachen
1994 - 1995 GEMETEC mbH, Aachen
seit 1996 Tätigkeit in Unternehmensberatungs- und Industrieunternehmen
