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Resumen: El presente artículo tiene por objeto la evaluación de la conectividad de los Sistemas 
Regionales de Innovación (SRI) españoles, a través de la medición del fenómeno de la fragmentación 
explicada en términos de “fallos de sistema” que habían sido descritos de forma fundamentalmente 
teórica. Por el contrario, nuestra aproximación emplea cuatro conjuntos de indicadores cuantitativos 
integrados en un marco interpretativo formado por los principales subsistemas del SRI. Así, las 
denominadas: "brechas directivas", "brechas estructurales", "brechas de innovación" y el "valle de la 
muerte"; son situadas en el marco presentado para ser posteriormente analizadas sobre las comunidades 
autónomas españolas a partir indicadores basados en datos explotados ad hoc por parte del Instituto 
Nacional de Estadística (INE) y de la Asociación Española de Entidades de Capital Riesgo (ASCRI). 
Habida cuenta el tamaño de la tabla resultante, simplificamos su dimensionalidad aplicando técnicas 
multivariantes como el Análisis Factorial Múltiple (AFM) o el análisis clúster, las cuales nos conducen a 
la presentación de una nueva tipología para las comunidades de España. Descubrimos comportamientos 
asimétricos en lo que respecta a los “fallos de sistema” expuestos; lo cual podría justificar el diseño de 
medidas exclusivas para su corrección en atención a la singularidad presentada por cada comunidad 
observada. 
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1. INTRODUCCIÓN 
El presente artículo tiene por objeto la evaluación de la conectividad de los SRI4  
españoles, a través de la medición del fenómeno de la fragmentación. Dicho fenómeno 
ha sido descrito como uno de los tres fundamentales problemas que impiden la 
existencia y el buen funcionamiento de los Sistemas de Innovación (SMEPOL, 2001; 
Navarro y Gibaja, 2009). Si bien los agentes principales pudieran estar presentes en los 
Sistemas, la falta de conectividad en los mismos impediría la hibridación entre distintos 
tipos de conocimiento tácito y explícito (Nonaka y Takeuchi, 1995) conducentes al 
aprendizaje y en última instancia, a su evolución. Así, la existencia de sistemas 
fragmentados pondría de manifiesto una actitud inadecuada por parte de diversos 
agentes hacia su propia conectividad, la cual se evidenciaría a través de la aparición de 
diversos fallos de sistema que podrían de ser objeto de corrección y seguimiento por 
parte de organismos político-económicos implicados.  
Sin embargo, la distinción secuencial entre economías impulsadas por  “factores”, por 
la “eficiencia” y por la “innovación” (Porter, 1990; WEF, 2008) estructuró el 
pensamiento de la mayor parte de los académicos, políticos y consultores alrededor del 
tercer escenario; apuntando a la innovación5 como elemento clave para el impulso de la 
competitividad. De esta forma, la elección de una estrategia de innovación fue 
equiparada con la promoción de industrias basadas en la I+D y la alta tecnología 
(Asheim y Parrilli, 2012). Análogamente, la evaluación de las estrategias 
implementadas así como del funcionamiento general de los sistemas, se dirigió hacia el 
análisis de la capacidad que estos mostraban a la hora de convertir inputs 
(fundamentalmente de conocimiento), en outputs (fundamentalmente tecnológicos). En 
general, se pasó por alto la conectividad como mecanismo conducente a la superación 
de los fallos introducidos (Ibíd.); si bien su influencia en la creación, desarrollo y 
difusión del conocimiento ya había sido reconocida (Buesa et al., 2002; Martínez-
Pellitero, 2002). 
El presente artículo da continuidad a una primera tradición de estudios que evalúan 
distintos aspectos concernientes al funcionamiento de los SRI a través del empleo de 
técnicas econométricas. Esta tradición reúne tipologías elaboradas con el ánimo de 
capturar la diversidad y variedad de patrones de innovación y eficiencia en los SRI 
(Coronado y Acosta, 1999; Martínez- Pellitero, 2002, 2007 y 2008; Buesa et al., 2002a, 
                                                 
4 Un Sistema Regional de Innovación es entendido como un “sistema de redes de innovación e instituciones localizado en una 
determinada área geográfica, con interacciones fuertes y regulares que promueven la innovación de la región” (Kostiainen, 2002). 
5 Tomamos como referencia el “ manual de Oslo” respaldado por OECD (1997/2006) 
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2002b, 2007 y 2008; Susiluoto, 2003; Buesa y Heijs, 2007; Zabala-Iturriagagoitia et al., 
2007; Navarro y Gibaja, 2009, 2010 y 2012). Nuestra aproximación se inspira también 
en una segunda tradición que descubre, describe y ejemplifica diversos fallos 
concurrentes en los sistemas. Esta segunda tradición estudia el fenómeno de la 
fragmentación en el ámbito empresarial (Bessant y Rush, 1995 y 2000) y, en términos 
agregados, a nivel industrial (Burt 1992, 1997 y 2004; Hargadon y Sutton, 1997; 
Hargadon, 1998; Obstfeld, 2005), así como entre diferentes componentes que 
constituyen los SRI (Markham, 2002; Murphy y Edwards, 2003; Ford et al., 2007; 
Yusuf 2008; Dalziel 2010; Markham 2010; Parrilli et al., 2010, Howells y Edler, 2011).  
El presente artículo se organiza en cinco apartados. El siguiente revisa los subsistemas 
que componen los SRI, resume la segunda tradición de la literatura a través de la 
presentación de los fallos de sistema que empleamos en el estudio y que se denominan: 
“brechas directivas”, “brechas estructurales”, “brechas de innovación” y el “valle de 
la muerte”; para luego situarlos sobre un marco interpretativo que facilita el análisis de 
los SRI. La tercera sección reinterpreta los fallos de sistema para homogeneizar su 
estudio sobre los SRI españoles. Para ello, presenta cuatro conjuntos de indicadores 
agrupados que se apoyan en datos provenientes de explotaciones realizadas bajo 
petición expresa al INE, y a la ASCRI. Completamos la sección con la presentación de 
la técnica multivariante del AFM. La sección cuarta presenta resultados empíricos y los 
completa mediante la realización de un análisis clúster que genera una nueva tipología 
para las comunidades autónomas españolas. Descubrimos comportamientos asimétricos 
en lo que respecta a los diferentes fallos de sistema; lo cual podría justificar la necesidad 
de diseñar medidas exclusivas para su corrección en atención a la singularidad 
presentada por cada comunidad autónoma observada. La última sección expone 
conclusiones, muestra implicaciones de política y reconoce ciertas limitaciones que se 
desprenden del presente estudio. 
 
2. PRESENTACIÓN DEL MARCO INTERPRETATIVO DEL ESTUDIO 
Los SRI han sido desagregados en diferentes subsistemas que agrupan a sus agentes con 
arreglo a la función que desempeñan en los mismos. Una primera tradición de autores 
(Cooke y Morgan, 1998; Autio, 1998), descompuso los SRI en dos subsistemas: el de 
“explotación” y el de “exploración”. El primero representaría la estructura productiva 
de la región, compuesta por empresas. El segundo, representaría la infraestructura de 
soporte, compuesta por universidades, agencias de transferencia tecnológica, escuelas 
de formación profesional, etc. Esta desagregación fue posteriormente completada por 
4 
 
otros autores que aportaron nuevos componentes (Tödtling y Trippl, 2005). Además de 
los subsistemas presentados, los autores aportan tres nuevos que contribuyen a una 
mejor comprensión de la heterogeneidad de agentes existente en el seno de los SRI. Los 
componentes propuestos son el subsistema de “política regional”, los “factores 
institucionales” y los “vínculos con otros SRI”. Apoyándonos en estas dos tradiciones 
de desagregación, empleamos un total de tres subsistemas con el fin de dotar de un 
marco interpretativo a nuestro estudio; serían los siguientes: 
• La estructura productiva o subsistema de “explotación de conocimiento”, 
compuesto principalmente por empresas, especialmente cuando estas denotan 
tendencia a agruparse6 (Cooke y Morgan, 1998; Autio, 1998). 
• La infraestructura de apoyo regional o subsistema de “exploración de 
conocimiento”, que incluye universidades, agencias de transferencia 
tecnológica, centros de formación profesional, etc. (Cooke y Morgan, 1998; 
Autio, 1998). 
• El subsistema de “política regional”, compuesto por organizaciones 
gubernamentales y agencias de desarrollo regional (Tödtling y Trippl, 2005). 
Si queremos tener una imagen fiel del comportamiento de los SRI, hemos de abrir la 
caja de sus subsistemas, identificar los elementos constituyentes y especificar aquellas 
interacciones en y entre los subsistemas que albergan importancia (Fischer, 2001). 
Paralelamente al argumento, la evaluación de la conectividad de los SRI debería 
asimismo apoyarse sobre el estudio de la densidad y la calidad de las interacciones7 que 
tienen lugar en y entre los diferentes subsistemas propuestos. Siguiendo esta línea 
argumental, la motivación principal del presente análisis sería llevar a cabo una 
investigación “microscópica” sobre las densidades relacionales de los SRI españoles. 
Con este fin, la desagregación de la fragmentación en diferentes fallos de sistema, 
podría revertir “fotografías” más representativas, intuitivas y mejor orientadas al diseño 
de políticas encaminadas a su corrección.  
Nuestra aproximación completa los estudios realizados por las dos corrientes de la 
literatura introducidas. Mientras la primera tradición evaluaba el funcionamiento de los 
sistemas, pero no perseguía una descripción exhaustiva del grado de conectividad en los 
mismos; la segunda, fundamentalmente teórica, describía la fragmentación pero carecía 
                                                 
6 Del inglés: “clustering tendencies”. 
7 “La existencia de interacciones intensivas y flujos de conocimiento entre los subsistemas del SRI, que conllevan el aprendizaje 
colectivo regional y la innovación sistémica, es considerada como una característica central de las regiones muy innovadoras” 
(Trippl y Tödtling 2007). 
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de fundamentación empírica que refutara sus análisis en términos territoriales. Nuestra 
aproximación hibrida los aspectos más destacables de ambas tradiciones presentadas. 
Para ello, nuestro estudio toma de la segunda tradición de la literatura diversos “fallos 
de sistema” que pasamos a describir a continuación: 
Brecha directiva: El primer fallo de sistema que consideramos en nuestro estudio se 
origina como consecuencia de la inexistencia o la pobreza en las capacidades directivas 
de las empresas privadas, especialmente presentes en las empresas más pequeñas y en 
las menos experimentadas8 en el momento de llevar a cabo procesos de innovación 
(Bessant y Rush, 1995 y 2000). Estos procesos tendrían menores posibilidades de éxito 
o consolidación si las empresas no muestran ciertas capacidades internas. Como 
consecuencia de lo anterior, en algún momento, las empresas que no cuentan con estas 
capacidades podrían necesitar recurrir a recursos externos que contribuyeran a la 
generación de nuevas competencias (Ibíd.). Los autores explican cómo la conectividad 
externa facilita que las empresas privadas solucionen su “brecha directiva9” a través de 
la exploración y la articulación de las necesidades internas para su innovación en 
términos de desarrollo estratégico corporativo, de producto y de producción, de 
selección y evaluación de la inversión y su justificación, de asistencia en su 
implementación, de dirección de proyectos, y de marketing y recursos humanos.  
Brecha estructural: El segundo fallo de sistema que consideramos en nuestro estudio 
se denomina “brecha estructural10” (Burt, 1992, 1997 y 2004) y representa “empresas 
desconectadas en una red”. El argumento clásico de Burt demuestra que las empresas 
que ocupan posiciones centrales en una red empresarial, cuentan con mayores 
posibilidades de funcionar mejor gracias a su superior acceso a información y 
conocimiento nuevos (Burt 1992; Hargadon y Sutton, 1997; Hargadon, 1998; Obstfeld, 
2005). Estas empresas tendrían la posibilidad de prever mejor y compartir la 
información entre diferentes grupos, contribuyendo a su rápido aprendizaje, así como a 
la mejora de su creatividad (Burt, 2004).  
Brecha de innovación: En tercer lugar, identificamos una “brecha de innovación” en 
la relación discontinua existente entre las “estructuras de innovación” y los “sistemas 
de producción” (Parrilli et al. 2010). A pesar de que existen fundamentos para 
considerar que las interacciones van a comenzar a multiplicarse (Yusuf, 2008: p. 1168), 
seguimos observando desigualdades en objetivos y medidas de desempeño (Dalziel, 
                                                 
8 Extendemos el análisis a todas las empresas privadas, sin considerar su tamaño. Lo hacemos fundamentalmente porque los datos 
proporcionados por el INE no nos permiten obtener información de empresas de tamaño reducido. 
9 Del inglés: “Managerial Gaps”. 
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2010: p. 11), que impiden la existencia de interacciones conducentes al mutuo 
aprendizaje de las organizaciones involucradas (Parrilli et al., 2010).  
Valle de la muerte: Por último, una cuarta corriente se centra en la explotación 
comercial de la innovación tecnológica (Murphy y Edwards, 2003; Ford et al., 2007; 
Markham, 2002, Markham et al., 2010). La metáfora del “valle de la muerte11” 
(Markham, 2002; Markham et al., 2010) representa desconexiones entre la financiación 
que el sector público destina a la “investigación tecnológica”, y la inversión que el 
sector privado destina a su “comercialización temprana” (Murphy y Edwards, 2003). 
Esta metáfora sugiere la existencia de mayores recursos en los dos extremos de la 
brecha, en el momento de conectar el resultado de la investigación con el comienzo del 
proceso de desarrollo del producto (Markham, 2002; Markham et al., 2010). La 
existencia de esta brecha supone la existencia de proyectos surgidos en el ámbito de la 
investigación básica que podrían tener como resultado productos, procesos o servicios 
deseables para la sociedad, pero que son incapaces de atraer inversión financiera en esta 
fase intermedia crítica para su desarrollo, lo cual fragmenta el proceso de innovación 
(Ford et al., 2007). Este fenómeno pone de manifiesto que ni el sector público ni el 
privado consideran que la financiación de esta fase se encuentre dentro de su ámbito de 
responsabilidad (Murphy y Edwards, 2003). Una vez una tecnología ha sido 
desarrollada, el sector público considera que su función ha finalizado, momento en que 
el sector privado habría de asumir la función de desarrollo y comercialización de 
productos basados en la misma; lo cual resulta en asunciones simplistas con respecto al 
apartado empresarial y de mercado por parte de los creadores de la tecnología en 
cuestión (Murphy y Edwards, 2003).  
Completamos esta segunda tradición situando los fallos presentados junto a los 
subsistemas con los que guardan relación, alrededor de un único marco interpretativo 
que permite una aproximación sistémica a su evaluación (figura 1): 
                                                                                                                                               
10 Del inglés: “Structural Holes”. 
11 Del inglés: “Valley of Death” 
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Figura 1: Marco interpretativo 
La figura 1 constituye un nuevo marco a través del cual la conectividad de los SRI 
puede ser evaluada con arreglo a la cantidad (densidad) y a la calidad de las 
interacciones que tienen lugar en y entre las tres “esferas” o subsistemas representados. 
El subsistema de “explotación de conocimiento” (Cooke y Morgan, 1998; Autio, 1998) 
es el espacio en el que tienen lugar dos de las brechas. Por un lado, las “brechas 
directivas”, a partir de ahora “Gap 112”, serán aquí definidas como la “falta de 
conocimientos, competencias y habilidades directivas de empresarios y directivos 
pertenecientes a empresas privadas del subsistema de explotación”. Por otro, las 
“brechas estructurales”, a partir de ahora “Gap 2”, serán definidas en nuestro análisis 
como la “falta de densidad de interacciones cooperativas de calidad entre empresas 
pertenecientes al subsistema de explotación de conocimiento”. La “brecha de 
innovación”, a partir de ahora denominada “Gap 3”, será interpretada como la “falta de 
densidad de interacciones de calidad entre los subsistemas de exploración y 
explotación de conocimiento”. En último lugar, el “valle de la muerte”, anteriormente 
presentado como la cuarta brecha de nuestro estudio, será a partir de ahora denominado 
“Gap 4”, y se enmarcará entre los subsistemas de “explotación” (Cooke y Morgan, 
1998; Autio, 1998) y “política regional” (Tödtling y Trippl, 2005). Más allá de la 
simple falta de capital, definimos esta brecha como la “fragmentación existente entre el 
sector público y el sector privado, en el momento de convertir la innovación 
tecnológica en oportunidad comercial, por parte de promotores empresariales”. 
                                                 
12 En adelante, denominamos “gap” a cada una de las “brechas” con el fin de facilitar la lectura al lector; y con el fin de mantener 
la máxima fidelidad respecto de la versión original de los autores que dan nombre a las mismas. 
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La figura 1 enmarca cada gap con arreglo a los subsistemas con los que guarda relación, 
por lo que contribuye significativamente a facilitar la localización de la evidencia 
empírica del estudio. Más allá, la figura 1 podría contribuir, de forma general, a mejorar 
la capacidad de observación del fenómeno de la fragmentación en el espacio que 
compone los SRI. En el caso particular que nos ocupa, facilita la obtención e 
interpretación de cuatro “fotografías” complementarias relacionadas con los fallos de 
sistema específicos de los SRI de cada una de las comunidades autónomas evaluadas. 
En este sentido, completa el alcance de estudios econométricos previos cuyo producto 
final compone un ranking del comportamiento de los sistemas evaluados con relación a 
una batería de indicadores, pero cuyas consecuencias e implicaciones de política no 
están guiadas hacia la corrección de fallos existentes, sino más bien hacia la 
demostración de la capacidad que muestran los SRI para conseguir determinados 
outputs fundamentalmente científico-tecnológicos (p.ej. patentes). 
3. EL MÉTODO DEL ANÁLISIS FACTORIAL MÚLTIPLE 
a. Presentación de los “Gaps” 
Consecuentemente, proponemos que la fragmentación de los SRI pueda ser evaluada en 
función del comportamiento que cada sistema presenta en relación a los cuatro gaps que 
consideramos en nuestro estudio. Inspirados por los fundamentos teóricos descritos por 
las corrientes agrupadas bajo la segunda tradición literaria introducida, nuestro interés 
se centra en la realización de un análisis cuantitativo sobre cada uno de los gaps 
presentados, con ánimo de evaluar la conectividad de los SRI españoles. Para ello, 
hubimos de desarrollar una batería de indicadores divididos en cuatro conjuntos que 
guardarían relación con cada uno de los gaps presentados. Los indicadores explicativos 
que hemos elegido y adaptado, su unidad, periodo de análisis, y fuente de información 
(tabla 1), son el resultado de una clasificación realizada en función de las características 
que teóricamente debieran describir los SRI con mayor grado de conectividad.  
En cuanto a los gaps, tal y como hemos introducido, el Gap 1 se inspira en las “brechas 
directivas” (Bessant y Rush, 1995; Bessant y Rush, 2000). La cantidad y calidad de 
interacciones privadas del “subsistema de explotación” (Cooke y Morgan, 1998; Autio, 
1998) podrían mejorar a través de la evaluación de la conectividad de los directivos de 
las empresas con fuentes de mercado que contribuyan a su corrección. Nuestro objetivo 
a través del análisis del Gap 1 sería el de diagnosticar el conocimiento, las competencias 
y las habilidades13 de empresarios y directivos pertenecientes a las empresas privadas 
                                                 
13 Del inglés: “human skills”  
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del “subsistema de explotación” (ibíd.). Para ello, hemos desarrollado un conjunto de 
indicadores (W1-W10) que valoran características de las empresas privadas que podrían 
ser explicadas por técnicas directivas avanzadas. Algunos de estos indicadores, como en 
el caso del nivel educativo (W2:W5), han sido previamente empleados para explicar la 
eficiencia del sector privado (Susiluoto, 2003). El indicador W7, concerniente a las 
exportaciones protagonizadas por las empresas privadas, ha sido también utilizado para 
explicar el entorno regional y productivo de la innovación (Buesa et al., 2002a, 2002b, 
2007; Martínez- Pellitero, 2002). 
El Gap 2 de nuestro estudio se inspira en la presentada “brecha estructural” (Burt 1992, 
1997 y 2004). Nuestro objetivo es analizar la conectividad del subsistema de 
“explotación de conocimiento” del SRI de cada región (Cooke y Morgan, 1998; Autio 
1998). Para ello, hemos añadido un nuevo conjunto de indicadores (X11-X17) que 
facilita el diagnóstico de la densidad y la calidad de las interacciones colaborativas 
beneficiosas que tienen lugar entre las empresas privadas de cada región. Cuanta más 
alta es la densidad y la calidad de estas interacciones, menor será la “brecha 
estructural” correspondiente al “subsistema de explotación” (Ibíd.). En términos 
agregados los SRI que cuentan con una “brecha estructural” de gran tamaño, 
proporcionan oportunidades para las empresas que deseen actuar en la brecha, dado que 
serán capaces de generar nuevas capacidades combinadas y contarán con mejores 
perspectivas ante amenazas y oportunidades, mientras mejoran la conectividad. No 
obstante, cuando el objetivo es evaluar la conectividad general, aquel SRI rico en estas 
brechas, podría ser considerado sub-óptimo en relación a las oportunidades que 
proporciona a empresas y organizaciones de forma agregada (Howells y Edler, 2011). 
En el caso de este segundo gap, algunos de los indicadores (X13, X14 y X17) han sido 
igualmente empleados previamente (Navarro y Gibaja, 2009, 2010 y 2012). 
En tercer lugar, la “brecha de innovación” (Parrilli et al., 2010), viene representada por 
un conjunto de indicadores (Y18-Y29) que contribuyen a diagnosticar la densidad de 
interacciones de calidad que tienen lugar entre los “subsistemas de exploración y 
explotación” (Cooke y Morgan, 1998; Autio 1998). Cuanta más alta es la densidad y la 
calidad de estas interacciones, menor será la brecha entre los dos subsistemas 
involucrados.  Diversos autores emplean algunos de estos indicadores con el fin de 
evaluar distintos aspectos relacionados con el funcionamiento de SRI: 
• Y18, Y23 e Y24 (Navarro y Gibaja, 2009, 2010 y 2012).  
• Y25 (Coronado, 1999; Navarro y Gibaja, 2009, 2010 y 2012).  
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• Y26 e Y27 (Buesa et al., 2002a, 2002b; Martínez- Pellitero, 2002; Buesa et al., 
2007; Navarro y Gibaja, 2009).  
• Y28 (Martínez- Pellitero, 2007; Navarro y Gibaja, 2009 y 2010). 
• Y29 (Zabala-Iturriagagoitia et al., 2007). 
Tal y como hemos introducido, el último gap de nuestro estudio se inspira en el marco 
conceptual del “valle de la muerte”. Nuestro objetivo es diagnosticar hasta qué punto se 
han desarrollado en las SRI mecanismos que permitan la creación de nuevas empresas 
de base tecnológica, a través de la superación de la falta de inversión de capital entre los 
subsistemas de “política regional” (Tödtling y Trippl, 2005) y de “explotación” 
(Cooke y Morgan, 1998; Autio, 1998). Hacemos uso de tres indicadores 
complementarios para evaluar lo anterior (Z30-Z32). Consideramos necesario recabar el 
número de operaciones de capital riesgo (CR) realizadas; así como la cartera total de CR 
de cada región considerada14, además del número de empresas de base tecnológica 
nacidas en el periodo evaluado.  El indicador Z30 ha sido previamente utilizado en 
varias tipologías (Buesa et al., 2002a, 2002b; Martínez- Pellitero, 2002 y 2007). 
b. Presentación de los datos 
Los datos recabados para nuestro análisis empírico están basados en varias 
explotaciones realizadas bajo petición expresa al INE. Cabe destacar que la condición 
singular de los indicadores explicativos empleados en el Gap 4 han requerido de la 
petición de datos a una nueva fuente: la ASCRI. A pesar de los posibles sesgos 
derivados de la utilización de diferentes bases de datos, hemos decidido incorporar esta 
nueva fuente dado que nos aporta información insustituible y de gran calidad sobre los 
indicadores incorporados al análisis. La relación de estudios empleados para la 
evaluación de nuestra unidad de análisis (comunidades autónomas españolas), han 
quedado recogidos en la tabla 1. 
Por otra parte, nuestros datos se encuentran dispuestos en una matriz (apéndice 1) cuyas 
filas se corresponden con las comunidades autónomas españolas; mientras sus columnas 
albergan 4 conjuntos separados de variables continuas que han sido agrupadas bajo los 
nombres de “Gap1”,”Gap2”,”Gap3”,”Gap4”; y se corresponden con las brechas 
previamente presentadas. En adelante, vamos a describir la fragmentación de los SRI en 
función de las realidades que cada uno de los gaps presenta sobre los cuatro conjuntos 
                                                 
14“Aquellas nuevas empresas que no atraigan Capital Riesgo no sobrevivirán más allá del tercer año” (Murphy y Edwards, 2003). 
A pesar de esta contundente afirmación, el autor nos explica que el CR “financia las empresas cuando comienzan a contar con 
ventas iniciales” (Murphy y Edwards, 2003). Por esta razón, y dado que el CR no está directamente dirigido a la “etapa 
intermedia” considerada en este artículo (Murphy y Edwards, 2003; Ford et al. 2007), combinamos los indicadores propuestos con 
un indicador de salida: el número de empresas de base tecnológica nacidas en cada región. 
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de atributos descriptivos agrupados. La forma de la matriz quedaría representada en la 
siguiente figura 2: 
 
Figura 2. Tabla de datos de los Gaps  
Para la comunidad autónoma i, xik se corresponde a su valor para la variable continua k 
En términos de análisis de datos, los resultados que presentamos a continuación han 
sido obtenidos a partir del estudio realizado haciendo uso de R, sistema para análisis 
estadísticos y gráficos (R Development Core Team, 2011) y el paquete FactoMineR (Lê 
et al., 2008; Husson et al., 2011; R Development Core Team, 2011). 
  
 
TABLA 1: VARIABLES DEL ESTUDIO 
COMPO
NENTE 
DEL 
MODEL
O 
CÓDI
GO 
INDICADOR UNIDAD FUENTE DE INFORMACIÓN PERI
ODO 
GAP 1 
W1 
Porcentaje de empresarios, directivos y ejecutivos que han completado estudios 
de tercer grado; entre el porcentaje de no directivos que también los ha 
completado. 
Porcentaje 
Encuesta sobre la participación de la 
población adulta en las actividades 
de aprendizaje  
Instituto Nacional de Estadística 
(INE) 
 
2007 
 W2 
Porcentaje de empresarios, directivos y ejecutivos capaces de comunicar en 
lenguas diferentes a la “maternal”; entre el porcentaje de empleados que también 
lo son. 
W3 Empresas privadas localizadas en parques científicos y/o tecnológicos 
Encuesta sobre innovación en las 
empresas 
 
Instituto Nacional de Estadística 
(INE) 
2008-
2009 
W4 Empresas privadas que han encontrado dificultades que han afectado su gestión del conocimiento y/o su voluntad de innovar 
W5 Doctores que realizan actividad investigadora en empresas privadas  
Por cada 
cien mil 
personas 
W6 Empresas privadas que han implementado innovaciones no tecnológicas: innovaciones de marketing 
Porcentaje 
W7 Empresas privadas que han exportado sus bienes y/o servicios 
W8 Personal perteneciente a empresas privadas que cuenta con un ordenador y conexión a internet 
Encuesta sobre el uso de  
Tecnologías de la Información y de 
las Comunicaciones y del   
Comercio Electrónico en las 
Empresas 
Instituto Nacional de Estadística 
(INE) 
2011-
2012 W9 Empresas privadas que cuentan con conexión a internet y página web 
W10 Empresas privadas que han implementado innovaciones no tecnológicas: innovaciones organizativas 
Encuesta sobre innovación en las 
empresas 
 
Instituto Nacional de Estadística 
(INE) 
2008-
2009 
GAP 2 X11 Empresas privadas agrupadas o asociadas a un grupo corporativo Encuesta sobre innovación en las 
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15 En esta tabla, el uso de la palabra “mercado” se refiere de forma abierta a: proveedores, clientes o competidores que pertenecen al subsistema de “explotación” del SRI. 
16 Debido a limitaciones estadísticas, el uso del subsistema de “exploración” en nuestro estudio se refiere a: universidades, organismos públicos, centros tecnológicos y organizaciones privadas sin ánimo de lucro. 
X12 Empresas privadas que consideran el mercado
15 español una fuente importante de 
innovación 
empresas 
 
Instituto Nacional de Estadística 
(INE) X13 
Empresas privadas que han cooperado con empresas asociadas o de su mismo 
grupo u otras fuentes del mercado español en algunas de sus actividades de 
innovación 
X14 
Empresas privadas que han cooperado con empresas internacionales asociadas o 
de su mismo grupo u otras fuentes del mercado internacional en algunas de sus 
actividades de innovación 
X15 Empresas privadas que han comprado servicios de I+D a empresas asociadas o de su mismo grupo, u otras fuentes del Mercado nacional 
X16 Empresas privadas que han comprado servicios de I+D a empresas asociadas o de su mismo grupo, u otras fuentes del Mercado extranjero 
X17 Consultores externos que desarrollan actividad de I+D en el seno de empresas privadas 
Por cada 
cien mil 
personas 
GAP 3 
Y18 Préstamos públicos encaminados al impulso de la actividad innovadora de empresas privadas € por cada mil 
personas 
Encuesta sobre innovación en las 
empresas 
 
Instituto Nacional de Estadística 
(INE) 
2010 
Y19 Ayudas públicas dirigidas al impulso de la actividad innovadora de empresas privadas 
Y20 Empresas privadas que han contratado servicios de I+D a organizaciones e instituciones pertenecientes a subsistemas de “exploración16” españoles 
Porcentaje 
 
2008-
2010 
 
Y21 Empresas privadas que han contratado servicios de I+D a organizaciones e instituciones que pertenecen a subsistemas de “exploración” internacionales 
Y22 Empresas privadas que consideran los subsistemas de “exploración” españoles una fuente importante de innovación 
Y23 Empresas privadas que han cooperado con fuentes pertenecientes a subsistemas de “exploración” españoles en algunas de sus actividades de innovación 
Y24 Empresas privadas que han cooperado con fuentes pertenecientes a subsistemas de “exploración” internacionales en algunas de sus actividades de innovación 
Y25 Investigadores que desarrollan actividades de I+D en empresas privadas Por cada 
cien mil 2010 Y26 Personal perteneciente a sectores de alta tecnología: industria manufacturera de Encuesta de Población Activa 
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alta tecnología personas  
Instituto Nacional de Estadística 
(INE) Y27 
Personal perteneciente a sectores de alta tecnología: industria manufacturera de 
tecnología intermedia 
Y28 Personal perteneciente a sectores de alta tecnología: servicios intensivos en conocimiento 
Y29 Gasto en I+D por parte de sectores de alta tecnología 
€ por cada 
mil 
personas 
Estadística sobre actividades de I+D 
Instituto Nacional de Estadística 
(INE) 
GAP 4 
Z30 Cartera total de Capital Riesgo € por persona 
Capital Riesgo y Private equity 
Asociación Española de entidades de 
Capital Riesgo (ASCRI) 
2005-
2011 Z31 Número total de operaciones de Capital riesgo 
Por cada 
cien mil 
personas 
Z32 Empresas tecnológicas de nueva creación 
Encuesta sobre innovación en las 
empresas 
Instituto Nacional de Estadística 
(INE) 
2008-
2009 
  
c. Presentación de la metodología 
Debido al tamaño de la matriz resultante (apéndice 1), nuestro primer objetivo entraña 
la simplificación y reducción de la dimensionalidad del conjunto de datos. El AFM 
(Escofier y Pagès, 1990, 1998 y 2008) permite la integración de distintos conjuntos de 
variables (cada gap estudiado) que tienen por objeto la descripción de las mismas 
observaciones (comunidades autónomas españolas17) (Abdi y Valentin, 2007). El AFM 
compara la estructura inducida por los diferentes conjuntos de variables sobre los 
individuos (Pagès, 2004), produciendo una imagen integrada de las observaciones y de 
las relaciones entre los grupos de variables (Navarro y Gibaja, 2010). El primer paso 
supone la realización de un Análisis de Componentes Principales (ACP) en cada uno de 
los conjuntos de datos (“Gap 1”;…;”Gap 4”). Una vez lo hemos realizado, necesitamos 
distribuir la influencia de los cuatro conjuntos de variables introducidos como 
elementos activos, dado que alguno de estos conjuntos podría contribuir en exceso a la 
construcción del primer eje. En otras palabras, si un conjunto de datos presenta una 
inercia alta en una dirección, esta dirección influirá fuertemente en el primer eje del 
análisis global (Pagès, 2004). Con ánimo de superar dicha limitación, cada uno de los 
conjuntos de datos es “normalizado18”a través de la división de sus elementos por la 
raíz cuadrada del primer valor propio obtenido de su ACP. Después, el segundo paso 
sería combinar los datos normalizados para formar una matriz única; con el fin de poder 
realizar un ACP sobre esta última matriz. Finalmente, los diferentes conjuntos de datos 
son proyectados sobre una “fotografía” común con el fin de evaluar diferencias y 
similitudes existentes (Abdi y Valentin, 2007). En esta proyección común, la posición 
final de cada una de las regiones españolas constituiría el centroide de su posición sobre 
los cuatro diferentes gaps analizados en el artículo. En adelante explicamos el análisis 
común con referencia a nuestra base de datos. 
4. ANÁLISIS EMPÍRICO 
a. Análisis factoriales simples 
La siguiente tabla 2 presenta la inercia de las dos primeras dimensiones, tanto del 
análisis individual como del común. Como el lector podrá comprobar, el porcentaje de 
                                                 
17 Hacemos referencia a las diecisiete CCAA españolas. Excluimos las ciudades autónomas de Ceuta y Melilla de nuestro análisis 
debido a la falta de datos. Nomenclatura de Unidades Territoriales para análisis Estadísticos (NUTS-2), a nivel de región. Hemos 
elegido este nivel de desagregación debido a que las ayudas europeas a las comunidades autónomas toman como referencia la 
dimensión NUTS-2. Por esta razón, el diseño e implementación de medidas correctoras para la superación de problemas de 
funcionamiento en los SRI habrían de ser implementadas bajo la gestión expresa de las comunidades autónomas en cuestión. De 
cara a ampliar la información a este respecto, existe un nota de gran interés de la que destacamos las siguientes líneas: “NUTS-2 
se emplea como base para la distribución de los fondos de cohesión, haciendo uso de variables como la población, la prosperidad 
regional y nacional y el desempleo para el cálculo de las cuantías presupuestarias correspondientes a cada país” (Pavía y Larraz, 
2012, pp. 131). 
18 Técnicamente, el proceso se desarrolla distribuyendo la relevancia de cada variable del conjunto j entre 1 𝜆1𝑗⁄ , siendo 𝜆1𝑗  el 
primer valor propio del análisis factorial aplicado sobre el conjunto j. (…) La distribución del AFM normaliza cada una de las 
nubes convirtiendo su inercia axial más alta en igual a 1. Ver: Pagès 2004 
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inercia correspondiente al primer valor propio del Gap 4 es más alto que el del resto; 
particularmente más alto que el del Gap 1. Este hecho se explica parcialmente como 
consecuencia del número de variables utilizado en cada uno de los conjuntos de 
variables presentados para la realización de la evaluación común. Con ánimo de ilustrar 
este punto, recordamos que el ACP número 4 consta de tres variables explicativas (Z30: 
32), y sus dos componentes principales acumulan el 96,97 % de la varianza; mientras 
que, por el contrario, los dos componentes principales del ACP número 1 acumulan el 
60,61 %. El Gap 1 se explica mediante el uso de 10 variables explicativas (W1: W10) 
que, aunque están correlacionadas, presentan una varianza global mayor. Lo anterior 
supondría la pérdida de un porcentaje de inercia sobre los dos primeros componentes 
principales en sus análisis simples. Con el fin de evitar la prevalencia de aquellas 
variables que muestran inercias más altas sobre sus dos ejes principales (como en el 
caso del Gap 4), pasamos a “normalizar” los conjuntos de variables tal y como hemos 
explicado previamente al introducir la metodología general. La secuencia de valores 
propios es similar entre los análisis individuales: los cuatro conjuntos de variables 
comparten una inercia alta en la primera dirección; aunque el ACP individual 
correspondiente al Gap 1 denota que sus variables cuentan también con un porcentaje de 
inercia importante en la segunda dirección. Las similitudes encontradas entre los cuatro 
conjuntos de variables justifican el análisis común que hemos realizado, aunque también 
encontramos divergencias suficientemente importantes como para reivindicar el uso de 
métodos específicos como el AFM para destacar características comunes de forma 
detallada. 
 ACP  GAP 1 var. ACP  GAP 2 var. ACP  GAP 3 var. ACP  GAP 4 var. AFM 
Eje Valor 
propio 
% Valor 
propio 
% Valor 
propio 
% Valor 
propio 
% Valor 
propio 
% 
1 3,8259 38,25 4,9998 71,42 7,9665 66,38 2,4336 81,12 3,1268 46,30 
2 2,2352 22,35 0,9364 13,37 1,9359 16,13 0,4754 15,84 0,8902 13,18 
 
Tabla 2. Valores propios o “inercia” correspondientes a los ACP individuales y el AFM 
A continuación presentamos las comunalidades y las saturaciones de los factores con el 
fin de mostrar la calidad de la representación de las variables del AFM (tabla 3). Se 
denomina comunalidad a la proporción de la varianza explicada por los factores 
comunes de una variable. Aquellas comunalidades altas garantizarían un alto grado de 
conservación de la varianza en las mismas. Adicionalmente, la matriz factorial contiene 
las correlaciones lineales entre las diferentes variables del análisis y los factores 
observados. A estas correlaciones también se les denomina saturaciones de las variables 
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en los distintos factores (Buesa et al., 2002a, 2002b; Buesa y Heijs, 2007; Martínez-
Pellitero, 2002 y 2007).  
 
COMUNALIDADES SATURACIONES (MATRIZ FACTORIAL) 
Dim.1 + Dim. 2 Dim.1 Dim.2 
W1 0.47381098 0.3251881 -0.606682530 
W2 0.06856999 0.2022867 -0.166283098 
W3 0.04782665 0.1428949 -0.165552704 
W4 0.28045337 0.5054178 -0.158133430 
W5 0.87260744 0.9336337 -0.030586009 
W6 0.34964284 0.4043772 0.431418485 
W7 0.66851238 0.5852643 0.570944937 
W8 0.27890149 0.4465225 -0.281991394 
W9 0.46889004 0.6762468 -0.107612040 
W10 0.68512163 0.7023781 0.437934435 
X11 0.14239119 0.3387929 0.166164268 
X12 0.83278401 0.7262645 0.552561258 
X13 0.80776387 0.8589762 0.264431042 
X14 0.92993319 0.9578499 0.111609774 
X15 0.78745092 0.8570141 0.230168960 
X16 0.91217987 0.9550784 0.002270168 
X17 0.63663104 0.7659869 -0.223372284 
Y18 0.83940557 0.9093521 0.111733314 
Y19 0.73068656 0.8512127 0.078253133 
Y20 0.62041495 0.7384182 0.274141439 
Y21 0.63191891 0.6934990 0.388558919 
Y22 0.70677204 0.6199797 0.567800311 
Y23 0.65284593 0.7528895 0.293263134 
Y24 0.74567652 0.7777452 0.375218549 
Y25 0.88749310 0.9404648 -0.054946666 
Y26 0.43706342 0.6604643 -0.029159345 
Y27 0.75457234 0.8418883 0.214001162 
Y28 0.35986325 0.5175686 -0.303291949 
Y29 0.83131304 0.9115145 -0.021314384 
Z30 0.63310837 0.4994825 -0.619375204 
Z31 0.79660451 0.7288572 -0.515142340 
Z32 0.71653098 0.7269119 -0.433739615 
 
Tabla 3.Comunalidades y saturaciones de las variables del estudio 
b. Representación de las comunidades españolas y los cuatro gaps  
Realizamos un AFM con los cuatro conjuntos de variables y las diecisiete comunidades 
autónomas españolas. Tal y como hemos recogido en la tabla 2, el primer componente 
principal representado en el eje horizontal explicaría el 46,30 % de la varianza, mientras 
el segundo, representado en el eje vertical, explicaría el 13,18 %. Basándonos en este 
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análisis, a continuación nos centramos en la explicación de los resultados visuales del 
estudio. 
Tal y como hemos introducido, el AFM genera un espacio-producto a partir de los 
factores comunes a los cuatro gaps representados por las variables explicativas, cuya 
influencia ha sido previamente distribuida. La representación (de comunidades 
autónomas y variables) se puede interpretar como si se tratara de un ACP: las 
coordenadas de una región constituyen sus valores para los factores comunes, las 
coordenadas de una variable constituyen sus correlaciones con los factores (Pagès, 
2004). 
El primer eje (ver figura 3) está correlacionado con variables que pertenecen a los 
cuatro conjuntos; tal y como cabía esperar tras la distribución del grupo. Opone 
claramente dos nubes de regiones. De derecha a izquierda, encontramos un primer 
grupo pequeño de comunidades autónomas como el País Vasco, Navarra, Madrid o 
Cataluña; con posterioridad, encontramos el resto de las comunidades autónomas 
españolas en una segunda nube que podría ser descompuesta en dos subgrupos. 
Ocupando una posición central y superior en la figura, encontramos regiones como La 
Rioja, Aragón, Comunidad Valenciana. En posición central e izquierda, encontramos el 
segundo subgrupo compuesto por el resto de las comunidades autónomas: Extremadura, 
Islas Baleares, Andalucía, Región de Murcia, Islas Canarias, Castilla La Mancha, 
Asturias, Cantabria y Castilla y León. El primer grupo muestra mayores niveles de 
conectividad, particularmente en el caso de Navarra y el País Vasco, quienes superan 
claramente al resto de las comunidades representadas en el primer eje del presente 
estudio. De forma simétrica, la conectividad del resto de las comunidades se va 
desvaneciendo cuanto más nos acercamos al extremo izquierdo de la figura, lo cual nos 
permite intuir que, basándonos en estudios previos (Navarro y Gibaja, 2010; Navarro y 
Gibaja, 2012) la conectividad del SRI podría estar relacionada con el desarrollo 
económico y la capacidad de innovación de las regiones evaluadas. 
El segundo eje también nos proporciona dos nubes de individuos. Observando la figura 
de arriba abajo, encontramos un primer grupo de comunidades como La Rioja, Aragón, 
Comunidad Valenciana, País Vasco, Galicia, Cataluña, Región de Murcia y Castilla la 
Mancha. Posteriormente, un segundo grupo estaría representado por Islas Canarias, Islas 
Baleares, Castilla y León, Cantabria, Andalucía, Asturias, Madrid, Navarra y 
Extremadura. La menor varianza de este segundo eje convierte en más difícil la tarea de 
encontrar un patrón común para las observaciones. No obstante, con objeto de 
aproximarlo, observamos la dispersión de los cuatro conjuntos de variables presentados 
en el estudio, y nos fijamos en aquellas variables que presentan las correlaciones 
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positivas y negativas más altas a lo largo de esta segunda dimensión. Serían las 
siguientes: W1, W7, X12, Y22, Z30 y Z31. 
Las variables W7, X12 y Y22 muestran una clara correlación positiva a lo largo de la 
segunda dimensión del AFM. Por el contrario, W1, Z30 y Z31 muestran una clara 
correlación negativa a lo largo del mismo eje. A pesar de la dificultad para inferir 
conclusiones contundentes, podríamos decir que La Rioja destaca sobre el resto por ser 
la región con las medidas más altas en las variables presentadas, empleadas en nuestro 
estudio como indicadores de altos niveles de exportación de productos y servicios, altos 
índices de colaboración con el “subsistema de exploración” (Cooke y Morgan, 1998; 
Autio, 1998), y por considerar el mercado español como fuente de importancia para su 
innovación.????????????????????????????????????? 
En el sur de la figura, encontramos comunidades autónomas como Extremadura, 
Asturias o Madrid, las cuales pueden constituir un subgrupo aparte por sus medidas en 
el segundo conjunto de indicadores presentado, mostrando una clara correlación 
negativa con la segunda dimensión de la figura. Estas regiones muestran índices altos en 
lo que respecta al número de operaciones y el portafolio total de CR (Z30 y Z31), y por 
el alto porcentaje de empresarios, directivos y ejecutivos que cuentan con estudios 
terciarios (W1). Por esta razón, podríamos inferir que el segundo cuadrante de la figura 
3 podría representar el compromiso con el lanzamiento de nuevas empresas de base 
tecnológica compuestas por personas que cuentan con estudios avanzados, representado 
en este caso por la figura 4: “ejes parciales”.?????????????????? 
c. Componentes principales del análisis individual y conjunto  
Los componentes principales de los análisis individuales podrían ser también 
representados por medio de su correlación con los factores del AFM. La figura 4 
muestra que el primer factor del AFM está muy correlacionado con el primer 
componente principal de los análisis individuales, exceptuando el caso del Gap 4. En 
este último, es su segunda dimensión la que apunta –en alguna medida- al primer factor 
del AFM. La segunda dimensión de los Gap 1, 2 y 3 demuestran estar muy 
correlacionadas con el segundo eje. La primera dimensión del Gap 4 apunta a un lugar 
intermedio entre la primera y segunda dimensiones del AFM. Esta representación de los 
ejes parciales demuestra que los resultados del AFM son consistentes con los resultados 
que recogemos al realizar los análisis individuales; exceptuando el caso del Gap 4 que 
se diferencia por no estar aparentemente correlacionado con ninguno de los ejes del 
AFM. Volveremos a este punto al comentar la figura número 6. 
d. Representaciones superpuestas  
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La figura 5 se desprende de la figura 3 y añade los individuos parciales que representan 
a cada región observada en términos de los gaps considerados y sus centroides (Pagès, 
2004; Abdi y Valentin, 2007). En esta figura, por defecto, FactoMineR (Husson et al., 
2011; R Development Core Team, 2011) nos proporciona la representación de aquellas 
dos regiones con menores y mayores inercias internas. Ponemos el acento en el caso de 
las dos regiones con mayores inercias, y que se corresponden a Navarra y al País Vasco. 
La región de Navarra da prueba de un comportamiento particularmente bueno en el Gap 
4; región que se encuentra en las mismas coordenadas que la primera dimensión del Gap 
4 (figura 4). Lo anterior muestra que su SRI confía en la creación de nuevas empresas 
de base tecnológica. Además, la misma representación gráfica demuestra el buen 
comportamiento de Navarra en lo que respecta al Gap 2; demostrando que la comunidad 
autónoma cuenta con elevados niveles de densidad de interacciones en su “subsistema 
de explotación” (Cooke y Morgan, 1998; Autio, 1998) del SRI. Esta figura también 
pone de manifiesto que Navarra no muestra un comportamiento tan destacable en los 
Gap 1 y 3, si lo comparamos con otras regiones como el País Vasco; a pesar de 
encontrarse entre las comunidades con mejor comportamiento en los gaps considerados. 
El País Vasco muestra un comportamiento especialmente destacable en el Gap 3; 
demostrando que su SRI destaca por la colaboración entre los “subsistemas de 
exploración y explotación” (Cooke y Morgan, 1998; Autio, 1998). Esta región obtiene 
resultados menos destacables en los Gap 1 y 4; lo cual representa mayores dificultades a 
la hora de hacer un uso acertado de sus “capacidades directivas” y en el momento de 
promover la creación de “nuevas empresas de base tecnológica” respectivamente. 
Esta información puede ser directamente verificada en la tabla de datos estandarizados 
(apéndice 1); a través de la comparación de sus variables. Por ejemplo, esta tabla nos 
muestra que Navarra arroja los valores más altos en relación al Gap 4 (Z30: Z32); 
mientras el País Vasco muestra los valores más altos en el Gap 3 (Y18: Y29). 
En esta tabla de datos en la cual los primeros factores del AFM están correlacionados 
con los correspondientes a cada análisis individual, la representación superpuesta nos 
ayuda a visualizar las representaciones de los análisis individuales. Lo anterior puede 
ser comprobado a través de la comparación entre la representación de los individuos 
parciales del AFM y la representación de individuos de los ACP. Por lo tanto, por 
ejemplo, la oposición entre el País Vasco y Navarra es más grande en lo que respecta al 
Gap 4 que en los Gaps 1 y 2. 
e. Representación de conjuntos de variables  
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El AFM permite medir la similitud entre los ACPs atendiendo a la estabilidad de los 
factores a través de los coeficientes Lg y RV (Navarro y Gibaja, 2010). Nos facilita 
medidas globales de relación entre los 4 conjuntos de variables (Gap 1: 4) que se basan 
en el coeficiente RV. Este coeficiente se obtiene a partir de los coeficientes de relación 
lineal contenidos en las 4 tablas que representan los cuatro conjuntos de variables. Su 
valor se comprende entre 0 (no existe relación entre las variables de los 4 conjuntos) y 1 
(las nubes que representan los conjuntos son homotéticas). La tabla 4 nos aporta 
información interesante dado que especifica si el nivel de correlación entre los pares de 
conjuntos de variables es bajo o alto (Abascal et al., 2001). 
 
Tabla 4. Coeficientes Lg y RV entre conjuntos de variables. 
Los coeficientes Lg acompañan a los RV a través de la medición de la dimensionalidad 
de cada conjunto (número de factores que cuentan con un grado de inercia considerable) 
(Abascal et al., 2001). Estos coeficientes tienen valor 0 cuando no existe relación entre 
los conjuntos; y no tienen límite superior. En lo que respecta a la dimensionalidad, 
encontramos que todos los conjuntos de variables son bastante similares (encontramos 
esta información en la diagonal principal de la matriz L). La matriz L también nos 
permite la medición del nivel de relación entre cada par de conjuntos de variables. 
Cuanta más alta es la relación del primer conjunto de variables respecto del segundo, 
más altos son los coeficientes Lg. no hay explicación conceptual… 
Lg GAP 
1 
GAP 
2 
GAP 
3 
GAP 
4 
AFM RV GAP 
1  
GAP 
2 
GAP 
3 
GAP 
4 
AF
M 
G
AP 
1 
1,5496
533 
    G
AP 
1 
1,000     
G
AP 
2 
0,6665
823 
1,0559
389 
   G
AP 
2 
0,5210
953 
1,000    
G
AP 
3 
0,8047
297 
0,9134
672 
1,0750
307 
  G
AP 
3 
0,6234
797 
0,8573
598 
1,000   
G
AP 
4 
0,3286
769 
0,4251
549 
0,3489
785 
1,0395
691 
 G
AP 
4 
0,2589
555 
0,4057
898 
0,3301
122 
1,000  
AF
M 
1,0712
568 
0,9789
913 
1,0049
162 
0,6851
593 
1,1962
014 
AF
M 
0,7868
177 
0,8710
785 
0,8861
704 
0,6144
163 
1,0
00 
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En nuestro estudio, si observamos la matriz RV encontramos que el Gap 2 tiene cierto 
grado de correlación con el Gap 1 (0,52), y guarda especial correlación con el Gap 3 
(0,85). El Gap 1 también muestra la existencia de correlación con el Gap 3 (0,62). Por 
otra parte, el Gap 4 indica un grado de correlación bajo hacia el resto de los gaps 
considerados. Sus coeficientes de correlación son (0,40) en el caso del Gap 2, (0,33) en 
el caso del tercero, e incluso más bajo en el caso del primer Gap (0,25). Además, en 
términos de dimensionalidad (matriz Lg), también encontramos un menor grado de 
relación entre el Gap 4 y el resto de los gaps considerados, siendo de (0,42) en el caso 
del Gap 2, (0,32) en el caso del Gap 1, y (0,34) en el caso del Gap 3; máxime si 
comparamos dicho grado de correlación con las cifras alcanzadas entre otros gaps (p.ej. 
Gaps 2 y 3: 0,91) nuevamente falta expl. Conceptual…es por qué el Gap 4 mide el 
respaldo público más que interacciones intra y entre empresas y organizaciones? Una 
naturaleza diferente…. 
Esta información e interpretaciones nos facilitan la presentación de la figura 6, la cual 
nos muestra la calidad de representación general de cada conjunto sobre la proyección 
general. Dos conjuntos se acercan más cuando representan una estructura parecida entre 
sus individuos (Pagès, 2004), la cual estaría provocada por la misma estructura en 
términos de los ACP realizados con anterioridad al AFM. En esta figura, la coordenada 
de un conjunto sobre un eje representará la inercia acumulada de las variables que 
corresponden al mismo, sobre el eje que corresponde al análisis conjunto (Escofier y 
Pagès, 2008). La proyección de los conjuntos de variables sobre el primer plano 
factorial muestra mayor contribución en el primer eje de los gaps 2 y 3, los cuales son 
además similares entre sí. No obstante, esta dirección recoge las cuatro nubes de 
conjuntos consideradas; en menor grado en el caso del Gap 4. Así, los gaps 1 y 4 
contribuyen más al segundo eje, y son menos similares, lo cual significa que deberíamos 
observarlo con mayor atención en el momento de explicar las posiciones de los 
individuos correspondientes a los Gaps 1 y 4; y que el Gap 4 es el menos parecido de 
los conjuntos de variables al realizar una proyección común.  
Esta información nos permite saber que los individuos representados en las figuras 3 y 5 
que se corresponden a los Gaps 2 y 3, serían parecidos en caso de realizar análisis 
individuales y, como consecuencia de lo anterior, las tipologías resultantes de estos 
análisis individuales no cambiarían de forma significativa. Por el contrario, las 
tipologías correspondientes a los Gaps 1 y 4 cambiarían en mayor medida; de forma 
más destacable en el caso del Gap 4.  
Se trata de un aspecto de interés en este estudio. El hecho de que los Gaps 1 y 4 
muestren cierto grado de independencia en la figura, vendría a explicar que cuando se 
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trata de “capacidades directivas” y de creación de “nuevas empresas de base 
tecnológica” está bien esta aproximación tan específica…o es policy?, estos fallos del 
sistema no se encontrarían tan fuertemente correlacionados con el resto de gaps 
considerados en el artículo, lo cual demuestra la utilidad del AFM cuando se desea 
analizar un conjunto de observaciones (comunidades) descritas por varios grupos de 
variables relacionadas (gaps).  
Por último, demostramos que el grado de fragmentación es asimétrico en cuanto a la 
conducta de cada gap con respecto a sus pares de otros SRI, y también respecto de otros 
gaps evaluados en cada una de ellos; lo cual pone de manifiesto la limitación que 
entraña puntuar ciertas características agregadas de los sistemas que, como en el caso de 
la conectividad, encierran multitud de indicadores tras su explicación. 
f. Dendrograma Clúster 
Finalizamos nuestro estudio empírico presentando los resultados del análisis clúster que 
hemos realizado a partir de los hallazgos del AFM, con el fin de clasificar las 
comunidades en grupos homogéneos. Realizamos un algoritmo de clasificación 
jerárquica ascendente con el método de suma de cuadrados (método de Ward) y 
distancia euclídea entre las observaciones del estudio. Nuestro objetivo consistiría en 
conocer el número de grupos de regiones que tendría significado para nuestro análisis. 
El ejercicio ha resultado en la creación de tres grupos de comunidades autónomas que 
muestran distintos grados de conectividad. A continuación denominamos los grupos: 
• Grupo 1: Sistemas Regionales de Innovación integrados:  
o Madrid, Cataluña, Navarra y País Vasco,  
• Grupo 2: Sistemas Regionales de Innovación parcialmente fragmentados:  
o Comunidad Valenciana, Aragón y La Rioja. 
• Grupo 3: Sistemas Regionales de Innovación altamente fragmentados:  
o Islas Canarias, Islas Baleares, Andalucía, Castilla La Mancha, Región de 
Murcia, Extremadura, Cantabria, Castilla y León, Galicia, Principado de 
Asturias. 
En términos de comparabilidad de nuestra tipología con relación a otras efectuadas con 
anterioridad, subrayamos que nuestro mapa de la conectividad española (apéndice 4) 
muestra un consistente patrón de clasificación norte (centro y este) – sur que se asemeja 
al resultante de varios estudios previos (Coronado y Acosta, 1999; Martínez- Pellitero, 
2002; Buesa et al., 2002a, 2002b; Buesa y Heijs, 2007; Navarro y Gibaja, 2009; 
Navarro y Gibaja, 2010; y Navarro y Gibaja 2012). Dicho patrón de clasificación es 
común a las tipologías presentadas, si bien existen aspectos particulares en la 
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clasificación de las comunidades autónomas evaluadas que diferencian parcialmente las 
mismas (Navarro y Gibaja, 201219). Se trata de un aspecto de gran interés, dado que 
podría correlacionar el grado de integración de los SRI de las comunidades autónomas 
evaluadas con arreglo a su desarrollo tecnológico y a su capacidad de innovación 
generales. Este hecho demostraría que la densidad predice la implicación en la 
innovación (Obstfeld, 2005). Esta tendencia coincide igualmente con el trabajo de 
Zabala-Iturriagagoitia, con excepción de dos comunidades: Islas Baleares y Castilla La 
Mancha, que ahí??? son descritas como SRI eficientes. Este hecho aislado podría poner 
de manifiesto que ciertas comunidades con menos recursos podrían realizar un mayor 
esfuerzo por aprovechar sus recursos; si bien no quedaría reflejado en otras 
características de su funcionamiento. 
5. CONCLUSIONES FINALES  
En este artículo hemos evaluado la conectividad de los SRI españoles, a través de la 
medición del fenómeno de la fragmentación en atención a cuatro fallos de sistema 
descritos por variables de tipo cuantitativo. Para ello, en primer lugar, hemos presentado 
una batería de indicadores basados en datos explotados ad hoc por el INE y la ASCRI. 
En segundo lugar, hemos aplicado un AFM con el fin de reducir la dimensionalidad de 
la tabla y qué???. En tercer lugar, hemos completado los resultados del estudio con la 
realización de un análisis clúster que devuelve una nueva tipología con arreglo al grado 
de integración de los SRI españoles. Los resultados del análisis revelan que el 
comportamiento de estos fallos de sistema varía respecto a dos de las brechas 
consideradas en el estudio; este es el caso de los Gaps 1 y 4. Así, cuando se trata de 
“capacidades directivas” y de la capacidad de creación de “nuevas empresas de base 
tecnológica” aproximación correcta????, estos fallos no se encontrarían tan fuertemente 
correlacionados con el resto de gaps considerados en el artículo, mostrando que el grado 
de fragmentación es asimétrico en cuanto a la conducta de cada gap con respecto a sus 
pares de otros SRI, y también respecto de otros gaps evaluados en cada una de ellos, lo 
cual pone de manifiesto la limitación que entraña puntuar ciertas características 
agregadas de los sistemas que, como en el caso de la conectividad, encierran multitud de 
indicadores tras su explicación. 
Nuestra aproximación completa estudios realizados por otras corrientes de literatura 
introducidas. Mientras la primera tradición no perseguía una descripción exhaustiva del 
grado de conectividad de los SRI; la segunda, carecía de fundamentación empírica que 
refutara sus análisis en términos territoriales. Hemos hibridado los aspectos más 
                                                 
19 Los autores recogen un resumen detallado de estas tipologías de gran interés de cara a la comparabilidad de los estudios 
realizados.   
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notables de ambas para profundizar en el alcance mostrado por estudios cuyo producto 
final componía un ranking del comportamiento de los sistemas evaluados con relación a 
una serie de indicadores orientados a la demostración de la capacidad que muestran los 
SRI para conseguir determinados outputs fundamentalmente científico-tecnológicos. 
Este estudio da continuidad a un camino prometedor en la construcción de herramientas 
avanzadas orientadas a la evaluación del funcionamiento de SRI, particularmente en lo 
referido al estudio de la conectividad como atributo de notable interés para la evolución 
de las regiones. No obstante, hemos identificado algunas limitaciones que conviene 
traer a colación. En primer lugar, la disponibilidad de datos que permitan la evaluación 
de distintos aspectos concernientes a los SRI es limitada (Zabala-Iturriagagoitia, 2007; 
Asheim y Parrilli, 2012), y por esta razón, consideramos que nuestro estudio no alcanza 
a observar ciertas interacciones que permitirían un conocimiento más profundo sobre las 
prácticas que tienen lugar en los SRI mejor integrados. Por ejemplo, la literatura es 
ciega a la hora de describir y más aún, medir la densidad y calidad de interacciones 
deseables que deberían tener lugar entre los “subsistemas de exploración” (Cooke y 
Morgan, 1998; Autio, 1998) y “política regional” (Tödtling y Trippl, 2005). 
Encontramos las mismas limitaciones a la hora de observar la conectividad en el interior 
de estos últimos subsistemas considerados. El marco interpretativo propuesto podría ser 
completado con nuevos indicadores y gaps que retornaran información de gran valor. 
Una segunda limitación de nuestro análisis guarda relación con el espacio temporal 
evaluado. La realización de análisis longitudinales podría contribuir al estudio de la 
influencia que la crisis haya podido causar en los sistemas; lo cual nos conduce a 
reflexionar sobre si dicha crisis podría tener influencia sobre la mejora de la 
conectividad de los mismos. En tercer lugar, el tamaño del presente artículo imposibilita 
la realización de análisis parciales sobre la fragmentación existente en cada comunidad 
autónoma, en aras de una mejor comprensión de los aspectos singulares 
correspondientes a sus fallos de sistema. Para concluir con las limitaciones, 
consideramos que el Análisis de Redes Sociales (ARS) podría facilitar la comprensión 
de distintas interdependencias ocultas a nuestro análisis, y que enriquecerían la “caja 
negra” de la conectividad en la innovación de los Sistemas.  
En relación a las implicaciones de política de nuestro estudio, hemos descubierto 
comportamientos asimétricos en lo que respecta a los diferentes fallos de sistema 
evaluados; lo cual podría justificar el diseño de medidas exclusivas para su corrección 
individual en atención a la singularidad presentada por cada comunidad observada, 
sobre cada uno de los gaps presentados. Precisamente por esta razón, una mejor 
comprensión de estos aspectos podría contribuir al diseño de medidas regionalizadas 
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que recondujeran las comunidades más fragmentadas del sur de Europa hacia la senda 
deseable; y que habrían de ser atendidas de forma individualizada por parte de los 
agentes políticos-económicos implicados en su corrección y seguimiento. 
 
 
 
Figura 3: mapa individual de factores 
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Figura 4: ejes parciales 
 
 
Figura 5: representación superpuesta 
 
 
 
 
 
 
Figura 6: representación de conjuntos de variables 
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Figura 7: dendrograma cluster 
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 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 X11 X12 X13 X14 X15 X16 X17 Y18 Y19 Y20 Y21 Y22 Y23 Y24 Y25 Y26 Y27 Y28 Y29 Z30 Z31 Z32 
Andalucía -0,03 -0,03 1,45 -0,10 -0,62 -0,35 -0,99 -0,17 -1,11 -0,33 -0,21 -0,87 -1,06 -0,95 -1,05 -0,76 -0,44 -0,26 -0,48 -0,88 -0,89 -0,81 -0,85 -0,70 -0,62 0,11 -0,82 -0,42 -0,51 -0,70 -0,08 0,15 
Aragón -2,47 -0,09 -0,47 0,83 -0,30 0,63 0,25 -0,17 -0,33 0,98 -1,19 0,43 0,09 0,08 0,46 0,16 0,42 0,40 -0,38 0,64 -0,34 0,16 0,34 -0,51 -0,14 -0,13 1,33 0,01 0,17 -0,70 -0,14 -1,00 
Asturias, Principado de 0,35 0,94 1,56 0,18 -0,06 -1,68 -1,27 0,05 1,38 -1,24 -1,01 -0,24 0,59 0,12 -0,29 -0,59 -0,41 -0,54 -0,04 0,48 0,75 -0,13 0,45 0,48 -0,18 -0,85 -0,62 0,24 -0,47 0,73 0,37 0,21 
Balears, Illes 0,30 0,39 0,65 1,03 -0,81 0,25 -0,79 0,72 0,75 -0,90 0,47 -1,30 -1,17 -0,91 -1,22 -0,76 -0,54 -0,92 -0,83 -1,43 -1,07 -1,74 -1,37 -0,74 -0,83 -0,76 -0,96 -0,20 -0,90 -0,85 -0,95 -1,51 
Canarias -0,44 -0,09 -1,31 -1,85 -0,80 -0,14 -1,96 -0,66 -0,76 -0,94 1,16 -1,41 -1,00 -0,95 -1,00 -1,26 -0,59 -1,00 -0,84 -1,23 -0,52 -1,04 -1,32 -1,10 -0,82 -1,14 -1,00 -0,86 -0,79 -0,89 -1,08 -0,20 
Cantabria 0,72 2,14 -0,55 -0,04 -0,67 -1,30 -0,51 -0,74 0,38 -1,32 -0,79 0,17 0,12 0,15 -0,22 -0,30 -0,51 -0,51 -0,33 0,14 -1,07 0,26 0,20 -0,51 -0,44 0,02 -0,07 -0,09 -0,55 -0,21 -0,08 0,00 
Castilla y León -0,07 -0,03 0,00 0,44 -0,19 0,03 -0,41 -0,73 0,08 -0,39 -1,93 -0,37 -0,18 -0,04 -0,12 0,12 -0,57 -0,46 -0,10 0,05 -0,16 -0,20 0,11 -0,55 -0,30 -0,21 0,03 -0,21 -0,03 0,62 -0,39 0,27 
Castilla-La Mancha -0,90 -2,98 -0,74 -0,70 -0,58 -0,02 -0,74 -1,22 -2,06 -0,30 -0,70 -0,61 -0,90 -0,87 -0,39 -0,72 -0,38 -0,75 -0,24 -0,71 -0,70 -0,37 -0,97 -0,66 -0,69 0,21 -0,45 -0,52 -0,51 -0,36 -0,64 -0,80 
Cataluña -0,77 -0,03 -0,62 1,89 0,79 1,83 0,90 1,44 1,15 2,08 1,54 0,19 0,13 0,45 0,06 1,21 0,22 1,07 -0,05 -0,25 1,11 -0,55 -0,41 0,13 0,35 2,22 0,89 0,73 0,97 0,22 0,71 0,62 
Comunidad Valenciana 0,06 -0,21 0,15 -0,97 -0,27 0,97 0,57 0,82 -0,33 -0,07 0,65 -0,19 0,00 -0,06 -0,29 -0,21 -0,43 -0,38 -0,10 0,95 0,02 0,47 0,11 -0,15 -0,26 -0,40 -0,31 -0,35 -0,41 -0,77 -0,80 -0,68 
Extremadura -0,07 -0,39 -1,18 -0,35 -0,74 -2,08 -0,02 -0,56 -1,61 -1,35 0,42 -0,69 -0,68 -1,16 0,17 -0,30 -0,63 -0,84 -0,82 -0,63 -1,07 -1,00 -0,69 -0,70 -0,79 -0,96 -0,92 -0,67 -0,85 1,80 1,19 -0,82 
Galicia 0,88 -0,45 1,05 -0,07 -0,45 -0,35 0,87 0,35 -0,19 0,11 -0,15 0,09 0,22 -0,25 -0,34 -0,51 -0,34 -0,76 -0,26 0,05 1,29 0,58 0,98 -0,27 -0,39 -0,68 -0,23 -0,26 -0,43 -0,39 -0,34 0,18 
Madrid, Comunidad de 2,25 0,21 -0,27 1,27 1,04 0,93 -0,18 2,58 0,60 0,29 -0,64 -0,26 -0,13 0,54 0,13 0,79 1,23 1,00 0,53 -0,54 0,02 -0,60 -0,25 0,41 1,41 2,11 -0,44 3,43 1,45 0,50 0,50 0,95 
Murcia, Región de -0,44 -0,33 0,44 -1,81 -0,46 -0,22 0,47 -1,10 -0,37 0,27 -0,64 -0,22 -1,08 -1,05 -1,29 -1,22 -0,50 -0,70 -0,56 -0,52 -1,07 0,12 -0,60 -0,55 -0,53 -0,83 -0,66 -0,86 -0,66 -0,66 -0,80 0,39 
Navarra, Comunidad Foral de 0,84 0,51 -0,69 -0,02 1,40 0,84 0,90 -0,11 1,03 1,34 1,42 1,11 1,27 1,94 1,96 2,30 3,36 2,47 1,05 0,81 0,20 0,89 0,71 0,84 1,57 0,20 2,46 -0,25 1,13 2,61 2,65 2,04 
País Vasco 0,51 -0,33 1,76 0,66 2,94 -0,05 0,86 0,53 1,25 1,01 0,76 1,73 2,53 2,33 2,04 1,67 0,43 1,22 3,40 2,80 2,02 1,97 2,63 2,35 2,78 1,26 1,59 0,81 2,74 -0,01 1,08 1,69 
La Rioja -0,73 0,75 -1,23 -0,39 -0,21 0,72 2,05 -1,02 0,09 0,76 0,85 2,43 1,25 0,63 1,40 0,37 -0,32 0,97 0,06 0,27 1,47 2,00 0,92 2,23 -0,12 -0,17 0,20 -0,50 -0,35 -0,94 -1,20 -1,51 
  
Apéndice 4: Mapa de la conectividad de los SRI españoles 
 
 
 
 
Los diferentes colores empleados en el mapa de comunidades autónomas representan la 
pertenencia a los distintos grupos resultantes del análsis empírico realizado. 
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