Abstract. We determine the asymptotic number of index n subgroups in virtually cyclic right-angled Coxeter groups and their free products as n Ñ 8.
Introduction
Given a finitely generated group Γ and a natural number n, the number s n pΓq of index n subgroups of Γ is finite. This leads to the question how, given a group, the number s n pΓq behaves as a function of n and which geometric information about the group is encoded in it. It is quite rare that an explicit expression for s n pΓq can be written down and even if so, the expression one obtains might still be so complicated that it's hard to extract any information out of it. As such, one usually considers the asymptotic behavior of s n pΓq for large n.
In our previous paper [1] , we considered the factorial growth rate of s n pΓq for right-angled Artin and Coxeter groups. That is, we studied limits of the form lim nÑ8 logps n pΓqq n logpnq .
In the case of right-angled Artin groups we were able to determine this limit explicitly and in the case of right-angled Coxeter groups, we determined it for a large class of groups. Moreover, we conjectured an explicit formula for this limit. Our methods were mainly based on counting arguments.
New results.
In this paper, we further study the case of right-angled Coxeter groups. We consider a very specific sequence of such groups: virtually cyclic Coxeter groups and their free products. The upshot of this is that we can access much finer asymptotics than we can in the general case.
Recall that the right-angled Coxeter group associated to a graph G with vertex set V and edge set E is given by
v " e @v P V, rσ v , σ w s " e @tv, wu P Ey. Since Müller's results [14] already cover all finite groups, we focus on the infinite case. It turns out that it's not hard to classify infinite virtually cyclic right-angled Coxeter groups. Indeed they are exactly those groups whose defining graph is a suspension over a complete graph K r on r P N vertices (see Lemma 3.1) . Let us denote these graphs by A r .
Our first result is that for a virtually cyclic Coxeter group, an explicit formula for its number of subgoups can be written down. In this formula and throughout the paper (whenever no confusion arises from it), s 2 j will denote the number index 2 j subgroups of pZ{2Zq r and is given by s 2 j " s 2 j ppZ{2Zq r q " ś j´1 l"0 p2 r´2l q ś j´1 l"0 p2 j´2l q . for all j " 0, . . . , r.
Corollary 5.1. Let r P N and let Γ " Γ Cox pA r q. n‚ for all n P N.
One thing to note in the formula above is that the number of subgroups is not a monotone function in n: if n is divisible by a large power of 2 then there is a jump. So in particular, no smooth asymptote is to be expected for this sequence. This is very different from the situation for non-trivial free products of virtually cyclic right-angled Coxeter groups 1 : Theorem 6.9. Let m P N ě2 , r 1 , . . . , r m P N and Γ "˚m l"1 Γ Cox pA r l q.
Then there exist explicit constants A Γ , B Γ ą 0 and
with equality if and only if r l P t0, 1u for l " 1, . . . , m (see Definition 6.6) so that, s n pΓq " A Γ n 1´m{2`|tl; r l "1u|{4 exppB Γ ? n`C Γ nq n! m´1 .
as n Ñ 8.
For the sake of simplicity, we have not included finite factors in the free product above. But, using Müller's results [14] , the theorem above can easily be extended to also allow free products with finite factors.
Because the definitions of the constants A Γ , B Γ and C Γ (especially the former) are rather lengthy, we will postpone them to Section 6.2. We do however note that they behave nicely with respect to free products. That is
where A r " A Γ Cox pAr l q , B r " B Γ Cox pAr l q and C r " C Γ Cox pAr l q . The values for some low complexity cases are 1 Recall that for functions f, g : N Ñ R the notation f pnq " gpnq as n Ñ 8 indicates that f pnq{gpnq Ñ 1 as Finally, we note that the cases r " 0 and r " 1, so the groups Γ Cox pA 0 q " Z{2Z˚Z{2Z and Γ Cox pA 1 q " pZ{2Z˚Z{2ZqˆpZ{2Zq, play a special role. This is because it will turn out that the maximum max ! s 2 j ppZ{2Zq r q 2´j ; 0 ď j ď r )
plays an important role for the asymptote above. When r ě 2, this maximum is uniquely realized at j " 1. However, when r P t0, 1u this is not true. When r " 0, there are no index 2 subgroups and when r " 1 the maximum is realized both at j " 1 and j " 0. We derive the asymptote above from the number of permutation representations of Γ. Define h n pΓq " |HompΓ, S n q| , where S n denotes the symmetric group on n letters. We have: Theorem 6.7. Let r 1 , . . . , r m P N and
Note that this asymptote does hold in the case where m " 1.
The results above are all based on the fact that the exponential generating function for the sequence ph n pΓqq n converges. In fact, it follwos from [1, Proposition 2.1] that the exponential generating function for this sequence converges if and only if Γ is virtually abelian. Let us write Γ " Γ Cox pA r q and
We have:
where s 2 j " s 2 j ppZ{2Zq r q.
Besides asymptotic information on the sequence ph n pΓ Cox pA r, Theorem 4.1 also allows us to derive the following recurrence for this sequence:
Corollary 5.2. Let r P N and write
for all n ě 0, with the initial conditions h 0,r " 1 and h m,r " 0 for all m ă 0, where I r " pt0, 1u r q 3 , |ε| " r ÿ j"0 pε j,1`εj,2`εj,3 q¨2 j for all ε P I r .
1.2.
Idea of the proof. First of all, we derive a closed formula for the number of permutation representations h n pΓq of an infinite virtually cyclic right-angled Coxeter group (Proposition 3.3). Even though this expression is reasonably explicit, it seems hard to use it directly to extract information on the asymptotic behavior of the sequence. Instead, we use it to derive the exponential generating function G r pxq for the sequence. We do this by deriving recurrences for factors that appear in the expression, which then lead to an ordinary differential equation for the generating function G r pxq.
Once we have determined G r pxq, we use estimates on a contour integral to estimate its coefficients. It turns out that G r pxq is what is called H-admissible, which means that classical results due to Hayman [8] allow us to determine the asymptotic behavior of its coefficients. Concretely, in Theorem 6.5 we prove an asymptote for a class of functions that contains G r pxq.
This then leads to Theorem 6.7. To obtain the asymptote for s n pΓq we use the fact that, when Γ is a non-trivial free product, h n pΓq grows so fast that most of the permutation representations of Γ need to be transitive.
Notes and references.
The first work on the number of permutation representations of a group goes back to the fifties of the previous century. In [3] , Chowla, Herstein and Moore determined the asymptotic behavior of h n pZ{2Zq as n Ñ 8. Their work was generalized by Moser and Wyman in [11, 12] to finite cyclic groups of prime order and by Müller in [14] to all finite groups. Müller proved that for a given finite group G, we have
as n Ñ 8, where R G ą 0 is a constant only depending on G.
The subgroup growth of non-abelian free groups can be derived from Dixon's theorem on generating the symmetric group with random permutations [5] . In [13] , Müller determined the subgroup growth of free products of finite groups. More recently, Ciobanu and Kolpakov [4] determined the asymptotic number of free subgroups in pZ{2Zq˚3, the RACG associated to the graph on 3 vertices with no edges. The subgroup growth of surface groups was determined by Müller and Schlage-Puchta in [15] , which was generalized to Fuchsian groups by Liebeck and Shalev in [9] . For a general introduction to the topic of subgroup growth we refer to the monograph by Lubotzky and Segal [10] .
There is also a vast body of literature available on the asymptotics of the coefficients in power series. In the case of the exponential generating functions of finite groups, Müller [14] uses a set of techniques developped by Hayman [8] and Harris and Schoenfeld [7] . Our generating function also resembles the functions that were considered by Wright in [18, 17] . For more background on these techniques we refer the reader to [16, 6] .
2. Preliminaries 2.1. Notation and set-up. Given n P N, set rns :" t1, . . . , nu. Given a set A, SpAq will denote the symmetric group on A and e P SpAq will denote the trivial element. We will write S n " Sprnsq.
We let IpAq " π P SpAq; π 2 " e ( be the set of involutions in SpAq and will again write I n " Iprnsq. Given k ď n{2, we write I n,k for the subset of I n consisting of involutions with k 2-cycles.
If U Ă S n is a subset, we will denote the centralizer of U in S n by ZpU q and the subgroup of S n generated by U by xU y. Moreover, if V Ă S n is another subset, we will write
The set of orbits of xU y on rns will be denoted OpU q.
Given a finite graph G we will denote its vertex and edge sets by V pGq and EpGq respectively. Γ Cox pGq will denote the associated right-angled Coxeter group. That is
v " e @v P V pGq, rσ v , σ w s " e @tv, wu P EpGqy. 2.2. The exponential generating function. Let G be a finitely generated group. The exponential generating function for the seqeuence h n pGq is well known (see for instance [14] ). The usual computation also allows us to determine an exponential generating function for this sequence in which we mark the orbits of G. Even though the ideas are the same as in the unmarked case, the computation isn't available in the literature for as far as we are aware. For completness, we will work out a proof in this section.
To be precise, let π " pπ 1 , . . . , π r q be a partition (a non decreasing sequence of positive integers called the parts of π) and write h π pGq "ˇˇ ρ P HompG, S |π| q; the orbits of ρpGq on r|π|s have sizes π 1 , . . . , π r (ˇˇ,
where |π| " π 1`. . .`π r . Note that h π pGq " 0 whenever π contains a part that exceeds |G|.
The end goal of this section is to write down a closed formula for h π pGq. This allows us to define an exponential generating function in an infinite number of formal variables x, y 1 , y 2 , . . .. We shall write y π " ś y π i , where the product runs over all parts of π. Define
where the sum runs over all partitions whose parts are bounded by |G|.
We now have the following lemma:
Lemma 2.1. Let G be a finitely generated group. For all x P C we have
Proof. First, we will derive a recurrence for the numbers h π . To do this, we divide the permutation representations ρ : G Ñ S n according to the size of the orbit ρpGq¨1.
To count the number of permutation representations ρ so that ρpGq¨1 has cardinality i, first note that the number of subsets of r|π|s of cardinality i that contain 1 as an element is equal toˆ| π|´1 i´1˙" p|π|´1q i´1 pi´1q! .
Given the set that is to form the orbit, we need to count the number of transitive actions of G on it. Recall that t i pGq " pi´1q!¨s i pGq Finally, the number of possible actions of G on the complement of ρpGq¨1 is
where the partitionπ i is obtained from π by removing one part i from π. If this is not possible we will simply set hπ i pGq " 0.
Multiplying the above gives that there are s i pGq¨p|π|´1q i´1¨hπ i pGq permutation representations of G so that the orbit ρpGq¨1 has size i. Summing over all the possible sizes of ρpΓ Cox pK r qq¨1 gives:
On the left hand side above, we recognise the coefficients of BF G px, yq{Bx. So we obtain:
Solving this ODE and equating the first coefficient now gives the lemma.
As a consequence we obtain a closed formula for h π pGq:
Proposition 2.2. Let G be a finite group and π a partition that has no part larger than |G|. Then
where i j is the number of parts of size j in π.
Proof. From working out the sum in the exponent in F G px, yq as a product, we obtain that
As such, equating coefficients implies the proposition.
3. Virtually cyclic right-angled Coxeter groups 3.1. Classification. Now we specialize to virtually cyclic right-angled Coxeter groups. An example of such a group is Γ Cox pA r q. Here, for r P N, A r is the graph obtained by taking the completee graph K r and attaching two vertices that share an edge with each vertex in K r but not with each other. For example, A 0 consists of two vertices that do not share an edge and A 1 is the line on three vertices. We have Γ Cox pA r q » pZ{2Z˚Z{2ZqˆpZ{2Zq r .
since the infinite dihedral group pZ{2Z˚Z{2Zq has an index 4 subgroup isomorphic to Z, Γ Cox pA r q is indeed virtually cyclic. Our first observation is that all infinite virtually cyclic right-angled Coxeter groups are of form above:
Lemma 3.1. Let Γ be an infinite virtually cyclic right-angled Coxeter group. Then either there exists an r P N so that Γ " Γ Cox pA r q.
Proof. Suppose Γ " Γ Cox pGq for some finite graph G. Label the vertices of G by 1, . . . , s. Since Γ is assumed to be infinite, at least one pair of vertices of G does not share an edge. Let us suppose these are the vertices 1 and 2. We will argue that all other vertices need to be connected to both 1 and 2 and also to each other.
First suppose vertex j ą 2 is not connected to the vertex 1. Then σ 1 σ j and σ 1 σ 2 are two infinite order elements. Moreover, there do not exist m, n P N so that pσ 1 σ 2 q m " pσ 1 σ j q n . This violates being virtually cyclic.
We conclude that vertices 3, . . . , s are all connected to both 1 and 2. Now suppose there exists a pair of vertices j, k ą 2 that do not share an edge. Then σ 1 σ 2 and σ j σ k are a pair of infinite order elements without a common power.
Putting the two observations together implies the lemma.
3.2.
A closed formula. Since the case of finite right-angled Coxeter groups is well understood, we will from hereon consider Γ Cox pA r q. We start with the following lemma Lemma 3.2. Let H ă S 2 r be a transitive subgroup so that H » pZ{2Zq r . Then
Proof. We prove this by induction on r. In the base case r " 1 we have H " S 2 , which is abelian, so indeed equal to its own centraliser. Now suppose H ă S 2 r`1 with generators σ 1 , . . . , σ r`1 . Consider the subgroup H 1 " xσ 1 , . . . , σ r y. Because rH : H 1 s " 2 and H is transitive, H 1 has two orbits, say o 1 and o 2 , of size 2 r on r2 r`1 s. The induction hypothesis that the images of ZpHq in Spo 1 q and Spo 2 q coincide with those of H 1 . Moreover, the image of ZpHq in SpOpH 1is te, su, where s is the image of σ r`1 , using the base case again.
As a consequence of the above we obtain: Proposition 3.3. Let r P N and Γ " Γ Cox pA r q. Then
for all n P N, where
for all j " 0, . . . , r.
Proof. Write G " Γ Cox pK r q » pZ{2Zq r . We will order the homomorphisms ρ P HompG, S n q according to the orbits of ρpGq on rns. The number of involutions that commutes with ρpGq only depends on the partition of n given by the orbits. So, given a partition π |ù n, let us write zpπq for this number. We obtain
So all that remains is to compute zpπq. Write i j for the number of parts of π of size 2 j and O 2 j pρq for the set of orbits or size 2 j of ρpGq. We have a map
Lemma 3.2 tells us that on the j th factor the cardinality of the pre-image of an involution with m two-cycles is 2 j¨m . So we obtain zpπq "
Now using Proposition 2.2 we obtain the proposition.
An exponential generating function
Our next step is to compute the exponential generating function for the sequence ph n pΓ Cox pA rn . That is, we define
Theorem 4.1. Let r P N. Then
Proof. Proposition 3.3 tells us that
which leads us to define two sequences
for all i, j P N and the corresponding generating functions
We will now prove the theorem by first determining F j pxq, which leads to a recurrence for the sequence pb j,i q i . From that, we will derive a recurrrence for the sequence pb p2q j,i q i , which in turn leads to an ODE for F p2q j pxq. The solution to this ODE then gives us F p2q j pxq and hence G r pxq.
We have
Changing the index in the innermost sum, we obtain
Using that dF j pxq{dx " p1`2 j xqF j pxq and equating coefficients, we get the recurrence
for all i ě 0. The recurrence for the sequence pb j,i q i implies that
To get the recurrence we are after, we need to compute the cross terms in the above. Again using the recurrence for the sequence pb j,i q i , we obtain
Using the recurrence, we obtain
j pxq, our generating function satisfies the following ODE:
which is equivalent to
or some constant a 1 P C. Equating the constant coefficient gives a 1 " expp´ř r j"0 2´jq " expp2´2´rq.
Immediate consequences
Before we turn to the asymptotic behavior of the sequence ph n pΓ Cox pA rn , we derive two immediate consequences to Theorem 4.1: a closed formula for the number index n subgroups of Γ Cox pA r q and a recurrence for the sequence ph n pΓ Cox pA rn .
5.1. Subgroups of virtually cyclic Coxeter groups. Theorem 4.1 allows us to derive a closed form for the number of subgroups of a virtually cyclic Coxeter group. We have:
Proof. Lemma 2.1 implies that
sing Theorem 4.1, this means that
Using the Taylor expansions for´logp1´xq and 1{p1´xq at x " 0, we obtain 
for all n ě 0, with the initial conditions h 0,r " 1 and h m,r " 0 for all m ă 0, where I r " pt0, 1u r q 3 , |ε| " ř r j"0 pε j,1`εj,2`εj,3 q 2 j for all ε P I r and s 2 j " s 2 j ppZ{2Zq r q.
Proof. Recall the differential equation for the functions F p2q j defined in the proof of Theorem 4.1:
for j " 0, . . . , r. Using the fact that
we obtain dG r pxq dx "
Equating the coefficients of x n now gives the corollary.
Asymptotics
The goal of this section is to prove Theorems 6.7 and 6.9: the asymptotes for the number of permutation representations and the number of subgroups of a free product of virtually cyclic right-angled Coxeter groups. The largest part of the section is taken up by the proof of Theorem 6.5, which gives an asymptotic expression for the coefficients in functions of the form of G r pxq.
6.1. The asymptotics of coefficients of power series. There are many methods available to determine the asymptotics of the coefficients of a given power series F pzq. We will use Hayman's techniques from [8] . Hayman's results hold for functions that are by now called H-admissible functions. In the following definition we will write D R " tz P C; |z| ă Ru , for R ą 0. Definition 6.1. Let R ą 0 and let F :
Then F is called H-admissible if there exists a function δ; r0, Rs Ñ p0, πq so that F satisfies the following conditions (H1) As ρ Ñ R,
uniformly for |θ| ď δpρq (H2) As ρ Ñ R,
uniformly for δpρq ď |θ| ď π (H3) As ρ Ñ R, Bpρq Ñ 8.
Hayman [8, Theorem 1] proved that
Theorem 6.2. Let R ą 0 and let F : D R Ñ C be given by
f n z n and suppose F is H-admissible. Then
s ρ Ñ R uniformly for all natural numbers n P N.
Our strategy now consists of three steps. First, we use Hayman's results to get a uniform estimate on the coefficients of F in terms of a radius ρ and two functions Apρq and Bpρq (Proposition 6.3). The standard trick after this (that already appears in Hayman's paper) is to simplify the estimates by finding a sequence pρ n q n that solves the equation Apρ n q " n. In order to get good estimates on such a sequence, we first prove a lemma (Lemma 6.4) on the solutions to polynomial equations. This relies on Newton's method. Finally, we put our estimates together, which gives us the asymptotic we are after (Theorem 6.5).
In this section, we will just present the results. The proofs of these results, that are independent of the rest of the material, will be postponed to later sections. Theorem 6.2 leads to the following estimate:
Proposition 6.3. For r P N ě1 , a j , b 1,j , b 2,j ą 0 and k j P N for j " 0, . . . , r, so that k 0 " 1, k 1 " 2 and a´1
for all j P t0, 2, 3, . . . , ru.
Moreover, let
F : D a 1 Ñ C be defined by
uniformly for all natural numbers n P N, where
The proof of this proposition can be found in Section 6.4. We will also need some bounds on the roots of polynomials. We have the following lemma: Lemma 6.4. Let a P p0, 8q and let p 0 , q : C Ñ C be given by
where α j , β j P R and m j , k j P N for all j, C 1 , C 2 P R and m, d 0 , d q P N so that p 0 pa´1q ą 0, qpa´1q ą 0.
Moreover, let p 1 , p 2 : C Ñ C be polynomials, all coefficients of which are real, so that
has a non-zero linear term in y. Then the equation tˆp 0 pyq`p1´ayq p 1 pyq`p1´ayq 2 p 2 pyq˙" p1´ayq 2 qpyq has solutions y " yptq that satisfy
as t Ñ 0, for some γ P Q ą1 where
Note that because p 0 pa´1q and qpa´1q are assumed to be positive, the fractions on the right hand side never consist of dividing by 0.
The proof of this lemma can be found in Section 6.5. Finally, we claim:
Theorem 6.5. Let pf n q nPN be as above. Then
as n Ñ 8, where
2 a 1 c 1ȧ nd the coefficients c 1 and c 2 are given by
We will prove this theorem in Section 6.6. 6.2. The number of permutation representations. Using Theorem 6.5 we can now determine the asymptotic number of permutation representations of a free product of virtually cyclic right-angled Coxeter groups. Before we state it, we define some constants depending on a given Coxeter group. Definition 6.6. Let r 1 , . . . , r m P N and Γ "˚m l"1 Γ Cox pA r l q.
Then we define if r " 1 ś 0ďjďr j‰1´1´s
for all r ě 2. Moreover, we set
p2 r´1 q p1`p2 r´1 q 1{2 q˘´1 {2 otherwise and
log p2 r l´1 q .
This now allows us to write down the asymptote for h n pΓq:
Theorem 6.7. Let r 1 , . . . , r m P N and
Proof. Since
we can determine the asymptote for each factor independently. In other words, all we need to determine is the asymptote for h n pΓ Cox pA rThere are three cases to consider: r " 0, r " 1 and r ě 2. The first two special cases arise because Theorem 6.5 does not apply to them. Indeed, the singularities of G 0 pxq and G 1 pxq violate the conditions in that theorem.
Let us start with the case r " 0. The statement in this case immediately follows from an older result due to Chowla, Herstein and Moore [3, Theorem 8] who computed the asymptotic for the number of involutions in S n , in other words h n pZ{2Zq. Using their result we get:
For the r ě 2 case, we apply our Theorem 6.5. The radius of convergence of the generating function G r pxq is determined by the maximum value of s 2´j 2 j where
One can directly compute the first two cases as follows:
Now note that when j ą 1, we get
Hence s 2´j 2 j is maximized when j " 1, and the maximum value is ? 2 r´1 . In the notation from Section 6.1 we have
for j " 0, . . . , r. So Theorem 6.5 gives us the asymptote. Finally, for the r " 1 case, we can apply similar methods as in the r ě 2 case. However, because G 1 pxq does not satisfy the conditions for Theorem 6.5 (the problem is that multiple terms in the exponent have a singularity at x " 1), we need a slight variation of our strategy. We give the details in 6.7.
6.3. The number of subgroups. Theorem 6.7 also allows us to determine the asymptotic of the number of subgroups of a free product of virtually cyclic Coxeter groups. We start with the following lemma: Lemma 6.8. Suppose Γ is a group so that h n pΓq " n! α f pnq as n Ñ 8, where α ą 1, f is positive and satisfies the following condition: there exists gpnq " nÑ`8 opnq such that
Proof. The proof for the free group in [10, Section 2.1] applies verbatim to our situation.
Functions of the form f pnq " e αn`β ? n n γ for α, β, γ P R clearly satisfy the condition (2). This leads to the following asymptotic for the number of subgroups of a non-trivial free product of virtually cyclic right angled Coxeter group: Theorem 6.9. Let m P N ě2 , r 1 , . . . , r m P N and
Proof. This follows directly from Theorem 6.7 and Lemma 6.8.
6.4.
Proof of Proposition 6.3.
Moreover, let
Proof. Our goal is of course to prove that F is H-admissible.
The singularities of smallest modulus of F pzq lie at˘a´1 . It follows from the conditions (H1-3) that, for ρ close enough to R, the maximum of an H-admissible function on the circle of radius ρ is realized at z " ρ. Even though our function has two singularities on the circle of radius a´1 {2 1 , the singularity at a´1
is "worse" than that at´a´1
, so we expect this to hold indeed.
we obtain F pzq " exppP pzqq. As such, our first goal is to understand the behavior of P pρe iθ q´P pρq when θ is close to 0.
Let us consider P term by term. We have
Using a Taylor expansion, we obtain
Again using a Taylor expansion, we have
For the second type of terms in P pzq we have
With yet another Taylor expansion, we get
Using the expansion for e iθk j´1 again, we obtain
Putting everything together yields
The only term that is singular as ρ Ñ a´1
is the term corresponding to j " 1. As such, we have
Note that Apρq and Bpρq are exactly of the form of (1). This is of course no coincidence.
We now set
Note that this function is small enough for (H1) to hold. (H3) also readily follows from the form of Bpρq.
All that remains is to check (H2). Indeed, we need to check thaťˇF pρe iθ qˇˇaBpρq F pρq Ñ 0 uniformly in δ ď |θ| ď π, we claim that this is guaranteed from our choice of δprq. Indeed, there are two different points we need to check. Once we prove thaťˇF
we are done, since F pzq has no other singularities on the circle |z| " ρ.
For the first of the two, we can use our approximation of P pρe iθ q for θ close to 0. Indeed, since δpρq{p1´a 1 ρ 2 q Ñ 0 as ρ Ñ a´1
and there exists a C ą 0 so that
for all z P D a 1 , we have thaťˇF
, which proves that F is indeed H-admissible. 6.5. Proof of Lemma 6.4. Lemma 6.4. Let a P p0, 8q and let p 0 , q : C Ñ C be given by
Moreover, let p 1 , p 2 : C Ñ C be polynomials, all roots of which are real, so that
has a non-zero linear term in y. Then the equation
has solutions y " yptq that satisfy
Proof. We will develop the Puiseux series for yptq. Puisseux's theorem tells us that we can find a m P N and k 0 P Z so that yptq " ÿ
We will apply Newton's method to find the first three coefficients near a´1 {2 .
Recall that this method can be given a nice geometric description. Namely, given a polynomial equation of the form
the first power γ 0 of t in y can be found by considering the Newton polytope P Ă R 2 of this polynomial. This polytope is the convex hull of all points pordpA k ptqq, kq, where ordpA k ptqq denotes the lowest power of t that appears in A k ptq. Now consider all the sides of P. If the line L spanned by a side of P supports P and P lies above L, then´γ 1 , where γ 1 is the slope of L, is the first power of a branch of solutions to the equation. Writing y " c 1 t γ 1`y 1 , we obtain a new polynomial equation
in y 1 and the process can be iterated. Since the powers of t increase in each iteration, this allows us to compute yptq up to any order. For more information on these methods see [2] . Now we return to our equation
Writing y " a´1`c 1 y 1 , we obtain
The lowest power of y 1 on the right hand side of the equation is y 2 1 . Because all roots of p 0 are different from a´1, p 0 pa´1`c 1 y 1 q has a constant term and hence the lowest power of t in the y 0 1 -term is t. The same holds for the y 1 -term because we assumed that the linear term in p 0 pa´1`c 1 y 1 q`a c 1 y 1 p 1 pa´1q
is non-zero. All in all, this means that the Newton polytope for this equation contains the vertices p0, 1q, p1, 1q and p2, 0q, from which it readily follows that γ 1 " 1{2. To obtain the coefficient c 1 , we need to equate the lowest order terms in t. This gives p 0 pa´1q " a 2 c 2 1 qpa´1q.
Now we have a choice to make between two solutions for c 1 , we will pick the negative root (it follows from our assumptions that all quantities involved are real and non-negative Since the power t 1 in the constant coefficient disappears, the lowest power in the constant coefficient is t 3{2 . The lowest power in the y 1 2 -term is t 1{2 and the lowest power in the y 2 2 term is t 0 . So the Newton polytope contains the vertices p0, 3{2q, p1, 1{2q and p2, 0q. This implies that γ 2 " 1 (since 1{2 is not an option). Equating the t 3{2 terms, we obtain Proof. The standard trick is to find a sequence pρ n q n so that Apρ n q " n.
We claim that there exists a choice of pρ n q n so that ρ n P p0, a´1
for some γ ą 1{2 as n Ñ 8. Here, the fact that the remainder term is smaller by a power of 1{n is a consequence of Puiseux's theorem. Solving the equation for the coefficient in front of 1{n gives c 1 "˘a3{2, we pick the negative solution.
In order to get a second term in ρ n , we repeat the procedure. That is, we write Because the n´1 {2 term in ρ 1 n makes the order 1{n factors in the ρ 20 n -term disappear, the lowest order of 1{n in the ρ 20 -term above is n´3 {2 . Moreover, in the ρ 21 -term it's n´1 {2 (coming from the right hand side of the equation). This means that in order for terms to cancel, we need the leading power in ρ 2 n to be 1{n. In other words ρ
