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Forecasting the signal discrimination power of dark matter (DM) searches is commonly limited to
a set of arbitrary benchmark points. We introduce new methods for benchmark-free forecasting that
instead allow an exhaustive exploration and visualization of the phenomenological distinctiveness of
DM models, based on standard hypothesis testing. Using this method, we reassess the signal dis-
crimination power of future liquid Xenon and Argon direct DM searches. We quantify the parameter
regions where various non-relativistic effective operators, millicharged DM, and magnetic dipole DM
can be discriminated, and where upper limits on the DM mass can be found. We find that including
an Argon target substantially improves the prospects for reconstructing the DM properties. We
also show that only in a small region with DM masses in the range 20–100 GeV and DM-nucleon
cross sections a factor of a few below current bounds can near-future Xenon and Argon detectors
discriminate both the DM-nucleon interaction and the DM mass simultaneously. In all other regions
only one or the other can be obtained.
Introduction.— Searching for the elusive Dark Mat-
ter (DM) particle has been the preoccupation of physi-
cists for many years [1, 2]. Over the past decade, two-
phase scintillator direct detection experiments [3, 4] have
found much success with the LUX [5], XENON [6] and
PANDA-X [7] collaborations providing the most strin-
gent constraints on DM particles in the GeV−TeV mass
range to date. Such experiments will continue to im-
prove in sensitivity for many years to come. In the case
of a detection, it should be possible to study the astro-
and particle-physics properties of DM using a variety of
detectors and detection methods (see [8–12] and many
others), but the precise parameter regions in which these
properties can actually be measured is hard to quantify.
Exploring the prospects for discriminating between dif-
ferent DM-nucleon interactions usually relies on compar-
ing a number of benchmark models [13–19]. However,
the pair-wise comparison of different benchmark points
in the model parameter space (DM couplings or masses)
is time-consuming, does not scale well with the number
of benchmark points, and is in particular problematic
in high-dimensional parameter spaces. In direct detec-
tion, such a high-dimensional parameter space appears
in the framework of non-relativistic effective field theory
(NREFT) [20–24], in which the space of DM-nucleon in-
teractions may have more than 30 dimensions [25–27].
With current techniques, it is hence difficult to study
model degeneracies and the degeneracy-breaking power
of future instruments in a reliable and exhaustive way.
For such tasks, dedicated techniques are required.
In this Letter, we introduce a new framework for study-
ing the signal discrimination power of future detectors in
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a fundamentally benchmark-free way. The key questions
we aim to address are: How many observationally dis-
tinct signals does a given model predict for a set of future
experiments? How many of these signals are compati-
ble with specific subsets of the signal model? In which
regions of parameter space is signal discrimination and
parameter reconstruction possible?
We first summarize the basics of our approach. We
then discuss the dark matter models and experiments we
consider in the current work. Finally, we show our results
and conclude with a short discussion about possible fu-
ture directions and applications1.
Information Geometry.— Consider a New-Physics
model M with some d-dim model parameter space, ~θ ∈
ΩM ∈ Rd, and a combination of future experiments X
that are described by some likelihood function LX(D|~θ),
where D is data. We expect that two model parameter
points ~θ, ~θ′ can be discriminated by experiments X if the
parameter point ~θ′ is inconsistent with Asimov data [28]
D = D¯(~θ). More concretely, distinctiveness requires that
the log-likelihood ratio
TS(~θ′)D¯(~θ) ≡ −2 ln
L(D¯(~θ)|~θ′)
max
~θ′′
L(D¯(~θ)|~θ′′)
' ‖~x(~θ)− ~x(~θ′)‖2 ,
(1)
exceeds a threshold value rα(M)2. The threshold value
depends on the chosen statistical significance, which we
set here to α = 0.045 (2σ), as well as the sampling dis-
tribution of TS(~θ′). In the large-sample limit and under
certain regularity conditions, the sampling distribution
1 Code associated with the paper available at https://github.
com/tedwards2412/benchmark_free_forecasting/.
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FIG. 1. Limit on the SI cross-section vs. DM mass, assuming
operator O1, for a XENONnT detector. Contours show 68%
confidence contours in d = 2 dimensions. The radius of these
contours in the Euclidean space is therefore rα(M) = 1.52.
The number of discriminable signals in the blue+blue/orange
region of the middle panel of Fig. 2 can be approximated by
counting the number of closed green contours.
follows a χ2k distribution with k = d degrees of free-
dom [28, 29].
The last part of Eq. (1) is an approximation based on
the ‘euclideanized signal’ method [30], an embedding ~θ 7→
~x(~θ) ∈ Rn into some, usually higher-dimensional, space
with unit Fisher information matrix (n usually equals the
total number of data bins). This approximation maps
statistical distinctiveness onto euclidean distances, and
works to within 20% if the number of counts is order
one, see [30] for a discussion and caveats. Confidence
regions in the model parameter space correspond then to
hyperspheres of radius rα(M) in the euclideanized signal
space.
Often one is interested in sub-models S that are nested
inside model M, and which are obtained by restricting
M to a d′-dim subregion ΩS ⊂ ΩM. A parameter point
~θ of M leads to a signal that is distinct from any signal
in submodel S if
−2 ln max~θ′∈ΩS L(D¯(
~θ)|~θ′)
max~θ′ L(D¯(~θ)|~θ′)
' min
~θ′∈ΩS
‖~x(~θ)−~x(~θ′)‖2 , (2)
exceeds a certain threshold value rα(S,M)2. Here ‘dis-
tinct’ means that the composite null hypothesis S can
be rejected for data D¯(~θ). The sampling distribution of
Eq. (2) follows in general a χ2k=d−d′ distribution. In the
euclideanized signal space ~x, parts of model M cannot
be discriminated from model S that lie within a ‘shell’ of
thickness rα(S,M) around the signal manifold of S.
Finally, nuisance parameters can be accounted for by
replacing the likelihood function in Eq. (1) with a pro-
file likelihood, L(D|~θ) = max~η L(D|~θ, ~η)Lη(~η), where the
last factor can incorporate additional constraints on the
nuisance parameters from data external to X.
Distinct signals.— To quantify the signal discrimina-
tion power of a set of future experiments X in the context
of model M we may define the figure of merit
ναM,X(ΩM) ' Total number of signals from modelMdiscriminable by experiments X.
More specifically, ναM,X equals the maximum number of
points that can populate the parameter space ofM while
remaining mutually distinct according to Eq. (1). Any
such set of points provides a complete sample of the phe-
nomenological features of model M. Loosely speaking,
the points correspond to a set of non-overlapping confi-
dence contours as shown in Fig. 1. Furthermore, when
considering a sub-model S nested in M, we can define
ναM,X(ΩS) =
Number of signals from model M dis-
criminable by experiments X, and con-
sistent with model S.
(3)
With these definitions, the phenomenological distinctive-
ness of various regions in the parameter space of model
M can be visualized using standard Venn diagrams [31].
The technical definition for the measure ναM,X(·), which
is used in the subsequent examples, is given in Ap-
pendix A of the Supplemental Material.
DM-nucleon interactions.— While direct detection
is typically analysed in terms of the standard spin-
dependent (SD) and spin-independent (SI) interactions
[32], the range of possible signals is much broader.
The framework of non-relativistic effective field theory
(NREFT) [20–24] aims to classify possible elastic DM-
nucleon interactions and thus possible signals in DM-
nucleus scattering experiments. NREFT is realised as
a power series in the DM-nucleus relative velocity ~v and
the nuclear recoil momentum ~q, valid for non-relativistic,
short-range interactions. The resulting operators (la-
belled O1, O3, O4, ...) give rise to a range of novel energy
spectra [14, 16, 19, 33], directional signals [34, 35] and
annual modulation signatures [36, 37]. We focus here on
the three operators O1, O4 and O11 because they allow
us to explore a diverse range of signals with only a small
number of operators2. Operator O1 = 1χ1N couples to
nucleon number while the operator O4 = ~Sχ · ~SN couples
to nuclear spin, allowing us to explore the complementar-
ity between nuclei of different size and spin [40]. Operator
O11 = i~q · ~Sχ/mN may arise as the leading-order inter-
action in certain scalar-mediated models [24]. Similar to
O1, it also couples to nucleon number and receives a co-
herent enhancement to the rate, but has a characteristic
peaked recoil spectrum owing to an extra dσ/dER ∝ ER
2 We neglect the effects of operator mixing [38, 39] which require
us to specify the structure of the dark sector.
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FIG. 2. Signal-discrimination power of combinations of direct detection experiments, summarized in infometric Venn diagrams.
Central/Right panel: The full area corresponds to the number of distinct detectable signals within the alternative hypothesis
HA, unfolded as function of number of XENONnT signal events. The subsets indicate the fraction of signals consistent with
various null hypotheses H0. Overlapping subsets correspond to signals consistent with multiple null hypotheses simultaneously.
The numbers correspond to νM,X(ΩM) in each region. In the right panel, the overlapping (blue+orange) region corresponds
to the model parameters between the purple-dot-dashed and orange contours in Fig. 3. The non-overlapping (blue-only) O1
region corresponds to parameters between the purple-dashed and blue contours in Fig. 3. Left panel: Standard Venn diagram
summed over number of signal events.
101 102 103
mχ[GeV]
10−48
10−47
10−46
10−45
10−44
10−43
10−42
σ
S
I[
cm
2
]
O1 discrimination is not possible left/below the dashed contours
UL XENON1T (2017)
UL XENONnT
O11 - Xe
O11 - Xe + Ar
O4 - Xe + Ar
Magnetic Dipole - Xe + Ar
FIG. 3. Discriminability of DM interactions. To the
left/below each broken line, it is not possible to discriminate
an O1-signal (with the indicated cross-section and DM mass)
from the corresponding best-fit O4, O11 or magnetic dipole
signal. Above/right of each broken line, such a discrimination
is possible with at least 2σ significance. Solid lines display
90% CL limits for XENON1T-2017 and XENONnT. All lines
include DM halo uncertainties.
scaling of the cross section [16]. This allows us to explore
how well different recoil spectra can be discriminated in
future experiments.
Unfortunately, NREFT cannot encompass all possi-
ble signals. In particular, in its original formulation
[21] it cannot describe interactions through light medi-
ators. In this case, the typical momentum transfer is
larger than the mediator mass and an expansion in q is
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FIG. 4. Discriminability of the DM mass. To the right of each
broken line, the DM mass is unbounded from above (at 2σ).
Lines for other operators are mapped onto σSI by converting
to an effective cross section and rescaled to match O1 at high
masses. For O1, we also show constraints for the Xenon-only
case and when halo uncertainties are neglected. Solid lines
display 90% CL limits for XENON1T-2017 and XENONnT.
no longer appropriate3. The scenario in which this me-
diator is the Standard Model photon has been studied
extensively [41, 43, 44]. Here, we consider millicharged
DM [45] which has long-ranged, coherently-enhanced in-
teractions with nuclei, with a differential cross section
3 Note, however, that because the DM is still non-relativistic, the
effects of light mediators can be incorporated into the NREFT
by including the appropriate propagator [41, 42].
4scaling as E−2R [41, 46, 47]. Alternatively, DM may have
non-zero electric and magnetic moments [48, 49], partic-
ularly if it takes the form of a composite state, such as
a Dark Baryon [50, 51]. In the context of model dis-
crimination, most interesting for us will be the magnetic
dipole, (µχ/2)χσ
µνχFµν , which leads to both long-range
and short-range contributions to the rate, arising from
charge-dipole and dipole-dipole interactions respectively
[44, 52, 53].
The five DM-nucleon interaction models we have out-
lined above encompass a range of phenomenologically-
driven as well as more theoretically-motivated mod-
els, leading to a wide range of direct detection signals.
We calculate the signal spectra in each case using the
publicly-available code WIMpy [54], implementing expres-
sions from [23] and [41]4. The required nuclear response
functions are taken from the mathematica package pro-
vided in [23], supplemented by those calculated in [55].
We assume iso-spin conserving (cp = cn) NREFT in-
teractions and that the particle producing a signature
makes up 100% of the local DM density (which we fix
to ρχ = 0.3 GeV cm
−3 [56, 57]). We incorporate stan-
dard Gaussian halo uncertainties from [57]; details can
be found in Appendix B of the Supplemental Material.
Direct dark matter searches.— We implement two toy
detectors, designed to resemble the expected advance-
ment in direct DM searches over the upcoming 5-10 years.
We implement a Xenon detector in light of the strin-
gent constraints on O(10) GeV DM set by XENON1T
[6], with numerous Xenon-based experiments on the hori-
zon [58–61]. We model this detector on the future
XENONnT [60] experiment. In addition we implement
a detector containing a target material with no nuclear
spin, namely Argon, modeling this detector on Dark-
side20k [62]. In this way we maximize discriminability
of spin-dependent operators5. Our detector implementa-
tions and background assumptions are briefly described
in Appendix B of the Supplemental Material.
Results.— In Fig. 1, we show the expected 68% CL
reconstruction regions for a set of mutually distinct pa-
rameter points, for our XENONnT -like detector. The
confidence regions are constructed by querying spheres
with radius rα(M) = 1.52 in the euclideanized signal
space. The number of these regions corresponds approx-
imately to the figure of merit in Eq. (3).
In the central panel of Fig. 2, we illustrate the power
of XENONnT to discriminate between operators in the
3-dimensional model space M of mass, O1, and O11.
With increasing numbers of events, the number of dis-
criminable signals increases, though the majority of sig-
nals are compatible with both O1 and O11. In the right
4 Note that the operator normalisations in [41] and [23] differ.
5 Liquid noble detectors typically do not have sensitivity to DM
particles lighter than a few GeV, so we restrict our attention to
mχ > 10 GeV in the current work.
panel of Fig. 2, we include also information from Dark-
Side20k. The addition of an Argon detector not only
increases the number of discriminable signals (from 133
to 291) but also enlarges the region of parameter space
where O1 and O11 can be discriminated from each other.
The left panel of Fig. 2 corresponds to the same sce-
nario as the right panel, instead summed over the number
of XENONnT signal events. 160 signal events approx-
imately corresponds the expected number of events in
XENON-nT if the true model were at the current sen-
sitivity. We note that the Venn diagrams we have in-
troduced here significantly increase in complexity when
comparing a large number of models at once. However,
we emphasize that the number of discriminable regions,
Eq. (3), is completely general and remains a useful mea-
sure for assessing model discriminability.
Figure 3 shows the regions of the parameter space of
spin-independent (O1) DM in which discrimination from
O4, O11 and magnetic dipole DM would be possible.
For O4 (spin-dependent), 2σ discrimination is possible at
high DM mass even down to small cross sections, when
both Xenon and Argon experiments are used. The spin-
zero Argon nucleus has no spin-dependent coupling, so
we can discriminate well as long as the Argon detector
has sensitivity (mχ > O(20 GeV), below which most re-
coils are below the 32 keV threshold).
For O11, discrimination is possible at high mass be-
cause of the different spectral shapes of O1 and O11,
though cross sections around ∼ 10−46 cm2 are required
to obtain enough events to map out the spectra precisely.
At low mass, the peak in theO11 spectrum falls below the
threshold of the experiments; for both O1 and O11 the
exponentially falling tail of the DM velocity distribution
dominates the spectral shape [63], making discrimination
impossible.
For Magnetic Dipole interactions, discrimination is
also possible at high mass, given enough signal events.
We note a ‘kink’ in the boundary for Magnetic Dipole in-
teractions around mχ ∼ 20 GeV. For large DM masses,
the short-range spin-dependent dipole-dipole contribu-
tion begins to dominate [44]. In this case, discrimination
prospects are good with the inclusion of the spin-zero
Argon detector.
For the mock detectors we consider, SI interactions
cannot be distinguished from Millicharged DM, which
is not shown in Fig. 3. The recoil spectrum for Mil-
licharged DM is similar to O1, but has an extra E−2R
suppression. This more rapidly falling recoil spectrum
can be mimicked by an SI interaction with smaller DM
mass. As demonstrated in Refs. [16, 42], low-threshold
semi-conductor experiments are required to distinguish
between the two interactions.
Finally, Fig. 4 shows, for various operators, the re-
gions of parameter space where a closed contour for the
DM mass would be possible at the 2σ level. At large DM
masses, the kinematics of the interaction mean that the
recoil spectrum becomes independent of the DM mass,
meaning that to the right of the curves in Fig. 4, it is
5not possible to obtain an upper limit on mχ [64, 65]. For
O1 we show the regions for Xenon-only, as well as for
Xenon and Argon combined without halo uncertainties
to demonstrate the improvement in mass reconstruction
when including a second detector. When the two detec-
tors are combined halo uncertainties make little differ-
ence to the mass discrimination, as changes in the ve-
locity distribution affect the spectra in the two detectors
differently [8]. Operator O4 contains the largest region
in which the mass cannot be constrained due to the lack
of signal in Argon.
Even in the most optimistic case of cross sections just
below the current bounds, it is not possible to pin down
the DM mass for mχ & 100 GeV. Previous works have
demonstrated, typically using a small number of bench-
marks [16, 65, 66], that DM mass reconstruction wors-
ens for large masses; here, we have mapped out precisely
where this mass reconstruction fails as a function of mass
and cross section.
Discussion.— The methods introduced in this paper
allow us to efficiently characterize and visualize the phe-
nomenological distinctiveness of direct DM signal models
in infometric Venn diagrams, as shown in Fig. 2. Further-
more, these methods allow for an efficient exploration of
the phenomenology of complex models, and hence allow
us to make ‘benchmark-free’ statements like those shown
in Figs. 3 and 4. In Fig. 3 we see that ruling out non-
standard interactions is harder for light DM, while in
Fig. 4 we see that we cannot pin down the DM mass for
masses larger than ∼ 100 GeV This leaves only a small
region of parameter space – for mχ ∈ [20, 100] GeV and
cross sections a factor of a few below current bounds –
in which the DM mass and interaction can both be con-
strained at the 2σ level with near-future Xenon and Ar-
gon detectors. Such general statements would not have
been possible without an efficient exploration of the Dark
Matter parameter space, made feasible with the tools
presented here. Third generation experiments such as
DARWIN [59] will have a far greater sensitivity. More
events would dramatically improve our ability to con-
strain different models, particularly for models at the
current XENON1T bound.
This work paves the way for a more complete explo-
ration of the direct detection parameter space and a
deeper understanding of the complementarity between
detectors. Future work should explore the possibility to
discriminate between a wider range of interactions, be-
yond the subset of five we include here. In addition, the
techniques we present may be used to optimize detector
properties (target material, thresholds, etc.) in order to
understand how operator discrimination can be improved
at low DM mass.
Our ‘benchmark-free’ method rests on the ’eu-
clideanised signal’ introduced in [30], and works for any
Poisson (and hence Gaussian) likelihood function, as long
as background uncertainties are sufficiently Gaussian.
Euclideanised signals therefore provide a useful forecast-
ing tool for a wide range of New-Physics signals, includ-
ing those in cosmology, indirect DM detection, and col-
lider searches. As we have shown, using direct detection
alone may not allow us to completely constrain the DM
properties. Combining complementary information from
other search strategies, coupled with new techniques for
efficient forecasting, will provide essential guidance in the
future of Dark Matter detection.
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SUPPLEMENTAL MATERIAL
Appendix A: Technical details
First, we generate a large number of points in the pa-
rameter space of model M, ~θi ∈ ΩM (typically of the
order 105). The details of the distribution of the points
do not matter in the limit of a large number of parameter
points. Each point is projected onto the corresponding
euclideanized signal, ~xi = ~x(~θi). This projection depends
on the details of the detector. If multiple experiments are
used, the corresponding vectors are concatenated. Eu-
clideanized signals are generated using swordfish [30]
(see paper for technical details). This process essentially
provides a sample of the model parameter space M em-
bedded in the (usually higher dimensional) euclideanized
signal space. In addition, the mapping between these
spaces is known if M is sufficiently sampled. This sam-
ple of parameter points and corresponding euclideanized
signals are the basis for the various estimation techniques
used in this work.
Confidence contours. Given the sample of projected
points, ~xi, it is now straightforward to generate expected
contours around any parameter ~θ0 ∈ ΩM in the model
parameter space. Such regions are for instance shown
in Fig. 1. To this end, we first calculate the projected
signal ~x0 = ~x(~θ0). Then, using standard nearest neigh-
bor finder algorithms [68], we identify the set of points
~θi that are within a radius rα(M) of point ~θ0. Here,
rα(M) depends on the dimensionality of the parameter
space ΩM as well as the significance level of interest,
rα(M) =
√
χ2k=d,ISF(1− α) where χ2k=d,ISF is the in-
verse survival function of the Chi-squared distribution
with k = d degrees of freedom. For the 3-dim models
that we consider in this paper, and a significance level of
α = 0.045, we have for instance rα(M) = 2.84. Now, the
points in the model parameter space ΩM that belong to
the confidence region can be simply identified by back-
projecting the nearest neighbors in euclideanized signal
space (obviously this back-projecting just requires a look-
up in the original list of model parameters). In this way,
the generation of confidence regions around arbitrary sig-
nal points is efficiently achieved.
Number of distinct signals. For Fig. 2 we are inter-
ested in the (maximum) number of points that can pop-
ulate the model parameter space ΩM such that the model
points can be discriminated in the sense of Eq. (1). This
is equivalent to finding the maximum number of points in
the euclideanized signal space that can populate the em-
bedding of ΩM such that their mutual distance is at least
rα(M). We derive an estimate for this number with the
following procedure: For each projected sample point ~xi,
we calculate the number of nearest neighbors Ni within
a distance rα(M)/2. This can be rather efficiently done
using standard clustering algorithms. Now, we assign a
weight to point ~xi, which is simply given by wi = 1/Ni.
It hence corresponds to the ‘fractional contribution’ of a
single parameter point to a confidence region. The num-
ber of distinguishable signals is given by the sum
ναM,X(ΩM) = cff
∑
i
wi . (A1)
Here, cff is a filling factor correction related to the pack-
ing density of hyperspheres in a d-dim parameter space.
For the 3-dim models in which we are often interested,
this number is given by cff = 0.74 [69]. We find that
this prescription provides an efficient and reliable way to
estimate the number of distinct signals of a model. The
main requirement in the calculation is that each of the
potential confidence regions contains a sufficiently large
(typically at least ten) number of samples. Adding more
points to the original list would then not affect the result
anymore. We tested the stability of our results by dou-
bling the number of sampled points in various examples
from the text. The results remained unchanged in the
limit of ten points per distinct region.
Distinct signals compatible with H0. We are interested
in the fraction of the distinct signal points that are con-
sistent with a null hypothesis that is defined as a lower
dimensional subspace of the full model parameter space,
ΩS ∈ ΩM. Here, we call a point in ΩM ‘consistent’
with ΩS if the composite null hypothesis ΩS cannot be
excluded against the alternative hypothesis ΩM. To es-
timate this number, we first generate a large number of
points in ΩS . We then collect all points from the orig-
inal sample of ΩM whose minimum distance to any of
the points from ΩS is smaller than the threshold val-
ues rα(M,S). Here, the threshold is derived from a χ2k
distribution with k degrees of freedom, where k is the
difference in the dimensionality of ΩM and ΩS (for the
examples in the paper, we usually have k = 1, and hence
rα(M,S) = 2). The number of distinct signals that are
compatible with the null hypothesis ΩS is then simply
obtained by restricting the sum in Eq. (A1) to the points
within the shell around ΩS .
Parameter ranges and nuisance parameters. Finally,
the contours in Fig. 3 and Fig. 4 are generated by iden-
tifying all points that are consistent with the indicated
8null hypotheses, as described in the previous paragraph.
However, in these figures we also take into account the
effects of DM halo uncertainties, as described in the main
text (this is not easily possible when calculating the num-
ber of dimensions). To this end, we generate for each
point ~xi ∈ ΩM several euclideanized signals correspond-
ing to various randomly selected DM halo configurations.
Again, the specific distribution of these points does not
matter as long as the number is large enough to suffi-
ciently cover the various halo configurations. In order
to incorporate external constraints on the DM halo pa-
rameters, we add an additional contribution to the eu-
clideanized distance calculation, which is just given by
(ηi − η¯)2/σ2η, where η¯ and σ2η are the mean and variance
of the nuisance parameter, and ηi is the value of the nui-
sance parameter for a specific point i. The contribution
to the ~x(~θ) is a simple concatenation of (ηi − η¯)/ση with
the Euclideanised signal.
For a large number of sampled points this approach ex-
actly matches a profile log-likelihood analysis. We check
this limit is saturated by increasing the number of sam-
pled points until our results do not noticeably change.
Appendix B: Dark matter signal modeling
Halo Uncertainties. We incorporate halo uncertain-
ties [57] by assuming Gaussian likelihood distributions
for three parameters of the Maxwellian velocity distri-
bution of DM: the Sun’s speed v = (242 ± 10) km/s
[70], the local circular speed vc = (220 ± 18) km/s [71],
and the Galactic escape speed vesc = (533±54) km/s [72].
We assume that these uncertainties are uncorrelated [73],
though in general correlations coming from the modeling
of the Milky Way halo can be included [74, 75]. We sam-
ple from these distributions as nuisance parameters in our
signal calculation and include an additional penalization
term to the euclideanized signal in Eq. (1).
Detector specifications. We implement a simplified
XENON1T for which we adopt an S1-only analysis, full
details of which are given in Sec. IIIB of [30]. For the
recoil spectrum dR/dS1, we use 19 bins linearly spaced
between 3 and 70 PE (corresponding to nuclear recoil
energies ER ∈ [5, 40] keV). The number of bins was cho-
sen for computational efficiency with no noticeable loss
in accuracy. We have checked that including a 20% en-
ergy resolution [76] and increasing the number of bins
should have no substantial effect on our results. Back-
ground distributions as a function of S1 are described
in Fig. 3 of [6] for which we assume 1% uncertainty on
all components separately. We also sum over different
Xenon isotopes, weighting by their naturally-occurring
mass fractions [77].
For our future Xenon detector we scale up the observa-
tion time of XENON1T-2017 by a factor of 100, assum-
ing that background rates stay constant. This exposure
roughly corresponds to that expected for the full run of
the XENONnT experiment [60], so we will refer to this
future detector as XENONnT.
DarkSide20k: We directly use the recoil energy spec-
trum dR/dER as our signal, assuming that the only
relevant isotope is Argon-40. We follow the specifica-
tions of the Darkside50 detector [78], with the nuclear
recoil efficiency taken from Fig. 6 in [78]. The back-
ground is assumed to be flat across the entire energy
range with an expected 0.1 events (with 10% uncertainty)
over 1422 kg days of observation. We assume 19 linearly
spaced bins between 32 and 200 keV.
For our future detector, we assume an exposure of 7.3×
106 kg days, corresponding to a 1-year exposure with a
20-tonne detector. We assume that the background will
remain at 0.1 events in the total exposure. This detector
configuration roughly resembles DarkSide20k [62].
