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TRANSLATIONAL EVALUATION OF THE EFFECTS OF ALTERNATIVE
REINFORCER PREFERENCE ON RESURGENCE
Madeleine D. Keevy, PhD
University of Nebraska Medical Center, 2020
Supervisors: Drs. Wayne W. Fisher and Amanda N. Zangrillo
We assessed the differential effects of high- and low-preference stimuli as reinforcers during
functional communication training (FCT) on resurgence of destructive behavior during extinction
using a multielement design with the components signaled by color-coordinated stimuli. In
baseline, analog destructive responding resulted in reinforcement in both components. Next, in
the treatment phase, the therapist discontinued reinforcement for the analog destructive response
and delivered a high-preference reinforcer for a functional communication response (FCR) in the
HIGH component and a low-preference reinforcer for the FCR in the LOW component. In the
resurgence test, the therapist discontinued reinforcement for both the FCR and analog destructive
response. Three of four participants displayed no resurgence of the analog destructive response in
Phase 3 but did display a differential burst in FCRs across components. One participant displayed
minimal resurgence of the analog destructive response in both components. We discuss these
results relative to resurgence as choice theory.
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Autism spectrum disorder (ASD) is a neurological disorder that manifests in deficits in
communication and social skills, as well as the presence of rigid and repetitive behaviors (Centers
for Disease Control and Prevention, 2018). Among individuals with ASD, destructive behaviors
are common (Hill et al., 2014; Jang et al., 2011). Destructive behavior places children and those
around them at risk for physical harm and physical restraint, overuse of medication, social
isolation, service denial, and abuse (Antonacci et al., 2008).
Differential reinforcement of alternative behavior (DRA) is one of the most common
procedures clinicians use in applied settings to reduce the frequency of destructive behavior
(Petscher et al., 2009; Vollmer & Iwata, 1992). Functional communication training (FCT), a type
of DRA procedure in which the alternative response is communicative, is an effective treatment
for destructive behavior (Carr & Durand, 1985; Tiger et al., 2008). Researchers have published
studies validating FCT procedures for decades, and it remains the standard of care in the
behavioral treatment of destructive behavior (Carr & Durand, 1985; Fisher et al., 2019; Fisher et
al., 2018; Fuhrman et al., 2018; Greer et al., 2019; Greer et al., 2016; Hagopian et al., 1998;
Rooker et al., 2013).
Although FCT is highly effective when trained adults implement it with precision,
treatment relapse often occurs when the adult is unable to deliver reinforcement for the functional
communication response (FCR; Petscher et al., 2009; Tiger et al., 2008; Volkert et al., 2009).
Treatment relapse is a critical area of research focus because it can lead to more restrictive
procedures (e.g., punishment, medication) and placement (e.g., residential or inpatient; Pritchard
et al., 2014).
Treatment relapse may occur when a therapist or caregiver does not implement a
procedure with fidelity. These treatment integrity errors may occur when the caregiver or
therapist has competing responsibilities (e.g., caring for other children) and often occur despite
the adult’s best efforts to follow the protocol. In the case of FCT, errors often consist of
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reinforcing destructive behavior (i.e., errors of commission) or withholding reinforcement for
alternative behavior (i.e., errors of omission; St. Peter Pipkin et al., 2010). The present
investigation focuses on errors of omission because research has demonstrated that these errors
significantly impact the long-term efficacy of FCT-based interventions (Bloom & Lambert, 2015;
Durand & Carr, 1991; St. Peter Pipkin et al., 2010; Vollmer et al., 1999).
Resurgence is one form of treatment relapse that is relevant to treatment-integrity errors
of omission in FCT (Lieving et al., 2004). Resurgence can be defined as the recurrence of a
previously reinforced behavior following its suppression when an alternative behavior contacts
extinction, punishment, or intermittent reinforcement (Lattal et al., 2017; Podlesnik & Kelley,
2014; Volkert et al., 2009). In addition to the risk of injury posed when destructive behavior
resurges, caregivers may inadvertently reinforce the destructive behavior, decreasing the
likelihood that treatment effects will be maintained.
Resurgence is a common phenomenon. Briggs et al. (2018) examined the data from Greer
et al. (2016) to identify whether and to what extent transitions to leaner schedules of
reinforcement produced resurgence of destructive behavior. The authors observed resurgence in
19 of 25 applications of reinforcement schedule thinning, and in some cases, the magnitude of
resurgence exceeded baseline levels of destructive behavior. Therefore, identifying modifications
to FCT that mitigate resurgence of destructive behavior has significant clinical implications.
The prototypical resurgence experiment involves three phases. In the first phase, baseline,
the target response produces reinforcement. In the second phase, differential reinforcement,
extinction is programmed for the target response and an alternative response produces
reinforcement. The third phase, the resurgence test, can take a variety of forms, but often involves
extinction programmed for both the target and the alternative response (Lattal et al., 2017).
Basic research on resurgence has identified multiple variables that affect resurgence (for
reviews, see Bloom & Lambert, 2015; Lattal & St. Peter Pipkin, 2009). Chief among these is the
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rate of alternative reinforcement; high-rate alternative reinforcement appears to eliminate target
behavior more effectively than low-rate alternative reinforcement (Craig & Shahan, 2016).
However, when the high-rate reinforcement for the alternative response is discontinued (e.g.,
errors of omission) or reduced (e.g., schedule thinning) resurgence is more likely to occur and
occur at a greater magnitude (Schepers & Bouton 2015; Sweeney & Shahan, 2013; Volkert et al.,
2009). Recent research has focused on the effects of alternative-reinforcer rate on response
suppression and resurgence, but researchers also have investigated the effects of other dimensions
(e.g., reinforcer magnitude) with humans and nonhuman animals (Craig et al., 2017; Lerman et
al., 2002). Craig et al. (2017) found that alternative-reinforcer magnitude has effects on
elimination and resurgence of target behavior similar to alternative-reinforcer rate.
Many basic and translational researchers studying resurgence have adopted quantitative
models to understand the variables impacting the phenomenon. Resurgence as Choice (RaC) is a
quantitative theory of resurgence derived from the matching law and based on choice responding
(Shahan and Craig, 2017). The matching law states that individuals allocate responding between
two simultaneously available alternatives based on the relative value of reinforcement associated
with each response (McDowell, 1989).
RaC expands the matching law to account for how relative reinforcement rates that have
occurred in the past influence current and future relative response rates. RaC allows researchers
to make predictions about resurgence of the target response during an extinction challenge when
reinforcement delivery ceases.
𝑝𝑇 =

𝑉
𝑉 + 𝑉

In the RaC equation, the probability of the target behavior (pT) is equal to the current
value of destructive behavior (VT) divided by the sum of the values of target and alternative
behavior (VT +VAlt). According to RaC, reinforcers delivered in the past continue to influence the
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responses that produced those reinforcers in the present, and the extent to which a reinforcer
influences behavior is a function of its current value relative to that of other reinforcers. RaC
relies on the temporal weighting rule to explain how the experience of past reinforcement extends
forward in time (Devenport & Devenport, 1994; Shahan & Craig, 2017). The temporal weighting
rule is used to calculate how organisms weigh an experience as a function of that experience’s
relative recency. Specifically, the temporal weighting rule holds that the weight applied to a
particular past experience is equal to the recency of that past experience divided by the sum of all
recencies of past experiences, thereby indicating that more recent experiences receive greater
weighting.
RaC uses the weight of a past consequence in the calculation of its value, and the value of
the reinforcer for a given response affects allocation to that response (Shahan & Craig, 2017). In
RaC, the rate of reinforcement is the most studied of several variables that could impact how
organisms weight past experiences (Shahan & Craig, 2017). RaC predicts that the value
associated with prior reinforcer deliveries decreases with time according to a hyperbolic decay
function. That is, the rate of reinforcement-value decay decreases rapidly initially, but becomes
progressively slower over time. Thus, the value of the reinforcer for the target response decreases
slowly at the start of an extinction challenge because it has been on extinction for a while,
whereas the value of the reinforcer for the alternative response decreases rapidly because it has
only recently contacted extinction. This difference between the rate of reinforcer-value decay for
the target and alternative responses means that the value of the target response increases relative
to the value of the alternative response. According to RaC, it is this increase in the relative value
of the target response that produces resurgence (Craig et al., 2017). That is, the individual
allocates more responding to the target response as the relative value of the target response
increases, thereby producing resurgence.
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RaC makes specific mathematical predictions about how various parameters of
reinforcement (e.g., reinforcer quality) affect resurgence. As RaC draws from the matching law, it
provides a means to quantify qualitative variables. Differences in preference between the
reinforcers for target and alternative responding may be quantified as part of RaC’s bias
parameter, and may additionally influence arousal, though further research is needed to identify
exactly how the quantitative model accounts for preference (Shahan & Craig, 2017). RaC predicts
that resurgence will decrease if we increase reinforcement quality for the alternative response
relative to reinforcement quality for the target response. Assessing relative preference for
reinforcers is one way to measure reinforcer quality, which is a variable that has received limited
study in the basic and applied literature on resurgence.
Research into the effects of reinforcer quality on resistance to extinction indicates that
preference may be a critical variable. Mace, Mauro, Boyajian, and Eckert (1997) assessed the
resistance of compliance to change by varying reinforcer quality in two applied studies in
Experiments 1 and 2 and in a basic laboratory study in Experiment 3. Experiment 1 evaluated a
high-probability treatment in which high-probability requests (those that the participant was
likely to comply with) preceded low-probability requests for two adolescent boys with intellectual
disabilities. Experiment 1 demonstrated that the efficacy of a high-probability treatment was
improved when the researchers reinforced compliance with high-probability instructions with a
(presumably) higher-quality reinforcer (food rather than praise). Experiment 2 demonstrated that
one participant’s persistence of compliance during extinction was greater following highprobability treatment with food. Experiment 3 demonstrated that rats preferred a sucrose solution
over a citric acid solution. The authors found that sucrose reinforcers generated greater resistance
to extinction than citric acid reinforcers, with rates of reinforcement and baseline response rates
held relatively constant. The researchers considered food to be preferred over praise in
Experiments 1 and 2, but they did not demonstrate this relative preference empirically.
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Milo, Mace, and Nevin (2010) used a translational preparation to evaluate the effects of
constant versus varied reinforcers on resistance to change. Arbitrary responding maintained by
varied edible reinforcement was more resistant to disruption (i.e., distraction in the form of a
video clip) than responding maintained by constant reinforcers. Despite these basic and
translational investigations on reinforcer quality and variation, no applied or translational studies
to our knowledge have evaluated the effects of different preferences for reinforcers on resurgence
of destructive behavior.
The purpose of this investigation was to evaluate resurgence during extinction following
DRA with higher and lower preferred reinforcement relative to the reinforcement delivered for an
analog of destructive responding. Specifically, our research question asked whether we would
observe less resurgence in the component in which the reinforcer for the FCR is more preferred
than the reinforcer for analog destructive responding.
Method
Subjects
Four boys with ASD receiving applied behavior analysis services at a university-based
early-intervention clinic participated. The children ranged in age from 3 to 7 years old.
Setting and Materials
We conducted sessions in small clinic therapy rooms measuring approximately 3 m by 3
m. Each room was equipped with a one-way observation mirror to allow unobtrusive behavioral
observation. Materials included high-, moderate- and low-preference tangible items identified in
the paired-stimulus preference assessment described below. Other materials included colorcoordinated stimuli (i.e., table covering, therapist shirt, light covers, pad, FCR card).
Response Definitions and Measurement
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Trained observers collected continuous data on the frequency of target responses and
alternative responses using laptop computers equipped with DataPal, an electronic data-collection
program (Bullock et al., 2017). This program converted data collected during sessions to
responses per minute (i.e., rate). Observers collected data on target behavior (i.e., touching a pad)
and alternative behavior (i.e., card touch or card exchange). A target response was defined as
contacting the pad with an open or closed hand from a distance of at least 15 cm. An alternative
response consisted of picking up and relinquishing an FCR card to the therapist (for three
participants), or touching an FCR card with one or more fingers from a distance of at least 15 cm
(for one participant).
We assessed interobserver agreement (IOA) by having a second observer simultaneously
and independently record data for approximately a third of sessions for each participant. The
DataPal program calculates exact-agreement IOA by dividing each session into 10-s intervals and
comparing each observer’s data for each interval. Agreement for an interval was defined as both
observers recording the same number of responses for a specific behavior within that interval and
agreement coefficients are calculated by dividing the number of intervals with agreement by the
total number of intervals and multiplying the quotient by 100.
For Timmy, we calculated IOA for 37.5% of sessions; IOA for target responding
averaged 90.3% (range 66.7-100%), IOA for alternative responding averaged 95% (range 90100%). For Eddy, we calculated IOA for 50% of sessions; IOA for target responding was 100%,
IOA for alternative responding was 92% (range 83.3-100%). For Tommy, we calculated IOA for
29% of sessions; IOA for target responding was 75.5% (range 66.7-100%), IOA for alternative
responding was 100%. For Cody, we calculated IOA for 32% of sessions; IOA for target
responding was 99.3% (range 96.7-100%); IOA for alternative responding was 94% (range
93.3%-100%).
Experimental Design
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The study used a two-component multielement design. Though we signaled both
components with color-correlated contextual stimuli throughout all phases, both components
were procedurally identical in Phases 1 and 3 and differed only in Phase 2. In Baseline (Phase 1),
we reinforced target responding (i.e., analog destructive behavior) with a moderate-preference
item. In Treatment (Phase 2), the therapist placed target responding on extinction and reinforced
the alternative response with either a high-preference item in the HIGH component or a lowpreference item in the LOW component. In the Extinction Challenge (Phase 3), we placed both
target and alternative responses on extinction in both components.
Procedures
Participants attended research appointments two to five times per week, and therapists
conducted four to ten sessions per appointment. All sessions in all phases lasted 5 min, and we
alternated between components quasi-randomly such that we conducted no more than two
sessions in the same component consecutively. In all phases, the participant sat at a table or on
the floor with the pad within the participant’s reach. In Phases 2 and 3, the FCR card was next to
the pad and within the participant’s reach. To enhance discrimination of the contingencies, we
signaled each condition using color-correlated light filters, table coverings, and therapist shirts.
For example, we used red color-coordinated stimuli during the HIGH component and blue stimuli
during the LOW component. We counterbalanced the colors across participants. Between
sessions, a therapist escorted participants on a brief walk outside the room. In all phases, prior to
the session, the participant was given 20 s of access to the reinforcer.
Preference assessment. We conducted a paired-stimulus preference assessment to
identify preferred tangible items (Fisher et al., 1992). We first conducted the Reinforcer
Assessment for Individuals with Severe Disability with caregivers (RAISD; Fisher et al, 1996).
We then included items in the preference assessment based on caregiver or client nomination and
the results of the RAISD. Other authors (i.e., Piazza et al., 1996; DeLeon et al., 2009) have
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determined high-, moderate-, and low-preference stimuli based on rank order in the pairedstimulus preference assessment. Given that the number of items included in each participant’s
preference assessment differed, we made these delineations based on percentage of consumption.
We defined high-preference items as stimuli that the participant consumed in at least 80% of
trials. We defined moderate-preference items as stimuli that the participant consumed in 60% to
79% of trials. We defined low-preference items as stimuli that the participant consumed in 40%
to 59% of trials.
Reinforcer value assessment. We conducted an assessment to determine the reinforcing
value of the high-preference item, the moderate-preference item, and the low-preference item. In
the assessment, an arbitrary task (i.e., stacking a block) resulted in access to the item. This
assessment was replicated successively for the high-preference, moderate-preference, and lowpreference items. We counterbalanced the order of these assessments across participants.
In each assessment, the arbitrary task was available on a table directly in front of the
participant. The therapist placed the item behind the task stimuli so that the putative reinforcer
was in the participant’s line of sight but out of reach. A response consisted of stacking
interlocking blocks such that the two blocks were flush against each other. We delivered the item
according to a progressive ratio (PR) reinforcement schedule with 20-s reinforcement intervals.
Specifically, the therapist reinforced the first response of the session and then progressively
increased the response requirement for subsequent reinforcer deliveries (i.e., FR2, FR5, FR10,
FR20, FR40, FR80, FR160) until the participant stopped responding for one minute or met the
requirement for the FR160 schedule. We defined the breakpoint as the last schedule requirement
that the participant met prior to meeting the termination criterion. If the results of the reinforcer
value assessment differed from the results of the paired-stimulus preference assessment or if two
or more items had the same breakpoint the following additional procedures were conducted. We
conducted five multiple-stimulus-without-replacement (MSWO) preference assessments with the
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three items and determined the high-, moderate- and low-preference items that were ranked first,
second, and third across MSWOs, respectively (Carr et al., 2000).
Training the target response. We trained each participant to emit the target response
(i.e., the analog destructive response) to access the moderately preferred reinforcer. Each training
session consisted of ten 30-s trials. At the start of each session, the therapist restricted the
moderately preferred reinforcer. During the first two training sessions, immediately after the
therapist restricted the item, a second therapist prompted the participant to emit the target
response by using hand-over-hand physical guidance and then delivered the reinforcer for 20 s.
During subsequent sessions, the delay to physical guidance of the response increased every two
sessions (i.e., 2, 5, 10, 20 s) until the participant independently engaged in the target response on
at least 80% of trials for two consecutive sessions.
Baseline (Phase 1). The purpose of Phase 1 was to establish a history of reinforcement
for target behavior. Phase 1 also served as a baseline to compare responding in subsequent
phases. The therapist began the session by restricting access to the moderate-preference
reinforcer. During the session, the therapist delivered the moderate-preference reinforcer after the
first target response and then on a variable interval (VI) 8-s schedule thereafter. We used
intermittent reinforcement on a VI schedule because these schedules increase resistance to
extinction by making it more difficult to discriminate between conditions of reinforcement and
extinction (i.e., the partial reinforcement extinction effect; Nevin, 2012). We selected this
relatively dense reinforcement schedule to increase the probability of resurgence in the extinction
challenge (Phase 3). We terminated Phase 1 when we completed five sessions in each component
and the standard deviation of target responding was no more than 50% of the mean for each
component.
Training alternative response. We taught each participant to exchange or touch a card
to access the moderate-preference reinforcer. Tommy was the only participant to use a card touch.
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The rationale for this modification was that Tommy had recently completed another study
involving card exchanges. The alternative response was non-specific in the sense that we
reinforced the FCR with the reinforcer that was available in each condition, rather than teaching
specific FCRs for each tangible item. Each training session consisted of ten 30-s trials. At the
start of each session, we restricted the moderate-preference reinforcer. During the first two
training sessions, immediately after the therapist restricted the item, a second therapist prompted
the participant to emit the alternative response using hand-over-hand physical guidance and then
delivered the reinforcer for 20 s. In subsequent sessions, the delay to physical guidance of the
response increased every two sessions (i.e., 2, 5, 10, 20 s) until the participant independently
engaged in the alternative response on at least 80% of trials for two consecutive sessions.
Treatment (Phase 2). The purpose of Phase 2 was to provide differential reinforcement
to suppress analog destructive responding and increase alternative responding. Phase 2 sessions
consisted of a VI 2-s schedule of alternative reinforcement with the high-preference item (HIGH
component) or low-preference item (LOW component). Additionally, we placed target
responding on extinction. Once FCRs occurred at high and stable rates and pad touches occurred
at low and stable rates, we proceeded to Phase 3. We terminated Phase 2 at least five sessions in
each component were completed, the standard deviation of target and alternative responding was
no more than 50% of the mean for each component, and target responding was at an 85%
decrease from the baseline mean for two consecutive sessions.
Extinction Challenge (Phase 3). The purpose of Phase 3 was to test for resurgence of
target responding. Phase 3 sessions consisted of extinction for both FCRs and pad touches. In
other words, no reinforcers were delivered by the therapist during these sessions. All Phase 3
sessions were conducted during a single appointment.
Results
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Table 1 displays the high-, moderate- and low-preference items identified for each
participant. For Timmy, the breakpoints obtained from the reinforcer value assessment for the
high-, moderate-, and low-preference items were 20, 5, and 2 responses, respectively. For Eddy,
the breakpoints for the high-preference, moderate-preference, and low-preference items were 40,
10, and 5 responses, respectively. Tommy’s behavior appeared to be insensitive to the PR
schedule during the reinforcer value assessment; he did not reach a breakpoint prior to the FR 160
schedule requirement for any item, so a hierarchy of reinforcer value was not obtained. However,
the series of five follow-up MSWOs demonstrated convergent validity with the hierarchy of
preference obtained in the paired-stimulus preference assessment. Cody’s breakpoints dropped as
each successive item was evaluated, potentially due to fatigue from the overall procedures. That
is, he reached a breakpoint of 80 responses for the first item evaluated (the low preference item
from the preference assessment), a breakpoint of 40 for the second item evaluated (the high
preference item from the preference assessment), and a breakpoint of 10 for the third item
evaluated (the moderate preference item from the preference assessment).
Figure 1 displays target and alternative responding for the four participants in the three
phases of the study. For Timmy, in both components of Phase 1, the rates of target (i.e., analog
destructive) behavior were moderate and variable but met stability criteria after five sessions in
each component. In Phase 2, target responding immediately decreased to zero. Rates of the FCR
were higher in the HIGH component relative to the LOW component but were stable across both
components. In Phase 3, Timmy’s target responding remained at zero, demonstrating no
resurgence. However, the rates of FCRs increased in both components, with higher rates in the
HIGH component relative to the LOW component. Figure 2 shows the rate of destructive
responding (i.e., aggression, property destruction, and self-injurious behavior) throughout the
three phases of the study for Timmy. Timmy was the only participant who engaged in clinically
significant destructive behavior during the study.

13
For Eddy, in both components of Phase 1, the rates of target responding were initially
moderate and increased throughout the phase. In Phase 2, target responding decreased to zero and
rates of the FCR were moderate and stable in both components. Similar to Timmy’s dataset,
Eddy’s target responding remained at zero and did not resurge in Phase 3. However, Eddy
showed an increased rate of FCRs in the HIGH component and a decreased rate of FCRs in the
LOW component during Phase 3.
For Tommy, in both components of Phase 1, the rates of target responding were high and
stable. In Phase 2, target responding reduced to zero and FCRs were moderate and slightly
increasing in both components. Similar to Timmy’s and Eddy’s dataset, Tommy’s target
responding remained at zero and did not resurge in Phase 3, but Tommy showed large increases
in the rates of FCRs in both components.
For Cody, rates of target responding were high and variable in both components of Phase
1. In Phase 2, target responding decreased rapidly to near-zero levels and rates of FCRs were
moderate and stable in both components. Cody’s target responding increased slightly in Phase 3,
showing a minimal amount of resurgence. FCRs increased in the first session of Phase 3 in the
LOW component and decreased to zero by the second session in each component.
Figure 3 shows resurgence of the target response for Cody in Phase 3 calculated as a
proportion of baseline response rate. Target responding occurred at an average of 0.05 proportion
of baseline responding in the HIGH component and an average of 0.03 proportion of baseline
responding in the LOW component. That is, in addition to the overall low levels of resurgence,
there was also no substantial difference in the proportions of target responding in Phase 3.
Figure 1 depicts the results with time in reinforcement included in the calculation of the
rates (i.e., response count per session / the number of minutes in the session [5]). However, basic
research studies on resurgence conducted with nonhuman species routinely omit the
reinforcement intervals when calculating response rates. In order to evaluate the pattern of
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responding across phases in a manner more consistent with basic research, we graphed the data
for all four participants with reinforcement time removed (Figure 4). Graphing the data in this
manner revealed several differences relative to the data depicted in Figure 1, including: a) more
variability in Phase 1 responding for Timmy, b) substantial differentiation between components
in the rate of FCRs in Phase 2 for Timmy, and c) comparatively low FCR rates in both
components in Phase 2 for Cody. Cody’s low FCR rates in Phase 2 may be attributed to
potentially superstitious responding in the exchange of the FCR card. That is, Cody contacted
reinforcement once for a slow-motion exchange of the FCR card and thereafter exchanged the
card in a markedly slow manner even though reinforcement was available for FCRs emitted at
any speed.
Discussion
This study was designed to reveal the effects of alternative reinforcer preference on
resurgence in a human-operant preparation with children with ASD. Following a baseline to
establish a target response that was analogous to destructive behavior, we implemented a
differential reinforcement treatment with either high- or low-preference alternative reinforcement.
This arrangement produced no resurgence of the target response for three of four participants. For
one participant (Cody), we observed a low level of resurgence following both treatment
conditions, but the level of resurgence was undifferentiated across conditions. Thus, it remains
unclear whether preference for the reinforcer available for engaging in an alternative response has
a significant effect on resurgence.
The present study modeled exposure to extinction following FCT, which in the applied
literature has produced resurgence in 76% of cases (Briggs et al., 2018). The lack of resurgence
observed in three participants may be due to several factors. One potential reason is that the tensession baseline may have been inadequate to establish a history of reinforcement for an arbitrary
response with which the participants had no prior experience. Whereas the study was designed to
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model resurgence of destructive behavior, the participants had less than an hour of reinforcement
history for the target response. In contrast, most individuals admitted for the treatment of
destructive behavior have experienced months to years of reinforcement history for the
destructive behavior prior to intervention. Nonetheless, phase lengths in this study were similar to
other translational investigations in the resurgence literature (e.g., Bolivar et al., 2017).
Alternatively, the effort of pressing the pad may have been greater than the effort of
picking up and exchanging a card, leading to an increased bias toward the alternative response
(Horner & Day, 1991; Shahan & Craig, 2017). It was not possible in the current study to quantify
the effort involved in each response, but given that the target and alternative responses were
topographically dissimilar, it is likely that response effort differed at least somewhat between the
two responses. If response effort was significantly different between the target and alternative
responses, we would also expect to see differences in acquisition of each response during pretraining. However, all participants acquired the target and alternative responses in a similar
number of pre-training sessions (data available upon request), suggesting that the difference in
response effort may not have been significant.
Finally, resurgence of target responding might have occurred had we extended Phase 3
long enough for alternative responding to extinguish. It is fairly common in the literature to see
increased resurgence after the communication response has decreased to low levels (e.g., see
Corey and Jaden in Fisher et al., 2018). An extended extinction challenge was not possible for
these participants due to scheduling constraints. Nonetheless, resurgence is typically a transient
phenomenon and tends to occur early on during resurgence tests. Had we extended Phase 3 for
these participants, any relapse that occurred during later sessions might have represented the
effects of confounding variables, rather than resurgence per say. That is, extending Phase 3 for
these participants would likely have required a break of some length (e.g., play break, finishing
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the extinction challenge on a different day), thereby introducing the possibility that spontaneous
recovery may account for the reemergence of the target response.
Based on RaC theory and prior basic research, we predicted that the rates of resurgence
would be much lower in the HIGH component than in the LOW component. That is, we predicted
that delivering a higher quality reinforcer for the FCR during treatment would significantly
mitigate resurgence of the analog destructive response because the relative value of that response
would exceed the relative value of the analog destructive response during the extinction
challenge. This prediction did not bear out in the current experiment, due to low-to-zero levels of
resurgence observed across participants. As a result, the question of whether higher-preference
reinforcement during treatment mitigates resurgence remains to be answered.
A final potential explanation for these results relates to the fact that the target reinforcer
was qualitatively different than the alternative reinforcer. That is, the reinforcer used in baseline
was never used in Phase 2 or 3. As a result, the stimulus conditions present at the time of
acquisition of the analog destructive response differed from the stimulus conditions during
extinction (Phase 3). From a stimulus control perspective, the participants may have learned that
in the presence of the moderate-preference reinforcer, target responses would be reinforced, and
in the presence of the high- or low-preference reinforcers, alternative responses would be
reinforced. That is, the participants never experienced reinforcement for the target response in the
presence of the high- or low-preference reinforcers. Whereas reinforcement with the moderatepreference reinforcer was programmed in baseline because the variable being evaluated was
relative preference for the alternative reinforcer, it is reasonable that the arrangement
unintentionally decreased the likelihood of resurgence in either component. This potential
explanation highlights the fact that control by the stimulus context may be relevant when
evaluating the effects of contingencies.
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The effects of reinforcer preference on resurgence are worthy of study and this
investigation represents an initial translational foray into this area. Nonetheless, the results of this
study seem to leave more questions than answers. There may be limits to the extent to which
translational preparations of this nature can yield results similar to those obtained in the basic
laboratory, or to those obtained in the applied world. We encourage translational researchers to
take up the task of discovering and disseminating these limits to help shape basic research and
clinical practice in the process.
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Tables
Table 1
High-preference (HP), moderate-preference (MP), and low-preference (LP) items
Participant

HP Item

MP Item

LP Item

Timmy

Tablet

Pin Toy

Squishy Ball

Eddy

Animal Miniatures

Noah’s Ark

Music Toy

Tommy

Animal Miniatures

Pin Toy

Wooden Animals

Cody

Tablet

Action Figures

Magnets
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Figures
Figure 1
Rate of Target and Alternative Responding

Note. Target and alternative responses per minute for Timmy, Eddy Tommy and Cody. Note that
the Y-axis varies across participants.
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Figure 2
Rate of Destructive Behavior for Timmy

Note. Destructive behavior (i.e., aggression, property destruction, and self-injurious behavior) per
minute for Timmy.
Figure 3

Target Responding as a Proportion of
Mean BL Responding

Proportion of Baseline Graph for Cody

Note. Target responding during the extinction challenge as a proportion of baseline response rates
in the HIGH and LOW components.
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Figure 4
Rate of Target and Alternative Responding with time in reinforcement removed.

Note. Responses per minute of target and alternative responding for Timmy, Eddy, Tommy, and
Cody with time in reinforcement removed from the calculation.

