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Let @ bc an entire function on C”, and for any hz0 and r>O define 
F,= I@(z)l’e --2nl’12~h. Let dph denote hm” times Lebesgue measure on C”. Then 
From this and a logarithmic Sobolev inequality we easily deduce 
for all 0 < p < 4 < co where the L” norms are taken with respect to the measure dp,, 
above. We apply these results to the study of the spaces A * consisting of all entire 
functions @ satisfying 
obtaining sharp bounds for some associated operators and proving denseness of 
analytic polynomials in A” for 1 <p< m. We then apply our results to the 
coherent state transform, extending and simplifying some previously known 
results. 6 1991 Academic Press. Inc. 
In Section I we present a study of the spaces AP, 0 < p < co, consisting 
of entire functions @ on C” such that with h > 0 and z = (q + @)/a, 
s l@(z)1 p e 
-2nl4% drip dmq < a3. 
* NSF Postdoctoral fellow. 
231 
0022-1236/91 $3.00 
Copyright a> 1991 by Academuc Prcbs. 1~ 
All rtghts ol reproductmn ,n any lorm reserved 
232 ERIC A. CARLEN 
For pbl, AP is equipped with the natural norm. Our main result is 
Theorem 1, a striking integral identity for entire functions. All other results 
in the paper are based on it. From Theorem 1 and the sharp logarithmic 
Sobolev inequality for the Laplacean on R2” we obtain some sharp 
weighted L p inequalities for entire functions; these are presented in 
Theorem 2. Using this result, we obtain Theorem 3 which gives the sharp 
bounds on the evaluation functionals @I--+ Q(z) on A p, and we obtain 
Theorem 4 which gives sharp A p to AY bounds on the semigroup 
{P, 1 t 2 0} where P,@(z) = @(e-Is). We also obtain bounds on P, for t < 0. 
Finally we apply Theorem 4 to prove Theorem 5 which says that the par- 
tial sums of the Taylor series of @ converge to @ in AP for @ in a dense 
subspace of A”. In particular, analytic polynomials are dense in AP for 
ldp<co. 
In Section II we apply our results to the coherent state transform. We 
recall the definition of this transform at the beginning of the section as well 
as Segal’s result [ 19,201 that it-conjugated by a simple unitary transform 
-is unitary from L2(R”, d”x) onto A 2. Results limiting the concentration 
of functions in the range of the coherent state transform are of interest in 
quantum mechanical applications of it; any such result is a quantitative 
phase space uncertainty principle. Theorems 6 and 7 are two such results 
where the concentration is measured in terms of Fisher information and 
entropy, respectively. While the entropy inequality is a result of Lieb [ 111, 
our proof is new, and it permits us to settle the open question concerning 
cases of equality. In fact, Theorem 7 follows from Theorem 6 as a conse- 
quence of the logarithmic Sobolev inequality for the Laplacean on R2n, and 
the cases of equality in this inequality determine the cases of equality in 
Theorem 7. 
The semigroup {Pt 1 t b 0} discussed above is the image under the 
coherent state transform of the semigroup generated by the Harmonic 
oscillator Hamiltonian -A + Ix12 on L2(R”, d”x), and so Segal calls it the 
harmonic semigroup. Because the A p to A4 bounds for q > p in Theorem 4 
are dimension independent, it may be possible to use the coherent state 
transform to study certain perturbation problems in infinite dimension (see 
C19,211). 
There is a large literature on subjects related to those of this paper. The 
space A* was introduced by Fischer [S] and studied in detail by Bargmann 
in [ 1, 21. The starting point of Bargmann’s investigation was Segal’s 
unitarity result mentioned above (see [3]). Our Theorems 3 and 4 are A p 
generalizations of A2 results of Bargmann, and several other of Bargmann’s 
A2 results can be generalized using Theorems 1 and 2. 
Certain special cases of Theorems 2 and 4 have been rediscovered and 
discussed in the literature several times. References will be given in the 
remarks after their proofs. There we will also sketch a direct proof of 
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Theorem 2; that is, one which does not rely on Theorem 1, which Elliott 
Lieb has shown to me and has kindly allowed me to present. Pitt’s paper 
[ 171 and the papers he cites contain a number of results concerning the 
density of analytic polynomials in Hardy type spaces. However, these 
results do not imply Theorem 5, and the methods used to obtain them do 
not appear to be applicable to our problem. In fact, the density of analytic 
polynomials is an interesting open question even in some Hilbert spaces of 
entire functions; the papers of Newman and Shapiro Cl.51 and 
Shapiro [22] contain some results and discussion bearing on such 
problems. 
I am very grateful to Elliott Lieb for many helpful discussions and much 
encouragement. 
Let z = (z,, z2, . . . . z,) denote a point in C” with 
9 + iP 
z=T’ 
q, p E R”. (I.11 
Let h > 0 and let dp,, denote h-” d”p d”q on C” considered as R2”. Also, let 
dp, denote e -nizi2’h d,uh; this is a probability measure. The notation is 
chosen to facilitate the application of our identities and bounds to the 
coherent state transform in the second section of this paper. 
Here @ will always denote an entire analytic function on C”. For 
0 < p < cc, A p will denote the space of all entire functions satisfying 
Of course, 11. I(Ap is not actually a norm for p < 1, but many of our bounds 
involving it hold in this rage anyway. We shall soon obtain better bounds, 
but the following inequalities will be needed in our preliminary arguments: 
LEMMA 1. ForallO<p<m andall@EAP, 
l@(z)1 < (1 + IzI)‘lp eslzl”ph ((k)““e6n’ph) Il@llap 
a@(z) 
i I F 6(2+ 14) 
2”/pe~,=,2,ph((~)“i”e12nnh) ,l@lla,,. 0.4) 
234 ERIC A. CARLEN 
Proof: These estimates are simple consequences of the fact that 1 @I p is 
subharmonic in each variable zi for all p > 0. 
Let Dn,Jz)= {w: Iwi-ziI GE Vi= 1, . . . . n}. Then 
Taking F = (1 + 1~1))’ yields the first estimate. 
Next, 
< &cn sup{ I@(w)lP: w E D,,,(z)}. 
Again choosing E = (1 + lzl))’ and making simple approximations one 
obtains the second estimate. 
An immediate consequence of Lemma 1 is that AP is a closed subspace 
of L*(R*“, dp,) for 1~ p < co, and hence is a Banach space. In particular, 
A2 is a Hilbert space; and it, together with some natural operators on it, 
have been studied in detail by Bargmann [ 1, 21. Our bounds will enable us 
to easily deduce AP analogs of some of Bargmann’s A* results. 
All of our bounds are consequences of the identities in Theorem 1 below. 
Before stating the theorem, we introduce some more notation. 
Fix any r > 0 and any entire function @ and define 
F,(z) = I@(z)l’e 2niziz’h (1.5) 
We will use V to denote the gradient (d/dp, d/dq) on C” considered as R2” 
THEOREM 1. For all s > 0 and all entire @ such that 
we have 
j IVF;‘*12dpA=~ jF;dp,,. (1.7) 
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Proof. Clearly F;r/’ is smooth away from the zeros of @. Integrating 
over a region Sz excluding sufficiently small neighborhoods of these zeros 
we have 
jQ IVF:/2i2d/+=S, IV(ISZI’s’2,-sn(p2+y2)‘2h)12d~h 
= 
J-C 
~v~@I’s’212+ R 0 
y 
-!$,, 4) .V,@l’s) e-Jn(P*+4Z)/h dph, (I.81 
But since 
0 T 2 ($ + 42) ,-sn(i7~+~2vh = (i A + y) e-sn(p2+42vh 
after two integrations by parts the integral in (1.8) equals 
where do, denotes the surface measure induced on LX2 by d,uh, and n 
denotes the outward normal to aa. 
Now let us write @ = u + iv as usual. Then by the Cauchy-Riemann 
equations, 
vu~vv=Q and lVu12 = IVv12. 
Then letting f denote the common value IVu12 = IVvl’, we have 
(1.10) 
IVpj~42/2= ; 0 2 (U2+v2)rd-If 
and 
AI~I’“=(rs)2(~2+~2)rr’2~1 f (I.1 1) 
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so that 
everywhere in Q. 
IVl@l”l 
Also since VI@I’” = rs(u* + u2)r.r’2p’ (UVU + uVu), it is easily seen that the 
contribution to the boundary integral in (1.9) arising from the exclusion of 
a neighborhood of the zero set of @ vanishes as this neighborhood is 
decreased to the zero set. We may thus take Q to be a product of disks of 
radius R. 
To establish integrability of IVFS12j2, we approximate any @ for which 
(1.6) is finite by a sequence of functions Cp, growing slowly enough that the 
boundary integral in (1.9) tends to zero as R increases to infinity, and so 
that 
,lirnm j IQnlrs eP s*4P2+q2)lh dph = s 
,@I” ,-s2n(P2fq2)lh dph. (1.13) 
Tn fact, take 
n-l 
Q,(z)= @ -z 
( ! n ’ 
With this choice, it is clear that (1.13) holds by dominated convergence, 
and that the boundary integrals tend to zero with increasing R by 
Lemma 1. Let F,,,(z) denote l@,(z)l’ e-2nlz12ih; we then have 
j IVF’;‘f,12d~~=~IF:,,d~, 
for each n. Then since the integrals on the right converge, and the 
integrands on the left converge pointwise, it follows from Fatou’s lemma 
that 
Now define G,,(z) = F,,,(nz/(n - 1)). Clearly 
and 
lim inf j IVG$l 2 dph = lim inf 1 IVF;!il 2 dp,, 
n-m n-m 
lim VG;!i = VFzf2. 
n - m 
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But 
W3z)12 d 2 IVF;r/‘(z)12 + he(n?[- 1 ) F:(z)) 
and the right side is integrable. Thus by dominated convergence 
This together with (1.13) establishes the asserted identity. 
We now easily obtain sharp L* bounds on Fr from Theorem 1 by use of 
the sharp logarithmic Sobolev inequality which bounds 
$ llf;ll:=~(~ClnP:) 
in terms of J IVFz”l’ dp,,. By Theorem 1, this is a bound on (d/ds) jlFrl13 in 
terms of 11 F,l/ ; itself. 
To state the logarithmic Sobolev inequality in a form which is amenable 
to our later applications we now introduce some notation. Again, we 
identify R2” and C”. If p is a probability density on (I?‘“, dp,,), the Fisher 
information Z(p) is defined by 
I(p)=41 Ib1’212dp,, (1.15) 
provided p”* E H’(R*“); otherwise we put Z(p) = CO. The entropy of p, S(p), 
is defined by 
S(P)= -j~lnpb (1.16) 
provided at least one of p In pP or p In p+ is integrable; otherwise it is 
undefined. 
Both Z(p) and S(p) are measures of the concentration of p, and they are 
related by the logarithmic Sobolev inequality: 
For all s > 0 and all probability densities p on (R*“, dph) 
(1.17) 
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with equality exactly when 
p(p, q)~s~e~.~~(lP-Pol~+lY~YO12)/~ 
for some ( pO, qO) E R’“. 
(1.18) 
This inequality follows Gross’s logarithmic Sobolev inequality [9] by a 
change of variables as shown in [7]. The statement about cases of equality 
is proved in [7]. 
THEOREM 2. For p>O, let Il,fll,, denote (jRZn Ifl” dph)‘lp. Let r >O and 
let @ be an entire function. Let F, be related to @ as in (1.5). Then for all 
O<p<q<aI 
f” IlFrll, G P”” IIFrll, (1.19) 
and equality holds exactly when Fr is a multiple of one of the Gaussians (12); 
that is when @ is an exponential function of z; i.e., Q(z) is a multiple of 
Y,,(~) = e2nw* .=lh for some w E C”. 
Proqf: Suppose @ is such that F,(nz/(n - 1)) E Lp(C”, dph). Then by 
Lemma 1, Fr is bounded, and hence Fry LS(C”, dph) for all s with 
p<s< co. Let 
g(s) = IFAl:. (1.20) 
Then g is continuously differentiable in s on (p, co) and is right differen- 
tiable at s = p, and 
s; g(s) = j 
R2n 
Fz In F.: dph 
Then, first using the logarithmic Sobolev inequality (1.17) with Ft/IIF,II: in 
place of p, and then Theorem 1 
i R2n 
F: In F”; dph 
h 
<- s sn RZ” 
IVF:‘212d~h-(2n-nlns)llF,11”,+ llFJ~lnIIF,II~ 
= k y g(s) - (2n -n In s) g(s) + g(s) In g(s). 
Finally we have 
(I.21 ) 
s +J g(s) G ng(s)(ln s - 1) + g(s) In g(s). 
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The differential equation corresponding to the differential inequality just 
above is solved by h(s) = (l/s)“, and therefore a standard comparison 
argument yields 
g(q) d (l/q)” provided g(p) = (l/p)“. 
But this is equivalent to (1.19). 
To remove the regularity hypothesis under which we started our argu- 
ment, consider any @ such that Fry Lp(C”, dph), @,, as defined in (1.14). 
Let F,., be defined in terms of Dn as in the proof of Theorem 1; then clearly 
lim llF,,,llZ= llF,ll: 
*-cc 
for all s. Since the inequality holds for each @,, it holds for @. 
Now letting q tend to infinity we see that F, is bounded by p”‘pIIFJp, 
and hence the derivation of the inequality holds without any additional 
regularity assumption on @. 
The only way to obtain equality is to have equality throughout (1.21) for. 
all s with p < s < q; that is F”, must saturate the corresponding case of the 
logarithmic Sobolev inequality (1.17). By the conditions for equality there, 
p must be one of the Gaussians (1.18). 
Remarks. Special cases of this result have already appeared in the 
literature. In fact, the earliest of these previous results is most comprehen- 
sive of them. In 1975 Lieb [12] found the sharp bound on the coherent 
state transform from L*(R”, d”x) to Ly(R2”, dph) for q > 2. By what will be 
explained about the coherent state transform at the beginning of Section II, 
this is equivalent to the special case r = 2, p = 2, and q > 2 of Theorem 2. 
Surprisingly, Lieb used only real variable techniques in his approach. See 
[ 133 for further applications of his approach. Next, in 1980 Saitoh [18], 
unaware of Lieb, dealt with the case r = 2, p = 2, and q = 2m, m a natural 
number. His proof was based on results about tensor products of repro- 
ducing kernel Hilbert spaces, and so the restrictions on p and q are 
inherent in his method. Saitoh’s proof was later simplified by Burbea [6] 
who also proves a number of related results. 
Lieb has shown me a direct proof of Theorem 2 which does not rely on 
Theorem 1. His proof turns on the subharmonicity of [@I” for s > 0 and on 
the sharp Lp to L4 mapping properties of the heat kernel. The first of these 
follows from (1.10) much as (1.12) does, and by a famous result of 
Gross 191, the second is equivalent to the logarithmic Sobolev inequality 
(1.17). Thus the basis of his proof is the same as the basis of our proof. 
Nonetheless, since it is of interest itself, we are grateful to Lieb for the 
opportunity to present it here: 
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Consider the case Y = 1 and p < 4 < 2p; the case of general q then easily 
follows by iteration, and similar considerations handle the case r > 1. Let 
F, and @ be related as in Theorem 2. Then by subharmonicity 
since Q(z)’ equals the analytic function @(z + w) @(z - w) evaluated at 
w = 0. Hence 
IF,(z)l”<s (F,(z+w)F,(z-w))~‘2e 2(\- yHilPih dpJw . s 
Taking s > q and integrating in z after appropriate translation and scaling 
changes of variable leads to 
where * denotes convolution, H = F4:2, 
G,(w) = ,-2+P)~~~i2/h~ 
HP(w)=H(-w), and 
Then by Holder’s inequality, 
But 11 H- (I 2piy = II HII zP,y = l\Fll f1’2, and (IG, * H(I 2yi(2p ~ yI can be estimated in 
terms of IIHII 2p,4 by the sharp smoothing properties of the heat kernel. 
These follow from the sharp Young inequality [4, 51, or by the sharp 
logarithmic Sobolev inequality and Gross’s theorem [9] as in Weissler’s 
paper [24], or as well by Nelson’s sharp hypercontractivity inequality 
[14] and a change of variable, given in [4, 51, which relates it to the heat 
kernel. Choosing s so that Holder’s inequality is saturated in the applica- 
tion above, one obtains the desired inequality. 
Theorem 2 has several interesting corollaries corresponding to various 
special cases. As a first corollary we obtain the sharp form of the main 
inequality of Lemma 1: 
THEOREM 3. Let A;: @H CD(Z) be the eaaluation functional, and let 
I(AzljAn* denote 
SUP{ l@(z)l I ll@ll,4P = 1) 
INEQUALITIES FOR ENTIRE FUNCTIONS 241 
for 1 6 p < co. Then 
(1.22) 
Proof: We apply Theorem 2 in the case r = 1 and q = cc and with ph in 
place of h to obtain 
sup{ I@(w)1 e -2n’*‘t2M 1 w EC”} 
> 
UP 
< p”lP (I@(w)l e -2~l&‘ph) dpph = II@IIAP 
which shows in particular that ll/izllAP* 6 e2n1z12’ph. 
However, let !Pz( w) = e2nz* w’h. Then YzEAP for all 1 <p<co and 
I( YrII Ap = enp’z’2’2h. (1.23) 
Thus 
which shows that (1.22) holds. 
Our next corollary concerns the harmonic semigroup. Let 
H=z.$ (1.24) 
As an operator on A’, H is essentially self adjoint on analytic polynomials, 
and is the generator of a contraction semigroup of operators P,. These 
statements are easy to establish, and proofs can be found in [ 11. It is 
moreover easy to see that for all @ in A2 and all t > 0, 
P,@(z) = @(eC’z). (1.25) 
We now define P, on A p for all p > 0 and for all t E R by the above iden- 
tity. It is an immediate consequence of Lemma 1 that P, is bounded on A p 
for each p > 0 and that the semigroup {P, I t > 0} is strongly continuous on 
each A p for p > 1. Using Theorem 2 we can prove considerably more. In 
particular, we will now prove a sharp hypercontractivity property for this 
semigroup. 
THEOREM 4. For all p with 1 d p < co, {P, I t 3 0) is strongly continuous 
contraction semigroup on AP. 
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Moreover, for all q > p > 0, P, is a contraction from Ap to A4 for all t 
such that 
e -’ d (q/p)‘,l. (1.26) 
Otherwise it is unbounded. For t = $ln(q/p), the norm is attained only at 
multiples of the exponential functions ds,. 
Finally, for all 0 < q < p and all t E R such that inequality in (1.26) holds, 
P, is bounded from A p to A4 with norm 
llP,@IIAy/ll@llA~6(l -e ~*‘4hm *I4 (1.27) 
for all Cp E A p. 
Prooj Consider first the case q > p and t = i ln(q/p): 
IlP,@ll~,=~ I~(e~‘z)IYe~2rr~‘~2ihd~h 
= e*nr I@(w)l” e*4’7+421h dph(W) 
5 
Oj 
4 ” = - (I@(w)l p e %4*/9//P &,Jw). 
P
Then II P,@(I A’I 6 11@\1 Ap follows from the special case of Theorem 2 in 
which we take the present p for r, take 1 for p, and take the present q/p 
for q. 
To see that (P, I t 3 0) is a contraction semigroup, note that 
llP,@lI.P~ II@IlA’~ Il@ll‘4P~ 
where r = e-*‘p; the second inequality is Jensen’s inequality, and the first 
was established just above. The strong continuity is clear, so the first asser- 
tion is established. 
Now for each t satisfying (1.26) write t = to + t, where t, = i ln(q/p). 
Then 
llPr@II.4*= IIp,,p,,@II.~~ lIpt,@ll/lv~ Il@ll,4P 
by the semigroup property and the initial estimate. 
The fact that P, is unbounded when (1.26) is not satisfied follows from 
(1.23): 
11 P, YZII ,,+J/( YJ Ap = enCYe-” -p)1’12ih. 
The statement about cases of Equality follows from the statement con- 
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cerning cases of equality in Theorem 2. Finally, to establish (1.27) we select 
any normalized @ E A p and estimate as follows: 
which holds since by Theorem 3 
[P,@(z)1 < I@(e-‘z)l <e-2ne-2”z’2’ph. 
Remarks. This theorem extends a result of Janson [lo] who by a dif- 
ferent method established the hypercontractivity statement above for q > p 
on the closure of analytic polynomials in A p. We shall see as a consequence 
of the next theorem that analytic polynomials are dense in A P for all p > 1, 
but this is not a priori clear. While Janson’s method does apply directly to 
all of AP, it does not determine the cases of equality, and does not apply 
when q < p. 
The bound (1.27) is not sharp, but the fact that our estimate is 
dependent on the dimension is not spurious. To see this consider 
x,(z) = c?~~‘*. Then 
IIxmll‘4P= (1 - (Pa)2)--“‘p. 
Defining s = 1 - (e-2’q/p)2 and choosing tx so that (up)’ = 1 -s, one easily 
estimates 
THEOREM 5. For each finite p > 1, analytic polynomials are dense in A p. 
In fact, for each t > 0 and each @ in the range of P, on A p, the partial sums 
of the Taylor series for @ converge to CD in the A p norm. 
Proof: It has been shown by Bargmann [l] that the normalized 
monomials in z constitute an orthonormal basis for A2, and the partial 
sums of Taylor series by Parseval’s identity. 
Next consider the case p > 2. For any @ E A p, pick E > 0 and then choose 
t > 0 so that 11 P,@ - @I/ Ap < c/2. This can be done by the first statement in 
Theorem 4. By the hypercontractivity statement of Theorem 4, P,@ E A’ 
where r = e”p. By the final part of Theorem 3, 
f’- ~2~,n~~,2~@ E A2. 
By Bargmann’s result, there is a Taylor polynomial Y of the entire function 
in (1.28) so that 
lIP,G (l,2)l”(p,2)@ - 57.42 G ;. 
244 ERIC A. CARLEN 
But then applying P, I12)ln( ,L) 7 we get from the hypercontractivity statement 
of Theorem 4 that 
It is clear from (1.25) that P~,,Z~ln,pi2~Y is a Taylor of P,@. 
This establishes the theorem for p > 2; now consider 1 < p < 2. Pick E > 0 
and then choose t > 0 so that 
as before. By the hypercontractivity assertion of Theorem 4, 
P~IIzw~)@ E A’> 
so there is a Taylor polynomial of this function with 
(1.29) 
IIP (1,2),“(2,/4@ - Yll A? 6; (1 - e2Y P/2))” 
as before. But again by Theorem 4, P,- ,,12)lnC2,,,): A2 + AP is bounded, and 
by (1.27)~ 
II 
Let (p, q) denote a generic point in R2n, of course with p and q in R”. 
The coherent state transform [ 11, 161 is an integral transform Y taking 
L2(R”, d”x) isometrically onto a subspace of L2(R2”, dph). It is given as 
y,,f,(p,q)=e@.q12h (11.1) 
Here fi = h/271, a standard notation, will simplify formulas. 
It is built in a natural way out of Weyl’s representation of the Heisenberg 
group. That is, for p and q in R”, let q . P and p Q denote the self adjoint 
operators (fi/i)q .V and multiplicatio n by p . x, respectively, on their usual 
domains of self adjointness. The Weyl operator W,,, is then defined by 
w, y =ei(q.P-p.QVh (11.2) 
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Clearly there are unitary, and since also W,,, = eip’y’2h eip’Q’h eiq.Pih, it is 
easy to verify the formula 
YIcl(P> 4) = ( w,,,40> $ >J (11.3) 
where 
d&) = (i)‘“’ e- I.~lW~ (11.4) 
The range of Y is closely related to A’ as follows: For every rc/ in 
L’(R”, d”x), S+ is of the form 
(11.5) 
where @E A*. Moreover, the map 9: $ H @ is unitary from L’(R”, d”x) 
onto A’. This result is due to Segal [ 19,203 (see [3]), so we call 9 the 
Segd transform. Bargmann has extensively developed its theory in his 
papers [l, 21. 
To prove the theorem, one computes that .Y?’ takes the Hermite func- 
tions, an orthonormal basis for H, onto the products of powers of the zk 
normalized so that these form an orthonormal basis for A*. Since this fact 
will be useful later, we provide some details. 
First note that for any $ in Schwartz space 
W,,,+(x) = epiP.-@lC/(x + q) 
so that for any unit vector u E R”, 
Therefore as u . (Q - iI’)*&, = u . (Q + if’) do = 0, 
( Wp,,hl (u. (Q - if91k$ > = (u. (4 - ip))“( Wp,kh, ti >. 
In particular 
by an explicit computation of (&,, W,,,&). 
Fix an orthonormal basis {u,, . . . . u,} of R”, let CI denote a multi-index 
(a,, . . . . 01,) in the usual way. Let (Q-S)” = n;= 1 (uk . (Q - iP))“” and 
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let zZ = n;;l=, z?. Define 4, = (2’“lr!) ~ ‘j2( Q - iP)“& and define Q,(Z) = 
(21”t~!))‘/2(z”), Then it follows from (6) that 
The 4, are of course the normalized Hermite functions. 
It is useful to have a priori estimates which restrict in some sense the 
concentration of functions in the range of 9. These are of interest in 
quantum mechanical applications of the coherent state transform where 
l+Y$(p, q)l’ is interpreted as the phase space density in the state $, and 
any limit on its concentration is a sort of uncertainty principle. Even the 
obvious estimate 
(11.7) 
is quite useful for estimating the ground state energy of a Schrodinger 
operator (see [ 121). 
Two measures of the concentration of a density p are its information Z(p). 
and its entropy S(p), defined in the last section. 
THEOREM 6. Let p = IYI,!JI ’ for some normalized II/ E H. Then 
I(p)=41 ,Vp’:2,2dph=T. (11.8) 
ProoJ In view of Segal’s result on the range of 9, this identity follows 
immediately from the Y = 2, p = 2 case of Theorem 1. 
It is a direct consequence of this result and the strict convexity of I that 
the information characterizes pure states in quantum mechanics. In more 
detail, consider any normalized positive trace class operator D on 
L2(R”,d”x); DIC/=C1+,&($n,$)$n with ll$,J2=1 for all n, and 
c I-cc A, = 1. D represents a mixed state in quantum statistical mechanics; 
it is pure if and only if some II,, = 1. The coherent state transform associates 
to D the phase space density p. = x1 _ ocI A,, 195,Gn( 2. The strict convexity of 
Z then implies that 
with equality exactly when D represents a pure state. 
We can now apply the logarithmic Sobolev inequality which converts an 
upper bound on Z(p) into a lower bound on S(p). In this way we get a 
proof of the full entropy conjecture of Wehrl [ 11,231: 
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THEOREM 7. Let p = Y$ for some normalized $ E H. Then 
S(P) 3 n 
with equality exactly when 
4(x) = ~po.yo(x) = eip%b - 4) 
for some ( pO, qO) E R*“. 
Proof By the logarithmic Sobolev inequality (1.17) for s = 1, 
(11.9) 
(11.10) 
(11.11) 
with equality exactly when 
for some ( pO, qO) E R*“. Since by Theorem 6, Z(p) = 4ruc/h, we have 
S( I9+[ *) > 2n - n = n with equality just when /9$I 2 is one of the Gaussian 
functions in (11.12). But these are 19~$,,,,,1’ and Lieb [ 1 l] has shown that 
in case 19’4, I* = I~c#~I *, then 4 i = &. Hence the theorem is proved. 
Remark. The inequality in this theorem is due to Lieb [ 111; only the 
statement about cases of equality is new. However, our proof requires only 
Theorem 1 and the sharp logarithmic Sobolev inequality whereas Lieb’s 
proof required the much deeper sharp Young and Haussdorf-Young 
inequalities. 
See Wehrl’s paper [23] for a discussion of this inequality in statistical 
mechanical context. 
Lieb obtained his proof of (II.1 1) by differentiating in p a sharp Lp 
bound on the range of Y at p = 2 where Y is an isometry. Specifically, 
Lieb proved that for p > 2, the coherent state transform Y is bounded from 
H to Lp(R2”, dp,,) with norm 2”~2p~“~p, and this norm is attained only at 
the functions #p,,y, specified in (11.10). Note that this as well as a sharp 
lower bound for IIY$ lip for p < 2 is a direct consequence of the case r = 2 
of Theorem 2 and the fact that 9 is an isometry from H onto A2. 
We conclude with some remarks on Janson’s part of Theorem 4 from the 
Segal transform point of view. Let Q, denote the Hermite semigroup on 
L*(R*“, d”x); that is, 
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where the 4, are the Hermite functions; then 
P,=cpQ,c? '. 
The Hermite semigroup is also unitarily equivalent to the Ornstein 
Uhlenbeck semigroup {T, 1 t 3 0) on L2(R", c”“” d”x) under the standard 
ground state transformation; that is, 
T,f’(x) = &I(X)-’ e--‘“(4ofNx), 
where H is the harmonic oscillator Hamiltonian with ground state &, as 
given in (11.4). Nelson’s sharp hypercontractivity inequality [14] says 
that the OrnsteinUhlenbeck semigroup is only a contraction from 
L P(R”, e n’*” d”x) to Ly( R", e n1x12 d"x) for e ’ 6 ((p - 1 )/(q - 1)) ‘12. 
Thus the Segal transform produces a semigroup with better hypercontrac- 
tivity properties than the ground state transformation. 
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