Sequences of accented fundamental frequency (F0) peaks ("toplines") were measured for sentences of the form A and B but C and A but B and C, where A, B, and C are separate main clauses with three (four in a replication experiment) accented words each. It was hypothesized that the differences in boundary strength (but-boundary stronger than and) would be reflected in the way declination was reset following the boundaries. There were significant differences between the toplines of the two sentence types, the most consistent being that the accent peaks immediately following the two boundaries were higher if they followed .but than if they followed and. In other respects the toplines were similar, exhibiting declination within each clause and across the three clauses; corresponding clause toplines that began at different levels following different boundaries nevertheless tended to end at the same level. The fact that hierarchical organization is reflected intonationally in this way makes problems for models of F0 in which contours result from the interaction of a number of preplanned overall trends. Suggestions are made for the incorporation of hierarchical information into models that analyze F0 contours as strings of abstract targets.
of Danish as a direct intonational cue to the clause's intended pragmatic effect (complete statement, incomplete statement, question), and has consequently argued more generally that, for Danish at any rate, the left-to-fight model "misses the essential aspect of the production of intonational phenomena" ( 1985, p. 1214).
How can we progress beyond this theoretical stalemate?
B. Implications of declination reset for the two models
It is well known that longer sentences may contain more than one intonational phrase, each with its own declination slope. It is also known that declination slopes beginning after a sentence-medial phrase boundary generally start lower than those at the beginning of a sentence; that is, when declination is "reset" in midsentence, it is generally not reset all the way. This phenomenon, referred to as partial reset by O'Shaughnessy and Allen (1983), has seldom been studied in any detail, and few investigators have considered the implications of partial reset for their models of declination. The only serious discussion of the theoretical implications of declination reset known to me is in Thorsen's recent
work (1985, 1986). Thorsen investigated Danish texts in which shorter declination domains (clauses or short sentences) were conjoined to form a single longer domain (long sentences or paragraphs). For example (Thorsen's translations of the original Danish texts), see the following. (a) Amanda is going away camping, and her mother is taking a course in Germany, and her father is going to hike in Lapland.
(b) Amanda is going away camping. Her mother is taking a course in Germany. Her father is going to hike in Lapland.
She found that the declination slopes across the shorter domains varied' They were steeper in the case of the complete sentences and less steep in the case of the clauses separated by commas. But, in both cases, the shorter-domain slopes appear to fit the same overall downward trend across the whole text. Thorsen concludes that we must recognize a hierarchy of textual units, and that overall F0 trends or shapes must be specified for the units at each level in the hierarchy. That is, the overall downward trend across the whole text reflects a preplanned, superordinate declination slope that interacts with the other component slopes and configurations into which the F0 contour is analyzed. Thorsen rejects an alternative model, proposed speculatively by Liberman and Pierrehumbert ( 1984, p. 231 ) , in which pitch range parameters could still be set from left to right, but with the left-to-right setting operating separately for each layer in the prosodic hierarchy. She claims that this approach would have ditficulty with certain constancies in her data that the superposition approach handles with no trouble (Thorsen, 1985 (Thorsen, , p. 1214 .
However, the case is by no means as clear as Thorsen suggests-•certainly not if we attempt to generalize beyond her Danish data. The main reason that the partial resets in Thorsen' s data fit a smooth downward trend (which is what makes it attractive to model her data in terms of superimposed declination slopes) is that the hierarchical organization of her texts is relatively simple. Her texts are strings of roughly equal subtexts, coordinated by and or simply juxtaposed. Yet syntactic hierarchies--bracketed constituent structures--can be much more complex than that, and impressionistic observation suggests that F0 responds to that greater complexity. If this is true, theh models like Thorsen The most natural interpretation of these sentences appears to be one in which the but opposes one proposition to the two conjoined by and; in Cooper and Paccia-Cooper's terms ( 1980, Chap. 7), the but-boundaries are stronger than the and-boundaries. Assuming that this difference of boundary strength is reflected in the F0 patterns, one obvious way to model the difference, given Thorsen's approach, would be to posit an intermediate-level declination slope for the two clauses conjoined by and, intermediate, that is, between the slope that spans the whole sentence and the slopes on the individual clauses. Alternatively, one might posit nonlinear (e.g., "convex" and "concave") slopes for the sentence-level declination component. Either way, the simplicity with which the superimposed trend model fits Thorsen's Amanda sentences•is lost. This is not to suggest, of course, that the approach proposed by Liberman and Pierrehumber/would find such cases simple--only that the apparent suitability of superimposed trends for modeling declination within declination may be partly a consequence of the simple cases investigated by Thorsen. In any case, it will be apparent that the details of declination reset are of considerable theoretical interest. The present study investigated F0 in texts where boundary strength at reset points was systematically manipulated, with the following goals: to replicate findings of declination within declination; to show that differences of boundary strength are reflected in differential reset; to provide systematic instrumental data on differential reset that can be used to formulate more specific hypotheses and more testable models of how resetting is controlled.
I. EXPERIMENT 1
A. Method
General
The procedure adopted here is comparable to that of several other recent studies of sentence intonation (e.g., Thorsen, 1980 Thorsen, , 1981 Bruce, 1982; Liberman and Pierrehumbert, 1984) . Controlled speech materials were recorded under laboratory conditions, and mean F0 values for selected points in the resulting utterance contours--computed for each speaker separately--were taken as the basic data. In order to investigate differential reset in this way, it was necessary to construct two sets of sentences that contained boundaries of different strength but were otherwise as similar as possible. The investigation then centered on comparing the "toplines" of the two sets, i.e., the values of the F0 peaks associated with the major accented syllables.
The sentences compared were of the form A and B but C and A but B and C, where A, B, and C are clauses of roughly parallel rhythmic and syntactic structure. In what follows, these structures will be referred to as the and/but and the but/and structures, respectively. For example, see the following sentences2:
Allen is a stronger campaigner, and Ryan has more popular policies, but Warren has a lot more money. (and/but) Ryan has a lot more money, but Warren is a stronger campaigner, and Allen has more popular policies (but/ and).
Like the sentences just discussed in the Introduction, these sentences have a natural interpretation in which the but-boundary is stronger, as illustrated in Fig. 1 . Since all three clauses can plausibly appear in all three positions in both structures, these texts make it possible to isolate the factor of boundary strength from potential confounding variables such as differences of length and semantic content.
Preliminary auditory analysis of a variety of such sentences suggested that there would be declination across each clause and across the whole sentence (as in Thorsen's study), but that (unlike Thorsen's results) the boundary strength differences would yield systematic differences in the amount of reset. No detailed hypothesis was formulated about the reset differences, because they Were extremely difficult to pin down auditorily. That is, the two structures sounded different intonationally, but it was difficult to say where the difference lay; in the event, it appears that this can be attributed partly to the subtlety of the differences, and partly to variation among speakers. The hypothesis was simply that the topline patterns of the and/but and but/and structures would differ significantly.
In addition to the topline analysis, measurements were made of the contour-final low F0 values at the end of each separate clause (A, B, and C). In what follows, these values will be referred to as "end points" (see Fig. 2 ). The endpoint analysis had three purposes. Most important was to provide data relevant to the question of whether declination within declination should be modeled in terms of superim- Finally, the durations of the two boundaries in each sentence were measured (specifically, what was measured was the combined duration of the prebounaary stressed vowel, the following unstressed syllables, and the following pause). This was intended as an independent check on the assumption that the two experimental conditions did in fact involve a difference of boundary strength: There is evidence (e.g., Lehiste, 1972; Oller, 1973 ) that both the duration of pauses and the amount of preboundary lengthening correlate strongly with the strength of the boundaries they accompany. If boundary durations showed that speakers treated the boundaries as being of equal strength, we would expect F0 results comparable to Thorsen's cited above--and the experiment would obviously be judged irrelevant to the question of whether differences of boundary strength are accompanied by differential reset. Conversely, if the duration patterns showed clear evidence of different boundary strengths but there were no accompanying F0 differences, then doubt would be cast on the impressionistic evidence for differential reset.
Speakers
The speakers were four students at the University of Sussex, all male native speakers of British English in their twenties and thirties. The decision to use only male speakers was made because of the technical limitations of the F0 ex-traction programs available. Two of the speakers--one (DM) from London, the other (GH) from Liverpool--had clearly identifiable regionalisms in their speech; the other two used a more or less standard pronunciation. Speakers were paid a small sum for their participation.
Notices advertising the study stipulated that speakers should be "able to read aloud with reasonable fluency and expressiveness," and six speakers were first put through a brief screening test in which they read a paragraph of connected literary prose and several two sentence dialogues. None of the speakers was rejected on the basis of the screening test, so that the original speakers were simply the first to respond to the advertisement. However, data from two speakers (DG and XG) were not fully analyzed and are not reported below. DG failed to complete the series of recording sessions and his data were thus incomplete in any case. The decision to drop XG as well was motivated primarily by practical considerations of time, money, and computing resources available during the period of my research fellowship. The topline analyses for experiment 1 (including the ANOVA) were completed for both DG and XG, and the results do not contradict the findings reported below; the most obvious difference is that these two speaker's productions were substantially more variable (as reflected in much larger standard deviations) than the four speakers whose data are reported.
Speech materials
As noted above, the test sentences were of the form A and B but C or A but B and C, where A, B, and C were clauses of similar rhythmic and syntactic structure. The clauses contained one of three subjects (Ryan, Warren, and Allen) and one of three predicates (has a lot more money, has more popular policies and is a stronger campaigner); the 
Recording procedure
Speakers were recruited for a series of three recording sessions, which were spread out over 6 weeks and included material from several different experiments. In each recording session, test sentences from one experiment served as filler sentences for other experiments. The materials for experiment 1 were recorded at the first recording session.
The session consisted of the 36 test sentences together with approximately 100 filler sentences of various structures. All the sentences were typewritten on slips of paper, grouped in blocks of from two to six similar sentences. (The order of the blocks was systematically varied so that no two speakers read the sentences of a given session in the same order. ) The speaker was given the entire stack of slips at the beginning of the session; at the bottom of the stack were between 10 and 30 "dummy" slips, so that the speaker would not be aware when he was reading the last sentence of the session. A practice period of 20-30 sentences preceded the recording session. The whole session (including the practice period) lasted about 35-40 min.
The recordings were made in a sound-attenuated booth on high-quality equipment. Speakers controlled the tape by remote control, and were instructed to stop the tape after each sentence. They were permitted to proceed at their own pace, and were encouraged to take at least one break outside the booth during the session. They were told to repeat sentences if they stumbled or were otherwise dissatisfied with their performance, but only DM did this consistently.
Speakers were not told the specific goals of the study until after the whole series of recording sessions. In particular, their attention was never drawn to the points of syntactic difference between experimental conditions. Speakers were, of course, aware that I had advertised for speakers who could read expressively, and DM and GH knew in a very general way that I was interested in intonation.
$. Acoustical analysis
The recorded utterances were low-pass filtered at 4.5 kHz and digitized at 10 kHz. Here, F0 was extracted using the cepstrally based API command of the Interactive Laboratory System (ILS) software package. Measurements were made using the interactive computer graphics provided by ILS. A sample utterance contour showing some of the details of these measurements is given in Fig. 2. (i) Toplines. As noted above, the investigation focused on the "toplines" of the utterance contours, i.e., on the nine F0 peaks--three in each clause--associated with major accented syllables. To determine toplines of this sort, it is obviously necessary to assign a single F0 value to each of the accented syllables under consideration. This was done according to the following criteria (see Fig. 2 ).
(1) If the accent was marked by a clear F0 peak (as perhaps half of them were), the highest F0 value was taken as the value of the target. This was done regardless of the alignment of the F0 excursion with the segmentals. For example, as can be seen in the case of campaigner in Fig. 2 , F0 peaks were frequently aligned with the unstressed syllable following the stressed syllable, but those peak values--not the highest value of the rapidly rising F0 on the stressed syllable itself--were taken to represent the topline point. For theoretical justification of this procedure, see Ladd ( 1983, p. 729 if.) and the references cited there.
(2) If the accent was not marked by a clear F0 peak (as in the case of lot in Fig. 2 ), then the F0 value at the energy peak of the stressed syllable was taken to be the topline point.
(3) However, in some cases, especially on the syllables "pop" of popular and "strong" of stronger, there was a rapid fall in F0 after the onset of voicing, followed by a slight leveling off, followed by another rapid fall before the following stop consonant; in these cases, the topline point value was taken from the most level part of the syllable contour, even though the energy peak often occurred slightly earlier or slightly later, during the rapid F0 falls.
On the basis of these F0 values, mean values for each topline pointmrounded to the nearest Hzmwere computed for each speaker. In computing these means and in subsequent statistical analysis, the different versions of each sentence type were averaged together as if they were repetitions of identical sentences. That is, all 18 and/but sentences for a given speaker were averaged to yield a topline for the and/ but structure for that speaker, and similarly for the 18 but/ and sentences. This means that the different combinations of subject and Predicate in each sentence set were used only as a control on segmental F0 effects, not as a basis for systematic comparison of sentences within each set.
In order to assess the amount of measurement error involved in the procedures just outlined, the data for one speaker were processed twice, once at the beginning of the analysis and again at the end about 2 months later. As can be seen from Table I , the rounded means for the majority of the topline points are the same in both sets of measurements. Only at one point does the difference in the rounded mean exceed 1 Hz.
(ii) End points. In general, the F0 extraction was not very reliable for end points, and all the measurements were made "by hand" using the ILS waveform editing programs, measuring the duration of three pitch periods and computing F0 on that basis. In cases where voicing remained regular until the end of the last vowel and there was no obvious final rise in F0, the last three identifiable pitch periods were used as the basis for the computation. In cases where there was an obvious final rise (mostly restricted to DM's utterances), the three longest pitch periods were visually identified and the computation was based on those. In cases where voicing was markedly irregular (e.g., creaky voice) or absent, no value was computed; consequently, most of the end-point means are based on fewer than 18 values.
(iii) Boundary durations. Boundary duration measurements were made with the help of the ILS cursor program. The intervals measured began with the onset of the last stressed uowel preceding the boundary (viz., the stressed vowels of campaigner• money• and policies) and ended with the onset of phonation for the following but or and. This procedure was adopted, rather than simply measuring the silent interval between phrases, for two reasons.
(1) To avoid any difficulties identifying the beginning of the silent interval where the signal gradually diminishes at the end of each clause. ß (2) To take account of evidence that boundary pauses are closely integrated into an overall rhythm or "foot structure" governed by the location of stressed syllables (cf. Scott, 1982) The trend across the whole sentence is clearly downward, in the sense that a given peak in one clause topline is almost invariably higher than the corresponding peak in the following clause and/or lower than the corresponding peak in the preceding clause (e.g., C3 is lower than B3 which is lower than A3). The trend of individual clause toplines is less clear, and seems to vary more from speaker to speaker. Some of the clause toplines (e.g., TH's clause A toplines) do show a classic declination shape, but more of them have the shape of a flattened V, with the second peak the lowest. Even these, however, might well be included as exhibiting declination, since the first peak is the highest, and since there are good reasons for suggesting that the words at the second peak (popular, a lot, stronger) have a lower degree of stress or prominence than those at the third peak (policies, money, campaigner). Only DM's pattern is genuinely different, with the third peak highest in its clause in both clause A and clause B. To the ear, it was quite plain that DM used a different tune type, with ½ontrastive-sounding, fall-rise accents on peaks A3 and B3 where the others generally had unemphatic plain falls.
(ii) Differential reset. In a general way, then, findings that declination over short domains can coexist with declination over longer ones are confirmed, or at least not contradieted. We now turn to the question of whether the experimental manipulation--the difference between the and/but and but/and conditions--has produced any differences in the amount of reset. Inspection of Fig. 3 suggests that there are such differences, but the most consistent pattern is not very conspicuous and requires some discussion. Indeed, the difficulty in interpreting these results draws attention to the fact that the very definition of reset depends to a considerable extent on one's theoretical assumptions. One obvious approach, consistent with Cooper and Sorensen's notion of "gall-rise pattern" (see footnote 3 ), would be to define the amount of reset as the difference between the last preboundary peak (A3 or B3) and the first postboundary peak (B 1 or C 1, respectively) . Looking at the data this way, we see no consistency whatever: GH steps up slightly across a but-boundary and down slightly across an andboundary. TH steps up by similar amounts across both types of boundary. DM steps down by similar amounts across both types of boundary. (This is obviously related to the shape of DM's clause toplines, but that fact in no way alleviates the problem of defining reset. ) CG steps up negligibly across the first boundary of the sentence, regardless of whether it is and or but, and steps up markedly across the second boundary, more for but than for and. In short, there is no obvious characteristic that distinguishes the course of F0 across the andboundary from that across the but-boundary.
Another possible definition of reset that might reveal consistent differences between experimental conditions would be to look only at the postboundary peaks (B 1 and C 1 ), and to compare the peak that follows but with the one that follows and in the same experimental condition. This is the approach most consistent with a theory (like Thorsen's) that seeks to fit individual declination slopes to an overall trend across the sentence, and it makes somewhat more sense of the data than the approach based on Cooper and Sorensen. For all speakers, the post-but peak (B 1 ) is higher than the post-and peak (C 1 ) in the but/and condition. In the and/but condition, however, there is no clear pattern; some of the speakers do have the post-but peak (C 1 ) higher than the post-an•l peak (B 1 ), but others do not. Moreover, even if there were a completely consistent result here (i.e., post-but peak always higher than post-and peak, regardless of experimental condition), it would still not be very obvious how to use overall trends across the sentence to model such specific comparisons between points in the contour (cf. the suggestions made in the Introduction).
The most consistent pattern emerges when we define reset only in terms of the postboundary peaks (B 1 and C 1 ), and compare across experimental conditions at the same position in the sentence•that is, compare the height of B 1 in and/but with B 1 in but/and, and ofC 1 in and/but with C 1 in but/and. Looking at the data in this way, we see that in every case the postboundary peak is higher after the but-boundary than after the and-boundary at the same position in the sentence. There is no comparable difference--indeed, virtually no difference at all--between experimental conditions on peak A 1. Nor is there any consistent effect on the second and third peaks in any of the clauses, though certain marked differences do occur on these peaks in individual speakers.
That is, the most consistent difference between the two experimental conditions appears to be concentrated on points B1 and C1. This pattern can be seen very clearly in GH's data in Fig. 3 , but it applies to a greater or lesser extent to all speakers in both conditions.
If the most significant differences between the two experimental conditions are in fact concentrated on the two postboundary peaks in the way just outlined, this should be revealed in the pattern of interactions in the ANOVA. Specifically, we would expect to find some clause-by-sentencetype interaction (because the differential reset would affect the clause means), and an even clearer clause-by-accent-bysentence-type interaction (because of the effect on the first accent of clauses B and C, but not A), but no accent-bysentence-type interaction at all (because the effects of sentence type on accents B 1 and C 1 would tend to cancel each other out in the means). This is exactly the pattern of results in the ANOVA, as can be seen from Table II. 
End points
The most conspicuous fact about the end points is that, except in DM's data, they show no obvious effec. t of experimental condition, nor any downward trend. This can be seen in Fig. 3 (for details, see and B3 peaks were higher than A1 and B1, respectively. Moreover, DM's end points also seem to show an effect of experimental condition: They are higher before an andboundary than before a but-boundary. This is the opposite of what would be predicted if we define reset in terms of the Cooper-Sorensen notion of boundary-spanning "fall-rise pattern": Given that the postboundary peak is higher after but than after and, we would expect that the preboundary valley should be higher as well.
$. Boundary durations
Boundary durations, defined as discussed above, are shown for the four speakers individually in Table III . In order to assess the significance of these data, an ANOVA was performed with sentence type (and/but versus but/ and) as a grouping factor and conjunction type (and or but) as a within-group factor. Results (given in Table IV) show that but-boundaries are significantly longer for GH and TH, and longer for CG when one takes into account the effect of position in the sentence. This seems to confirm that the differences between the and/but and but/and structures may be treated as involving differences of boundary strength.
However, it can also be seen that DM's boundary durations show no significant effect of boundary strength. It is noteworthy that DM also showed the least difference in his toplines. By contrast, GH, whose topline effects were very striking, also shows large and significant differences of boundary duration.
C. Discussion
There are two noteworthy facts about the pattern of differential reset observed in this experiment.
First is the fact that the reset differences appear to be concentrated on peaks B1 and C1. This causes particular problems for Liberman and Pierrehumbert's model, and lesser problems for a number of other models of declination. The problem is that one would expect to find that greater height on the initial peak of a declination domain was propagated down the slope, as it were, all the way to its last peak (e.g., if B 1 is higher, then B2 and B3 should also be higher). This does not appear to be the case anywhere in the topline data except for CG's clause C toplines. Moreover, to the extent that the final peaks of each clause are unaffected by The other noteworthy feature of the results is the fact that the differential reset is best defined by comparing across experimental conditions. This means that the size of a given reset must in effect be evaluated relative to something that is not there. The most plausible way of doing this is to treat the postboundary peak as a target of some sort, calibrated relative to the range of the speaker's voice. This notion of target is entirely in keeping with a model of intonation in which contours are generated as sequences or strings of local "intonational events," but is more dit•cult to express naturally in terms of superimposed overall trends. I have described elsewhere (Ladd, 1983) (2) Assuming that the differential reset effect from experiment 1 is replicated, which accents does it affect? Does it apply only to the first postboundary accent (Governor, Senator, Congressman), only to the more strongly stressed second accent (Allen, Warren, Ryan), or does it apply to both? If it applied only to the first or only to the second, then the tentative conclusion from experiment 1--that boundary strength can affect individual topline points independently of the course ofF0 over the rest of the declination domain--would be very much strengthened. If it applied only to the second, it would also provide further evidence of' the relevance of hierarchical organization for F0, since the two top-line points of the subject noun phrases are within a constituent of each declination domain. If, on the other hand, it applied to both, and especially if it applied more to the first than to the second, the earlier conclusion would be weakened; such a result might be taken as evidence that, to at least some extent, differential reset is propagated down the declination slope.
The two foregoing aspects of experiment 2 were largely exploratory. The only specific prediction that was made with some confidence about the results of experiment 2 was that the sentence-final end points would remain constant for each speaker: Constancy of end points has been found in a number of studies (Liberman and Pierrehumbert, 1984; Menn and Boyce, 1982; Maeda, 1976) , and this constant value has been used as a speaker-specific "baseline" in a variety ofF0 models (e.g., Liberman and Pierrehumbert, 1984 In the following respects, the results of experiment 2 replicate those of experiment 1.
(1) Each point in clause toplines B and C is generally lower than the corresponding point in the preceding clause topline, suggesting a downward trend across the entire utterance.
(2) The section of each clause topline formed by points 1, 2, 3 is roughly like a flattened V, with point 2 lower than 1 or 3 in most cases; together with ( 1 ), this suggests the existence of independent trends for the clause toplines and the whole sentence.
(3) The clause toplines begin higher after a but-boundary than an and-boundary, comparing across experimental conditions at the same position in the utterance (but see further on this point below). The pattern of main effects and interactions in the ANOVAs is comparable to that for experiment 1, except that in experiment 2 there are also significant clause X sentence-type interactions. This difference is presumably related to point (2) in the following paragraph.
With regard to the increase in the length of the clause toplines from three to four accents, the two experimental questions yield the following answers.
( 1 ) In general, relative to the data of experiment 1, the first point of each clause is scaled somewhat higher (i.e., A0, B0, and CO of experiment 2 are higher than A 1, B 1, C 1 of experiment 1 ), while the last point of each clause (A3, B3, C3) is unaffected. This is seen very clearly in GH's data and to a lesser extent in DM's. This strengthens the general conclusion of experiment 1 that changes in the scaling of an initial topline point are not necessarily propagated all the way down the topline. However, detailed comparison (see Appendix A) also shows that the overall level of TH's and CG's data is higher in experiment 2 than in experiment 1. This obviously complicates the direct comparison between experiments, and will be discussed further in Sec. IIB 2.
(2) Although the differential reset shows up most strongly on the first postboundary topline points B0 and CO, there are also smaller effects on the second accents of each clause (B 1 and C 1 ) . That is, the differential reset does appear to be propagated along the slope to a greater extent than in experiment 1. Possibly the difference between the two experiments is due to the fact that in this experiment the second-position accents (B 1 and C 1 ) are on the syntactic head of the subject noun phrase and, therefore, more strongly stressed, while in experiment 1, the second-position accents in question were the lowest pitched, more weakly stressed B2 and C2. In any case, the data clearly provide no support for the hypothesis that the effect is strongly localized on a single accent. At the same time, however, there is no evidence that the differences on B0 and CO are propagated all the way down to B3 and C3; as in experiment 1, there is no consistent effect of experimental condition on the scaling of B3 and C3.
Further research is needed to determine how domain-initial differences affect subsequent points in the declination domain.
End points
In most respects, as can be seen from Fig. 4 , the endpoint data from experiment 2 replicate the results of experiment 1: There is no effect of experimental condition; the sentence-final end-points are very consistent for a given speaker; and there is no significant decline across the clause end points except in DM's data. However, there is one important respect in which these data confound expectations: The speaker-specific values, though consistent within each experiment, differ significantly (and considerably) between experiments for both CG and TH. (This can be seen most clearly by comparing the data from the two experiments in Appendices A and B.) Note that CG has higher values for experiment 2 and TH for experiment 1, so that this is unlikely to be an effect of the difference in sentence length between the two experiments. If this finding can be replicated, it would mean abandoning the idea that the baseline can be seen as a constant speaker characteristic. It would not, of course, rule out the weaker but no less interesting hypothesis that the baseline, though it may vary from day to day or change gradually over time, is constant enough under constant conditions to serve as some sort of speaker reference value for F0 scaling. In any case, the difference in end points suggests that it may not be valid to compare topline data from one experiment to another. Possibly some sort of normalization could be developed in which topline values could be expressed relative to end-point values--for both CG and TH it is obvious that higher end points are associated with higher topline values-but, except in this very general way, the data here provide insufficient basis for formulating such a normalization. This matter is also left for future research.
III. EXPERIMENT 3
Throughout the foregoing discussion, we have assumed that the differences between experimental conditions could be attributed to the differences of boundary strength between the but/and and and/but structure. There is, however, another possible explanation that could not be controlled for, given the speech materials for experiments 1 and 2: Conceivably, the results reflect some local effect of the word but itself rather than the difference in hierarchical structure. Such a local effect might have been either essentially phonetic (e.g., raised F0 following the final stop of but; note that and was pronounced with at most a weakly articulated final stop) or functionally determined (e.g., some sort of "contrastive stress" after but). In order to test this explanation, a small follow-up experiment was conducted.
A. Method
Sentences were designed in which the final topline section was always immediately preceded by but, but the hierarchical structure differed between the two experimental conditions. Pairs of sentences of the following sort were used.
( 1 a) Their dog was ten years old, and had a lame leg and a white muzzle, but still kept a fierce watch.
(lb) They had a ten-year-old dog, who had a lame leg and a white muzzle, but still kept a fierce watch. Sentences of the first type approximate the and/but condition of experiments 1 and 2--i.e., the stronger boundary is the one preceding but--and these are referred to here as the and/but sentences. Those of the second type have the stronger boundary at the first major break: The phrase introduced by but is entirely within the relative clause introduced by who. These will be referred to as the who/but sentences. If the results of experiment 1 and 2 are attributable to some local effect of but (or if, more generally, they are not attributable to differences of boundary strength), then we would not expect any difference between the and/but and who/but toplines. If, on the other hand, the difference in boundary strength is the determining factor in the earlier results, then we should observe a difference in the amount of reset at the beginning of the third clause even though it is preceded by but in both experimental conditions. Four such pairs of sentences were designed. Unlike experiments 1 and 2, where there were no exact repetitions of any sentence, in this experiment speakers read each sentence a total of three times. The results for each experimental condition are, therefore, based on 12 utterances, three repetitions each of one member of the four pairs. The use of four different sentence pairs was intended as a control on segmental effects. Note that the peak following but is in every case on the word still.
The recordings were made about 3 weeks after those for experiment 2. As in the other two experiments, the test sentences were recorded in sessions consisting of over 100 sentences, arranged in short blocks of related sentences in systematically varying orders. The blocks of test sentences consisted of only three sentences, from three different pairs, in order to minimize awareness of the fact that sentences were repeated. The same five speakers were recorded as in experiment 2, and data from the same four were analyzed.
Here, F0 was extracted, topline points were determined, and mean values were calculated in exactly the same way as in experiments 1 and 2. Since the goal of the experiment was to provide a control on the conclusions of experiments 1 and 2 and not to explore the toplines of these new sentences in their own right, measurements were made of only four topline points. For the sentence pair just given, these four points were:... had a lame leg and a white muzzle, but still kept a fierce watch. The other three sentence pairs, showing the topline points measured, were the following. 4 general hypothesis that boundary strength, not the presence of but, was the key factor in the results of experiments 1 and 2. The fact that the individual speakers' toplines differ so much in detail, even while all reflecting boundary strength in some way, is certainly worth further investigation, but is beyond the scope of the present discussion.
IV. SUMMARY AND GENERAL DISCUSSION
The experimental results reported here clearly confirm the impressionistic data discussed in the Introduction, and point to the conclusion that the hierarchical organization of texts is reflected in some detail in the course of F0. Experiments 1 and 2 confirm findings of"partial reset" or "declination within declination" in sentences consisting of three intonational phrases. However, they also show that the sentence's hierarchical structure--the way the individual clauses (intonational phrases) are bracketed together--has an effect on the amount of reset: Clause-initial accent peaks are higher following a stronger boundary. This effect is to at least some extent localized on the clause-initial peak, so that clause-final peaks are largely unaffected by the experimental manipulation of hierarchical organization. Experiment 3
shows that these conclusions cannot be attributed to the fact that the stronger boundaries in experiments 1 and 2 are always followed by but, and provides further evidence that hierarchical organization has a complex set of effects on F0. As pointed out throughout the article, this general conclusion makes problems for both of the general approaches to modeling F0 sketched in the Introduction. Pace Thorsen, I see nothing in the data to suggest that a model like hers somehow captures more of "the essential aspect" of this general phenomenon than Liberman and Pierrehumbert's approach. In my view, in fact, linear models like Liberman and Pierrehumbert's are potentially better able to cope with the kinds of effects found here than models that analyze contours into superimposed component F0 trends and configurations. In this final section, I offer some speculations about the most appropriate way to incorporate hierarchical structure into a linear model of intonational phonology.
As I noted above, for Liberman and Pierrehumbert, the main mechanism of declination is downstep, a stepwise lowering of some parameter in the model that implements intonational phonology in actual F0 values. Downstep is viewed in their model as a linear relation between two adjacent accents, the second being scaled relative to the level of the first. I believe that the results reported here could be accommodated in a somewhat more powerful model in which downstep is a relationship between constituents in a metrical tree ("metrical" in the sense of Liberman and Prince, 1977, and much work since then; for present purposes the metrical tree can be regarded as largely equivalent to a syntactic tree). The downstep relationship between two adjacent accents could be diagramed as shown in Fig. 6(a) . A succession of downsteps across several accents could be represented by a repeatedly right-branching tree of the sort shown in Fig.   6(b) . Proposals for such a metrical representation of downstep in African tone languages (where the phenomenon is widespread) have been made independently by Clements (1983) and by Huang (1980) . These proposals have been criticized by Pierrehumbert (1980) on the grounds that they make it possible to represent nonlocal dependencies, that is, dependencies between nonadjacent items in the phonologi- The recordings were made in February and March 1984, when the American primary elections were much in the news and the sentences were thus vaguely topical. The speakers were told that these sentences were about an American election campaign.
Cooper and Sorensen's usage of the term "fall-rise" is unlike the standard usage in linguistic descriptions of English intonation; in the latter usage the fall and the rise all precede the boundary pause and no reference at all is made to any following peak.
The phrase no longer was sometimes accented on the first word and sometimes on the second.
