In the past decade a dramatic growth in supercomputer performance has been achieved despite the fact that processor clock rates are becoming have saturated. The chip industry has compensated these limitations by moving from single-core to multi-and many-core processors. While this approach yields performance characteristics matching or even exceeding that suggested by Moores Law, the high parallelism poses new and extreme challenges: modern machines are built with hundreds of thousands to millions of processor cores [1, 2] .
In the past decade a dramatic growth in supercomputer performance has been achieved despite the fact that processor clock rates are becoming have saturated. The chip industry has compensated these limitations by moving from single-core to multi-and many-core processors. While this approach yields performance characteristics matching or even exceeding that suggested by Moores Law, the high parallelism poses new and extreme challenges: modern machines are built with hundreds of thousands to millions of processor cores [1, 2] .
Hardware parallelism, however, is spatially constrained: applications needing rapid data exchange between all the processors are eventually limited by the speed of light. A further barrier arises from the physical constraints through packaging, cooling and power consumption of the hardware.
Concerning software it is unclear whether traditional paradigms can form the basis for scaling up applications to hundreds of thousands of cores and beyond. International projects like IESP [3] or EESI [4] have been charged with the task of identifying and developing software and application optimizations to make systems with this number of cores efficiently exploitable.
These developments have made current leading edge supercomputers very different from other large-scale HPC systems used for scientific, engineering or industrial applications -they present considerable challenges at all levels, from design to procurement and operations. Several countries, including the United States, Japan, and China have started major initiatives to remain competitive across the entire domain of supercomputing.
In Europe, coordinated action is underway to implement a truly international programme across the continent. This programme is essential if Europe is to remain competitive with respect to the United States and Japan. The vision is that Capability Computing will sit at the pinnacle of a computational infrastructure pyramid consisting of successively broader national and regional layers, ultimately bringing additional value by permitting its members to tackle and solve major scientific challenges. The establishment of an infrastructure for high performance computing started in 2007 by the alliance PRACE, Partnership for Advanced Computing in Europe, through succeeding FP7 PRACE projects [5] .
Besides the political challenges of paving the way for a European HPC eco system the application developing teams of the different scientific communities are today compelled to take scalability into account when designing new models or when porting long-established codes to new machines. This leads to an improved networking and clustering of these teams, but presents a challenge for the big supercomputing centres to provide high-level user support for whole communities. New structures and concepts have to be developed: a multi-layered strategy consisting of community-oriented, highlevel support infrastructures and cross-sectional methodology-oriented units, becomes more and more important [6] .
