We consider the gap probability for the Bessel process in the singletime and multi-time case. We prove that the scalar and matrix Fredholm determinants of such process can be expressed in terms of determinants of integrable kernelsá la Its-Izergin-Korepin-Slavnov and thus related to suitable Riemann-Hilbert problems. In the single-time case, we construct a Lax pair formalism and we derive a Painlevé III equation related to the Fredholm determinant.
Introduction
The Bessel process is a determinantal point process [21] defined in terms of a trace-class integral operator acting on L 2 (R + ), with the kernel
2(x − y) (1.1)
where J ν are Bessel functions with parameter ν > −1. The Bessel kernel K B arose originally as the correlation function in the hard edge scaling limit of the Laguerre and Jacobi Unitary Ensembles ( [7] , [18] , [19] ) as well as of generalized LUEs and JUEs ( [16] , [26] ).
In this article we onsider the gap probabilities of this process, namely, the probabilites that no particles fall within a determined Borel subset of the real axis. In particular, we will be concerned with the Fredholm determinant of such operator on a collection of (finite) intervals I :=
[a i , a i+1 ], i.e. the Tracy-Widom distribution det (Id − K B χ I ), χ I being the characteristic function of I, and the emphasis is on the determinant thought of as function of the endpoint a i , i = 1, . . . , N .
Such Fredholm determinant appears in Random Matrix Theory and can be interpreted as the gap probability for Laguerre and Jacobi Unitary ensembles in the hard edge scaling limit. We recall that the gap probability is the probability that no eigenvalue of the random matrix lies in a given Borel set I (see [17] , [22] , [23] for the general theory).
We refer to [24] for gap probabilities of the Bessel process. Nevertheless, we point out that the equations found in the present paper are not the same as those shown in [24] and they are derived thorough a completely different method.
The second part of this paper will examine the Bessel process in a timedependent regime.
Dyson ([4] ) described how to implement a dynamics into random matrix models in such a way that the eigenvalues of the matrix behave like finitely many non-intersecting Brownian motions on the real line.
The idea of the introduction of multi-time processes is thus to generalize the notion of matrix ensemble so that the model of non-intersecting Brownian paths acquires a meaning, not only as a static model in timeless thermodynamical equilibrium, but as a dynamical system which may be in an arbitrary non-equilibrium state changing with time.
Given times 0 < τ 1 < . . . < τ n < T and subsets I k ⊂ R, k = 1, . . . , n, the quantity of interest is the probability that for all k no curve passes through I k at time τ k , i.e. no eigenvalue lies in I k at time τ k for all k. We call again this quantity "gap probability".
It can be shown (using well-known results from [5] and [14] ) that the gap probability is again equal to the Fredholm determinant of a suitable (multi-time) kernel.
The multi-time Bessel kernel (see [15] and [25] ) is a matrix kernel with entries
process (with its correspondent kernel) appears as scaling limit of the Extended Laguerre process at the hard edge of the spectrum.
Fredholm determinant of integrable kernels and τ -function. The Fredholm determinant of the time-less Bessel kernel and, as it will be clear in the paper, the Fredholm determinant of its multi-time counterpart are instances of determinants of operators with integrable kernel in the sense of Its-Izergin-Korepin-Slavnov [10] . We will recall here the main results that will be used in the paper (for a concise and clear description we refer to [9] ).
Let consider a p × p matrix operator K acting on L 2 (Σ), with Σ ⊆ C a collection of piecewise smooth, oriented contours (possibly extending to infinity), defined as
λ − µ where f, g are rectangular r × p matrix valued functions (p < r), such that f T (λ)g(λ) = 0. We assume that f and g are sufficiently smooth functions along the connected components of Σ. We are interested in its Fredholm determinant det(Id − K). The key observation is the Jacobi's formula for the variation of the determinant
where ∂ signifies the differential with respect to any auxiliary parameters (let's denote them by s), on which K may depend, and R is the resolvent operator R := (I − K) −1 K. Moreover, R belongs to the same class of operators as well
λ − µ where F and G can be determined by solving the following Riemann-Hilbert problem (RHP)
(the dependence on the parameters s is implicit). In several cases of interest, and in our case as well, the Fredholm determinant for such a kernel coincides with the notion of the isomonodromic τ -function introduced by Jimbo, Miwa and Ueno ( [11] , [12] and [13] ) to study monodromy-preserving deformations of rational connections on P 1 . We report here just the main results that will be used later. We refer to [1] and [3] for a thorough exposition.
First of all we consider a slightly more general notion of τ -function associated to any Riemann-Hilbert problem depending on parameters.
Given a generic RHP (1.4a)-(1.4b), we introduce the following one form on the space of (deformation) parameters
for the sake of simplicity, we are assuming that all the expressions involved are depending smoothly on the parameters (here and below we will denote with the derivative with respect to λ). Then, the following equality holds
where
On the other hand, it is possible to show that ω M is the logarithmic total differential of the isomonodromic τ -function of Jimbo-Miwa-Ueno, in the case of RHPs that correspond to rational ODEs.
Thus, it is possible to define, up to normalization, the isomonodromic τ -function τ JM U := exp ω which, thanks to (1.6), will coincide with the Fredholm determinant det(
The main steps in our study of the gap probabilities for the Bessel process are the following: we will first find an integrable operator in the sense specified above, acting on L 2 (Σ), with Σ a suitable collection of contours. Through an appropriate Fourier transform, we will prove that such operator has the same Fredholm determinant as the Bessel process. We will then set up a RHP for this integrable operator and connect it to the Jimbo-Miwa-Ueno τ function. This strategy will be applied separately to both the single-time and the multi-time Bessel process. Our approach derives from the one used in [2] and [3] for the Airy and Pearcey processes in the dynamic and time-less regime respectively.
Whereas the part dedicated to the single-time process is mostly a review of known results (see [6] , [11] and [24] ), re-derived using an alternative approach, the results on the multi-time Bessel are new and never appeared in the literature before.
The present paper is organized as follows: in section 2 we will deal with the single-time Bessel determinant field in the general case of several intervals; in the subsection 2.1 we will focus on the single-time Bessel process restricted to a single interval [0, a]: we will find a Lax pair and we will be able to make a connection between the Fredholm determinant and the third Painlevé transcendent. This provides a different and direct proof of this known connection ( [11] , [24] ); in particular our approach directly specifies the monodromy data of the associated isomonodromic system and allows to use the steepest descent method to investigate asymptotic properties, if so desired. In section 3 we will study the gap probabilities for the multi-time Bessel process. Although the results of section 3 strictly include those of section 2, we have decided to separate the two cases for the benefit of a clearer exposition.
Gap probabilities for the single-time Bessel process and Painlevé Transcendent
We recall the definition of the Bessel kernel
with ν > −1, x, y > 0 and γ a curve that extends to −∞ and winds around the zero counterclockwise, while the curveγ is simply the transformed curve under the map t → 1/t; the logarithmic cut is on R − . The contours are as in figure 1 . We want to study the Fredholm determinant of the Bessel operator; in particular, we will focus on the following quantity
where χ I is the characteristic function of a collection of finite intervals
, which assumes values 0 or 1 depending on the variable being respectively outside or within I. 
Our goal is to setup a Riemann-Hilbert problem associated to the Fredholm determinant of K B χ I . Theorem 2.1. The following identity between Fredholm determinants holds
where B is a trace-class integrable operator acting on L 2 (γ ∪γ) with kernel
Proof. We work on a single kernel K a j and we will later sum them up, thanks to the linearity of the operations that we are going to perform. First of all, we can notice that, if x < 0 or y < 0, K B (x, y) ≡ 0; then, using Cauchy's theorem, we can write
where iR + ( > 0) is a translated imaginary axis and we continuously deformed the curve γ into such translated imaginary axis, in order to make the Fourier operator defined below more explicit. This is possible thanks to the analyticity of the kernel. We also discarded the conjugation term 
it is straightforward to deduce that
In order to ensure convergence of the Fourier-transformed Bessel kernel, we conjugate K B by a suitable function
and we continuously deform the translated imaginary axis iR + into its original shape γ; note that a j −
With abuse of notation, we call the new kernels K B and K a j as well.
Proof. It is easy to verify that A and B a j are Hilbert-Schmidt. Moreover, we have the following decomposition of kernels. Introducing an additional contour iR + δ not intersecting either of γ,γ, we have A = P 2 • P 1 with
It is straightforward to check that P i and O i,j are Hilbert-Schmidt operators, i = 1, 2 and j = 1, . . . , N . Therefore, A and B a j are trace-class.
Remark 2.3. The kernel A does not depend on the set of parameters {a j } N 2 , but only on the first endpoint a 1 .
Before proceeding further, we notice that any operator acting on the
can be written as a 2 × 2 matrix of operators with (i, j)-entry given by an operator H i → H j .
According to such split and using matrix notation, we can thus write
The first identity comes from multiplying the right hand side on the left by the following matrix (with determinant equal 1)
The Riemann-Hilbert problem for the Bessel process. Thanks to Theorem 2.1 we can relate the computation of the Fredholm determinat of the Bessel operator to the theory of isomonodromic equations. We start by setting up a suitable Riemann-Hilbert problem which is naturally related to the Fredholm determinant of the operator B (see Figure 2 .1).
Proposition 2.1. Given the integrable kernel (2.5a)-(2.5c), the associated Riemann-Hilbert problem is the following:
where Γ is a (N + 1) × (N + 1) matrix such that it is analytic on C\Σ and satisfies the jump conditions above with
Proof. It is straightforward to verify that
is equal to the isomonodromic τ -function related to the Riemann-Hilbert problem defined in proposition 2.1. In particular,
is a collection of finite intervals and Σ = γ ∪γ; we denote by the derivative with respect to the spectral parameter λ.
Proof. Looking at the formula 1.6, we just need to verify that H(M ) = 0, with M (λ) := I − J(λ).
Starting from Theorem 2.2, it it possible to derive more explicit differential identities by using the Jimbo-Miwa-Ueno residue formula. First, we notice that the jump matrix J(λ) can be written as
where J 0 is a constant matrix, consisting only on 0 and ±1, and
Therefore, the matrix Ψ(λ, a) := Γ(λ, a)e T (λ, a) solves a Riemann-Hilbert problem with constant jumps and it is (sectionally) a solution to a polynomial ODE.
Moreover, the following equality holds (see [ 
(2.17) In conclusion, Proposition 2.2. For all j = 1, . . . , N , the Fredholm determinant satisfies
with Γ 1;j+1,j+1 the (j + 1, j + 1) component of the residue matrix Γ 1 = lim λ→∞ λ (I − Γ(λ)) and Γ is the solution to the Riemann-Hilbert problem (2.12).
Proof.
(we refer to [3] ) Given the definition of T (λ),
and plugging into (2.17), we have
since det Γ(λ) ≡ 1, thus Tr Γ 1 = 0.
The case N = 1 and Painlevé III equation
We consider now the case N = 1, that is the case in which we study the Bessel kernel restricted to a single finite interval [0, a].
We will see that from the 2 × 2 Bessel Riemann-Hilbert problem we will derive a suitable Lax pair which matches with the Lax pair of the Painlevé III transcendent, as shown in [6] (the Lax pair described in [6] is slightly different from the one found in our present thesis, but it can be shown that the two formulations are equivalent).
In order to make the connection with the Painlevé transcendent more explicit, we will work on a rescaled version of the Bessel kernel, which can be easily derived from our original definition (2.1) through suitable scalings.
By specializing the results of the previous section, we get a (Fourier transformed) Bessel operator on L 2 (γ) with the following kernel
where x := √ a. It can be easily shown that K B is a trace-class operator, since product of two Hilbert-Schmidt operators K B = A 2 • A 1 with kernels 
with B a trace-class integrable operator with kernel defined as follows
The associated 2 × 2 Riemann-Hilbert problem has jump matrix M (λ) := I − J(λ) on Σ := γ ∪γ with where M 0 is a constant matrix. Thus, the matrix Ψ(λ) := Γ(λ)e Tx(λ) solves a Riemann-Hilbert problem with constant jumps and it is (sectionally) a solution to a polynomial ODE.
Applying again Theorem 2.2 and Jimbo-Miwa-Ueno residue formula, we get where Γ 1;22 is the (2, 2)-entry of the residue matrix at infinity, whileΓ 1;2,2 is the (2, 2)-entry of residue matrix at zero.
Proof. As in the proof of Proposition 2.2, we can easily get the result by calculating the derivative of the conjugation matrix
and by keeping into account that, since det Γ(λ) ≡ 1, Tr Γ 1 = TrΓ 1 = 0.
Keeping into account the asymptotic behaviour at infinity of the matrix Ψ, we can calculate the Lax pair associated to our Riemann-Hilbert problem.
with coefficients
These coefficients matches with the results in [6] . Adapting the notation used in [6] to our case, we have
Finally, calculating the compatibility equation, we get the following system of ODEs
and the constant of motion
which can be proven to be the monodromy exponent at 0 and equal to −ν. Setting now
and substituting in the equations above, we get that F and L satisfy
Remark 2.4. The latter equation for the function L is a Bernoulli 1st-order ODE with n = 2 and it can be explicitly integrated.
Moreover, differentiating it and using the ODEs above, we get the following Painlevé III equation:
Given the expression of the matrix A, we can find an expression for the residue matrix Γ 1 and in particular we have
Focusing now on the reside at 0, we can perform similar calculation with the already known Lax pair (2.31)-(2.32).
In conclusion, Theorem 2.4. The following identity holds
where H III is the Hamiltonian associated to the Painlevé III equation (see [11] )
Remark 2.5. The Hamiltonian H III might be singular at 0, but by definition ∂ ln τ = H III and τ is continuous with τ (0) = det(Id) = 1, thus it is integrable in a (right) neighbourhood of the origin. 
Gap probabilities for the multi-time Bessel process
The multi-time Bessel process on L 2 (R + ) with times τ 1 < . . . < τ n is governed by the matrix operator K B :=K B + H B with kernels K B ,K B (x, y) and H B (x, y) given as follows 
with the same curve γ as in the single-time Bessel kernel (a contour that winds around zero counterclockwise an extends to −∞) andγ j :=
Remark 3.1. The matrix H B;ij is strictly upper triangular.
As in the single-time case, we are interested in the following quantity
which is equal to the gap probability of the multi-time Bessel kernel restricted to a collection of multi-intervals I = {I 1 , . . . , I n },
Remark 3.2. The multi-time Bessel operator fails to be trace-class on infinite intervals.
For the sake of clarity, we will focus on the simple case I j = [0, a (j) ], j = 1, . . . , n. The general case follows the same guidelines described below, but it involves calculations with complicated notation which we prefer to avoid.
Theorem 3.1. The following identity between Fredholm determinants holds
with χ I = diag (χ I 1 , . . . , χ In ) the characteristic matrix of the collection of multi-intervals. The operator K B is an integrable operator with a 2n × 2n matrix kernel of the form
acting on the Hilbert space
with γ −k := 1 γ − 4τ k . The functions f, g are the following 2n × 2n matrices
where diag N is a n × n matrix, A and C are two rows with n entries and
Remark 3.3. The naming of Fredholm determinant in the theorem above needs some clarification: by " det " we denote the determinant defined through the Fredholm expansion
with K an integral operator acting on the Hilbert space L 2 (X, dµ(x)), with kernel K(x, y).
In our case, the operator K B χ I = (K B + H B )χ I is actually the sum of a trace-class operator (K B χ I ) and a Hilbert-Schmidt operator (H B χ I ) whose kernel is diagonal-free, as it will be clear along the proof.
Thus, to be precise, we have the following chain of identities
where det 2 denotes the regularized Carleman determinant (see [20] for a detailed description of the theory).
Proof. Thanks to the invariance of the Fredholm determinant under kernel conjugation, we can discard the term y x ν/2 in our further calculations.
We will work on the entry (i, j) of the kernel. We can notice that for x < 0 or y < 0 the kernel is identically zero, K B (x, y) ≡ 0. Then, applying Cauchy's theorem and after some suitable calculations, we have
where we deformed γ into a translated imaginary axis iR + ( > 0) in order to make Fourier operator defined below more explicit; the last equality follows from the change of variable on s: s → 1/(s + 4τ j ) (thus the contour γ j becomes similar to and can be continuously deformed into γ).
On the other hand
It is easily recognizable the conjugation with a Fourier-like operator as in (2.7), so that (
Now we will perform a change of variables on the Fourier-transformed kernel B ij + χ i<j H ij : ξ j := 
Lemma 3.1. The operator B is trace-class and the operator H is HilbertSchmidt. Moreover, the following decomposition holds
with entries
Proof. All the kernels are of the general form H(z, w) with z and w on disjoint supports, that we indicate now temporaritly by S 1 , S 2 . It is then simple to see that in each instance S 1 S 2 |H(z, w)| 2 |dz||dw| < +∞ and hence each operator is Hilbert-Schmidt. Then B is trace class because it is the composition of two HS operators.
Now consider the Hilbert space
18) and the matrix operator K B : H → H defined as
due to the splitting of the space H into its two main addenda. For now, we denote by " det " the determinant defined by the Fredholm expansion (3.8); then, " det "(Id − K B ) = det 2 (Id − K B ), since its kernel is diagonal-free. Moreover, we introduce another Hilbert-Schmidt operator
which is only Hilbert-Schmidt, but nevertheless its Carleman determinant (det 2 ) is well defined and det
Collecting all the results we have seen so far, we perform the following chain of equalities
The first equality follows from the fact that K B −K B is diagonal-free; the second equality follows from invariance of the determinant under Fourier transform; the first identity on the last line is just an application of the following result: given K B , K B Hilbert-Schmidt operators, then
It is finally just a matter of computation to show that K B is an integrable operator of the form (3.4)-(3.1). 
(1−t)+ y 4∆ 12
Then, the integral operator
2 ) has the following expression
and the equality between Fredholm determinants holds
The Riemann-Hilbert problem for the multi-time Bessel process. As explained in the introduction, we can relate the computation of the Fredholm determinant of the matrix Bessel operator to the theory of isomonodromic equations, through a suitable Riemann-Hilbert problem.
Proposition 3.1. Given the integrable kernel (3.4)-(3.1), the associated Riemann-Hilbert problem is the following:
where Γ is a 2n × 2n matrix Γ such that it is analytic on the complex plane except at Σ := γ ∪ n k=1
T has the expression
We recall that we are considering the simple case I = j I j with I j := [0, a (j) ], ∀ j = 1, . . . , n. Applying again the results stated in [1] and [3] , we can claim the following.
Theorem 3.2. Given n times τ 1 < τ 2 < . . . < τ n and given the multi-interval matrix χ I := diag (χ I 1 , . . . , χ In ), the Fredholm determinant det (Id −K B χ I ) is equal to the isomonodromic τ -function related to the above Riemann-Hilbert problem.
In particular, we have the notation means differentiation with respect to λ, while with ∂ we denote any of the derivatives with respect to times ∂ τ k or endpoints ∂ a (k) (k = 1, . . . , n).
Proof. Keeping into account formula 1.6, it is enough to verify that H(M ) = 0 with M (λ) = I − J B (λ).
In the simple 2-times case, the jump matrix is Thanks to Theorem 3.2, it is possible to derive some more explicit differential identities by using the Jimbo-Miwa-Ueno residue formula (see [1] ).
First we notice that the jump matrix is equivalent up to conjugation with a constant matrix J 0 : Therefore, the matrix Ψ B (λ) = Γ(λ) · e T B (λ) solves a Riemann-Hilbert problem with constant jumps and it is (sectionally) a solution to a polynomial ODE. where the Γ i 's are coefficients of the asymptotic expansion of the matrix Γ near ∞ and −4τ j . We recall that each asymptotic expansion (the Γ i 's) is different for each point −4τ j and it's different from the one near ∞. The residue at infinity does not give any contribution in either case.
Proof. We calculate the derivatives of the conjugation factor
