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Ideas from information theory and topology, alongwith recognition of a recurring structure found inmany bio-
logical datasets, accelerate search across diverse biological domains.With the rapid advances in our ability
to collect large biological datasets, the
importance of methods for searching
through thesedataefficientlycannotbeun-
derstated. But developing searchmethods
is challenging because each application
domain presents distinct challenges, due
to differences in both the structure of the
dataset and the types of queries antici-
pated. Although typical search methods,
such as BLASTX (Altschul et al., 1990) are
optimized and tuned heuristically to the
target problem to achieve good practical
performance, a more principled approach
can more easily translate across distinct
application domains. This is the viewadvo-
catedbyYuetal. (2015) in their paper in this
issue of Cell Systems. They propose a
principled methodology for fast database
search and demonstrate how to apply this
methodology across three diverse applica-
tion domains of high-throughput drug
screening, metagenomics, and protein
structure search. On a more theoretical
note, this work raises important questions
as towhat the theoretically optimal bounds
for querying a dataset are.
Yu et al. consider the general problem
of querying a database for all datapoints
that are similar to a query, and address
the problem using a mathematical
formalism known as a metric space. To
understand this, imagine houses drawn
on a city map, which represents a metric
space. Each house represents an item in
the database and is a point in the metric
space. The query is also a house (point)
in the metric space, and a search requires
returning the set of all houses (data points)
within a distance r from the query. The key
goal of Yu et al. is to perform this search
in time sublinear in the size of the data-
base—loosely speaking, we want the
search to be efficient so that as the data-
base grows in size it does not take prohib-
itively long to search it.102 Cell Systems 1, August 26, 2015 ª2015 EThis problem has been widely studied
in many fields, such as database theory,
pattern recognition, theoretical computer
science, and computational geometry,
and many methods, such as locality-sen-
sitive hashing (Indyk and Motwani, 1998;
Andoni and Indyk, 2008), havebeendevel-
oped to achieve sublinear query time.
However, most of these schemes do not
make use of any particular structure of
the dataset. What Yu et al. have identified
is a specific structure that seems to recur
across many biological datasets, and
they proposed an algorithm that exploits
this structure to speed up the search.
The structure of the dataset identified
by Yu et al. can be succinctly described
by two statistics that can be computed
from the dataset: N(r), the Kolmogorov
metric entropy, and d, a certain measure
of the local dimension of the dataset. Re-
turning to our analogy of a map of houses,
imagine having to draw circles of a fixed
radius on themap so that all of the houses
are inside at least one circle (Figure 1). The
minimum number of circles of radius r
required to cover the dataset (houses) is
the Kolmogorov metric entropy N(r) at a
certain radius r. This same formalism
holds when the data are more complex:
for higher dimensional datasets, one
considers datapoints as being contained
inside multidimensional balls. The dimen-
sion d is the exponential growth rate of the
average number of datapoints contained
in a ball as a function of the radius of
the ball. The average is over all possible
queries. The paper shows that this dimen-
sion is the same as (a specific variant of)
the fractal dimension of the dataset under
an assumption that the density of points
in the metric space is homogeneous.
The key observation in Yu et al. is that
many biological datasets exhibit low
metric entropy (the datapoints cluster so
that they can be covered by a small num-lsevier Inc.ber of balls) and low local dimension. To
exploit this, Yu et al. propose a two-phase
algorithm (Figure 1A). From the original
dataset, a subset of representatives is
chosen to form a coarse dataset, corre-
sponding to the cluster centers. When a
query is received, search is performed
on this coarse dataset, and for each of
the coarse matches, a finer search is car-
ried out to determine which points in the
original database match this point.
The expected query complexity of the
algorithm can then be written as the sum
of the time required for searching the
coarse dataset (upper bounded by the
metric entropy) and the time required for
doing the fine search (upper bounded
by an exponential function of the local
dimension). Thus, low metric entropy and
low local dimension lead to fast search
time. There is a parameter rc (the radius
of a cluster) in the paper, which sets the
tradeoff between the first phase and the
second phase, and therefore needs to be
optimized to minimize the query time (in
the paper, while it is set heuristically de-
pending on the dataset, no general guide-
line is presented to set this quantity).
This two-phase (or even hierarchical)
search idea is intuitively appealing and
has been widespread in database search
(Zezula et al., 2006) and also present in
an intuitive form already in computational
biology (Altschul et al., 1990). For example,
a standard DNA search method involves
constructing K-mers from the dataset and
comparing the query K-mers against this
K-mer list and only doing a finer search
on sequences that match with the query
K-mers.Thenovel idea inYuetal. is to tailor
the filter-and-refine strategy to the struc-
ture commonly found in many datasets.
Although the paper of Yu et al. shows
that the performance of their particular
algorithm depends on the statistics of
metric entropy and local dimension, it
Figure 1. Visualization of Searching a Dataset
(A) An example dataset (blue X’s) exhibiting low metric entropy due to clustering of points into a few balls
(blue circles). The query is shown as a red diamond. Yu et al. describe a two-phase search that first iden-
tifies the clusters that could possibly contain the query (orange) and then uses a second fine-grained
search to identify datapoints that are sufficiently similar to the query (red circle).
(B) A random dataset. Themetric entropy (number of balls required to cover the dataset) is high and scales
with the number of points. A K-mer basedmethod on the other hand can narrow down to the right subset in
near constant time.
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these statistics are fundamental—that is,
will they characterize the performance of
the optimal search algorithm tailored
to the dataset? This is the role played
by Claude Shannon’s entropy for the
compression of a dataset—no algorithm
can compress a dataset to a size smaller
than its Shannon entropy, and the optimal
compression algorithm can achieve
exactly that (Shannon, 1948). In other
words, do metric entropy and local
dimension of a dataset play the same
fundamental role in search as Shannon
entropy plays in compression?
To answer this question, consider, just
as a thought experiment, a database
comprised of N sequences uniformly
distributed in k-dimensional space, so
that there is no clustering or low local
dimensional structure. We would like to
find a neighbor to a query from the data-
base (Figure 1B) with a query radius that
is small compared to the inter-sequence
separation. In other words, we would like
to find whether the query is a small
perturbation of one the sequences in the
database.
For this dataset, since there is no clus-
teringof thedatapoints, themetric entropy
is high and the local dimension is k, the full
dimension of the ambient space. Thus the
proposed method can scale as badly
as linear search. (More precisely, if the
dimension k scales like log(N), then one
can show that the query time complexity
bound given in the paper is linear in N,
even after optimizing the parameter rc).
However, a method that uses K-mer
lookup can find a related sequence inalmost constant time. Thus, high metric
entropy and high local dimension does
not necessarily imply high query time,
and it is possible to improve the theoretical
method proposed in the paper.
Indeed, in their practical implementa-
tion, the authors use a related idea, where
the coarse dataset is searched using
BLASTX, so that the coarse search can
be performed in time sub-linear in the
size of the coarse dataset. While this tech-
niquespeedsup thequery timebeyond the
theoretical bound, it also cuts against a
core thesis of thepaper thatmetric entropy
and the local dimension of the dataset is
a fundamental measure of query time.
Thus an intriguing open question is to
determine the correct fundamental statis-
tic for characterizing the time–space
complexity tradeoff of querying a dataset.
Although there has been work in theo-
retical computer science (Andoni and
Razenshteyn, 2015) characterizing such
tradeoffs in a worst-case sense over all
possible datasets, there is very little
known about the tradeoff as a function
of the dataset. (An exception is a recent
work [Abdullah et al., 2014], which as-
sumes that the dataset lies approximately
in a low-dimensional linear subspace.
Another recent work [Ingber et al., 2015]
characterizes the minimum space
complexity, but disregards the query
time complexity.) Solving this problem
may require a synthesis of dataset-inde-
pendent techniques such as locality-sen-
sitive hashing with dataset-dependent
techniques like the one in Yu et al.
A broader ramification of the paper is to
set up an expectation that work in compu-Cell Systems 1tational biology should characterize
fundamental bounds and derive algo-
rithms that achieve the theoretically
optimal bounds.This is thestandardmeth-
odology in fields like data compression
and digital communications, where algo-
rithms are derived to approach the
fundamental bounds like entropy. This
methodology has already been applied in
some computational biology problems.
For example, in DNA sequence assembly,
Bresler et al. characterized the minimal
read length and number of reads required
for reconstructing a DNA sequence from
an information theoretic viewpoint, along
with an accompanied optimal algorithm
(Bresler et al., 2013). Another example is
compressivegenomics,where theauthors
stress that although compression can
reduce a dataset to its Shannon entropy,
performing operations on the compressed
data usually requires decompression and
the main idea in the paper is to work
directly with compressed data (Loh et al.,
2012). The time is now ripe to expand this
methodology further in order to solve the
most daunting problems in computational
and systems biology today.
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