holds (Theorem 1).
We present a method for computing a vector y0 with the property (1.4). The calculation of v0 and the vectors Bnv0 in (1.5) constitutes an iterative procedure parallel to approximation procedure (1.2) . This estimation procedure, described at the end of Section 2, can be programmed for computers as easily as approximation procedure (1.2) . If the matrix B is irreducible and noncyclic and if the spectral radius p(B) of the matrix B satisfies (1.6) P(B) < 1, then for some p the method yields a vector vo which satisfies (1.4) (Theorem 3). Section 4 is concerned with the methods of simultaneous and successive displacements (with B chosen as in (4.4) ). Some numerical examples (up to 15 unknowns) are given. In these examples, the estimation procedure yields a suitable vector vo, i.e., an error bound, after at most three steps, thus the time needed for estimation is considerably smaller than the time needed for solving the given system by iteration (one need not start the estimation procedure and the approximation procedure simultaneously).
For many of the known estimation methods one has to calculate an upper bound <r of p(B) and this bound has to satisfy the condition (1.7) <r < 1.
For example, this inequality (1.7) may be the row-sum criterion for the method of successive displacements. In this paper condition (1.7) is weakened to (1.6) where p(B) need not be known.
Of course, condition (1.6) still restricts the class of iteration procedures (1.2) to which the estimation method can be applied. Note that the procedure (1.2) converges for an arbitrary vector w0 if and only if P(M) < 1 where the spectral radius p{M) of M satisfies p(M) ^ pi\M\) í p(B).
However, every convergence condition which works with upper bounds 6« of the moduli | m« | instead of with elements to», cannot be weaker than condition (1.6).
For example, when solving difference equations for the Laplace equation by the method of successive displacements, one has, in general, M ¡± 0 and p(M) < 1, thus, p(B) < 1 for B = M. In the case of the biharmonic equation, however, the method of successive displacements in general yields p(|M|) > 1.
2. Derivation of the Method. Let R be the set of TO-dimensional real vectors u = (u), v, ■ ■ ■ , and let A = (a«), B, M, • ■ ■ denote real to X TO-matrices. The notation u ^ v, | u |, A ;£ B, and | A | shall be defined as in the introduction.
Consider an equation 
This function is increasing in u and decreasing in v, and for u = v we get H[u, u\ = Tu.
We consider the iteration procedure Because of the described properties of H [u, v] , for this procedure the following statements hold (see [5] holds.
From Theorem 1 we start to develop a method of error estimation for the iteration procedure (2.7). Clearly, we can replace the vectors «,-in the theorem, which occur by ui+p (p denoting a fixed non-negative integer). The assumption (2.9) then takes the form When the vectors wp and m"+i are known one could try to construct a suitable vector vo using the special properties of the given problem. However, the error estimate would then, in general, be much more complicated than the calculation of the approximations un because one can easily program the procedure (2.7) for computers. Therefore, we will establish a method of error estimation which also can be programmed quite easily. Proof. Suppose p is an index such that (2.15) holds. Then, let \vn\ denote the sequence defined by (2.8) for v0 = wp . Clearly, one has v0 = o. Moreover, also the second inequality in (2.12) is satisfied because this inequality is equivalent to the condition (2.15). Thus the sequence [un\ converges to a solution u* which satisfies the inequality (2.13), and this inequality is equivalent to (2.16).
3. Theoretical Investigation of the Method. We now investigate the conditions under which the method of error estimation described above will be successful.
For this, we assume that the matrix B is irreducible (non-decomposable) and noncyclic. Then, also because B = 0, according to Frobenius represents a spectral decomposition of matrix B with Bx belonging to X and B2 belonging to the remainder of the spectrum of B. We have Let p(A) denote the spectral radius of a matrix A, i.e., the maximum of the moduli of its eigenvalues. Then, we have p{Bx) = p(B) = X and Hence, for n -> °c we obtain the result and that u(1) > 0.
Theorem 3. Suppose that matrix B is irreducible and noncyclic, and assume moreover that the maximal root X = p(B) satisfies (3.9) X < 1.
Then there exists an index p such that (2.15) holds. Proof. Consider the sequence {w"} defined by wo = w0, w»+i = Bw" + ô"+i (n = 0, 1, 2, • • • )■
We shall prove that (3.10) w» -co"+i ^ o for n large enough, which is sufficient for the existence of an index p with the desired property. We first suppose that w0 = wa = o. Then, if u0 = «i the inequality (2.15) is satisfied for p = 0. Therefore, we will assume that öx = | Ux -wo | > o. Because of (3.6), all coefficients s/l) are non-negative. Therefore, we get (3.14) X-^Sn1 è (1 -X)á!(1V (n = 1, 2, ■ • • ) » and from (3.1), (3.8), and (3.9) we show that the vector on the right side of (3.14) has all components positive. Because the spectral radii of B2 and M are smaller than X and because ô, is of the form (3.11), the seriesXl»=o X~nB2n and 00 (3.15) Ea"b+18"
converge. Therefore, the product series (3.16) ¿ X-+V = £ X-'BS-£ X"y+1Ô, n = l ¿=0 j=X also converges. In particular, the summands X~"+I5" and X-""1"1^» of the series (3.15) and (3.16) converge to the null vector. Thus, we have (3.17) lim X"n+1S"2 = o, n-*oo and this relation, together with the inequality (3.14), indicates that (3.10) holds in Case I.
Case II. Suppose now that p(M) = X. Then, according to a result of Wielandt [8] , M can be written as If f(1) = 0, then we start again with the decomposition (3.13), for which (3.14) holds. As in Case I, we can prove again that (3.17) holds. For this, we now use g. = | Bi*~lS 1 and (3.4) instead of (3.11) and (3.12). As in Case I, (3.14) and Clearly, one need not start the estimation procedure described at the end of Section 2, and the approximation procedure (4.3) simultaneously. One can define wo = Wx = ■ ■ ■ = wq (q denoting some non-negative integer), then start to calculate further vectors by equation (2.14). In this case, the estimation method is described by the following formulas for matrix B in equation This procedure has been programmed for the CDC 1604 Computer. Of course the index p and the bounds zn depend on the value of the chosen q. To indicate this we write p = p(q) and z" = zH(q). According to Theorem 2 we have I u* -un | ^ Zn(q) for n ^ p(q).
The following examples have been calculated using the program mentioned above with wq = o. Example 1. The system Gu = r with G and r as given in Table 1 consists of difference equations which approximate a certain boundary value problem for the Laplace equation [4] . We solve this system by the method of successive displacements. In the present case, we have Cx = \Cx\ and C2 -\C2 \, thus
The starting vector w0 as given in Table 2 is the ( rounded) solution of difference equations for a smaller mesh width. In the same table are listed the exact errors f« = u" -u* for some indices n and the corresponding bounds zn(q) for q = 0, 10, and 15. The indices p(q) belonging to these values of q are p(0) = 3, p(10) = 11, p(15) = 16.
This indicates that the estimation method was successful for q = 0 after three steps and for q = 10 and q = 15 after one step. Table 2 shows that the bounds for g = 10 and q = 15 are equal (up to nine decimals) but sharper than the bounds for q = 0. We learn from this that the estimation procedure should not be started immediately (q = 0), but rather after the iteration process (4.3) has become "steady." That the bounds for q = 10 and q = 15 are almost equal is a consequence of (4.5) (in this connection, see also the next example). It would have been sufficient to start the estimation procedure at q = 15.
Example 2. Matrix G and vector r of the second example are given in Table 3 . The corresponding equation Gu = r consists of difference equations approximating a boundary value problem for the differential equation A Am = <p(x, y) [1] . In general, condition p(B) < 1 is not satisfied for such problems. However, the estimation method works in this case with a few unknowns. We calculate this example in order to test how the bounds zn(q) behave if p(M) < p(B) < 1
Numerical results for q = 0, 10, and 25 are given in Table 4 The number of steps p(q) -q from the beginning of the estimation procedure until success is achieved is the same for the two larger values of q. This phenomenon also occurred in Example 1. It can be explained by the fact that, in general, 5n+i ft? p(M)Sn for n large enough.
Further Examples. In Example 3 we have solved a system of 15 difference equations which approximate the same boundary value problem as the equations in Example 1 and which are of the same type as those equations; however, in Example 3 the row-sum criterion is not satisfied. Compared with Example 1 there has been no essential difference in the behavior of the estimation procedure. Therefore, we give only a few numerical results in Table 5 . Furthermore, we applied our method to a system Gu = r with a 2-cyclic matrix G (Example 4) using the Table 3 Coefficients of Example 2 Matrix G Vector r Table 4 Results of Example 2 (u" = starting vector, f" = un -u* = exact error, zn(q) = bounds for f ") 1 I 2 I 3 ! 4 j. schröder Table 5 Some where k approximates the corresponding eigenvalue X. Such an approximation k is known in many cases.
Round-off errors have not been considered in our program. However, we believe that it is not difficult to do this if suitable subroutines are available. It certainly is not necessary to take into consideration all round-off errors which occur in the entire approximation and estimation procedure. One has to do this only for the last step. Let n0 be the index up to which the approximations and bounds have been calculated. Then, consider the vectors m"0_i and zn"-x as they are computed with a certain number of digits. If one can show that hold, then as a consequence of Theorem 1, applied to m"0_i and z"0_i instead of m0
