The scalar Nevanlinna–Pick interpolation problem with boundary conditions  by Luxemburg, Leon A. & Brown, Philip R.
Journal of Computational and Applied Mathematics 235 (2011) 2615–2625
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
The scalar Nevanlinna–Pick interpolation problem with
boundary conditions
Leon A. Luxemburg, Philip R. Brown ∗
Department of General Academics, Texas A&M University at Galveston, Galveston, TX 77550-1675, USA
a r t i c l e i n f o
Article history:
Received 22 November 2009
MSC:
30E05
Keywords:
Rational interpolation
Nevanlinna–Pick
a b s t r a c t
We show that if the Nevanlinna–Pick interpolation problem is solvable by a function
mapping into a compact subset of the unit disc, then the problem remains solvable with
the addition of any number of boundary interpolation conditions, provided the boundary
interpolation values have modulus less than unity. We give new, inductive proofs of the
Nevanlinna–Pick interpolation problem with any finite number of interpolation points in
the interior and on the boundary of the domain of interpolation (the right half plane or unit
disc), with function values and any finite number of derivatives specified. Our solutions are
analytic on the closure of the domain of interpolation. Our proofs only require a minimum
of matrix theory and operator theory. We also give new, straightforward algorithms for
obtaining minimal H∞ norm solutions. Finally, some numerical examples are given.
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1. Introduction
A special case of the general rational interpolation problem is the Nevanlinna–Pick interpolation problem (henceforth
referred to as the NP problem here), where finitely many interpolation points are restricted to a domain D (the domain of
interpolation), which may be the open unit disc or the right half plane, the interpolation values are contained in the unit
disc, and the rational interpolant is required to map into the unit disc. Such an interpolant is known as a Schur Function.
A well-known necessary and sufficient condition for solvability (i.e., existence of an interpolant) of the NP problem is that
the well-known Pick matrix be positive definite (see [1], for instance), and if this is true then a rational interpolant can be
constructed bymeans of the Nevanlinna–Schur algorithm. The NP problemhas appearedmore frequently in the engineering
literature, but also remains interesting to mathematicians. Two mathematical applications of the NP problem appear in [2].
An extension of the NP problem, where an initial finite number of Taylor coefficients are specified at each interpolation
point, is solvable if and only if a particular Hermitian matrix, defined in terms of the interpolation points and derivative
values at the interpolation points, is positive semidefinite (see [3,4]).
Another type of NP problem, known as the boundaryNP problem, requires the interpolation points to be on the boundary
of the domain of interpolation. One version of this is solved in [5], where the interpolant maps into a compact subset of the
unit disc. Another version, solved in [6,7], requires the interpolant be an analytic self-map of the unit disc, and boundary
interpolation values and derivatives are interpreted as nontangential limits and angular derivatives, respectively.
Some recent references for the NP problem in engineering journals are [8–12,5,13–15]. Some references in mathematics
journals are [16,2,17–19,3,6,4,7]. Standard references for control theory are [20,21].
In this articlewe give new, inductive proofs of the extendedNP problem and the first version of the boundary NP problem
mentioned above. The reader will see that the proofs of our theorems are more straightforward than proofs in most other
(recent) papers on the NP problem (in particular [5–7]) in the sense that we have not used any matrix or operator theory.
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In addition, we show that the NP problem (with interior interpolation points) remains solvable if any finite number of
boundary interpolation conditions are included, so long as first Taylor coefficients have modulus less than one, and the
rational interpolant is required to map into a compact subset of the unit disc. We also give a new algorithm for obtaining
solutions of the boundary NP interpolation problem with small (i.e., close to minimum) H∞ norm.
Our necessary and sufficient condition for solvability of the NP problem is that certain complex numbers ρi, defined in
Eqs. (10) and (11), have modulus less than one. This is similar to the approach followed in [22,8,10], where it is shown that
positive definiteness of the Pick matrix is equivalent to the property that all diagonal elements of the so-called ‘‘Fenyves
array’’ have absolute value less than one.
2. Summary of results
We find it convenient to consider the NP problem on C+ (the right half plane), rather than on the unit disc. By ‖ · ‖ we
mean ‖ · ‖∞ (the H∞ norm applied to a function analytic on C+).
We express the statement of the NP problem precisely as follows: given a finite set of numbers {α1, . . . , αK } ⊂ C+, we
want to find a rational functionΦ analytic on C+ such that ‖Φ‖ ≤ 1 and
Φ(j)(αk) = β jk, for 0 ≤ j ≤ pk − 1, 1 ≤ k ≤ K , (A)
where Φ(j)(z) denotes the jth derivative of Φ(z) and Φ(0)(z) denotes Φ(z), β jk are complex numbers with |β jk| < 1, and
j, k, K , pk are positive integers.
Definition 2.1. We denote by NP(A) the NP problem given by conditions (A). We let U be the set of rational functions Ψ
analytic on C+ and satisfying ‖Ψ ‖ ≤ 1, and we denote by U(A) the set of functions Φ ∈ U satisfying (A), i.e., U(A) is the
solution set for NP(A). If a problem NP(A) is solvable (i.e., U(A) ≠ ∅) then there is a number, which we will denote by δA,
with 0 ≤ δA ≤ 1, which is the infimum of norms of functionsΦ ∈ U(A).
While NP(A) need not be solvable, the interpolation problem given by (A) (without the condition ‖Φ‖ ≤ 1) is always
solvable by some rational function analytic on C+; for instance, an interpolating polynomial.
It is known that if NP(A) is solvable then there can be infinitely many solutions. Indeed, our Algorithm 4.7 is applied to
an initial function Ψ which is any rational analytic function on the closed right half plane with H∞ norm less than or equal
to 1 (for example, the zero function), and different choices ofΨ result in different solutions. This is essentially the statement
of Corollary 4.6.
In addition to NP(A), consider the following boundary NP problem: find a functionΦ ∈ U satisfying (A) and such that
Φ(l)(ıˆwt) = δlt , for 0 ≤ l ≤ mt − 1, 1 ≤ t ≤ T , (B)
where ı2 = −1, for some given set of real numberswt , complex numbers δlt for 0 ≤ l ≤ mt − 1 and t = 1, . . . , T , such that
|δ0t | < 1 for t = 1, . . . , T , and positive integers T andmt .
Our main (new) result relating to boundary interpolation is Theorem 5.1, which states that any number of boundary
interpolation conditions can be included with a solvable Nevanlinna–Pick problem NP(A) without affecting solvability,
as long as δA < 1 (i.e., NP(A) is solvable by a rational function mapping into a compact subset of D), and the moduli of
the boundary interpolation values are less than 1. The values of boundary derivatives specified by (B) have no effect on
the question of solvability. As part of the proof of Theorem 5.1 we also prove Lemma 5.3 which states that a boundary
interpolation problem as described by (B), without any interior interpolation points, is always solvable (with the same
restriction for the boundary interpolation values). This was proved in [5] using matrix theory, however we give a more
elementary proof, by induction. Algorithm 5.4 is an implementation of our boundary interpolation theorem.
In 1916 Herglotz et al. [1] proved that if we have a finite number of distinct points (α1, . . . , αK ) inside the open unit disc
D (or, equivalently, in C+), and (w1, . . . , wK ) are complex numbers in D, then there exists a unique function f : D → D
analytic on D¯ such that
f (αk) = wk, k = 1, . . . , K , (1)
and any other function f analytic on D, and satisfying (1), has greater H∞ norm than f . An operator theoretic proof of this
is given in [6]. Theorem 4.3 states that this is also true for the extended problem NP(A) which we consider. A proof of this
result formatrix valued functions is outlined in [4].We give a short inductive proof. In Section 6, we also extend the problem
to the following: given an interpolating problem NP(A) combined with NP(B), find necessary and sufficient conditions for
existence (nonexistence) and uniqueness (non-uniqueness) of interpolating functions of minimal norm. This extends Pick’s
theorem to the case of interpolation points on the boundary and to interpolation with derivatives. Our new results relating
to this are Theorems 6.1, 6.2, and Algorithm 6.3.
Our results are significant in engineering control theory since characteristics of a plant such as robust stability have been
expressed mathematically in terms of the H∞ norms of transfer functions. (See [20,13], for example.)
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3. Preliminary results
The classical Schur class S consists of all complex-valued analytic functionsmapping the unit disc (or the right half plane)
into the unit disc. If ρ is a number with modulus less that 1, and f ∈ S, then the linear transformation T (the well-known
Möbius transform) defined by
T (f ) := ρ − f
1− ρ¯f ,
is a mapping of S onto itself. Note that the inverse of T has the same definition.
In this article ıˆ is a complex number with the property ıˆ2 = −1, and i, j, k, l,m, n, p, q, r, s, t, J, K ,N, T are integers.
Definition 3.1. Let Φ1 be an analytic function in the closed right half plane C+ such that ‖Φ1‖ ≤ 1, and Φ1(α) = ρ for
some fixed α ∈ C+ and some complex number ρ such that |ρ| < 1. We define the transformation
Φ2(z) =

z + α¯
z − α

ρ − Φ1(z)
1− ρ¯Φ1(z) =

z + α¯
z − α

T (Φ1(z)). (2)
GivenΦ2(z), we can solve (2) forΦ1(z). ThusΦ1(z) andΦ2(z) determine each other uniquely. Thus, we denote
Φ1(z) ≡ L(α, ρ,Φ2(z)), Φ2(z) ≡ L−1(α, ρ,Φ1(z)). (3)
We state the following two lemmas without proofs since they are a consequence of the well-known properties of Möbius
transforms.
Lemma 3.2. Let Φ1(z) ≡ L(α, ρ,Φ2(z)), α ∈ C+, |ρ| < 1. ThenΦ2 is analytic on C+ with ‖Φ2‖ < 1 iff Φ1 is analytic on C+
with ‖Φ1‖ < 1 andΦ1(α) = ρ .
Lemma 3.3. Let Φ1(z) ≡ L(α, ρ,Φ2(z)), α ∈ C+, |ρ| < 1. Then Φ is analytic on C+ with ‖Φ1‖ = 1 and Φ1(α) = ρ iff Φ2
is analytic on C+ and ‖Φ2‖ = 1.
4. Interpolating interior conditions
We give a presentation of the well-known Schur algorithm as modified by Nevanlinna (see [23, pages 286–293]), set out
in a way that will later generalize in a natural way to the interpolation of derivative values. We also present notation in such
a way that the algorithms we derive will generalize to matrix value functions in our article [24].
With reference to (A), we define p = ∑Kk=1 pk and let Γ = {γ1, . . . , γp} be a set of numbers where each αl occurs
consecutively exactly pl times in Γ . Thus the set Γ is determined uniquely by the interpolation problem (A). We define φ(i)
for 1 ≤ i ≤ p by the equality
γi = αφ(i), for i = 1, . . . , p. (4)
We will prove later that if NP(A) is solvable then there exists a sequence of functions Φi, i = 1, . . . , p+ 1 analytic on C+,
and complex numbers ρi such that
Φ(z) ≡ Φ1, Φi(z) = L(γi, ρi,Φi+1(z)), ‖Φi‖ ≤ 1, (5)
and such thatΦi satisfies p+1−i interpolation conditions andΦp+1 is an arbitrary function analytic onC+with ‖Φp+1‖ ≤ 1.
We now describe a recursive method for solving NP(A). Based on the set Γ we define a set I(A) of admissible triples
(i, j, k) consisting of positive integers i and k, and nonnegative integers j. A triple (i, j, k) ∈ I(A) if and only if
αk ∈ Γi = {γi, . . . , γp} ⊂ Γ [i.e., k ≥ φ(i)], and (6)
0 ≤ j ≤ qk − 1, where qk is the number of occurrences of αk in Γi. (7)
Remark. For fixed i, the number of triples (i+ 1, j, k) ∈ I(A) is one less that the number of triples (i, j, k) ∈ I(A).
Remark. Whenever it is clear that problem (A) is being referred to we will use the notation I instead of I(A).
For each (i, j, k) ∈ I we define a number Vi,j,k dependent only on Γ and on the values β jk. It will turn out later that if NP(A)
is solvable, then
Φ
(j)
i (αk) = Vi,j,k; (8)
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however, we do not need solvability to define Vi,j,k. The knowledge of β
j
k and Γ is enough. We put
V1,j,k = β jk, (9)
ρ1 = V1,0,1. (10)
The numbers Vi,j,k, for i > 1, are defined recursively (as explained in the next paragraph).
For any (fixed) i ≥ 1, we letm := φ(i), and define the following constants:
ρi = Vi,0,m (11)
c0,k = (1− ρ¯iVi,0,k), for k such thatm ≤ k ≤ K ,
cl,k = −ρ¯i Vi,l,kl! , for l ≥ 1, m ≤ k ≤ K , and (i, l, k) ∈ I, (12)
b0,k = (αk + α¯m)(ρi − Vi,0,k), for k such thatm ≤ k ≤ K ,
b1,k = ρi − Vi,0,k − (αk + α¯m)Vi,1,k, for k ≥ m and (i, 1, k) ∈ I,
bl,k = −(αk + α¯m)Vi,l,kl! −
Vi,l−1,k
(l− 1)! , for k ≥ m, l ≥ 2, (i, l, k) ∈ I. (13)
We also define
Vi+1,0,m = b1,mc0,m , if (i+ 1, 0,m) ∈ I
Vi+1,0,k = b0,kc0,k(αk − αm) , for k > m. (14)
If Vi+1,j,m has been determined for all (i + 1, j,m) ∈ I for j < τ (for some integer τ ≥ 1 such that (i + 1, τ ,m) ∈ I), then
we define Vi+1,τ ,m by
Vi+1,τ ,m = τ !c0,m

bτ+1,m −
τ−1
l=0
Vi+1,l,m
l! cτ−l,m

, (15)
and for any (fixed) k > m such that Vi+1,j,k has been determined for all triples (i+ 1, j, k) for j < τ (for some integer τ ≥ 1
such that (i+ 1, τ , k) ∈ I), we define Vi+1,τ ,k by
Vi+1,τ ,k = τ !c0,k(αk − αm)

bτ ,k − (αk − αm)
τ−1
l=0
Vi+1,l,k
l! cτ−l,k −
τ−1
l=0
Vi+1,l,k
l! cτ−l−1,k

. (16)
Since ρi are uniquely determined by the sets Γ and β
j
k, i.e., by the interpolation problem (A), we will denote ρi sometimes
by ρi(A) in order to point to the particular interpolation problem that determines the values ρi.
The following lemma, relating to the recursive method, gives the derivation of Eqs. (8)–(16).
Lemma 4.1. Suppose that for some (fixed) i,Φi andΦi+1 are some functions connected by the relation
Φi(z) = L(αφ(i), ρi,Φi+1(z)) (17)
(where |ρi| < 1), thenΦ(j)i+1(αk) = Vi+1,j,k for all (i+ 1, j, k) ∈ I if and only if Φ(j)i (αk) = Vi,j,k for all (i, j, k) ∈ I.
Proof. The proof reduces to simple calculations once we denotew = z − αk, and then (17) is equivalent to
(w + (αk − αm))Φi+1(z)(1− ρ¯iΦi(z)) = (ρi − Φi(z))(w + αk + α¯m). (18)
Then (12)–(13) are obtained by expansion of parts of (18) as power series ofw, as follows:
(1− ρ¯iΦi(z)) =
∞−
l=0
cl,kwl, (ρi − Φi(z))(w + αk + α¯m) =
∞−
l=0
bl,kwl. (19)
Definitions (14)–(16) are obtained by substitution of (19) into (18), and equating coefficients before wl on both sides. The
statement of the lemma now follows from the uniqueness of power series expansions for analytic functions. 
Note that in the transformation (17)Φi+1 satisfies one less interpolating condition thanΦi.
Theorem 4.2. There exists a (rational) functionΦ , analytic inC+ which solvesNP(A) if and only if the numbers ρi(A) = ρi, i =
1, . . . , p, uniquely determined by (A), satisfy
|ρi(A)| < 1. (20)
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Proof. We will prove Theorem 4.2 by induction on the number of interpolating conditions. If p = 1 we have only one
interpolating condition
Φ(α1) = β01 ,
and both necessary and sufficient parts of the theorem are obvious, sinceρ1(A) = β01 . Now suppose that p > 1.We prove the
sufficiency part by induction, demonstrating only the final recursive step. We first define the uniquely determined numbers
Vi,j,k and ρi(A) according to (9)–(16). Consider the following interpolation problem: find a functionΦ2 ∈ U satisfying
Φ
(j)
2 (αk) = Vi,j,k, (A′)
for all (i, j, k) ∈ I with i ≥ 2. We define
V ′i,j,1 := Vi+1,j+1,1, for all (i+ 1, j+ 1, 1) ∈ I,
V ′i,j,k := Vi+1,j,k, for k ≥ 2, and for all (i+ 1, j, k) ∈ I;
then we have the following set equality:
{Vi,j,k | i ≥ 2, (i, j, k) ∈ I(A)} = {V ′i,j,k | i ≥ 1, (i, j, k) ∈ I(A′)},
where (A′) can now be expressed as
Ψ (j)(αk) = V ′i,j,k, (A′)
for all (i, j, k) ∈ I(A′), and furthermore,
ρi(A′) = ρi+1(A), for 1 ≤ i ≤ p− 1. (21)
Since the number of interpolating conditions for (A′) is one less than the number of interpolating conditions for (A), the
inductive hypothesis and (21) imply that NP(A′) is solvable (with solution Ψ ). Now if we put
Φ(z) = L(α1, ρ1(A),Ψ (z)), (22)
then Lemmas 3.2 and 4.1 implyΦ satisfies NP(A).
The necessary part of the theorem can be proved in a similar way by applying themaximum principle for analytic functions
at each recursive step. 
Remark. Note that |ρi| < 1 for all i implies c0,i ≠ 0 for all 1 ≤ i ≤ p, and then the numbers Vi,j,k are well defined.
If we replace a problem NP(A) by replacing all interpolation values β jk by β
j
k/c for some non-zero constant c , then for
convenience we will denote the new interpolation problem as NP
 A
c

.
The next theorem states that there is a unique solution for NP(A)with norm δA.
Theorem 4.3. A solvable problem NP(A) has a unique solutionΦ0 ∈ U(A) with minimal norm.
Proof. For each integer n > 0 there is a functionΦn satisfying (A) and such that
‖Φn‖ < δA + 1n .
Using Vitali’s theoremwe obtain a functionΦ0 which is a uniform limit (on any compact subset ofC+) of some subsequence
Φnk , and is analytic on C
+. Clearly, Φ0 is also an interpolating function, and Φ0 has norm δA. It remains to prove that Φ0 is
rational.
The function Ψ0 := Φ0/δA is a minimal norm solution for NP(A/δA), and ‖Ψ0‖ = 1. If, for some αk we have |β0k /δA| = 1,
then by the maximum principle Ψ0 is a constant function, which is a rational function. On the other hand, if |β0k /δA| < 1
for 1 ≤ k ≤ K then by taking Ψ1 = L−1(α1, β01/δA,Ψ0) we need only show that Ψ1 is rational. Now Ψ1 is (by Lemma 3.3) a
minimal norm solution for the NP problemwith one condition less. Thus, we have reduced the problem of showing that the
minimal norm solution is rational to the NP problem with one condition less. Finally, we come to the problem of one point
interpolation
Φ(α) = γ , where ‖Φ‖ = 1, (23)
for some constant γ with |γ | ≤ 1. If |γ | < 1 then Φ0 ≡ γ would be a solution with norm less than 1, so we can assume
that |γ | = 1. But thenΦ0 ≡ γ is a (unique) rational minimal norm solution. 
Corollary 4.4. The norm minimizing function Φ of an interpolation problem (A) is a constant multiple of a Blaschke product
(on C+).
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Proof. It follows from the proof of Theorem4.3 that ifΦ1 in (5) is aminimal norm solution for (A) (and ‖Φ1‖ = 1), andΦi, for
i = 1 . . . p, are defined by (17), then there is some constant γ with ‖γ ‖ = 1, andΦp ≡ γ . In particular,Φp has unit modulus
at all points on the imaginary axis. Then it follows from (2), and the boundary preserving properties of Möbius transforms,
that all Φi (and in particular, the minimal norm solution Φ) in (5) have unit modulus at all points on the imaginary axis. It
follows thatΦ can be expressed as a Blaschke product on C+. 
Corollary 4.5. If the solution for (A) has minimal norm equal to β , then for any sequence of interpolating functionsΦn such that
limn→∞ ‖Φn‖ = β , there exists a solution Φ0 with norm equal to β such that limn→∞Φn = Φ0 uniformly on compact subsets
of C+.
Corollary 4.6. If NP(A) is solvable then U(A) can be parametrised in the following way: take an arbitrary function Ψ ∈ U and
put Φp+1 ≡ Ψ . Then defineΦi andΦ recursively by putting
Φi(z) = L(wi, ρi,Φi+1(z)), Φ ≡ Φ1,
thenΦ ∈ U(A). Conversely, anyΦ ∈ U(A) determines an element Ψ ∈ U in the same way.
Proof. The proof is almost exactly the same as that of Theorem 4.2 and is trivial. We proceed by induction on p (the number
of interpolation conditions). The case p = 0 is trivial. In the general case, any Ψ ∈ U gives, by the inductive assumption, a
functionΦ2 satisfying the interpolation conditions
Φ
(j)
2 (αk) = V2,j,k, where k ≥ m = φ(2).
Therefore, if we put Φ1(z) = L(α1, ρ1(A),Φ2(z)), then by Lemma 4.1 we have Φ ≡ Φ1 ∈ U(A). Conversely, let Φ ∈ U(A),
then forΦ1 ≡ Φ we defineΦ2 by
Φ2(z) = L−1(α1, ρ1(A),Φ1(z)).
By the inductive hypothesis, Φ2 is obtained from some Ψ ∈ U by the process described in Lemma 4.1. Therefore, so
doesΦ1. 
Remark. If we put Φp+1 ≡ Ψ ≡ 0 in Corollary 4.6 then Φp is a constant function. Therefore, all Φi are rational functions.
Furthermore, the set of all rationalΦ ∈ U(A), is parametrised by all rational functions in U .
Algorithm 4.7. Suppose NP(A) is given. Calculate recursively ρi(A) and if |ρi(A)| < 1 for all 1 ≤ i ≤ p, then select any
function Ψ ∈ U . A functionΦ ∈ U(A) is obtained uniquely by the process described in Corollary 4.6.
5. Interpolating boundary conditions
Theorem 5.1. NP(A) is solvable by some Φ ∈ U with ‖Φ‖ < 1 if and only if there exists some Ψ ∈ U that satisfies NP(A) and
NP(B) (simultaneously). In particular, the problem NP(B) alone is always solvable.
We will denote problem (A) combined with (B) as problem (A + B), and we will indicate the associated NP problem as
NP(A+ B).
Before we give the proof of Theorem 5.1 we want to give some preliminary results and discuss some implications of it.
Corollary 5.2. If we are given a solvable problem NP(A) with additional boundary conditions (B), then NP(A + B) is solvable if
and only if δA < 1.
We let U(A+ B) denote the set of solutionsΦ ∈ U for the problem NP(A+ B).
The statement of Theorem 5.1 is somewhat surprising. It states that if we add some additional interpolating conditions
(B) on the boundary of C+ to (A) the solvability of NP(A) is not affected. Of course, the set U(A + B) is smaller than U(A).
Remember that, we have required that the values of the functions Φ(ıˆwt) = Φ0(ıˆwt) = δ0t have modulus less than 1.
However, no requirement is placed on the modulus of the derivatives δlt , l > 0.
Proof of Theorem 5.1. The sufficiency part follows from Corollary 4.4. We will prove only the necessary part. Suppose that
NP(A) is solvable, with δA < 1. We want to prove that NP(A + B) is solvable. Since NP(A) is solvable we have |ρi(A)| < 1
for all 1 ≤ i ≤ p− 1. Consider the transformation
Φ2(z) = L−1(α1, ρ1(A),Φ1(z)). (24)
By Lemma 4.1 the existence of a function Φ1 ∈ U(A + B) is equivalent to the existence of the function Φ2 satisfying
p − 1 interpolating conditions on C+ and some interpolating conditions on the ıˆw axis derived from transformation of
conditions (B). Since, for 1 ≤ t ≤ T ,
|Φ1(ıˆwt)| = |δ0t | < 1,
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it follows from properties of Möbius transforms that |Φ2(ıˆwt)| < 1 for all 1 ≤ t ≤ T . Continuing in this way, by transferring
an interpolation problem onΦi to the one onΦi+1, we finally arrive at the following conclusion: the problem NP(A+ B) is
solvable if and only if some interpolation problem
Φ(l)(ıˆwt) = µlt , for 0 ≤ l ≤ mt − 1, 1 ≤ t ≤ T , (B′)
for some numbers µlt such that |µ0t | < 1, is solvable with Φ ∈ U . We will state and prove this in the following lemma and
this will complete the proof. 
Lemma 5.3. There existsΦ ∈ U, with ‖Φ‖ < 1, which satisfies (B′).
Proof. We prove this by induction on q :=∑Tt=1 mt . If q = 1 then we just put Φ ≡ µ01, which is a constant, and ‖Φ‖ < 1.
Now suppose q > 1.Wewill show that the existence of a solution (with norm less than 1) of NP(B′) is equivalent to existence
of a solution (with norm less than 1) of another interpolation problemNP(B′′), which has one interpolation condition less. To
wit, suppose thatΦ is a solution of NP(B′)with ‖Φ‖ < 1. Let us put ρ = µ01 and defineΛ(z) by means of a transformation
Lϵ as follows:
Λ(z) = Lϵ(Φ) :=

z − ıˆw1 + ϵ
z − ıˆw1

ρ − Φ(z)
1− ρ¯Φ(z)

, for ϵ > 0. (25)
It follows that analyticity ofΛ(z) is equivalent to analyticity ofΦ andΦ(ıˆw1) = ρ.
In the case thatm1 > 1, from (25) it follows that for ζ = (z − ıˆw1),
ζΛ(z)(−IN + ρ¯Φ(z)) = (−ρ + Φ(z))(ζ + ϵ), (26)
and by representing Λ and Φ as power series of ζ and equating coefficients in front of ζ l we get from (26) the following
new interpolation values for the functionΛ(z) at the point z = ıˆw1:
ν01 := Λ0 =
ρ − Φ0 − ϵΦ1
1− ρ¯Φ0
= −ϵ µ
1
1
1− |ρ|2 (27)
ν l−11 := Λl−1 (28)
= 1
1− ρ¯Φ0

(l− 1)!
l−2
s=0
Λsρ¯Φ l−s−1
s!(l− s− 1)! − Φ
l−1 − ϵ Φ
l
l

= 1
1− |ρ|2

(l− 1)!
l−2
s=0
νs1ρ¯µ
l−s−1
1
s!(l− s− 1)! − µ
l−1
1 −
ϵµl1
l

, for 2 ≤ l ≤ m1 − 1, (29)
where Φ l = Φ(l)(ıˆw1) and Λl = Λ(l)(ıˆw1). (Note that (29) is only applied if m1 ≥ 3.) Thus in (B′) the m1 interpolating
conditions
Φ l = Φ(l)(ıˆw1) = µl1
forΦ transfer tom1−1 interpolating conditions forΛ(z) at z = ıˆw1, sinceΛl−1 is expressible throughΦ l and the derivatives
of lower order. (Ifm1 = 1 then there are no interpolating conditions forΛ(z) at z = ıˆw1.)
If t ≠ 1 it follows from (25) that
ζt + (ıˆwt − ıˆw1)

Λ(z)(−1+ ρ¯Φ(z)) = (−ρ + Φ(z))(ζt + ıˆwt − ıˆw1 + ϵ), (30)
where ζt = z − ıˆwt . Expanding (30) in a power series in ζt we see that the values Λ(l)(ıˆwt) and Φ(l)(ıˆwt) can be obtained
from each other. In particular,
(ıˆwt − ıˆw1)Λ(ıˆwt)(−1+ ρ¯Φ(ıˆwt)) = (−ρ + Φ(ıˆwt))(ıˆwt − ıˆw1 + ϵ).
Thus we get the following new interpolation values:
ν0t := Λ(ıˆwt) =
ρ − µ0t
1− ρ¯µ0t

ıˆwt − ıˆw1 + ϵ
ıˆwt − ıˆw1

, (31)
ν1t := Λ′(ıˆwt) =
−ν0t
ıˆwt − ıˆw1 +
ν0t ρ¯µ
1
t
1− ρ¯µ0t
+ ρ − (ıˆwt − ıˆw1 + ϵ)µ
1
t − µ0t
(ıˆwt − ıˆw1)(1− ρ¯µ0t )
, (32)
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ν lt := Λ(l)(ıˆwt)
= −lν
l−1
t
(ıˆwt − ıˆw1) +

1
1− ρ¯µ0t

ρ¯l!
l−2
s=0
νst
s!

µl−st
(l− s)! +
µl−s−1t
(ıˆwt − ıˆw1)(l− s− 1)!

+ lν l−1t ρ¯µ1t −
(ıˆwt − ıˆw1 + ϵ)µlt
ıˆwt − ıˆw1 −
lµl−1t
(ıˆwt − ıˆw1)

, for 2 ≤ l ≤ mt − 1. (33)
Note that (32) is only applied ifmt ≥ 2, and (33) is only applied ifmt ≥ 3. We now define the following constants:
c1 := |µ
1
1|
1− |ρ|2 , ct :=
 ρ − µ0t1− ρ¯µ0t
 for 2 ≤ t ≤ T . (34)
Since ρ = Φ0(ıˆw1) and µ0t = Φ0(ıˆwt) have modulus less than 1, it follows that ct < 1 for 2 ≤ t ≤ T . Let
dt = |ıˆwt − ıˆw1|, for t ≠ 1, (35)
then from (27), (30), (31), (34) and (35) it follows that if
0 < ϵ < min

1
c1
, dt

1
c2t
− 1, for t = 2, . . . , T

, (36)
then |ν0t | < 1 for all t ≤ τ . Thus we have shown that if ϵ satisfies (36) then (B′) is reduced to (B′′), with one interpolation
condition less:
Λ(l)(ıˆw1) = ν l1, for 0 ≤ l ≤ m1 − 2, ifm1 ≥ 2
Λ(l)(ıˆwt) = ν lt , for 0 ≤ l ≤ mt − 1, and 2 ≤ t ≤ T , (B′′)
with |ν0t | < 1 for 1 ≤ t ≤ T .
In summary, by choosing ϵ > 0 small enough in (25) we can reduce problem (B′) to problem (B′′), and if the latter can
be solved by some functionΛwith ‖Λ‖ < 1 thenΦ := L−1(Λ) is a solution of the former with ‖Φ‖ < 1.
This ends the inductive step, and the proof of the lemma. 
Remark. Notice that the method of proving Theorem 5.1 involves finding a function Λ satisfying certain conditions and
defined in a certain way. There was some freedom involved in the definition of Λ which depended on ϵ > 0 and can be
defined for any positive ϵ smaller than a certain value. Thus, unlike the procedure employed in Theorem 4.2 the functionΦ
does not determineΛ uniquely.
Algorithm 5.4. Given NP(A + B), we want to find an interpolating function. Proceeding as in Algorithm 4.7 we reduce to
the problem NP(B′). Then we proceed by reducing the number of interpolating conditions as in the proof of Lemma 5.3. To
be more precise, we find numbers ϵi for 1 ≤ i ≤ p − 1 and define transformations L−1ϵi as in (25) so that we can reduce
problem (B′) to a problem with only one interpolation condition, and the solution of this will be a constant function with
norm less than 1. Then, by successive application of transformations Lϵi to this solution we obtain a rational functionΦ that
solves (B′). It may be necessary to find values ϵi by trial and error (replacing values ϵi by smaller values) so that ‖Φ‖ < 1.
6. Minimal norm interpolation for the boundary NP problem
Theorem 6.1. Consider an interpolation problem NP(A)with δA < 1with the following interpolation problem on the boundary:
Φ(p0) = γ , |γ | < 1, (B1)
for a point p0 ∈ C+ which is a boundary point, i.e., p0 = ∞ or p0 = ıˆw. The following cases are possible.
(i) There is a unique functionΦ ∈ U(A+ B1) with minimal norm.
(ii) There are infinitely many functionsΦ ∈ U(A+ B1) with minimal norm.
(iii) There is no Φ ∈ U(A + B1) with minimal norm, but there is a number δ0 with 0 < δ0 < 1 such that if ϵ > 0 such that
δ0 + ϵ < 1, then there existsΦϵ ∈ U(A+ B1) such that δ0 < ‖Φϵ‖ < δ0 + ϵ.
We claim the following.
(I) If δA < |γ |, then case (ii) holds.
(II) If δA > |γ |, then case (iii) holds.
(III) If δA = |γ |, then case (i) or case (iii) holds.
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Proof. Case I. Suppose that δA < |γ |. The problem NP

A
|γ |

is solvable, and so by Theorem 4.2, |ρi

A
|γ |

| < 1 for all i ≤ p,
where values ρi

A
|γ |

are uniquely defined as in (11). There is a solution Φ of NP

A
|γ |

which satisfies Φ(p0) = γ|γ | since
we can consider the transformation
Φ(z) = Φ1(z) = L(α1, ρ1,Φ2(z)), (37)
where the p interpolating conditions on Φ translate into p − 1 interpolating conditions on Φ2, and Φ satisfies (B1) if and
only ifΦ2 satisfies
Φ2(p0) = γ2, where |γ2| = 1. (38)
After p of these transformations L−1 we arrive at the condition
Φp+1(p0) = γp+1, where |γp+1| = 1. (39)
Now if we put Φp+1 ≡ γp+1, then we define Φi and our required function Φ as in (5). Now |γ |Φ ∈ U(A + B1) and since
1 = |Φ(p0)| ≤ ‖Φ‖ ≤ 1, we see that |γ |Φ is a minimal norm solution for NP(A + B1). Now let us prove that Φ (and thus
|γ |Φ) is not unique. Since there is always an automorphism of C+ such that p0 maps to 0, we can assume p0 = 0. If instead
ofΦp+1 ≡ γp+1 we choose
Φp+1(z) = γp+1Tr(z), where Tr(z) =

z + 1− 2rz
z + 1

, 0 ≤ r < 1, (40)
thenΦ defined by (5) will also solve NP

A
|γ |

and satisfyΦ(0) = γ|γ | .
Case II. Now suppose that δA > |γ |. If we suppose there is a minimal norm solutionΦ ∈ U(A+ B1), then (by Corollary 4.4)
we may suppose, by scaling if necessary, that 1 = ‖Φ‖ > δA > |γ |. If
Ψ (z) = Φp+1 = L−1Φp = (L−1)2Φp−1 = · · · = (L−1)pΦ,
then Ψ (p0) = γp+1 where |γp+1| < 1. The simplest function Ψ that can satisfy this property is Ψ ≡ γp+1. But then
Φ := (L)pΨ is in U(A+ B1)with ‖Φ‖ < 1, a contradiction. We conclude that there is no minimal norm solution. However,
by Theorem 5.1, we know that there is a number δ0 < 1 which is the infimum of minimal norm solutions of NP(A + B1),
and so case (iii) holds.
Case III. IfΦ is the minimal norm solution for NP(A), then case (i) is true ifΦ(p0) = γ ; otherwise (iii) is true. 
By means of straightforward modifications to the proof of Theorem 6.1 we can state the following theorem in terms of a
general boundary condition (B). The proof is omitted, but some details are given in Algorithm 6.3.
Theorem 6.2. For a problem NP(A+ B), with δA < 1, there is a number δ0 ≥ δA such that for any (small enough) ϵ > 0 there
exists Φϵ ∈ U(A+ B1) such that δ0 ≤ ‖Φϵ‖ < δ0 + ϵ < 1. Moreover, for any analytic function Φ satisfying (A+ B) we have
‖Φ‖ ≥ δ0.
The following algorithm is a way to find the functionΦϵ as in Theorem 6.2, with ϵ as small as desired.
Algorithm 6.3. Given (A+B), we can find an (approximate) interpolating function of minimal norm by following the steps
below.
In each of the steps the function Ψ in Algorithm 4.7 is any constant with modulus equal to 1 (in particular Ψ can be the
identity function).
Step 1. DefineW1 = maxk{|β0k |}. Apply Algorithm 4.7 to (A) with all values β jk replaced by values β
j
k
W1
. Let t1 := |ρj| where j
is chosen so that ρj is the first number with modulus not less than one. LetW2 be some value larger thanW1 (for example
setW2 = 2W1), and go to Step 2.
Step 2. Apply Algorithm 4.7 to (A) with all values β jk replaced by values
β
j
k
W2
. If it is not true that |ρi(A)| < 1 for all i then
proceed to Step 3; otherwise, proceed to Step 4.
Step 3. Let t2 := |ρj| where j is chosen so that ρj is the first number with modulus not less than one. Choose a number
W3 > max{W1,W2}; for example we can set
W3 = max{W1,W2} +

t2 − 1
t1 − 1

|W2 −W1|.
Now replace the previous valueW1 withW2, replaceW2 withW3, replace t1 with t2, and return to Step 2.
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Step 4. Set t2 := maxi |ρi| (i.e., t2 < 1). If |t2 − t1| is as small as needed for desired accuracy then go to Step 5. Otherwise
choose a valueW3 betweenW1 andW2; for example, set
W3 = min{W1,W2} + |W2 −W1|2 .
Now replaceW1 withW2, replaceW2 withW3, replace t1 with t2, and return to Step 2.
Step 5. Let r := maxt{|δ0t |}, then we can assume (by rearrangement of values ıˆwi, if necessary) that |δ01 | = r . Now define
σ := max{W2, r} and apply the first part of Algorithm 4.7 to

A
σ+η

, for some (small) η > 0, to obtain values ρi

A
σ+η

. As
described in case I of the proof of Theorem 6.1 a solutionΦ of

A
σ+η

satisfyingΦ(ıˆw1) = δ
0
1
σ+η is equivalent (by application
of transformations L−1) to Φp+1(ıˆw1) = γp+1, where γp+1 is some number such that |γp+1| < 1. As described in the proof
of Theorem 5.1 we can findΦp+1, using Algorithm 5.4, as the solution of some appropriate interpolation problem (B′). Now
we apply the second part of Algorithm 4.7 toΦp+1 to obtain a functionΦ which is the solution (with ‖Φ‖ < 1) to problem
A
σ+η + Bσ+η

. Multiplication ofΦ by σ+ηwill give the required (approximate)minimal norm solution to problem (A+B).
7. Numerical examples
Example 1. An application of Algorithm 4.7 with α1 = 1, α2 = 2, α3 = 3, β01 = 2/5, β02 = 1/4, and β03 = 1/5 results in
matrices
V1 =
[
2
5
1
4
1
5
]
, V2 =
[
∗ 1
2
10
23
]
, V3 =
[
∗ ∗ 5
12
]
,
where each matrix entry is the j, k entry of matrix Vi = Vi,j,k. The corresponding values for ρ are
ρ1 = 25 , ρ2 =
1
2
, ρ3 = 512 .
IfΦ4 = Ψ ≡ 0, then
Φ3(z) = 512 , Φ2(z) =
2 (z + 22)
19 z + 58 , Φ1(z) =
4(z2 − 2z + 12)
13 z2 + 43 z + 54 ,
and so the rational interpolant isΦ(z) = Φ1(z).
Example 2. An application of Algorithm 4.7 with α1 = 1, α2 = 2, β01 = 1/5, β11 = 1/100, and β02 = 1/10 results in
matrices
V1 =

1
5
1
10
1
100
∗
 , V2 = −148 1549∗ ∗

, V3 =

∗ −769
789∗ ∗

.
The corresponding values for ρ are
ρ1 = 15 , ρ2 =
−1
48
, ρ3 = −769789 .
IfΦ4 = Ψ ≡ 0, then the rational interpolant is
Φ(z) = Φ1(z) = −12

17939 z2 − 55608 z + 18733
9337 z2 + 28284 z + 9719

.
Example 3. An application of Algorithm 6.3 with w1 = 1, w2 = −1, δ01 = 1/2, δ11 = 1/10, and δ02 = −1/2, δ12 = 0, with
the initial function being the zero function (as above), results in the rational interpolant
Φ(z) = 1
2
a3 z3 − a2 z2 + a1 z + a0
b3 z3 + b2 z2 + b1 z + b0 ,
where
a3 = 1095766178+ 1992183946 ı a2 = 626360851+ 354531667 ı
a1 = 385150043+ 1923533611 ı a0 = −1034235136− 1435340482 ı
b3 = −911897272+ 740726746 ı b2 = −1936937866− 1434113048 ı
b1 = −1992706087+ 1148601031 ı b0 = −1868287531+ 723496913 ı.
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8. Conclusion
TheminimalH∞ normproblemhas been handled in [16,25], for instance, using the operator theoretic approach, however
a considerable amount of mathematics and algebraic calculation is required to reach a manageable algorithm. The resulting
algorithms are explained in [18]. Our minimal H∞ norm algorithm (Algorithm 6.3) is straightforward (without operator
theory and matrix theory). Furthermore, we have included boundary interpolation (Algorithm 5.4) in our algorithm for
minimal norm interpolation.
Our unified approach for the matrix Nevanlinna–Pick interpolation problem with interior conditions (Theorem 4.2,
Corollary 4.6, Lemma 4.1, and Algorithm 4.7), boundary conditions (Theorem 5.1, Corollary 5.2, Lemma 5.3, and
Algorithm 5.4) and with any given multiplicities of interpolating points, with a minimum H∞ norm solution (Theorems 4.3
and 6.1, Corollaries 4.4 and 4.5, and Algorithm 6.3), has made it possible for us to solve all these aspects of the Nevanlinna–
Pick interpolation problem by means of straightforward algorithms.
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