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FREE SUBALGEBRAS OF QUOTIENT RINGS OF ORE EXTENSIONS
JASON P. BELL AND D. ROGALSKI
Abstract. Let K be a field extension of an uncountable base field k, let σ be a k-
automorphism of K, and let δ be a k-derivation of K. We show that if D is one of K(x;σ)
or K(x; δ), then D either contains a free algebra over k on two generators, or every finitely
generated subalgebra of D satisfies a polynomial identity. As a corollary, we show that the
quotient division ring of any iterated Ore extension of an affine PI domain over k is either
again PI, or else it contains a free algebra over its center on two variables.
1. Introduction
Many authors have noted that it is often the case that noncommutative division algebras
have free subobjects. For example, the existence of non-abelian free groups inside the multi-
plicative group D× of a division algebra D has been studied in several papers (see [14, 2], and
the references therein). It is now known that if D is noncommutative and has uncountable
center, then D× contains a free subgroup on two generators [2].
The question of when a division k-algebra D contains a free k-subalgebra on two generators
has also attracted much attention. The first result in this direction was obtained by Makar-
Limanov [9], who showed that if A1(k) = k{x, y}/(xy−yx−1) is the Weyl algebra over a field
k of characteristic 0, then its quotient division algebra D1(k) does indeed contain such a free
subalgebra. This result is perhaps surprising to those only familiar with localization in the
commutative setting, and is in fact a good demonstration of how noncommutative localization
is less well-behaved. In particular, the Weyl algebra A is an algebra of quadratic growth; that
is, if we let V denote the k-vector subspace of A spanned by 1 and the images of x and y in
A, then the dimension of V n is a quadratic function of n. On the other hand, a free algebra
on two generators has exponential growth. This is a good example of the principle that there
is no nice relationship, in general, between the growth of a finitely generated algebra and the
growth of other subalgebras of its quotient division algebra.
We note that by a result of Makar-Limanov and Malcolmson [13, Lemma 1], if a division k-
algebra D contains a free k-subalgebra on two generators, then it contains a free F -subalgebra
on two generators for any central subfield F . Thus the choice of base field is not an impor-
tant consideration when considering the existence of free subalgebras, and need not even be
mentioned. Now there are certain division algebras which cannot contain copies of free alge-
bras on more than one generator for trivial reasons, for example division algebras which are
algebraic over their centers. Note also that a free algebra on two generators does not satisfy
a polynomial identity. We say that a k-algebra R is locally PI if every finitely generated
k-subalgebra of R is a polynomial identity ring (this is also easily seen to be independent of
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the choice of central base field k). An obvious necessary condition for a division algebra D
to contain a noncommutative free algebra is that D not be locally PI. On the other hand,
there are no known examples of division algebras which do not contain a free algebra on two
generators, except locally PI ones.
In light of the discussion above, we say that a division algebra D satisfies the free subalgebra
conjecture if D contains a free subalgebra on 2 generators if and only if D is not locally PI.
In [10], Makar-Limanov annunciated the FOFS (full of free subobjects) conjecture, one part
of which was the statement that every division algebra D which is finitely generated (as
a division algebra) and infinite-dimensional over its center contains a free subalgebra on 2
generators. It is easy to see using a bit of PI theory that this statement is equivalent to
what we have called the free subalgebra conjecture here. Stafford, independently, formulated
a similar conjecture [18]. As Makar-Limanov also notes, the conjecture is a bit provocative as
stated because it implies the resolution of the Kurosh problem for division rings. However,
we will study the conjecture here only for special types of division rings in any case.
Since Makar-Limanov’s original breakthrough, many authors have used his ideas to demon-
strate the existence of free subalgebras on 2 generators in the quotient division algebras of
many special classes of rings, especially certain Ore extensions, group algebras, and enveloping
algebras of Lie algebras [3, 7, 8, 9, 11, 12, 13, 16, 17]. Our main aim here is to further develop
the Ore extension case. Suppose that D is a division ring with automorphism σ : D → D and
σ-derivation δ, and let D(x;σ, δ) be the quotient division ring of the Ore extension D[x;σ, δ].
Lorenz [8] showed that k(t)(x;σ) contains a free subalgebra on 2 generators when σ has infi-
nite order. Shirvani and J. Z. Gonc¸alves [16] showed that if R is a k-algebra which is a UFD
with field of fractions K and the property that R× = k×, and σ : R→ R is a k-automorphism
such that the σ-fixed subring of R is k, then K(x;σ) contains a free subalgebra on 2 generators
(in fact, even a free group algebra of rank |k|).
In this paper, we first give in Section 2 some new criteria for the existence of a free k-
subalgebra on two generators in a division ring D(x;σ, δ), following the main idea of Makar-
Limanov’s original method. We then use these criteria to completely settle the free subalgebra
conjecture for the case of Ore extensions of fields, assuming an uncountable base field. Our
main results are the following.
Theorem 1.1. Let K/k be a field extension and σ : K → K a k-automorphism.
(1) If k is uncountable, then the following are equivalent:
(i) K(x;σ) contains a free k-subalgebra on 2 generators;
(ii) K(x;σ) is not locally PI;
(iii) K has an element lying on an infinite σ-orbit.
(2) If k is countable, the same conclusion as in (1) holds if either K/k is infinitely gen-
erated as a field extension, or if σ is induced by a regular k-automorphism of a quasi-
projective k-variety with function field K.
We expect that the free subalgebra conjecture for K(x;σ) is always true, with no restrictions
on k; in any case, the theorem above certainly covers the cases one is most likely to encounter.
We also study the derivation case, which is in fact easier and requires no assumption on
the base field.
Theorem 1.2. Let K be a field extension of a field k. If δ : K → K is a k-derivation, then
K(x; δ) contains a free k-subalgebra on 2 generators if and only if it is not locally PI.
See Theorem 4.1 for a characterization of when K(x; δ) is locally PI.
3In fact, a general Ore extension K[x;σ, δ] of a field K is isomorphic to one with either
σ = 1 or with δ = 0. So as a rather quick consequence of the theorems above, we obtain the
following result.
Theorem 1.3. The quotient division algebra of any iterated Ore extension of a PI domain
which is affine over an uncountable field satisfies the free subalgebra conjecture.
We note that our proofs are largely independent of past work in this subject, except that
we assume Makar-Limanov’s original result. Some authors have considered the more general
question of the existence of k-free group algebras in a division ring D, and have also studied
the cardinality of the rank of the largest such free group algebra. For simplicity, we stick to the
context of the free subalgebra conjecture here. We mention that Shirvani and Gonc¸alves have
shown that if the center k of D is uncountable, then the existence of a free group k-algebra
of rank 2 in D is implied by the existence of a free k-algebra on 2 generators [4].
In this paper, we have tried to make as few assumptions as possible on the ground field
k. In forthcoming work, we will give stronger criteria for existence of free subalgebras, and
thus verify the free subalgebra conjecture for some additional classes of algebras, in case k is
uncountable.
2. Criteria for existence of free subalgebras of a division algebra
In this section we use ideas of Makar-Limanov to give a simple criterion that guarantees
that a division algebra D contains a copy of a free algebra on two generators. We work over
an arbitrary field k. As we noted in the introduction, the question of whether D contains a
free k-subalgebra on two generators is independent of the choice of central subfield k.
Notation 2.1. We use the following notation:
(1) we let D denote a division algebra over a field k;
(2) we let σ : D → D denote a k-algebra automorphism of D;
(3) we let δ : D → D denote any σ-derivation ofD over k, that is, a k-linear map satisfying
δ(ab) = σ(a)δ(b) + δ(a)b for all a, b ∈ D;
(4) we let ψ = (σ − 1) + δ : D → D (this is also a σ-derivation) and set
E = {u ∈ D : ψ(u) = 0},
which is a division subring of D;
(5) we let D[x;σ, δ] be the Ore extension generated by D and the indeterminate x with
relations xa = σ(a)x + δ(a) for a ∈ D, and let D(x;σ, δ) denote its quotient division
algebra. As usual, if σ = 1 we omit σ from the notation, and if δ = 0 we omit δ from
the notation.
We now prove a sufficient condition for the ring D(x;σ, δ) to contain a free subalgebra.
Compared to the original method of Makar-Limanov’s, we choose a slightly different pair of
elements, and we avoid the use of power series. We note that the characteristic of the base
field has no effect in the following criterion.
Theorem 2.2. Assume Notation 2.1 and let b ∈ D. If
(1) b 6∈ σ(E), and
(2) for all u ∈ D, ψ(u) ∈ σ(E) + σ(E)b implies u ∈ E,
then the k-algebra generated by b(1− x)−1 and (1− x)−1 is a free subalgebra of D(x;σ, δ).
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Proof. Let
(2.1) S = {(i1, . . . , ir) : r ≥ 1, i1, . . . , ir ∈ {0, 1}} ∪ {∅}
and for nonempty I = (i1, . . . , ir) ∈ S, define length(I) := r and
(2.2) WI := b
i1(1− x)−1bi2(1− x)−1 · · · bir(1− x)−1.
If I = ∅, we define length(∅) := 0 and W∅ := 1. Note that the WI are exactly the words in
the generators b(1 − x)−1, (1 − x)−1, and so our task is to show that {WI |I ∈ S} is linearly
independent over k. It is also useful to define
(2.3) VI := (1− x)
−1bi1(1 − x)−1 · · · bir(1− x)−1
for nonempty I ∈ S, and to set V∅ := (1− x)
−1.
For nonempty I = (i1, i2, . . . , ir), we define its truncation as I
′ = (i2, . . . , ir), with the
convention that if I has length 1, then I ′ = ∅. Note then that trivially from the definitions
we have
(2.4) (1− x)VI =WI = b
i1VI′ , for I 6= ∅.
We claim that to prove that theWI are k-independent, it is enough to prove that {VI |I ∈ S}
is left D-independent. To see this, suppose the VI are D-independent and that we have a
nontrivial relation
∑
I∈S cIWI = 0 with cI ∈ k not all 0. We can assume that c∅ = 0
by multiplying our relation through on the right by (1 − x)−1. Then 0 =
∑
I∈S cIWI =∑
I 6=∅ cIb
i1VI′ = 0. This forces for each nonempty I ∈ S the equation cIb
i1 + cHb
1−i1 = 0,
where H is the other element of S which has truncation I ′. But then cI = cH = 0 since
{1, b} is certainly k-independent, given that b 6∈ σ(E). This contradicts the nontriviality of
our chosen relation and the claim is proved.
The strategy will be to prove by contradiction that {VI |I ∈ S} is left D-independent.
In fact, it is more convenient to prove the seemingly stronger statement that this set is D-
independent in the left factor D-space D(x;σ, δ)/D[x;σ, δ]. In other words, we work modulo
polynomials. Equivalently, we suppose that we have a relation
∑
I∈S αIVI = p(x) ∈ D[x;σ, δ]
with αI ∈ D not all 0. Among all such relations, we pick one with a minimal value of
d = min(length(I)|αI 6= 0). Moreover, among these, we select one with the smallest number
of nonzero αI with length(I) = d. Note that certainly d ≥ 1. By multiplying our relation by
a nonzero element of D, we may also assume that αJ = 1, for some J of length d.
Now for nonempty I, (2.4) can be rewritten as xVI = VI − b
i1VI′ , and for I = ∅ we have
xVI = VI−1. Multiplying our relation on the left by x and applying these formulas we obtain
x
∑
I∈S
αIVI =
∑
I∈S
[σ(αI)x+ δ(αI)]VI
=
∑
I∈S
[σ(αI) + δ(αI)]VI −
∑
I 6=∅
σ(αI)b
i1VI′ − σ(α∅) = xp(x) ∈ D[x;σ, δ].
Subtracting the original relation
∑
αIVI = p(x), we get
(2.5)
∑
I∈S
[σ(αI)− αI + δ(αI)]VI −
∑
I 6=∅
σ(αI)b
i1VI′ = (x− 1)p(x) + σ(α∅) ∈ D[x;σ, δ].
But notice that since αJ = 1, the coefficient of VJ in this relation is now 0; while no new
nonzero coefficients associated to VI with I of length d have appeared. Thus by our assumption
that we originally picked a minimal relation, all coefficients of the VI on the left hand side of
5(2.5) are 0. In particular, ψ(αI) = σ(αI) − αI + δ(αI) = 0, so αI ∈ E, for all I of length d.
Also, if H is the other element of S with truncation J ′, then the coefficient of VJ ′ in (2.5) is
σ(αJ ′)− αJ ′ + δ(αJ ′)− σ(αJ)b
j1 − σ(αH)b
1−j1 = 0.
Since H and J have length d, for u = αJ ′ we obtain
ψ(u) = σ(u)− u+ δ(u) ∈ σ(E)b+ σ(E).
Note that also ψ(u) 6= 0, as the assumption b 6∈ σ(E) implies that σ(E)b + σ(E) is direct,
and σ(αJ) = 1. The existence of such a u violates the hypothesis, so we have achieved a
contradiction. Thus b(1 − x)−1 and (1 − x)−1 generate a free subalgebra of D(x;σ, δ), as
claimed. 
The interaction between δ and σ in the criterion of the preceding theorem seems to make it
hard to analyze in general. In practice, we will only use the theorem later in the special cases
where δ = 0 or σ = 1. In the rest of this section, we examine the criterion for the special
case of D(x;σ) more closely. As mentioned in the introduction, Makar-Limanov proved in [9]
that the Ore quotient ring of the first Weyl Algebra, D1(k), contains a free k-subalgebra on
two generators when k has characteristic 0 (see also Krause and Lenagan [6, Theorem 8.17]).
It is standard that D1(k) ∼= k(u)(x;σ), where σ(u) = u + 1, but we note that Theorem 2.2,
as stated, does not recover Makar-Limanov’s result. More specifically, taking D = k(u),
σ(u) = u+1 and δ = 0 in Notation 2.1, it is easy to see that E = k, but we have σ(u)−u ∈ k
with u 6∈ k; thus the criterion in Theorem 2.2 can not be satisfied regardless of b. In fact, our
criterion seems to be most useful when we combine it with Makar-Limanov’s known result to
give the following stronger criterion.
Theorem 2.3. Assume the notation from Notation 2.1, with δ = 0. Suppose that either k
has characteristic 0, or else k has characteristic p > 0 and we have the additional condition
that
{a ∈ D|σp(a) = a} = E.
If there is b ∈ D \ E such that the equation
(2.6) σ(u)− u ∈ b+ E
has no solutions for u ∈ D, then the k-algebra generated by b(1− x)−1 and (1−x)−1 is a free
subalgebra of D(x;σ).
Proof. Choose b as in the hypothesis. If σ(u) − u ∈ E + Eb has no solutions except for
u ∈ E, then we are done by Theorem 2.2. So we may assume there is a solution of the form
σ(u)− u = α+ βb with α, β ∈ E not both zero. As long as β 6= 0, we may replace u by β−1u
and thus assume that β = 1, and so (2.6) has a solution, contradicting the hypothesis. Thus
β = 0. Then α 6= 0 and y = uα−1 satisfies σ(y) = y + 1. Then the elements z = yx−1 and x
satisfy the relation xz− zx = 1. If char k = 0, then we see that the k-subalgebra R of D(x;σ)
generated by x and z is isomorphic to a factor of the Weyl algebra A1(k). Since the Weyl
algebra is simple, R ∼= A1(k) and so D(x;σ) must contain a copy of D1(k), and hence a free
k-algebra on two generators [9]. If instead char k = p > 0, then we have σp(y) = y. It follows
by the hypothesis that y ∈ E, but this contradicts σ(y) = y + 1. 
We end this section with a valuation-theoretic criterion that will be especially useful later
whenD is a field. Recall that a discrete valuation of a division ringD is a function ν : D× → Z
such that ν(xy) = ν(x) + ν(y) and ν(x+ y) ≥ min(ν(x), ν(y)) for all x, y ∈ D×. It is easy to
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see that ν(x+ y) = min(ν(x), ν(y)) if ν(x) 6= ν(y). The valuation ν is trivial if ν(x) = 0 for
all x ∈ D×.
Lemma 2.4. Assume the notation from Notation 2.1, with δ = 0. Suppose that D has a
nontrivial discrete valuation ν : D× → Z, such that (i) ν(a) = 0 for all a ∈ E; and (ii) for
all a ∈ D×, ν(σn(a)) = 0 for all n≫ 0 and all n≪ 0. If char k = 0, or if char k = p > 0 and
{y ∈ D|σp(y) = y} = E, then D(x;σ) contains a free subalgebra on two generators.
Proof. For any given u ∈ D, by hypothesis Xu = {n ∈ Z|ν(σ
n(u)) < 0} is a finite set, and if
Xu 6= ∅ we call ℓ(u) = maxXu−minXu the length of u. If Xu 6= ∅, then it is easy to see that
ℓ(u− σ(u)) = ℓ(u) + 1.
By nontriviality we can pick b ∈ D such that Xb 6= ∅. Among all such b, choose one
of minimal length, say ℓ(b) = d. We claim that there are no solutions to the equation
u− σ(u) = b+ e with u ∈ D and e ∈ E. Suppose u, e does give such a solution. It is easy to
see that ℓ(b + e) = ℓ(b) = d, since ν(σn(e)) = 0 for all n by hypothesis (i). Now Xu = ∅ is
clearly impossible, so u has a length. By minimality, ℓ(u) ≥ d and so ℓ(u− σ(u)) ≥ d+ 1, a
contradiction. The result now easily follows from Theorem 2.3. 
3. The automorphism case
In this section, the goal is to use the criteria developed in the previous section to study
when K(x;σ) contains a free subalgebra, where K is a field, and thus to prove Theorem 1.1.
In terms of Notation 2.1, we now write D = K for a field K containing the base field k with
k-automorphism σ : K → K, and assume that δ = 0. Then K(x;σ) is also an algebra over
the fixed subfield E = {a ∈ K|σ(a) = a}, and as already mentioned, we may change the base
field to any central subfield without affecting the question of the existence of free subalgebras.
Thus it does no harm to replace k by E and we assume that the base field k is the σ-fixed
field for the rest of this section. We will frequently use in this section the exponent notation
bσ := σ(b) for the action of an automorphism on an element.
The difficult direction of Theorem 1.1 is to prove that K(x;σ) contains a free subalgebra
on two generators if K contains an element a lying on an infinite σ-orbit. In this case, letting
K ′ = k(. . . , aσ
−2
, aσ
−1
, a, aσ , . . . ) be the subfield of K generated over k by the σ-orbit of a,
it suffices to prove that K ′(x;σ) contains a noncommutative free subalgebra. Thus in this
section we will often assume the following hypothesis.
Hypothesis 3.1. Let K be a field with automorphism σ : K → K, and let k be the fixed
field of σ. Assume that there is an element a ∈ K on an infinite σ-orbit such that K =
k(aσ
n
|n ∈ Z).
The proof thatK(x;σ) satisfying Hypothesis 3.1 contains a free subalgebra naturally breaks
up into two cases, depending on whether or not K/k is finitely generated as a field extension.
The infinitely generated case is rather easily dispatched. We thank the referee very much
for suggesting the elegant proof of the following proposition, which gives a simpler and more
direct method for handling the infinitely generated case than our original.
Proposition 3.2. Assume Hypothesis 3.1, and suppose that K is infinitely generated as a
field extension of k. Then K(x;σ) contains a free k-subalgebra on two generators.
Proof. Write aj = a
σj for all j ∈ Z. Suppose first that k(ai|i ≥ 0) is still an infinitely
generated field extension of k. In this case we will show that in fact the countable system of
elements {axj |j ≥ 1} generates a free k-subalgebra of K(x;σ).
7Let yj = ax
j for all j ≥ 1. Then an arbitrary monomial in the yj looks like
yj1yj2 . . . yjn = a0aj1aj1+j2 . . . aj1+j2+···+jn−1x
j1+j2+···+jn
for some j1, . . . , jn ≥ 1. We claim that the set
S = {a0ai1ai2 . . . aim |m ≥ 1, 0 < i1 < i2 < · · · < im} ∪ {a0}
is linearly independent over k. Suppose not, and pick a linear dependency relation over k in
which the maximum n such that an appears in this relation is as small as possible. Clearly
n ≥ 1. Since every element of S is a product of distinct ai, the dependency relation has the
form p an + q = 0 where p, q are linear combinations of elements of S involving only ai with
i < n. If p = 0, we contradict the choice of n. Thus an = q/p ∈ k(a0, a1, . . . , an−1). Applying
σ this easily implies by induction that k(a0, a1, . . . , an−1) = k(ai|i ≥ 0), contradicting the
assumption that the latter field is infinitely generated as an extension of k. This establishes
the claim that S is linearly independent over k. Together with the K-independence of the
powers of x, this implies that the distinct monomials yj1yj2 . . . yjn are linearly independent
over k. In other words, the yi generate a free subalgebra of K(x;σ) as required.
Suppose instead that k(ai|i ≤ 0) is an infinitely generated field extension of k. A symmetric
argument to the above shows that {axj |j ≤ −1} generates a free subalgebra of K(x;σ).
Finally, if both k(ai|i ≤ 0) and k(ai|i ≥ 0) are finitely generated field extensions of k, then
K = k(ai|i ∈ Z) is also a finitely generated extension of k, contradicting the hypothesis. 
Now we begin to tackle the case where K/k is a finitely generated field extension. The idea
in this case is to construct an appropriate valuation satisfying the hypothesis of Lemma 2.4.
The obvious valuations to use are those associated to divisors of infinite order under σ on
some variety X with function field K. The complication is that σ : K → K may correspond
to a birational map X 99K X which may contract some divisors, in which case the hypotheses
of Lemma 2.4 may not hold for valuations associated to these divisors. This problem cannot
obviously be fixed by changing X, since there might be no variety at all with an everywhere
regular automorphism corresponding to σ. This is likely just a technical complication, and
Theorem 1.1 can probably be proved for an arbitrary base field k with more work. We will
finesse the issue here, by proving the main theorem with mild extra assumptions on K/k
which are likely to hold in practice. We also assume for the moment that K/k is totally
transcendental (i.e. that every element b ∈ K \ k is transcendental over k); this assumption
will be easily removed in the proof of Theorem 1.1.
Proposition 3.3. Assume Hypothesis 3.1, and that K/k is a totally transcendental finitely
generated field extension of k. Suppose that either k is uncountable, or that there is a quasi-
projective k-variety X with function field K such that σ : K → K is induced by a regular
k-automorphism of X. Then K(x;σ) contains a free subalgebra on two generators.
Proof. Note that if an element b in K has finite order under σ, it is algebraic over k, thus in k
by the assumption that K/k is totally transcendental. Thus all elements in K/k have infinite
order under σ. In particular, K/k must have transcendence degree at least 1.
Assume first that there is a quasi-projective k-variety X with function field K such that
σ : K → K is induced by a regular k-automorphism of X, which we give the same name
σ : X → X (thus on functions we have fσ = f ◦ σ). By replacing X with its normalization if
necessary, we can assume that X is normal. For f ∈ K, let (f) be its principal divisor on X as
in [5, Section II.6]; explicitly, (f) =
∑
C vC(f)C where the sum is over all irreducible divisors
C on X, and vC is the valuation measuring the multiplicity of the zero or pole of f along C.
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Pick f1 ∈ K \ k and suppose that (f1) has a zero or pole which is an irreducible divisor C
lying on an infinite σ-orbit of divisors. Then we take the valuation vC of K, which satisfies
the hypotheses of Lemma 2.4 since vσi(C) = vC ◦ σ
i and any rational function has a pole
along at most finitely many of the divisors σi(C). We conclude by that lemma that K(x;σ)
contains a free k-algebra on 2 generators. (Note that the extra hypothesis of Lemma 2.4 in
characteristic p holds since K/k is totally transcendental.)
Suppose instead that f1 has all of its zeroes and poles on finite σ-orbits. Note that X
certainly has infinitely many distinct irreducible divisors, since dimX ≥ 1. Thus we can pick
f2 ∈ K \k such that f2 has a zero or pole along some irreducible divisor not occurring among
the divisors appearing in (f1). If (f2) involves an irreducible divisor on an infinite σ-orbit,
the previous paragraph applies and we are done. Otherwise, we can choose f3 such that
(f3) involves at least one irreducible divisor that has not already appeared. In this way, we
either find an f satisfying the previous paragraph, or else we can pick a sequence of rational
functions f1, f2, · · · ∈ K \ k such that for each i, fi has a zero or pole along some divisor
not appearing in (fj) for all 1 ≤ j < i, and all of the irreducible divisors in (fi) lie on finite
σ-orbits. Assuming the latter case, we now apply a similar argument as in [1, Theorem 5.7]
to show that this implies the existence of a σn-eigenvector in K \ k for some n. Note that
for any i, if n is a multiple of the order under σ of all of the divisors appearing in (fi), then
(fσ
n
i ) = σ
−n[(fi)] = (fi) and thus ui = f
σn
i /fi is in G = Γ(X,OX )
∗, the units group of the
ring of global regular functions on X. Now H = G/(k
∗
∩ G) is a finitely generated abelian
group [1, Lemma 5.6(2)] which is easily seen to be torsionfree, where k is the algebraic closure
of k. In fact, since K/k is totally transcendental, we have that H = G/(k∗ ∩ G); say this
group has rank d. Then we can choose n > 0 such that (fσ
n
i ) = (fi) for all 1 ≤ i ≤ d + 1,
and so ui = σ
n(fi)/fi is in G for all 1 ≤ i ≤ d + 1. This forces λ = u
a1
1 u
a2
2 . . . u
ad+1
d+1 ∈ k
for some integers ai, not all 0. Then g = f
a1
1 f
a2
2 . . . f
ad+1
d+1 satisfies σ
n(g) = λg. Moreover,
g 6∈ k, because otherwise (fd+1) would involve only irreducible divisors occurring among the
(fi) with 1 ≤ i < d + 1. Now if λ is a root of 1, then σ
m(g) = g for some m > 0, which
implies that g is algebraic over k, contradicting that K/k is totally transcendental. So λ has
infinite multiplicative order. Then L = k(g) is a rational function field over k to which the
automorphism σn restricts as an infinite order automorphism, and it suffices to show that
L(x;σn) contains a free subalgebra on two generators. This follows from another application
of Lemma 2.4 to L and its automorphism σn|L, choosing the valuation associated to the
maximal ideal (g − 1) of k[g], which lies on an infinite σn|L-orbit.
Next, we assume instead that k is uncountable. In this case, we will have to work with a
birational map of a variety only, but will be able to perform a similar argument to the above by
choosing fi such that (fi) avoids the places where the birational map is not an isomorphism.
Since K/k is finitely generated, it is well known that we can choose a normal projective k-
variety X such that k(X) = K. The automorphism σ : K → K corresponds to a birational
map σ : X 99K X. Since X is normal, given any irreducible divisor C on X, σ is defined at
the generic point η of C ([5, Lemma V.5.1]) and so we may define σ(C) to be the closure of
σ(η). Since σ is merely birational, σ(C) may be a closed subset of codimension greater than
1 in X, in which case we say that σ contracts C. However, since σ is an isomorphism on
some open subset of X, σ must contract at most finitely many irreducible divisors. Then it
is clear that the set S of irreducible divisors which are contracted by some σn with n ∈ Z is
countable.
9We now show that we can find a plentiful supply of rational functions whose σ-iterates
have divisors entirely avoiding the bad set S. Pick any element h ∈ K \ k. Consider h+ λ as
λ ∈ k varies. The divisors along which h+ λ1 and h+ λ2 have a zero are disjoint if λ1 6= λ2.
For a given i ∈ Z, there are countably many λ such that hσ
i
+ λ has a zero along a divisor in
S. Since k is uncountable, there are uncountably many λ such that hσ
i
+ λ has zeroes only
along divisors not in S, for all i. Fix such a λ and put g = 1/(h+ λ); thus gσ
i
has poles only
along divisors not in S, for all i. By the same argument, for uncountably many µ the rational
functions gσ
i
+ µ have no zeroes in S, for all i. Let fµ = g + µ. By construction, there are
uncountably many µ ∈ k such that fσ
i
µ has no zeroes or poles in S, for all i; and moreover,
fµ1 and fµ2 have disjoint zeroes if µ1 6= µ2.
Now notice that if C is an irreducible divisor not in S, so that σi(C) is again an irreducible
divisor, then we will still have vσi(C) = vC ◦ σ
i for the associated valuations, as in the au-
tomorphism case; this is because σi will give an isomorphism locally from the generic point
of C to the generic point of σi(C). Moreover, if f ∈ K has the property that D = (f) and
E = (fσ
−i
) both involve no divisor in S, then we must have E = σi(D), since σi will give a
bijection from the generic points of the divisors involved in D to those involved in E. Since
these are the only properties that were really needed in paragraphs 2 and 3 of the proof, now
repeat the argument of those paragraphs, choosing the fi only from among the uncountably
many good fµ’s. Note that by construction, given any list of such, say f1, f2, . . . fi−1, we can
certainly find such an fi which has a zero along some divisor not appearing in (fj) for all
1 ≤ j < i. Thus the argument in paragraphs 2 and 3 constructs a free subalgebra of K(x;σ)
in this case also. 
Proof of Theorem 1.1. Let σ : K → K be an automorphism of K/k. If every element of K
lies on a finite σ-orbit, then setting Kn = {x ∈ K|σ
n(x) = x}, we will have K =
⋃
n≥1Kn
and thus K(x;σ) =
⋃
n≥1Kn(x;σ) is a directed union of PI algebras. Thus it is locally PI,
and cannot possibly contain a free subalgebra on two generators.
To complete the proof, we assume that there is an element a ∈ K lying on an infinite σ-
orbit, and need to prove that K(x;σ) contains a free subalgebra. We have seen that we may
assume the conditions in Hypothesis 3.1, so that k is the fixed field of σ andK = k(aσ
n
|n ∈ Z).
If K/k is infinitely generated as a field extension, then we are done by Proposition 3.2, with
no assumptions on the base field k necessary. Suppose instead that K/k is finitely generated,
and that we have either that (i) k is uncountable, or (ii) there is a k-automorphism σ of a
quasi-projective k-variety X with k(X) = K inducing σ : K → K (we may assume that X is
normal). To apply Proposition 3.3 we need to reduce to the totally transcendental case. If
L ⊆ K is the subfield of elements algebraic over k, then L/k is also finitely generated, and
thus [L : k] < ∞. The elements in L have finite order under σ, and thus there is a single
power σd such that σd(b) = b for all b ∈ L. Let K ′ := k(aσ
nd
|n ∈ Z). We now replace (K,σ)
by (K ′, σd). By construction, K ′ is still generated by the σd-iterates of a single element a on
an infinite orbit. The field k′ = {b ∈ K|σd(b) = b} certainly contains L; in fact, k′ is algebraic
over the field k of σ-fixed elements, and so k′ = L. Thus the fixed field of σd : K ′ → K ′ is
now K ′ ∩ L, and the field extension K ′/(K ′ ∩ L) is now totally transcendental. If we have
hypothesis (ii), then X is an L-variety since rational functions which are algebraic over k must
be global regular functions (X is normal), and σd : X → X is now an L-automorphism. Thus
in either case (i) or (ii), replacing the triple (K/k, σ, a) with (K ′/(K ′ ∩ L), σd, a) preserves
the hypothesis, and now K ′/(K ′ ∩L) is totally transcendental. By Proposition 3.3, K ′(x;σd)
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contains a free k-subalgebra on 2 generators, and thus so does the larger division algebra
K(x;σ). 
Remark 3.4. We note that the division ringsK(x;σ) really can be only locally PI rather than
PI. For example, let K = C(y1, y2, . . . ) be a function field in infinitely many indeterminates
and define an automorphism σ : K → K which fixes C and has σ(yn) = ζnyn for a primitive
nth root of unity ζn. If Kn = C(yn) then it is easy to check that Kn(x;σ) is a subdivision
ring of K(x;σ) with PI degree exactly n.
4. The derivation case
Assume Notation 2.1, with K = D be a field extension of k, σ = 1, and δ : K → K a
k-derivation, so E = {a ∈ K|δ(a) = 0}. In this section we show that K(x; δ) satisfies the
free subalgebra conjecture. Since K(x; δ) is an E-algebra, as usual we can and do replace the
base field k by the central subfield E. In fact, the analysis of K(x; δ) is much easier than the
automorphism case. In characteristic 0, this reduces rather trivially to the case of the Weyl
algebra (as other authors have also observed). So our main contribution here is to consider
the characteristic p case.
Theorem 4.1. Let δ : K → K be a derivation of a field, where k = {a ∈ K|δ(a) = 0}.
(1) If char k = 0, then K(x; δ) contains a free subalgebra if and only if δ 6= 0.
(2) If char k = p > 0, then K(x; δ) contains a free subalgebra if and only if there is an
element a ∈ K such that setting Fi = k(a, δ(a), . . . , δ
i−1(a)), one has Fi ( Fi+1 for
all i ≥ 0.
Proof. (1). If δ 6= 0, say δ(a) 6= 0, take y = a and z = x(δ(a))−1. Then yz − zy = 1, so
D contains a copy of the Weyl algebra A1(k), and hence a free algebra on two generators
by Makar-Limanov’s original result [9]. On the other hand, if δ = 0 then K(x; δ) ∼= K(x) is
commutative and cannot contain a noncommutative free subalgebra.
(2). Since char k = p, note that δ(bp) = 0 for all b ∈ K, so k contains all pth powers. Now
fix a ∈ K and consider the fields Fi = k(a, δ(a), . . . , δ
i−1(a)). For each i ≥ 1, if Fi−1 ( Fi,
then since [δi−1(a)]p ∈ k ⊆ Fi−1, we must have [Fi : Fi−1] = p and Fi−1 ⊆ Fi is a purely
inseparable simple extension.
Suppose that Fi−1 ( Fi for all i ≥ 1, let F =
⋃
i≥0 Fi, and note that F is closed under δ; so
it is enough to prove that F (x; δ) contains a free subalgebra. Write bi = δ
i(a). By the analysis
of the previous paragraph, it easily follows that F has a k-basis consisting of all words in the
bi of the form {b
e1
0 b
e2
1 . . . b
em
m |0 ≤ ej ≤ p − 1}. Now we apply the criterion of Theorem 2.2,
with the choice b = b0 = a. Thus it is sufficient to prove the claim that if u ∈ F satisfies
δ(u) ∈ k + kb, then u ∈ k. To obtain this claim, suppose that u satisfies δ(u) ∈ k + kb with
u 6∈ k, so there exists some d ≥ 0 such that u ∈ Fd+1 \ Fd. We can write u as
u =
p−1∑
i=0
uib
i
d,
where each ui ∈ Fd and ui 6= 0 for some i > 0. Thus we see that
δ(u) =
p−1∑
i=0
iuib
i−1
d bd+1 +
p−1∑
i=0
δ(ui)b
i
d,
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where the second sum is contained in Fd+1. Since some ui 6= 0 with i 6= 0, we have δ(u) 6∈ Fd+1,
contradicting the assumption δ(u) ∈ k + kb. This proves the claim, and so K(x; δ) contains
a free algebra on two generators.
On the other hand, suppose that for some a ∈ K, the sequence of fields Fi =
k(a, δ(a), . . . , δi−1(a)) has Fi = Fi+1 for some i. Then it is easy to see that Fn = Fi for
all n ≥ i, and so Fi is a δ-invariant subfield, of finite degree over k. If this happens for every
a ∈ K, then every finite subset of K is contained in a δ-invariant subfield F of finite degree
over k, and so is contained in the PI division ring F (x; δ). Thus K(x; δ) is locally PI and does
not contain a noncommutative free subalgebra. 
Proof of Theorem 1.2. Examining the proofs of parts (1) and (2) of Theorem 4.1, we see that
K(x; δ) contains a free subalgebra if and only if it is not locally PI. 
An interesting example of part (2) of Theorem 4.1 is obtained by taking K = Fp(x0, x1, . . . )
to be a rational function field in infinitely many indeterminates over the field of p elements,
and defining δ(xi) = xi+1 for all i ≥ 0. The ring K(x; δ) then contains a free algebra
in two generators over Fp. This ring has appeared before in the literature and has other
interesting properties. In particular, Resco and Small studied this ring in [15] as an example
of a noetherian affine algebra which becomes non-noetherian after base field extension.
5. Summary theorems
In this section, we apply our results to show that the free subalgebra conjecture holds for a
large class of algebras formed from iterated Ore extensions. We state our summary theorems
over an uncountable field for convenience, though they hold over an arbitrary field whenever
the iterated Ore extension is built out of extensions satisfying Theorem 1.1(2).
Before proving our main theorem, we make an easy observation. The reason that we have
not yet considered Ore extensions with both an automorphism and derivation is the following
fact.
Lemma 5.1. Let D be a PI division algebra with automorphism σ and σ-derivation δ. Then
D[x;σ, δ] is isomorphic either to D[x′;σ′] for some other automorphism σ′, or else to D[x′; δ′]
for some derivation δ′.
Proof. This is presumably well-known, but we sketch the proof since it is elementary. Let
Z = Z(D). For any a ∈ D, b ∈ Z, we have δ(ab) = δ(ba) and so
(5.7) σ(a)δ(b) + δ(a)b = σ(b)δ(a) + δ(b)a.
Since σ(b) ∈ Z also, we have δ(a)[b − σ(b)] = δ(b)a − σ(a)δ(b). Then if there is any b ∈ Z
such that σ(b) 6= b, we must have δ(a) = (b − σ(b))−1[δ(b)a − σ(a)δ(b)] for all a ∈ D. In
this case, making the change of variable x′ = x + (b − σ(b))−1δ(b), one easily checks that
D[x;σ, δ] ∼= D[x′;σ, 0].
Otherwise σ(b) = b for all b ∈ Z, in other words σ is trivial on the center. By the Skolem-
Noether theorem, σ is an inner automorphism of D, say σ(a) = d−1ad for all a, some d ∈ D×.
Then the change of variable x′ = dx gives D[x;σ, δ] ∼= D[x′; 1, dδ]. 
Theorem 5.2. Let k be an uncountable field. The following results hold:
(1) Let A be any PI domain which is a k-algebra with automorphism σ and σ-derivation
δ (over k). Then the quotient division algebra of A[x;σ, δ] satisfies the free subalgebra
conjecture.
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(2) If A is any affine k-algebra which is an Ore domain such that Q(A) satisfies the free
subalgebra conjecture, then Q(A[x;σ, δ]) also satisfies the conjecture.
Proof. (1). Let D be the quotient division algebra of A, so that R has quotient ring Q(R) =
D(x;σ, δ). By Lemma 5.1, it is enough to consider the two special cases D(x;σ) and D(x; δ).
If K = Z(D), then σ restricts to K and D is finite over K since D is PI. It is easy to see that
it is enough to prove the free subalgebra conjecture for K(x;σ). Now Theorem 1.1 gives the
result.
Similarly, considering D(x; δ), we have δ(K) ⊆ K (use (5.7)) and so we easily reduce to
the case of K(x; δ). We are done by Theorem 1.2.
(2). If A is not locally PI, then by assumption Q(A) contains a free subalgebra on 2
generators. Then there is an embedding Q(A) ⊆ Q(A[x;σ, δ]) and of course Q(A[x;σ, δ]) is
also not locally PI, so we are done in this case. If instead A is locally PI, then it is actually
PI by the assumption that A is affine. Now part (1) applies. 
Proof of Theorem 1.3. An easy induction using parts (1) and (2) of Theorem 5.2 shows that
any iterated Ore extension of an affine PI domain over an uncountable field has a quotient
division algebra which satisfies the free subalgebra conjecture. 
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