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ABSTRACT
When comparing nebular electron densities derived from collisionally excited lines
(CELs) to those estimated using the emission measure, significant discrepancies are
common. The standard solution is to view nebulae as aggregates of dense regions
of constant density in an otherwise empty void. This porosity is parametrized by a
filling factor f < 1. Similarly, abundance and temperature discrepancies between op-
tical recombination lines (ORLs) and CELs are often explained by invoking a dual
delta distribution of a dense, cool, metal-rich component immersed in a diffuse, warm,
metal-poor plasma. In this paper, we examine the possibility that the observational
diagnostics that lead to such discrepancies can be produced by a realistic distribution
of density and temperature fluctuations, such as might arise in plasma turbulence. We
produce simulated nebulae with density and temperature fluctuations described by
various probability distribution functions (pdfs). Standard astronomical diagnostics
are applied to these simulated observations to derive estimates of nebular densities,
temperatures, and abundances. Our results show that for plausible density pdfs the
simulated observations lead to filling factors in the observed range. None of our simula-
tions satisfactorily reproduce the abundance discrepancy factors (ADFs) in planetary
nebulae, although there is possible consistency with H ii regions. Compared to the
case of density-only and temperature-only fluctuations, a positive correlation between
density and temperature reduces the filling factor and ADF (from optical CELs),
whereas a negative correlation increases both, eventually causing the filling factor to
exceed unity. This result suggests that real observations can provide constraints on
the thermodynamics of small scale fluctuations.
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1 INTRODUCTION
An understanding of plasmas in photoionised regions such
as planetary nebulae (PNe), H ii regions, Wolf-Rayet nebu-
lae, and Active Galactic Nuclei requires knowledge of fun-
damental plasma parameters, such as the electron density,
electron temperature, ion temperature, and magnetic field
strength. The electron density may be measured spectro-
scopically from the ratio of collisionally excited lines (CELs),
or from the emission measure available from Hα, Hβ, or radio
continuum brightness measurements, which is the integrated
electron density squared through the nebula along the line
of sight,
EM =
∫
n2e ds. (1)
? E-mail: brandon-bergerud@uiowa.edu
The spectroscopic density estimates are generally larger
than those found using the emission measure (Kennicutt
1984; Mallik & Peimbert 1988; Boffi & Stanghellini 1994;
Martins et al. 2003; Esteban et al. 2016). The common solu-
tion to this discrepancy is to invoke a ‘filling factor’, which
was first introduced by Osterbrock & Flather (1959).1 In
this model, nebulae are considered to be aggregates of dense
regions of constant density in an otherwise empty void. The
volume percentage that these collections make up is called
the filling factor. It thus reconciles the two density estimates
1 When Osterbrock & Flather proposed a filling factor for the
Orion Nebula ( f ≈ 0.03), they did so under an assumption that
is no longer tenable. More recent studies have indicated that
the nebula is sheet-like rather than spherical (Wen & O’Dell
1995), and when correcting for geometry the density discrepancy
is greatly reduced.
© 2019 The Authors
ar
X
iv
:1
91
2.
05
54
2v
1 
 [a
str
o-
ph
.G
A]
  1
1 D
ec
 20
19
2 Bergerud, Spangler, & Beauchamp
by restricting the emitting gas to only a fraction of the line
of sight through the nebula. In practice, the filling factor is
computed as the ratio of the squared density estimates,
f =
n2
e,EM
n2
e,CEL
(2)
where ne,CEL is the density derived from CELs and ne,EM is
the density derived from the emission measure,
ne,EM ≡
√
EM
L
(3)
where L is the depth of the nebula along the line of sight.
While there is a wide spread in observed values, f = 0.3
is commonly adopted for PNe (Boffi & Stanghellini 1994;
Frew et al. 2016; Leverenz et al. 2017), while H ii regions
generally have smaller values (Kennicutt 1984) whose filling
factors are inversely related to the size of the nebula (Cedre´s
et al. 2013).
This model, however, considerably oversimplifies the
physical conditions of nebulae and may hinder an under-
standing of important dynamics in such regions. In fact,
abundances (and temperatures) derived from optical recom-
bination lines (ORLs) and CELs are another area of discrep-
ancies that constitute the abundance discrepancy problem
(e.g. Liu et al. 2000; Liu 2006; Liu et al. 2006; Garc´ıa-Rojas
& Esteban 2007; Bohigas 2015). The abundance discrepancy
is quantified in terms of the abundance discrepancy factor
(ADF), which is defined as the ratio of the ionic abundance
derived from ORLs to the abundance derived from CELs
(Peimbert et al. 2017):
ADF
(
X+i
)
≡
X+iORLs
X+iCELs
. (4)
While the distribution of ADFs among H ii regions is nor-
mally distributed (µ ≈ 2, σ ≈ 0.5), the distribution among
PNe has a prominent tail extending to ADFs of nearly three
orders of magnitude, with the more extreme cases frequently
being associated with binary systems. When modelling the
PNe distribution as consisting of a mixture of a normal dis-
tribution and an extreme distribution, the normal compo-
nent has a similar mean and standard deviation as observed
for H ii regions, which could indicate a similar origin for the
discrepancy (Wesson et al. 2018). A common explanation
for these discrepancies is to invoke a simplified model con-
sisting of a dense, cool, metal-rich component immersed in
a diffuse, warm, metal-poor plasma – particularly for the
more anomalous PNe observations (e.g. Liu et al. 2000).
Diagnostic measures inherently assume a constant den-
sity and temperature, while stochastic fluctuations in den-
sity, temperature, flow velocity, magnetic field, and other
variables naturally arise in turbulent media such as the so-
lar wind and the interstellar medium. In this paper, we ex-
plore the possibility that similar turbulence in photoionised
nebulae could be responsible for the observed discrepancies
between density, temperature, and abundance when using
different diagnostics. In §2, we provide an overview of our
model and discuss the various probability distribution func-
tions (pdfs) and diagnostics that are used; §3 examines the
effects of density and temperature fluctuations in isolation,
and concludes with the case when there is a polytropic rela-
tionship between the two. In §4 we conclude with a summary
of our results.
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Figure 1. A simulated spherical nebula containing a central cav-
ity with a radius 13 of the outer radius. The number of cells along
each line of sight have been plotted.
2 MODEL
2.1 Nebular Geometry
We constructed a model nebula using a 3D grid of equally
sized cells. For cells located within the nebula, densities and
temperatures are assigned based on the chosen distribution
function. These conditions are used to generate emission co-
efficients for each cell, which are then integrated along the
line of sight to generate observed line intensities.
To define the extent of the nebula, a spherical model
is used, parametrized by an inner and outer radius. Cen-
tral cavities are commonly observed in nebulae, which are
thought to result from strong stellar winds interacting with
the surrounding medium (Castor et al. 1975; Weaver et al.
1977). To simulate these cavities, we set the inner radius to
be one-third of the outer radius based on the Rosette Neb-
ula (Celnik 1985), although the relative size of the central
cavity was found to have little effect on our results. The line
of sight depth for a simulated nebula is shown in Fig. 1.
2.2 Density Fluctuations
Several pdfs are used to model inhomogeneous electron den-
sities: exponential, lognormal, and power lognormal. The ex-
ponential distribution is amenable to analytical solutions,
while lognormal densities are observed in the solar wind
plasma (Burlaga & Lazarus 2000) and in turbulent molec-
ular cloud simulations (Padoan et al. 1997; Ostriker et al.
2001). The power lognormal distribution is a modified ver-
sion of the lognormal distribution, providing a more ex-
tended tail to the distribution.2
2 Normal distributions naturally arise when an outcome X de-
pends on the sum of N random variables xi , X =
∑N
i=1 xi . If an
outcome depends on their product, X =
∏N
i=1 xi , then the lognor-
mal distribution is a natural result since lnX =
∑N
i=1 ln xi . Pow-
erlaw distributions occur when there is a multiplicative growth
subject to a random cessation event (Feigelson & Babu 2012).
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For the exponential distribution, the probability a cell
has an electron density ne = x is given by
p(x | x¯) = e
−x/x¯
x¯
(5)
where x¯ is the mean value.
The lognormal distribution is an exponential transfor-
mation of a Gaussian distribution. If µ is the mean and σ
the standard deviation of a Gaussian pdf, the lognormal pdf
is given by
p(x |µ, σ) = 1
x
√
2piσ2
exp
[
−(ln x − µ)
2
2σ2
]
. (6)
While the median scales with the exponential, x˜ = eµ, the
mode shifts towards lower values, xˆ = eµ−σ2 , and the mean
towards higher values, x¯ = eµ+σ
2/2.
Pareto (powerlaw) distributions are ubiquitous in na-
ture, having been applied to model diverse phenomena such
as the stellar initial mass function (Basu et al. 2015), the size
of rain shower cells (Machado & Rossow 1993), and socio-
economic factors such as income and population size (e.g.
Reed & Jorgensen 2004, and references therein). Powerlaw
distributions often break down over part of the domain, and
one such modification is the power lognormal distribution,
whose pdf is given by3
p(x |σ, c) = c
xσ
φ
(
ln x
σ
) [
Φ
(
− ln x
σ
)]c−1
(7)
where φ(z) is the normal distribution and Φ(z) = 12 erfc(−z)
is the normal cumulative distribution function, where erfc is
the complementary error function. After sampling, the den-
sities are multiplied by a scale factor to achieve the desired
mean density.4
Example pdfs for the lognormal and power lognormal
distributions may be found in Fig. 2.
2.3 Temperature Fluctuations
When considering the effects of temperature fluctuations,
the normal and lognormal distributions are used, the lat-
ter of which is observed in the solar wind plasma (Burlaga
& Lazarus 2000). In addition, a correlation between den-
sity and temperature via a polytropic relation (T ∝ nγ−1e ) is
examined.
Since the radio continuum emission is dependent on
temperature, the emission measure as defined in equation
(1) must be modified when temperature fluctuations are
present. In the radio regime (hν  kT) the free-free emission
coefficient can be approximated as jffν ∝ n2e/
√
T (Rybicki &
Lightman 1986). To retain the definitional accuracy of equa-
tion (3), the emission measure is modified accordingly,
EM ≡
√
〈T〉
∫
n2e(s)√
T(s)
ds (8)
3 https://docs.scipy.org/doc/scipy/reference/tutorial/
stats/continuous_powerlognorm.html
4 An alternative formulation is the modified lognormal power-law
(MLP) distribution, which has been applied to the stellar initial
mass function (Basu et al. 2015). The profile assumes an initial
lognormal distribution, followed by an exponential growth with
an exponential distribution of growth lifetimes.
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Figure 2. Example probability distribution functions for the (a)
lognormal and (b) power lognormal distributions. The expecta-
tion value for each distribution is x¯ = 1000.
where 〈T〉 is an assumed (or estimated) temperature that
can either represent the nebula as a whole or vary for each
line of sight (as, for example, determined from spectroscopic
line ratios).
2.4 Emission
The prominence of various nebular emission lines depends on
the detailed balance of electronic transitions. In equilibrium,
this balance of collisional and radiative transitions into and
out of level i is described by the expression∑
j,i
fjneqji +
∑
j>i
fjAji =
∑
j,i
fineqi j +
∑
j<i
fiAi j (9)
where fk is the fraction of ions in level k, qkl is the collisional
transition rate from level k to level l, and Akl is the Einstein
coefficient for the radiative transition from level k to level l
(Osterbrock & Ferland 2006). Given ne and T one can solve
for fk ; the emission coefficient jkl is then computed from
4pi jkl = fkn(X+i)Aklhνkl (10)
MNRAS 000, 1–13 (2019)
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where n(X+i) is the density of the emitting ion.
We determine the emission coefficients by generating
emissivities using pyneb (Luridiana et al. 2015), a python
library for analyzing emission lines of various atoms and ion-
ization levels based on the original work by De Robertis et al.
(1987) and expanded upon by Shaw & Dufour (1995). The
emissivity returned for a given electron density and tempera-
ture, ελ(ne,T), is related to the emission coefficient, jλ(ne,T),
by the following relation
jλ(ne,T) = nen(X+i)ελ(ne,T). (11)
With the assumption5 n(X+i) ∝ ne, the line intensity is found
by integrating the emission coefficient along the line of sight
Iλ =
∫
jλ(s) ds. (12)
2.5 Diagnostics
Electron densities can be measured using CELs with similar
excitation energies but differing collisional and/or radiative
transition rates that originate from the same ion. Similar ex-
citation rates ensures that the relative populations remain
roughly constant with changing temperatures, while differ-
ing collisional / radiative rates causes the relative popula-
tions to depend on the electron density.
One example is the [S ii] λ6716, λ6731 set of emission
lines, which are illustrated in Fig. 3. The decline in emissiv-
ity with increasing electron density is caused by collisional
de-excitation. The density at which de-excitation becomes
important is denoted the critical density. More formally, the
critical density nc for any level i is defined as
nc(i) =
∑
j<i Ai j∑
j,i qi j
. (13)
Similarly, the line ratio of CELs that have different exci-
tation energies can be used to determine the temperature.
Some standard line diagnostics are given in Tables 1 – 2.
Deriving the abundance requires knowledge of the elec-
tron density and temperature in order to estimate the emis-
sivity. For ORLs, the density estimate usually comes from
CELs, while the Balmer jump is often used to estimate the
temperature. The abundance relative to hydrogen is then
found by comparing the observed intensity to a prominent
recombination line of hydrogen, such as Hβ, via the follow-
ing:
X+i
H+
=
I(λ)
I(Hβ)
εHβ(ne,T)
ελ(ne,T) . (14)
The Balmer jump is defined as the difference between
the left- and right-hand limits of the nebular continuum flux
density, Ic , at the limit of the Balmer series (λB = 3645 A˚):
BJ ≡ Ic
(
λ−B
)
− Ic
(
λ+B
)
(15)
5 Since nebulae are dominated by photoionisation, the Saha equa-
tion is unlikely to apply. A radial dependence of the fractional ion-
izational states would be expected, however, with greater ionized
states occurring more frequently towards the ionizing source(s).
Pockets of dense neutral concentrations have also been observed in
nebulae, indicating deviations from this assumption (e.g. O’Dell
et al. 2000; Matsuura et al. 2009).
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Figure 3. Emissivities of the forbidden lines [S ii] λ6716, λ6731
as a function of the electron density at a temperature T = 104 K.
Given the line ratio (solid black line; axis on right), one can re-
cover the electron density.
Table 1. Emission lines used for density estimates. n? denotes
the electron density at which the line ratio is between its mini-
mum and maximum values at a temperature T = 104 K and were
computed using pyneb.
Ion Line Ratio n?
(
cm−3
)
[Ar iv] λ4711/λ4740 6620
C iii] λ1907/λ1909 35000
[Cl iii] λ5518/λ5538 3880
[Kv] λ4123/λ4163 25700
[N i] λ5198/λ5200 1610
[O ii] λ3726/λ3729 710
[O iii] 52µm/88µm 210
[S ii] λ6716/λ6731 620
Table 2. Emission lines used for temperature estimates.
Ion Line Ratio
[N ii] λ(6548 + 6584)/λ5754
[Ne iii] λ(3869 + 3968)/λ3343
[O iii] λ(5007 + 4959)/λ4363
[S iii] λ(9531 + 9069)/λ6312
Since the fraction of electrons in the first excited state de-
pends on the temperature, the strength of the Balmer jump
serves as a temperature diagnostic, with the strength going
as BJ ∝ n2e T−3/2 (Draine 2011).
To derive the temperature from the Balmer jump, a
comparison is usually done with a Balmer recombination
line, typically the n = 11→ 2 transition at 3770 A˚ (Liu et al.
2001). We therefore treat the Balmer jump as an emission
line (that is, jBJ = n2eT
−3/2) and generate the H11 emission
MNRAS 000, 1–13 (2019)
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using pyneb. Given the electron density and the observed
line ratio, we can recover the temperature, which is done
using an interpolation spline.
2.6 Grid Size
The characteristic cell size is an important simulation pa-
rameter, the choice of which affects the variance of the ob-
served parameters. Increasing the number of cells lessens the
impact of any individual cell, causing the observed proper-
ties of each line of sight to approach the statistical mean of
the distribution, in accordance with the central limit theo-
rem.6
When the number of cells is large (& 1003), simulated
nebulae take on a fairly uniform, yet grainy, appearance
where the brightness closely mirrors the depth. Inhomo-
geneities are observed when using less cells, but the intensity
images become pixelated. This can be remedied by convolv-
ing with a Gaussian filter, the properties of which are similar
to increasing the cube size at a reduced computational cost,
but also resulting in a more ‘realistic’ image (Fig. 4). The in-
tensity images are convolved with a one standard deviation
kernel unless otherwise noted.
Convolving, however, can greatly affect the EM density
estimates for those lines of sight only a few cells deep, which
consequently show up as outliers. Proceeding with the ge-
ometry in Fig. 1 (303 cells), these outliers can be removed
by requiring at least 6 cells along the line of sight, which
leaves 548 lines of sight through each simulated nebula.
While it might be argued that the resolution is rather
coarse, in turbulence the largest amplitude fluctuations (of
magnetic field, density, etc.) occur at the outer scale, which
is the largest turbulent scale. Our calculations would imply
that the outer scale is ∼ 10% of the diameter of the re-
gion. This choice has some basis from studies of turbulence
in other media, such as fluid flow and the solar wind. The
largest eddies in turbulent channel flow have sizes compara-
ble to the boundary layer or shear layer thickness, which is
roughly a fraction of the transverse dimension of the channel
(Rouse 1946; Bradshaw 1978). Fluid turbulence in a chan-
nel or pipe flow has the advantage that the scale size of
the system is obvious. This scale is less obvious in an open
astrophysical medium without rigid boundaries, however.
An excellent model for astrophysical turbulence is the
well-studied turbulence that exists in the solar wind. Ana-
lyzing remote sensing observations of the solar wind at helio-
centric distances of 15 − 25 R, Spangler (2002) adopted an
outer scale of ∼ 1 R to infer the magnitude of density fluctu-
ations. Wohlmuth et al. (2001) also used radio propagation
studies, although of a different type, to infer properties of
the turbulence in the same range of heliocentric distance.
They measured a feature in the power spectrum of radio
beacon frequency fluctuations which could be interpreted as
the outer scale of turbulence, and which yielded a value of
∼ 3 R at a heliocentric distance of 20 R. Adopting these
6 A Pareto-like distribution of densities can be an exception, with
more cells leading to a greater density estimate. The number of
cells, however, mainly affects the spread of the observed filling
factors and ADFs.
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Figure 4. Normalized [S ii] λ6716 intensity for a constant temper-
ature nebula (T = 104 K), where the density in each cell was drawn
from an exponential distribution with mean n¯e = 1000 cm−3. The
inner radius is 13 of the outer radius. The bottom image was pro-
duced by convolving the top image using a Gaussian filter with a
one standard deviation kernel.
distances as the ‘system size’, this would imply an outer
scale that is ∼ 10% of the system diameter.
Another astrophysical plasma with well-known turbu-
lent properties is the interstellar medium (ISM), most specif-
ically the Warm Ionized Medium (WIM). Haverkorn &
Spangler (2013) provide a review of turbulence in the ISM,
noting that some measurements of the WIM indicate an
outer scale of about 5 pc, while others give larger values
of 50 - 100 pc. Both values may be correct, with the former
referring to the fully three-dimension turbulence, while the
latter may be more accurate for planar, two-dimensional ed-
dies. The most obvious value to use for the system size is the
thickness of the layer containing the WIM gas, which is 2 - 3
kpc (Haffner et al. 2009). An outer scale of 5 pc would then
be considerably finer than our simulations, while an outer
scale of 50 - 100 pc would be ≤ 5% of the system size.
MNRAS 000, 1–13 (2019)
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3 SIMULATION RESULTS
3.1 Density Fluctuations
The most straightforward explanation for the non-unity
value of the filling factor would be the presence of den-
sity fluctuations. Indeed, such fluctuations naturally lead
to discrepancies between the estimated densities from the
emission measure and CELs. The magnitude of the discrep-
ancy, however, depends on the underlying distribution of
electrons, both in the pdf and the mean density relative to
the critical densities.
These discrepancies are readily evident in Table 3 and
Fig. 5 for the case of an exponential pdf with a constant
temperature T = 104 K. While the true mean density is n¯e ≈
1000 cm−3, using either [S ii] or [O ii] as a diagnostic gives
an estimate roughly twice this value, with [Cl iii] and [Ar iv]
providing even larger estimates due to their greater critical
densities. The emission measure gave the closest estimate
to the true value in this instance, with 〈ne,EM〉 ≈ 1410 ±
130 cm−3.
Our simulation results for a lognormal and power log-
normal distribution of densities can be found in Figs. 6a
and 6b respectively, where the ratio of density estimates is
plotted as a function of the mean nebular density. Greater
discrepancies (corresponding to smaller filling factors) are
observed at smaller densities and for pdfs with more ex-
tended tails, while the effect of using different ions mainly
causes a shift to the left or right depending on the critical
densities.7
The origin of this discrepancy comes from the emissiv-
ity dependence of the emission lines on the electron den-
sity caused by collisional de-excitation. Take, for instance,
the [S ii] lines, which are illustrated in Fig. 3. Initially, in
the case of low electron densities, the emissivity ελ6716 de-
clines with increasing density while ελ6731 stays relatively
constant. Thus the densest and brightest regions along the
line of sight will emit disproportionately less light at λ6716
compared to what the mean density would suggest, decreas-
ing the line ratio Iλ6716/Iλ6731 and inflating the density es-
timate. Once ελ6731 begins to decline these tend to offset,
bringing the density estimate more in line with the emission
measure.
The filling factors reported here are corroborated by an
approximate analytic theory for the case of an exponential
pdf, while confirming the result reported here that smaller
filling factors are inferred for lower mean densities relative
to the critical density (Spangler et al. 2019).
A general result that emerges is that in the case of den-
sity fluctuations, a higher estimate for the electron density
will be obtained from line doublets with larger critical densi-
ties (roughly represented by n? in Table 1), although the es-
timates converge in the low-density regime. This prediction
is at least qualitatively consistent with some of the published
results concerning PNe. Stanghellini & Kaler (1989) found
7 An exception for the ions listed in Table 3 are the semi-
forbidden C iii] λ1907, λ1909 lines. The profile displays a typical
sigmoidal (or S-shaped) curve, with the ratio asymptotically ap-
proaching limits below unity in the low- and high-density regimes.
The profiles of the forbidden lines suggest a possible sigmoidal
curve as well, before the onset of numerical issues.
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Figure 5. Derived densities for 548 lines of sight using the ob-
served [S ii] λ6716/λ6731 line ratio and the emission measure. The
temperature was set to T = 104 K, while the densities were drawn
from an exponential distribution with mean n¯e = 1000 cm−3. The
solid black line represents the 1:1 ratio.
Table 3. Average line-of-sight density estimates for an exponen-
tially density-distributed nebula with mean n¯e ≈ 1000 cm−3; σ
represents the standard deviation of the observed values.
Diagnostic 〈ne 〉
(
cm−3
)
σ
(
cm−3
)
Emission Measure 1410 130
[Ar iv] λ4711/λ4740 2870 410
C iii] λ1907/λ1909 3010 480
[Cl iii] λ5518/λ5538 2720 350
[Kv] λ4123/λ4163 2990 470
[N i] λ5198/λ5200 2020 180
[O ii] λ3726/λ3729 2220 220
[O iii] 52µm/88µm 1760 140
[S ii] λ6716/λ6731 2140 200
that densities estimated from [O ii] and [S ii] were generally
lower than those obtained from [Cl iii] and [Ar iv]. Copetti &
Writzl (2002) similarly found that [O ii] gave lower estimates
than [Cl iii] and [Ar iv], but found the [S ii] estimates to be
more comparable to the latter. Wang et al. (2004) found that
densities estimated from the [Ar iv] lines were higher than
the estimates from [S ii] and [O ii], particularly for nebu-
lae with higher densities. However, the densities estimated
from [Cl iii] were generally consistent with those obtained
from [S ii] and [O ii]. A quantitative comparison of nebular
models possessing density fluctuations with the aforemen-
tioned observations would be a worthwhile and interesting
investigation.
Density fluctuations can also lead to ADFs exceeding
unity when using far-infrared CELs whose emissivities are
MNRAS 000, 1–13 (2019)
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Figure 6. Average line of sight ratio of density estimates as a function of the mean nebular density n¯e for the (a) lognormal and (b)
power lognormal distributions as determined from the [S ii] λ6716/λ6731 line ratio. A constant temperature T = 104 K was used. The
ribbon represents the one standard deviation spread of the observed values.
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density-dependent, as shown in Fig. 7. An increase in den-
sity leads to a decrease in the emissivity of CELs, while the
emissivities of ORLs stay relatively constant. Thus ORLs
will appear disproportionately bright compared to CELs,
resulting in a greater estimate for the abundance. Since the
emissivity of ORLs better traces the emissivity of the hy-
drogen recombination lines by which the hydrogen abun-
dance is determined, the abundance estimates from ORLs
are generally more accurate than those from CELs, whose
accuracy generally declines with increasing electron density
and is the prominent reason for the density-dependence of
the ADF. This becomes particularly prominent for a Pareto-
like distribution of electron densities, where the distribution
of ADFs can be highly skewed towards larger values. We
therefore increased the convolution kernel to two standard
deviations to create a more symmetric distribution of ADFs.
While it appears from Fig. 7 that a Pareto-like distri-
bution of electron densities is capable of generating large
ADFs, the derived electron densities are significantly larger
than the mean density, pushing the spectroscopic line ratio
to the limit of its applicability. For example, even though
the mean density is n¯e = 100 cm−3, the mean density along
each line-of-sight inferred from [O iii] under a power log-
normal distribution with parameters σ = 0.8, c = 0.1 is
around 〈ne〉 ≈ 1800 cm−3, with a comparable spread in val-
ues σ ≈ 1100 cm−3. Thus abundance discrepancies only up
to factors of a few (ADF . 5) might be accounted for by
density fluctuations when using far-infrared CELs.
When using optical CELs whose emissivities are nearly
independent of the electron density (e.g. [O iii] λ5007) the
observed ADFs are close to one. Thus density fluctuations
are not a viable explanation for resolving the abundance
discrepancy problem, but could be a contributing factor to
the abundance discrepancies when using far-infrared CELs.
For PNe, it is generally the case that far-infrared and
optical CELs give similar abundances, even for the more
moderate ADFs (Liu et al. 2004; Tsamis et al. 2004). From
Fig. 7 we would expect larger ADFs to be associated with
higher densities, which runs contrary to the observational re-
sults presented by Wesson et al. (2018); see their fig. 16. For
PNe with binary central stars, there is an inverse empirical
relationship between the electron density and the ADF. This
conclusion may extend to PNe in general, at least among
those with more extreme ADFs, although the authors favor
the view that ‘normal’ PNe have low ADFs over a wide range
of densities while the inverse relationship is restricted to bi-
nary systems. For H ii regions, there appears to be no obvi-
ous dependence of optical ADFs on the density, but given
the scatter in the measurements, a weak positive dependence
on density cannot be excluded, which would be expected if
far-infrared CELs give similar abundances. We do note, how-
ever, that in the presence of density fluctuations the density
inferred from CELs would be biased towards the denser re-
gions along the line of sight and require knowledge of the
underlying pdf in order to recover the mean density.
While density fluctuations appear to be a promising
explanation for the occurrence of a below-unity filling fac-
tor, they are less favorable at explaining the observed ADFs
(particularly when using optical CELs whose emissivities are
relatively independent of density), while also failing to ex-
plain the differing temperatures derived from CELs and the
Balmer jump. Therefore, other explanations must be taken
into account.
3.2 Temperature Fluctuations
Temperature fluctuations would be a straightforward ex-
planation for the discrepancies between the Balmer jump
and CELs, with the Balmer jump weighted more towards
the cooler regions along the line of sight and CELs to-
wards the warmer (Peimbert 1967). They have also been put
forth as the root cause for the existence of ADFs exceeding
unity, particularly when estimating abundances using opti-
cal CELs. Their existence, however, is currently difficult to
understand within the context of photoionisation, although
radial temperature gradients are to be expected. Keeping
Holmes’ adage in mind,8 we proceed to examine the effects
of temperature-only fluctuations before considering the more
general case of density and temperature fluctuations in §3.3.
Fig. 8 shows the temperature estimates from several
CELs and the Balmer jump under a normal and lognormal
distribution of temperatures. Temperature fluctuations lead
to biases in the estimated temperature, with greater fluc-
tuations leading to more severe discrepancies. For CELs the
magnitude of the discrepancy tends to decrease with increas-
ing temperature as the emissivity increases at a decreasing
rate. For the Balmer jump, however, the magnitude of the
discrepancy tends to increase with the mean temperature,
although the error relative to the mean temperature remains
roughly constant in our approximation.
Perhaps the most interesting feature is the bias of the
various CELs. The difference in temperature derived from
[S iii] and [Ne iii] is comparable to the difference between
[S iii] and the Balmer jump; the temperature estimates from
[O iii] exceed those of [S iii] and [N ii] (figs. 5.2 and 5.3 of
Osterbrock & Ferland (2006) provide some observational
support for this). This result suggests that a comparison of
temperatures inferred from several temperature diagnostics
could also provide a diagnostic for temperature fluctuations.
Significant temperature fluctuations are capable of gen-
erating large ADFs, as illustrated in Fig. 9. The magnitude,
however, tends to decrease with increasing mean tempera-
ture, and only moderately affects far-infrared CELs. While
the Orion Nebula is observed to display a similar pattern
with far-infrared CELs producing a greater abundance es-
timate than optical CELs (Esteban et al. 2018), this result
runs contrary to observations of PNe.
ADFs are known to be largely uncorrelated with the
temperature derived using CELs, but are correlated with the
discrepancy between temperatures derived from the Balmer
jump/ORLs and CELs (Liu et al. 2001, 2004; Garc´ıa-Rojas
& Esteban 2007). While temperature fluctuations would pre-
dict a temperature dependence of the ADF, what is mea-
sured is not the mean temperature as CELs will be biased to-
wards the hotter regions along the line of sight, inflating the
temperature estimate and blurring the expected signature.
The temperature discrepancy between the Balmer jump and
CELs, meanwhile, would be an indicator of the magnitude of
8 When you have eliminated all which is impossible, then what-
ever remains, however improbable, must be the truth.
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Figure 10. Average line of sight temperature estimate 〈T 〉 as
a function of the polytropic index γ for a density-temperature
relationship given by T ∝ nγ−1e , where the electron densities are
randomly drawn from a lognormal distribution with mean n¯e =
1000 cm−3 and σ = 0.3. The mean electron temperature was set
to T = 8000 K.
the temperature fluctuations, and thus a greater discrepancy
would be expected to give rise to larger ADFs.
Similar results are observed when there is a temperature
gradient in the absence of a central cavity. The prominent
difference is that the temperature estimates, the tempera-
ture discrepancies between CELs and the Balmer jump, and
the ADF all decline with increasing distance from the centre
of the nebula. Since the estimated emission is a weighted av-
erage across the line of sight, the central temperatures can
be significantly underestimated.
The filling factor, despite the temperature dependence
of the emission measure, is relatively unaffected by the pres-
ence of temperature-only fluctuations, producing roughly
equal density estimates.
While temperature fluctuations are a promising expla-
nation for the discrepancies between CELs and the Balmer
Jump, as well as the more normally distributed ADFs when
using optical CELs, they are less favorable at explaining
ADFs obtained from far-infrared CELs, whose emissivities
are relatively independent of temperature in the range of
nebular conditions. Furthermore, they are unable to explain
the existence of small filling factors. Thus nebulae likely have
a combination of density and temperature fluctuations – and
possibly metallicity.
3.3 Density and Temperature Fluctuations
Some correlation between density and temperature is to be
expected. Denser regions will experience a greater degree
of collisional de-excitation, reducing radiative cooling and
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Figure 11. Average line of sight ratio of density estimates as
a function of the polytropic index γ for a density-temperature
relationship given by T ∝ nγ−1e , where the electron densities are
drawn from a lognormal distribution with mean n¯e = 1000 cm−3.
The mean electron temperature was set to T = 8000 K.
increasing the temperature (Osterbrock & Ferland 2006).
Meanwhile, assuming that different regions are in pressure
equilibrium leads to the condition T ∝ n−1e for the case of
an ideal gas. If adiabatic expansion occurs, then T ∝ nγ−1e ,
where γ = 5/3 for a monatomic gas.
Since we don’t know the equation of state for turbu-
lent fluctuations in photoionised nebulae, we assume a poly-
tropic relationship of the form T ∝ nγ−1e , where γ is allowed
to vary over the range 0 ≤ γ ≤ 2 to cover a range of con-
ditions, including those mentioned above. The electron den-
sities are drawn from a lognormal distribution with mean
n¯e = 1000 cm−3. The temperature is then calculated for a
given γ and normalized so that the mean electron tempera-
ture is T = 8000 K.9
Fig. 10 shows the average line of sight temperature es-
timate for various diagnostics under the assumption ne =
1000 cm−3. When density and temperature are coupled, tem-
perature estimates from CELs exceed those from the Balmer
jump. There is a general difference between a positive (γ > 1)
and negative (γ < 1) correlation in that the temperature es-
timates from different CELs are more overlapping in the
former case. When temperatures are positively correlated
with density, temperatures derived from the Balmer jump
are close to the mean electron temperature.
Fig. 11 shows the results for the filling factor using the
[S ii] line ratio. The [S iii] line ratio was used to estimate the
temperature along each line of sight for the CELs, while the
9 Changing the temperature or density doesn’t greatly affect the
qualitative results that follow.
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Figure 12. Average line of sight ADF value for various polytropic relationships between the density and temperature, with T ∝ nγ−1e .
The mean temperature is set to 8000 K, while the electron densities are drawn from a lognormal distribution with mean n¯e = 1000 cm−3.
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Balmer jump was used as a proxy for the radio tempera-
ture measurement as they give similar estimates (Peimbert
1967). For γ . 0.5, the density inferred from the emission
measure exceeds that of the spectroscopic line ratio, which
is generally not encountered in real observations. The few
instances of filling factors exceeding unity are thought to
originate from errors in estimating the size of the nebula
(Boffi & Stanghellini 1994). It is worth noting that γ = 0
corresponds to the physically-reasonable case of pressure-
balance fluctuations.
Fig. 12 shows the ADF results using [O iii] as the tem-
perature diagnostic for the CELs. Large ADFs can result
when temperature and density are negatively correlated for
both optical and far-infrared CELs, although the effect is
more substantial among optical lines. For γ > 1, optical
CELs can have large ADFs when temperature fluctuations
are sufficiently large, while far-infrared CELs only experi-
ence a more moderate increase relative to those driven by
density fluctuations (γ = 1).
Compared to the case with temperature-only fluctua-
tions, we find that a negative correlation between density
and temperature increases the ADF of optical CELs whereas
a positive correlation lowers the ADF. This is most evident
in comparing the σ = 0.3 lognormal pdf for γ = 0 and γ = 2
in Fig. 12a with Fig. 9a for a mean temperature T = 8000 K.
Thus the discrepancies measured by the ADF and filling fac-
tor appear to be opposed, with a positive correlation help-
ing to reduce the filling factor and ADF, while a negative
correlation increases the ADF and filling factor, eventually
causing the latter to exceed unity.
4 CONCLUSIONS
We have investigated the degree to which plasma fluctua-
tions in density and/or temperature could account for the
long-standing observations of filling factors (corresponding
to highly porous plasmas) and abundance discrepancy fac-
tors (ADFs) in photoionised nebulae. This has been done by
simulating nebulae in which either the density or tempera-
ture vary in a stochastic manner, describable by a probabil-
ity distribution function (pdf). This has been accomplished
by dividing the simulated nebulae into cubes with statisti-
cally independent densities/temperatures. The size of these
cubes are identified with the outer scale of the turbulence.
With these simulated nebulae we have calculated ob-
servable quantities such as the emission measure and the
intensities of emission lines associated with density- and/or
temperature-sensitive line ratios. These quantities have then
been compared to simulate astronomical measurements. The
results from this investigation are as follows:
(i) Density fluctuations with realistic pdfs can reproduce
the observational signature conventionally interpreted as ev-
idence for filling factors f < 1. Density pdfs with pronounced
tails extending to large densities (e.g. lognormal, Pareto) can
reproduce values of f < 0.1, as indicated in many astronom-
ical observations. Thus it is not necessary to invoke the ex-
treme ‘dual delta function’ model suggested by Osterbrock
& Flather (1959).
(ii) The discrepancy between the density inferred from
the emission measure and that from spectroscopic line ratios
also depends on the value of the mean density relative to the
critical density of the emission lines. When the true mean
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density is much less than the critical density, the discrepancy
is larger, and a smaller filling factor is inferred. As such, we
predict that line ratios with smaller critical densities (e.g.
[O ii], [S ii]) should produce larger filling factors compared
to lines with greater critical densities (e.g. [Ar iv], [Cl iii]).
Deviations from this would then point to additional factors
taking place, such as chemical inhomogeneities.
(iii) Density fluctuations with realistic pdfs can also re-
produce the observational signature of ADFs when using
far-infrared CELs, but only up to around a factor of five or
so. Since the density-dependence of the emissivity of ORLs
better traces the emissivity of the hydrogen recombination
lines by which the hydrogen abundance is determined, the
abundance estimates of ORLs are generally more accurate
than those from CELs. As the mean density of the nebula in-
creases, these discrepancies become more pronounced as the
denser regions disproportionately dominate the light from
ORLs compared to CELs.
(iv) Nebulae with electron temperature (but not density)
fluctuations yield inferred temperatures higher than the true
mean temperature when using CELs. The bias depends on
the set of temperature-sensitive transitions used (e.g. [Ne iii]
vs. [S iii]) and the mean temperature. This result suggests
that a comparison of temperature inferred from two or more
sets of temperature diagnostics, and a comparison with ion
temperature measurements, could provide a diagnostic for
temperature fluctuations.
(v) Temperature fluctuations are also able to produce the
observational signature of ADFs. This becomes most pro-
nounced for optical CELs and at lower mean temperatures.
Far-infrared CELs can show moderate ADFs, but only up to
around ADF(O+2) . 1.5 for standard nebular temperatures
(T > 5000 K).
(vi) In the case of density and temperature fluctua-
tions being simultaneously present, the observational con-
sequences depend on the form of the pdf and the functional
form of the density-temperature relationship. The density-
temperature relationship is parametrized by a polytropic in-
dex γ defined as δT ∝ δnγ−1e . An interesting and potentially
significant result is that for the seemingly plausible case of
γ = 0 (corresponding to isobaric fluctuations) the density
inferred from the emission measure exceeds that inferred
from density-dependent line ratios, in contradiction to most
observations. Fluctuations where δne and δT are positively
correlated yield filling factors of the sort observed. This re-
sult raises the interesting possibility that real observations
can yield information or constraints on the thermodynamics
of small scale fluctuations in H ii regions and PNe.
(vii) A polytropic relationship between density and tem-
perature leads to biases in the inferred temperature using
different diagnostics. A positive correlation (γ > 1) leads
to a greater overlap in inferred temperature using various
CELs, while the Balmer jump tends to provide a good esti-
mate of the true mean temperature. A negative correlation
(γ < 1), meanwhile, tends to result in a greater separation
between the temperatures inferred from various CELs.
(viii) A polytropic relationship between density and tem-
perature can produce large ADFs when the density and tem-
perature are negatively correlated. Such a case, however,
appears to be ruled out by observations of the filling factor
f < 1. If density and temperature are positively correlated,
large ADFs can also result if γ is sufficiently large when us-
ing optical CELs. In such situations, far-infrared CELs may
produce lower ADFs compared to their optical counterparts
as they are mainly driven by density fluctuations. Such a
scenario might take place in H ii regions, where the abun-
dances inferred from far-infrared CELs exceed those from
optical CELs in the Orion Nebula (Esteban et al. 2018).
In our simulations we have assumed that the ion density
is proportional to the electron density, and thus have not
taken the distribution of ionization states into consideration.
This could be an area of future improvement.10
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