Introduction
Structural optimization, via nonlinear mathematical programming techniques, follows two distinct steps. First, a search direction is generated and then a move distance along that direction is determined. The direction and the move distance are used to update and iterate the design until convergence to an optimum. The generation of a search direction typically requires the gradients of the behavior constraints of the structural optimization problem. Gradients of the behavior constraints can be obtained either in explicit terms by repeated application of the chain rule of differentiation or numerically by using a finite-difference scheme. In both cases computationaly intensive gradient calculations are required.
The primary goal of this study was to explore the possibiIity of improving computational efficiency of calculations of the gradients of the behavior constraints, thereby making optimization less comPutation intensive.
Gradient of behavior constraints, such as stresses and displacements, can be considered to consist of two distinct terms. The first accounts for the local effects, while the second represents the influence of the entire structure on the gradient. The first term is easy to calculate, while the second term is computation intensive. The proposition, here, is to retain the first term and to explore whether an approximate gradient will suffice for the second, that is, whether the optimum can be reached with fewer calculations. Even though different nonlinear programming techniques, such as methods of feasible direction, sequential quadratic programming, and penalty function, etc., use gradient information to calculate search directions, the actual implementations depend on the optimizer chosen. The feasibility of using approximate gradients in structural optimization will be investigated for different optimization methods to ensure that the conclusions are independent of the optimization algorithms. In addition, summaries of the results for several other problems are given without detailed elaboration.
The subject matter of this paper is presented in six sections: design as a nonlinear programming problem and solution methods, optimization methods, approximate sensitivities of behavior constraints, numerical illustrations, discussions, followed by conclusions.
Design As Nonlinear Programming Problem And Solution Methods
To examine the merits and limitations of approximate gradients in structural optimization, the design of trusses under multiple load conditions is cast as the following nonlinear mathematical programming problem andsolved using differentalgorithms:
Find the n design variables, such as member areas of a truss within prescribed upper and lower bounds that make the scaler weight function W a minimum under a set of stress and displacement constraints.
The weight function W can be written as tl W= Z wjAjLj (1) j=l whereAj is the cross sectional area; Lj, the length; and wj, the weight density of thej th element. To reduce the number of independent design variables, areas of a group of members are linked; thus the weight function defined by equation (1) has to be modified. However, this modification is carried out automatically and, because of its complexity, is not shown here in explicit terms.
To evaluate the effect of gradient approximations, only stress and displacement constraints are considered. These constraints can be formulated as
(j=n s +1 ..... n s +nd) gxj
where _i is the design stress for the ith element, _rio is the permissible stress for the ith element; xj is the jth displacement component, X)o is the displacement limitation for thej th displacement component, and ns, and n d are the number of stress and displacement constraints, respectively.
In a mathematical programming technique, the optimal design yopt is obtained iteratively from an initial design ._°in,
The design is updatedat each iteration (k) by calculating two quantities: a direction S k and a step length ak.
The optimal design, using the direction and associated step length, can be written as
The direction Sk is typically generated from the gradients of the objective function and the gradients of the active constraints. A one-dimensional search along the direction "_kis carried out to obtain the optimum move distance at. The design is updated, and iteration is continued until convergence or until a stop criterion is satisfied.
Optimization Methods
In this investigation, four different optimization methods 
Method of Feasible Directions
In the method of feasible directions (FD) a search direction S is determined that simultaneously satisfies two conditions:
(1) the direction is feasible, that is, ,_Tvg] < 0, and (2) the direction is usable, that is, sTVw< O. Here, Vg/ represents the gradients of active constraints.
Further information of the method of feasible directions can be found in references 4 to 6.
Sequential Linear Programming
In the method of sequential The linearization uses the gradients of the behavior constraints and objective function. 
Approximate

Sensitivities of Behavior Constraints
Explicit Gradients of Stresses
The gradient of stresses [Vcr] is a (nxn) matrix. Its n rows correspond to n design variables, representing the areas of the n members of a truss, and its n columns represent the n member stress components.
where the gradient of a stress component {Vcrk} is
With these definitions, the explicit (nxn) gradient matrix for stresses {cr} can be written as (ref . 7) (9a)
where
The first term in stress gradients (eq. (9a)) is a simple diagonal matrix representing local contributions, and its computation requires a trivial amount of calculations after analysis has been completed for forces {F}. The second term, however, is more complex, representing contributions to the sensitivity from the entire structure, and its calculation is computation intensive.
Explicit Gradients of Displacements
The gradients of displacements [VX] is a (nxm) matrix. 
Its columns correspond
Approximate
Gradients of Stresses
The approximate gradient of stresses, which is a diagonal matrix of dimension (n×n), is the first term in equation (9a), and it has the following form:
where [ _7tr] is the approximate gradient of stresses. From equation (12) , it can be observed that the calculation of approximate gradients of stresses requires minimal computations once analysis has been completed for forces.
Approximate
Gradients of Displacements
Approximate gradients of displacements [ (7X], obtained by retaining the first term in equation (10b), has the following form:
The matrix [J] is calculated during the determination of displacements (see eq. (6)), and [Sag] is a diagonal matrix; thus, the calculation of displacement sensitivity also involves minimal computations. The approximate gradient expressions given by equations (12) and (13) are referred to as IFM approximate gradients
Gradients for a Three-Bar Truss
To illustrate the complexity of each term in the gradient expression, an exampIe of a three-bar truss shown in figurel was considered. The three member stresses (o.l, o'2, o.3) and
two nodal displacements (X1, X2) were considered to be the behavior constraints, and their sensitivities were calculated for the three member areas (A 1, A2, A3). The closed-form analytical gradient of member stresses has the following form:
where .
-e2 2. Ge3
] e33 =-PlP2P3 r and where r = PiP2 + 2PIP3 + P2P3' Pi = AiEi/gi' and A i, E i, gi (for i = 1,2,3) are the areas, Young's moduli, and lengths of each of the three-bar elements of the truss; respectively.
The approximate gradients of the stress constraints has the form f0 tf°0t {Vcrl} IVY2} = -, and {_Zcr3}= _F 3
Note that approximate gradients of stresses given in equation (15) are much simpler than their closed-form gradients given in equation (14) .
The approximate gradients for displacement constraints for the three-bar truss are ,I7}
-'
_2rl I (16) Note that the displacement gradient expressions do not involve the third force component (F 3) because of the strain compatibility condition of the IFM (refs. 8 and 9). As before, the approximate displacement gradient expression given by equation (16) is much simpler than their closed-form given by equation (10b).
Numerical Illustrations
Optimum plicit gradients using the chain rule of differentiation is about 5 times more than that needed to calculate constraints.
If numerical differentiation using a forward finite-difference scheme is followed, the gradient calculation can be about 22 times more than the calculation of the constraint functions.
The time required to calculate approximate gradients takes about the same time that is required to calculate constraints. The actual difference in the CPU time to calculate constraints and their approximate gradients is very small.
Numerical Example 2
Minimum weight design of a 60-bar trussed ring under three multiple-load conditions for stress and displacement In both cases the four optimization techniques described in the section "Optimization Methods" were used. The optimum designs and associated information obtained using explicit and approximate gradients are summarized in 
Discussions
Why do approximate gradients perform as well as the explicit closed-form gradients in structural optimization?
Although we do not know an exact answer to the question, we provide the following explanation: Consider the design of a structure with many design variables and many stress and displacement constraints as shown in figure 6 . Select a small local segment of the structure, indicated by P in figure 6 , and consider the internal forces at the local region at P. It can be assumed that the force variations at P depend on the relative values of the design variables within the local region surrounding P, along with such relative variations and contributions from other parts of the structure. As far as internal force variation is concerned, the local effects appear to dominate other influences in the structure. This observation has similar connotation with structural indeterminacy, that is, the effect of indeterminacy is neglected in the calculation of gradients. However, the effect of indeterminacy is used during the calculation of internal forces, which is represented through the bottom (n-m) compatibility rows in the matrix IS] (see eq. (5)). In brief, for the variation of stresses or the calculation of their approximate sensitivities the consideration of the local effects only may be sufficient in an iterative design optimization scheme.
Sensitivities of displacements do not follow the logic that is applicable to stresses because displacements are global variables.
In determinating displacement sensitivity, one must consider the effect of the total structure as a single unit. Extension of the present research to frequency and stability constraints and to nontruss type structures can be fruitful. 
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Computational efficiency in structural optimization can be enhanced if the intensive computations associated with the calculation of the sensitivities, that is, gradients of the behavior constraints, are reduced. Approximation to gradients of the behavior constraints that can be generated with small amount of numerical calculations is proposed. Structural optimization with these approximate sensitivities produced correct optimum solution. Approximate gradients performed well for different nonlinear programming methods, such as the sequence of unconstrained minimization technique, method of feasible directions, sequence of quadratic programming, and sequence of linear programming. Structural optimization with approximate gradients can reduce by one third the CPU time that would otherwise be required to solve the problem with explicit closed-form gradients. The proposed gradient approximation shows potential to reduce intensive computation that has been associated with traditional structural optimization.
