We use reproducing kernel Hilbert space methods to solve a Carathéodory-Fejér type interpolation problem with mixed derivatives (corresponding to a so-called lower inclusive set) in the class of Schur multipliers.
Introduction
Interpolation problems of the Nevanlinna-Pick type, Carathéodory-Fejér type, or more generally bitangential interpolation problems in the class of matrix-valued functions analytic and contractive in the open unit disk form a well developed topic and a number of methods have been proposed over the years. We mention in particular:
1. The reproducing kernel Hilbert space approach (see [2, 3, 18] ). 2. The approach based on the commutant lifting theorem (see [19] ). 3. The approach based on the indefinite-metric Beurling-Lax theorem and Kreȋn-space projective geometry due to Ball-Helton (see [13, 14] ). 4. The direct state-space method of Ball-Gohberg-Rodman (see [12] ).
We note that the first, third and fourth method even handle boundary interpolation (e.g., interpolation of the function value and its angular derivative at a point of the unit circle for a Schur-class function) but apparently the second method does not.
When 
. , w N ).
The reproducing kernel Hilbert space P 2 of functions analytic in B N and with reproducing kernel 1 1− z,w is called the Arveson space and functions S for which the above defined kernel K S (z, w) is positive in B N are its contractive multipliers (more precisely, contractive multipliers from P q 2 into P p 2 ) and are called Schur multipliers. A general bitangential interpolation problem in the class of Schur multipliers has been solved in [10] using a variant of the lurking isometry method. The interpolation conditions in [10] are expressed in terms of a functional calculus with operatorvalued argument. What classical-type interpolation problems can be included in this formulation was not spelled out.
In the present paper we solve a general Carathéodory-Féjer interpolation problem in the ball using the reproducing kernel approach. To define the interpolation problem to be considered we use the notion of lower inclusive sets. These sets were introduced in the work [16] of Ball, Li, Timotin and Trent (the term itself was coined in Woerderman's paper [23] ) and used in [23] to solve the Carathéodory-Féjer interpolation problem in the polydisk.
Define a partial order p on N N as follows: We will denote by K M the set of all p -maximal elements in K, and for every k ∈ K M we denote
We will use the usual multi-index notations.
For f a holomorphic function defined on ⊆ C N , we denote
We set
where p and q are fixed and given from the interpolation data and where p p. Furthermore we denote by P 2,J the space P p+q 2 endowed with the indefinite inner product
We solve the following Carathéodory-Fejér interpolation problem:
, find a necessary and sufficient condition for a C p×q -valued Schur multipliers S to exist such that
and (2), describe the set of all solutions of this interpolation problem.
As in our previous work [8] , we follow the reproducing kernel approach to solve the interpolation problem. This approach consists of three main steps (see [18, 2] for the one variable case):
1. The first step consists in building from the interpolation data a finite dimensional resolvent-invariant (in a sense to be explained) space M (see (2.1)). We then assume that M endowed with the P 2,J -inner product is a Hilbert space. Then it is a finite dimensional reproducing kernel Hilbert space whose reproducing kernel is of the form
where is a rational matrix-valued function. This follows from the Beurling-Lax type theorem proved in [5] .
2. For any solution S to the interpolation problem, we denote by H(S) the reproducing kernel Hilbert space with reproducing kernel K S (z, w). We prove that the mapping f → (I p − S)f is an isometry from M into H(S). This forces the space M to be positive. When it is positive definite as assumed in the previous step, it forces furthermore a linear fractional transformation between S and . 3. Still under the hypothesis that M is a strictly positive subspace of P 2,J we check that all solutions are described via the above mentioned linear fractional transformation. Finally we show that a necessary and sufficient condition for a solution to exist is that the space M is positive (but possibly degenerate) in the P 2,J inner product.
These steps are considered in Sections 2-4 of the paper. In Section 5 we present a numerical example and discuss a related moment problem. We conclude with a number of remarks. First we mention that a general setting which includes the lower inclusive sets as a special case was recently developed in the thesis [20] . Next we note that an alternative route to solving Problem 1.2 would be using the commutant lifting theorem of Ball-Trent-Vinnikov (see [15] ). One then obtains a Redheffer type linear fractional description of the set of solutions. Finally we explain the connections with our previous work [8] and with [10] . The space M in the above mentioned step 1 is backward shift invariant and is assumed strictly positive in the P 2,J -metric. Therefore, it is spanned by the columns of a matrixfunction of the form 
(where we use the notation of [8] ) we see that it can be solved using the methods of [10] . One of our contributions in the present work is to identify the backward shift invariant subspaces and the corresponding A k which generate explicit interpolation conditions of Carathéodory-Fejér type; see Step 3 in the proof of Theorem 2.1. During the preparation of [8] we were not aware of the notion of lower inclusive sets and got only a particular case of the Carathéodory-Fejér type studied here.
The columns of the function
need not be linearly independent. This is not an obstacle when M is strictly positive. It suffices, as we do here, to apply the Beurling-Lax theorem of [5] . In [8] this result was not available and we needed a special analysis to extend, when possible, the formula for appearing in [1] to this case; see [8, Theorem 6 .1].
Finally we remark that [5] extends some of the results of McCullough and Trent (see [21] ) and considers spaces of functions not necessarily analytic in B N . This is in particular relevant for boundary interpolation problems of the type considered in [6, 11] .
The space related to the interpolation problem
For ∈ N N we define
We prove:
and assume that the formula
defines a strictly positive inner product on M. Then M is a reproducing kernel Hilbert space with a reproducing kernel of the form (1.1).
The proof will be divided into several parts. We first need a definition.
Definition 2.2. A Hilbert space of functions
We note that the f j are not defined in a unique way in general. Determining whether a given space V is of class G 0 is called Gleason's problem (see [22] 
Proof of Theorem 2.1. We proceed in a number of steps:
We denote by e i the ith unit vector and assume that all the m i > 0. The case where some of the m i are equal to 0 is easily adapted. To prove the proposition we will prove the equality
To ease the notation we set m − e i = k i . We have: 
we obtain (2.2).
Eq. (2.2) makes use of the lower inclusiveness hypothesis (f
Furthermore, the columns of the matrix-valued function
form a basis for M k . See [7] for further information.
For the next step of the theorem, we assume that the sets K k are ordered, that is, we write:
We do not need any specific order but we do assume that the order "respects" the partial order p : if i j , then k i p k j . This last requirement is not necessary, but it ensures that the matrices A i,k are upper triangular.
STEP 2: The matrices
is defined by
It is sufficient to prove that the matrices B i,k
commute. We have: such that the columns of
can be chosen to commute. This is a direct result of the two previous steps, with
STEP 4:
There exist C ∈ C (p+q)×n and commuting matrices
where n = dimM n such that the columns of
form a basis for M.
By the previous step the space M is invariant under the backward shift operators
and hence has the asserted form (see [7] ). One can also use the results of Bolotnikov and Rodman [17] to get to the same conclusion.
STEP 5: The reproducing kernel of M is of the form (1.1).
Since the matrices A j commute the space M is backward shift invariant. As proved in [4, 5] , any backward shift invariant subspace of P 2,J which is moreover a Hilbert space when endowed with the P 2,J indefinite inner product is a Hilbert space with a reproducing kernel of the form (1.1). This ends the proof of step 4 and of the theorem.
A formula for is given as follows: Given C and {A j } as above, we denote by P the Gram matrix with respect to the basis formed by the columns of C(I n − N j =1 z j A j ) −1 . Then the formula for is:
See [1, 8] for more information. We also note that P is the (unique) solution of the matrix equation
where C and the A j are as in Step 4.
The relation between H(S) and M
In this section we turn to the second step of the strategy mentioned in the previous section. We will make use of the following well-known theorem: 
(z, w). Then K(z, w) is analytic inw and for every F (z) ∈ H and ξ ∈ C
m we have that:
Using Newton's formula one easily proves the next result:
Proposition 3.2. Let α ∈ N N and let u and v be two analytic functions in
⊆ C N . Then ∂ |α| ∂z α (uv) = p α α! !(α − )! ∂ |α− | ∂z α− (u) ∂ | | ∂z (v).
Theorem 3.3. Let S be a solution to Problem 1.2. The map
τ : f → I p −S f maps M into H(S) isometrically.
Proof. We recall that H(S) is the reproducing kernel Hilbert space with the reproducing kernel
I p S(w) * this last equality leads to
and so τ maps M into H(S).
To conclude the proof, we compute:
On the other hand we have
and hence the theorem. The proof follows the arguments of [8] and is omitted.
Solutions for the interpolation problem
In this section we describe the set of solutions to Problem 1.2. 
where is the C (nN +p+q)×(p+q) -valued function given by (2.4) and 
= T (σ ).
Proof. We follow the arguments of [8] and we will only go through the basic steps of the proof and omit some of the details. We have already remarked that the existence of a solution to the interpolation problem implies that M is a positive semidefinite subspace of P 2,J . In the first step of the proof we assume that it is moreover non-degenerate. 
4).
This is Theorem 2.1.
STEP 2: Under the hypothesis of Step 1, let S be a solution to the interpolation problem 1.2. Then, there exists a Schur multiplier σ such that S = T (σ ).
The map τ maps isometrically M into H(S) (Proposition 3.3) and thus
where positivity is understood in the sense of reproducing kernels. Leech's theorem (see [1] ) forces then the linear fractional transformation S = T (σ ).
where σ is a Schur multiplier. Then S is a solution of the interpolation problem.
As in [8] the linear fractional representation of S implies that the transformation τ maps H( ) into H(S). In particular the function
belongs to H(S) for every α ∈ K, forcing the interpolation conditions on S.
STEP 4:
We are left to consider the case where M may be degenerate.
We then modify the problem be replacing ξ with ξ = (1 + )ξ where > 0. For the modified problem, M is a strictly positive subspace of P 2,J and a solution S is obtained by the above procedure. Then, taking → 0 we obtain maybe via a subsequence, a Schur multiplier S which solves the interpolation problem. See [1] for the existence of a converging subsequence of a family of Schur multipliers.
We remark that the positivity of M is equivalent to the positivity of the (unique) solution of Eq. (2.5).
Examples and applications
In this section we present a numerical example and an application of the methods described to moment problems. For similar results in the setting of the polydisk see [23, Section 4] . We consider the following problem: Problem 5.1. Find a positive measure dµ on S 2 such that the following moment conditions hold:
We emphasize that we will describe only a subset of the set of solutions of this problem.
When N = 1, the trigonometric moment problem is equivalent to a Carathéod-ory-Fejér interpolation problem in the set of functions with positive real part. To make a similar connection here we need the following result: 
Proof. We start with the following fact: for every function f analytic in
See [22] . For f as above, it is then clear how to chose dµ. If f has singularities on the boundary, a limiting procedure is used and dµ will constructed using the relation
where dλ(z) denotes the Lebesgue measure on S 2 . For a proof, we refer the reader to [9] . We point out that the measure dµ is not arbitrary but satisfies certain supplementary moment conditions (see [9, p. 89] ). We denote
After expansion of C 2 (z, w) into a power series, it is evident that dµ is a solution to Problem 5.1 if and only if C µ (z) satisfies the interpolation conditions:
where 
where
Since the class of Schur multipliers is contained in the class of Schur functions, solving the Carathéodory-Fejér interpolation problem with the data (5.3) will provide a solution to Problem 5.1.
We now follow the steps described in the previous sections to solve this last interpolation problem. The space M is spanned by the functions:
and the set K of indices is :
We now denote: Using MATLAB we compute P −1 and P 1/2 , obtaining: As mentioned before, we do not obtain in this way a complete description of the set of solutions. Moreover, since the Schur multipliers are strictly included in the set of Schur functions it is possible that a certain moment problem of the form (5.1) will have a solution, and yet the related interpolation problem of the form (5.3) will not have a solution.
